For a Markov map of the interval or the circle with countably many branches and finitely many neutral periodic points, we establish conditional variational formulas for the mixed multifractal spectrum of Birkhoff averages of countably many observables, in terms of the Hausdorff dimension of invariant probability measures. Using our results, we describe mixed multifractal spectra for the Rényi map generating the backward continued fraction expansion, as well as multi-cusp winding spectra for the Bowen-Series maps associated with finitely generated free Fuchsian groups with parabolic elements.
Introduction
Borel's normal number theorem states that Lebesgue almost every real number has the property that the limiting frequency of each digit in the decimal expansion is 1/10. It is therefore natural to ask for the Hausdorff dimension of the set of real numbers with a different limiting behavior. This problem was investigated by Besicovitch [6] and Eggleston [11] in the 30s and 40s, who computed the Hausdorff dimension of the set of real numbers whose digits have limiting frequency given by any prescribed probability vector.
This number-theoretic problem can be generalized as follows. Given a dynamical system on a metric space X, a sequence A 1 , . . . , A k of pairwise disjoint subsets of X, and a probability vector α = (α 1 , . . . , α k ), is it possible to describe the Hausdorff dimension of the set of initial points whose orbits visit each A j with frequency α j ? One can also consider a frequency of visits to a countably infinite number of subsets, and even more generally, Birkhoff averages of a countably infinite number of observables. The problem is to describe mixed multifractal spectra of Birkhoff averages, or simply mixed Birkhoff spectra of countably many observables.
For certain maps having a Markov structure, several results are known which describe mixed Birkhoff spectra: Fan and Feng [12] , and Olsen [37, 38] on finite shift spaces; Fan et al. [15] on the Hausdorff dimension of Besicovitch-Eggleston sets on infinite shift spaces; Fan et al. [13, 14] on uniformly expanding Markov interval maps with infinitely many branches. Other mixed multifractal spectra were considered in [3] .
In this paper, we describe mixed Birkhoff spectra for non-uniformly expanding one-dimensional Markov maps with a countable (finite or infinite) number of branches. The lack of uniform expansion is due to the existence of neutral periodic points. Various types of results in different settings on dimension theory for such parabolic systems (i.e., maps with neutral periodic points) are fairly in abundance. We refer to [16, 21, 27, 28, 35, 42, 51] for results on Lyapunov spectra, [31, 33, 49] on the Hausdorff dimension of limit sets, [10, 19, 26] on Birkhoff spectra of observables not necessarily related to Lyapunov exponents, and [47] on entropy spectra. However, to our knowledge, there is no known result on the mixed Birkhoff spectra of parabolic systems, in spite of its potential of broad applications.
We introduce our setting and results in more precise terms. Let M = [0, 1] or M = S 1 , and let S be a countable set. A Markov map is a map f : ∆ → M such that the following holds:
(M0) There exists a family {∆ a } a∈S of connected subsets of M with pairwise disjoint interiors such that ∆ = a∈S ∆ a and f | ∆a = f a for each a ∈ S. (M1) For each a ∈ S, f a is a C 1 diffeomorphism onto its image with appropriate one-sided derivatives. (M2) If a, b ∈ S and f ∆ a ∩ ∆ b has non-empty interior, then f ∆ a ⊃ ∆ b . The family {∆ a } a∈S is called a Markov partition of f . We say a Markov map f is fully branched f ∆ a ⊃ ∆ b holds for all a ∈ S, b ∈ S. We say f is non-uniformly expanding if |f ′ | > 1 everywhere except for finitely many indices (a, x a ), a ∈ S, for which x a ∈ ∆ a and |f ′ a x a | = 1. Such indices a are called neutral indices, and x a is called a neutral periodic point if f n x a = x a holds for some n ≥ 1. All other indices are called expanding. Let Ω denote the set of all neutral indices. In the case Ω = ∅, f is called uniformly expanding. Remark 1.1. All neutral periodic points are topologically repelling. Remark 1.2. Since the elements of the Markov partition may intersect each other at their boundary points, it may happen that a, b ∈ Ω, a = b and x a = x b . Condition (M2) determines a transition matrix over S. We will assume a strong connectivity of the associated directed graph, called finite irreducibility. Moreover, we will assume that f has uniform decay of cylinders. We refer to Section 3.1 for the definitions of these two key properties.
We aim to describe a fractal structure of the maximal invariant set
We assume J = ∅, and decompose J into level sets defined as follows. Let F denote the set of R-valued functions on ∆ with suitable bounds on their distortion (see Section 3.3 for the precise definition). We say f has mild distortion if log |f ′ | ∈ F . Let us introduce the following two infinite-dimensional vector spaces For φ ∈ F N , α ∈ R N and an integer k ≥ 1, put φ k = (φ 1 , . . . , φ k ), α k = (α 1 , . . . , α k ) and α k = max 1≤i≤k |α i |.
For an integer n ≥ 1 and x ∈ n−1 j=0 f −j ∆, we denote the multi-Birkhoff sum by S n φ k (x) = (S n φ 1 (x), . . . , S n φ k (x)) , where S n φ = n−1 j=0 φ • f j for φ : ∆ → R. The level sets we consider are given by
where we have set
Note that B(φ, α) is the set of points in J for which the Birkhoff average of each φ i exists and is equal to α i . We have the multifractal decomposition
where B ′ (φ) denotes the set of points in J for which the Birkhoff average of some φ i does not exist. If f | J is transitive, then each non-empty level set B(φ, α) is a dense subset of J. Our goal is to describe the mixed multifractal spectrum of [18, 20, 29, 33] .
Our formula for b φ (α) is given in terms of the dimension of measures. Important quantities are δ 0 = sup{dim(µ) : µ ∈ M(f )} and
For φ ∈ F N and k ≥ 1, we denote
where we will always assume that φ i ∈ L 1 (µ) for every 1 ≤ i ≤ k, if this notation is in use. For α ∈ [0, ∞] define
We are now in the position to state our main result.
Main Theorem (Conditional variational formulas for mixed Birkhoff spectra). 
Then
If moreover f has a neutral periodic point, then in which only uniformly expanding fully branched Markov interval maps with infinitely many branches were considered. The class of maps we consider is sufficiently broad, to include most of the previously studied one-dimensional Markov maps with neutral periodic points. Our class F of observables is strictly larger than the one considered in [13] . The uniform decay of cylinders clearly holds for uniformly expanding maps, and for non-uniformly expanding maps we have to state it as an assumption. A number of concrete examples have this property, see [33, Section 8] and Section 5.1 for details.
The proof of the Main Theorem differs significantly from that of [13, Theorem 1.1, Theorem 1.2] in which the uniform expansion of the Markov map is essential. As stated in Main Theorem(c), the set of points with zero pointwise Lyapunov exponent has a large Hausdorff dimension, and can therefore intersect many level sets. It is convenient to restrict to level sets with positive Lyapunov exponents, but many level sets will be unaccounted for due to this restriction (see e.g. [26, Theorem 2] ). To establish our Main Theorem for the complete multifractal spectrum, we take the set with zero Lyapunov exponent into a direct consideration.
What we will actually prove is the conditional variational formula for any level set whose Hausdorff dimension does not exceed δ 0 . The assumption (1.2) ensures that the formulas are valid for all level sets. For iterated function systems with neutral fixed points, essentially the same assumption was made in [26, Theorem 2] in order to describe Birkhoff spectra of single observables. In the setting of [13] , the assumption (1.2) holds and is used implicitly in the proof. A number of concrete examples satisfy (1.2). Indeed, in Section 5.2 we show that the existence of a good induced Markov map implies (1.2).
As an immediate application of the Main Theorem, we describe the Hausdorff dimension of level sets of prescribed frequencies of visits to elements of the Markov partition. Let f : ∆ → M be a Markov map with an infinite Markov partition
By a frequency vector we mean an element α of R N such that α i ≥ 0 holds for every i ≥ 1 and ∞ i=1 α i ≤ 1. For each frequency vector α we introduce the Besicovitch-Eggleston set with frequency α given by 
For fully branched uniformly expanding Markov maps with infinite Markov partitions, the conditional variational formulas for the Hausdorff dimension of Besicovitch-Eggleston sets were established in [13, 14] . See [15] for analogous results on the countable Markov shift. For frequencies of visits to families of finitely many sets, a statement analogous to Corollary 1.4 holds without the constant β ∞ .
We now investigate properties of the function α → dim H BE(α). 
is continuous with respect to the topology of pointwise convergence;
For parabolic Iterated Function Systems with finite Markov partitions, the continuity of Birkhoff spectra of a single observable was shown in [ We give two other immediate applications of our results to number-theoretic problems. Each number x ∈ (0, 1)\Q has the unique Backward Continued Fraction (BCF) expansion
where each digit b j (x) is an integer greater than or equal to 2. This expansion is generated by the Rényi map (see Section 6 for the definition), which is a nonuniformly expanding Markov map with a neutral fixed point. The Birkhoff spectrum of the BCF expansion digits is completely flat, in sharp contrast to the Birkhoff spectrum of the regular continued fraction expansion digits, which is a strictly increasing real-analytic function [22] . 
For each n ≥ 2 consider the set It follows that the set of irrational numbers in (0, 1) with bounded BCF digits has Hausdorff dimension 1. For the regular continued fraction expansion, Jarník [25] proved that the set of irrational numbers in (0, 1) whose digits do not exceed n has Hausdorff dimension 1 − O(1/n). This was later significantly improved by Hensley [17] to 1 − O(1/n 2 ).
The following complementary result for the BCF digits follows from Theorem 1.5. Proposition 1.8 (Dimension of zero-frequency set). We have
In Section 2 we will prove related results for the multi-cusp winding process for the geodesic flow on hyperbolic surfaces with cusps. The rest of this paper consists of four sections. Section 3 contains preliminary results on non-uniformly expanding one-dimensional Markov maps. In Section 4 we prove the Main Theorem and Theorem 1.5. For the upper bound of the Hausdorff dimension of the level sets, we modify Bowen's covering argument [7] , and utilize the thermodynamic formalism for finite and countable Markov shifts [8, 32, 44] applied to induced systems. We will work with infinitely many induced systems which altogether exhaust the whole dynamics. For the lower bound, we construct subsets of the level sets by a Moranlike geometric construction [39] , and relate the Hausdorff dimension of the level sets to the dimension of expanding measures with prescribed expected values.
In Section 5 we provide a sufficient condition for two of the assumptions in the Main Theorem: the uniform decay of cylinders, and the approximability of the Hausdorff dimension of J by the dimension of expanding measures as stated in (1.2) . In Section 6 we show the complete flatness of a certain mixed Birkhoff spectrum for the Rényi map in Theorem 6.1 which implies Corollary 1.6.
Cusp winding spectra for some hyperbolic surfaces
In this section we apply our main results to cusp winding spectra for the geodesic flow on hyperbolic surfaces modeled by a finitely generated free Fuchsian group with parabolic elements. The underlying dynamical system is derived from the Bowen-Series map associated with the action of the Fuchsian group on the boundary of hyperbolic space ( [9] ). This defines a uniformly expanding Markov map with infinitely many branches which are not fully branched. Other cusp winding spectra were treated in [24, 34] . 
2.1. Bowen-Series maps for free Fuchsian groups. We denote by (D, d) the Poincaré disk model of the two-dimensional hyperbolic space, where D ⊂ R 2 is the open unit disk around the origin, and S 1 = ∂D its boundary. We denote by
the limit set of a Fuchsian group G (see [36] and also [9, Section 1] for further details), where the closure is taken with respect to the Euclidean topology on R 2 . We begin by recalling the definition of the Bowen-Series map from [9] . Let R ⊂ D denote a Dirichlet fundamental domain for a finitely generated free Fuchsian group G with parabolic elements. By Poincaré's Polyhedron Theorem, each of the finitely many sides s of R gives rise to a side-pairing transformation g s ∈ G, and the set
is a symmetric set of generators of G. Moreover, each vertex p j of R (j = 1, . . . , k) satisfies p j ∈ S 1 and that p j is a parabolic fixed point of some g ∈ G. We will assume for simplicity that for each p j there exists γ j ∈ G 0 such that γ j (p j ) = p j . We define
We will always assume that G is non-elementary, which in our setting means that #G 0 ≥ 4. Each side s of R is contained in the isometric circle of g s , where we recall that the isometric circle C g of g ∈ G is given by
Here, |g ′ (z)| denotes the norm of the derivative of g at z with respect to Euclidean metric on R 2 . We then define for g ∈ G 0 ,
Let ∆ = g∈G 0 ∆ g and define the Bowen-Series map f :
That f is well defined follows from the fact that, for distinct g, h ∈ G 0 , we have ∆ g ∩ ∆ h = ∅ unless h = g −1 ∈ Γ 0 . In this case, we have ∆ g ∩ ∆ g −1 = {p j } where p j is the parabolic fixed point of g, and thus f (p j ) = p j .
Note that f is a Markov map with Markov partition (∆ g ) g∈G 0 . It is not difficult to verify that f is a finitely irreducible non-uniformly expanding Markov map satisfying Renyi's condition and (M3). Hence, f has uniform decay of cylinders by Lemma 5.1. For the maximal f -invariant set J ⊂ S 1 we have
There is a one-to-one correspondence between x ∈ Λ(G) and symbolic sequences ω ∈ G N 0 satisfying ω i ω i+1 = 1 for every i ≥ 1 ( [45] ). This correspondence is given by the coding map associated with the Markov map f as defined in Section 3.1. We denote by Λ c (G) ⊂ Λ(G) the conical limit set of G (see [36] for the definition). By a result of Beardon and Maskit ([5]) we have
2.2.
Multi-cusp winding process. For x ∈ Λ c (G) it follows from (2.1) that the corresponding symbolic sequence ω ∈ G N 0 does not eventually become constant to some element of Γ 0 . For x ∈ Λ c (G) we can therefore decompose its symbolic sequence ω into a sequence of blocks (B i (x)) i≥1 as in [24] . Each hyperbolic generator in ω forms a block of length one. For parabolic generators in ω we build maximal blocks of consecutive appearances of the same parabolic generator. Hence, we have either B i (x) = h for some h ∈ H 0 , or B i (x) = γ n for some γ ∈ Γ 0 and n ≥ 1.
Motivated by [24] , we introduce the multi-cusp winding process (a i,j ) i≥1,1≤j≤k , a family of functions on Λ c (G) given by
This process has an interpretation in terms of the geodesic flow on the associated hyperbolic surface D\G ( [45] ). Namely, for a fixed initial value o ∈ D\G, the set of oriented geodesics γ : [0, ∞) → D\G which satisfy γ(0) = o and which return to some compact set of D\G infinitely often, can be identified with Λ c (G). This identification is obtained by lifting γ to a geodesicγ : [0, ∞) → D withγ(0) ∈ R, and identifying γ with the endpoint x := lim t→∞γ (t) ∈ S 1 . The symbolic sequence ω is then the cutting sequence which records the sides of R crossed by γ(t) as t → ∞ ([45, Section 2]). A block B i (x) = γ n j of length n ≥ 2 of some parabolic generator γ j ∈ Γ 0 then means that the geodesic γ spirals n − 1 times around the cusp associated with γ j . Here, the ith block refers to the ith return of γ to a certain compact subset of D\G.
2.3.
Mixed Birkhoff spectra for multi-cusp winding process. In order to apply our theory for mixed Birkhoff spectra to the multi-cusp winding process, we introduce the induced Markov mapf : K → S 1 given bỹ
where |B 1 (x)| denotes the word length of the block B 1 (x) and K ⊂ S 1 is the countable union of pairwise disjoint partition elements
Here, F is the countable set of reduced words in ∞ n=2 G n 0 given by
By (2.1), the maximalf -invariant setJ satisfies
Proof. For i ≥ 1 and 1 ≤ j ≤ k we have
Hence, we have that
Our main task is to verify thatf is a finitely irreducible, non-uniformly expanding Markov map with Markov partition (∆ ω ) ω∈F which has mild distortion and uniform decay of cylinders, and satisfies (1.2). Thatf is finitely irreducible follows from the fact that f : ∆ → ∆ is transitive with finite Markov partition (∆ ω ) g∈G 0 . Since f has uniform decay of cylinders, so hasf . Since B 1 is constant on each element of the Markov partition, (1.2) holds forf by Proposition 5.4(b). Hence, the desired conditional variational formula follows from Main Theorem(b) for every non-empty level set B(α).
To prove that B(α) = ∅ for every α ∈ D k we make use of Main Theorem(a). Namely, for n ≥ 1 and 1 ≤ j ≤ k we consider thef -invariant probability measure on the periodic orbit (γ n j gγ n j g . . . ) off , where γ j ∈ Γ 0 and g ∈ G 0 \ {γ ±1 j }. By taking suitable convex combinations of these measures and applying Main Theorem(a) we can show that B(α) = ∅ for every α ∈ D k . One can prove the continuity of the Hausdorff dimension by slightly modifying the proof of Theorem 1.5 using the uniform expansion off 2 in Proposition 5.4(b), see Remark 4.13.
Remark 2.2. In the case k = 1, our conditional variational formula for the cusp winding spectrum is analogous to the Birkhoff spectrum of the arithmetic mean of the regular continued fraction digits considered in [22, Corollary 6.6] . Note that in there the dynamical system is given by the Gauss map.
In order to investigate the frequency of multi-cusp windings, we define for i ≥ 0 and 1 ≤ j ≤ k the sets
Denote by D the set of frequency vectors α = (α i,j ) ∈ R N×{1,...,k} . Then for every
Hence, the number α i,j prescribes the asymptotic frequency of precisely i consecutive windings around the jth cusp.
Proposition 2.3 (Frequency of multi-cusp windings). For every frequency vector
Moreover, the map α → dim H BE(α) is continuous on D. Furthermore, for the zero-frequency 0 ∈ D we have
Proof. Recall thatf is a finitely irreducible, non-uniformly expanding Markov map with a Markov partition (∆ ω ) ω∈F which has mild distortion and uniform decay of cylinders, and which satisfies (1.2). Further, each A i,j is a finite union of elements of (∆ ω ) ω∈F . By slightly modifying the proofs we see that Corollary 1.4 and Theorem 1.5 also hold in this setting. By [24, Lemma 2.4] we have β ∞ = 1/2. Finally, that BE(α) = ∅ for every frequency vector α can be shown as in the proof of Proposition 2.1.
Remark 2.4. In the case k = 1, the last assertion in Proposition 2.3 is related to [34, Theorem 2] where it is shown that, for a certain Jarník set J ⊂ Λ c (G), we have dim H J = 1/2. Namely, by the definition of J , we have lim n→∞ a n,1 (x) = ∞ for every x ∈ J , which implies J ⊂ BE(0).
Preliminaries on non-uniformly expanding Markov maps
Throughout this section, let f : ∆ → M be a non-uniformly expanding Markov map with a Markov partition {∆ a } a∈S . In Section 3.1 we introduce a symbolic coding via the Markov partition, as well as the necessary definitions and conditions appearing in our main results. In Section 3.2 we introduce a subset J ′ of J of full Hausdorff dimension which detects weak expansion. In Section 3.3 we define the set F of admissible observables for our main results. In Section 3.4 we state two lemmas on approximations of invariant measures, which will be frequently used later on.
3.1. Symbolic coding. Condition (M2) determines a transition matrix (T ab ) over the countable alphabet S by T ab = 1 if f ∆ a ⊃ ∆ b and T ab = 0 otherwise. A word of length n ≥ 1 is an n-string of elements of S. A word ω 0 · · · ω n−1 of length n is admissible if n = 1, or else n ≥ 2 and T ω j ω j+1 = 1 holds for every 0 ≤ j ≤ n − 1. Denote by E n the set of n-admissible words and put E * = ∞ n=1 E n . For two words ω = ω 0 · · · ω m−1 and η = η 0 · · · η n−1 , denote by ωη the concatenated word ω 0 · · · ω m−1 η 0 · · · η n−1 . This notation extends in an obvious way to concatenations of an arbitrary finite number of words. For convenience, put E 0 = {∅}, |∅| = 0, and η∅ = η = ∅η for every η ∈ E * . We say f is finitely irreducible if there exists a finite set Λ ⊂ E * such that for any ω, η ∈ E * there exists λ ∈ Λ such that ωλη ∈ E * . If f is fully branched, i.e., T ab = 1 for all a, b ∈ S, then it is finitely irreducible with Λ = ∅.
Let N denote the set of non-negative integers. The transition matrix determines a topological Markov shift
n=0 : x n ∈ S, T xnx n+1 = 1 ∀n ∈ N}, endowed with the usual symbolic metric. The left shift acting on X is denoted by σ: (σx) n = x n+1 for every n ∈ N. For each ω = ω 0 · · · ω n−1 ∈ E n , put |ω| = n and define the n-cylinder
The Riemannian length of the cylinder ∆ ω is denoted by |∆ ω |. We say f has uniform decay of cylinders if
If f has uniform decay of cylinders, then for any (x n ) ∞ n=0 ∈ X the set ∞ n=0 f −n ∆ xn is a singleton. The coding map π : X → M given by
is well-defined and satisfies J ⊂ π(X). It is measurable, one-to-one except on the countable set ∞ n=0 f −n ( a∈S ∂∆ a ). Since the set {x ∈ X : π is one-to-one at π(x)} is σ-invariant and f • π = π • σ holds on this set, for any non-atomic f -invariant measure µ on π(X), there exists a σ-invariant measure µ ′ such that µ = µ ′ • π −1 and the entropy of µ ′ with respect to σ is equal to h(µ).
3.2.
Weak expansion on a set of full dimension. For a neutral index a ∈ Ω and an integer n ≥ 1, let ∆ n (a) denote the union of all n-cylinders containing x a (there are at least one and at most two such cylinders, see Remark 1.2). Fix an integer χ ≥ 1 such that the following holds:
This is a closed neighborhood of the set {x a : a ∈ Ω}. Define
Points in J ′ can have zero pointwise Lyapunov exponent. Nevertheless, the following weak expansion estimate holds.
which yields the claim.
We restrict ourselves to the set J ′ , and use Lemma 3.1 to avoid the effect of neutral periodic points for the upper estimate of the Hausdorff dimension of the level sets in our main theorem. That this restriction carries the full Hausdorff dimension follows from the next lemma. 
. From this and the choice of χ, it follows that for each a ∈ Ω, all points in ∆ χ (a) ∩ ∞ n=1 f −n V , except possibly a countable number of points which eventually enter the boundary of some element of the Markov partition, share the same coding sequence. By the uniform decay of cylinders, there exists at most one point in M for each given coding sequence. Since Ω is finite it thus follows
3.3. Class of observables. For a function φ : ∆ → R and an integer n ≥ 1 put
The first condition is non-trivial only if φ is unbounded. We will only consider observables which belong to F . If f has uniform decay of cylinders, then F contains the set of bounded uniformly continuous functions.
We say f satisfies Rényi's condition if each branch f a (a ∈ S) is C 2 and satisfies
3. If f has uniform decay of cylinders and satisfies Rényi's condition, then it has mild distortion.
Proof. For every a ∈ S and all x, y ∈ ∆ a we have
The uniform decay of cylinders implies that this series is o(n), and therefore log |f ′ | ∈ F .
3.4.
Approximations of expanding measures. For a subset F of E * we use the following notation:
The lemma below allows us to approximate an ergodic measure with a finite collection of cylinders under the assumption of finite irreducibility. For a, b ∈ S and an integer n ≥ 1, let E n (a, b) denote the set of elements of E n whose first symbol is a and the last one is b. 
For any ǫ > 0 and any integer n ≥ 1, there exist ℓ ≥ n, a, b ∈ S and a finite subset Since the finite irreducibility implies the transitivity, the proof of [46, Main Theorem] works verbatim to show the next lemma approximating non-ergodic measures with ergodic ones in a particular sense. 
On the proofs of the Main results
This section is dedicated to proofs of the Main Theorem and related results, including Theorem 1.5. In Section 4.1 we prove an upper bound (Proposition 4.1) leading to the formula in Main Theorem(b). In Section 4.2 we prove a lower bound (Proposition 4.5), and we put these together in Section 4.3 to complete the proof of the Main Theorem. In Section 4.4 we prove Theorem 1.5. A short comment on the set B ′ (φ) in (1.1) is given in Section 4.5.
4.1.
Upper bound on dimension. The next proposition will be used to obtain upper bounds on the Hausdorff dimension of level sets. 
Then the following holds:
The proofs of Proposition 4.1(a) and (b) involve the same set of ideas that is outlined as follows. By Lemma 3.2 and the countable stability of Hausdorff dimension, to verify (a) it suffices to show dim
For sufficiently small ǫ > 0, we will construct a family {G n } n of subsets of E * with increasing uniform word lengths such that the corresponding family of sets of cylinders covers B k (φ, α)∩J ′ ∩∆ a , and satisfies lim n→∞ m d k (ǫ) (G n ) = 0. We would like to apply the thermodynamic formalism for the induced system associated with each G n , to obtain an upper bound of m d k (ǫ) (G n ) in terms of the Lyapunov exponent of a certain expanding measure µ n . The problem is that inf n χ(µ n ) may be zero, due to the existence of neutral periodic points. Hence, we will fix an expanding measure µ * with sufficiently large dimension from the start, and use it to construct a family of expanding measures whose Lyapunov exponents are bounded away from zero. 
Proof. By virtue of (4.1) and Lemma 3.5, there exists an ergodic expanding mea-
Otherwise, we approximate µ with a finite number of cylinders in the sense of Lemma 3.4, and glue them together using the finite irreducibility to construct another expanding measure µ * whose entropy and Lyapunov exponent are arbitrarily close to those of µ. Since the support of µ * is contained in the union of finitely many cylinders, φ i ∈ L 1 (µ * ) for every 1 ≤ i ≤ k.
Fix an expanding measure µ * as in Lemma 4.2. Put
For any ǫ ∈ (0, min{ǫ 0 , 4/3}) there exists n(ǫ) ≥ 1 such that if n ≥ n(ǫ), a ∈ S and G is a non-empty subset of E n+1 (a, a) such that for every ω ∈ G,
then the following holds: (a) If G is a finite set, then
We finish the proof of Proposition 4.1 assuming the conclusion of Lemma 4.3. Let ǫ ∈ (0, min{ǫ 0 , 4/3}) and n ≥ n(ǫ). We assume n is large enough so that
Let a ∈ S. Put
The rest of the proof of Proposition 4.1 consists of two parts. We first treat the case sup ∆ φ k = ∞. The next lemma asserts that in this case one can cover the level set with countably many subsets with 'finite ranges'.
and for each p ≥ 1 there exists a sequence {C n,p } ∞ n=1 of finite unions of 1-cylinders such that f n (B k,p (φ, α)) ⊂ C n,p for every n ≥ 1.
is contained in a finite union of 1-cylinders, the number of which may depend on n. 
For each ω ∈ H n p fix λ(ω) ∈ Λ and z(ω) ∈ ∆ ω satisfying (4.5) ωλ(ω)a ∈ E * and 1 n S n φ k (z(ω)) − α k < ǫ 4 .
Using (4.4) and (4.5) we have
where the last inequality holds for sufficiently large n since Λ is a finite set by the finite irreducibility. For 0 ≤ q ≤ |Λ| put
where the first inequality is from (4.4). Hence
where C ǫ,ρ,k,n = (ρ −1 e 2ǫ 3 n ) d k (ǫ) . Lemma 4.3(a) applied to the finite set G n gives
The last series is summable for ǫ small enough. From the uniform decay of cylinders, the Hausdorff
In the case sup ∆ φ k < ∞, Lemma 3.1 implies that for each integer N ≥ 1,
The rest of the proof is a repetition of the previous argument. We make use of Proof of Lemma 4.3. Let ǫ ∈ (0, min {ǫ 0 , 4/3}) and a ∈ S. Let n ≥ 1 and let G be the non-empty subset of E n+1 (a, a) in the statement of Lemma 4.3. Put X = ∞ m=0 (σ n ) −m [G] ⊂ X,σ = σ n |X and K = πX, where π is the coding map defined in Section 3.1. ThenX is topologically conjugate to the full shift on #Gsymbols. The induced map f n | K : K → K is topologically semi-conjugate to this full shift, namely π|X is one-to-one except on countable number of points where it is two-to-one, and the following diagram commutes:
Define the induced potentialψ :X → R given bỹ
Taking logarithms, dividing by m and then letting m → ∞, we have lim inf
That the lower-limit is actually a limit follows from sub-additivity. We show that this limit is equal to the pressure P (βψ) of the potential βψ with respect toσ as defined in [32] . For every m ≥ 1 we have
Therefore, the Markov map f n | K with Markov partition {∆ ω } ω∈G has mild distortion. By a slight modification of the proof of [32, Theorem 1.2] we obtain 
Pickμ n ∈ M(σ) such that ψ dμ n > −∞, and
The measure µ n = (1/n) n−1 j=0 f j * (π|X) * μn is in M(f ). Since sup [G]ψ < 0 from Lemma 4.3(ii), ψ dμ n < 0 and so χ(µ n ) > 0 holds. Lemma 4.3(i) gives
Hence, by the definition of d k (ǫ) we have
(4.9)
The Lyapunov exponent of µ n may become arbitrarily close to 0 as n increases.
To circumvent this problem, we introduce another expanding measure
which is in M(f ) and satisfies <ǫ.
The last inequality holds if ǫ < 4/3. Therefore, the definition of d k (ǫ) gives d k (ǫ) ≥ 0 and
On the other hand, from (4.3) and (4.9),
and therefore
The last inequality holds for n large enough. This completes the proof of Lemma 4.3(a).
We are left to prove Lemma 4.3(b). If G is a finite set, then the desired inequality is a consequence of Lemma 4.3(a) and d k (ǫ) ≥ d k (ǫ). If G is a countably infinite set, then the variational principle does not preclude the case where both numbers in (4.7) are ∞. We claim this is not the case for β = d k (ǫ). Indeed, for any measurẽ µ ∈ M(σ) with ψ dμ > −∞, the measure µ = (1/n) n−1 j=0 f j * (π|X) * μ is in M(f ) and satisfies 
Since d k (ǫ) > β ∞ by definition, we have that the right-hand side is finite. We repeat the same argument as before, replacing d k (ǫ) by d k (ǫ). This completes the proof of Lemma 4.3.
4.2.
Lower bound on dimension. The next proposition will be used to obtain lower bounds on the Hausdorff dimension of level sets. Proof of Proposition 4.5. The proof consists of two steps. We first approximate each measure µ i with a finite collection of cylinders in the sense of Lemma 3.4, and use the finite irreducibility to glue orbits together to construct a Borel subset Γ such that dim H Γ ≥ lim sup i→∞ dim(µ i ) in Step 1. Next we show in Step 2 that Γ is contained in B(φ, α).
Step 1: Construction of a Borel set Γ. We begin by claiming that we may assume h(µ i ) > 0 for every i ≥ 1 without any loss of generality. To see this, fix an expanding measure ν and define a sequence {ν i } ∞ i=1 of expanding measures as follows: if h(µ i ) > 0 then ν i = µ i . If h(µ i ) = 0, then take δ i ∈ (0, 1) and define ν i = (1 − δ i )µ i + δ i ν so that lim i→∞ φ i dν i − α i = 0 and lim sup i→∞ dim(µ i ) = lim sup i→∞ dim(ν i ). The claim follows from Lemma 3.5.
Choose a subsequence of
converges to the maximal possible limit. Let Λ be the finite subset of E * given by the finite irreducibility of f . By taking a further subsequence and relabeling the indices if necessary, we may assume the following holds for every i ≥ 1:
Since φ ∈ F N and Λ is finite, c i < ∞ holds for every i ≥ 1. Clearly, c i is monotone increasing in i. In view of Lemma 3.4, fix an integer ℓ i ≥ 1, symbols a i , b i ∈ S and a finite subset
for which the following holds for every i ≥ 1:
be a sequence of positive integers to be determined later. For integers N ≥ 2 and s ≥ 0, denote by E t 1 ,...,t N−1 ,s the set of elements of E * of the form
. . , N −1 and η N ∈ F ℓ N ,s . Clearly, all words in E t 1 ,...,t N−1 ,s have the same length and
For each integer T ≥ t 1 there exists a unique N = N(T ) and s = s(T ) such that (4.20)
This is an intersection of decreasing closed sets, and so a compact set. In order to show (4.21), for each integer T ≥ t 1 in (4.20) define
Lemma 4.6. One can choose {t i } ∞ i=1 inductively so that r T ց 0 as T ր ∞. Proof. If s < t N − 1 then N(T + 1) = N(T ) and s(T + 1) = s(T ) + 1, and so
If s = t N − 1, then N(T + 1) = N(T ) + 1 and s(T + 1) = 0, and so
and
Therefore, by choosing {t i } ∞ i=1 inductively such that t i is large enough compared to t i−1 one can make sure that r T +1 /r T ≤ 1/2 for every T ≥ t 1 .
Let r ∈ (0, r t 1 ]. Then there exists T ≥ t 1 such that
where the last inequality holds provided each t i is chosen large enough compared to t 1 , . . . , t i−1 .
Lemma 4.7. We have
For each a ∈ S there exists λ ∈ Λ such that aλb ∈ E * . Take one connected component of (f |λ|+1 | ∆a ) −1 ∆ b and denote it by A. Since f |λ| (f A) = ∆ b , the mean value theorem implies sup [λ] 
By the mean value theorem, Lemma 4.7 and (4.24),
Hence, for any x ∈ Γ we have
(4.25)
Proof. By construction, each set at the T -th level contains a finite number of sets at the (T + 1)-th level, and this number of branches is independent of the sets at the T -th level. From the positivity of entropy (4.10) and (4.15) with i = N − 1 we have #F ℓ N−1 > 1. Hence, the number of branches at the T -th lvel in the case
A similar argument shows that the number of branches in the case s = t N − 1 is #F ℓ N ,t N > 1. For each ω ∈ E t 1 ,...,t N−1 ,s and for every p ≥ T ,
Since the number of branches is strictly bigger than 1 and cylinders of fixed length have pairwise disjoint interiors, the claim follows.
From Lemma 4.8, the weak*-convergence of measures gives ν(∆ ω ) = lim p→∞ ν p (∆ ω ). By (4.25) we then have
By the definition of r T and (4.23) this yields
We have T → ∞ as r → 0, and so N → ∞ by (4.20) . Hence (4.21) follows.
Step 2:
For each i ≥ 2 we choose t i large enough compared to t 1 , . . . , t i−1 so that the following holds in addition to all the previously used inequalities:
Proof. The definition of c k gives (4.28) sup
The desired inequality for t = 1 is a consequence of (4.11), (4.16) and (4.28). In the case t ≥ 2, we have
By (4.11) and (4.16), for every 1 ≤ j ≤ t − 1 we have
Summing this inequality over all 1 ≤ j ≤ t yields the desired inequality. The case t = 1 is covered by the same argument.
Recall that each ω ∈ E t 1 ,...,t N−1 ,s has the form 
and ω I , ω II ∈ E * are given by
Applying Lemma 4.9 to η i λ b i a i+1 for k ≤ i ≤ N − 1 in ω II and using once more Lemma 4.9 to deal with the last word η N yields
(4.29)
The same argument gives
Now, let x ∈ Γ. For each integer n ≥ t 1 ℓ 1 there exists an integer T ≥ t 1 such that if ω ∈ E t 1 ,...,t N−1 ,s and x ∈ ∆ ω , then the following holds:
(4.30) 0 ≤ n − |ω| ≤ |Λ| + ℓ N ;
From (4.29), (4.30), (4.31) we have
On the right-hand side, we use (4.26) to bound the first two terms, and (4.27) to bound the remaining terms. We have Since N increases as n does, it follows that lim n→∞ (1/n)S n φ k (x) − α k = 0.
Since k ≥ 1 is arbitrary, this completes the proof of Proposition 4.5. We begin by claiming that
Indeed, by the definition of d ∞ , for every c > 0 and every k ≥ 1 there exists µ k ∈ M(f ) such that dim(µ k ) > d ∞ − c and φ k dµ k − α k < 1/k. We may assume that each µ k is expanding and, by Lemma 3.5, also ergodic. Then Proposition 4.5 yields b φ (α) ≥ d ∞ −c. Since c > 0 was arbitrary, we have thus shown b φ (α) ≥ d ∞ .
To prove the reverse inequality we distinguish two cases. First, we assume sup ∆ φ k 0 = ∞ for some k 0 ≥ 1. Condition (1.2) implies b φ (α) ≤ δ 0 . If this inequality is strict, then we have d ∞ ≤ b φ (α) < δ 0 from (4.32), and Proposition 4.1(a) gives b φ (α) ≤ d ∞ . We claim that if b φ (α) = δ 0 then d ∞ = δ 0 holds, for otherwise d ∞ < δ 0 and so there exists ǫ > 0 such that d ∞ + ǫ < δ 0 . Hence, we have d k < d ∞ + ǫ < δ 0 for k ≥ k 0 large enough and Proposition 4.1(a) gives the desired
Next we assume sup ∆ φ k < ∞ for every k ≥ 1. A slight modification of the argument in the previous case with Proposition 4.
The reverse inequality and the equalities b φ (α) = max{d ∞ , β ∞ } = d ∞ are consequences of (4.32) and the next lemma which is an adaptation of [13, Lemma 5.1] to our setting. If sup ∆ φ k < ∞, then there exists an expanding measure ν ∈ M(f ) such that
Proof. One can adapt [13, Lemma 2.5] to our setting to show that there exists a sequence {µ n } ∞ n=1 of expanding measures which are supported on a finite union of cylinders and such that lim n→∞ dim(µ n ) = β ∞ and lim n→∞ χ(µ n ) = ∞. Using this and arguing along the line of the proof of [13, Lemma 5.1] proves the assertion of the lemma.
We are almost ready to complete the proof of the Main Theorem(b). For the proof of the remaining assertions note that, for each fixed k ≥ 1 we have Since β > β ∞ is arbitrary, the desired inequality holds.
Proof of Theorem 1.5(a). Let
Since lim k→∞ dim H BE k (α) = dim H BE(α) by Main Theorem(b) and since this convergence is monotone, it suffices to show that for sufficiently large k ≥ 1, dim H BE k (·) is continuous on D. Since the upper semi-continuity is a consequence of the formula in Main Theorem(b), it suffices to show the lower semi-continuity.
Let α ∈ D. Since the dimension does not become lower than β ∞ by Corollary 1.4, if dim H BE k (α) = β ∞ then there is nothing to prove. Assume dim H BE k (α) > β ∞ . It suffices to show that for every 1 ≤ j ≤ k and every strictly monotone sequence {θ n } ∞ n=1 in R converging to 0 as n → ∞,
where e j = (0, . . . , 0, ǰ 1, 0, . . .) ∈ R N . By symmetry we only have to prove (4.33) for j = 1. We may assume θ n > 0 for every n ≥ 1 for simplicity.
Suppose by contradiction that (4.33) does not hold for j = 1. 
By Lemma 4.7 and D 1 (log |f ′ |) < ∞ we have inf ∆ j |f ′ | > 2 for all j but finitely many j ≥ 1. Therefore, if k ≥ 1 is sufficiently large, then the assumption α ∈ D and (4.37) together imply 
We first assume the first alternative in (4.40) . Since α ∈ D we have α 1 > 0. For each n ≥ 1 fix a measure ζ n ∈ M(f ) such that
For each n ≥ 1 define t n ∈ (0, 1) implicitly by
Note that t n → 1, as n → ∞, and define ν n = (1 − t n )ζ n + t n µ pn .
Then ν n (∆ 1 ) = α 1 + θ n , and from (4.41) and (4.43) we have |ν n (∆ j ) − α j | < ǫ n for every 2 ≤ j ≤ k. Then we have for n large enough, dim H BE k (α + θ n e 1 ) > dim(ν n ) − ǫ by Lemma 4.12
> dim(µ pn ) − 2ǫ by (4.38), (4.39), (4.42)
where for the proof of the second inequality, a direct computation gives
Here, we used the uniform bounds in (4.38), (4.39), (4.42) and the fact that t n → 1 as n → ∞. This yields a contradiction to (4.35) and completes the proof in the first case.
In the case where the second alternative in (4.40) holds for the subsequence {µ pn } ∞ n=1 , we slightly modify the previous argument. Since α ∈ D we have α 1 < 1. For each n ≥ 1 fix a measure ζ n ∈ M(f ) such that sup n≥1 χ(ζ n ) < ∞, ζ n (∆ 1 ) > α 1 +1 2 and ζ n (∆ j ) = α j for every 2 ≤ j ≤ k. Define t n ∈ (0, 1) implicitly by (1 − t n )ζ n (∆ 1 ) + t n µ pn (∆ 1 ) = α 1 + θ n , and define a measure ν n = (1 − t n )ζ n + t n µ pn . Proceeding in the same way as before we obtain a contradiction to (4.35) . This completes the proof of Theorem 1.5(a).
Proof of Theorem 1.5(b). Changing the indices of the Markov partition if necessary, we may assume that inf ∆ i |f ′ | is monotone increasing in i. Since f has mild distortion, we have D 1 (log |f ′ |) < ∞ and thus (4.44) lim
Let α ∈ R N be a frequency vector such that ∞ i=1 α i < 1. In view of Corollary 1.4 it suffices to show that (4.45) lim (4.46) where the last inequality follows from
The assertion in (4.44) implies (4.47) lim 
Verifications of the assumptions
This section is geared to applications of the Main Theorem to concrete examples in the next section. Sufficient conditions for the uniform decay of cylinders and the approximability by dimensions of expanding measures (1.2) are given in Section 5.1 and Section 5.2 respectively. 5.1. Uniform decay of cylinders. Let f : ∆ → M be a non-uniformly expanding Markov map. Inspired by [33, Section 8] , we introduce the following condition:
(M3) there exists s > 1 such that if a 1 , a 2 ∈ S are such that f ∆ a 1 ⊃ ∆ a 2 and a 2 is an expanding index, or else a 1 = a 2 , then inf ∆a 1 a 2 |(f 2 ) ′ | ≥ s. Condition (M3) implies that there is no neutral periodic point which is not a fixed point. For a proof of Lemma 5.1 we need the next lemma. For a ∈ S such that aa is admissible and n ≥ 1, let a n ∈ E n denote the n-string of a.
Lemma 5.2. Let a ∈ Ω be such that aa is admissible. Then |∆ a n | → 0 as n → ∞.
Proof. Put I = ∞ n=1 ∆ a n and assume |I| > 0 by contradiction. Since f (I) = I and |f ′ | ≥ 1 everywhere on I, |f ′ | ≡ 1 on I. Since there are only finitely many neutral points, we obtain a contradiction.
Proof of Lemma 5.1. We slightly modify the proof of [33, Lemma 8.1.2] . Let g(n) = max{|∆ a n | : a ∈ Ω, aa is admissible}.
The finiteness of Ω and Lemma 5.2 give lim n→∞ g(n) = 0. Let ω ∈ E n . Look at the longest block of the same index in Ω appearing in ω. If the length of this block exceeds √ n then we have |∆ ω | ≤ g(⌊ √ n⌋) by (M2). Otherwise, we have |∆ ω | ≤ s (⌊ √ n⌋−1)/2 by (M3). Hence, f has uniform decay of cylinders. (iv) if a ∈ Ω, aa is admissible and ∆ a contains no neutral fixed point, then ∆ a is closed. Then the following holds:
(a) there exists an ergodic expanding measure in M(f ) with dimension arbitrarily close to dim H J. In particular, (1.2) holds for f ; (b)f has mild distortion and satisfies (1.2), andf 2 is uniformly expanding.
Proof. By Lemma 5.1, f has uniform decay of cylinders. LetX ⊂ F N (X ⊂ X) denote the topological Markov shift determined byf with alphabet F , and let π :X → ∞ n=0f −n K ⊂ K denote the coding map defined as in Section 3.1, namelỹ
Define the induced potentialψ :X → R given bỹ ψ = − log |Df •π|.
By Lemma 5.5 below,ψ is Hölder continuous. For each β ∈ R, denote by P (βψ) the pressure of the potential βψ (see (4.6) or [33, Section 2.1] for the definition). The critical exponent is given by
We first show dim H J ≤ δ. Let ǫ > 0. Since (f ) 2 is uniformly expanding by Lemma 5.6 below, it follows that β → P (βψ) is strictly decreasing. Hence, P ((δ + ǫ)ψ) < 0. By a standard covering argument we verify that the Hausdorff (δ + ǫ)-measure ofπ(X) is finite. Namely, for sufficiently large n ∈ N, we cover π(X) by cylinders ω ∈ F n . Sinceψ is Hölder continuous and (f ) 2 is uniformly expanding,ψ has the bounded distortion property (cf. [ 
< ∞.
Combining this with P ((δ + ǫ)ψ) < 0, it follows that the Hausdorff (δ + ǫ)-measure ofπ(X) is finite. Therefore
Next, we verify that δ 0 ≥ δ. To prove this we first make use of the approximation property of the pressure function β → P (βψ) by compact invariant subsystems. LetX n denote the finite subshift ofX given by all sequences containing exclusively the first n symbols of the alphabet ofX. Denote the corresponding pressure for the potential βψ|X n by P n (βψ). By [33, Theorem 2.1.6], P (βψ) = lim n→∞ P n (βψ) holds. Denote by δ n the unique solution of the equation P n (βψ) = 0. It is then straightforward to verify that δ = lim n→∞ δ n (see [23, Theorem 1.7] ). Letμ n denote the equilibrium state for the potential δ nψ |X n . Since τ is integrable against µ n , the measure
is in M(f ), ergodic, expanding and satisfies dim(µ n ) = δ n by Abramov-Kac's formula. This proves δ 0 ≥ δ.
To finish the proof of Proposition 5.4(a), it remains to verify the Hölder continuity ofψ. It suffices to show that there exists C > 0 such that for every ω ∈ F and all x, y ∈ ∆ ω ,
This does not follow from the mild distortion of f , and we need an elaborate argument based on decompositions of each branchf | ∆ω into finitely many blocks of iterates of f . In order to treat neutral indices we need a couple of lemmas. In the next paragraph, we prove a general lemma on a control of distortions of each branch whose domain contains a neutral fixed point. Let 0 < c < 1 and let g : [0, c] → [0, 1] be a C 2 map such that g0 = 0, g ′ 0 = 1 and g ′ > 1 on (0, c]. Define a sequence {p n } ∞ n=0 in [0, c] inductively by p 0 = c and gp n = p n−1 for n ≥ 1. Note that p n decreases monotonically to 0 as n → ∞. Put I n = (p n , p n−1 ]. Lemma 5.5. There exists a constant C 0 > 0 such that for any n ≥ 1 and all x, y ∈ I n ,
Proof. Put C = sup [0,c] |g ′′ |. For x, y ∈ I n and 0 ≤ k ≤ n − 1 we have
Put C 0 = Ce 2C /|gI 1 |. Summing this over all 0 ≤ k ≤ n − 1 yields the desired inequality. This completes the proof of Lemma 5.5.
The next lemma will be used to treat the occurrence of the same neutral index consecutively which does not correspond to a neutral fixed point.
Lemma 5.6. There exists ρ > 1 such that if a ∈ Ω is such that aa is admissible and ∆ a does not contain a neutral fixed point, then
Moreover, (f ) 2 is uniformly expanding.
Proof. Since ∆ a is closed by the assumption (iv) in Proposition 5.4 and |f ′ | ≥ 1, there is a fixed point in ∆ a . By the assumption of Lemma 5.6 this fixed point is not neutral. Further, since |f ′ | ≥ 1, there is no other fixed point in ∆ a . It follows that |(f 2 ) ′ | is bounded away from 1 on ∆ aa for otherwise, since ∆ a is closed, there would exist a neutral periodic point in ∆ a of period two. The uniform expansion of (f ) 2 follows from (M3).
We now prove (5.1). Let ω ∈ E * . We decompose ω into a concatenation of admissible words ω = η 0 · · · η k with the following properties:
• each η i ∈ E * (0 ≤ i ≤ k) consists of: (a) only expanding indices; (b) a single neutral index a for which ∆ a contains a neutral fixed point; (c) a single neutral index a for which ∆ a does not contain a neutral fixed point; • if k ′ ≤ k and ω = η ′ 1 · · · η ′ k ′ is another decomposition with the first property, then k = k ′ and η i = η ′ i for every 0 ≤ i ≤ k. We claim that there exists a constant C 0 > 0 which is independent of ω such that the following holds for every 0 ≤ i ≤ k and all x, y ∈ ∆ η i :
Indeed, an inequality of the form (5.2) in the case (a) applies to η i follows from Rényi's condition and (M3). For those i such that (b) applies to η i , we use Lemma 5.5. For those i such that (c) applies to η i , we use Rényi's condition, Lemma 5.6 and the finiteness of the number of neutral indices. Assume k ≥ 1. Condition (M3) implies
Applying (5.2) to the right-hand side, we have
We apply the mean value theorem to each term in the series and use the uniform expansion inf ∆η i ···η k |(f |η i ···η k | ) ′ | ≥ s k−i+1 from (5.3) to deduce that
Put C = C 0 2s−1 s−1 . Note that (5.2) covers the case k = 1. This completes the proof of (5.1) and hence that of Proposition 5.4(a).
By Lemma 5.6,f 2 is uniformly expanding. Then (5.1) implies thatf has mild distortion. The above approximation by finite subsystems implies (1.2) forf . This completes the proof of Proposition 5.4(b).
Remark 5.7. The assumption on the smoothness of f in Proposition 5.4 can be relaxed, so as to accommodate the Manneville-Pomeau type neutral fixed points. It is enough to assume that a branch containing a neutral fixed point p in its domain is C 1+θ , θ ∈ (0, 1), concave near p, and that there exist A = 0, β ∈ (0, θ 1−θ ) such that f ′ x = 1 + A(x − p) β + o((x − p) β ) (x → p). A control of distortion as in Lemma 5.5 holds with exponent θ, which one can prove using Thaler's asymptotics [48, Lemma 2, Corollary] on p n as n → ∞. For details, see [35, 49] for example.
Mixed Birkhoff spectrum for the BCF expansion
For uniformly expanding Markov maps with finitely many branches, the Birkhoff spectra of Hölder continuous observables which are not cohomologous to a constant are non-constant real-analytic functions [39, 41] . For uniformly expanding Markov maps with infinitely many branches, Fan et al. [13, Theorem 7.2] constructed an example of a bounded continuous observable with a locally flat spectrum. In their example, the spectrum on the flat part is constantly equal to a constant in (0, 1). Using the Main Theorem, we show that a certain mixed Birkhoff spectrum naturally associated with the Rényi map is constantly equal to the full dimension 1.
The digits in the BCF expansion (1.3) are generated by iterating the Rényi map
This means that for all x ∈ (0, 1) \ Q, b j (x) = 1 1 − f j−1 x + 1 ∀j ≥ 1.
The graph of f can be obtained from that of the Gauss map by reflecting the latter in the line x = 1/2. For this reason, (1.3) is called the Backward Continued Fraction (BCF) expansion of the irrational number x. The map f is a fully branched nonuniformly expanding Markov map having x = 0 as a unique neutral fixed point. The behavior of the arithmetic mean of digits is very much peculiar. Aaronson [1] proved that the arithmetic mean convergences to 3 in measure as n → ∞. Aaronson and Nakada [2] proved that lim inf for Lebesgue a.e. x ∈ (0, 1) \ Q. As in Corollary 1.6, we have found that the multifractal spectrum of the arithmetic mean of digits is completely flat. In fact, a stronger statement holds. To prove Theorem 6.1, we need a conditional variational formula for the Lyapunov spectrum of the Rényi map. Proof. Clearly, f satisfies (M3). A direct calculation shows that f satisfies Rényi's condition, and so log |f ′ | ∈ F by Lemma 3.3. It is easy to see that the first return map to the interval (1/2, 1) is a fully branched Markov map which satisfies all the assumptions in Proposition 5.4. Hence, the first assertion of Lemma 6.2 holds. The second one is a consequence of Main Theorem(b).
Proof of Theorem 6.1. We start with the following lemma. Proof. By Lemma 6.2, there exists an ergodic expanding measure with dimension arbitrarily close to 1. Since such measures are approximated by a finite collection of cylinders in the sense of Lemma 3.4, it is possible to take a sequence {ξ p } ∞ p=1 of expanding measures such that χ(ξ p ) ≥ p −1/4 and b 1 dξ p < ∞ hold for every p ≥ 1 and lim p→∞ dim(ξ p ) = 1. Let δ p denote the unit point mass at the fixed point of f in [1 − 1 p , 1 − 1 p+1 ), and put
Then we have h(δ p ) = 0, χ(δ p ) ≤ 2 log(p + 1) and
Moreover, for any c > 1 there exists p 0 ≥ 1 such that χ(µ p ) ≤ cχ(ξ p ), for every p ≥ p 0 . Hence
which implies lim inf p→∞ dim(µ p ) ≥ 1/c. Decreasing c to 1 yields lim p→∞ dim(µ p ) = 1.
If lim sup p→∞ χ(µ p ) > 0, then from Main Theorem(b) it follows that dim H L(α) = 1 for α = lim sup p→∞ χ(µ p ). This contradicts the fact that the Lyapunov spectrum α ∈ [0, ∞) → dim H L(α) is strictly monotone decreasing [21, Theorem 4.2] .
Let {µ p } ∞ p=1 be a sequence of expanding measures as in Lemma 6.3. Let α ∈ [2, ∞). For each integer j ≥ 1 fix p(j) ≥ 1 such that b 1 dµ p(j) > α + j.
Define t j ∈ (0, 1] implicitly by
and put ν j = t j µ p(j) + (1 − t j )δ 1 . Then ν j is an expanding measure and satisfies b 1 dν j = α + 1/j. Note that we have t j → 0 as j → ∞.
Let φ = (φ i ) ∞ i=1 ∈ F N be such that φ i is bounded (not necessarily continuous) for every i ≥ 1. Put α = (φ i (0)) ∞ i=1 ∈ R N . By a diagonal argument, one can choose a subsequence {ν j ℓ } ∞ ℓ=1 of {ν j } ∞ j=1 such that lim ℓ→∞ φ k dν j ℓ − φ k (0) = 0 for each k ≥ 1. Since h(δ 1 ) = 0 = χ(δ 1 ), dim(ν j ) = dim(µ p(j) ) holds. For each k ≥ 1, Since k ≥ 1 is arbitrary, the Hausdorff dimension of the level set is bounded from below by 1, and so it is 1. In the case α = ∞, for each p ≥ 2 define an expanding measure ν p = (1 − 1 p )µ p + 1 p δ 1 . From Lemma 6.3, lim p→∞ b 1 dν p = ∞. A slight modification of the proof of Proposition 4.5 and the same reasoning in the case where α is finite shows that the Hausdorff dimension of the level set is bounded from below by lim p→∞ dim(ν p ) = lim p→∞ dim(µ p ) = 1. This completes the proof of Theorem 6.1.
