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We perform an analytical investigation of the cell interface dynamics in the framework of a min-
imal phase field model of cell motility suggested in [1], which consists of two coupled evolution
equations for the order parameter and a two-dimensional vector field describing the actin network
polarization (orientation). We derive a closed evolutionary integro-differential equation governing
the cell interface dynamics. The equation includes the normal velocity of the membrane, curvature,
volume relaxation, and a parameter that is determined by the non-equilibrium effects in the cy-
toskeleton. This equation can be simplified to obtain a Burgers-like equation. A condition on the
system parameters for the existence of a stationary cell shape is obtained.
I. INTRODUCTION
Understanding the mechanics of cell motility is needed
for design of artificial cells [2], as well as the descrip-
tion of the collective motion of biomimetic microcapsules
colonies [3], [4], that could be applied for the design of
self-healing materials [5]. Therefore, the development of
a simple mathematical model describing the cell interface
dynamics, which is the subject of the present paper, can
contribute to all those goals [6].
Modeling of Eukaryotic cell motility in general and
keratocyte cell in particular, has attracted much atten-
tion in the last decades [7]. There are several approaches
that where developed in order to model and describe the
cell crawling on the substrate [8]. The most common of
them are the free boundary models [9] and the phase field
approaches [10], [11], where one considers the influence
of the microscopic subcellular elements (miosin [12] and
actin monomers), on the cell-scale geometry changes such
as protrusion and retraction, that result in cell crawling.
In the present paper we apply the model developed
by Aranson and co-workers [1], [13], which includes the
phase field description of the cell geometry coupled with
a two-dimensional vector field of the actin network po-
larization. Relative to other phase field approaches, this
model can be consider as a simple minimal model de-
scribing the cell motility [8].
Recently, the same model has been used in [14] in or-
der to describe lamellipodium waves dynamics in cells,
where it was found that the cell interface dynamics could
be described by the Burgers-like equation. It should be
noted that in the course of the derivations, the diffusion
effects, which constitute a very basic component of the
model, were ignored. In the present paper, we perform a
more rigorous analysis of the problem and preserve the
diffusion effects. We obtain a more general and exact de-
scription of the interface dynamics (25) that can be re-
duced to a Burgers-like equation in a certain limit, thus
recovering the result of [14].
In the remarkable work of Keren et al. [15], the au-
thors find phenomenological relations between the motil-
ity at the molecular level, within the actin network, and
the overall cell geometry change, based on experimen-
tal observation of a large number of cells. One of these
relations is the force-velocity relation for the actin net-
work. The authors state that the exact form of that
relation is unknown, and it has to be found phenomeno-
logically. In the present paper, in the framework of the
above-mentioned model, we suggest an answer to that
challenging question by introducing the nonlocal equa-
tion (25), which provides the relation between the nor-
mal velocity, membrane curvature, cell volume variation
and molecular parameters of the system.
The structure of the paper is as follows: In Sec. II we
present the minimal phase field model. In Sec. III we
investigate the dynamics of the circular shape interface.
In Sec. IV we consider the general shape interface. We
derive a closed evolutionary nonlocal equation that de-
scribes the interface dynamics. Also, we investigate the
stability of the circular shape front. In Sec. V we con-
sider a special limit where we approximate the interface
dynamics by a Burgers-like equation. Finally, in Sec. VI
we present the conclusions.
II. FORMULATION OF THE MODEL
We use the following simplified version of the phase-
field model suggested for the description of self-
polarization and motility of keratocyte fragments in [1]
and applied to a wider range of problems in [13] and [16],
ut = Du∇2u− (1− u)(δ − u)u− α∇u ·P, (1a)
δ(x, y, t) = δ0 + µ
[∫
u(x, y, t)dxdy − V0
]
− σ|P|2,(1b)
Pt = Dp∇2P− τ−11 P− β∇u, |P| < 1, (1c)
with boundary conditions
u = 1, |P| = 0, at r → 0 (2a)
u = 0, |P| = 0, at r →∞ (2b)
where 0 < u(x, y, t) < 1 is the order parameter that
tends to 1 inside the cell and 0 outside, and P(x, y, t) is
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2the two-dimensional polarization vector field representing
the actin orientations. The model contains several con-
stant parameters: Du determines the width of the diffuse
interface, Dp describes the diffusion of P, α characterizes
the advection of u along P, β describes the creation of
P at the interface, τ−1 is the degradation rate of P in-
side the cell, V0 is the initial overall area of the cell, µ
is the stiffness of the volume constraint, and parameter
σ is related to the stress due to the contraction of the
actin filament bundles [1]. Notice that the model (1)-(2)
is nonlocal due to the definition of δ.
It is convenient to present the model described above
in polar coordinates:
u = u(r, θ, t), P = p(r, θ, t)rˆ + q(r, θ, t)θˆ.
Then equations (1)-(2) take the form,
ut = Du∇2u− (1− u)(δ − u)u−
α
(
urp+
1
r
uθq
)
, (3a)
δ(r, θ, t) = δ0 + µ
[∫
u(r, θ, t)rdrdθ − V0
]
−
σ(p2 + q2), (3b)
pt = Dp
(
∇2p− 1
r2
p− 2
r2
qθ
)
− τ−1p− βur, (3c)
qt = Dp
(
∇2q − 1
r2
q +
2
r2
pθ
)
− τ−1q − β
r
uθ. (3d)
We are interested in the solution where the variable u
varies smoothly between 0 at infinity (i.e., outside the
cell) and the value close to 1 at r = 0 (inside the
cell). We define the cell’s interface r = ρ(θ, t) such that
u(ρ(θ, t), θ, t) = 1/2 and assume that it is a single valued
function. Recall that
∇2 = ∂rr + 1
r
∂r +
1
r2
∂θθ.
In the next section, we start our analysis with consid-
eration of the circular cell dynamics.
III. CIRCULAR CELL DYNAMICS
Let us consider a cell of a circular shape. All the fields
have an axial symmetry, i.e., u = u(r, t), P = p(r, t)rˆ,
and ρ = ρ(t).
In the present paper, the basic assumption is that the
thickness of the cell wall (i.e., the width of the transition
zone, where u(r, t) is changed from nearly 1 to nearly 0),
is small compared to the size of the cell. In that case,
the nonlocal term in (1b) or (3b) can be estimated as∫
u(x, y, t)dxdy ≈ 2pi
∫ ρ(t)
0
u(r, t)rdr ≈ piρ2(t).
The model determined by equations (3a)-(3d) takes the
following local form,
ut = Du(urr +
1
r
ur)− (1− u)(δ − u)u− αurp, (4a)
δ(r, t) = δ0 + µpi(ρ
2(t)− ρ20)− σp2, (4b)
pt = Dp
(
prr +
1
r
pr − 1
r2
p
)
− τ−11 p− βur, (4c)
ur(r = 0) = 0, u(r →∞) = 0, 0 < u < 1, (4d)
p(r = 0) = p(r →∞) = 0, |p| < 1. (4e)
Also, by definition,
u(ρ(t), t) =
1
2
.
As mentioned above, while the width of the cell wall is
O(1), the cell radius ρ(t) is large. Let us rescale the cell
radius,
ρ(t) = −1R(t), R(t) = O(1), (5)
and introduce the variable that describes the distance to
the cell interface,
z = r − ρ(t) = O(1).
Then
1
r
=

R(t)
− 
2z
R2(t)
+ ... (6)
Also, we assume that function δ(r, t) is always close
to 1/2, i.e., δ(r, t) = 1/2 + O() in order to utilize-
the Ginzburg Landau theory, and parameter α = O().
These conditions guarantee that the variables in the tran-
sition zone are changed slowly, which allows to rescale the
time variable,
t˜ = 2t = O(1). (7)
We define,
R(t) = R˜(t˜), u(r, t) = u˜(z, t˜), p(r, t) = p˜(z, t˜). (8)
Parameter α is rescaled as
α = A. (9)
For δ(r, t) we choose:
δ(r, t) = δ˜(z, t˜) =
1
2
+ δ˜1(z, t˜), (10a)
δ˜1(z, t˜) = δ1 + piµ
−2
(
R˜2(t˜)− R˜20
)
−
σp˜2 = O(). (10b)
We see that quantities δ1, µ
−2 and σ should be O().
That give us the scaling,
pi−2µ = M, σ = S, δ1 = B.
3Note that unlike [13] and [14], we do not assume that
δ1 = 0.
Let us substitute (5)-(10) into (4a)-(4e), using the
chain rule:
∂t = −R˜t˜∂z + 2∂t˜, ∂r = ∂z.
Later on, we drop the tildes. We obtain the system of
equations that describes the dynamics in the transition
zone z = O(1) and determines the inner solution:
−Rtuz = Du
(
uzz +

R(t)
uz
)
− (1− u)
(
1
2
− u
)
u−
(1− u)u[B +M(R2(t)−R20)− Sp2]−
Auzp+O(
2),
−Rtpz = DP
(
pzz +

R(t)
pz
)
−
τ−1p− βuz +O(2).
The outer solutions of (4a)-(4e) are trivial: inside the
cell, u = 1 and p = 0; outside the cell, u = p = 0. There-
fore, matching the inner solution to the outer solutions,
we obtain the following boundary conditions:
u(z → −∞) = 1, u(z →∞) = 0,
p(z → ±∞) = 0.
Let us introduce the expansions
u = u0 + u1 + ..., p = p0 + p1 + ... (11)
At the leading order, we obtain:
Duu0zz = (1− u0)
(
1
2
− u0
)
u0 (12a)
Dpp0zz − τ−1p0 = βu0z (12b)
u0(z → −∞) = 1, u0(z →∞) = 0, (12c)
p0(z → ±∞) = 0. (12d)
The solution of (12a) and (12c) is known from the
Ginzburg-Landau theory,
u0 =
1
2
[
1− tanh
(
z√
8Du
)]
, (13)
while equations (12b) and (12d) can be solved via Fourier
transform,
p0(z) = βΦ(τ,Du, Dp, z), (14a)
Φ(τ,Du, Dp, z) = (14b)
1
8
√
τ
2DuDp
∫ ∞
−∞
e−|r|/
√
τDp cosh−2
(
r − z√
8Du
)
dr.
See Fig. 1 for the plot of the function Φ(z) that is basic
for our analysis.
The equation for u1 at O() is
Duu1zz −
(
1
2
− 3u0 + 3u20
)
u1 =
(1− u0)u0−1δ˜1 +Au0zp0 − Du
R(t)
u0z −Rtu0z.
The boundary conditions are:
u1(z → ±∞) = p1(z → ±∞) = 0.
The solvability condition yields the following closed
form of the front dynamics equation,∫ ∞
−∞
dzu0z
{
−Rtu0z − Du
R(t)
u0z +Au0zp0 +
u0(1− u0)
[
B +M
(
R2(t)−R20
)− Sp20] } = 0. (15)
Expression (13) yields,∫ ∞
−∞
dzu20z =
1
6
√
2Du
,
∫ ∞
−∞
dzu0zu0(1− u0) = −1
6
.
Thus, equation (15) can be written in the form
1√
2Du
(
Rt +
Du
R
)
= M [R20 −R2(t)]−
B + Ω(β), (16)
Ω(β) = 6β (AΩ1 − βSΩ2)
where
Ω1(τ,Du, Dp) =
∫ ∞
−∞
Φ(z)u20zdz > 0,
Ω2(τ,Du, Dp) =∫ ∞
−∞
Φ2(z)(1− u0)u0u0zdz < 0.
It is more convenient to use the following form of equation
(16) governing the front dynamics,
1√
2Du
Rt =
f(R)
R
, (17)
f(R) = −MR3 + (MR20 −B + Ω(β))R−
√
Du
2
,
In Fig. 2 we plot the function f(R) for several values of
β for some values of parameters, these graphs show the
existence of two stationary radii, stable and unstable, for
β = 1 and β = 0.5, while no stationary states for β = 0.3.
Therefore, there exists a critical value βc such that there
are no stationary solutions when β < βc. Below we find
that βc = 0.41.
Indeed, the critical value βc has to satisfy three con-
straints: (i) MR20 + Ω(βc)−B > 0, which guarantees the
existence of maximum of f(R) at a certain R = R∗, (ii)
f(R∗, βc) = 0, (iii) f ′R(R∗, βc) = 0. As a result we find
that βc is the positive solution of the quadratic equation
MR20 + Ω(βc)−B =
3
2
3
√
MDu, (18)
4which can be found explicitly. For values of parameters
indicated in Fig. 1 we fined βc = 0.41 .
In Fig. 3 we present the numerical solution of the ODE
(17) for the values β = 1 and 0.5. As we can see, the cir-
cular front radius can increase or decrease monotonically
until it reaches the steady state value. This is because of
the volume is not conserved but influences the dynamics
through the parameter δ(r, t). For the value β = 0.3 the
cell shrinks until it disappears, which means that for such
values of parameters, the model does not reflect the true
behavior of cells.
IV. DYNAMICS OF GENERAL CELL SHAPE
A. Evolution equation
In this section we consider the evolution of a non-
axisymmetric cell shape. We employ the same scaling
and definitions as in the previous section. When consid-
ering the contributions of derivatives with respect to the
azimuthal variable, we use the following expressions:
∂θ → −−1Rθ∂z + ∂θ
∂2θ → −2R2θ∂2z − −1(Rθθ∂z + 2Rθ∂2zθ) + ∂2θ
1
r
∂θ = −Rθ
R
∂z +O(),
1
r2
∂θ = −Rθ
R2
∂z +O(
2)
∇2 =
(
1 +
R2θ
R2
)
uzz +

R
(
uz − Rθθ
R
uz − 2Rθ
R
uzθ − 2zR
2
θ
R2
uzz
)
+O(2).(19)
We approximate the nonlocality in (3b) as follows,
∫
u(x, y, t)dxdy ∼ 
−2
2
∫ 2pi
0
R2(θ, t)dθ.
The same expansions (11) are applied. Define the auxil-
iary function
Λ(θ, t) =
(
1 +
R2θ
R2
)−1/2
and perform the proper change of variable,
z = Λ−1ζ.
At the leading order we find,
DuΛ
−2u0zz = (1− u0)(1
2
− u0)u0,
DpΛ
−2p0zz − τ−1p0 = βu0z,
DpΛ
−2q0zz − τ−1q0 = −βRθ
R
u0z,
therefore similarly to the previous section one can calcu-
late the solutions
u0(z) =
1
2
[
1− tanh
(
ζ(z)√
8Du
)]
, (20a)
p0(z) = βΛΦ(ζ) (20b)
q0(z) = −βΛRθ
R
Φ(ζ) (20c)
The equations for u at the order O() have the form,
DuΛ
−2u1zz −
(
1
2
− 3u0 + 3u20
)
u1 = −Rtu0z +
Du
(
−u0z
R
+
Rθθ
R2
u0z +
2Rθ
R2
u0zθ +
2zR2θ
R3
u0zz
)
(21)
+Au0z
(
p0 − Rθ
R
q0
)
+
(1− u0)u0
{
B +M
[
1
2pi
∫ 2pi
0
R2(θ, t)dθ −R20
]
− S(p20 + q20)
}
.
Denote a = 1/
√
2Du. While applying the solvability con-
dition, one has to calculate the following integrals,∫ ∞
−∞
dzu0z
(
−u0z
R
+
Rθθ
R2
u0z +
2Rθ
R2
u0zθ +
2zR2θ
R3
u0zz
)
=
−aκ(θ, t), κ(θ, t) = R
2 + 2R2θ −RRθθ
(R2 +R2θ)
3/2
, (22)∫ ∞
−∞
dzu20z
(
p¯− Rθ
R
q¯
)
= βΩ1, (23)∫ ∞
−∞
dzu0zu0(1− u0)(p20 + q20) = β2Ω2. (24)
For the first integral (22) we refer the reader to [17] where
we calculate the same expression in details. For the in-
tegrals (23), (24), notice that the terms dependent on
(θ, t) are vanish. The solvability condition yields a closed
evolutionary equation for the front dynamics of the cell,
which is an integro-differential equation, i.e., it is nonlo-
cal, unlike that obtained in the circular case (17),
aΛRt = −aDuκ(θ, t) (25)
−
{
B +M
[
1
2pi
∫ 2pi
0
R2(θ, t)dθ −R20
]}
+ Ω(β),
where κ is the mean curvature. Indeed the radial dy-
namics (16) is recovered, if R does not depend on θ. By
a proper scaling transformation, t → a2t and R(t) →
aR(t), the equation of motion of the cell boundary can
be brought to a canonical form,
vn = −Duκ− δV + Ω.
Here we denote
δV (t) = B +M
[
1
2pi
∫ 2pi
0
R2(θ, t)dθ −R20
]
.
Notice that in (25) the expression ΛRt corresponds to the
normal velocity of the interface, thus that equation is a
5generalization of the well-known curvature flow. In ad-
dition it suggests an answer for the unrevealed force ve-
locity relation for the actin network that was highlighted
in [15].
In Fig. 4, the results of the numerical simulation of
the fluctuation δR = R(θ, t) − R0  1, which has been
carried out using equation (25), are shown. We employ
the DSolve function of Mathematica Wolfram. Notice
that the fluctuation is relaxed to constant value, that
means that any slightly deformed shape will relax to some
circular shape, in agreement with the result of the next
subsection.
B. Stability of the circular cell shape
For investigating the stability of the circular stationary
front R¯(t) that is governed by (17) we substitute the
disturbance,
R(θ, t) = R¯(t) + Rˆ(θ, t),
into equation (25). The linearized equation for a small
front deformation is
Rˆt = Du
Rˆ+ Rˆθθ
R¯2
− M
3pia
R¯
∫ 2pi
0
Rˆdθ,
subject to a boundary condition
R(θ + 2pi, t) = R(θ, t).
Let us consider the evolution of a mode
Rˆ = ϕk(t)e
ikθ, k ∈ Z,
with a definite azimuthal number k. Only for the mode
with k = 0, which corresponds to a change of the cir-
cle radius, the integral term in (25) contributes into the
evolution equation for the disturbance. We find that
∂tϕ0 = λ(t)ϕ0,
where
λ(t) =
√
2Du
d
dR
(
f(R)
R
) ∣∣∣∣R=R¯(t) = DuR¯2(t) − 2MR¯(t)3pia .
For sufficiently small R¯(t), the disturbance ϕ0 can grow,
but when R¯(t) approaches its stationary values, the
derivative d(f(R)/R)/dr at R = R¯(t) becomes negative
(see Fig. 2), hence the circular cell is stable with respect
to circular disturbances, as it was shown in the previous
section.
For any non-axisymmetric normal modes, k 6= 0, we
obtain,
∂tϕk =
Du(1− k2)
R¯2
ϕk.
The disturbances with |k| = 1 correspond to a spatial
shift of the circle and do not change with time. Distur-
bances with |k| ≥ 2, which describe the shape distortions,
decay with time. Thus, a small deformation of the circu-
lar shape does not produce any instabilities, in agreement
with numerical study of [1]. Note that a finite-amplitude
disturbance can generally generate an instability.
C. The limit of R2θ/R
2  1 and the Burgers-like
equation
As the next step, let us consider a nonlinear evolution
of a small disturbance satisfying the condition R2θ/R
2 
1, hence Λ ∼ 1.
In that case, the Laplace operator in (19) can be ap-
proximated as
∇2u = uzz + 
R
(
uz − Rθθ
R
uz − 2Rθ
R
uzθ
)
+ o(). (26)
At the leading order we obtain the same solutions u0(z)
and p0(z) as in (13) and (14), respectively, and also
q0(z) = −βRθ
R
Φ(z),
While applying the solvability condition to equation (21),
we find that∫ ∞
−∞
u20z
(
p0 − Rθ
R
q0
)
dz = β
(
1 +
R2θ
R2
)
Ω1, (27)∫ ∞
−∞
u0(1− u0)u0z(p20 + q20)dz = β2
(
1 +
R2θ
R2
)
Ω2.(28)
Notice that when calculating (27) and (28) we preserve
the negligible expression R2θ/R
2 while it is omitted in the
approximation of the Laplacian (26).
Finally, the dynamics of the interface is governed by
the following nonlinear equation
Rt = Du
(
Rθθ
R2
− 1
R
)
−
√
2DuδV (t) +
√
2DuΩ(β)
(
1 +
R2θ
R2
)
, (29)
with the boundary condition
R(θ + 2pi, t) = R(θ, t),
in agreement with [14].
Let us consider the fluctuation δR = R(θ, t)−R0  1;
then equation (29) takes the form,
δRt = Du
(
δRθθ
R20
− 1
R0
+
δR
R20
)
−
√
2DuδV (t) +
√
2DuΩ(β)
(
1 +
δR2θ
R20
)
, (30)
with the boundary condition
δR(θ + 2pi, t) = δR(θ, t).
6Notice that in (30) we preserve leading, first-order cor-
rection and quadratic terms.
Applying the operator ∂θ to the both sides of equation
(30) and denoting G = ∂θδR, we obtain the following
nonlinear evolution equation,
∂tG =
Du
R20
(
∂2θG+G+
√
2
Du
Ω(β)∂θG
2
)
. (31)
The solution should satisfy the periodicity condition
G(θ + 2pi, t) = G(θ, t),
and the condition ∫ 2pi
0
G(θ, t)dθ = 0,
which follows from the periodicity of δR and definition of
G. The obtained equation resembles the Burgers equa-
tion, but it contains an additional linear term that can
lead to a local growth of G. An equation similar to (31)
was studied in [18] in another physical context.
The results of the numerical simulation of the temporal
evolution of the fluctuation δR in the frameworks of equa-
tions (30) and (25) almost coincide, see Fig. 4. There-
fore, equation (30) may be considered as a reasonable
simplification of the more rigorous and general equation
(25). Note however in the case when the initial curvature
is large in some points the simulation revel a significant
deference in the behavior of solutions of (25), (30) see
Fig. 5 and 6.
V. CONCLUSION
We have performed an analysis of the cell surface dy-
namics in the framework of the minimal phase field model
of cell motility that was developed and investigated nu-
merically in [1], [13], and [8], where the order parameter u
is coupled with polarization (orientation) vector fieldP of
the actin network. We considered the axisymmetric case
(circular shape interface), where we obtained a closed or-
dinary differential equation describing the evolution of
the radius (17). We found the minimum value βc for the
actin creation that is compatible with the existence of a
stationary cell solution (18). We found that when βc < β,
the circular cell can have some stationary radius, while in
the case β ≤ βc the cell shrinks until it disappears, which
is meaningless in the context of cell dynamics. Also, we
consider the general shape cell dynamics. We found the
leading order solutions, (20a)-(20c), and derived a closed
integro-differential equation (25) governing the cell dy-
namics, which includes the normal velocity of the mem-
brane, curvature, volume relaxation rate, and a parame-
ter Ω determined by the molecular effects of the subcell
level.
We found an equation of motion of the cell interface
that can be written in the canonical form,
vn = −Duκ− δV + Ω.
Finally we considered a simplification of our main
equation, (25), in the limit R2θ/R
2  1, and obtained
a Burgers-like equation (30) for evolution of a small fluc-
tuation δR. Fig. 4 confirm such approximation, since the
numerical solutions of the both equations (25) and (30)
almost coincide. Thus, the result of [14], obtained with
diffusion terms neglected, is recovered from our more rig-
orous and precise equation (25). However for other values
of parameters and when the initial curvature is large in
some points the simulations of equations (25), (30) revel
a significant deference see Fig. 5-6.
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FIG. 3. Numerical solutions of the ODE (16) that yields R(t)
for values β = 1, 0.5 that manifest the existence of stationary
radius, and for the value β = 0.3 that is below the critical
value βc = 0.41 that is meaningless in the context of cell
dynamics. We use the same values of parameters as in Fig.
1.
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FIG. 4. Numerical solutions for the fluctuation field δR =
R(θ, t) − R0 of equations (25) and (30) subject to the initial
peak perturbation R(θ, 0) = 1
2
cosh−4(θ − pi) . Notice that
both of them coincide. The following set of parameters were
employed β = 1, τ = 10, Du = 1, Dp = 0.2, A = 1, B =
0.2, M = 1, S = 1.5, R0 = 5
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FIG. 5. Numerical solutions for the fluctuation field
δR = R(θ, t) − R0 of equation (25) at the time sequence
t = 0, 0.05, 0.1, 0.15, 0.2, 0.4, 0.6, 0.8 subject to the initial peak
perturbation R(θ, 0) = 100
(
θ2
pi(|θ|+0.1) − 1
)2
. The follow-
ing set of parameters were employed β = 1, τ = 10, Du =
1, Dp = 0.2, A = 1, B = 0, M = 0.01, S = 1.5, R0 = 5.
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FIG. 6. Numerical solutions for the fluctuation field δR =
R(θ, t) − R0 of equation (30). We use the same initial peak,
time sequence, and values of parameters as in Fig. 5.
