Pooled DNA from multiple unknown organisms arises in a variety of contexts, for example microbial samples from ecological or human health research.
Introduction
The study of microbial community composition has been revolutionized by 2 modern genetic sequencing. Experimenters can forgo the laborious work of culturing cells and detect a broader range of taxa than was previously possible. 4 This improved ability to describe the microbes present in a pooled sample has (2) The query reads are locally aligned to the possible references.
(3) Using the best alignment, the likelihood that a read originated from a specific reference is calculated. (4) Using the read likelihoods an EM-algorithm is employed to estimate the relative abundances of the reference haplotypes in the pool of query reads.
the following sections. ing errors are independent, we can then formulate the probability of read r j arising from reference h k , which we label l j,k , as 172 l j,k = P (r j |η j,k = 1) =
Definitions
where, if we assume every base is equally likely when an error occurs
.
(
A more complete definition of the probability would sum over all possible 174 alignments of r j to h k . However, in non-repetitive marker gene sequence the best local alignment typically contributes such a large proportion of the probability 176 weight, that excluding alternate local alignments has a negligible impact on results but substantially improves computation. 
Estimating reference haplotype proportions
As previously noted, the aim of our method is to estimate a vector F = (f 1 , ..., f M ), containing the frequencies of the M possible reference haplotypes in a pooled DNA sample. If we were to observe which reference haplotype gave 182 rise to each read in our sample, the maximum likelihood estimate of F,F, would follow directly from the multinomial likelihood. In reality, we observe 184 the reads r, but the reference haplotypes that they originate from, η, are unobserved. To estimate F we therefore employ an EM algorithm, with a form 186 common to mixture model problems. Details of our EM algorithm are provided in supplementary section 7.1.
188
Karp modifies the standard mixture EM algorithm in two ways to speed up performance. The first is an assumption that if a read r j uniquely pseudoaligns 
and our update step as
This assumption also provides a logical initial estimate of F (0)
The second speed-up that Karp uses is an implementation of SQUAREM 196 (Varadhan and Roland, 2004) , which accelerates the convergence of EM algorithms by using information from multiple previous parameter updates to 198 improve the current EM update step.
Additionally, Karp allows the user to specify a minimum reference haplotype 200 frequency. After the frequency of a reference falls below this threshold during the EM updates, its value is set to zero and its frequency weight is distributed 202 evenly across the remaining references. While this step technically violates the guarantee of the EM algorithm to reach a local maximum of the likelihood func-204 tion, in practice we find that when there is sufficient information to distinguish closely related species this approach imposes a sparsity condition which is effec-206 tive for avoiding the estimation of spurious references at very low frequencies.
When only limited information to distinguish between closely related species 208 exists, for example in data generated from a single 16S hypervariable region, it can be better to set the minimum frequency very low to avoid eliminating true 210 low frequency taxa with probability weights distributed evenly across indistinguishable OTUs. Supplementary figures S2, S3, and S4 explore the impact of 212 different thresholds on the simulated and real data presented in this study.
Read likelihood filter 214
Our EM method relies on the fact that all the reads in our sample originated from haplotypes present in our reference database. In real data this assump-216 tion can be problematic; the classification of microbial taxonomy is an ongoing project and many taxons have yet to be identified or referenced. To preserve 218 the accuracy of our frequency estimates in the presence of reads from haplotypes absent from our references we implemented a filter on the maximum read 220 likelihood value (Kessner et al., 2013) .
Specifically, using the base-quality scores of the query reads we calculate 222 a "null" distribution of likelihood values corresponding to what we would observe if every query were matched to its true originating reference and every 224 mismatched base was the result of sequencing errors. Then, after the local realignment step we filter out query reads where the greatest observed likelihood 226 falls too far outside this distribution, as these are unlikely to truly match any of the reference sequences present in the database. Karp includes the option to 228 output the maximum likelihood for each read, which can be used to determine the appropriate cutoff value. In our simulations, where a variety of empirical 230 quality score distributions were encountered, cutoff values between -3.0 and -1.5 yielded similar results, a finding in line with Kessner et al. (2013) , and which 232 supports a default value of -2.0. In the real 16S data from Lax et al. (2015) we explored thresholds between −0.5 and −7.0, and generally those > −1.5 yielded 234 the lowest classification error rates (Supplementary Figure S4 and however the frequencies of shared taxa was potentially much higher, providing a broader range of summary statistic values in the simulations.
306
Next we compared how the methods performed when the simulated samples contained reads generated from taxa that were absent from the reference 308 database being used for classification. We selected one phylum (Acidobacteria), one order (Pseudomonadales), and one genus (Clostridiisalibacter) at random 310 from the taxa in GreenGenes with more than 30 reference sequences. Then, for each missing taxa, we simulated 10 samples where 50% of the reads originated 312 from 3 different members and at least 5% of the reads came from closely re- We compare the different classification methods using an AVGRE (AVerage Relative Error) metric (Schaeffer et al., 2015; Li, 2015; Sohn et al., 2014) which 328 is based on the absolute value of the difference between the true and estimated counts of reads in the simulated samples. Define M a as the set of actual reference 330 haplotypes contributing to a pooled sample and M e as the set of additional references a method classifies as having a non-zero number of reads that are 332 not truly present. Also, let T i,e be the count of reads estimated for reference i and T i,a is the actual number of simulated reads from reference i present in the 334 sample. Using these values the AVGRE metric has the form:
We include the scaling factor of 1/1000 in order to transform the value into 336 an estimate of the average per-reference error rate, as our pooled simulation samples include 1,000 individual reference sequences. We use the same scaling 338 factor when looking at errors in the estimation of higher order taxonomy for consistency, although the true number of references at any given taxonomic 340 level will be < 1, 000.
Real data 342
To test the performance of Karp with real data we reanalyzed samples originally published by Lax et al. (2015) . In brief, these samples were collected 344 from the floor, shoes, and phones of two study participants every hour for two 12-hour time periods over the course of two successive days. From these sam-346 ples the V4 region of the 16S rRNA gene was amplified and sequenced using the Illumina HiSeq2000 (llumina, San Diego, USA). Because this dataset contains many samples of known origin it is useful for assessing performance by measuring classification accuracy and the power to detect differences.
350
The data is publicly available at https: method we calculated the average correlation across the 10 different subsampled
matrices.
Finally, we tested for differences in the mean abundance of taxa between person 1 and person 2, first in the phone samples, and then between the shoe 380 samples. After subsampling 25,000 reads for each sample, we tested each taxon with > 250 total reads across all samples using Welch's t-test in R, and recorded 382 the corresponding p-value and t-statistic. We used the p.adjust function in R to calculate false discovery rates (FDR) from the t-statistic p-values once all taxa 384 had been tested. The simreads program we used to simulate sequence data with an empiri-398 cal distribution of base-quality scores is available at https://bitbucket.org/ dkessner/harp. 400
Implementation

Results
Comparison of competing methods with simulations 402
To test the performance of Karp against alternatives we simulated 110 independent samples, each with 1 × 10 6 75bp single-end reads drawn from 1,000 404 reference haplotypes selected at random from the GreenGenes database. Each simulation used a unique set of 1,000 references, and the frequencies of each 406 reference was varied to create a range of Shannon Diversity in the 110 samples (Supplemental Figure S5 ). We classified sequences against the full GreenGenes and SortMeRNA, Figure 2A ). When we limited our comparison to references 416 with a frequency > 0.1%, Karp remained the most accurate (errors 31% smaller than Kallisto, and 68−70% smaller than the QIIME algorithms, Figure 2B ). The 418 accuracy of all methods improved with increasing diversity, and Karp's average error was 48% smaller when diversity was > 6.2 than when it was < 0.7.
420
Many reference haplotypes share the same taxonomic label, and it is possible researchers would be interested in hypothesis at the level of genus or species 422 rather than individual references. We aggregated counts for references with identical labels and again compared with the truth in our simulated samples. Karp had the lowest error when Shannon Diversity was high (> 3.4) ( Figure   3A ). When we aggregated counts for OTUs with identical taxonomic labels and 448 compared the abundance estimates of species with frequency > 0.1%, Karp had the lowest average errors (50%, 84%, and 94% less than Kallisto, UCLUST, and 450 the Wang et al. Naive Bayes respectively, Figure 3B ). Of the three read lengths examined, Karp's advantage was greatest for the 301bp paired-end reads. For For computational reasons we were unable to calculate Naive Bayes estimates for the 301bp samples.
signments, and on average classified only 3.8% of reads (versus 53% with Karp).
Note that Kallisto's performance could be improved by subsampling shorter regions from the longer reads, although this would be removing information that 456 Karp is currently using to assign reads. Also, the Naive Bayes classification could not be computed for the 301bp paired-end reads with the computational 458 resources available for this project and was therefore not compared. In references with frequency > 0.1% Karp was on average the most accurate method 460 across the entire range of Shannon Diversity (errors 90% smaller than Kallisto, 62% smaller than UCLUST, Figure 3C ).
462
In microbiome classification problems it is not uncommon to have taxa present in sequenced samples that are absent from reference databases. We where 50% of reads originated from 3 different members of each taxon and created copies of the GreenGenes database were the reference sequences for every 470 member was removed. We classified the simulated data with both the reduced databases and the full GreenGenes to measure how much the absence of relevant 472 references impacted estimate accuracy. Karp, Kallisto, and UCLUST were all less accurate when classifying samples using the reduced databases rather than 474 the full database ( Figure 4 ). Under all scenarios Karp remained the most accurate method, and in the case of the phylum Acidobacteria and genus Clostridi- 476 isalibacter Karp's classification using the reduced reference database was more accurate than UCLUST using the full reference database.
478
The model that underpins Karp relies on knowing the probability of a sequencing error at a given position in a read. Our work assumes that the base- ing Karp's model, it was still the most accurate method (errors 11.5% smaller 494 than Kallisto, 62.8% smaller than UCLUST, Supplementary Figure SS6B ).
The increased accuracy of Karp comes at some computational cost, especially 496 relative to Kallisto, however it is still quite feasible for modern data. Table 2 compares the performance of the methods while classifying samples with either 498 10 6 75bp single-end, 151bp paired-end, or 301bp paired-end reads using 12 cores, and in all cases even the full mode of Karp requires < 3 hours. Karp was run 500 with default settings, in both full and collapse mode. For Karp and Kallisto the 75bp reads require longer to classify than the 151bp reads due to the larger 502 number of multiply-mapped reads with the shorter length.
Performance assessment in real 16S rRNA data 504
We classified 368 16S rRNA samples collected from the shoes, phones, and floors of two study participants using Karp, Kallisto, and UCLUST. For each 506 classification method we subsampled without replacement 25,000 reads from each sample, either from individual references or else after aggregating counts 508 within taxonomic labels, and then performed several analyses. For robustness, we performed the subsampling 10 times for each method and analysis. First, 510 we used the random forest classification method with 1,000 trees to classify subsets of the data. We classified the shoe samples as coming from person 1 512 or person 2. We did the same with the phone samples, and then within each individual we classified the phone samples as either from the front or back of their phone, and their shoe samples as coming from the front left, front right, back left, or back right. In these analyses we measured the classification 516 error using the known identity of each sample (Table 3) . When we aggregated counts by taxonomic label there were not enough reads at the species level to 518 subsample, so we performed the classification with genus-level labels. Error rates were lower when classification was done using individual references rather 520 than counts aggregated by genera. The error rates for classifying the shoe surfaces from person 2's samples were greater than the baseline error rate (if 522 every sample had been assigned the most common label), suggesting there was not power to perform this classification.
524
Next, we performed a PCA decomposition on matrices with 25,000 reads subsampled from each of the floor and shoe samples. From this we calculated the 526 average correlation between PCA1 for each floor sample and the shoe samples collected at the same location and time ( references are nearly identical they will receive nearly equal probability weights from each read that maps to them, and the result will be many closely related 564 references at low frequencies. With UCLUST or other similarity score methods, the references are sorted and the first of the closely related references to appear 566 in the sorting order will be assigned all or nearly all the references, regardless of if it is the actual contributing organism. The truth in this case, is that the 568 sequencing data does not contain enough information to accurately distinguish between the references, and both methods end up at sub-optimal, albeit different 570 solutions. Under such conditions researches need to have a realistic expectation of what they can resolve in their data, and it is likely that inferences of higher-572 level taxonomic abundances rather than individual references are more likely to be robust.
574
Current experimental protocols and downstream clustering algorithms make using a single hypervariable region in the 16S gene a standard approach. A 576 single hypervariable region is short enough that it is rare for reads from a single organism to form multiple OTUs during clustering. However, it is important 578 to understand that the sequencing of a smaller reference costs researchers information that could make it possible to improve quantification accuracy and 580 distinguish between closely related references. Our simulations suggest experimenters could benefit substantially from sequencing more of the 16S gene than 582 is often presently used.
In addition to k-mer length, Karp users can adjust the thresholds for mini- Wu, G., Chen, J., Hoffmann, C., Bittinger, K., Chen, Y., Keilbaugh, S., Bewtra, M., Knights, D., Walters, W., Knight, R., Sinha, R., Gilroy, E., Gupta, K., For a pooled sample of reads r with r ∈ 1, ..., N , if we observed which reference haplotypes the reads in our sample originated from, η, and we assumed 778 that conditional on the frequencies F the query reads are independent, it would be possible to calculate the maximum likelihood estimateF using the complete 780 data likelihood, which has the form
In actuality, we observe the reads but the reference haplotypes that they 782 originate from are unobserved. To estimate F we therefore employ an EM algorithm. Briefly, the E-step of our procedure can be written
where
The M-step directly follows from the form of our likelihood, and the algorithm 786 updates the estimates of F until convergence according tô
(10)
Likelihood filter 788
When we classify pooled microbiome data it is likely that some reads originate from taxa that are absent from our reference database. Filtering these reads 790 improves the accuracy of frequency estimates for the taxa that are present. Karp uses a likelihood based filter that was first published and validated in Kessner Given a set of query reads with their corresponding base-quality scores, we can calculate the mean and variance for the distribution of likelihood values that would result if every query read were aligned to the actual reference that gave 796 rise to it, such that every mismatch was the result of sequencing error. This calculation requires only the query read base-quality scores, not the actual reads 798 or a reference database, and is carried out before Karp begins pseudoalignment.
Recalling the notation of section 2.3, a read of length L, has bases r [0] , r [1] , ..., r [L] 800 and corresponding base-quality scores q [0] , q [1] , ..., q [L] . If each read r originated from a reference h, our goal is to calculate E log P (r|q, h) and V ar log P (r|q, h) .
802
First, for each position i ∈ 1, .., L define the empirical distribution of basequality scores, Q [i] , in a sample of N reads by
where I is an indicator function and q j, [i] is the base-quality score at position i on read j. This distribution is independent of h. 806 Assuming that each position along a read is independent we can write:
For each position i the probability of sequencing error is a known function of 808 the base-quality score, (q [i] and equation 2 we can write the conditional expectation as:
Note that this expression does not depend on h [i] or r [i] . By combining equa-812 tions 11, 12, and 13 we have an expression for E log P (r|q, h) . To calculate V ar log P (r|q, h) we again use the assumption that bases are independent 814 and write:
The likelihood filter is applied after the query reads have been locally aligned 816 to the reference database and the corresponding likelihood values have been determined. Then, a z-score is computed for each query read using its largest 818 likelihood value and the mean and variance of the "null" likelihood distribution (Equations 13 and 14). If this z-score is too low it is evidence that the 820 true reference that the read originated from is absent from the database, and correspondingly the read is removed. formation exists, for example if a single hypervariable region has been sequenced, 834 lower thresholds can give more optimal solutions ( Figure S4 and Tables S1 and   S2 ). This is because a lower threshold avoids removing organisms truly in the 836 sample that have had their reads spread across closely related taxa, each with a fraction of the true organism's frequency. With limited information setting 838 the minimum frequency an order of magnitude lower than the Karp default (i.e. 1/(10 * Number of reads)) can yield better results.
840
For the z-score likelihood filter, Karp estimates the mean and standard deviation using the distribution of base-quality scores present in the data being Figure S3 : The impact of the EM frequency threshold is smaller when analyzing error in the estimates of more common references. Solid lines present the error calculated using all references classified, dashed lines give the error when only references with an actual or estimated frequency above > 0.1%, a cut-off used frequently in this study. In such cases the chosen frequency threshold is less important.
Parameters with Lowest Classification Error
Minimum frequency 1 × 10 −2 1 × 10 −3 1 × 10 −4 1 × 10 −5 1 × 10 −6 5 × 10 −7 1 × 10 Analysis onlyphones_person1 onlyphones_person2 onlyphones_personID onlyshoes_personID Figure S4 : Evaluating impact of Karp tuning parameters (EM frequency threshold and maximum likelihood z-score) on shoe and phone data from Lax et al.(2015) . We classified each sample using a range of tuning parameters and then performed random forest classification with 10,000 subsampled reads per sample and 1000 trees. We used both the Full and Collapse mode of Karp. Each colored line represents a different analysis, and the bars give 95% confidence intervals based on 10 replicates. When a parameter setting failed to assign taxonomy to enough reads to classify at a subsampled depth of 10,000 reads where other parameter settings successfully quantified to that depth, it was counted as an error for the purpose of random forest classification.
#References >0.001 Freq Figure S5 : Each simulated dataset contains reads from a mixture of 1,000 reference haplotypes (each an operational taxonomic unit: OTU). The frequencies at which reads were generated from contributing references were varied to create datasets with a range of Shannon Diversity.
As diversity increases the frequency distribution begins to approach a uniform distribution. Figure S6 : Impact of assumption that base-quality scores accurately represent probability of sequencing error. For two different models of sequencing error we simulated 50 samples and classified them with Karp, Kallisto, and UCLUST/USEARCH. Each method is represented by a different colored line, and bars represent 95% confidence intervals (A) In our first model the true rate of sequencing error varied with the base-quality score, but was smaller than Karp's model assumes. (B) In our second model, errors were distributed uniformly at 1% of bases in each read, independent of whatever base-quality score was assigned. 
