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Ten kdo se zabývá informačními technologiemi, se jistě setkal s popisem algoritmu, ať už textovým 
nebo písemným. Existuje více způsobů popisů a každý jedinec si vybírá pro sebe nejpřijatelnější. 
Algoritmus představuje určitý mechanismus, k jehož pochopení je vyžadována určitá úroveň abstra-
kce. Pokud je algoritmus složitý a rozsáhlý, je složitější si představit jeho funkčnost se všemi 
důsledky. Myšlenka této práce spočívá v přenesení dění algoritmu na obrazovku počítače, čímž je 
vytvořen demonstrační nástroj, ve kterém se lze vracet ke každému kroku algoritmu a tím problém 
lépe vyučovat nebo jedinci studovat. 
Výhoda výuky pomocí aplikace s uživatelským rozhraním je skutečnost, že při demonstraci je 
možné jednoduše měnit vstupní data a tím ukázat studentovi více praktických ukázek, což vede ke 
snadnějšímu vysvětlení a rychlejšímu pochopení látky. 
Předmětem práce je vytvořit aplikaci demonstrující syntaktickou precedenční analýzu. 
Text práce představuje cestu od teorie k praktickému řešení výukového programu. 
První dvě kapitoly popisují teoretické zasazení do problematiky precedenčních analyzátorů. 
Kapitola 1 pojednává o teoretických zákonitostech, ze kterých precedenční analyzátor vychází. Jsou 
zde probírány základní elementy formálních jazyků např. definice pojmu jazyk. Dále se postupně na 
každou teoretickou část navazuje, až se přistoupí k vysvětlení základního modelu pro popis 
mechanismu syntaktického analyzátoru – tím modelem je rozšířený zásobníkový automat. 
Praktické využití tohoto modelu a uvedení algoritmu pro precedenční syntaktický analyzátor 
popisuje kapitola 2. Jsou zde specifikovány omezení a nevýhody analyzátoru. Lze zde nalézt také 
konstrukci precedenční tabulky, jež specifikuje např. precedenci a prioritu operátorů. 
Uprostřed textu se nachází kapitola týkající se cílů pro aplikaci. Pojednává o východiskách a řeší 
v širším kontextu co je potřeba zohlednit ve vývoji a jakými elementy teoretického problému je nutné 
se zabývat. 
Přímý navázáním na cíle je kapitola 4. Jejím hlavním tématem je návrh demonstračního 
zpracování. Seznamuje s použitými prostředky pro vývoj, popisuje návrh uživatelského prostředí a 
dotýká se implementace ve smyslu představení použitých tříd, jakožto hlavních funkčních elementů 
programu. Ukazuje také jejich vzájemnou komunikaci. 
Poslední kapitolou věnující se funkčnosti aplikace je kapitola 5. Popisuje nejdůležitější imple-
mentace problémů jakými je mj. syntaktický analyzátor a vykreslení derivačního stromu, čímž je 
završena. 
Práce obsahuje popis slovní algoritmů, což lépe vystihuje princip a odsouvá do pozadí imple-
mentační detaily, jež jsou pro nástin problému nedůležité. 
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1 Prvky syntaktické analýzy 
Předtím, než přistoupím k popisu samotné precedenční syntaktické analýzy, je vhodné popsat 
základní prvky, se kterými analýza pracuje. Bude se jednat především o teoretický popis.  Mezi 
takové součásti patří formální prostředky jakým je  jazyk, bezkontextová gramatika, zásobníkový 




Samotné objasnění pojmu jazyk předchází vymezení pojmů abeceda a řetězec.  
Abecedu lze definovat jako neprázdnou množinu prvků, které nazýváme symboly abecedy. Pro 
naše účely budeme uvažovat abecedy, které jsou konečné. Pro příklad lze uvést abecedu např. 
latinskou obsahující 52 znaků nebo binární abecedu reprezentovanou množinou {1,0}. 
Řetězec nad danou abecedou je každá konečná posloupnost symbolů abecedy. Prázdná 
posloupnost znaků tedy posloupnost, která neobsahuje ani jeden symbol je označována jako prázdný 
řetězec. Nad řetězci lze uvést několik operací a vlastností, mezi nejdůležitější patří konkatenace, 
reverze, podřetězec, délka řetězce. Díky těmto pojmům bude pak možné lépe definovat pojem jazyk. 
Pokud provedeme konkatenaci, neboli zřetězení mezi dvěma řetězci vznikne nám řetězec třetí a 
bude tvořen právě těmato dvěma předcházejícíma řetězci. Matematicky lze konkatenaci definovat 
následovně: Nechť x a y jsou řetězce nad abecedou Σ. Zřetězením řetězce x a y vznikne řetězec xy 
připojením řetězce y za řetězec x. 
Reverzí je myšleno zrcadlové zobrazení řetězce. Jedná se tedy o řetězec, jehož symboly jsou 
zapsány v opačném pořadí vzhledem k  původnímu řetězci. 
Podřetězec z řetězce w je takový řetězec, který je součástí řetězce w. Řetězec z musí být součástí 
řetězce w, tedy že musí existovat řetězce x a y takové, že musí platit w = xzy. 
Délka řetězce je nezáporné celé číslo udávající počet symbolů řetězce. Délku řetězce x pak 
značíme |x|. 
Nyní definujeme pojem jazyk. Mějme abecedu Σ. Označme symbolem Σ* množinu všech řetězců 
nad abecedou Σ včetně prázdného řetězce a symbolem Σ+ množinu všech řetězců bez řetězce 
prázdného. Pak množina, pro kterou platí L ⊆ Σ* (případně L ⊆ Σ+, pokud množina L neobsahuje 
prázdný řetězec) je nazývána jazykem L nad abecedou Σ. Jazykem může být libovolná podmnožina 
řetězců nad danou abecedou. 
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Nad jazyky je možné určit několik operací, které budeme dále využívat. Některé operace vychází 
ze skutečnosti, že jazyk je množina. Jedná se o operace sjednocení, průnik, rozdíl a komplement 
jazyka. Další operace se opírají o fakt, že prvky jazyků jsou řetězce. V tomto případě mluvíme o 
operacích součinu a iteraci jazyků.  
Součin (také konkatenace či zřetězení) je definováno následovně. Nechť L1 a L2  jsou jazyky nad 
abecedou Σ. Součin jazyků L1 a L2 je jazyk L1L2 nad abecedou Σ (pokud by abecedy obou jazyků byly 
různé, pak konkatenace jazyků je definována nad abecedou získanou sjednocením těchto abeced) je 
množina pro kterou platí 
 
(1) L1L2 = { xy: x ∈ L1 , y ∈ L2 } 
 
Operace součin jazyků je tedy určena prostřednictvím konkatenace řetězců. Pokud zřetězíme řetězce 
ze dvou různých jazyků, získáme řetězec, který patří do množiny součinu těchto jazyků. 
Provedeme-li součin jazyka se sebou samým (mocnina jazyka), získáme další definici nad 
jazykem a to iteraci jazyka. Předpokládejme, že L je jazyk nad abecedou Σ. Iteraci L* jazyka L a 










1.2 Bezkontextová gramatika 
Gramatiku je možné považovat za neznámější prostředek pro reprezentaci jazyka, protože splňuje 
základní požadavek na reprezentaci jazyků a to ten, že splňuje požadavek konečnosti reprezentace, 
díky pravidlům jejichž počet je konečný. Gramatika používá dvou disjunktních množin, množinu N 
nonterminálních a T terminálních symbolů. Nonterminální symboly (nonterminály) mají za úkol 
popisovat syntaktické celky, které jsou přepisovány na jiné celky, určené pravidly. Množina 
terminálních symbolů (terminálů), je identická s abecedou, nad níž je definován jazyk. 
5 
Gramatika představuje generativní systém, ve kterém lze za použití tzv. přepisovacích pravidel, 
z vyznačeného terminálního symbolu, generovat pouze řetězce tvořené terminálními symboly. 
Klíčovou částí gramatiky je množina přepisovacích pravidel. Pravidlo je relace, tedy uspořádaná 
dvojice (a,b) řetězců, která stanovuje možnou náhradu řetězce b namísto řetězce a, jenž se vyskytuje 
jako podřetězec generovaného řetězce. Řetězec a obsahuje alespoň jeden nonterminální symbol a 
řetězec b je prvkem množiny (N ∪ T)*. 
Úplná definice gramatiky zní pak následovně a bude také sloužit k vymezení pojmu jazyka, který 
je generovaný danou gramatikou.  
Definice 1.1 Gramatika je čtveřice G = (N, T, P, S) 
 
• N je konečná množina nonterminálních symbolů 
• T je konečná množina terminálních symbolů, N ∩ T = ∅ 
• P je konečná podmnožina kartézského součinu (N ∪ T)* N (N ∪ T)* × (N ∪ T)* 
• S ∈ N je počáteční nonterminální symbol gramatiky 
 
Prvek množiny  (a,b)  množiny P nazýváme pravidlem a pro naše účely jej budeme zapisovat ve 
tvaru a→b. Pak řetězec a nazýváme levou stranou a řetězec b pravou stranou přepisovacího pravidla. 
O tom jaký jazyk generuje bezkontextová gramatika, pojednává následující kapitola. 
Nyní si však uvedeme příklad gramatiky, která generuje řetězec běžných aritmetických výrazů. 
 
Příklad 1.1 Mějme gramatiku G = (N, T, P, E). 
• N = {E, F, T} 
• T = {i,+,*,(, )} 
• P = {E→E+T, E → T, T → T*F, T → F, F → (E), F → i } 
 
Podle Chomského klasifikace gramatik je možné mluvit o 4 typech gramatik. Jedná se o 
gramatiky neomezené (popsané v definici 1), kontextové, bezkontextové a pravé lineární. Tyto typy, 
se liší podle tvaru přepisovacích pravidel z množiny P. Pro precedenční syntaktickou analýzu se 
používá typ gramatik bezkontextových, jejichž pravidla jsou ve tvaru A → x, kde A je levá strana 
pravidla a platí A∈ N, x je pravá strana pravidla a platí x ∈ ( N ∪ Σ )*. 
Pokud uplatníme pravidlo, dojde k přepsání podřetězce na pravou stranou pravidla. Tento 
podřetězec je identický s některou pravou stranou pravidla a nahrazen může být jeho jakýkoliv výskyt 
v generovaném řetězci. Na generovaný řetězec je možné v libovolném okamžiku použít libovolné 
pravidlo. Aplikováním pravidla dojde k tzv. derivačnímu kroku. Jedná se tedy o změnu řetězce za 
použití pravidla. Nyní definuji derivační krok formálně. 
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Definice 1.2 Nechť G = ( N, T, P, E ) je bezkontextová gramatika. Mějme řetězce u,v ∈ (N ∪ T)* a 
pravidlo p = A → x ∈ P. Pak, uAv přímo derivuje uxv za použití pravidla p z dané gramatiky. 
Zapsáno uAv ⇒ uxv [p] nebo zjednodušeně uAv ⇒ uxv. 
Jak je vidět derivační krok, za pomocí přepisovacích pravidel, je jádrem celé podstaty 
bezkontextových gramatik. Nicméně pokud by bylo možné pouze provádět jeden derivační krok, 
možnosti gramatik by byly ve velké míře nevyužity, proto je nutné specifikovat sekvenci derivačních 
kroků. 
Než bude možné určit libovolný počet derivačních kroků je nutné určit nula derivačních kroků. 
V tomto případě pokud uvažujeme řetězec u, pro který platí u ∈ ( N ∪ T)*. Gramatika G provede nula 
derivačních kroků z u do u. Tuto skutečnost můžeme zapsat u ⇒0 u [ε1]. 
Rozšíříme specifikaci počtů derivačních kroků na několik, přesněji na n kroků. Mějme řetězec 
u1,u2,…u3 ∈ (N ∪ T)*, kde n ≥ 1 a ui-1 ⇒ ui  [ pi ], pi ∈ P pro všechna i = 1,..,n. Tímto lze definovat 
sekvenci u0 ⇒ u1 [ p1 ] ⇒ u2 [ p2 ] … ⇒ un [ pn ]. Tato sekvence popisuje, že gramatika G provede n 
derivačních kroků z u0 do un  a tento jev je pak možné také zapsat jako u0 ⇒n un [ p1 ... pn ] 
zjednodušeně u0 ⇒n un .  
Pokud u0 ⇒n un [Π2] , kde n ≥ 1, pak u0 derivuje un v gramatice G, což zapisujeme u0 ⇒;+ un [ Π ]. 
Pokud u0 ⇒n un [Π] , kde n ≥ 0, pak u0 derivuje un v gramatice G, což zapisujeme u0 ⇒* un [ Π ]. 
Na následujícím příkladu bude demonstrováno použití derivačních kroků s využitím předchozích 
poznatků. 
 
Příklad 1.2 Uvažujme derivace v jednom kroku  
 
(6) i + ( i ) * i ⇒ i + E * i [ E → ( i ) ] 
(7) i + E * i ⇒ i + F [ F → E * i ] 
(8) i + F ⇒ H [ H → i + F ] , 
 
pak je možné v případě dvou kroků (6) a (7) psát 
 
(9) i + ( i ) * i ⇒2 i + F [ E → ( i ), F → E * i ] . 
 
 
                                                     
1
 ε označuje prázdný řetězec, pokud se vyskytuje na pravé pravidla, značí že daný nonterminál bude přepsán 
prázdný řetězec 
2
 Π označme tímto symbolem sekvenci derivačních kroků 
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V několika krocích sekvenci zapisujeme 
 
(10) i + ( i ) * i ⇒* H [ E → ( i ), F → E * i, H → i + F] 




1.3 Bezkontextový jazyk 
Samotný model bezkontextové gramatiky však nemá v teorii formální jazyků velký význam. Jeho 
existenční podstata nabývá hodnoty z důvodu schopnosti generovat jazyky. Je na místě určit jakým 
způsobem a jaké jazyky generuje. Pomocí bezkontextové gramatiky a bezkontextového jazyka lze 
popsat převážnou většinu současných programovacích jazyků. Další výhoda bezkontextových 
gramatik je ta, že existují algoritmy umožňující efektivně analyzovat skupiny řetězců generované 
těmito gramatikami. Jeden z algoritmů, který využívá významu takovýchto gramatik, je ve své 
podstatě precedenční syntaktická analýza. 
Způsob, jakým gramatika generuje řetězce daného jazyka je ten, že využívá posloupnost 
derivačních kroků a to v konečném počtu. Jedná se tedy, o již dříve zmíněný termín, sekvence 
derivačních kroků. Generovaný jazyk lze formálně popsat následovně. 
Definice 1.3 Nechť je bezkontextová gramatika G = ( N, T, P, S ). Jazyk generovaný gramatikou G 
značíme množinou L(G) a platí pro ni: L(G) = { w: w ∈ T*, S ⇒* w}.  
Je možné konstatovat, že řetězec, jenž byl získán sekvencí derivačních kroků a zároveň obsahuje 
pouze symboly z abecedy terminálů gramatiky, patří do jazyka generovaného danou gramatikou. 
Mluvíme-li o bezkontextovém jazyku, pak mluvíme o jazyku, který je generovaný 
bezkontextovou gramatikou. V teorii jazyků pak tento fakt zní: 
Definice 1.4 Nechť L je jazyk. L je bezkontextový jazyk, pokud existuje bezkontextová gramatika, 
jež generuje tento jazyk. 
Uvedeme příklad bezkontextové gramatiky a jazyka, který generuje.  
Příklad 1.3  
Gramatika G = ( { S, A, B }, { a, b, c, d}, { S → AB, A → aAb, A → ab, B → cBd, B → cd }, S ) 
generuje bezkontextový jazyk L(G) = { anbncmdm : n ≥ 1, m ≥ 1}. 
Přesvědčíme se o tom tak, že provedeme libovolný ale konečný počet derivačních kroků. Použijeme 
definici 3. 
AB ⇒ abB [ A → ab ] ⇒ abcd [ A → ab B → cd ], řetězec abcd odpovídá definici jazyka L(G). 
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AB ⇒ aaabbbcd [A → aAb A → aAb A → ab B → cd ], řetězec aaabbbcd také odpovídá definici 
jazyka L (G), kde n = 3 a m = 1. 
 
1.4 Derivační strom  
 
Vhodným prostředkem pro grafické znázornění derivace je derivační strom. Tento strom se skládá 
z menších stromů, kterým se říká pravidlové stromy. 
Pro připomenutí uvádím, že strom je orientovaný acyklický graf, který má jediný uzel, do 
kterého nevstupuje žádná hrana. Tomuto uzlu se říká kořen stromu. Jeho další vlastnost je ta, že do 
všech ostatních uzlů vstupuje právě jedna hrana. Strom také obsahuje uzly, ze kterých nevystupuje 
žádná hrana. Pro kreslení derivačních stromů si zavedeme konvenci, že kořen stromu leží nejvýše a 
všechny hrany jsou orientovány směrem dolů. V tomto případě je možné vynechat šipky určující 
orientaci hran. 
Pravidlovým stromem myslíme grafické znázornění pravidla. Na obrázku 2.1 je znázorněno 







Derivační strom namísto pravidlového stromu může obsahovat více než jedno pravidlo. Koncové 
uzly jsou terminály a kořen je počáteční symbol. Cesta mezi těmito uzly určena použitými pravidly 
dané derivace. Příklad derivačního stromu následující derivace (je použita gramatika z příkladu 1) je 









 Obrázek 2.1: Pravidlový strom pravidla E → i * i  
 
Obrázek 1.2: Derivační strom ( i ) ⇒* E  
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1.5 Nejpravější derivace 
 
Precedenční syntaktický analyzátor má za úkol podle bezkontextové gramatiky určit, zda vstupní 
řetězec je syntakticky zapsán správně. Způsob, kterým je toto prováděno, je popsán v samostatné 
kapitole. Nyní chci ale poznamenat, že přitom používá pravidla a to v určitém pořadí. Toto pořadí je 
nazýváno pravým rozborem. Jedná se tedy o posloupnost pravidel, která jsou použita při generování 
daného řetězce. Pokud tuto posloupnost reverzujeme resp. použijeme v pořadí od posledního 
použitého pravidla, získáme sekvenci pravidel, která je stejná, jako při nejpravější derivaci. 
Cílem nejpravější derivace je skutečnost, aby během derivačního kroku byl přepsán nejpravější 
nonterminál. Definice je podobná jako definice obecného derivačního kroku. 
Definice 1.5 Nechť G = ( N, T, P, E ) je bezkontextová gramatika. Mějme řetězec u ∈ (N ∪ T)* , 
řetězec v ∈ T* a pravidlo p = A → x ∈ P. Pak, uAv přímo derivuje uxv, pomocí nejpravější derivace, 
za použití pravidla p z dané gramatiky. Zapsáno uAv ⇒rm uxv [p]. Jazyk generovaný pak touto 
gramatikou lze zapsat jako množinu L(G) = { w : w ∈ T*, E ⇒rm w }. 
Bez toho, aniž by nebyla zachována obecnost bezkontextové gramatiky, je možné se omezit 
pouze na nejpravější derivaci. 
 
 
1.6 Gramatická nejednoznačnost 
Gramatická nejednoznačnost vychází z tvrzení, že je možné vytvořit více derivačních stromů pro 
jeden řetězec z bezkontextového jazyka generovaného danou bezkontextovou gramatikou. Definuji 
formálně. 
Definice 1.6 Nechť G = (N, T, P, S) je bezkontextová gramatika. Pokud existuje řetězec, pro který 
platí x ∈ L (G), s více jak jedním derivačním stromem, pak gramatika je nejednoznačná. Jinak je 
jednoznačná. Bezkontextový jazyk L, je pak vnitřně nejednoznačný, pokud není generován žádnou 
jednoznačnou bezkontextovou gramatikou. 
Na příkladu je ukázána gramatika a k ní dva derivační stromy pro stejný řetězec. Gramatika je 
zadána velmi nepoužitelně a je nejednoznačná. Dva derivační stromy ukazuje obrázek 2.3. 
Příklad 1.4 G = ( { E }, { i, +,* }, { E → i * i, E →*i, E → iE  }, E ) 
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Za povšimnutí stojí vlastnost precedenční syntaktické analýzy, protože umí pracovat i s 
nejednoznačnými bezkontextovými gramatikami. Je tedy schopna vytvářet právě jeden a správný 










1.7 Zásobníkový automat 
Doposud jsme se bavili o bezkontextových gramatikách jako o nástroji umožňující definovat syntaxi 
jazyka. Teorie gramatik žádným způsobem nespecifikuje, jak lze využít gramatik pro syntaktický 
analyzátor. V této kapitole zavedeme analyzátor, který pomocí bezkontextové gramatiky bude 
schopen určit, zda je vstupní řetězec správný. 
Zásobníkový automat je zařízení na abstraktní úrovni, které představuje teoretický model 
syntaktického analyzátoru bezkontextových gramatik. Jedná se o automat, jenž je jednosměrný a 
nedeterministický3. Je opatřen zásobníkem, což představuje v teoretickém modelu nekonečnou 
paměť. Obsahuje vstupní pásku, na které se nachází znaky reprezentující vstupní řetězec určený ke 
kontrole na syntaktickou správnost. Jednosměrný je z důvodu, protože řetězec na vstupní pásce je 
čten čtecí hlavou pouze ve směru zleva doprava. Znak na vstupní pásce může být pouze přečten, 
nikoliv přepsán. Další důležitou součástí je jednotka konečného stavového řízení. Tato jednotka má 
za úkol řídit mechanismus automatu a to v tom smyslu, že vydává příkazy na přečtení dalšího znaku 
ze vstupní pásky a ukládá informace na zásobník. Automat se může nacházet v různých stavech a 
operovat s danou abecedou. Tyto informace jsou definovány v jednotce konečného stavového řízení, 
včetně určení vrcholu zásobníku. Činnost se tedy týká změny stavu neboli přechodu z jednoho stavu 
do druhého s případnou změnou obsahu zásobníku a pozice čtecí hlavy na vstupní pásce. Schéma je 
znázorněno na obrázku 2.3. 
                                                     
3
 nedeterministický – není přesně definována posloupnost kroků vedoucí ke konečnému výsledku, existuje více 
možností, jak lze docílit výsledku (pozn. nedeterministický = náhodný, stochastický) 
Obrázek 2.3: dva různé derivační stromy pro jeden řetězec 
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Zásobníkové automaty vykládají základní způsob implementace syntaktických analyzátorů. 
Existuje několik algoritmů analýz a většina používá tento model. Ve své podstatě se jedná o simulaci 
vytvoření derivačního stromu pomocí zásobníku. Rozhodování o tom, kdy se použije jisté pravidlo, je 






Zásobníkový automat lze definovat formálně. 
Definice 2.7 Zásobníkový automat je sedmice M = (Q,Σ,Γ,R,s,S,F), kde 
• Q je konečná množina stavů 
• Σ  je vstupní abeceda  
• Γ  je zásobníková abeceda 
• R je konečná množina pravidel tvaru Apa → wq, kde A ∈ Γ, p, q ∈ Q, a ∈ Σ ∪ { ε }, w ∈ Γ* 
• s ∈ Q  je počáteční stav 
• S ∈ Γ  je počáteční symbol na zásobníku 
• F ⊆ Q je množina koncových stavů 
 
Pravidla v této definici popisují změnu stavu a související častí automatu. Zápis Apa → wq 
znamená, že je-li na vrcholu zásobníku symbol A, aktuální stav je p a na vstupní pásce je aktuální 
symbol a, pak zásobníkový automat M, má možnost přečíst symbol a a na zásobníku zaměnit symbol 
A za w, a dále přejít ze stavu p do q. 
Obrázek 2.3: schéma zásobníkového automatu 
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Pokud budeme mluvit o aktuálním stavu všech částí automatu, pak mluvíme o tzv. konfiguraci. 
Uvažujeme-li zásobníkový automat M z definice 2.7, pak aktuální konfigurace lze formálně zapsat 
jako řetězec χ ∈ Γ*QΣ*. Je vidět, že v dané konfiguraci je uveden i stav zásobníku a vstupní pásky. 
Pojem konfigurace se využívá pro vysvětlení jednoho přechodu u zásobníkového automatu. 
Z neformálního hlediska, ujasnění pojmu přechodu bude spočívat ve stanovení okolností, za kterých 
je možné změnit aktuální konfiguraci na jinou. O tom pojednává následující definice. 
Definice 2.8  Nechť xApay a xwqy jsou dvě konfigurace zásobníkového automatu M, kde x,w ∈ Γ*, 
A∈ Γ, p, q ∈ Q, a ∈ Σ ∪ {ε} a y ∈ Σ*. Nechť r = Apa → wq ∈ R je pravidlo. Potom M může provést 
přechod z xApay do xwqy  za použití r, zapsáno xApay  xwqy [r] nebo bez uvedení pravidla pak 
zjednodušeně xApay  xwqy . 
Podobným způsobem lze nadefinovat sekvenci přechodu, jak tomu bylo u derivačního kroku.   
Znění definice pro nula přechodů, pro n ≥ 1 přechodů a pro obecně několika přechodů je téměř 
identické jako u derivačních kroků proto ho zde nebudu uvádět. 
Opět jako u bezkontextových gramatik je nutné poznamenat a definovat, jaké jazyky jsou těmito 
automaty přijímány. U zásobníkových automatů má smysl mluvit o třech typech, rozlišitelných podle 
toho jakým způsobem jazyk přijímají. 
Definice 2.9 Mějme M = (Q,Σ, Γ, R, s, S, F) zásobníkový automat. Pak rozlišujeme následující typy 
přijímaných jazyků. 
 
• Jazyk, který přijímán automatem M a to přechodem do koncového stavu. Značen je L(M)f a 
formálně se jedná o množinu L(M)f  = { w: ∈ Σ*, Ssw  * zf, z ∈ Γ*, f ∈ F }. Řetězec 
takového jazyka je přijat, pokud se po jeho přečtení automat nachází v koncovém stavu, 
nezávisle na obsahu zásobníku. 
• Jazyk, který je přijímán automatem M s vyprázdněním zásobníku. Značí se L(M)ε  a je 
definován množinou L(M)ε  = { w: ∈ Σ*, Ssw  * zf, z ∈ ε, f ∈ Q }. V poslední konfiguraci 
je nutné, aby byl zásobník prázdný prakticky, aby se v něm nacházelo pouze jeho dno, což je 
počáteční symbol S. 
• Posledním typem, je jazyk, který obsahuje předchozí dva poznatky. Jedná se tedy o jazyk 
přijímaný přechodem do koncového stavu a vyprázdněním zásobníku. Popisuje ho množina 
L(M)fε = { w: ∈ Σ*, Ssw  * zf, z ∈ ε, f ∈ F }. 
 
Z výše uvedených typů syntaktické analyzátory používají nejčastěji poslední dva zmíněné typy, 
protože mají po přijetí řetězce prázdný zásobník. Na základě této skutečnosti je částečně možné 
konstatovat ukončení syntaktické analýzy. Ukážeme příklad použití zásobníkového automatu. 
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Příklad 1.5 Máme zásobníkový automat M = ( { q0, q1, q2, }, { 0, 1}, {Z, 0}, R, q0, Z, {q0} ), kde R je 
množina { Zq0 →  Z0q1, 0q10 → 00q1, 0q11 → q2, 0q21 → q2, Zq2 → q0  }. Určete, jestli řetězec 0011 
patří do jazyka L(M)fε .  
Budeme používat přechody, dokud daný řetězec nebude přijat. Vycházíme z počáteční konfigura-
ce: Zq00011 Z0 q1011 [ Zq0 →  Z0q1 ]  Z00q111[ Zq0 →  Z0q1 ; 0q10 → 00q1 ]   Z0q21 
[Zq0→  Z0q1 ; 0q10 → 00q1 ;  0q11 → q2 ]  Zq2 [ ... ; 0q21 → q2 ]  q0 [ … ; Zq2 → q0 ]  
Výpočet skončil v konfiguraci q0, tedy ve stavu q0, a zásobník je prázdný. Řetězec 0011 patří do 
jazyka L(M)fε . 
Model zásobníkového automatu je schopen simulovat syntaktickou analýzu shora dolu. Prece-
denční syntaktická analýza je metodou pracující způsobem zdola nahoru. Zaváděl jsem model záso-
bníkového automatu z důvodu snadnějšího uvedení do modelu automatu precedenční syntaktické ana-
lýzy, jenž využívá podobný model a to rozšířený zásobníkový automat. 
 
1.8 Rozšířený zásobníkový automat 
Rozdíl mezi zásobníkovým automatem a rozšířeným zásobníkovým automatem, jen ten, že první zmí-
něný měl schopnost číst ze zásobníku pouze jeden symbol, což u rozšířeného není pravda. Jeho hlavní 
vlastnost spočívá v tom, že z vrcholu zásobníku přečte řetězec symbolů. Tento celý řetězec, pak za-
mění za jeden symbol. Změna v definici se bude týkat pravidel. Pro definici tohoto automatu předpo-
kládejme definici množin Q, Σ, Γ, S, F a stavu s za stejnou. 
Definice 1.9 Rozšířený zásobníkový automat je sedmice M = (Q, Σ, Γ, R, s, S, F),kde vše kromě 
množiny R, je definováno stejně jako u zásobníkového automatu. R je konečná množina pravidel ve 
tvaru vpa → wq, kde v,w ∈ Γ*, p, q ∈ Q, a ∈ Σ ∪ {ε}. 
Z definice také plyne to, že je schopen provádět přechody i v případě prázdného zásobníku, což 
základní specifikace neumožňovala. Uvedeme další definici, která bude pojednávat o přechodu u 
rozšířeného zásobníkového automatu. 
Definice 1.10 Mějme dvě konfigurace xvpay a xwqy rozšířeného zásobníkového automatu, kde platí, 
že x, v, w ∈ Γ*, p, q ∈ Q, a ∈ Σ ∪ {ε} a y ∈ Σ*. Nechť r = vpa → wq ∈ R je pravidlo. Potom M může 
provést přechod z xvpay do xwqy za použití r, zapsáno: xvpay  xwqy [ r ] nebo lze zapsat xvpay 
  xwqy. 
Sekvence přechodů n,  +,* a přijímané jazyky L(M)f, L(M)ε a L(M)fε jsou specifikovány 
stejně jako u jako základních zásobníkových automatů. 
Jak již bylo naznačeno tento model je vhodný k simulaci konstrukce derivačního stromu pro 
danou bezkontextovou gramatiku. Přístup syntaktické analýzy za použití teoretických poznatků 
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rozšířeného zásobníkového automatu spočívá ve vytváření syntaktického derivačního stromu směrem 
od vstupního řetězce k počátečnímu symbolu, jedná se tedy o syntaktickou analýzu zdola nahoru. 
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2 Precedenční syntaktická analýza 
Tato kapitola pojednává o syntaktické analýze z praktického hlediska. Využívá model rozšířeného 
zásobníkového automatu. Jejím vstupem je tzv. precedenční tabulka pro danou bezkontextovou gra-
matiku, v níž je v podstatě zapsáno, kdy použít jaké pravidlo. Dalším vstupem je řetězec, u kterého je 
kontrolována na syntaktickou správnost. Výstupem této metody je pravý rozbor, což je posloupnost 
použitých pravidel užitých v nejpravější derivaci, ale v opačném pořadí. 
Precedenční analyzátor je ze všech syntaktických analyzátorů pracujících zdola nahoru nejslabší, 
nicméně jeho implementace je nejméně složitá. Nejslabší ve smyslu toho, že není schopen zvládnout 
velkou škálu bezkontextových jazyků. Jeho použití v praxi je všude tam, kde je potřeba kontrolovat 
matematické výrazy nebo obvyklé konstrukce programovacích jazyků if-then-else. 
Jak již bylo předesláno jeho nevýhoda se skrývá v tom, že nelze použít pro každou bezkon-
textovou gramatiku. Z principu není možné vytvořit precedenční tabulku pro gramatiku,  jež obsahu-
je ε pravidla. Další omezení pro gramatiku je fakt, že musí obsahovat  unikátní pravidla. Nelze použít 
gramatiku, která by měla více pravidel se stejnou stranou. 
Celý proces analýzy je deterministický, je tedy jasně dáno, kdy se použije určité pravidlo i v pří-
padě použití nejednoznačné gramatiky. 
Precedenční analyzátor se skládá ze zásobníku, kde se mohou nacházet terminály, nonterminály a 
pomocné speciální symboly, ze vstupní pásky, kde se nachází terminály z precedenční tabulky. 
2.1 Precedenční tabulka 
Připomeňme si případ z příkladu 2.4, kdy jsme byli schopni pro jeden řetězec vytvořit dva derivační 
stromy. Precedenční tabulka určitým způsobem, říká analyzátoru, který strom má vytvářet.  
Tato tabulka má na pozici souřadnic terminály. Na řádkové souřadnici lze nalézt terminály 
korespondující se zásobníkem. To znamená, že pokud bude požadováno použití této řádkové 
souřadnice, tak terminál, který ji určí se bude vyskytovat na zásobníku. Na obrázku 2.1 se jedná o 
svislou posloupnost značenou písmeny a a indexy i až n. Na konci této posloupnosti se nachází 
symbol dolar, označující dno zásobníku. 
Budeme-li hovořit o sloupcových souřadnicích, pak se jedná o korespondenci se vstupní se-
kvencí symbolů, protože tyto souřadnice jsou použity, právě když je terminál čten ze vstupu. V grafi-
cké podobě tabulky, jak je vidět na obrázku 2.1, se jedná o řadu symbolů a ale s indexy j až n. Tato 
řada je opět ukončena symbolem $, což v tomto případě indikuje konec čteného řetězce. 
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Na výše popsaných souřadnicích, je možné objevit 4 různé druhy symbolů, které na určité 
úrovni definují akci syntaktického analyzátoru. Jedná se o symboly <, >, = a prázdné políčko. 










2.2 Princip analýzy 
Princip analýzy je daný algoritmem. Pro správnou funkci vyžaduje precedenční tabulku pro danou 
gramatiku a jako vstup řetězec obsahující terminály gramatiky. Výstupem je pravý rozbor, pokud 
řetězec patří do jazyka generovaného touto gramatikou. Nyní následuje slovní zápis algoritmu.  
 
Algoritmus 2.1 
a je proměnná, obsahující znak ze vstupu 
b je proměnná, obsahující znak ze zásobníku 
Vložení symbolu $ na zásobník 
repeat 
 nastav do a je aktuální znak na vstupu 
 nastav do b terminal, který je nejblíže vrcholu 
 case pozice v tabulce na souřadnicích [ b, a ] : 
  „ = “ : ulož na zásobník a, a přečti další znak ze vstupu 
  „ < “ : zaměň b za b< na zásobníku, a přečti další znak ze vstupu 
  „ > “ : if na vrcholu zásobníku <y and r: A → y (tj. některá pravá strana) 
   then zaměň <y za A, a vypis r na výstup 
   else chyba 
  „prázdné políčko“ : chyba 
until a = $ and b = $ 
úspěch syntaktické analýzy 
Obrázek 2.1: precedenční tabulka 
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Byl popsán algoritmus, kterým se provádí precedenční syntaktická analýza. Algoritmus je ve své 
podstatě řízen precedenční tabulkou, jež udává prioritu prováděných pravidel. Tento princip analýzy 
obsahuje dvě klíčové akce tzv. shift – uložení terminálu na zásobník (tím se oddálí aplikace pravidla) 
a tzv. reduction – což je vhodné použití přepisovacího pravidla a následná redukce na zásobníku (tj. 
přepsání pravé strany na levou). 
Analýza končí úspěchem v případě, že se na vstupu ani na zásobníku se nenachází žádný terminál 
či jiný symbol. V opačném případě končí neúspěchem, pokud je prováděna operace reduction a není 
nalezeno požadované pravidlo nebo při nahlížení do precedenční tabulky se na daných souřadnicích 
vyskytlo prázdné políčko. 
 
2.3 Konstrukce precedenční tabulky 
Ve tvorbě precedenční tabulky se odráží požadavky na význam jednotlivých terminálů, čímž se zaru-
čuje jednoznačnost zpracovávání jazyka a vytvoření tak správného a jedinečného derivačního stromu. 
Z praktického hlediska je nutné určit interpretaci terminálů, jestli v daném jazyku představují 
operátor, identifikátor či pravou nebo levou závorku. Pokud ovšem opustíme od praktického pohledu, 
pak smysl symbolů „<,>,=“ je vysvětlitelný. Nastane-li situace, že výsledek pozice v tabulce je 
symbol „<” jedná se o moment, kdy je nutné na zásobník vložit tento symbol a také terminál na 
vstupu. Je tedy možné, pro každou dvojici terminálů určit přesnou akci. 
Existují čtyři momenty pro vyplnění, první se týká operací, a to když určujeme prioritu nebo 
asociativitu operátorů. Uvažujeme dva rozdílné operátory (terminály z dané gramatiky ) opi a opj. Pak 
má-li mít operátor opi větší prioritu než opj, pak v tabulce zapisujeme na pozici [ zásobník, vstup ]  tj. 
[ opi, opj ] symbol “je větší“  tedy „>”. Zároveň také platí, že na souřadnicích [ opj , opi ] se bude 
analogicky vyskytovat „je menší“, tedy  „<“. 
Situace, která vede k vyplnění tabulky u operátorů stejné priority, rozlišuje asociativita. Různé 
operátory jsou levě nebo pravě asociativní. Tato vlastnost určuje, má-li se výraz s operátory stejných 
priorit vyhodnocovat zprava nebo zleva. Jsou-li tedy obě operace opi a opj se stejnou prioritou levě 
asociativní pak platí, že na pozici [ opi, opj ] se nachází symbol „>“. Stejný symbol se objeví i na 
pozici [ opj , opi ]. Pravá asociativita má za důsledek symbol „<” na pozicích [ opi, opj ] a [ opj , opi ]. 
Pro úplnost těchto poznatků uvádím příklad ( 2.1 ), který problematiku operátorů shrnuje.  
 
Příklad 2.1 Mějme gramatiku G = ({E}, { -,+,*,^ }, {E → +}, E). Sestrojte část precedenční tabulky 
pro operace, pokud význam operátorů +,-,* uvažujeme stejný jako v aritmetických výrazech. 











Další část konstrukce se zabývá částí, kde se nachází identifikátory. Obecně platí, že pro každý 
terminální symbol a (v tabulce část zásobníková), který se může vyskytovat hned před 
identifikátorem i (v tabulce část vstupní) se do tabulky zapisuje „<”, tedy a < i. Za symbol a je možné 
považovat i symbol „$“, platí tedy také $ < i. 
Dále pro terminál a, vyskytující se hned za identifikátorem i, platí  i > a, za předpokladu, že i je 
terminální symbol zásobníkové části a a je terminální symbol části týkající se vstupu. Opět a může 
nabývat symbolu „$“, pak na souřadnicích [i, a] se vyskytuje symbol >.  
Předposlední částí pro konstrukci tabulky jsou sloupce a řádky, které obsahují závorky. Pokud 
narazíme na zásobníku na levou závorku a na vstupu na pravou, pak je nutné provést pouze operaci 
shift a to znázorníme tak, že na tuto pozici do tabulky zapíše symbol „ = ”. 
 
Pro následující dvě tvrzení uvažujeme konvenci [( nebo ),a] což jsou souřadnice [ zásobník, vstup ] 
• Pro [(,a], kde a není ) ani $ se zapisuje symbol „<” 
• Pro [ ),a], kde a je každý terminální symbol, který se může vyskytovat hned za ), se 
na daných souřadnicích vyskytuje symbol „>” 
•  
Pro další, tvrzení používejme konvenci [a,(nebo)] což je také souřadnice [ zásobník, vstup ] 
• Pro [a,)], kde a není symbol ( ani $ se zapisuje symbol „>“ 
• Pro [a,( ], kde a je každý terminální symbol, jenž se může objevit hned před ), se na 
daných souřadnicích do tabulky zapíše symbol „<“ 
 
Poslední část se týká ukončovače řetězce $. V aktuální chvíli zbývá doplnit pouze část operátorů. 
Nechť op je operátor pak pro operátory na zásobníkové části platí op > $. Pokud uvažujeme dolar 
jako symbol na zásobníku pak v tabulce na souřadnicích [$,op] zapíšeme symbol <. 
  
 
Obrázek 2.2: Sestrojená precedenční tabulka pro operátory. 
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3 Cíl práce 
Cílem práce bylo vytvořit výukovou aplikaci, která bude sloužit jak pro prezentaci, tak k vlastnímu 
použití jednotlivých studentů. Teorie, jež je, touto aplikací demonstrována, se skládá z několika na 
sebe navazujících kroků. Hlavním jádrem demonstrace je vysvětlení určitého algoritmu, což je 
mechanismus vyžadující vstup, na jejichž základě předkládá výstupy. Jedná se tedy o jistý druh 
obecnosti, protože je možné měnit vstupy a očekávat jiné výstupy. Algoritmus je tvořen několika 
kroky, a proto vznikl požadavek na popsání každého prováděného kroku. Pro snadnější pochopení 
látky je použito grafického znázornění všech zúčastněných elementů teoretického problému. 
Přistoupí-li student k aplikaci, musí mít přehled o všem, co se v daný moment uskutečnilo. Problém 
učení a získávání nových informací také spočívá v tom, že není možné pochopit všechny části 
probírané látky. Aplikace by měla také tuto skutečnost zahrnovat. Lze ji řešit krokováním algoritmu 
na základě uživatelova příkazu a to směry vzad i vpřed. Simulační proces, by neměl obsahovat jen 
samotné krokování ale i spuštění celé demonstrace bez dalšího uživatelského zásahu. Tuto vlastnost 
ocení zvláště ti, kteří za pomocí této aplikace veřejně vysvětlují látku (např. na přednáškách) Mohou 
si nastavit časovou délku kroku a v této době lépe objasnit právě probíhaný krok. V celkové míře, je 
tedy možné vést nerušený výklad. 
Jak jsem již předeslal, aplikace vyžaduje po uživateli informace týkající se vstupních dat.  
V případě bezkontextových gramatik a precedenční tabulky se jedná o velké množství informací, 
které není možné při každém použití aplikace opakovaně zadávat. Proto za další vhodný cíl jsem 
považoval schopnost uložení vstupních dat a jejich opětovné načtení. Aplikace také počítá 
s pozdějšími úpravami těchto dat v jakémkoliv rozsahu. 
Program obsahuje velké množství doprovodných a popisných textů, a každý uživatel nemusí 
mít stejný rodný jazyk jako autor. Je pak přínosem, vytvořit aplikaci, jež může používat více jazy-
kových verzí. 
V současné době existuje mnoho operačního systému a uživatelé mají právo používat jakýkoliv 
systém podle jejich vlastních potřeb. Vytvoření aplikace, která lze spustit na více platformách je 
pozitivně přijatelná vlastnost, protože pak minimalizuje omezení použití programu. 
Bezkontextová gramatika vhodná pro precedenční analýzu vyžaduje, několik již zmíněných 
specifik. Zajištění správnosti vstupních dat je také požadavkem, ale také momentem nabývání nových 
znalostí. 
Aplikace demonstruje všechny momenty teorie precedenční analýzy probírané v kurzu IFJ na 
fakultě Informačních technologií, VUT Brno. 
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4 Návrh aplikace 
Kapitola pojednává o zpracování požadovaných cílů. Téma je rozptýleno do pracovní a vývojové 
fáze. Pracovní fází je myšleno použité prostředí pro vývoj, jazyk a knihovny. Z jakých základních 
funkčních celků a jak mezi sebou komunikují je popsáno v kapitolách zabývající se vývojovou fází. 
 
4.1 Nástroje pro vývoj 
 
Pro nejlepší demonstraci, podle mého názoru, je na místě vytvořit aplikaci s uživatelským rozhraním. 
Jako multiplatformní knihovnu jsem zvolil wxWidgets. Toto rozhodnutí jsem provedl na základě 
dokumentace a diskuzí.  
WxWidgets je platformně nezávislá knihovna pro tvorbu uživatelských rozhraní. Neskrývá v sobě 
však jen vytváření dialogových oken, ale také např. kreslení, přístup k databázi, práce s více vlákny čí 
síťovou komunikaci. WxWidgets je nativní framework4, což znamená, že využívá systémové funkce 
pro vytváření grafického uživatelského prostředí (dále GUI), daného operačního systému. Existuje ve 
variantách pro různé jazyky – já jsem použil jazyk C++. Používám verzi 2.8.6, která byla obsažena 
instalačním balíčku wxPack. Jedná se o balíček, který umožňuje integraci wxWidgets knihoven do 
operačního systému Windows XP. Integrace také spočívá v přidání nástrojů grafické na vytváření 
GUI nebo instalaci překladače MinGW. 
Vývojové prostředí jsem použil Code::Blocks, jež byl napsán právě ve wxWidgets. 
Aplikace, používá pro ukládání různých nastavení formát XML. Knihovna, kterou používám 
s laskavým svolením je od Franka Vanden Berghena. 
Vývoj byl provozován ve velké míře na operačním systému Windows XP, pro zachování 
platformní nezávislosti jsem používal operační systém linux Fedora 8. Právě na linuxových sys-
témech jsem se potýkal s nejvíce problémy. Z počátku se jednalo o velmi rozdílný vzhled aplikace 
v grafické funkční části. Některá grafická primitiva se ani nevykreslila. Dalším problémem byla 
znaková interpretace na jiných linuxových distribucí. Vyplývá tedy, že program napsaný ve Windows 
XP nemusí být vždy stoprocentně přenositelný. Nastávají i situace, kdy zdrojové soubory není možné 
vůbec přeložit. 
                                                     
4
 framework – programová podpora obsahující řešení obvyklých problémů  
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4.2 Uživatelské rozhraní 
Aplikace se skládá z částí, kde se zadává a edituje gramatika a precedenční tabulku, pak části výběru 
jazyka, ze segmentu samotné demonstrace a demonstrace derivačního stromu. Toto vše, nebylo 
možné ani vhodné vytvářet v jednom momentě na obrazovce. Zvolil jsem tedy, že po spuštění 
aplikace, se otevře rozcestník, ze kterého je možné provést požadované akce. Rozcestník je tvořen 
oknem obsahující menu. V obsahové části okna se nachází výpis aktuální gramatiky, v záhlaví název 
projektu, který byl zadán při vytváření. Menu obsahuje funkce, jakými jsou manipulace s projektem, 









Klíčovou částí demonstrační aplikace, je okno, ve kterém probíhá simulace. Používá grafický 
kontext pro přehledné vyobrazení stavu analýzy. Bylo implementováno pět ovládacích prvků, 
připomínající hudební přehrávač. Těmito prvky jsou spuštění, pozastavení a zastavení simulace a také 
dvě tlačítka umožňující krok vpřed a vzad. Funkce vpřed a vzad budou především využity pro 
podrobnější pochopení algoritmu. Dále se zde nachází posuvník sloužící k nastavení časového kroku 
pro průběh simulace a vstupní pole pro zadávání vstupního řetězce, který bude precedenčním 
analyzátorem zpracováván. Časový krok je možné měnit i v průběhu simulace. Obsah této části je 
tvořen deseti aktivními segmenty, tzn., že v průběhu simulace můžou být jejich grafické výstupy 
měněny. Patří mezi ně grafické vyobrazení gramatiky, zásobníku, vstupu, precedenční tabulky, obsah 
proměnných, aktuální krok algoritmu a komentář k právě probíhané akci. 
Menu demonstračního okna umožňuje otevřít okno, ve kterém bude graficky znázorněn derivační 
strom. Lze jej otevřít jak před zahájením simulace, tak v průběhu. Reaguje i na použití tlačítek vpřed 
a vzad. 
Simulační okno pracuje s informacemi, jež byly zadány v dialogovém okně pro zadávání gra-
matiky. Toto okno je opatřeno vstupními poli, které jsou opatřeny striktní ochranou pro nekorektní 
vstup. Pole pro zapsání terminálů a nonterminálů nedovolí vložení stejných elementů. Stejně tak část 
pro vytváření pravidel. 
Obrázek 4.1: úvodní okno aplikace 
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Pro precedenční tabulku existuje okno, ve kterém se nachází matice interpretující tabulku. Před 
jejím zobrazením je uživatel vybídnut ke zvolení významu terminálů (zdali se jedná o identifikátor, 
závorku, či operátor). Po tomto zvolení se již zobrazí tabulka, obsahující rozbalovací políčka 
s výběrem daného symbolu. Po klinutí na něj je uživatel tázán výběrovým dialogem, který obsahuje 
možnosti s popisem. Podle souřadnice, na kterou bylo provedeno kliknutí, se zobrazí patřičné 
možnosti. Uživatel zvolí buď jednu z možností nebo klikne na křížek a nastaví se na danou pozici 
symbol, který zvolil před zobrazením tohoto dialogu. 
 
 
4.3 Objektový návrh 
 
Samotné použití knihoven wxWidgets se dotýká použití hierarchie tříd, proto bylo nezbytné návrh 
vytvořit. Popíšu zde pouze nejdůležitější části aplikace a tím je především grafické provedení 
simulačního okna. 
Po spuštění aplikace je vytvořen objekt třídy inputFrameWorker, ta na uživatelskou žádost 
vytvoří instanci třídy simulationFrameWorker, a z ní se pak také dle uživatele vytváří objekt třídy 
syntaktikFrameWorker. Tyto třídy reprezentují úvodní okno, okno demonstrace a okno na vykre-














Toto je základní model aplikace. Podívejme se nyní na model popisující grafické rozhraní. O 
vykreslování grafických animací se stará třída dcPanels. Pro tuto implementaci bylo výhodné využít 
Obrázek 4.2:  Vztah mezi základními třídami 
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polymorfismu, jak z důvodu pozdější použitelnosti, tak důvodu přímočařejšího vývoje. Z třídy 
dcPanels dědí deset grafických tříd a bylo by neúnosné vytvářet neustále nové třídy, zvlášť pak 
s podobnými vlastnostmi. Vždy, když jsem dokončil implementaci jednoho grafického prvku, změnil 
jsem pouze v proměnné počet grafických elementů a bez jakéhokoliv dalšího zásahu jsem mohl 





Třídy, které dědí od dcPanels také dědí od třídy knihovny wxWidgets třídu wxPanel, která 
v tomto případě slouží jako plátno grafického kontexu5. V implementaci musí každá třída dědit 
wxPanel zvlášť, protože wxWidgets povoluje vytváření instancí této třídy pouze pokud zděděná třída 
je přímým následníkem. 
 
                                                     
5
 grafický kontext – device context, datová struktura, která se používá pro definování atributů pro výstup na 
obrayzovku 
Obrázek 4.3: Vztah mezi třídami animace a oknem simulace 
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4.4 Popis základních tříd 
V této kapitole lze nalézt informace o třídách a jejich vzájemných vztazích. Budou tady popisovány 




Třída popisující datový blok obsahující informace o uživatelsky zadané gramatice (popř. načtené 
ze souboru xml). Jako atributy obsahuje pole pro terminály, nonterminály, seznam pravidel, po-
čáteční nonterminál a dvojrozměrné pole pro precedenční tabulku. Je vybavena metodami pro 
naplnění těchto atributů, konstruktorem a kopírovacím konstruktorem. Představuje základní 
informační blok aplikace, od kterého se odvíjí celkový chod. 
Pro reprezentaci pravidla je použita speciální třída tRule, jejíž objekty jsou ukládány do seznamu 




Rozcestník pro zvolení požadované funkcionality slouží třída wxFrame dědící od třídy 
wxWidgets. wxFrame je základem pro okna, inputFrameWorker jí využívá pro zavedení menu a tím 
vytvoření nabídky funkcí. Obsahuje metody, které jsou identické s možnými akcemi poskytnuté 
prostřednictvím menu. Mezi tyto metody patří práce s projektem, tedy vytvoření nového, načtení již 
existujícího, uložení a editaci, přepnutí do simulačního módu a výběr jazyka. Pro modifikaci projektu 
třída se pracuje s knihovnou xml. 
Většina funkcí vyvolá otevření speciálního dialogového okna, každé takové okno je repre-
zentováno třídou dědící od třídy frameworku pro dialogová okna (wxDialog). 
Instance této třídy je vytvářena při startu aplikace. 
 
simulationFrameWorker 
Hlavní grafická simulace probíhá v jednom základním okně, obsahující několik grafických pláten 
pro demonstraci. V této třídě probíhá sjednocení grafických výstupů a algoritmu precedenční analýzy. 
Její součástí je časovač, reprezentující třídou wxTimer, který řídí samovolnou simulaci. Simulační 
okno je přímo propojeno s oknem vykreslující derivační strom a okamžitě reaguje na podněty (tj. 
kroky algoritmu). Časovač je použit tak, aby změna délky kroku mohla být umožněna i v průběhu 
simulace.  
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Vstupní pole pro zadávání řetězce je opatřeno třídou, která brání v zadání špatného uživatelského 
vstupu, ale taky ve své implementaci používá volání algoritmu pro precedenční syntaktický ana-
lyzátor. Díky tomu je možné na simulační okno vypsat informaci o syntaktické správnosti řetězce.  
 
dcPanels 
Bázová třída polymorfního rozhraní je abstraktní třídou. Jako atribut obsahuje datové informace 
třídy dataCore a informaci o aktuálním stavu precedenční analýzy, což reprezentuje třída statePanel. 
Jakožto základní grafická třída je opatřena virtuálními funkcemi pro zobrazení grafického segmentu a 
vykreslení provedené aktivity. Tyto metody zde nemají žádnou implementaci, jejichž funkčnost je 
definována až v dílčích segmentech podle vlastní funkcionality.  
Jednotlivé grafické třídy na žádost aktualizují svůj výstup. Obdrží stavovou informaci, která je 
pro jejich překreslení úplná a provedou úkon. Je-li to nutné, provedou své vlastní odstranění dat a tím 
se jak programově tak graficky uvedou do původního stavu. 
Třídy mají k dispozici pomocný grafický kontext, jenž je použit metodou pro výpočet změny a po 
jejím provedení následně kopírován do kontextu grafického výstupu. 
 
statePanel 
Pro předávání dat v průběhu algoritmu syntaktické analýzy slouží stavová informace. Jedná se o 
datovou jednotku obsahující všechny parametry definující aktuální stav precedenčního analyzátoru. 
Mezi tyto parametry patří číslo kroku (je nutné rozpoznat, který grafický panel je nutné překreslit), 
obsah proměnných, stav zásobníku a dalších jako je vyznačení pravidla nebo vyznačení symbolu 
v precedenční tabulce.  
Součástí třídy je kopírovací konstruktor. 
 
precWorker 
Samostatná třída popisující chování precedenční syntaktického analyzátoru. Sice používá datové 
typy frameworku wxWidgets, ale po jejich vlastní implementaci je možné tuto třídu využít nezávisle. 
Tvoří ji metody, jež umožňují veškerou manipulaci s analyzátorem. Algoritmus je zde rozdělen do 
kroků a je možné této informace využívat. Třída obsahuje také počitadlo provedených úkonů, což 
poskytuje usnadnění při implementaci simulačních funkcí krok vpřed a vzad. 
Vstupem je vstupní řetězec a datový blok dataCore a jejím výstupem v každém kroku je stavová 
informace ve tvaru statePanel, podle které se změní grafický výstup ve všech elementech. Dalším 
výstupem je výsledek určující, zdali je vstupní posloupnost znaků syntakticky správná vzhledem 




Derivační strom je grafickou reprezentací derivace. Obsahuje uzly, které symbolizují terminály 
nebo nonterminály. Pro grafické znázornění stromu, zpracovávaného algoritmem, je nutné definovat 
pro každý uzel atributy týkající se polohy, znakové reprezentace uzlu, výšky (úroveň), počtu 




Grafické zobrazení stromu probíhá na samostatné plátno, přesněji do samostatného okna, je zo-
brazeno nemodálně, je tedy možné měnit jeho pozici a vracet se k ovládacím prvkům simulace. 
Třída je tedy kombinací okna wxWidgets a algoritmu pro vykreslení stromu. Její součástí je 
ukazatel na třídu simulationFrameWorker, protože při simulaci potřebuje neustálé komunikovat se 
simulačním oknem, resp. používá informaci, která se nenachází v žádném ze z informačních bloků – 
a to aktuální pravou derivaci. 
Toto okno je plně synchronizováno s demonstračním oknem, tak v jeho implementaci lze nalézt 
opětovné simulování precedenční analýzy. 
 
4.4.1 Vícejazyčnost 
Schopnost aplikace načítat textová data ze souboru xml je vlastnost, jež se musí navrhnout před 
samotným návrhem klíčových částí, protože uvádět popisné texty přímo ve zdrojových souborech 
není vhodné a případné pozdější přepisování by bylo stagnující fází vývoje. 
Ke zpracování požadavku vícejazyčnosti nebylo použito objektové orientace, ale globálních 
funkcí. Program si pamatuje poslední použitý jazyk.  
Tam, kde by se ve zdrojovém souboru nacházel popisný text, se nachází funkce, jejíž parametr je 
identifikátor v souboru xml. Funkce vrací řetězec a provádí dotaz na aktuální zvolený jazyk a dotaz na 
textovou reprezentaci, pokud není nalezena, vrací prázdný řetězec. Tento princip je vzhledem ke čtení 
z paměti pomalý, nicméně vzhledem k četnosti textů se na rychlosti aplikace příliš neprojeví. 
 
4.5 Datový tok 
Program je tvořen několika bloky, které si mezi sebou předávají informace. Formát a význam 
informací byl popsán v předchozí kapitole. Tok dat ve své podstatě neprobíhá jen v aplikaci, ale také 


























Obrázek 4.4 ukazuje celkové schéma aplikace. Obrázek je tvořen entitami, reprezentující blok 
schopný přijímat data, zpracovávat je a poskytovat pro další. Takový blok může být např. i uživatel, 
který data zadává. Šipka ukazující na entitu znázorňuje vstup dat, linka bez šipky výstup. 
Celý princip je názorný. Data reprezentující gramatiku mohou být získána od uživatele, nebo ze 
souboru formátu xml (xml dataCore6). Mohou být také ukládána. Rozcestník tato data převádí do 
objektu třídy dataCore, a předává je simulačnímu oknu. V tomto oknu proběhne demonstrace 
precedenční analýzy a dále je předávána mj. stavová informace oknu, vykreslující derivační strom. 
Rozcestník a simulační okno obsahuje textové popisky funkcí nebo pro výuku, jež jsou měnitelná a 
načítána ze souboru xml. 
 
                                                     
6
 xml dataCore – textová reprezentace ve formátu xml,  pro gramatiku a precedenční tabulku 
Obrázek 4.4: schéma aplikace 
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5 Implementace 
Implementace byla provedena jazykem C/C++ s uživatelským rozhraním wxWidgets. Kapitola o 
implementaci popisuje algoritmy a problémy na programové úrovni. Jsou zde vysvětleny algoritmy, 
jež tvoří uživatelem viditelnou činnost, a to princip precedenčního analyzátoru a způsobu vykre-
slování derivačního stromu. Lze zde také nalézt implementační detaily, které tvoří uživatelské roz-
hraní příjemnější. 
 
5.1 Dynamické události 
Aplikace je řízená dynamickými událostmi. Výhoda takovýchto událostí je, že je možné s nimi 
provádět různé operace za běhu programu. (v určitý moment zrušit apod.) Tento jev jsem s výhodou 
použil například u generování políček precedenční tabulky. Kliknutím na políčko je totiž vyvolána 
akce zobrazení dialogu, které je důsledkem dynamické události. Předem není známo, jak bude tabulka 
velká, což je čistě v režii uživatele7.  
Všechny akce vyvolané jakkoliv ( z menu, tlačítkem, … ) generují událost. V aplikaci používám 
vždy dynamické, pokud to není jinak nutné, tak ji registruji vždy v konstruktoru dané třídy. Reakcí na 
událost je metoda, která má parametr typu událost8. Nese informace týkající se vyvolané akce. 
 
5.2 Překreslování oken 
Pokud používáme grafický kontext, používáme také událost ve wxWidgets běžně zvanou onPaint. 
Jedná se o událost, která je vygenerována, pokud musí dojít k překreslení okna. Takové momenty se 
stanou buď programově a to voláním metody oken Refresh nebo jindy, když je to nutné z vnějších 
podnětů např. v případě přesunutí jiného okna nad oknem s vykreslenými objekty. V tento moment je 
nutné reagovat na takovou událost opětovným překreslením celého grafického segmentu. Jev je to 
vhodný, nicméně taková událost je při přetahování generována neustále. Problém nastává v okamžiku 
obsazeného plátna více grafickými informacemi, potřebující při překreslení opětovné přepočítaní, což 
                                                     
7
 dynamické události u precedenční tabulky – je možné si povšimnout, že okamžik vytváření precedenční 
tabulky je časově patrný 
8
 typ událost – wxWidgets používá několik kategoríí událostí; události vyvolané tlačítky, posuvníky, časovači, 
kreslením do okna, apod. 
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může být náročné. V případě demonstrační aplikace nastávala tato situace při otevřeného simulačního 
okna a zpomalení bylo velmi znatelné při pohybu (jednalo se spíše o trhavý pohyb). Nedostatek 
nebylo možné ignorovat, protože při simulaci se očekává, že bude také otevřeno okno s derivačním 
stromem a uživatel si jej může různě přesouvat, neboť derivační stromu a simulačního okno nelze 
v kompletním zobrazení sledovat na jedné obrazovce. 
Pro řešení jsem využil události generované na pohyb oknem OnMove a samotného časovače. 
Implementace wxWidgets neposkytuje událost signalizující začátek a konec pohybu oknem, o což se 
problém ztížil a byl jsem nucen použít časovač jako nedokonalou nadstavbu. Nedokonalost tkví v 
převedení velkého množství událostí OnPaint na zapínání a vypínaní časovače. 
Děje-li se pohyb, okno derivačního stromu si nastaví atribut pro indikaci pohybu. Simulační 
okno v tento moment ví, že se nemá překreslovat, proto je událost OnPaint ignorována. Začne-li 
pohyb, spustí se také časovač s velmi krátkým časovým krokem (500 ms). Reakcí na časový krok je 
znovupřekreslení simulačního plátna a odnastavení atributu pro indikaci pohybu. Tato procedura se 
ale nevykoná, pokud se hýbe oknem. V reakci na událost OnMove se totiž časovač vypne a znovu 
spustí. Znovupřekresení nastane až tehdy, když se s oknem nebýbe. Při přesouvání okna počítač není 
zatěžován opětovným vykreslováním plátna a pohyb je plynulý. 
5.3 Grafická demonstrace 
Grafickou demonstrací je myšlen princip činnosti vykreslování. Grafickou interpretaci analyzátoru, 
zajišťuje skupina tříd, jež dědí od bázové abstraktní třídy dcPanels. Celý princip spočívá v tom, že 
každý následovník je definován funkcionalitou tří základních metod. 
Při startu nebo stisknutí tlačítka stop se simulátor nachází v počátečním stavu. Samotné vykre-
slení grafiky zajišťuje metoda Head, jež je virtuální a poskytuje grafický základ segmentů. 
Veškerá grafická část používá pro své zobrazení stavovou informaci. Musí existovat metoda, 
která tuto informaci uloží do všech zděděných tříd a jmenuje se setStatePanel. 
Nyní již nezbývá než použít stavovou informaci a vykreslit ji všech tříd resp. grafických 
segmentů, kterých se týká. Zpracování má na starosti metoda render.   
 
5.4 Syntaktický analyzátor 
Demonstrace syntaktické analýzy využívá třídu precWorker, hierarchii třídní rodiny dcPanels  a časo-
vač, který generuje impuls na provedení dalšího kroku. (popř. se může jednat o uživatelský impuls) 
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Nyní se budu zabývat případem, kdy je simulace řízená časovačem a tím co všechno se odehraje 
v jednom kroku. Odehrává se následující. Objekt třídy precWorker a její metoda getNext vratí sta-
vovou informaci, která se musí rozšířit do všech potomků třídy dcPanels. Okamžitě po nastavení 
stavové informace se zavolá metoda render pro aktualizaci dané grafické části. Proces běží, dokud 
není zastaven časovač, což se stane v momentě, kdy třída precedenční analýzy nastaví vlastní atribut 
end. Funkce kroku se rozšíří v případě zobrazeného okna derivačního stromu. Při otevření toho okna 
je vytvořena instance, načte se do ní základní informace o vstupním řetězci a dalších informací. Při 
kroku simulace se nastaví oknu derivačního stromu aktuální krok precedenčního algoritmu, pravá 
derivace a následně proběhne výpočet a vyobrazení stromu. 
Způsob týkající se uživatelského krokování je o málo odlišný. Jedná-li se o krok dopředu, metoda 
getNext třídy precWorker vrátí pouze další stav a opět může proběhnout vykreslení.  
Rozdíl nastává u kroku zpět.  V tento moment je nutné získat stavovou informaci o jeden krok 
zpět. Při návrhu třídy precWorker jsem s tímto počítal. Byl zaveden atribut počitadlo kroků,tzn. při 
každém provedeném kroku se zvýší, a tím lze identifikovat stav algoritmu. V implementaci funkce 
zpět pak stačí jen vzít číslo aktuální kroku, zmenšit jej o jedničku a spustil algoritmus znova dokud 
nenastane požadovaný krok. 
Metoda pause pouze zastaví simulaci. 
Metoda stop nuluje stav analyzátoru a čistí grafické plátno.  
 
5.5 Derivační strom 
 
Myšlenka 
Velmi dobrým znázorňovacím prostředkem derivací je derivační strom. Jeho hlavní význam se týká 
grafického znázornění pravidlového rozkladu. Ve výukové aplikaci má důležitou pozici pro výklad 
teorie týkající se precedenční analýzy. Jeho zobrazení je možné použít i pro jiné účely než pouze ve 
spojitosti s aplikací. Výstup lze použít do vlastních prezentací a studijních materiálů. 
Před popisem algoritmu, uvedu příklad jeho výstupu.(obrázek 6.1) Uvažujme gramatiku, jež 
generuje aritmetické výrazy. Operátory jsou +,* a závorky. Význam precedence a priority je běžný. 
V návrhu algoritmu byla zohledňována také přehlednost, takže pro každý rozklad pravidla je použitá 
jiná barva. Nonterminály jsou vykreslovány černou barvou a také jsou označeny číslem pravidla, 
které provedlo rozklad. 
Okno derivačního stromu je plně synchronizováno s demonstračním oknem, takže je možné 















Před popisem je nutné vymezit několik pojmů. Uzlem je myšlena instance třídy syntNode (kap. 4.4). 
Algoritmus používá datovou strukturu seznam pro ukládání uzlů. Vykreslování pak probíhá prů-
chodem tohoto seznamu, podle vypočítaných atributů. Základní akcí algoritmu je přidání nového uzlu 
do seznamu. Předpokládá se, že analýza byla provedena, tzn., že známe pravou derivaci. 
Postup je rozdělen do dvou částí – vložení do seznamu vstupního řetězce (algoritmus 6.1) a jeho 
naplnění uzly (algoritmus 6.2). 
 
Algoritmus 6.1 
seznam = prázdný       //inicializace seznamu 
 i  =  0 
pevna_pozice = 70  // výchozí poloha stromu 
MAXID = 5000 // nastavení dostatečně velkého čísla 
proveď pro každý znak na vstupu: 
 novy_uzel = prázdný     //inicializace nového uzlu 
 novy_uzel.znak = znak; 
 novy_uzel.pozice_x = i*pevna_pozice // výpočet nové x-vé souřadnice 
 novy_uzel.pozice_y = 0  
 novy_uzel.pocet_potomku = 0  
novy_uzel.id_linek_zdola[] = MAXID*i  //na první patro zdola nic neukazuje,    
  přiřad` jednoznačné číslo 
 novy_uzel.id_link_shora = i //identifikace uzlu 
 seznam.pridej (novy_uzel) 
Obrázek 6.1: derivační strom generovaný aplikací 
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Algoritmus 6.2 
pro každou pravou derivaci 
 pozice_v_zasobniku = 0 
 najdi pravidlo, jež provedlo rozklad 
  pozice_v_zasobniku = v zásobníku precedenční analýzy najdi pozici pravé strany pravidla 
  uzly = podle pravidla vrat´ všechny odpovídající uzly, na pozici pozice_v_zasobniku 
  novy_uzel = prázdný 
   novy_uzel.pozice_x = vypočti novou pozici x podle uzlů v uzly 
 novy_uzel.pozice_y = vypočti novou pozici y podle uzlů v uzly  
 novy_uzel.pocet_potomku = délka pravé strany pravidla 
   novy_uzel.id_linek_zdola[] = přiřad id linek shora z uzlů uzly 
 novy_uzel.id_link_shora = nové jedinečné id 
  novy_uzel.cislo_pravidla = číslo pravidla 
  v seznamu na pozici pozice_v_zasobniku presun uzly uzly na konec seznamu 
  v seznamu na pozici pozice_v_zasobniku vlož novy_uzel 
 
 
Po naplnění seznamu tímto způsobem je možné vykreslení uzlů podle jejich vypočtených pozic. 
 
 
   








Obecnou výhodou demonstrace učební látky je manipulovatelnost změnami vstupů a jejich ovlivnění 
výstupů algoritmu. Úkolem práce bylo vytvořit nástroj, který toto umožňuje. Pomocí jazykovo-
měnitelných textových popisků v aplikaci se tento úkol snaží plnit co nejpřijatelněji. Využití najdou 
jak studenti tak vyučující. Demonstrace algoritmu obsahuje určité množství měnících informací, 
proto bylo nutné navrhnout grafický přívětivý systém, jenž by zahrnoval vše potřebné – a to 
v přehledné formě, v níž je možné se rychle zorientovat. Aplikace shrnuje nabyté poznatky ve 
formální teorii jazyků a jejím cílem je prezentovat. Doporučené použití je se dvěma monitory – na 
jednom běží demonstrace precedenčního algoritmu a na druhém je vidět utváření derivačního stromu. 
Za vlastní přínos práce považuji detailnější seznámení s frameworkem pro tvorbu desktopových 
aplikací, tedy o aplikaci spustitelnou přímo z operačního systému. Díky demonstraci a složitosti 
algoritmu jsem si osvojil programování na této úrovni a vyzkoušel přednosti objektového návrhu ve 
větším měřítku. 
Program je možné vylepšit především interaktivním ovládáním, ve smyslu zaktivnění grafických 
prvků a její manipulací. Scénář použití aplikace je ten, že se vytvoří gramatika a k ní precedenční 
tabulka a dále se demonstruje. Napadá mě změnit směr této cesty a to tak, že uživatel by zadal řetězec 
a postupným simulováním by nakonec vytvořil gramatiku nebo precedenční tabulku, na základě 
vlastních podnětů zpracovávané aplikací. 
Rozšíření by se mohlo týkat i detailnějších záležitostí, ale usnadňujících práci s programem, např. 
uchovávání historie zadaných řetězců pro generování. 
Další přijatelnou vlastností by mohlo být přímé generování stromu, bez spuštění simulace a jeho 
následné exportování do grafického souboru, např. jpeg. 
Práce v celkovém měřítku pojednává o formální teorii, demonstrací syntaktického analyzátoru a 
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Příloha 1. CD se zdrojovými texty, programovou dokumentaci a aplikací 
