This paper focuses on the discovery of surprising, unexpected patterns, based on a data mining method that consists of detecting instances of Simpson's paradox. By its very nature, instances of this Paradox tend to be surprising to the user. Previous work in the literature has proposed an algorithm for discovering instances of that paradox, but it addressed only "flat" data stored in a single relation. This work proposes a novel algorithm that considerably extends that previous work, by discovering instances of Simpson's paradox in hierarchical multidimensional data -the kind of data typically found in data warehouse and OLAP environments. Hence, the proposed algorithm can be regarded as integrating the areas of data mining and data warehousing, by using an adapted data mining technique to discover surprising patterns from data warehouse and OLAP environments.
INTRODUCTION
In general data mining consists of discovering interesting hidden patterns or previously unknown relationships in data. However, the question of what properties the discovered patterns should have, in order to be considered "interesting", is still an open problem.
The majority of data mining algorithms focus on the discovery of accurate patterns. This is particularly the case in the three data mining tasks most investigated in the literature, namely classification, clustering and association (Fayyad et al., 1996) .
Another criterion that is also used quite often to evaluate discovered patterns (though not nearly so often as accuracy) is comprehensibility. Pattern comprehensibility is important in order to allow the user to validate and interpret discovered patterns, giving the user an insight that can be effectively used to make intelligent decisions.
There is, however, another criterion to evaluate discovered patterns that has been relatively less explored in the literature, namely the surprisingness of discovered patterns. First of all, it should be noted that accuracy and comprehensibility do not imply surprisingness, and discovering surprising patterns seems more difficult than discovering accurate and comprehensible patterns. As a simple, classic example of this point, consider the following rule, which could be discovered from a hypothetical medical database: "IF (patient is pregnant) THEN (patient is female)." Clearly, this rule is highly accurate. It is also highly comprehensible -i.e., it is very short and simple, easy to be interpreted, referring to attribute values whose meaning are very well-known. However, this rule is not surprising at all, representing an obvious fact, and so it is useless to the user.
The challenge addressed in this paper is to discover surprising patterns in data. There has been some work addressing this challenge, mainly in the context of the classification or association tasks (Liu & Hsu, 1996; Silberschatz & Tuzhilin, 1996; Suzuki, 1997; Liu et al., 1997; Padmanabhan & Tuzhilin, 1998; Suzuki & Kodratoff, 1998; Freitas, 1998; Dong & Li, 1998; Sahar, 2002; Carvalho et al., 2003; Ohsaki et al., 2004; Romao et al., 2004) . However, there are two major differences between those projects and the work presented in this paper.
First, this work does not address the classification or association tasks.
Rather, it focuses on the detection of instances of Simpson's paradox, which will be explained in section 2. In terms of the data mining tasks described in (Fayyad et al., 1996) , the detection of Simpson's paradox seems more closely related to the task of deviation detection, although it differs from most deviation detection techniques in the sense that it does not require the specification of what is a "normal" relationship from which deviations should be found. Hence, when detecting instances of Simpson's paradox the system has more autonomy. This is a significant difference between this work and typical projects on deviation detection, such as (Matheus et al., 1996) . Second, instead of trying to select the most surprising rules out of many discovered rules -as it is done in most of the previously mentioned projects on rule surprisingness -the system presented in this paper was designed specifically for discovering only surprising patterns. As will be argued in Section 2, Simpson's paradox is surprising because in general the user cannot find an explanation for the "paradox". In other words, the kind of pattern represented by an instance of Simpson's paradox is, by its very nature, a surprising pattern to most users.
There is a previous work alerting for the pitfalls associated with
Simpson's paradox in the context of data mining (Glymour et al., 1997) .
However, this paper follows a very different research direction consisting of exploiting the surprisingness of that paradox, making the detection of Simpson's paradox the central goal of a data mining algorithm explicitly designed to discover surprising patterns. This research direction was suggested by (Freitas, 1998) , which proposed an algorithm for detecting instances of Simpson's paradox. However, that work did not implement the proposed algorithm. Later the algorithm was implemented and evaluated in public domain data sets by (Fabris & Freitas, 1999) . However, those two projects involved only "flat" data sets, with no hierarchical dimensions, where each data set was represented by a single relation (corresponding to the universal relation of a relational database system).
This work proposes a significant extension to those previous projects, by extending the previous Simpson's paradox-discovery algorithm to a very different kind of data set, namely data cubes stored in a star format with hierarchical dimensions, as typically found in data warehouse (Kimball & Ross, 2002) and OLAP environments (Thomsen, 2002) . The extended algorithm is then evaluated in a real-world data cube with 5 hierarchical dimensions.
Hence, this work obtains an integration between data mining and data warehouse, in the sense that it proposes to adapt a data mining method for discovering surprising patterns to the typical data warehouse/OLAP environment of hierarchical multidimensional data. From a data mining viewpoint, this has the benefit of making the data mining method in question more widely applicable, considering the increasing popularity of hierarchical multidimensional data. From an OLAP viewpoint, this has the benefit of extending the functionality and increasing the degree of autonomy of typical OLAP tools.
The remainder of this paper is organized as follows. Section 2 presents a review of Simpson's paradox. Section 3 briefly describes the abovementioned algorithm for detecting instances of Simpson's paradox in "flat" data stored in a single relation. Section 4 proposes the above-mentioned novel extension of that algorithm, designed for mining hierarchical multidimensional data. Section 5 presents computational results. Finally, Section 6 concludes the paper.
SIMPSON'S PARADOX
This section presents a brief review of Simpson's paradox, based on (Fabris & Freitas, 1999) . See also (Wagner, 1982; Newson, 1991) Let G be a binary goal attribute, which takes on a value indicating whether or not a given situation of interest has occurred in a population. We are interested in analyzing the variation of the probability of the situation of interest across the above-mentioned partitions, i.e., investigating the relationship between the values of the partitioning attributes and the probability of the situation of interest. In order to do this analysis, let us use the following notation:
• G 1 and G 2 denote the attribute G value representing the situation of interest in each of the respective populations Pop 1 and Pop 2 ;
• Pr(G 1 ) and Pr(G 2 ) denote the probability that the situation of interest has occurred in populations Pop 1 and Pop 2 , respectively;
• G ij denotes the attribute G value representing the situation of interest in the subpopulation Pop ij , where i is the id of the value of 1stPartAtt (i=1,2) and j is the id of the value of 2ndPartAtt (j=1,...,m);
• Pr(G ij ) denotes the probability that the situation of interest has occurred in the subpopulation Pop ij , i=1,2 and j=1,...,m.
Formally, Simpson's paradox (Simpson, 1951) occurs when either of the following two logical expressions is satisfied:
Expression (a) means that the paradox occurs when, although the probability of the situation of interest is higher in Pop 1 than in Pop 2 , in each of the categories produced by 2ndPartAtt the probability of the situation of interest in Pop 1 is lower than or equal to its value in Pop 2 . The paradox also occurs in the dual situation represented by expression (b).
One of the earliest real-life examples of this paradox occurred in a comparison of tuberculosis deaths in New York City and Richmond, Virginia, during the year 1910, as shown in Table 1 , where the situation of interest measured by attribute G was the occurrence of death in a tuberculosis case; the 1stPartAtt was city; and the 2ndPartAtt was racial category. As can be observed in the table, overall the tuberculosis mortality rate of New York was lower than Richmond's one. However, the opposite was observed when the data was further partitioned according to two racial categories: white and nonwhite. In both the white and non-white categories, Richmond had a lower mortality rate.
It should be noted that an instance of Simpson's paradox has an explanation. In the example of Table 1 , this explanation is as follows. As shown in the table, taking a look at the disaggregated data (partitioned by both city and racial category), the mortality rates of non-white people (0.56% and 0.33%) were in general higher than the mortality rates of white people (0.18% and 0.16%) in both cities. The opposite conclusion is reached by taking a look at the aggregated data (partitioned only by city) because the proportion of non-white people in Richmond was 36.6% (46,733 / 127,682) , a value much larger than the proportion of non-white people in New York, which was only 1.9% (91,709 / 4,766,883) . In other words, the paradox occurred because the two racial categories white and non-white had different mortality rates and these two categories were present in considerably different proportions in the cities of New York and Richmond. 
DISCOVERING INSTANCES OF SIMPSON'S PARADOX IN "FLAT", SINGLE-RELATION

DATA
This section briefly describes an algorithm for discovering instances of
Simpson's paradox in "flat" data , stored in a single relation (corresponding to the universal relation of a database system), which is the typical kind of data mined by most data mining algorithms. The algorithm is described in the pseudocode of Algorithm 1 -adapted from (Freitas, 1998 
The output of Algorithm 1 consists of all instances of Simpson's paradox found by the algorithm. These instances can be ranked in decreasing degree of surprisingness to the user, so that a user with little available time can focus on the analyses of only the most surprising instances of the paradox.
INPUT: list of user-defined goal attributes, denoted L G BEGIN (1) identify attributes that can be used as 1stPartAtt and put them in list L 1 (2) identify attributes that can be used as 2ndPartAtt and put them in list
OUTPUT the occurrence of the paradox to the user END Algorithm 1: Search for instances of Simpson's paradox in flat data
The degree of surprisingness of a given instance of the paradox is estimated by a measure of the "magnitude" of the paradox, as proposed by (Fabris & Freitas, 1999) . The basic idea is that the larger the magnitude of the paradox, the more the probability of the situation of interest given the first partitioning attribute differs from the probability of the situation of interest given both the first and the second partitioning attributes, and so the larger the estimated degree of surprisingness for the user.
Formally, the "magnitude" M of an instance of the paradox is given by the following formula:
where M1 measures by how much the probability of the situation of interest increases (decreases) from Pop 1 to Pop 2 after the first partition of the data and M2 measures by how much that probability decreases (increases) from Pop 1
to Pop 2 for each of the categories of 2ndPartAtt after the second partition of the data.
The measures M1 and M2 are as defined in formulas (2) and (3), where m is the number of values in the domain of 2ndPartAtt.
In formula (2) The intuition behind the division of the probability difference terms by their corresponding maximum value is twofold. First, it produces a normalized value between 0 and 1 for both M1 and M2. As a result, the value of M in formula (1) is also normalized between 0 and 1, facilitating its interpretation by the user. Second, it takes into account the relative value of the differences between probabilities. To see this point, consider two scenarios in the comparison of two probabilities of the situation of interest. In the first scenario the probabilities are 0.01 and 0.02, whereas in the second scenario the probabilities are 0.49 and 0.50. The absolute value of the difference is 0.01 in both scenarios. However, in the first scenario the relative difference between the two probabilities is larger than in the second scenario -since dividing these differences by the corresponding maximum of the two probabilities we get 0.5 in the first scenario and 0.0002 in the second scenario. Therefore, the first scenario would be associated with a larger magnitude, reflecting the fact that the greater relative difference in the observed probabilities is estimated to be somewhat more surprising to the user.
This kind of normalization -i.e., the division of the probability difference terms by their corresponding maximum value -is particularly important when analyzing data where the situation of interest is a rare event (i.e., it has a very small probability of occurrence) and even a minor probability difference can still be surprising to the user, due to the strategic importance of the rare situation of interest. This is the case, for instance, in the data represented by Table 1 , where the number of deaths is a very small fraction of the numbers of individuals in the populations and even a minor difference in the probability of occurrence of this situation of interest is potentially very interesting to the user. In such cases, the just-described normalization is very useful in amplifying the degree of magnitude of the paradox, because without such a normalization the paradox's magnitude would be unduly very low.
This normalization avoids this problem by considering the relative (rather than the absolute) value of the probability differences.
To see this point, and also as an example of the use of formulas (1), (2) and (3) (2) and (3) the probability differences were not divided by their maximum value), we would get M1 = 0.0003, M2 = 0.00155 and M = 0.000775, which would be an extremely low value for the magnitude of the paradox -an undesirable result.
Finally, it should be noted that the magnitude of an instance of the paradox is just a data-driven, objective estimate of the (ultimately subjective) degree of surprisingness of that pattern to the user. A precise measure of that degree of surprisingness would ideally take into account the user's previous knowledge, but this kind of user-driven, subjective approach would of course considerably reduce the autonomy and generality of the proposed algorithm for detecting instances of Simpson's paradox. The proposed data-driven approach for estimating the surprisingness of a paradox instance, although not perfect, has the twofold advantage that it is very generic and can be directly applied without requiring the user to spend her/his precious time to specify her/his previous knowledge in the application domain -which would be difficult to formalize, anyway. In the proposed approach the user just has to specify the list of goal attributes with their corresponding situation of interest.
This task is much less time consuming and much simpler than capturing and formalizing the user's previous knowledge.
Analysis of the Computational Time Complexity of the Algorithm
Intuitively, Algorithm 1 seems a time consuming algorithm, since it has several nested loops. In order to formalize this intuition and analyze how the algorithm scales up to large data sets, we now present an analysis of the computational complexity of the algorithm.
The initialization steps of the algorithm -lines (1) and (2) Lines (5), (6) and (7) (5), (6), (7) is performed in
where N is the number of tuples in the data being mined, |L G | is the cardinality of (number of attributes in) list L G and |L 1 | is the cardinality of list L 1 .
The computation of conditional probabilities associated with lines (10) and ( (4), (8), (9) and (11), the computation of lines (10) and (12) is performed
Note that the value 2 associated with the two iterations of the FOR loop specified by line (9) -where i = 1,2 -does not appear in this expression, since it is a constant.
Finally, lines (13) and (14) (4) and (8), the computation of line (13) takes time
Therefore, the computational time taken by the algorithm as a whole is
given by the summation of the following factors:
• O(K) for lines (1), (2);
• O(N × |L G | × |L 1 |) for lines (5), (6), (7) of the FOR loops in lines (3), (4); 
, (8), (9), (11);
for line (13) of the FOR loops in lines (3), (4), (8).
The second and fourth above factors can be ignored since they are dominated by the third one, so that the total computational time of the algorithm is given by:
In practical applications the value of N, the number of tuples, tends to be much larger than the value of K, the number of categorical attributes in the data, so that this computational complexity can be simplified to:
It is also useful to discuss how the cardinalities of can contain only binary attributes. Therefore, it is quite possible that the cardinalities |L G | and |L 1 | will be considerably smaller than the value of K.
In the best-case scenario where the user specifies a small set of goal attributes and the number of binary attributes is also small, |L G | and |L 1 | would be small constants, and so the above formula for the time complexity of the
To summarize, with respect to K, the time complexity of Algorithm 1 can vary from linear to cubic, depending on the sizes of |L G | and |L 1 |. We stress that the time complexity does not depend on the total number of attributes, but rather just on the number of categorical attributes, K -since continuous attributes are ignored by the algorithm. In any case, the time complexity is linear with respect to m, the number of values per categorical attribute, and also linear with respect to N, the number of tuples.
Finally, a couple of remarks must be made about the analysis carried out to derive the above formula. First, this analysis was based on a straightforward implementation of the pseudocode described in Algorithm 1.
This implementation has the disadvantage that two scans of all the tuples are required, one scan to compute the conditional probabilities of lines (6), (7) and another scan to compute the probabilities of line (12 
DISCOVERING INSTANCES OF SIMPSON'S PARADOX IN HIERARCHICAL MULTI-DIMENSIONAL DATA
The discussion of the previous section assumed that all attributes are "flat", i.e. they have no hierarchy. This is a common situation when mining data extracted from a relational database. In this section, however, we are interested in mining a different kind of data, namely hierarchical multidimensional data (Kimball & Ross, 2002; Thomsen, 2002) In order to address this kind of question, we modify the original computation of the degree of surprisingness of instances of the paradox (discussed in the previous Section) to take into account a correction factor based on the hierarchical levels of the two attribute values being analyzed.
The first step of this modification consists of deciding whether the algorithm should favor the discovery of paradoxes involving attribute values at higher or lower hierarchical levels of the attributes being analyzed. We have chosen to favor higher hierarchical levels, which is a bias consistent with one of the basic goals of data mining, namely the discovery of comprehensible patterns. In general, the higher the hierarchical level of an attribute, the higher its associated level of abstraction and the smaller the because short rules are in general considered more easily interpretable by the user than long rules (Witten & Frank, 2000; Quinlan, 1993) .
In other words, both favoring shorter classification rules and favoring paradox instances at higher hierarchical levels aim at the same broad objective, namely reducing the size of the discovered patterns, therefore facilitating their interpretation by the user.
The above mentioned correction factor (hereafter denoted C), based on the hierarchical levels of the two partitioning attributes characterizing the paradox, is computed by formula (4): Finally, the degree of Surprisingness (S) of an instance of Simpson's paradox is computed by formula (5):
where M is the magnitude of the paradox, computed by formula (1), and C is the correction factor taking into account the hierarchical levels of the two partitioning attributes characterizing the paradox, computed by formula (4).
One can see that formula (4) Note that formula (4) returns its maximum value, 1, only when the values of attributes A and B associated with the paradox instances are at the root levels in their hierarchies, i.e., when h A = h B = 0. This is an intuitive result, since C = 1 means no penalty will be applied to attribute values at the root level -which is the "best" hierarchical level in the sense of having the smallest number of attribute values among all hierarchical levels.
In any case, there is nothing magical about formula (4). This formula was chosen in this work because it is a simple formula with the desired effect of favoring paradox instances at higher levels of an attribute hierarchy and it has empirically performed well in our preliminary experiments. However, other formulas that are biased towards favoring higher-level hierarchical values could be used instead. Of course, it would also be easy to use a very different kind of formula implementing a different kind of bias, if the user wished so, since the issue of how the correction factor is computed is orthogonal to the execution of the algorithm for detecting instances of Simpson's paradox.
Note that in formula (5), if we remove the above-discussed correction factor considering hierarchical levels, we obtain the basic equation S = M.
The motivation for measuring the surprisingness of a paradox instance by its magnitude was explained in section 3. Formula (5) is simply extending that basic equation to the more complex case of hierarchical multidimensional data, introducing the correction factor to favor the discovery of paradox instances involving higher-level attribute values -which tend to be paradox instances more easily interpretable by the user, as discussed earlier. Pr(G ij ) = Pr(G="yes"|A=i,B=j);
OUTPUT the instance of the paradox to the user; END Algorithm 2: Discovering instances of Simpson's paradox in hierarchical multidimensional data
Analysis of Computational Time Complexity
The analysis of the computational time complexity of Algorithm 2 is similar to the analysis of Algorithm 1, presented earlier. Hence, in the current subsection we present a relatively summarized version of this kind of analysis, focusing on the parts of the pseudocode in Algorithm 2 that were not present in the Algorithm 1, i.e, the parts referring to the handling of hierarchical dimensions.
Line (1) Lines (5), (6) and (7) can be performed in a single scan of all the tuples of the data being mined by updating the appropriate counters on the fly, as discussed in the analysis of Algorithm 1. Hence, the time complexity of lines (5), (6), (7) The computation of conditional probabilities associated with lines (10) and (12) of Algorithm 2 can also be performed using the same approach as described earlier for Algorithm 1. Therefore, the computation of lines (10) and (12) 
Finally, doing the same simplifications that were done in the analysis of Algorithm 1, the computational time taken by the algorithm as a whole is given by:
Superficially, this computational time complexity is similar to its counterpart for Algorithm 1 derived earlier, viz:
An important difference is that the time complexity of Algorithm 2 involves |HL 1 | and |HL 2 |, rather than |L 1 | and |L 2 | for Algorithm 1. Hence, it is useful to re-express the former notation in terms of the latter, for a direct comparison between the time complexities of the two algorithms. |HL 1 | and |HL 2 | can be straightforwardly expressed by |L 1 | × nh A and |L 2 | × nh B , respectively. Hence, the computational time complexity of Algorithm 2 can be expressed as:
which is clearly considerably higher than the time complexity of Algorithm 1.
In the case of very large data sets, the computational time taken by Algorithm 2 can be significantly reduced by using parallel processing.
However, this topic is beyond the scope of this paper, and the interested reader is referred to (Freitas & Lavington, 1998) for a review of parallel data mining techniques.
So far we have assumed that the number of hierarchical levels nh A is the same for every attribute A in L 1 , the number of hierarchical levels nh B is the same for every attribute B in L 2 and every categorical attribute B has the same number of values, m, in all of its hierarchical levels. In practice, the values of these three variables will vary across attributes. Hence, the previous formula for the time complexity of Algorithm 2 can be interpreted in two different ways. If these three variables are assigned their corresponding average value per attribute, the previous formula can be interpreted as the average-case time complexity of the algorithm. Alternatively, if these three variables are assigned their corresponding largest value per attribute, the previous formula can be interpreted as the worst-case time complexity of the algorithm.
COMPUTATIONAL RESULTS
Hereafter the algorithm described in the previous section will be called HSPD (Hierarchical Simpson's Paradox Discovery) . We have applied the HSPD algorithm to a real-world data cube containing insurance data. The original data was stored in a star-scheme format in disk, containing a fact table with 51332 records and 9 dimension tables. For the purposes of our experiments the data was loaded into main-memory arrays, to make the execution of the algorithm more efficient.
For our experiments, we have manually selected five dimensions, which seem to be the dimensions more promising for the discovery of interesting patterns. The selected dimensions were Claimant, Covered_Item, Event_Time, Insured_Party, and Policy. Figure 1 shows, for each of these dimensions, which were the attributes used in our experiments. Attributevalue hierarchies are indicated by nesting the names of the attribute levels. (Tables 2 and 4) , and "Insured party's sex = male" (Table   5 ). In Tables 2, 4 Actually, the result of a drill-down on an instance of the paradox might even have been already reported to the user, if the paradox also occurred in the data associated with the drill-down. For instance, Table 2 is actually a drill-down of Table 2 one can see that all those 42 cases occur when the insured party's district is New
Castle.
Hence, instances of the paradox discovered in hierarchical multidimensional data not only represent surprising patterns by themselves, but also have the nice "side effect" of naturally suggesting potentiallyinteresting drill-down directions for the user -therefore, in some sense, increasing the functionality of OLAP tools.
CONCLUSIONS AND FUTURE RESEARCH
Previous work in the literature introduced an algorithm that discovers surprising instances of Simpson's paradox in data based on the relational model, assuming that all the data was stored in a single universal relation. In this paper we have extended that algorithm to cope with hierarchical multidimensional data, stored in a star scheme. Hence, this work obtains an integration between data mining and data warehouse/OLAP, which is beneficial for both areas.
We emphasize that the algorithm proposed in this paper was designed specifically for discovering surprising patterns. By contrast, a number of data mining algorithms in the literature were designed for initially discovering a large number of patterns and then passing them through a filter, to try to select the most surprising (or interesting) patterns. It is also important to notice that many measures of "interestingness" proposed in the literature focus on measuring some kind of statistical correlation or another predictive accuracy-related criterion, without actually trying to estimate the degree of surprisingness of discovered patterns to the user. This is the case, for instance, with the 21 measures of rule interestingness discussed by Tan et al. (2002) . There are, of course, several measures of rule surprisingness (mentioned in the Introduction), but this work focuses on the discovery of a very different kind of surprising pattern, as explained in the Introduction.
We believe that Simpson's paradox offers good opportunities for future research in data mining, since the usefulness of discovering Simpson's paradox instances has been underexplored in the literature. Discovered instances of the paradox are potentially useful for helping to solve other kinds of data mining problems.
As one example, we can envisage the following application of Simpson's paradox discovery in prediction-rule discovery. Consider that hidden instances of Simpson's paradox can fool a greedy data mining algorithm, making it to misinterpret a given relationship between some attributes (Glymour et al., 1997) . E.g., greedy decision tree induction and rule induction algorithms can select an attribute or attribute value that seems to have a certain relationship with a given class, when in reality the true relationshiptaking into account attribute interactions (Freitas, 2001 ) -is the reverse of the apparent one. If instances of Simpson's paradox have been previously discovered, in principle the decision tree or rule induction algorithm could be given information about those discovered instances of the paradox, in the form of "background knowledge". Once the algorithm has been properly modified to take into account this kind of background knowledge, it would not be fooled by those instances of the paradox -i.e., it would not choose the wrong attribute or attribute value to add to a prediction rule, because it would know that the true relationship is the reverse of the apparent one. This seems an interesting research direction.
Another research direction consists of devising more efficient algorithms for discovering Simpson's paradox instances, perhaps by exploiting background knowledge to reduce the size of the search space.
