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We theoretically study specific schemes for performing a
fundamental two–qubit quantum gate via controlled atomic
collisions by switching microscopic potentials. In particular
we calculate the fidelity of a gate operation for a configura-
tion where a potential barrier between two atoms is instanta-
neously removed and restored after a certain time. Possible
implementations could be based on magnetic microtraps or
potentials induced by laser light.
I. INTRODUCTION
The creation and manipulation of many{particle en-
tangled states oers new perspectives for the investiga-
tion of fundamental questions of quantum mechanics, and
is the basis of applications such as quantum informa-
tion processing. Several proposals to implement quantum
logic [1] have been made including ion-traps [2], cavity
QED and photons [3], and molecules in the context of
NMR [4]. Very recently, we have identied a new way
of entangling neutral atoms by using cold controlled col-
lisions [5] (see also [6]). Neutral atoms are good candi-
dates for quantum information processing, since they suf-
fer a comparatively weak dissipative coupling to the en-
vironment. Techniques to cool and trap atoms by means
of magnetic and optical potentials have been developed
in the context of laser cooling and trapping, and Bose{
Einstein condensation (BEC) [7]. In particular the on-
going development of magnetic microtraps oers an in-
teresting new perspective for storing and manipulating
arrays of atoms and possible applications in quantum in-
formation.
Motivated by these new experimental possibilities we
will study in this paper specic congurations of atoms
stored in time dependent microtraps. We will assume
that two internal states of the atoms jai and jbi represent
the logical states j0i and j1i of a qubit, respectively. The
aim is to implement a fundamental two{qubit quantum




j1ij1i ! −j1ij1i; (1)
by switching the trapping parameters. Eq. (1) repre-
sents a so called phase gate. To realize this transfor-
mation we will consider state selective switching of the
trapping potential such that the atoms pick up a phase
due to collisional interaction only if they are in state jbi.
This can be achieved by raising and lowering a potential
barrier between the two atoms as shown in Fig. 1. Ac-
cording to Fig. 1a the potential is initially composed of
two separated wells. Ideally the atoms have been cooled
to the vibrational ground states of the two wells. At
time t = 0 the shape of the trapping potential is changed
for particles in state jbi (dashed line in Fig. 1b) while
the potentials for the atoms in the state jai remains un-
changed (solid line in Fig. 1b). By removing the barrier
the particles in state jbi start to oscillate and will collide.
The \cold" collision represents a coherent interaction de-
scribed by a pseudo{potential with a strength propor-
tional to the s{wave scattering length [5]. This results
in a phase shift of the wave function for both atoms in
the internal state jbi. The size of the phase shift can be
controlled by the number of oscillations and the eective
collisional interaction strength (see Sec. II A). As a last
step the atoms have to be restored to the motional ground
state of the trapping potential of Fig. 1a. This whole pro-
cess of switching the potentials can be performed either
as (i) switching the shape of the potential instantaneously
at times t = 0 and t =  where  is a multiple of the os-
cillation period in the well of Fig. 1b (dashed line), or,
(ii) deforming the shape of the potential between Fig. 1a
and b adiabatically.
FIG. 1. Configuration at times t < 0, t > τ (a) and during
the gate operation (b). The solid (dashed) curves show the
potentials for particles in the internal state |a〉 (|b〉).
The aim of the present paper is to investigate the gate
1
dynamics for the above scenario: In particular we are
interested in the required physical parameters and the
corresponding delities characterising the quality of the
phase gate. We will also study the dependence of the
delity on the temperature of the atoms. The paper is
organized as follows. Section II describes the model and
derives an expression for the collisional phase shift. In
Sec. III we study the gate dynamics for the case of instan-
taneous switching while in Sec. IV we present numerical
results for the delity.
II. MODEL
In the present section we will write down the Hamilto-
nian for two interacting particles trapped in conservative
time dependent potentials and derive an expression for
the collisional phase shift.
A. Hamiltonian
The dynamics of atoms in a time{varying, state{
dependent trapping potential Vα(x; t) (where t is time
and x  (x; y; z) is the three-dimensional coordinate)
























where m is the mass of the atoms, Ψ^α(x) is a eld oper-
ator for atoms in internal state ji, and Uαβ(x;x0) is the
potential for the interaction between two atoms in states
ji and ji, where ;  2 fa; bg. We take a trapping
potential of the form
Vα(x; t) = vα(x; t) + v?(y) + v?(z); (3)
i.e. we assume it to be of equal shape and independent
of time and of the internal state along y and z.
For cold atoms the dominant collisional interaction is
the s{wave scattering term described by a contact poten-





3(x − x0); (4)
where aαβs is the s{wave scattering length for the corre-
sponding internal states. Note that for identical atoms
in the same internal state s{wave scattering is only pos-
sible for bosonic atoms (cf. the b{b collision in Fig. 1b).
This implies that in the present context the eld oper-
ators Ψ^α(x) describe bosonic atoms and that they obey
the usual bosonic commutation relations.
Furthermore, we assume much stronger connement
along y and z directions than in x, so that the probabil-
ity of transverse excitations can be neglected. If initially
each atom is in the ground state j ?i of the transverse
potentials, it will approximately remain in that state and
the corresponding degrees of freedom can be integrated
out. In this case the dynamics is equivalent to a one{


























 uαβ(x− x0) ^β(x0) ^α(x); (5)
where  ^α(x) is the analogous of Ψ^α(x) for a one{
dimensional motional degree of freedom, and
uαβ(x − x0) =
Z
dy dy0 dz dz0 Uαβ(x;x0)









is an eective interaction potential taking into account
the transverse connement parameters. The eective in-
teraction strength can be adjusted by the trapping pa-
rameters. Here  ? are the ground{state wavefunctions
in the transverse directions (having energy h!?=2 each).
Their time evolution will just contribute an overall phase
factor (with a phase proportional to !?), irrelevant for
the quantities we are going to compute.
Eq. (5) holds for an arbitrary number of atoms. We
now consider the case of two bosonic atoms 1 and 2,
with internal states jai1,2 and jbi1,2. Their evolution is




Hαβ ⊗ ji1hj ⊗ ji2hj; (7)
where
Hαβ  H0αβ + uαβ; (8a)
H0αβ = Hα(p1; x1; t) +Hβ(p2; x2; t); (8b)




+ vα(xi; t): (8c)
Here xi and pi are the position and momentum operator
for particle i = 1; 2 respectively.
B. Phase shift due to interaction
We call j (0)αβ (t)i and j αβ(t)i the two{particle states at
time t evolved from the same initial state j αβ(0)i in the
absence and in the presence of interaction, respectively:
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ih@tj (0)αβ (t)i = H0αβ j (0)αβ (t)i; (9a)
ih@tj αβ(t)i = Hαβ j αβ(t)i: (9b)
We also dene the overlaps
O0( αβ ; t)  h αβ(t)j (0)αβ (t)i; (10a)
O( αβ ; t)  h αβ(t)j αβ(0)i: (10b)
The condition that both atoms end up at time t =  with
the same spatial distribution they had at the beginning
will not be exactly fullled in realistic situations. How-
ever, in order for our scheme to work it is required that
this is true at least approximately:
jO( αβ ; )j  1 8 ; ; (11)
i.e. the two{atom nal state should dier from the initial
one just by a phase factor αβ()  arg[O( αβ ; )]:
j αβ()i  e−iαβ(τ)j αβ(0)i: (12)
We also assume that the interaction does not alter signif-
icantly the shape of the wave functions compared to the
non{interacting case. Thus we have
jO0( αβ ; t)j  1 8 ; ; t: (13)
Hence
j αβ(t)i  e−iφαβ(t)j (0)αβ (t)i; (14)
having dened the collisional phase
αβ(t)  arg[O0( αβ ; t)]; (15)
accounting for the contribution of the interaction to the
total phase αβ(). Another contribution comes from
the motion of the particles in the time{dependent trap-
ping potential. From Eqs. (11) and (13) follows
jO( (0)αβ ; )j  1 8 ; ; (16)
which implies, in analogy with Eq. (12),
j (0)αβ ()i  e−i[φα(τ)+φβ(τ)]j αβ(0)i: (17)
Here the kinematic phase α() [β()] is dened as the
phase that one atom would acquire after evolving for a
time  in the potential vα [vβ ] in the absence of the other
particle. By substituting Eq. (17) into Eq. (14) evaluated
at t =  , and comparing it with Eq. (12), the collisional
phase can be reexpressed as
αβ()  αβ()− [α() + β()]: (18)
We treat the interaction term in rst order perturbation
theory and nd by combining Eqs. (9) and (14)
h@tαβ(t)  h (0)αβ (t)juαβ j (0)αβ (t)i  Eαβ(t); (19)






In order for Eq. (13) to hold, the time{dependent en-
ergy shift dened in Eq. (19) has to satisfy the condition
Eαβ(t)  h!, with h! the rst excitation energy of the
system.
III. GATE OPERATION
To proceed further, we have to specify the functional
form of the potential vα(x; t) in Eq. (3). The two atoms
are initially trapped along x in two separate harmonic
wells of frequency !0, centered at x0. In order to sim-
plify the analytic calculations, the connement in the
transverse directions is also assumed to be harmonic. At
t = 0 the barrier between the wells is suddenly removed
in a selective way for atoms in internal state jbi: an atom
in state jai will feel no changes, whereas one in state jbi
will be subject to a dierent harmonic potential, cen-
tered at x = 0 with frequency ! < !0. The atoms are
allowed to oscillate for some time, and then (at t = )
the barrier is suddenly raised again to trap them at the
original positions. During this process they will acquire
a kinematic phase due to the oscillations within their re-
spective wells, and also { if they collide { an interaction
phase due to the collision. We will calculate these phases
and look for the optimal switching time required in order
to maximize the delity for a quantum gate relying on
this scheme, which we will estimate quantitatively for a
relevant physical example in Sect. IV.
A. Switching potential










va(x; t) t < 0; t >  ;
m!2
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This is shown in Fig. 1. As long as the single-well
ground-state width a0 =
p
h=m!0 satises a20  x20 and
no signicant higher-level motional excitations in each of
the two wells of va(x; t) are involved, the actual behav-
ior of that potential around the origin does not really
matter and we can use Eq. (21a) regardless of the exper-
imental shape of the barrier around x = 0. The ground
state wavefunctions  (x) of the right and left well of









2h (x0x)2 ; (22)
while the ground state wavefunction in the transverse











By assumption the overlap between the two wavefunc-
tions  +(x) and  −(x) is negligible since the two parti-
cles are kept separated from each other in the potential
va(x; t). At t = 0, the central barrier between the two
wells is selectively switched o for state jbi. A particle
in this state will start moving towards the other atom
along x and an interaction will take place. We shall sep-
arately study the evolution of the system at t  0 for
each combination of internal states (; ).
B. Particles in the same internal state
1. Initial state
If both particles are in the same state ji, the internal
state factorizes from the motional degrees of freedom and
the initial state is given by
j αα(0)i = j −ij +i+ j +ij −ip
2
⊗ jiji: (24)
The calculation can be simplied by introducing the cen-
ter of mass (CM) and relative coordinates for the x{
motion, thus rewriting
 αα(x1; x2; 0)  1p
2
[ −(x1) +(x2) +  +(x1) −(x2)]
=  CM(R; 0) rel(r; 0); (25)
where






















with M = 2m,  = m=2, R = (x1 + x2) =2, r = x2− x1.
2. Time evolution
For t  0, the particles are stored in the displaced
wells and no interaction takes place. If both particles
are in state jai, the potential remains unchanged also for
t  0; there is no collision and thus the collisional phase
aa = 0. The state simply picks up the phase due to the
free evolution:
j αα(t)i = e−iω0tj αα(0)i: (27)
We shall now consider the situation in which both par-
ticles are in state jbi. In this case, after the barrier is
switched o, the particles start oscillating. Since the
trapping potential is harmonic, in the absence of interac-
tion after an oscillation period Tosc = 2=! they would
come back to the initial state, having acquired a phase
4!?=! because of the transverse conning potential.
Due to the interaction, two eects arise: an additional
phase, which is accumulated by the wavefunction as the
number of undergone oscillations increases; and a slight
decrease in their frequency, because the atoms acquire a
small delay in their motion inside the trap as they come
out from a collision. If the latter feature is not too strong,
by choosing a switching time   2N=! it should be
possible to get back the original state plus an interaction
phase, that is adjusted to  by a proper choice of the
trap parameters and of the number of collisions occurring
during the actual gate operation, i.e. for 0 < t <  . We
shall therefore focus on the dynamics in this time inter-














r2 + ubb (r) ; (28)
where P = p1 + p2, p = (p1 − p2) =2. If the interaction
is neglected we can solve the two{particle Schro¨dinger
equation for Hamiltonian Eq. (28) analytically as shown
in Appendix A 1. It can be seen from Eqs. (A1-A7)
that the unperturbed two-atom motion has a period of
Tosc=2 instead of Tosc. This happens because the initial
state, symmetric with respect to the origin, has nonzero
projection only on the even eigenstates, having energies
(2n+ 1=2)h!: therefore, after a time =!, each compo-
nent of the wavefunction gets the same constant phase
exp[i(2n+ 1=2)] = exp(i=2). This has a simple physi-
cal interpretation: if the atoms do not interact, after half
an oscillation period each particle is at its turning point,
coinciding with the other atom’s starting location; so at
that time the two atoms have interchanged their posi-
tions, but since they are indistinguishable this has to be
regarded as exactly the same motional state they had at
the beginning (apart from a phase factor).
The center of mass motion is not aected by the in-
teraction, while the relative motion cannot be calculated
analytically in the presence of interaction. The numerical
method we use to carry out this calculation is outlined
in Appendix A2 a. It is, however, possible to take the
interaction into account perturbatively as shown in the
following section.
3. Perturbative calculation of the phase shift
In the case of both particles being in state jbi, the time{
dependent energy shift dened in Eq. (19) can be calcu-
lated analytically. Combining Eqs. (6) and (23) yields

























which has been evaluated by means of a saddle{point
approximation.
C. Particles in different internal states
1. Initial state
The motional state no longer factorizes from the in-
ternal state as in Eq. (24) and the initial state is given
by
j ab(0)i = 1p
2
[j −i1j +i2 ⊗ jai1jbi2 + (1 $ 2)] ; (32)
where without loss of generality we assumed the particle
in the left (right) well to be in the internal state jai (jbi).
2. Time evolution
The relevant quantities can again be expressed in terms
of the projection of the evolved state on the initial one.
By virtue of symmetry under particle interchange, this
turns out to be
O( ab; t) = h −jh +je− ihHabtj −ij +i: (33)
Therefore we can restrict our analysis, as in the previ-
ous case, to the one{dimensional motion, starting from
the non{symmetrized wavefunction  −(x1) +(x2). The






























































(!2 + !20) =2. Indeed, only the left well
of va(x1; t) has been considered. This approximation is
legitimate since the wavefunction remains negligible in
the region x1 > 0 for t > 0, as it is at t = 0. It can be seen
from Eq. (34) that the center of mass does not decouple
from the relative motion. Unlike in the previous case,
the only term which becomes simplied by changing the
coordinate system is the interaction uab(r). A numerical
calculation is needed to evaluate the phase shift ab. This
is done in Appendix A2b.
D. Particles at finite temperature
Up to now we have assumed the particles to be in a
well known motional state. In realistic experimental sit-
uations this will not be the case. The temperature T of
the particles in the trap will be dierent from 0 and thus
the initial state of the system with particles in internal
states ,  is given by the density operator
αβ(T; t = 0−) / e−Hαβ(0−)/kBT : (35)
This means to average over dierent initial excited states,
with a probability distribution corresponding to T . As
shown in Appendix B the collisional phase picked up dur-
ing a collision is independent of the shape of the wave
function if the particles move at a constant velocity with
respect to each other and the shape of the one particle
wavefunction does not change during the interaction (cf.
Appendix B). This is true to a good degree of approxi-
mation for the interaction taking place between particles
in the same internal state jbi. The particles interact in
the vicinity of the center of the well where their velocity
v  x0! is almost constant and the shape of the one par-
ticle wavefunction does not change substantially as long
as the conditions
ax  x0; and a x0 (36)
hold, where a is the width of the one particle wavefunc-
tion when the particles cross the center of the trap and
ax =
p
h=m!. Therefore the collisional phase bb(Tosc)
is almost independent of the temperature T as long as
mainly excitations fullling conditions Eq. (36) are popu-
lated. Note that we are neglecting transverse excitations.
If all three motional degrees of freedom are characterized
by the same temperature T , this is realistic as long as
the condition kBT  h!? is satised. However, in prin-
ciple it is also possible to cool separately the transverse
motion, allowing for a higher temperature along x and
to avoid rethermalization on the experimental time scale
by e.g. keeping the anharmonicity of the potential very
small. These considerations apply also to dierent phys-
ical situtions, like for instance atoms in an optical lattice
as discussed in [5], provided that the velocity at which
the atoms are made to interact (in that case the velocity
of lattice movements) is kept constant during the inter-
action.
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IV. A PHYSICAL IMPLEMENTATION
We now consider the implementation of a switching po-
tential by means of electromagnetic trapping forces. We
rst discuss the possibility of obtaining the desired state
dependence by means of devices which are experimen-
tally available [8,9], when the present magnetic devices
can be combined with nanofabricated electrodes. Then
we compute the performance of a quantum gate for real-
istic trapping parameters.
A. Microscopic electromagnetic trapping potential
The interaction between the magnetic dipole moment
of an atom in some hyperne state jF;mF i and an ex-
ternal static magnetic eld B entails an energy Umagn 
gFBmF jBj depending on the atomic internal state via
the quantum number mF (here B is the Bohr magne-
ton and gF is the Lande factor). The Stark shift in-
duced on an atom by an electric eld E gives an energy
(independent on the hyperne sublevel) Uel  12eljEj2,
where el is the atomic polarizability. The interplay be-
tween these two eects can be exploited in order to ob-
tain a trapping potential whose shape depends on the
internal state of the atoms. As an example, we consider
an atomic mirror like the one recently realized [8] from
a conventional video tape with sinusoidal magnetization
M = (M0 cos[kBx]; 0; 0) along the x{axis. In order to get
a microscopic trapping potential, it is necessary to ap-
ply an external bias eld Bext  (0; Bexty ; Bextz ), oriented
mainly along the z axis, normal to the mirror’s surface,
and with a small component along y in order to prevent
trap losses due to spin flips occurring at magnetic eld
zeros. In this case the magnetic trapping potential is [9]
VmF (x) = gFBmF
n
B20e





−kM z sin(kMz) +Bextz
2 o 12
; (37)
where B0 = 0M0(1− e−kMδ)=2 and  is the tape thick-
ness. The minima of VmF form a periodic pattern above
the tape surface, at a height z0 = ln(0M0=Bextz )=kM
typically of the order of some fractions of m. The spac-
ing between two nearest minima along x is inversely pro-
portional to kM and can be as small as a few m. With
present-day technology, trapping frequencies can range
from a few tens of kHz up to some MHz. Microscopic
electrodes can be plugged on the mirror’s surface [10],
thus allowing for the design of a potential with the char-
acteristics described in Sect. III.
For the states jai and jbi we choose the hyperne struc-
ture states jai  jF = 1;mF = −1i and jbi  jF =
2;mF = 2i of the 5S1/2 level of 87Rb, having scattering
lengths abbs  aabs  5:1 nm. Several schemes of loading
atoms into the trap have been envisaged (see for example
[8,9]). Most of them rely on an intermediate step, where
atoms can be trapped and cooled without coming in con-
tact with the magnetic mirror. This pre{loading stage
can be either a magnetic trap initially displaced from the
surface, or a dierent kind of trap (for instance an evanes-
cent wave mirror, where dierent internal states can be
trapped by gravity close to the surface [11] before the
atoms are put in the correct states for magnetic trap-
ping), to be replaced by the electromagnetic microtrap
with a gradual switch{on of the electric and bias mag-
netic elds in the nal stage of loading [10]. This could
also allow for implementing a controlled lling of the trap
sites by adiabatically turning on the periodic potential,
in a similar way to that discussed in [12].
B. Results
1. Time evolution during gate operation
If both particles are in state jai, there is no interaction-
induced phase shift, as it is expressed in Eq. (27). The
results for both particles in state jbi are shown in Fig. 2a,
and those for dierent internal states in Fig. 2b.
FIG. 2. Dynamics during gate operation: projection of the
initial state on the state evolved without (left) and with inter-
action (center); interaction–induced phase shift (right). Re-
sults are shown for different combinations of internal states:
a) α = β = b; b) α 6= β. We choose ω = 2pi17.23 kHz
and ω⊥ = 2pi150 kHz, corresponding to ground–state widths
ax ≈ 82 nm, a⊥ ≈ 28 nm, with the initial wells having fre-
quency ω0 = 2ω and displaced by x0 = 5ax. Time is in units
of the oscillation period Tosc.
In the absence of interaction, the periodicity for
j bb(t)i is twice the one for j ab(t)i, as already discussed
at the end of Sect. III B 2. The interaction makes the two
cases substantially dierent from each other. Its eect on
the atomic motion is not dramatic if both particles are in
state jbi: actually, the oscillation period in the presence
of interaction is increased just by t  1:4  10−3Tosc
with the parameters used here. The harmonic poten-
tial ensures that the system comes periodically back to
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its initial state. The time dependence of bb is step-
wise: the collisional phase is incremented at the times
tk  (2k + 1)Tosc=4, when the atoms meet at the center
of the well, and remains constant at intermediate times,
when they separate again. Note that since the particles
are indistinguishable the amplitude for the particles to
bounce back during the colllision does not harm the per-
fomance of our scheme. The contributions of the reflected
and the non-reflected part to the wavefunction are indis-
tinguishable. What matters is whether of not the two
particle spatial distribution approaches the initial one,
and this is satised to a high accuracy in our case.
The behavior is quite dierent if the atoms are in dif-
ferent internal states. The phase shift increases more
rapidly since the particles collide close to the turning
point of the particle being in state jbi (around x = x0)
where the velocity of the particle is much smaller than
at the center of the trap and thus the interaction time is
longer. The collision process also induces excitations to
the particle in state jai. The resulting loss of energy of
the particle in state jbi leads to a decreasing oscillation
amplitude of that particle. Therefore the initial state is
no longer recovered. This problem can be avoided if the
potential minimum for state jai is displaced along the
transverse direction from the one for state jbi by means
of an additional electrostatic eld [9], so that the atoms
interact if and only if they are both in state jbi.
2. Gate delity at T = 0
Ideally, the scheme described above should realize the
mapping
jaijai ! e−i2φa jaijai;
jaijbi ! e−i(φa+φb+φab)jaijbi;
jbijai ! e−i(φb+φa+φab)jbijai;
jbijbi ! e−i(φbb+2φb)jbijbi; (38)
where a and b are the phases due to the time evolution
without taking into account the interaction. According
to the above considerations, we assume that the trapping
potential is designed in such a way that the atoms do not
interact if they are in dierent internal states. Therefore
we set ab = 0 in Eq. (38) and consider only bb in the
following. We use the minimum delity F [13] to char-





h~jUS [jihj ⊗ 0]SyUyj~i}; (39)
where ji is an arbitrary internal state of both atoms,
j~i is the state resulting from ji using the mapping
(38). The trace is taken over properly symmetrized mo-
tional states, U is the evolution operator for the internal
states coupled to the external motion (including the col-
lision), S represents symmetrization under particle in-
terchange and 0 is the density operator for the initial








O( (0)bb ; ) 12 , B = jO( bb; )j 12 , C =O0( bb; ) 12 . With the parameters quoted above, we
obtain F  0:99 either by choosing a gate operating time
 = 7(Tosc+t), maximizing B, or  = 7Tosc, maximizing
instead A. We will prefer this latter choice since it brings









since, after a time  = NTosc = 2N=!, the jth com-
ponent of the x{wavefunction of an atom in state jbi in
the basis of eigenstates of vb(0  t  ) gets a phase
2N(j+1=2) (here N = 7). As can be seen from Fig. 3a,
after 7 complete oscillations we get from Eq. (15) a phase
shift due to the interaction bb(7Tosc)  , whereas the
perturbative formula Eq. (31) gives 7bb(Tosc)  0:97.
As is apparent from that expression, the actual accuracy
achieved in the phase shift scales linearly with the rela-
tive precision needed for the trapping frequencies. The
overlap jO0( bb; t)
 remains close to 1, satisfying Eq. (13).
The curve has local minima at the times tk dened above,
signalling that a collision is taking place, and shows a
global decrease due to the accumulating delay of the in-
teracting motion with respect to the noninteracting one.





1− O0( bb; ) cos [bb()]} : (42)
3. Gate delity at T 6= 0
In order to compute the temperature dependence F (T )
of the delity, the density matrix for the motional degrees




Pln(T )jliRhlj ⊗ jnirhnj; (43)
which coincides with 0 at T = 0. Here the eigenstates
for the center of mass (jliR) and for the relative motion
(jnir) have been introduced. The probabilities Pln(T ) for
occupation of the CM and relative motion excited states
are calculated assuming for each atom a thermal distri-
bution corresponding to temperature T , as it is expressed
by Eq. (35). We obtain































in particular,  (0)   bb and (0)  bb. The correspond-
ing interaction{induced phase shifts (n)() are shown in
Fig. 3b,c. The discrepancy between the interacting and
the noninteracting motion increases with n, but neverthe-
less the phase shift (n) remains still close to  (Fig. 3b
and c), as already discussed in Sect. III B 3. Therefore
we can expect that the delity is not rapidly suppressed
with temperature. Indeed, we are interested in the values
of F (T ) for temperatures up to kBT  h!0. Therefore,
having dened γ  exp(−h!0=kBT ), we neglect terms of
o(γ7) in the evaluation of Eq. (44) and obtain





nO0( (n); ) cos (n)()
− O0( (n−1); ) cos (n−1)()o (46)
giving F (T )  0:96 still at kBT = 2h!0, when γ7  0:03.
Anyway, in order to reach such a high delity, timing has
to be quite precise, with a resolution better than 10−3Tosc
corresponding to tens of ns in this case.
FIG. 3. Dynamics for both atoms in state |b〉, with rel-
ative–motion excitations: a) n = 0; b) n = 1; c) n = 2.
On the left: interaction–induced phase shift; the crosses re-
fer to the perturbative result from Eq. (20), explicitly given
by Eq. (31) for n = 0, and evaluated numerically for n > 0.
On the right: projection of the evolved state on the corre-
sponding state evolved without interaction. Trap parameters
have the same values as in Fig. 2 and satisfy Eq. (B5) since
a0ω0/(4x0ω) = 0.07 in this case.
V. CONCLUSIONS
We have shown that entanglement among ultracold
neutral atoms can be controlled by means of microscopic
switching potentials. The delity for a fundamental two{
qubit quantum gate turns out to be quite robust with
respect to temperature: in fact, with the parameters
quoted below Fig. 2, we get F (T )  0:96 for T  3K
in the x{motion, while assuming ground{state cooling in
the transverse directions. We nd a gate operation time
of about   0:4ms, over which coherence can be pre-
served with presently available experimental systems. A
good candidate for a rst implementation of our scheme
are electromagnetic microtraps based on available atomic
mirrors [8,9]. Here nanofabrication technologies allow to
get steep potentials with small charges and/or currents.
Trapping elds can be controlled electronically in a fast
and accurate way [10].
Some problems remain still to be addressed. To per-
form even a single gate operation, the trap should be
loaded with exactly one atom per well. Read-out should
be done possibly without removing atoms from the trap.
In order to build up more complex operations, gates
should be arranged in a periodic structure where coher-
ent atom transport may take place between dierent lo-
cations. This would allow for performing a gate either
on a given pair of atoms at a time, or on several of them
in parallel, a fact which could be exploited for ecient
implementation of quantum error correcting schemes and
fault{tolerant quantum computing [14]. This will be the
subject of future work.
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APPENDIX A: TIME EVOLUTION
1. Analytical calculation
If both particles are in state jbi we start from the
Hamiltonian Eq. (28), neglect the interaction term, and
solve the Schro¨dinger equation. We nd (omitting the
internal state indices bb)
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(!0 − !) cos(!t) sin(!t)
! cos2(!t) + !0 sin2(!t)

: (A3)
From Eqs. (26a) and (A1) it follows













































The overlap between the states Eqs. (26b) and (A5) is




















































!2 + !20  (!2 − !20) cos (!t).
This result for the relative motion should be compared
to the actual evolution in the presence of interaction,
which cannot be computed analytically. Also if the par-
ticles are in dierent internal states we have to resort to
numerical methods.
2. Numerical calculation
a. Particles in the same internal state
We write the state vector as a sum over the eigenstates













 k(0) l(0)jkihlj; (A9)
where  n(x) = hxjni. We have checked that the nal
result is independent of Nmax, with Nmax of the order of
some tens. The Schro¨dinger equation for j rel(t)i gives




which we solve numerically for cn(t) with 0  n  Nmax.



































b. Particles in dierent internal states
In order to solve the Schro¨dinger equation for the





(where now ~ j(x) = hxj~ji are the eigenfunctions of a
harmonic oscillator with frequency ~! and mass m) and
obtain for the coecients
_cjk(t)= i
~!(!20 − !2)




(j + 1) (k + 1)
+ cj−1,k+1(t)
p














































This can again be solved numerically, starting from the

































APPENDIX B: INTERACTION PHASE SHIFT
FOR INITIAL EXCITED STATES
Let us consider two bosonic atoms in the same internal
state ji, but in two dierent single{particle motional
states j’−i and j’+i with vanishing overlap. The initial
motional state has the form
j’(0)i = j’−ij’+i+ j’+ij’−ip
2
: (B1)
We assume that: (i) the particles move against each
other, come in contact during a certain time interval
[ti; tf ] and then separate again; (ii) the velocity of each
particle and the shape of its wavefunction do not vary
during the interaction. Thus for ti  t  tf we write:
hx1j’−(t)i = ’0(x1 − vt); (B2a)
hx2j’+(t)i = ’00(x2 + vt); (B2b)
























where a change of variables x = x1 − vt, y = x1 + vt has
been introduced, and the limits of integration in t have
been extended to 1 since the single{particle wavefunc-
tions Eqs. (B2a)-(B2b) overlap just for a nite time. The
result turns out to be independent of the initial state. We
can compare it to Eq. (31), which was obtained in the
harmonic potential Eq. (21b) starting from the single{
particle states j i instead of j’i. In this case
v 
@th je ihHbtx e− ihHbtj it=tk  = x0!; (B4)
and the atoms collide twice during one oscillation period.
Therefore the collisional phase Eq. (31) should be twice
as big as Eq. (B3). This is true provided that the maxi-
mum velocity for the atomic motion in the well m!2x2=2
is large with respect to the analogous quantity for the
ground{state motion in the wells m!20(x x0)2=2, i.e. if
x0!  a0!0=4: (B5)
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