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Spin-orbit coupling is predicted to have dramatic effects on thermal properties of a two-component
atomic Bose gas. We show that in three spatial dimensions it lowers the critical temperature of
condensation and enhances thermal depletion of the condensate fraction. In two dimensions we show
that spin-orbit coupling destroys superfluidity at any finite temperature, modifying dramatically the
cerebrated Berezinskii-Kosterlitz-Thouless scenario. We explain this by the increase of the number
of low energy states induced by spin-orbit coupling, enhancing the role of quantum fluctuations.
PACS numbers: 67.85.Fg, 03.75.Mn, 05.30.Jp, 67.85.Jk
There are numerous phenomena in a wide range of
quantum systems, ranging from condensed matter to
atomic and nuclear physics, where spin-orbit coupling
(SOC) plays an important role. Recently discovered
new class of topological insulators, quantum spin Hall
effect [1] and Majorana fermions [2] rely on SOC and are
expected to retain their quantum properties up to room
temperature. However, the electronic systems can not
be easily controlled and the details of SOC are usually
not known. Therefore, it is a difficult task to manip-
ulate such systems. In contrast, ultracold atoms have
been demonstrated to be a remarkable platform for em-
ulation of various condensed matter phenomena due to
their ability to be easily manipulated at will [3]. The pio-
neering experimental realization of synthetic gauge fields
and SOC [4–8] is defining a new dimension in explor-
ing quantum many-body systems with ultracold atomic
gases. The engineered SOC (with equal Rashba and
Dresselhaus strength) in a neutral atomic Bose-Einstein
condensate was achieved by dressing two atomic spin
states with a pair of lasers. It allows to study the rich
physics of SOC effects in bosonic systems [9–13], which
have not been explored before. Recently, methods to gen-
erate pure Rashba type SOC have been suggested [14].
Its realization will make it possible to study rich ground
state physics proposed in fermionic [15] and bosonic sys-
tems [10, 16], of which many properties have no con-
densed matter analogues.
SOC leads to a huge degeneracy of the ground state
of a single particle [17]. This enhances the role of quan-
tum fluctuations making condensation of non-interacting
bosons not possible [17, 18]. However, it has been
shown that interactions among atoms stabilize conden-
sation [19–21]. The role of quantum fluctuations is espe-
cially essential in two dimensions destroying condensa-
tion but not necessary superfluidity. This yields, in par-
ticular, the celebrated Berezinskii-Kosterlitz-Thouless
(BKT) phase transition in two dimensions with a criti-
cal temperature separating superfluid and normal phases.
How do the quantum fluctuations in the presence of SOC
affect the BKT phenomenon? What is the effect of SOC
on thermal properties of a Bose condensate? These ques-
tions shall be addressed in this Letter. Previous theo-
retical studies have been focused mainly on the ground
state properties of interacting SOC quantum gases, leav-
ing the experimentally relevant physics at finite tempera-
tures intact. In the light of the recent experiment [22] on
a finite-temperature phase diagram of SOC Bose gases,
our present study is an interesting and urgent task.
According to the Mermin-Wagner theorem long-range
order at finite temperature does not exist in one spatial
dimension. In this Letter, we shall present studies of a
SOC two-component atomic Bose gas at finite temper-
ature in two and three spatial dimensions. The inter-
play between quantum and thermal fluctuations in the
presence of SOC is shown to yield dramatic modifica-
tions of the familiar physics. First, by resorting to the
Popov approximation, we develop a formalism suitable
for treating the system at finite temperature in three di-
mensions. Within this formalism, we find that the SOC
greatly suppresses the critical temperature of condensa-
tion and enhances thermal depletion of the condensate.
We then derive an effective theory suitable to study the
celebrated BKT phase transition in two dimensions. The
BKT transition temperature, in contrast to the previous
case, is shown to drop to zero in the presence of SOC.
We consider a three-dimensional homogeneous two-
component Bose gas with an isotropic in-plane (x-y
plane) Rashba spin-orbit coupling, described by the fol-
lowing grand canonical Hamiltonian in real space:
H =
∫
dr
[∑
σ
ψ†σ
(
−~
2∇2
2m
− µ
)
ψσ + (ψ
†
↑Rˆψ↓ + h.c.)
+
∑
σ
gσσ
2
(ψ†σψσ)
2 + g↑↓ψ
†
↑ψ↑ψ
†
↓ψ↓
]
. (1)
Here, ψσ is a Bose field satisfying the usual commuta-
tion relation [ψσ(r), ψ
†
σ′ (r
′)] = i~δσσ′δ(r − r′), the spin
index σ =↑, ↓ denotes two pseudo-spin states of the Bose
gas with atomic mass m. The inter-particle interac-
tion gσσ′ is related to the two-body scattering length
aσσ′ as gσσ′ = 4π~
2aσσ′/m. For simplicity, we shall
2assume that the interactions between like-spin particles
are the same, g↑↑ = g↓↓ = g. The chemical potential
µ is introduced to fix the total particle number den-
sity. The Rashba spin-orbit coupling is described by
the operator Rˆ = λ(pˆx − ipˆy) with λ being the cou-
pling strength. Throughout the rest of this paper, we
set ~ = 2m = kB = 1 and define n
1/3 as a momentum
scale, while n2/3 as an energy scale. For the system to
be weakly interacting, we set g = 0.1n−1/3.
The Hamiltonian of a non-interacting system is diag-
onalized in the helicity basis after the Fourier transform
of the fields ψσ(r) = 1/
√
L3
∑
q
ψσ(q) exp(−iqr). The
gas is assumed to be in a box with size L. This results
in two branches of spectrum E±
q
= q2 − µ± λq⊥, where
q⊥ is the magnitude of the in-plane momentum. The
lowest energy state is therefore infinitely degenerate, sit-
ting on the circle q⊥ = λ/2 in the plane qz = 0. This
increases the low energy density of states with dramatic
implications on the thermal properties of the Bose gas
to be explored below. For an interacting system, earlier
mean-field study [10] found that there exist the plane
wave phase (PW) for g ≥ g↑↓ and the striped phase for
g < g↑↓. The PW phase is the result of condensation
at a single finite momentum state breaking explicitly the
rotational symmetry, while the striped phase represents
a coherent superposition of two condensates at two op-
posite momenta.
Within the framework of the functional field in-
tegral, the partition function of the system is [23]
Z = ∫ D[ψ∗, ψ] exp(−S[ψ∗, ψ]) with the action S =∫ β
0
dτ [
∑
σ ψ
∗
σ∂τψσ +H(ψ
∗, ψ)], where β = 1/T is the
inverse temperature. Here for simplicity we restrict our-
self to study the PW phase, as analogous treatment of
the striped phase is more involved and will be addressed
elsewhere. Our choice of the PW phase is also motivated
by the fact that the striped phase has not been realized
experimentally yet. We further assume that the conden-
sation occurs at momentum κ = (λ/2, 0, 0). Without
loss of generality, the condensate wavefunction can be
chosen as (φ0↑, φ0↓) =
√
n0(1,−1)eiλx/2, with n0 being
the condensate density for either species. We split the
Bose field into the mean-field part φ0σ and the fluctuat-
ing part φqσ as ψqσ = φ0σδqκ + φqσ. After substitution,
the action can be formally written as S = S0+Sf , where
S0 = βL
3
[−2(κ2 + µ)n0 + (g + g↑↓)n20] is the mean-field
contribution and Sf denotes a contribution from fluctu-
ating fields. At this point, the action is exact. However,
it contains terms of cubic and quartic orders in fluctu-
ating fields. To deal with such an action, one must re-
sort to some sort of approximation. The celebrated Bo-
goliubov approximation for BEC is valid strictly at zero
temperature. At finite temperatures, the self-consistent
Hartree-Fock-Bogoliubov (HFB) approximation gives a
gapped spectrum [24], violating the Hugenholtz-Pines
theorem [25] and the Goldstone theorem [26], which re-
sults from the spontaneous symmetry breaking of U(1)
gauge symmetry. We choose the Popov theory [27] yield-
ing a gapless spectrum and therefore it is more suitable
for treating finite-temperature Bose gases.
Under the Popov approximation, which takes into ac-
count interactions between excitations [28], the terms
with three and four fluctuating fields in the action are
approximated as follows (neglecting anomalous average):
φ∗σφσφσ ≈ 2〈φ∗σφσ〉φσ, (φ∗σφσ)2 ≈ 4〈φ∗σφσ〉φ∗σφσ and
|φ↑φ↓|2 ≈ 〈φ∗↑φ↑〉φ∗↓φ↓ + 〈φ∗↓φ↓〉φ∗↑φ↑. Within the Popov
approximation we also require the first order term to
vanish, which fixes the chemical potential as µ = µp =
−κ2 + (g + g↑↓)n0 + (2g + g↑↓)nf , where nf ≡ 〈φ∗σφσ〉
is the density of particles of either component excited
out of the condensate. We define a four-dimensional col-
umn vector Φqn = (φκ+q,n↑, φκ+q,n↓, φ
∗
κ−q,n↑, φ
∗
κ−q,n↓),
whose components are defined through the Fourier trans-
form φσ(r, τ) = 1/
√
L3β
∑
q,n φq,nσexp[i(q · r − wnτ)],
where wn = 2nπ/β is the bosonic Matsubara frequen-
cies. Retaining terms of zeroth and quadratic orders
in the fluctuating fields we can then bring the fluctu-
ating part of the action into the compact form Sf ≈∑
q,n
1
2Φ
∗
qnG−1(q, iwn)ΦTqn−β
∑
q
ǫ−q, where ǫq = (q+
κ)2 − µ + (2g + g↑↓)(n0 + nf) and the inverse Green’s
function G−1(q, iwn) reads
G−1(q, iwn) =


−iwn + ǫq Rκ+q − g↑↓n0 gn0 −g↑↓n0
R∗κ+q − g↑↓n0 −iwn + ǫq −g↑↓n0 gn0
gn0 −g↑↓n0 iwn + ǫ−q R∗κ−q − g↑↓n0
−g↑↓n0 gn0 Rκ−q − g↑↓n0 iwn + ǫ−q

 , (2)
where Rq = λ(qx − iqy) is the Fourier transformed
Rashba operator. The poles of the Green’s function give
the spectrum of elementary excitations ωqs. It can be
found by replacing iωn with ωqs and solving the secu-
lar equation detG−1(q, ωqs) = 0. The index s denotes
different solutions of the secular equation. We retain
only two positive solutions in the following. The spec-
trum is used to study thermodynamic properties of the
system. The Gaussian action permits direct integration
over the fluctuating fields to yield the grand potential
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FIG. 1. (color online). The critical temperature of conden-
sation as a function of the SOC strength. SOC decreases the
critical temperature due to increase of the low energy density
of states on the circle q⊥ = λ/2. Here T
0
c
is the critical tem-
perature for a non-interacting Bose system without SOC. We
have set g↑↓ = g.
− lnZ/β = S0/β +Ωf , where the second term
Ωf =
∑
q,s
[
ln (1− e−βωqs)
2β
+
ωqs − ǫq
2
+
(g2 + g2↑↓)n
2
0
2q2
]
(3)
is the result of the Gaussian integration. The density of
particles excited out of the condensates for either species
can be easily evaluated as nf = 1/(2L
3) (∂Ωf/∂µ)µ=µp .
At the critical temperature the condensed density n0 = 0
and nf is equal to the density of the total number of
particles n. In this special case, it is straightforward to
calculate analytically the poles of the Green’s function
and obtain the following secular equation determining
the critical temperature
n =
1
2L3
∑
q,s=±
1
e[q
2
z
+(q⊥+sλ/2)2]/Tc − 1 . (4)
In the absence of SOC, the two terms are identical and we
get the usual number equation to determine the critical
temperature of condensation. The biggest contribution
to the sum over the momentum is from the vicinity of
the point |q| = 0. SOC changes the situation. Now the
biggest contribution to the sum comes from the circle
qz = 0, q⊥ = λ/2 with much higher weight than in the
previous case. The critical temperature Tc must be de-
creased for fixed density. More quantitatively, the critical
temperature in the thermodynamic limit is estimated as
Tc ≈ T 0c
g3/2(1)
g3/2(z)
. (5)
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FIG. 2. (color online). The condensate fraction as a func-
tion of temperature for various spin-orbit coupling strengths
λ. The effect of SOC on the thermal depletion is more pro-
nounced at higher temperatures, since the thermal component
benefits more from the low energy states than the condensed
one. We have set g↑↓ = g.
Here, T 0c = 4π[n/g3/2(1)]
2/3 is the critical tempera-
ture for a non-interacting Bose gas without SOC, z =
exp [−λ2/(4Tc)], and gp(z) =
∑∞
l=1 z
l/lp[29]. As shown
in Fig. 1, the critical temperature Tc indeed decreases
rapidly as the SOC strength increases.
The situation is more complicated for temperatures
smaller than the critical temperature. The secular equa-
tion should be supplemented with the equation for the to-
tal density n0+nf = n. By solving the two equations we
obtain the condensate density n0 for a fixed total density
of atoms n. Being an intrinsic property of a Bose-Einstein
condensate, the condensate fraction n0/n provides key
information about the robustness of the superfluid state.
It is shown in Fig. 2, where three typical SOC couplings
(λ = 0, λ/n1/3 = 0.2, and λ/n1/3 = 0.4) are chosen
for comparison. In the absence of SOC, the condensate
fraction decreases gradually to zero as the temperature
reaches T 0c , since under the Popov approximation, the
critical temperature of a weakly interacting Bose gas is
identical to that of a non-interacting one [30, 31]. The
effect of SOC on the condensate fraction is more pro-
nounced when the temperature gets closer to the tran-
sition temperature Tc. We can explain this by a similar
argument leading to the reduction of the critical temper-
ature: At a fixed temperature the thermal component
benefits mainly from the low energy states living on the
circle q⊥ = λ/2, while the condensed component mainly
from a single momentum at qx = λ/2. Therefore, SOC
affects the thermal component more than the condensed
one, leading to the more pronounced thermal depletion
at higher temperatures.
4We turn now to study the effects of SOC on the sys-
tem in two spatial dimensions. In the absence of SOC
there is a quasi-long range order in two dimensions at
sufficiently low temperatures with correlation function
decaying according to some power law. At higher tem-
peratures the correlation function decays exponentially,
where the algebraic order is destroyed by proliferation
of vortices. The BKT separates these two regimes [32].
Since there is no condensation now, the Popov approx-
imation is not applicable. Here we derive a low energy
effective theory suitable to probe the correlation func-
tion. Anticipating that phase degrees of freedom play an
essential role now, we adopt the density-phase represen-
tation of the field operators, ψσ = ρσe
iθσ . The fields are
then separated again into a mean-field part and a fluctu-
ating part as ρσ = ρ0 + δρσ and θσ = θ0σ + δθσ. Here,
ρ0 is usually called a quasi-condensate density and the
explicit breaking of the rotational symmetry by SOC re-
sults in θ0↑ = θ0↓− π = λx/2. Retaining terms of zeroth
and quadratic order in the fluctuating fields, the action
is split into two parts S ≈ S0+Sf , where similarly to the
previous case S0 = βL
2
[−2(λ2/4 + µ)ρ0 + (g + g↑↓)ρ20]
is the mean-field contribution. The Gaussian action Sf
contains the fluctuating fields up to the second order.
This allows us to integrate the density fluctuations δρσ
out yieding
Sf =
∫
dτ
∫
dr
{
(∂τθ+)
2
g + g↑↓
+
(∂τθ− + i2λ∂xθ−)
2
g − g↑↓ + λ2/(2ρ0)
+
ρ0
2
[
(∇θ+)2 + (∇θ−)2
]
+ ρ0λθ−∂yθ+ +
ρ0
2
λ2θ2−
}
,(6)
where θ± = δθ↑ ± δθ↓. In the absence of SOC, the
above action describes two decoupled quantum XY mod-
els representing two branches of phase fluctuations with
linear spectrum in momentum space yielding the quasi-
long range order. The corresponding correlation func-
tions C±(r) = 〈e[θ±(r)−θ±(0)]〉 ∝ r−T/ρ0(g±g↑↓) decay ac-
cording to the power law rather than exponentially [32].
In the presence of SOC, we notice that the field θ− de-
scribes a massive fluctuation as the action Sg contains
the term ρ0λ
2θ2−/2. At low energy, we can integrate out
the massive field θ− by assuming homogeneous temporal
fluctuations to get an effective action solely in terms of
the collective variable θ+ (for simplicity we set g ≈ g↑↓):
Sf ≈ 1
2
∫
dτ
∫
dr
[
1
g
(∂τθ+)
2 + ρ0(∂xθ+)
2 +
ρ0
λ2
(∂2yθ+)
2
]
.
(7)
The first two terms in the action are the part of the fa-
miliar XY model. The third term is the manifestation of
the broken rotational symmetry and it adds a twist. To
see this we calculate the spectrum of elementary excita-
tions. We first Fourier transform the action for it to be-
come Sf = 1/2
∑
q,n(w
2
n/g+ρ0q
2
x+ρ0q
4
y/λ
2)|θ+(q, wn)|2.
The phase fluctuations in the Fourier space can be eas-
ily evaluated, 〈|θ+(q, wn)|2〉 = g(w2n + w2q)−1. The poles
of this expression gives the low energy spectrum of the
symmetric phase wq =
√
gρ0(q2x + q
4
y/λ
2). It is clear
that now the energy carried by elementary excitations of
the system does not scale linearly as in the XY model
case. As a result, less energy is required to excite low
energy modes as compared to the XY model case, en-
hancing the role of quantum fluctuations. The Lan-
dau criterion for the superfluid critical velocity gives
minq(wq/q) = 0, implying SOC destroys superfluidity
in two dimensions. This is substantiated by the form of
the correlation function, which reads C+(r) ≈ e−I with
I =
∑
q,n〈|θ+(q, wn)|2〉(1 − eiqr)/2β. The asymptotic
behavior of it for large separations along the x-direction
is I ≈ T
√
λ|x|/(2πgρ0) and along the y-direction is
I ≈ Tλ|y|/(2gρ0). Hence, at any finite temperature, the
correlation function decays exponentially along both x-
and y- directions, in stark contrast to the power law ex-
hibited by the conventional XY model in the low tem-
perature phase. The superfluid order in two dimensions
is predicted to be disordered by SOC.
Summary.– We predict dramatic implications of SOC
on the thermal properties of atomic Bose gases: In three
dimensions SOC reduces the critical temperature of con-
densation and enhances the thermal depletion of the con-
densate, while in two dimensions it destroys superfluid
order at any finite temperature. This is explained by the
role of quantum fluctuations amplified by SOC. We hope
that current work will stimulate experiments to verify our
predictions and will add to the overall understanding of
the thermal quantum fluids.
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