Latest progress in wireless communication technology has enabled the development of low-cost sensor networks with major concern on quality of service (QoS) provisioning. Wireless sensor networks (WSNs) can be adopted in various application domains but each use is likely to pose peculiar technical issues. Basically, we demonstrate that congestion, packet loss and delay have strong influence on the performance of WSNs. In order to implement a realistic sensor network policy to resolve the problem of data delay and avoidance of collisions that lead to packet losses, we develop a system that guarantees QoS in WSNs using Fuzzy Logic Controller (FLC) for sensitivity analysis of the effect of adaptive forward error correction (AFEC). The AFEC approach improves the throughput by dynamically tuning FEC subject to the nature of wireless channel loss thereby optimizing throughput, sensor power utilization, while minimizing traffic retransmission, bit error rate (BER), and energy consumption. Basically, parameters such as packet delivery ratio, packet loss, delay, error rate, and throughput are appraised. The system has a spread procedure which is able to schedule the transmission of the nodes in order to have a data flow that converges from the furthest nodes toward the fusion centre. The key benefit of the scenario showed that, after extensive simulation using realistic field data, the procedure permits a practical approach to obtaining optimal solution to loss packets retransmission problem in WSNs giving a strong improvement on QoS provisioning.
of other hardware components; transceivers are responsible for wireless communication of SNs; memory is for storage; the power source provides power consumed through sensing, communication and data processing; while a sensor which can be more than one in each SN produces a measurable response signal to a change in physical condition of the environment in which the SNs are deployed. The nodes have certain area of coverage for which they can reliably and accurately report the particular quantity they are observing. These nodes are densely deployed in a targeted phenomenon to communicate with each other by transmitting information called packets from one point to another and then to the base station. During such transmissions, some packets may be dropped or lost due to certain factors such as data collision, buffer overflows, sensor failure, quality of wireless channel and congestion. Consequently, this results to retransmission of lost packets (Lozoya et al., 2016) , which invariably causes a significant amount of energy loss and delivery delay. There is need to provide packet reliability in WSN by ensuring successful transmission of all packets or at certain success ratio. To optimize the much needed system performance, transport layer protocols are used to decrease congestion and reduce packet loss so as to provide fairness in bandwidth allocation and to guarantee end-to-end reliability (Sharma &Aseri, 2012) . The motivation behind congestion control is to provide high data rate transmission with high efficiency and reliability. In WSNs, fuzzy logic is used for improving decision-making, reduce resource consumption, and increase performance of the network. Some of the areas it has been applied to are cluster-head election , security , data aggregation (Lazzerini et al., 2006) , routing , MAC protocols (Xia et al., 2007) , and QoS (Munir et al., 2007) . However, many existing systems have not implemented fuzzy logic to control congestion. This paper deals with Fuzzy Logic Controller (FLC) to control congestion. This paper is aimed at identifying loss packets during transmission, which provides an opportunity to study the trend of packet loss, its effect on the network turnover and how the lost packets can be retransmitted in order to achieve intended result and meet some goals of WSNs. The approach employed in identifying and resolving packet loss problem in WSN is by simulating a wireless sensor environment. The simulation shows the model of a typical WSN with SNs communicating at different positions, each with an identity and detection of the number of packets sent by each node as they communicate via transmission of packets. The simulated sensor network enables communication by organizing sensors into clusters that pass messages to a centralized location called the base station.
Congestion and Packet Dropping in WSNs
Congestion generally occurs due to the packet arrival rate exceeding the packet service rate. This is more likely to occur at sensor nodes close to the sink, as they usually carry more combined upstream traffic. Data transfers over wireless networks are more susceptible to loss than over wired networks. This is because in wired networks, data loss occurs primarily due to congestion, whereas there are many other reasons for data loss in wireless networks, in particular WSNs -such as quality of wireless channel, node failures, environment interface, etc. Congestion also arises on the wireless link due to noise, interference, contention, or bit synchronization errors . Thus, reliability is one of the important criteria for evaluating the quality of WSNs and it covers not only transport reliability issues but also the ability to sense physical phenomenon. Reliability in WSNs can broadly be categorized into two, viz; event and packet reliability. Whereas event reliability deals with reporting an event to the BS in an efficient manner, packet reliability is concerned with successful transmission of all packets or at certain success ratio. Transport layer protocols applied to WSNs can handle the communications between the sink node and sensor nodes in upstream (sensor-to-sink) or downstream (sink-to-sensor) direction (Sharma & Aseri, 2012) . Although TCP and UDP are popular transport layer protocols for the Internet, neither may be good for WSN as there are no interaction between TCP or UDP with lower layer protocols such as routing and MAC algorithms (Wang et al., 2005) (Sohraby et al., 2007) . Packet droppings in WSNs may involve the transport layer, and hence the need to study and possibly contribute to reliable protocol design of this layer. Therefore, it is necessary to retransmit lost packets in an unreliable network medium to maximize data transmission throughput. WSNs must guarantee certain reliability value at packet-level or application-level through loss recovery in order to abstract correct information. The existing approach for detecting packet dropping attacks requires that the destination is sent information about how many packets the source should send to it, next. The initial packet contains count number, i.e., the count of packets to be transmitted including sequence numbers in packets. It first finds out one shortest route using appropriate routing protocol and then sends all packets through that selected route. If packet is received by destination node, the destination sends back the acknowledgement to the appropriate sender. A source that does not receive a reply from its destination should be able to guess that packets are being dropped by an attacker or due to collisions, congestion, buffer overflow, etc. The basic idea works as follows: an intermediate node that forwards a packet to the next node on the path but does not receive a reply within a timeout period guesses that its neighbour is dropping packets. Then, it informs the source about this cis.ccsenet.org Computer and Information Science Vol. 12, No. 2; 2019 misbehaviour of the neighbour. The source node finally chooses another route to reach the destination node. The attacker can drop all the packets including the initial packet so it will not help the source node find out the particular dropped packet. Figure 1 shows a simple structure of a WSN comprising a large number of SNs which are deployed randomly. The size of a SN is small and associated resources like battery power, processing capabilities, memory and buffer size are limited. Nodes are autonomous and sense environmental conditions like temperature, pressure, sound, etc. in order to collect the respective data and pass the data to the main server. As resources are limited, they must be put to use efficiently. Basically, the SNs sense and process the information which becomes transmitted as data packets to the sink. When an event occurs within the network, a large number of SNs will report their data packets to the sink. As these large numbers of SNs become active in transmitting data packets, the load becomes heavy as traffic increases thereby, leading to congestion in the network (Chakravarthi et al., 2010 ) (Chakravarthi & Gomathy, 2011) . Due to unpredictable fluctuations and bursty nature of traffic flow in the network, congestion occurs frequently (Pitsillides et al., 1997) . The problem of congestion has become more severe due to increased use of the internet for high speed, delay sensitive applications with varying Quality of Service (QoS) requirements (Chrysostomou et al., 2009) . During congestion, it is evident that the source transmission rate exceeds the data handling capacity of the network causing inefficient management of network resources and severe degradation in system performance. Furthermore, if the source delivers at a rate higher than the queue service rate, then the size of the queue is expected to grow. For a finite queue length, it is certain that the network will suffer from high error rate, low throughput, and decease in packet delivery ratio as end users will experience packets delivery delay and packet losses (Chrysostomou & Pitsillides, 2005) . In recent past, fuzzy logic (FL) has been used in practical applications because of its ability to reduce complexity, improve efficiency and robustness of the system under study through the incorporation of human expert knowledge into rule-based frameworks (Aggarwal et al., 2013) (Ekpenyong et al., 2014) . FL technique is adopted in this paper to study congestion because it requires less memory and processing capability and is best suitable for systems that do not have exact mathematical modelsas solutions to their problems. For WSN, the topology changes very frequently due to node failure and the random deployment nature of the SNs with constraint on resources, makes FL technique best suitable for performance modelling of retransmission of loss packets. The purpose of our fuzzy routine is to adjust the transmission rate of the sensor nodes, so that the performance of the network is improved. The performance of the network can be improved by reducing the packet drop and increasing the network throughput. Thus, the fuzzy rule base has been turned so as to not only decrease packet drop but also increase the network throughput.
Method
The methodology adopted in this paper includes data collection and description, model formulation, design of FLbased model for performance evaluation of loss packets retransmission, as well as development of membership function (MF) plots, fuzzy rules-base (fuzzy inference mechanism) in MATLAB for prediction of impacts of considered input parameters on reliability of WSNs.
Data Collection and Description
Analytical data were collected and used since a WSN's topology changes very frequently due to node failure and random deployment nature of the SNs. The focus of this paper is on controlling congestion in WSNs which is a major cause of degraded network performance thereby leading to packets loss. Data were collected on parameters 
Model Formulation
The model was formulated for the various parameters that influence performance evaluation of the reliability of WSN. These include delay, throughput, packet delivery ratio, number of packets sent, packet loss and error rate.
Delay
Packet delay (also called latency) is the amount of time it takes for a packet of data to get from one designated point to another, depending on the speed of the transmission medium, such as copper wire, optical fiber, or radio waves, and the delay in transmission by devices along the way, such as routers and modems. A low latency indicates high network efficiency.
Delay is expressed as the ratio of delay due to suspected node to the delay due to neighbour nodes (Kumar & Singh, 2009 ). The total delay occurring in the network during communication process is mathematically denoted as:
Throughput
Throughput is the total number of packets sent from a sender to a receiver in a given amount of time. It normally decreases with increase in number of nodes because the data these messages belong to may be delivered over a physical or logical link or it may pass through a certain network node. Throughput is usually measured in bits per second (bit/s or bps), and sometimes in data packets per second or data packets per time slot. Throughput is expressed as the rate of successful message delivery over a communication channel (Kumar& Singh, 2009 ).It can be analyzed mathematically by means of queuing theory as:
where N pack is the size of the data packet in byte t frame is delay between frames or time interval between consecutive frames. Equation (3) shows that delivery ratio will increase by decreasing packet retransmissions. Inasmuch as delivery ratio strongly depends on the number of packet retransmitted, this parameter is considered in this paper as an alternative factor for performance analysis.
Number of Packets Sent
Number of packets sent is the number of times a task went into a send sleep state while waiting for the network to send each packet to the client. The network model determines that there can be only one outstanding packet per connection at any one point in time. This means that the task sleeps after each packet it sends.
Packet Loss
Packet loss is the failure of one or more transmitted packets to arrive at their destination. Packet loss refers to the packets of data that are dropped by the network to manage congestion (Kumar & Singh, 2009) , expressed mathematically as:
Error Rate
Error rate is the number of received bits of a data stream over a communication channel that has been altered due to congestion, noise, interference, distortion or bit synchronization errors. Packet error rate (PER) is the number of incorrectly received data packets divided by the total number of received packets. A packet is declared incorrect if at least one bit is erroneous. The expectation value of the PER is denoted packet error probability P p , which for a data packet length of N bits is, mathematically expressed as:
where, p e is the probability of receiving erroneous data packets N is the number of received packets
FL-Based Model for Reliable Packets Transmission
A congestion control systemshould be preventive, if possible. Otherwise, it should react quickly and minimise the spread of congestion and its duration. Good design practice is to develop a framework for the system to avoid congestion. But taken to the extreme (i.e. to guarantee zero losses and zero queuing delay), this would not be economical. Thus, as a good compromise, this paper allows for some deterioration of performance that is never intolerable (congested). The challenge is to keep the intolerance at limits acceptable to the users. The QoS guarantee can be achieved by considering and defining the fuzzinesspresent in causative parameters when congestion is actually experienced. Figure 2 shows the architecture of the Fuzzy Logic-based model for Wireless Sensor Network -Expert System (WSN-ES) with the fuzzifier, inference mechanism, and defuzzifier as major components. The fuzzifier receives error rate, number of packets, delay, packet delivery ratio, and throughput as input parameters or linguistic variables while reliability is the output linguistic variable, all defined within a specified range. Figure 9 shows a snippet of the fuzzy rules for inference while figure 10 shows the rule viewer for a total of 324 generated rules. The inputs to the FL system are fuzzified and processed by the WSN-ES based on the fuzzy rules and inference mechanism obtained from the knowledge base. The data are then computed into crisps output which are defuzzified and used to determine the output (reliability) of the system. 
Fuzzy Inference Engine
Basically, Mamdani fuzzy inference algorithm was adopted for mapping from a given input to an output using fuzzy inference engine. The mapping provides a basis which decisions can be made or patterns recognized. The inference process includes the following: Block Building, Structuring, Firing, Implication and Aggregation of Rules. The number of rules is determined by the complexity of the associated fuzzy system. Although, 324 rules were generated for the system, their firing strength has to be determined as most of them could not fire. Table 4 shows the rulesbuilding and structuring approach with keys to define the linguistic parameters used in generating these rules. 2  3  2  2  3  1   2  3  2  3  1  2   2  3  2  3  2  3   2  3  2  3  3  1   2  3  3  1  1  1   2  3  3  1  2  2   2  3  3  1  3  1 cis Analytically, there tend to exist a relationship between NoP and Ertover a given period of transmission time. Less NoPwill result in reduced Ertand high TrPt. PdRhas a major influence on Dly rate in WSN as high delivery ratio will guarantee less Dly. Simulation analysis is expected to verify these positions. Different implication operators correspond to different aggregation operators (e.g. union and intersection). Whereas the union operator uses the Mamdani and Larsen operators, the intersection uses the Lukasiewicz operator. This paper implements the Mamdani operator. After inference, the overall result yields a fuzzy value and is defuzzified to obtain a final crisp output. Though there are different algorithms for defuzzification namely Center of Gravity (CoG) or Centroid Average (CA), Maximum Center Average (MCA), Mean of Maximum (MoM), Smallest of Maximum (SoM) and Largest of Maximum (LoM), this work employed the CoG algorithm (Centroid). The Centroid technique is popular of the other techniques, because it finds the point where a vertical line would slice the aggregate set into two equal masses. Mathematically this centre of gravity (COG) can be expressed as:
where is the set of MFs of the system.
Results and Discussion
Inputs to the FL-based model for the existing and optimized systems are shown on Table 5 . Analytical data on the considered parameters were obtained from (Jebarani &Jayanthy, 2010) and used as inputs to the simulation. The In figure 11 , the optimum reliability of the system is a decreasing function of the error rate. As the error rate decreases, the packet error rate approaches zero, and the network reliability increases without bounds. Figure 12 shows the improvement of throughput with respect to reliability.If more packets are sent, usually the throughput will be less due to number of retransmissions required. However, with the optimized system it is observed that as the number of packets sent increases, the throughput also increases. With varied successful packet delivery rate as observed from the graph, the throughput increases with reliability, such that the higher the successful packet delivery rates, the higher the throughput. This shows that throughput can be jointly optimized with the reliability and packet delivery rate. Furthermore, figure 13shows how reliability decreases due to delay. When more number of packets is sent, there will be more delay in packets deliver perhaps due to the network becoming heavily loaded. Also, figure 14 shows the decrease in reliability with respect to increase number of packets sent. In figure 4 .4, it shows that the reliability is reduced as packets sent increases. If more number of packets sent there will be more number of packet losses due to errors. But with the optimized system, packet loss is reduced. If more number of packets transmitted without loss then the throughput, packet delivery ratio automatically increases which improves reliability of the system. Finally, figure 15 indicates that the reliability of a system is also dependent on the packet delivery ratio. It is observed that the packet delivery ratio of the system increases as reliability also increases. This is becausereliability increases when high packet data delivery areobtained during data transmission as the transmission rate is directly proportional to the number of packets in the node. Next, we investigate further the interactive effect of two related factors on network's reliability. The graphs are three-dimensional (3D) plots and serve the purpose of our investigation. From our simulation, it is evident that for lower throughput values, the error rate increases. However, after a turning plane the throughput starts to drop extensively. This can be seen in figure16 where the data is interpolated using a cubic spline interpolation and surface plot is generated. The turning plane where throughput starts to drop is the maximum value of the throughput achieved in the network. The evident drop in throughput that does not fit the proposed model is the result of increased error rate due to the queuing of the data. When large quantities of data are streamed towards the node, the data start to drop after a turning plane located at error inflexion plane.But as number of packets arriving the network increases, delay and error rate is increased, i.e., the packet transmission rate decreases and the reliability of the system is negatively impacted upon and the system experience performance degradation as shown in figure  17 .However, figure 18 shows that a decreased in number of packets implies less error rate and more channel availability and an improvement in the system's reliability. But congestion is certainly imminent at peak periods if the number of channels becomes insufficient to transmit packets. This condition leads to frequent packets dropping and this depends on the thresholds imposed by the system's settings. Hence network operators should implement robust congestion management protocols with fair constraints to efficiently manage network crises and still sustain optimally, the system's performance. Figure 19 shows the effect of error rate and delivery ratio on the system's reliability. The higher the error rate, the lower the delivery ratio. This indicates that packet transmission is dependent on the rate packets arrives at the network. 
Conclusion
This paper hub on a realistic congestion detection control simulator that emulates and optimizes packets dropping in a WSN. The simulator allows for the determination of the system's reliability from factors that triggers congestion resulting in packets dropping. The fuzzy rule-based classifier was employed to optimize the system's performance by enhancing the service classification and QoS of the overall system. Again, the resource management technique used in the computation of weights for reliable optimization has improved the resource allocation admission of packets in the network.
Several factors that have direct consequence on congestion resulting in packets dropping have been investigated. These factors considered number of packets, throughput, packet delivery ratio, error rate and delay. To establish the threshold for the simulation, numerous data were obtained and used to simulate on the existing and optimized systems. The results showed that the proposed FL-based system outperformed the existing scheme and was more robust in terms of performance. The set of evaluation metrics form a multidimensional space that can be used to describe the capabilities of SNs. From the analysis, it is noted that many of the evaluation metrics are interrelated. Often, it may be necessary to decrease performance in one metric, such as error rate, in order to increase on additional delivery ratio or throughput. Our model sustained the congestion probability at a minimum threshold, thus guaranteeing the expected QoS provisioning in the presence of decreased delay and number of packets. These results can be useful in various WSN monitoring applications (i.e. Health, Military, Agriculture, Environment, Home, etc.). Nevertheless, investigation of the system's effectiveness using a Hybrid (Fuzzy-Neural) approach is a possible future direction to this research.
