In this paper, we suggest and analyze a new iterative method for finding a common element of the set of fixed points of a quasi-nonexpansive mapping and the set of fixed points of a demicontractive mapping which is the unique solution of some variational inequality problems involving accretive operators in a Banach space. We prove the strong convergence of the proposed iterative scheme without imposing any compactness condition on the mapping or the space. Finally, applications of our theorems to some constrained convex minimization problems are given.
Introduction
Let H be a real Hilbert space with inner product ·, · H and norm · H and K is a nonempty closed convex subset of H. A mapping A : H → H is said to be k-strongly monotone if there exists k ∈ (0, 1) such that for all x, y ∈ D(A), Ax − Ay, x − y H ≥ k x − y 2 .
A mapping A : H → H is said to be strongly positive bounded linear if there exists a constant k > 0 such that Ax, x H ≥ k x 2 , ∀ x ∈ H. Remark 1. From the definition of A, we note that strongly positive bounded linear operator A is a A -Lipschitzian and k-strongly monotone operator.
Recall that the mapping T : K → K is said to be Lipschitz if there exists an L ≥ 0 such that T x − Ty ≤ L x − y , ∀x, y ∈ K, (1) if L < 1, T is called contraction and if L = 1, T is called nonexpansive. We denote by Fix(T ) the set of fixed points of the mapping T, that is Fix(T ) := {x ∈ D(T ) : x = T x}. We assume that Fix(T ) is nonempty. If T is nonexpansive mapping, it is well known Fix(T ) is closed and convex. A map T is called quasi-nonexpansive if T x − p ≤ x − p holds for all x in K and p ∈ Fix(T ). The mapping T : K → K is said to be firmly nonexpansive, if T x − Ty 2 ≤ x − y 2 − (x − y) − (T x − Ty) 2 , ∀x, y ∈ K.
A mapping T : K → H is called k-strictly pseudo-contractive if there exists k ∈ [0, 1) such that
A map T is called k-demi-contractive if Fix(T ) = / 0 and for k ∈ [0, 1), we have
We note that the following inclusions hold for the classes of the mappings:
firmly nonexpansive ⊂ nonexpansive ⊂ quasi-nonexpansive ⊂ k-strictly pseudo-contractive ⊂ k-demicontractive.
The following example is k-demi-contractive mapping which is not k-strictly pseudo-contractive mapping. x sin( 1 x ), x = 0 0 x = 0.
(3)
Clearly Fix(T ) = {0}. For x ∈ K, we have
Thus T is k demi-contratcive for k ∈ [0, 1). To see that T is not k strictly pseudo-contractive, choose x = 2 π and y = 2 3π , then
Hence, T is not k strictly pseudo-contractive mapping for k ∈ [0, 1). Fixed point thoery is one of the most powerful and important tools of modern mathematics and may be considered a core subject of nonlinear analysis. In the last few decades, the problem of nonlinear analysis with its relation to fixed point theory has emerged as a rapidly growing area of research because of its applications in game theory, optimization problem, control theory, integral and differential equations and inclusions, dynamic systems theory, signal and image processing, and so on. The crucial key of this success is due to the possibility of representing various problems arising in the above disciplines, in the form of an equivalent fixed point problem. Until now there have been many effective algorithms for solving fixed point problem, the reader can consult [5, 8, 11, 14, 17, 18, 22, 23] .
Recently, iterative methods for nonexpansive mappings have been applied to solve convex minimization see, e.g., [10, 14, 19] and the references therein. A typical problem is to minimize a quadratic function over the set of the fixed points of a nonexpansive mapping on a real Hilbert space H
In [19] , Xu proved that the sequence {x n } defined by iterative method below with initial guess x 0 ∈ H chosen arbitrary:
converges strongly to the unique solution of the minimization problem (4), where T is a nonexpansive mapping in H and A a strongly positive bounded linear operator. Marino and Xu [10] extended Moudafi's results [14] and Xu's results [19] via the following general iteration x 0 ∈ H and
where{α n } n∈N ⊂ (0, 1), A is bounded linear operator on H and T is a nonexpansive. Under suitable conditions, they proved the sequence {x n } defined by (6) converges strongly to x * ∈ Fix(T ), which is the unique solution of the following variational inequality
As far as we know, all the recent and important results regarding approximation of solutions to variational inequality problems over the set of fixed points of nonlinear operators in the literature have been done for monotone operators over the set of fixed points of nonexpansive mappings. Furthermore, it is well known that accretive operators is an extension of monotone operators in Banach spaces and the class of demicontractive mappings contains those of nonexpansive, quasi-nonexpansive and strictly pseudo-contractive mappings with nonempty fixed point sets as subclasses.Thus, it is natural to extend the known results on variational inequality problems over the set of fixed points of nonexpansive mappings to variational inequality problems involving accretive operators over the set of common fixed points of demicontractive and quasi-nonexpansive mappings. This leads to this important natural question.
Question 3. Can we construct an iterative method with a strongly accretive and Lipschitzian operator for solving a variational inequality problem with quasi-nonexpansive and demicontractive mappings in real Banach spaces?
Our aim in this paper is to answer the above question in the affirmative. Thus, we introduce an iterative algorithm for solving variational inequality problems involving accretive operators over the set of common fixed points of demicontractive and quasi-nonexpansive mappings in Banach spaces. The results obtained here extend and unify the result of Marino and Xu [10] , Sow [18] and most of the recent results in this direction. Our technique of proof is of independent interest.
Preliminairies
Let E be a Banach space with norm · and dual E * . Let ϕ : [0, +∞) → [0, ∞) be a strictly increasing continuous function such that ϕ(0) = 0 and ϕ(t) → +∞ as t → ∞. Such a function ϕ is called gauge. Associed to a gauge a duality map J ϕ : E → 2 E * defined by:
If the gauge is defined by ϕ(t) = t, then the corresponding duality map is called the normalized duality map and is denoted by J. Hence the normalized duality map is given by
Notice that
Let E be a real normed space and let S :
exists for each x, y ∈ S, (see e.g., [4] for more details on duality maps).
Remark 2. Note also that a duality mapping exists in each Banach space. We recall from [1] some of the examples of this mapping in l p , L p ,W m,p -spaces, 1 < p < ∞.
Recall that a real Banach space E that has a weakly continuous duality map satisfies Opial's property, (see, e.g., [18] ).
In [6] , Chidume extended the condition (2) to arbitrary real Banach spaces X. If X is q-uniformly smooth, then the condition (2) becomes
Let C be a nonempty subsets of real Banach space E. A mapping Q C : E → C is said to be sunny if It is noted that Lemma 4 still holds if the normalized duality map is replaced by the general duality map J ϕ , where ϕ is gauge function. Remark 3. If K is a nonempty closed convex subset of a Hilbert space H, then the nearest point projection P K from H to K is the sunny nonexpansive retraction.
Given a gauge ϕ and E be a smooth real Banach space. A mapping A :
In a Hilbert space, the normalized duality map is the identity map. Hence, in Hilbert spaces, strongly monotonicity and strongly accretivity coincide.
Let E be a Banach space satisfying Opial's property, K be a closed convex subset of E, and T : K → K be a nonexpansive mapping such that
Lemma 6 ( [9]). Assume that a Banach space E has a weakly continous duality mapping J ϕ with jauge ϕ.
for all x,y ∈ E. In particular, for all x,y ∈ E, x + y 2 ≤ x 2 + 2 y, J(x + y) . Theorem 7.
[5] Let q > 1 be a fixed real number and E be a smooth Banach space. Then the following statements are equivalent: 
[21] Assume that {a n } is a sequence of nonnegative real numbers such that a n+1 ≤ (1 − α n )a n + α n σ n + β n , n ≥ 0, where {α n }, {β n } and {σ n } satisfy the conditions:
Then lim n→∞ a n = 0. Lemma 10.
[13] Let t n be a sequence of real numbers that does not decrease at infinity in a sense that there exists a subsequence t n i of t n such that t n i such that t n i ≤ t n i+1 for all i ≥ 0. For sufficiently large numbers n ∈ N, an integer sequence {τ(n)} is defined as follows: 
(ii) If T is a k-strictly pseudo-contractive mapping, then the mapping I − T is demiclosed at 0. Lemma 13.
[18] Let q > 1 be a fixed real number and E be a q-uniformly smooth real Banach space with constant d q . Let K be a nonempty, closed convex subset of E and A : K → E be a k-strongly accretive and L-
Main Results
In this section, we present our explicit iterative method for solving a variational inequality problem with quasi-nonexpansive and demicontractive mappings in a real Banach space. 
. Let T 1 : E → E be a k-demicontractive mapping and T 2 : E → E be a quasi-nonexpansive mapping such that Γ := Fix(T 1 ) ∩ Fix(T 2 ) = / 0. Let {x n } be a sequence defined as follows:
with the conditions θ n ∈ [a, b] ⊂ (0, π) where π := min 1,
{α n }, {θ n } and {β n } are the sequences such that:
Assume that I − T 1 and I − T 2 are demiclosed at origin. Then, the sequence {x n } generated by (10) converges strongly to x * ∈ Γ, which is the unique solution of the following variational inequality:
Proof. From the choice of η and γ, properties of Q Γ , (ηA − γ f ) is strongly accretive, then the variational inequality (11) has a unique solution in Γ. Without loss of generality, we can assume α n ∈ 0, min{1 , 1
In what follows, we denote x * to be the unique solution of (11). Fixing p ∈ Γ. We prove that the sequence {x n } is bounded. Using (10), inequality (ii) of Theorem 7 and inequality (8), we can compute
By inequality (12) , it then follows that :
Since qω q−1 − d q θ q−1 n > 0, we obtain
From (10) and T 2 is quasi-nonexpansive, it follows that
Therefore, we have
By Lemma 13, inequalities (15) and (14), we have
By induction, it is easy to see that
Hence, {x n } is bounded also are { f (x n )}, and {Ax n }. Thus we have Since {x n } and {y n } are bounded, then there exists a constant C > 0 such that
We show that the sequence {x n } converges strongly to a point x * . Now we divide the rest of the proof into two cases. Case 1. Assume that the sequence { x n − p } is monotonically decreasing. Then { x n − p } is convergent. Clearly, we have lim n→∞ x n − p − x n+1 − p = 0.
It then implies from (16) that lim n→∞ θ n qω q−1 − qd q θ q−1 n x n − T 1 x n q = 0.
Since θ n ∈ [a, b] ⊂ (0, π) and qω q−1 − d q θ q−1 n > 0, we have lim n→∞ x n − T 1 x n = 0.
Now, we observe that,
Therefore, from (19) we have lim n→∞ z n − x n = 0.
We show that lim sup
First, we note that there exists a subsequence {x n j } of {x n } such that x n j converges weakly to a in E and lim sup
Since {x n j } is bounded, there exists a subsequence {x n j i } of {x n j } which converges weakly to a. Without loss of generality, we can assume that {x n j } converges weakly to the point a. From (19) and I − T 1 is demiclosed, we obtain a ∈ Fix(T 1 ). From Lemma 8, the fact that T 2 is quasi-nonexpansive and (15), we have
Hence,
Thus, we get
Since {x n } is bounded, then there exists a constant B > 0 sucht that
Thus we have lim
Since lim n→∞ inf(1 − β n )β n > 0 and property of g, we have lim n→∞ T 2 z n − z n = 0.
Since z n j a, it follows from (24) and I − T 2 is demiclosed that a ∈ Fix(T 2 ). Therefore, a ∈ Γ. On the other hand, by using x * solves (11) and the assumption that the duality mapping J ϕ is weakly continuous, we have,
Finally, we show that x n → x * . In fact, since Φ(t) =´t 0 ϕ(σ )dσ , ∀t ≥ 0, and ϕ is a gauge function, then for 1 ≥ k ≥ 0, Φ(kt) ≤ kΦ(t). From (10), Lemmas 6 and 13, observe that
Hence, by Lemma 9, we conclude that the sequence {x n } converge strongly to the point x * ∈ Γ. Case 2. Assume that the sequence { x n − x * } is not monotonically decreasing. Set B n = x n − x * and τ : N → N be a mapping for all n ≥ n 0 (for some n 0 large enough) by τ(n) = max{k ∈ N : k ≤ n, B k ≤ B k+1 }. Obviously, {τ(n)} is a non-decreasing sequence such that τ(n) → ∞ as n → ∞ and B τ(n) ≤ B τ(n)+1 for n ≥ n 0 . From (16), we have
Since qω q−1 − d q θ q−1 τ(n) > 0 and property of π, we have lim n→∞ x τ(n) − T 1 x τ(n) = 0.
By same argument as in case 1, we can show that x τ(n) and y τ(n) are bounded in E and lim sup τ(n)→+∞ ηAx * − γ f (x * ), J ϕ (x * − x τ(n) ) ≤ 0. We have for all n ≥ n 0 ,
which implies that
Then, we have lim
Thus, by Lemma 10, we conclude that
Hence, lim n→∞ B n = 0, that is {x n } converges strongly to x * . This completes the proof. We now apply Theorem 14 for solving variational inequality problems over the set of common fixed points of two nonexpansive mappings. In that case the demiclosedness assumption is not necessary. 
. Let T 1 : E → E and T 2 : E → E two nonexpansive mappings such that Γ := Fix(T 1 ) ∩ Fix(T 2 ) = / 0. Let {x n } be a sequence defined as follows:
y n = β n z n + (1 − β n )T 2 z n ,
Then, the sequence {x n } generated by (26) converges strongly to x * ∈ Γ, which is the unique solution of the following variational inequality:
Proof. Since every nonexpansive mapping is quasi-nonexpansive and 0-demicontractive. The proof follows Lemma 5 and Theorem 14.
We now apply Theorem 14 for solving fixed point problems with demicontractive and quasi-nonexpansive mappings in E = l q , 1 < q < ∞. 
Assume that I − T 1 and I − T 2 are demiclosed at origin. Then, the sequence {x n } generated by (28) converges strongly to x * ∈ Γ, which is the unique solution of the following variational inequality:
Remark 5. Theorem 14 extends and generalizes the main result of Moudafi [14] , Xu [19] , Marino and Xu [10] , Sow [18] and most of the recent results in this direction. In the following ways:
(i) From a real Hilbert space to a real q-uniformly smooth and uniformly convex Banach space which admits a weakly sequentially continuous generalized duality mapping.
(ii) From nonexpensive mappings to a class of demicontractive and quasi-nonexpansive mapping.
Application to constrained optimization problems
Convex optimization theory is a powerful tool for solving many practical problems in operational research. In particular, it has been widely used to solve practical minimization problems over complicated constraints [3, 16] , e.g.,convex optimization problems with a fixed point constraint and with a variational inequality constraint. Consider the following constrained optimization problem: let H be a real Hilbert space and T 1 : H → H be a kdemicontractive mapping and T 2 : H → H be a quasi-nonexpansive mapping such that Γ := Fix(T 1 ) ∩ Fix(T 2 ) = / 0. Given a convex objective function g : H → R, the problem can be expressed as Problem 17.
Minimize g(x)
subject to x ∈ Γ.
(30)
The set of solutions of (17) is denoted by Sol(g).
Definition 1.
Let H be a real Hilbert space. A function g : H → R is said to be α-strongly convex if there exists α > 0 such that for every x, y ∈ H with x = y and β ∈ (0, 1), the following inequality holds: 
Hence, one has the following result. H → H be a quasi-nonexpansive mapping such that Fix(T 1 ) ∩ Fix(T 2 ) = / 0. Assume that 0 < η < 2µ L 2 , I − T 1 and I − T 2 are demiclosed at origin. Let {x n } be a sequence defined as follows:
with the conditions {α n }, {θ n } and {β n } are the sequences such that:
Then, the sequence {x n } generated by (34) converges strongly to a solution of Problem 17.
Proof. The proof follows Theorem 14 with f = 0. Now, we consider the following quadratic optimization problem:
where A : H → H be a strongly positive bounded linear operator. Applying Theorem 20, we obtain the following result. 
x 0 ∈ H, z n = (1 − θ n )x n + θ n T 1 x n , y n = β n z n + (1 − β n )T 2 z n , x n+1 = (I − ηα n A)y n ,
with the conditions {α n }, {θ n } and {β n } are the sequences such that: Then, the sequence {x n } generated by (36) converges strongly to a solution of (35).
Proof. The proof follows Remark 4 and Theorem 20.
Finally, we consider the regularized minimization problem:
Here, α > 0 is the regularization parameter, g be a convex real-valued function with L-Lipschitz continuous gradient ∇g. We can see that the gradient ∇g α = ∇g + αI is (L + α)-Lipschitzian and α-strongly monotone. Applying Theorem 20, we obtain the following result.
Theorem 22. Let H be a real Hilbert space and g be a convex real-valued function with L-Lipschitz contin-uous gradient ∇g. Let T 1 : H → H be a k-demicontractive mapping and T 2 : H → H be a quasi-nonexpansive mapping such that Γ := Fix(T 1 ) ∩ Fix(T 2 ) = / 0. Assume that 0 < η < 2α (L + α) 2 , I − T 1 and I − T 2 are demiclosed at origin. Let {x n } be a sequence defined as follows:
x 0 ∈ H, z n = (1 − θ n )x n + θ n T 1 x n , y n = β n z n + (1 − β n )T 2 z n , x n+1 = (I − ηα n ∇g α )y n ,
with the conditions {α n }, {θ n } and {β n } are the sequences such that: Then, the sequence {x n } generated by (38) converges strongly to a solution of (37).
Conclusion
In this work, we introduce and analyze a new iterative method based on a general iterative method with strongly accretive operator for approximating a common fixed points of quasi-nonexpansive and demicontractive mappings which is also the solution of some variational inequality problems in real Banach spaces. Our results are used to solve some constrained optimization problems. The class of demicontractive mappings contains those of quasi-nonexpansive, strictly pseudo-contractive and nonexpansive mappings as subclasses. The results obtained here extend and unify the result of Moudafi [14] , Xu [19] , Marino and Xu [10] , Sow [18] and most of the recent results in this direction. T h i s p a g e i s i n t e n t i o n a l l y l e f t b l a n k
