Introduction
The departure from normality of a matrix, like the condition number of a matrix, is a real scalar that c m be used to compute bounds for various matrix computations. For example, departure from normality can be used to bound the powers, inverses, spectral variation, and fields of values of nonnormal matrices [5] or bound the spectral norm of matrix functions [l] . Unfortunately, the departure from normality of a matrix is impractical t o compute if a matrix is large and its eigenvalues are unknown. The main result of this paper is a simple formula for computing an upper bound for the departure from normality of a matrix in the Frobenius norm. This new upper bound is cheaper t o compute than the upper bound derived by Henrici [ 5 ] , and it is sharp for any matrix with eigenvalues that are horizontally or vertically aligned in the complex plane. The practical significance is that the new upper bound can be used in computing bounds for many of the matrix computations described in [l,5] . The outline of this paper is as follows. In $2, we establish notation, motivate the definition of the departure from normality of a matrix, and give Henrici's upper bound for departure from normality [5] . In 53, we derive a new upper bound for departure from normality and prove that it is sharp for certain classes of matrices. In $4, we conclude with some numerical results that compare the tightness of Henrici's bound and the new bound.
Preliminaries
Let A = (c6;j) denote an n x n complex matrix and let A" = Normal matrices include Hermitian matrices, skew-Hermitian matrices, unitary matrices and, in general, any matrix that is unitarily similar to a diagonal matrix. Hence, any Schur decomposition of a normal matrix gives where T = 0. For a matrix that is not normal, it is convenient to quantify its departure from normality in terms of a norm of T . Any matrix norm can be used; however, the Frobenius norm of T is a natural choice since it is easy to compute and its value is the same for a l l Schur decompositions. The Schur decompositions in (18) show that A has eigenvalues X(A) = {1,2,3} and that A is nonnormd since R1 and R2 are not diagonal matrices. Moreover, the strictly upper triangular parts of the decompositions show that depF(A) := IlTll~ = a. 
A Sharp Upper Bound
In deriving an upper bound for depF(A), a trivial bound comes from its definition:
We can obtain better upper bounds for depF(A) by manipulating expressions that arise after splitting A into its Hermitian part M and skew-Hermitian part N . 
PPOO~:
Frobenius norm, and the functions a(-) and S(.):
The following chain of equalities follows directly from the definitions of the Equations (26) and (27) show that depF(A) can be defined in two different, but equivalent, ways: Numerous examples can be contrived for which the new bound is tighter than the Henrici bound or vice versa. In general, the new bound is preferable since the Henrici bound is an O ( n 3 ) computation and the new bound is an O ( n 2 ) computation. It is sometimes possible to further improve the new bound by rotating A -a1. For complex matrices, the eigenvalues of A -a1 can be arbitrarily distributed and the best rotation 6 can not be determined a priori. For real matrices, the eigenvalues of A -a1 occur in complex-conjugate pairs and the new bound is minimized for 6 E (0, T, T , ?I>. Note that the implicit use of 0 = 0 has the advantage that the new bound reduces to zero for Hermitian and skew-Hermitian matrices. Unfortunately, for normal matrices whose eigenvalues are not horizontally or vertically aligned, the new bound does not reduce t o zero.
In contrast t o the improvements for the new bound, the Henrici bound is unaffected by complex shifts and rotations of A. This is so because, for complex shifts of A ,
The same simplification (51)-(53) also occurs for the more general case of e-is (A-d) .
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