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Introduction
Clustering a set of points into a few groups is frequently used for statistical analysis and classification in numerous applications, including information retrieval [6, 7, 8, 251 , facility location [lo, 291, data mining [2, 271, spatial data bases [9, 19, 241, data compression [22] , image processing [18, 261, astrophysics [21] , and scientific computing [5] . Because of such a diversity of applications, several variants of clustering problems have been proposed and widely studied. However, they all require a partition of a given set of points into clusters that optimizes a given objective function. In this paper we present efficient algorithms for several clustering problems.
Problem statement and our model. Let S be a set of n points in a d-dimensional metric space (li@ , p), and k 5 n a positive integer. A k-clustering of S is a partition C of 5' into k subsets 5'1,. . . , Sk. Each Si is called a cluster and k is called the number of clusters. We define the size of a cluster Si to be the maximum distance (under the pmetric) between a fixed point q, called the center of the cluster, and a point of Si. The size of a k-clustering C is the maximum size of a cluster in C. Such a clustering is called center k-c1ustering.l The underlying metric p depends on the application.
The so-called k-center problem is defined as follows: Given a set S of n points in a d-dimensional metric space (lRd, p) and an integer k, compute a k-clustering of S of the smallest possible size. The k-center problem can be formulated as covering S by k congruent disks (under the pmetric) of the smallest possible size. If the centers of the clusters are required to be a subset of the input points, the problem is called the discrete k-center problem.
In some applications (e.g., facility location [lo, 291, astrophysics [21] ), not only the size of a cluster is important but also the number of points in the cluster. We can generalize the notion of k-clustering as follows. Given an integer L > 0, an L-capacitated k-clustering is a k-clustering in which there are at most L points in each cluster. Given a capacity L, the L-capacitated k-center problem is to compute a k-clustering of the smallest size so that each cluster has at most L points.
Previous
results. There is a vast literature on clustering problems, see, for example, the books [3, 10, 171 , the survey paper [1] , and the references therein. Even the simplest clustering problems are known to be NPHard, including the Euclidean k-center problem in the plane [12, 23] . In fact, it is NP-Hard to approximate the 2-dimensional k-center problem within a factor smaller than 2 even under the L,-metric [ll] . The greedy algorithm by Gonzalez [13] gives a 2-approximation algorithm for the k-center problem in any metric space. This algorithm requires O(kn) distance computations. The running time was improved by Feder and Greene [ll] to O(nlog k) for any L,-metric.
Several efficient algorithms have been developed for Euclidean and rectilinear k-center problems when k is small. See the survey by Agarwal and Sharir [l] for a summary of such results.
The algorithm described by Gonzalez [14] can solve the planar k-center problem under the L, metric in no (l) time, when the points lie in a horizontal strip of height 1; it can be extended to higher dimensions.
lAnother commonly used definition of the size of a cluster Si is the maximum distance between any two points of Si. Such a k-clustering is called a pairwise k-clustering. The size of a Icclustering is the maximum size of a cluster in C.
658 Hwang et al. [16] gave an n"tfi)-time algorithm for the Euclidean k-center problem in the plane. Their algorithm is based on the following property: If S can be covered by k congruent disks of radius r, then there exist a set D of k disks of radius T and a line C so that D covers S, each disk of D contains two points of 5' on its boundary, e intersects O(G) disks of D, and at most 2k/3 disks of D are contained in each of the halfplanes bounded by L. Using this property, they develop a dynamic-programming based algorithm that determines in no(&) time whether S can be covered by k disks of radius r. By doing a binary search, they compute an optimal k-clustering. This approach can be extended to the La-metric as well [28] . In another paper, Hwang et al. [15] gave an n"(\/Tc) time algorithm which also works for the Euclidean discrete k-center problem.
Not much is known about the capacitated k-center 'problem. Bar-Ilan et al. [4] gave the first polynomial time approximation algorithm for the capacitated kcenter problem, achieving an approximation factor of 10. They also proposed an approximation algorithm for the capacitated problem with fixed cluster size. The algorithm approximates the minimum number of clusters by a factor of [inn] . Khuller and Sussmann [20] improved the approximation factor for capacitated kcenter to 6 (5 for a slightly different version of the problem). Recently Shmoys et al. [29] presented approximation algorithms for some generalizations of the capacitated k-center problem, using relaxation techniques.
Our results. One of the main results of this paper is an n"(k'-l'd)-time algorithm for the k-center problem in I@, under any L,-metric (Subsection 2.1). In fact our algorithm works for more general metrics, as discussed at the end of Subsection 2.1. For the sake of simplicity, we will describe the algorithm for the L,-metric in the plane. In this case our algorithm is based on following observation: If S can be covered by a set C of k congruent squares, then either S lies in a horizontal strip of width & + 2 or there exists a a horizontal line e that intersects at most fi squares of C. Using this observation and the algorithm by Gonzalez [14] , we develop a dynamic-programming based algorithm for finding an optimal solution. Our approach also yields an n"(k'-"d)-time algorithm for the discrete k-center problem in Rd.
Recall that the algorithm by Hwang et al. [16] also runs in time no(&) for d = 2. Our algorithm is however not only considerably simpler than theirs, but the constant hidden in the big-Oh notation is also smaller. Moreover, our algorithm is straightforward to extend to higher dimensions.
In Subsection 2.3 we describe a simple (1 + E)-approximation algorithm for the k-center problem, whose running time is O(nlogk) + (k/e)"("l-l'd).
It combines the greedy algorithm by Gonzalez [13] with our algorithm for computing an optimal k-center. Finally, we study the capacitated k-center problem in Section 3. Our exact algorithm does not extend to the capacitated k-center problem for all ranges of capacity (see Subsection 3.2 for a more detailed discussion), but we present an no(&)-time algorithm for computing an L-capacitated k-center under any L,-metric in the plane, provided that L = O(1) or L = fl(n/&).
Our argument can be generalized to higher dimensions too. Finally, we present a simple approximation algorithm for the capacitated k-center problem.
The Exact Algorithm
In this section we describe a subexponential algorithm for computing the optimal k-center for a set S of n points in I@. For simplicity we describe the algorithm for the L, metric, though it works for other metrics too. As noted above, the k-center problem under the L, metric can be formulated as covering S by k congruent hypercubes of the smallest possible size. The following is a well known result. LEMMA 2.1. Let S be a set of points, and IS* be the size of the optimal k-clustering of S, under L,. Then, C* = d,(pi,pj)/2 for some pi,pj E S. By the above lemma, twice the size of an optimal kclustering is one of the O(n2) distances (under the L, metric) between any two of the input points. The algorithm performs a binary search on the set of these distances, testing at each step whether S can be covered by k congruent hypercubes of size 0, for some given r~ > 0. A similar lemma holds for any LP metric. It thus suffices to describe an algorithm for the decision problem. We present the decision procedure for the planar case first, under the L, metric (Subsection 2.1), and then discuss how to extend our algorithm to the La metric and to higher dimensions (Subsection 2.2).
Even for moderate values of n, the decision procedure of Subsection 2.1 is not practical. However, we can obtain a faster algorithm if we accept an approximate solution for the k-center problem. We present such an algorithm in Subsection 2.3.
2.1
The Decision Procedure in IR2
Assume without loss of generality that u = l/2. In this case, the problem is to decide whether S can be covered by k unit squares (i.e. squares of side length l), and if so, to return such a cover. --n n where (zi, yi) is the lower left corner of the square Ci, 1 5 i 5 q, and x1 5 22 5 . . . 5 xg. Given a set 5' of n points, the optimal cover of 5' by unit squares is the cover C* whose index is maximal in the lexicographic order.
An immediate observation is that the optimal cover of 5' has the minimum number of squares among all the covers of 5'. By definition, the optimal cover is unique. We define a subcover of 5' to be a set of squares that cover some subset of S.
DEFINITION 2.2. A square is called anchored if it
has at least one input point on its left side and one (not necessarily different) input point on its bottom side. We arbitrarily choose one such point for each of the left and the bottom sides, and we call these two points the anchors of the square. Let C be a cover of S. We say that C is an anchored cover if all of its squares are anchored, and for each square we can choose anchors that are not covered by any other square of C (see Figure 1 ).
. . Fl . . Following an argument similar to the one in [14] , we can prove the following lemma. LEMMA 2.2. The optimal cover of S is an anchored cover.
Given an integer Ic, our algorithm will either compute the optimal cover (if the number of squares in the optimal cover is at most k), or it will return that S cannot be covered by k squares. The algorithm is based on the following property of the optimal cover, which we prove later in the section: there exists a set of horizontal lines that divide the plane into strips, so that any strip that contains input points has height at most 6 + 2, and so that each of these lines intersects at most fi squares of the optimal cover. We refer to these strips as "thin" strips. We compute the optimal covers within these strips and then take their union. Extra care is taken to handle squares that intersect the strip boundary. We show that the lines can be chosen out of a finite set of lines, and we use dynamic programming. To compute the optimal cover on a thin strip, we use a modified version of the algorithm by Gonzalez [14] , which we refer to as the Strip Algorithm. We present the main ideas of Gonzalez's algorithm below.
Strip Algorithm. Let S be a set of n points lying in a horizontal strip of height 1. Gonzalez describes a sweepline algorithm for computing a cover of S by the minimum number of squares. His algorithm relies on the following lemma, whose proof follows from a simple packing argument.
LEMMA 2.3. [14] Let S be a set of n points lying in a horizontal strip of height 1. Every vertical line intersects at most 21-1 squares of the optimal cover of S.
The algorithm sweeps the plane from left to right and maintains a family F = {Cl,. . . ,C,} of subcovers with the following properties: (ii) Let C' be the subset of squares in the optimal cover of S that do not lie entirely to the right of the sweep line. Then C' E 3.
Condition (ii) and Lemma 2.3 imply u = O(n41V2)
. Whenever the sweep line passes through a point of S, the algorithm updates the set 7 so that conditions (i) and (ii) are satisfied. See the original paper [14] for details. We can easily modify this algorithm to compute the optimal cover of S (see Definition 2.1).
Handling thick strips. If S does not lie in a strip of bounded height, we divide the plane as discussed above, using lines from a finite set H, which we define below. We will prove that choosing lines only from H is suflicient to obtain the correct result.
Let Y be the set of y-coordinates of vertices of anchored squares, i.e., Y = {y(p), y(p) + 1 ] p E S}. We choose X to be a small constant so that X < ]y -y/]/2 for any distinct y, y' E Y. Then, the set H is defined as follows.
LEMMA 2.4. Let S be a set of n points lying in a horizontal strip w, and let C be a cover of S with at most k squares. If the height of w is greater than fi + 2, then there exists a line h E H lying in the interior of w that intersects at most 4 squares of C.
Proof. Let ei and Cs denote the lower (resp. upper) boundary of w, and let Ci, .!i E H be the lines that lie immediately above L1 and immediately below .&, respectively. If the distance between 4 and l:, for i = 1,2, is greater than 1, it is easy to observe that L{ does not intersect any square of C, and we can choose h = ei. So assume that the distance between .ei and li is smaller than 1, for i = 1,2. Then, the horizontal strip w' bounded by J?; and e), has height greater than 4. Fix an arbitrarily small parameter E and divide w' by equidistant horizontal lines hi, . . . , h,, so that the distance between hi and hi+1 is 1 + e, the distance between .!!i and hl is E, and the distance between h, and ea is at most 1 + E. Then, no square intersecting hi can intersect hi+1 . Sup pose that each hi intersects more than & squares of C. Then, r < C/d I 4, and the height of w' is at most E + (1 + E)T < fi + ~(1 + fi).
Choosing E sufficiently small, we obtain a contradiction with the fact that w' has height greater than A.
Hence, there exists an hi that intersects at most 4 squares of C. If hi E H, choose h = hi. Otherwise, let h-, h+ be the horizontal lines of H that lie immediately below and above hi. Clearly, h-, h+ lie in w', hence they lie in w and are different from the boundaries of w. Using the condition on X, it is easy to prove that at least one of the lines h-, h+ intersects at most & squares of C, and can thus be chosen as the line h. 0 DEFINITION 2.3. (i) For any h E H and 27 C l?, we say that (h, 2)) is a canonical pair if all squares in 23 intersect h, and 0 I IDI 5 &.
(ii) We define a c-strip to be the triple T = (w, A, S), where w is a horizontal strip with lower boundary ei and upper boundary Cz, so that (ei, d) and (&, Z?) are canonical pairs. Let S, C S be the set of input points that lie in w, but not in any square of A U 23. We define C,, the optimal cover associated with T, to be the optimal cover of S,.
(iii) A c-strip T = (w,d, a) is legal if no square of C, intersects the bound,ary of w, and IC, U A U I31 5 lc. Otherwise, r is illegal.
Using Lemma 2.4, we obtain the following result. LEMMA 2.5. Let r = (w,d,Z?) be a legal c-strip of height greater than & + 2. If S, # 8, there exists a canonical pair (h, D) so that h divides w into two strips w-, w+, each of height strictly less than the height of w, and so that r-= (w-,d,D) and r+ = (w+,V,B) are legal c-strips. Moreover, C, = C,-UC,+ U (D \ (A U 0)).
Proof. By Lemma 2.4, there exists a line h E H that intersects at most 6 squares of C,. Let D be the set of squares of C, U A U x3 intersected by h. Then r-= (w-,A,?)) and 7+ = (w+,D,Z3) are c-strips. Let Ci (resp. Cz) be the set of squares of C, that lie strictly below (resp. above) h. It is easy to show that Ci (resp. Cz) is the optimal cover of S,-(resp. S,,). Since r is a legal c-strip, no square of Cr U Cz intersects the boundaries of T. Also, (Cl U AU DD(, (Cz U D U l31 5 IC, U A U DI 5 Ic. Therefore, r+ and T-are legal cstrips.
Obviously
Decision Algorithm. In the following, we say that a c-strip T is thin if the height of w is at most 6 + 2. Otherwise, T is thick. Lemma 2.5 suggests the following recursive algorithm.
Start with a legal strip TB that contains all input points. If TB is a thin strip, compute C,, using Strip Algorithm.
Otherwise, divide TB into two smaller legal strips by a canonical pair (h, Do>, and solve the problem recursively on each one of the strips. Instead of considering all possible ways of dividing a thick legal c-strip, we use dynamic programming and work our way up the recursion tree, starting from the leaves that correspond to thin strips. We now describe the algorithm in more detail.
The algorithm builds a table, each of whose entries is indexed by a c-strip T = (w, A, 23). If T is legal, the entry stores k(7) = IC,l and the index I(T) of C7; otherwise,
is set to 00 and I(T) is undefined. Fill the entry T as follows: If S, = 0, then /C(T) = 0 and I(T) has co on all positions. If T is a thin strip, compute C, using the strip algorithm for S,. If any square of C, intersects a boundary of w or if IC, U A U BI > k, set /C(T) = co, and I(T) is undefined; otherwise, store k (7) and I(T). Finally, if T is a thick strip, compute all canonical pairs (h, D) for which h lies inside w. For each canonical pair (h,D), let w-(resp. w+) be the portion of w lying below (resp. above) h, and let T-= (w-, d, D) and T+ = (W+,2),B).
Compute
= min(r) if min(r) + Id U al I k, and I = 00 otherwise. If (h*,D*) is the pair for which this minimum is attained and /C(T) # 00, then I(T) is the index of C,: U CT; U (D* \ (-4 U 23)) (T?, T; =e the two c-strips determined by (h*, D*)). This index can be computed in O(lc) time from I(T?.) and I(T;). If there is a tie for the minimum, always choose the canonical pair that maximizes I(T).
Let the horizontal strips be sorted in the increasing order of their heights: wi , ws, . . . Fill out all entries having wi as the first component of the index before computing the entries with wi+i in their index. Let wB be the strip bounded by the lowest and highest lines of H. The entry corresponding to TB = (wB,~, 0) gives the size and the index of the optimal cover of S, if S can be covered by at most k unit squares. If k(?-8) 5 k, the algorithm returns "yes", together with k(TB) and I. Otherwise, the algorithm returns "no".
To analyze the running time, we need an estimate on the number of possible c-strips. There are O(n2) different choices for w. There are O(n"*) different choices for each of d and 23 (because the squares are anchored, we need two input points to specify a square), and so the table size is O(n 4'@2). The running time for Strip Algorithm is O(n4fi+8 ). For a large c-strip, the time to fill out its entry is proportional to the number of canonical pairs, which is U(n2&+').
Hence, the total running time is T = O(n '&+'O). The correctness of the algorithm can be proved by induction on the width of the c-strips. Due to lack of space, we do not present the proof here. We conclude with the following result. THEOREM 2.1. If S is a set of n points in the metric space (R2, L,), we can find the optimal k-clustering of S in time O(nsfi+lo).
If the underlying metric is La, the decision problem becomes whether S can be covered by k circles of diameter 1. The index of a set of disks Di, . . . , D, is defined similarly as the index of a set of squares, except that (xi, yi) is the center of the disk Di. A disk in a cover is anchored if it has two input points on its boundary that are not contained in any other disk of the cover. Any cover can be transformed into a cover with only anchored disks, without increasing the number of disks in it. We define the optimal cover of S to be the index maximal set of anchored disks that cover S. Using arguments similar to the above, we can still prove a claim similar to Lemma 2.4 and modify the algorithm in a straightforward manner. The asymptotic size of the table and the asymptotic running time of Strip Algorithm remain the same. Omitting all the details, we conclude with the following. THEOREM 2.2. If S is a set of n points in the metric space (l.R2, Lz); we can find the optimal k-clustering of S in time no(&).
REMARK 2.1. The algorithm can be modified to solve the discrete k-center problem, as well. The techniques presented in this paper extend to any metric p for which the following conditions are met: the unit disk under the metric p has constant complexity and constant aspect ratio, and a unit square can be covered by a constant number of unit disks under the metric p. In particular, the algorithm computes the optimal k-clustering of a set S of n points, under any L, metric, in time no(&).
The Decision Procedure in II@
The main ingredients we need for computing the exact cover in I@ are the Strip Algorithm in JR? and an extension of Lemma 2.4 to higher dimensions. We define a strip to be the intersection of 2d -2 halfspaces of the form xi 2 ai and xi < bi, for 1 5 i 5 d -1, where ai, bi E JR. We denote by xi(p) the ith coordinate of the point p. We denote by l? the set of all unit-length anchored hypercubes. Let Xi = {xi(p), xi(p) + 1 ( p E S}, for 1 5 i 5 d -1. Choose a small constant X so that X < 1x -x/1/2 for any distinct x,x' E Xi, and for any i E {l,..., d -1). We define the set H as follows: for eachi E {l,...,d-1}, and for every element Q E Xi, H contains two hyperplanes xi = (Y + X and xi = o -X, normal to the xi-axis. Formally, 
. (i) For any h E H and D & I, (h, 2>) is a canonical pair if IDI 5 (d -l)-lldkl-l/d
and all hypercubes in 27 intersect h.
(ii) We define a c-strip to be the tuple r = (w,dl,d;,... ,dd-~,d&-~), where w is a strip with boundary hyperplanes hl, h',, . . . , hd-1, hb-,, so that hi, hi are orthogonal to the ith direction, and (hi, A), 04, A:) are canonical pairs for any i E (1,. . . ,d-1).
The definitions of a legal (resp. illegal c-strip), and of S, and C, are identical to those in Subsection 2.1. A c-strip r is thin if the distance between hi and hi is at most (d -l)'ldklld + 2 for any pair hi, hi of boundary hyperplanes of w. Otherwise, r is thick. Lemma 2.3 can be generalized as follows: if the points lie in a strip of width at most 1 in each of the first d -1 directions, any hyperplane normal to the z&axis intersects at most 21de1 -1 hypercubes of the optimal cover. Strip Algorithm works in time n"(dzd-') on strips of width at most 1 in any of the first d -1 directions. The generalization of Lemma 2.4 is as follows. LEMMA 2.6. Let S be a set of n points lying in a horizontal strip w, and let C be the optimal cover of S with at most k squares. If the width of w is at least (d -l)lldklld + 2 . an some direction i _< d -1, then there exists a hyperplane h E H orthogonal to the xi-axis and lying in the interior of the strip, that intersects at most (d -l)-lldkl-lld hypercubes of C.
An entry in the table is indexed by a tuple representing a c-strip, and the entries are filled by a similar algorithm. We obtain the following result. THEOREM 2.3. If S is a set of points in the metric space (Rd, L,), we can find the optimal k-clustering of S in time n"(kl-"d).
The Approximation Algorithm
In this subsection, we present an approximation algorithm for the k-center problem that returns a (1 t e>-approximation of the optimal cover. More precisely, we want to solve the following problem: Given a set S of n points, an integer k 5 n, and a real parameter E, 0 < E < 1, compute a k-clustering of S of size (1+e)a*, where c* is the size of an optimal k-clustering OfS.
We present the algorithm for the L, metric in the plane. It can also be adapted for any &-metric and for higher dimensions. First, compute a real number 00, so that u* 5 uc 5 2u*, using the algorithm by Feder and Greene [ll] in time O(n log k). Let 2 be a grid of size S = 00c/3, i.e. 2 = {(is, jS) 1 i, j E Z}. Let P be the set of grid points v, so that at least one of the grid cells adjacent to v contains a point of S. See Figure 2 . Next, compute the optimal cover of P, using the algorithm described in the previous section. Suppose the algorithm returns C = {Cl, . . . , Ck} as the optimal cover of P, and that the size of each square Ci is err. For each Ci E C, let Cj be the square with the same center as Ci and of size 02 = ui + uee/6. Return C' = {C{, . . . , CL}.
The proof of correctness of the above algorithm follows from the following lemma, whose proof is omitted. LEMMA 2.7. (i) C' is a cover ofS; (ii) o2 5 (l+c)u*.
An easy calculation shows that IPI = O(k/c2). Extending this approach to higher dimensions and to any L, metric, we obtain the following result. THEOREM 2.4. Given a set S of n points in the metric space (Rd, Lp), we can find a cover of S of cluster size (1 + E)U* in time O(nlog k) + (k/c)"(kl-"d).
The Capacitated k-center Problem
In this section, we propose a sub-exponential algorithm for the L-capacitated k-center problem in the ddimensional space, provided that L, the maximum number of points in a cluster, is either Q(n/kl-lld) or O(1). Due to lack of space we describe the algorithm only for 663 d = 2. We assume that the points sre in general position. The overall approach is similar to that in Section 2. For simplicity, we describe the algorithm in IX2 under the L, metric. Using the same ideas as discussed before, the algorithm can be extended to higher dimensions and to the L2 metric. Under the L, metric, the decision problem for the L-capacitated k-center can be formulated as follows: Let S be a set of n points in the plane and k and L be two positive integers. Do there exist k unit squares and an assignment of points to these squares, so that each point p of S is assigned to onk of the squares containing p and each square is assigned at most L points? If the answer is "yes," the algorithm should return a set C of at most k squares and an assignment function x : S + C that satisfies the required conditions. We will therefore denote the output as (C, x). Throughout this section, by a cover of S we will mean a L-capacitated cover of S with unit squares, together with an assignment function satisfying the required conditions. We will use the term smallest cover to denote a cover with minimum number of squares.
We define anchored squares and anchored covers as in Definition 2.1, except that we replace the phrase not covered by any other square of C by assigned to that square. It is useful to identify a square with its anchors. Since the points are in general position, all squares in an anchored cover are distinct.
Decision Algorithm
We now describe our decision algorithm for the Lcapacitated k-center problem, when L = fi(n/&) or L = O(1). The restriction on L comes from the fact that we use a modified version of Strip Algorithm, called Capacitated Strip Algorithm, and we can prove that this algorithm works only for the restricted values of L specified above (see Subsections 3.2 and 3.3) .
The general approach is similar to that of Section 2: the plane is divided into thin strips bounded by lines in H, and we compute smallest anchored covers within these strips, assuming there exists a cover of size k, and then take their union. Extra care is taken to handle squares that intersect the strip boundaries, and to insure that the load constraint is not violated. We start with the strip containing all input points. If the strip is not thin, we divide it into two smaller strips and recursively solve the subproblems thus created on these strips. We use dynamic programming to obtain an efficient algorithm.
Each subproblem is of the following form. Let w be a horizontal strip whose bottom (resp. top) boundary is a line Ci (resp. &) in H. Let A c I' (resp. a s I') be a set of at most & anchored squares intersecting ei (resp. Intuitively, 'D is a guess on the set of squares of (CT, x7) that are assigned points both from w-and from w+, and Ln is a guess on how many of the points of S, that lie in w-are assigned to each square of 2). By Lemma 2.4, there exists a line h E H that intersects at most 4 squares of C,. Therefore there exists a canonical pair compatible with T that determines two c-strips T-, T+ so that C, = C,-U CT+, and x7-, x7+ are the restrictions of x7 to the subsets of S, lying in w-, w+ respectively. Let k(T) denote the size of a smallest cover (C,, x7) compatible with 7. We compute
where the minimum is taken over all canonical pairs compatible with T. Let k(T) = min(~) if min(T) 5 k, and k(T) = 03 otherwise. If k(T) # co, we can ahO maintain a smallest cover compatible with T.
The table size is O(n4fi+2 . L2&) = no(fi), and Capacitated Strip Algorithm runs in no!&) time (see Theorem 3.2), so the running time of our algorithm is no (&) . Putting it all together, we obtain the following result. In the next two subsections we describe Capacitated Strip Algorithm. Subsection 3.2 proves some properties of a capacitated cover needed for the algorithm.
Properties of Capacitated Covers
Recall that Lemma 2.3 lies at the heart of Strip Algorithm. Unfortunately, this lemma does not hold for capacitated covers. In particular, we can construct a counterexample of a set S of n points lying in a horizontal strip of height 1, so that for any smallest cover (C, x) of S, there are vertical lines that intersect R(L . 1) squares of C (see Figure 3 ): Points in S consist of L *l/2 clusters, each containing L points and lying in a unit square. Each such unit square has one point in its upper left corner and L -1 points very close to its lower right corner (represented as the small black rectangle). The squares form l/2 groups, each consisting of L squares. All groups lie in a rectangle of height I and width 2, and they are sufI6ciently far from each other so that no unit square can cover points from two distinct groups. The clustering in the figure is the only smallest L-capacitated clustering of the points. The vertical line e intersects R(L .l) squares. Proof. Let L 2 A-n/l, for some constant A 5 1, and let C be a smallest cover of S. We claim that any vertical line intersects at most (2 + l/A)Z -1 squares of C. Suppose to the contrary that there exists a vertical line d that intersects a set Cl E C of at least (2+ l/A)1 squares. Note that Ce lies in a rectangle R of width 2 and height 1, centered at e. All points of S lying in R, and thus all points assigned to squares in Cl, can be covered by at most 21 squares. If some square covers L' > L points, we assign L of the points to that square, and create a new square that covers the remaining L' -L points. We repeat this procedure until all squares satisy the load constraint.
Because L 2 A . n/l, we create at most l/A -1 new squares, for a total of (2 + l/A)1 -i. By replacing Ce with these at most (2 + l/A)1 -1 squares, we obtain a smaller cover of S, thereby contradicting the assumption that C is a smallest cover. cl A more interesting situation occurs when L = O(1). In general, a vertical line may intersect a(n) squares of a smallest cover, but we will prove a slightly weaker result that is sulhcient to extend Strip Algorithm. For any cover (C,x) of S, a square C of C is active at a vertical line f? if there exist two points p, q assigned to C, so that p lies to the left of or on L, and q lies strictly to the right of e.
LEMMA 3.2. Let S be a set of n points lying in a horizontal strip of height 1, and let L be a constant. There exists a smallest anchored cover (C, x) of S in which at most O(1) squares of C are active at any vertical line.
We prove the lemma using the following two results. The proof for the first result is an easy exercise, and we ship it here. LEMMA 3.3. Let S be a set of n points lying in a unit square, and let 1 5 L 5 n be an integer. There exists a smallest anchored cover (C,x) of S in which at most one square of C is active at any vertical line. LEMMA 3.4. Let&, ... , S,, be a family of pairwise disjoint sets of points in the plane, so that each Si lies in a unit square Ui. A square C in a cover of S = Uy="=, Si is called monochromatic if all the points assigned to C belong to one Si. There exists a smallest anchored cover (C,x) of S in which at most L"+l squares are not monochromatic.
Proof. We prove the claim for u = 2. The proof can be generalized to any u. Let (C, X) be a smallest anchored cover of S with the minimum number of nonmonochromatic squares.
For any pair i, j of positive integers, with i+j 5 L-l, denote by Mij c C the set of squares so that exactly i points of Sr and j points of Sz are assigned to each square of Mij.
We claim that IMijI < L. Indeed, if JMij( 2 L, then let Cl,. . . ,CL be L squares of Mij. Let Xi E Si, i E { 1,2}, be the set of points assigned to Cl,..., CL. Obviously, IXrl = iL, 1x21 = jL. Replace Cl,..., CL in C by i copies of the unit square Vi and j copies of the unit square Us, and assign L points of X1 (resp. X2) to each copy of Ur (resp. Ua). Translate each copy of VI (resp. UZ) so that it becomes an anchored square. If i + j < L, we obtain a smaller anchored cover of 5'; and if i+ j = L, we obtain a smallest anchored cover of S with fewer nonmonochromatic squares, a contradiction. The lemma is now immediate. 0 Proof of Lemma 3.2. Let U be a family of pairwise disjoint unit squares containing all points of S. For each Vi E U, let Si c S be the set of points contained in Vi. We say that two squares Vi, Uj E 2.4 are neighbors if the minimum distance between Si and Sj is at most 1. Since the squares in U are pairwise disjoint, any square Vi has at most 8 neighbors. Note that if a unit square in a capacitated cover is assigned points from a set Si and from some other sets, then any point assigned to that square is either contained in Vi or in some neighbor of Vi. Using this observation and the result of Lemma 3.4, it is not difficult to prove that there exists a smallest anchored cover (C, X) of S SO that, for each set Si, at most Lg squares of C are nonmonochromatic.
We construct another L-capacitated cover (C./,x') as follows: Let C* G C be the set of nonmonochromatic squares of C. Let Si denote the points of Si that are not assigned to any square in C*, and let (Ci, xi) be a cover of Si satisfying Lemma 3.3. Set C' = (UCi) U C*. Let x'(p) = x(P) if x03) E C*, and x'(p) = xi(p) if p E Si.
It is easy to see that (C', x') is a smallest L-capacitated anchored cover of S.
We show that there are at most O(1) active squares of (C', x') at any vertical line. Indeed, let C be a vertical line, and Re be the rectangle of height 1 and width 2 centered at C. We define Ue C U as the subset of squares that intersect Re. Because the squares in U are pairwise disjoint, l&l = O(1). Any square C E C' intersected by L lies in Re, and it is assigned only points contained in Ue. Hence, at most Lg * l&l squares of C' are nonmonochromatic and are intersected by L. From the way we obtained (C/,X'), the line e intersects at most l&l monochromatic active squares of C'. The total number of squares that are active at C is at most (Lg + 1) . l&l = O(1). Cl
The Capacitated Strip Algorithm
Let S' G S be a subset of m points lying in a horizontal strip w of height 1. Let A G I' be a set of anchored squares (with respect to S), and LA be a load function for A. We want to compute a smallest L-capacitated cover (C,x) of S' so that A G C, any square of C \ A is anchored with respect to S', and at most cd(C) points are assigned to each square C E A. The algorithm works for L = n(m/l) or L = O(1). We define a set T as follows.
T = {(p, q, r) I p, q E S', (p, q) are anchors of an anchored square C, T E S' n C}.
Intuitively, T denotes the set of all possible anchored squares (with respect to S'), along with the rightmost point assigned to them. For a square C E (C,x), the signature of C is the triple (p, 4, r) , where (p, q) are the left and bottom anchors of C and r is the rightmost point of S' assigned to C. For any subset C.' & C, the signature C on (C', x) is the set of signatures of squares in C'.
As in Strip Algorithm, we sweep a vertical line from left to right. A pair (C, x) is a subcower with respect to the sweep line if for every C E C \ A, points in the signature of C are assigned to C and all points to the left of the sweep line are assigned to a square in C, so that at most L points are assigned to any square of C and at most LA(C) points are assigned to any square C E A. For all other points in S', x is undefined. The algorithm maintains a family 3 = {(Cl, xi), (Cs, x2), . . .} of all possible subcovers (Ci, xi) that satisfy the following conditions: The signature Ci on the subset of active squares of Ci is distinct, and Ci has smallest size among all subcovers with signature 'Xi on their subset of active squares.
Initially, the sweep line is to the left of the leftmost point in S' and 3 = {(d, x)}, where x(p) is undefined for any p E S'. Whenever the sweep line passes through a point pi E S, we update the family 3 as follows, so that conditions (i)-( iii are maintained. Let (Cj, xj) be ) a subcover in 3. If xj(pi) is defined, we keep (Cj, xj) in 3. Otherwise, we delete it from 3 and add the following covers into 3 (i) If less than Q! . 1 squares of Cj \ A are active at the sweep line, we do the following.
For each triple (pi, q, r) E T so that xj (q) and xj (r) are undefined add the cover (Cj U C,, xi) to 3, where C, is the anchored square defined by (pi, q), and xi is defined as follows: X: (pi) = X$ (q) = X: (r ) = C, and xi (p) = xj (p) for all other points of S'.
(ii) Check whether xj can be modified without changing the signatures of the squares in Cj, so that pi is also assigned to a square of Cj U A containing pi and so that the required load constraints are observed. This can be done using a max-flow algorithm.-If there exists such an assignment xi, add (Cj , xi) to 3.
After repeating this step for all covers in 3 we check whether any two covers in 3 have the same signatures on their subsets of active squares. If two signatures Cj, Ck are identical, we delete the larger cover from 3. A.similar step is required in the original Strip Algorithm [14] (there, the algorithm checks whether any two;subcovers in 3 have the same set of squares intersected by the vertical line) and we refer the reader to that paper for an efficient implementation of this step. After the sweep line passes through the rightmost point of S, we return (C, x), w'here (C,x) E 3 so that C has the minimum size.
The correctness of the algorithm can be proved by induction on the position of the sweep line, using the following observation. There exists a smallest anchored cover (C", x*) of S' so that at most cr.1 squares of C* \d are active at any position of the sweep line. To prove this, let (C,x) be a smallest cover of S', and let S" = S' \ {p ] x(p) E A}. Apply Lemmas 3.1 and 3.2 to the set S" to obtain a smallest anchored cover (C', x') of S" with at most Q a1 active squares at any vertical line. Define C* = C' U A and x* = x' on S" and x* = x on S' \ S". Then, (C', x*) is a smallest anchored cover of S' with the required property. We show that our algorithm computes an L-capacitated cover of S' of size at most ]C* 1. Omitting all the details, we conclude the following. THEOREM 3.2. Let S' C S be a set of m input points in a horizontal strip of height 1, A be a set of anchored squares with respect to S, and LA be a load function for A. If L is an integer so that L = fl(m/Z) or L = O(1) we can compute a smallest L-capacitated anchored cover (C,x) of S' so that A C_ C and at most CA(C) points are assigned to each square C E A, in time rnO(l).
Approximation Algorithm
We conclude by presenting an approximation algorithm for the capacitated k-center problem. Given the set of points S, we define a (clk,czL,csu*) cover of S as a cover that uses at most cl k clusters, each containing at most c2L points, and of cluster size at most cs(~*, where cr* is the cluster size of the optimal solution. Khuller and Sussmann [20] gave a polynomial algorithm for computing a ((2/c)k, CL, 20;) cover, for any c > 1.
We present an algorithm that computes a (&k, (1 + r])L, (1 + ~)a*) cover of S, for any E, 7 so that 0 < E, q < 1; The algorithm proceeds as follows: Compute a cover C that is an (1 + E) approximation of the optimal uncapacitated cover of S. For each C E C, let unassigned(C) be the number of points covered by C and not yet assigned to any square (initially, all points are unsssigned). Let unassigned(C) = qL + Q, 0 5 a 5 L -1. If Q < qL and q 2 1, create q copies of C, else create q + 1 copies of C, and assign the unassigned(C) points evenly to C and its copies. Return the union of all these squares, together with the assignment. THEOREM 3.3. Given a set of points S, and k, L two natural numbers, we can obtain a (&k, (1 + q)L, (1 + ~)a*) cover of S in time O(nlog k) + (k/e)"(t/iF).
