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Abstrakt
Tato bakalářská práce se věnuje klasifikaci výrobních dat pomocí algoritmů: neuronové
sítě, rozhodovací stromy a naivní bayesovský klasifikátor.  Z  neuronových sítí se věnuje
dopředným vícevrstvým sítím s učícím algoritmem backpropagation. V bakalářské práci
jsou  tyto  algoritmy  popsány a  zhodnoceny jejich klady a  zápory.  Další  část  práce  se
zabývá vývojem programu v jazyce C# pro tvorbu těchto algoritmů. Poslední část práce je
věnována  zhodnocení  dosažených  výsledků.  Bakalářská  práce  obsahuje  ukázku
vytvořených  klasifikačních  modelů  rozhodovacího  stromu  a  naivního  bayesovského
klasifikátoru. 
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Abstract
This  thesis  deals  with  the  classification  of  production  data  using  algorithms:  neural
networks,  decision trees and naive bayesian classifier.  The neural network is  dedicated
forward multilayer networks with a learning algorithm of backpropagation. In thesis, these
algorithms are described and evaluated their pros and cons. Another part deals with the
development of the program in C# for creating these algorithms. The last part is devoted to
the evaluation of the results. Bachelor thesis contains a sample of generated clasification
models decision tree and bayesian classifier.
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Úvod
Cílem  bakalářské  práce  je  navrhnout  a  realizovat  program  pro  analýzu  dat
z výrobního procesu v jazyce  C#. Výsledkem analýzy bude klasifikace výrobních dat
z hlediska  typu  závady.  Bakalářská  práce  se  zabývá  problematikou  klasifikace  dat
pomocí  třech  různých algoritmů,  kdy každý pracuje  na jiném principu.  Data  budou
analyzována  pomocí  algoritmů:  rozhodovací  stromy,  neuronové  sítě  a  naivní
bayesovský kasifikátor. 
První  kapitola  bakalářské  práce  se  zabýva  rozborem  a  ujasněním  pojmů
klasifikace.  Následujíci  druhá kapitola popisuje výrobní informační systém COMES,
pro který se program vytváří. Samotná implementace do systému není předmětem této
práce.  Třetí,  čtvrtá  a  pátá  kapitola  je  věnována  teoretickému  rozboru  jednotlivých
algoritmů, jejich využití, rozdělení a obecné charakteristice. Šestá kapitola je věnována
rešerši  softwarových  produktů  pro  analýzu  a  vyhodnocování  dat.  Sedmá  kapitola
popisuje programovací jazyk C#. V osmé kapitole je popsán postup řešení jednotlivých
algoritmů.  Devátá kapitola  se věnuje popisu implementace algoritmů v jazyce  C# a
desátá kapitola zhodnocuje dosažené výsledky.
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1. Klasifikace a predikce
Proces klasifikace se skládá ze dvou etap - učení a vlastní klasifikace.[1]
 Učení
V etapě učení vytváříme klasifikační model, který je schopen klasifikovat data
pomocí  trénovacích  dat  (vzorků  dat  u nichž  známe  výsledek  klasifikace,  tj.
třídu, do které patří).
 Vlastní klasifikace
Je použití modelu pro klasifikaci nových dat (jejich zařazení do tříd).
  Predikce
Označuje  proces  určení  dodatečných,  případně  chybějících  hodnot  atributů
analyzovaného  záznamu.  Jedním  z druhů  predikce  je  výše  zmiňovaná  vlastní
klasifikace,  kdy  se  určuje  dodatečný  atribut  představující  třídu  objektu  (atribut
diskrétního charakteru). [1]
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2. Výrobní informační systém COMES
Systém COMES je  produktem firmy Compas Automatizace  s.  r.  o.  Patří  mezi
výrobní  informační  systémy neboli  MES  systémy.  MES  systémy tvoří  v podnikové
hierarchii  přechod  mezi  podnikovými  informačními  systémy  (např.  typu  ERP)  a
řídícími  systémy  výroby  (technologických  procesů).  Slouží  k optimalizaci  a
zefektivnění výroby v podniku.[2]
COMES je otevřený systém založený na standardních produktech firmy Microsoft
na  vývojové  platformě  .NET  a  databázové  platformě  MS  SQL.  Systém  COMES
využívá  webové  technologie  a  architekturu  klient-server.  Uživatelské  rozhraní
jednotlivých modulů využívá Internet Explorer. Díky tomu není třeba na klientská PC
instalovat žádný další software, čímž se zjednodušuje správa systému. Systém COMES
je  řešen  modulárně,  lze  jej  upravovat  a  nastavovat  podle  konkrétních  požadavků
zákazníka.[3]
Moduly systému COMES [2]: 
1. COMES CCI
Je  komunikační  rozhraní  zajišťující  komunikaci  mezi  COMES  a  řídicími  systémy
výroby. 
2. COMES Logon
Základní modul systému. Zajišťuje přihlašování, správu uživatelů a zálohování systému.
Tvoří centrální rozhraní, které poskytuje data všech modulů uživatelům systému.
3. COMES Modeller
Slouží k tvorbě uživatelských aplikací. Přetváří data z výroby na informace použitelné
k optimalizaci  a  zefektivnění  výroby  v podobě  protokolů,  grafů  a  vizualizací
technologického  procesu.  Data  může  získávat  přímo  z technologického  procesu,
z ručních zápisů od operátorů do systému nebo z externích databází a souborů.
4. COMES Batch
Slouží  k řízení  nespojitých  výrobních  procesů.  Umožňuje  přenést  tvorbu  výrobního
kroku z řídícího  systému (např.  PLC) do nadřazeného Batch  systému.  Zjednodušuje
technologům změnu a úpravu výrobních postupů. Obsahuje tvorbu a správu předpisů,
řízení  výrobních  procesů  prostřednictvím  těchto  předpisů  a  automatické  generování
elektronického  záznamu  o výrobě (EBR).  Ten  může  nahrazovat  nebo  doplňovat
papírovou formu výrobní dokumentace. Modul je datově provázán s ostatními moduly
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(např.  k vyrobené šarži  umožňuje zobrazit  procesní  data  uložená  v modulu  COMES
Historian).
5. COMES Tracebillity
Modul určený ke sledování výroby z hlediska použitých materiálů. Vytváří genealogii
výrobku, podle které je schopen zpětně trasovat ve výrobní historii výrobku. Usnadňuje
nalezení  příčiny  neshody.  Modul  úzce  spolupracuje  s modulem  Modeller,  pomocí
kterého umožňuje vytvářet zákaznické uživatelské rozhraní.
6. COMES Historian
Modul je určen pro sběr a archivaci procesních dat z řídicích systémů. Pracuje se dvěma
typy dat:  trendy  (grafy) a  alarmy.  Práce  s trendy umožňuje  analýzu  procesních  dat
a provádění  výpočtů  s daty.  Nad  uloženými  daty  lze  vytvářet  vlastní  pohledy  -
uživatelské trendy a alarmové filtry.  Modul poskytuje uložená data dalším modulům
systému  COMES,  umožňuje  export  dat  do  formátů  Microsoft  Office  (.xls,  .csv).
Informace  je  možno  logicky  členit  s využitím  modelu  zařízení,  který  je  spravován
v modulu Logon [3].
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3. Neuronové sítě
Jednou z metod,  které  se  při  analýze  dat  používají,  jsou  neuronové  sítě.
Neuronová  síť  je  algoritmus  inspirovaný  architekturou lidského  mozku.  Mozek  je
tvořen  velkým  množstvím  vzájemně  propojených buněk  (neuronů), jež  spolu
komunikují pomocí elektrických impulzů. Jejich velkou předností je schopnost se učit a
analyzovat značně nelineární množiny dat. Proto se často používají k rozeznávání řeči,
ručně  psaného  textu,  odstraňování  šumu  nebo  rekonstrukci  poškozených  signálů.
Neuronové sítě se mohou v průběhu klasifikace doučovat a tím reagovat na dlouhodobé
změny. To jim dává velkou výhodu oproti jiným algoritmům [5] [9].
Základním prvkem umělé neuronové sítě je neuron, do něhož vstupuje velký počet
vstupů,  ohodnocený  vahami a  vystupuje  jeden  výstup.  Váhy jsou  jakousi  pamětí  a
inteligencí  neuronu,  jejichž  změnou  se  neuron  učí. Obecně  neuron  můžeme  popsat
podle tohoto vztahu :
(3.1)
ω i   synaptické váhy
x i vstupy
ω 0 práh
f (ω i , x i) aktivační funkce
y   výstup
Matematický model neuronu:
Obr.3.1 Matematický model neuronu
zdroj: http://i.iinfo.cz/images/160/evolucni-algoritmy-4-2.jpg
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y = f ((∑
i=1
N
ω i x i)+ω 0)
Neuron přijímá kladné a záporné podněty na vstupech a ve chvíli, kdy součet
těchto  podnětů  překročí  prahový  potenciál,  se  aktivuje.  Výstup  je  dán  hodnotou
aktivační funkce jeho vnitřního potenciálu. Jako aktivační funkce se nejčastěji používá
sigmoidní funkce, dále se používá skoková funkce nebo hyperbolický tangens [4].
Obr.3.2 Sigmoidní funkce
Z grafů aktivační funkce vidíme, že pokud je potenciál nízký, výstupem neuronu
bude 0. Je-li ale potenciál dostatečně vysoký, výstupem neuronu bude 1.
Z  matematického  modelu  je  vidět,  že  to,  co  ovlivňuje  výsledek,  jsou  váhy
ω 0 − ω n .  Tyto  váhy  představují  propustnost  signálu  –  tedy  ovlivňují,  kolik
zachyceného signálu se dostane do neuronu, kde zvýší potenciál. Naučené informace si
neurony uchovávají právě v různém nastavení hodnot těchto vah [5].
Neuron pracuje ve dvou fázích:
 adaptativní, kdy se mění jednotlivé hodnoty váhových koeficientů 
 vybavovací, kdy se vykonává naučená činnost.
3.1. Proces učení neuronové sítě
Při  učení  v neuronové  síti  dochází  ke  změnám vah,  síť  se  adaptuje  na  řešení
daného problému. V praxi se vahám přisoudí počáteční hodnoty, které bývají náhodně
zvolené.  Poté  se  přivede  na  vstup  sítě  trénovací  množina,  na  kterou  síť  poskytne
odezvu. Jsou dva typy učení: s učitelem a bez učitele. Před učením se váhy nastavují na
náhodné hodnoty [4].
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3.1.1 Učení s učitelem
Využívá se zpětné vazby. Na vstup neuronu je přivedena trénovací množina dat,
u níž známe výsledek.  Podle aktuálního nastavení vah vypočteme aktuální výsledek a
porovnáme  s očekávaným výsledkem.  Na  základě  odchylky aktuálního  výsledku  od
očekávaného upravíme váhy tak, aby se odchylka postupně zmenšovala. Následně se
síti předloží další vstup a proces se opakuje [4] [5] .
3.1.2 Učení bez učitele
Neexistuje žádný očekávaný výsledek. Neuronová síť se při učení chová tak, že
hledá v trénovacích datech ty se  společnými vlastnostmi.  Toto učení  se také nazýva
samoorganizace [4]. 
3.2. Backpropagation
Je  to  jeden z nejpoužívanějších  algoritmů pro učení  neuronové sítě.  Používa  se pro
učení vícevrstvých sítí bez zpětných vazeb metodou zpětného šíření chyby. Toto učení
je založeno na gradientní metodě, kde zjišťujeme, kudy chyba nejrychleji klesá. Chyba
se šíří zpětně přes všechny vrstvy. Jako přenosová funkce se používá sigmoidní funkce. 
V prvním kroku  se  na  vstup  neuronové  sítě  přivedou  trénovací  data  a  výsledek  se
porovná  s očekávaným  výsledkem.  Na  základě  odchylky  vypočteného  výsledku  od
skutečného výsledku se vypočítá velikost chyby [7]. 
(3.2.1)
Kde x j je vypočtená hodnota a y j je skutečná hodnota.
Chyba se zpětně šíří směrem od výstupní vrstvy zpět. Chybu neuronů ve skryté vrstvě
určuje součet chyb neuronů následující vrstvy vynásobených odpovídajícími vahami.
V druhém kroku, kdy už známe chyby pro jednotlivé neurony, můžeme podle




ij(t) znamená váhu mezí i-tým a j-tým neuronem v s-té vrstvě v t-tém kroku δ j
s
je
učící parametr, vyjadřující rychlost a přesnost učení, δ js jsou chyby neuronů ve vrstvě s
a yis výstup neuronu uvažované vrstvy [6].
Pro δ js platí [6]:
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δ j = x j− y j
w sij (t+1)=w
s




pro výstupní vrstvu platí [6]:
(3.2.2)
Kde M je počet vrstev, s = M-1,...,1; k je počet neuronů v dané vrstvě.
Proces  učení  se  opakuje  tak  dlouho,  dokud  je  celková  chyba  větší  než  předem
definovaná přesnost. Učící vzory se mohou předkládat neuronové síti i opakovaně, ale
nesmí se předkládat ve stále stejném pořadí. Mohlo by dojít k přeučení sítě [4].
3.3. Návrh neuronové sítě
Pro každou aplikaci se navrhuje jedinečná neuronová síť. Neuronové sítě lze rozdělit na
[7]:
 dopředné neuronové sítě 
◦ tok dat směřuje od vstupu na výstup
◦ mohou být jednovrstvé nebo vícevrstvé
 rekurentní neuronové sítě
◦  sitě, kde se vyskytují zpětné vazby
◦ Hopfieldova síť, Elmanova síť
 samoorganizační neuronové sítě
◦ Kohonenovy sítě jsou založeny na metodě soutěžní strategie učení (učení bez
učitele), tedy vyžadují  pouze předkládání vstupů. Základním principem je
soutěžení výstupních neuronů o to, který z nich bude aktivní. Tato metoda se
také nazývá samoorganizace, což znamená, že síť je schopná se přizpůsobit.
Kohonenovy sítě jsou detailně popsané v [10].
Pro řešení mého problému klasifikace jsem se rozhodl použít dopřednou vícevrstvou
neuronovou  síť.  Vstupní  vrstva  bude  tvořena  N neurony,  kde  N je  počet  vstupních
parametrů. Výstupní vrstva bude tvořena M neurony, kde M je počet všech možných vad
na výrobku. Počet skrytých vrstev bude předmětem testování.
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δ j










Obr.3.3 Vícevrstvá neuronová síť
zdroj: http://i.iinfo.cz/images/49/biologicky-inspirovane-5-3.png
3.4. Problém přeučení neuronové sítě
Přeučení  je  stav,  kdy  se  systém  příliš  přizpůsobí  množině  trénovacích  dat,  nemá
schopnost generalizace a selhává na validační množině dat. To se může stát při malém
rozsahu trénovací množiny nebo pokud je systém příliš komplexní (např. příliš mnoho
skrytých neuronů v neuronové síti) [4]. 
Řešením je:
 zvětšení trénovací množiny, 
 snížení složitosti systému, 
 zavedení  omezení  na  parametry  systému,  které  v důsledku  snižuje
složitost popisu naučené funkce, 
 průběžné testování na validační množině a předčasné ukončení učení ve
chvíli, kdy se chyba na této množině dostane do svého minima [4] [8].
3.5. Normalizace vstupních dat
Z grafu sigmoidní funkce je vidět, že funkce mění výstupní hodnotu pouze pro
vstupní  hodnoty z intervalu (-6 ;  6).  Pro hodnoty menší  než -6 je  výstupní  hodnota
funkce vždy 0,  pro hodnoty větší  než 6 je výstupní hodnota vždy 1.  Proto je nutné
vstupní data neuronové sítě normalizovat do intervalu, na který aktivační funkce typu
sigmoida bude reagovat. 
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xnorm=
xi−min (x1 ... x i)
max ( x1 ... x i)−min( x1 ... x i)
∗(Omax−Omin)+Omin
(3.5.1)
Kde xnorm je normalizovaná hodnota,  xi je nenormalizovaná hodnota, funkce min()  a
max() vracejí hodnotu nejmenšího a největšího prvku transformované množiny. Omax a
Omin jsou hranice výstupního intervalu.
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4. Rozhodovací stromy
Rozhodovací  strom  je  acyklický  orientovaný  graf patřící k nejznámějším
algoritmům z oblasti analýzy dat.  Výchozím bodem rozhodovacího stromu je výchozí
uzel  –  kořen  stromu. Trénovací  data  se  postupně  rozdělují  na  menší  a  menší
podmnožiny (uzly stromu) tak, aby v těchto podmnožinách převládaly příklady jedné
třídy.  Na počátku tvoří  celá  trénovací  data  jednu množinu,  na  konci  tvorby stromu
vzniknou podmnožiny tvořené příklady téže třídy [11].
Klasifikace pomocí rozhodovacího stromu probíhá cestou záznamu od kořene
stromu k jeho listu. V každém kroku je záznam otestován podle testu v aktuálním uzlu
rozhodovacího stromu a dále pokračuje po větvi shodné s konkrétním výsledkem testu.
Pokud takto záznam dojde až do listového uzlu, je oklasifikován třídou, identifikovanou
hodnotou příslušného listu rozhodovacího stromu. Vhodnost atributu pro větvení stromu




 Gini index 
4.1.1 Entropie
Je pojem pro vyjádření míry neuspořádanosti  systému. V teorii informace je entropie
definovaná jako funkce:
(4.1.1.1)
kde p i je relativní četnost třídy i na určité množině a N je počet tříd. Pro větvení stromu
se vybere atribut s nejmenší entropií H(A) [11].
4.1.2 Informační zisk
Je míra odvozená z entropie. Informační zisk se vypočte jako rozdíl entropie pro celá
data (pro cílový atribut)  a  pro  uvažovaný atribut.  Informační  zisk  tak  měří  redukci
entropie způsobenou volbou atributu A: 
Zisk(A) = H(C) – H(A)
Nyní hledáme, kdy bude mít informační zisk největší hodnotu. To vyplývá z toho, že





p i log2 pi
4.1.3 Gini index








kde p i  je opět relativní počet příkladů t-té třídy zjišťovaný na konkrétní množině [11]. 
4.2. TDIDT algoritmus
Algoritmus se skládá z těchto kroků [11]: 
1. zvol jeden atribut jako kořen dílčího stromu,
2. rozděl data v tomto uzlu na podmnožiny podle hodnot zvoleného atributu a přidej
uzel pro každou podmnožinu,
3. existuje-li uzel, pro který nepatří všechna data do téže třídy, pro  tento uzel opakuj
postup od bodu 1, jinak skonči. 
4.3. Prořezávání stromů
Podle  algoritmu  TDIDT  skončí větvení  až  ve  chvíli,  kdy  všechny  příklady
odpovídající jednotlivým listovým uzlům patří do téže třídy (3. krok algoritmu)  [11].
Pro  rozsáhlá  data  by  tak  mohl  vzniknout  příliš  rozsáhlý  a  nepřehledný  strom.
Zpřehlednění výsledného stromu lze dosáhnout buď úpravou původního alogritmu tak,
aby se přímo vytvářel redukovaný strom nebo následným prořezáním již vytvořeného
stromu. Pro jednotlivé uzly se posuzuje,  jak moc zhorší  náhrada tohoto uzlu listem
přesnost samotné klasifikace [11] [12].
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5. Bayesovská klasifikace
Metoda  bayesovské  klasifikace  vychází  z Bayesovy  věty  o podmíněné
pravděpodobnosti.  Bayesova  věta  udává,  jak  podmíněná  pravděpodobnost  souvisí
s opačnou podmíněnou pravděpodobností [13].
(5.1)
Pravděpodobnost  hypotézy  P(H) se  nazývá  apriorní. Vyjadřuje  zastoupení
jednotlivých hypotéz (tříd) bez ohledu na nějaké další informace.
Podmíněná pravděpodobnost P(E|H), se nazývá aposteriorní a vyjadřuje, jak se změní
pravděpodobnost hypotézy, pokud víme, že nastalo H. P(E) vyjadřuje pravděpodobnost
evidence (pozorování) [13].
Pokud je více hypotéz,  podle kterých se rozhodujeme, bývá pravděpodobnost
P(E) ve jmenovateli Bayesova vztahu obvykle vyjádřena jako:
∑t P(E∣H t)P (H t) (5.2)
V mém případě to bude celkový počet možných závad na výrobku. Pro určení závady
budeme  vybírat  tu  evidenci,  která  má  nejvyšší  aposteriorní  pravděpodobnost.  Pro
každou hypotézu spočítáme pravděpodobnost  P(E|H) a z nich vybereme tu, která má
pravděpodobnost největší [13].
Výhodou bayesovských metod je právě tato schopnost klasifikovat příklady do
tříd  s určitou  pravděpodobností.  Tuto  pravděpodobnost  můžeme  interpretovat  jako
spolehlivost rozhodnutí [14].
5.1. Naivní Bayesovská klasifikace
Naivní  bayesovský klasifikátor vychází  z předpokladu,  že jednotlivé evidence
E1,…,EK jsou  podmíněně  nezávislé  při  platnosti  hypotézy  H  .  Tento  zjednodušující
předpoklad  umožňuje  spočítat  aposteriorní  pravděpodobnost  hypotézy  při  platnosti
všech evidencí [13].
V případě klasifikace pomocí naivního bayesovského klasifikátoru tedy budeme
hledat hypotézu s největší aposteriorní pravděpodobností H vysledne .
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P (E∣H )= P (H∣E)P(H )
P (E)
(5.1.1)
Abychom  mohli  tento  způsob  klasifikace  použít,  potřebujeme  znát  hodnoty
P (H t)a P (Ek∨H t) .  Tyto  hodnoty získáme z trénovacích dat ve fázi učení.  Jedná se
tedy o učení s učitelem. Evidence Ek  jsou pak hodnoty jednotlivých vstupních atributů
(tedy Ek=A j(vk) ) a hypotézy H t  jsou cílové třídy (tedy H t=C (v t) ).
Na rozdíl od jiných  algoritmů  rozhodovacích stromů, se zde neprovádí prohledávání
celého prostoru hypotéz. Stačí spočítat příslušné pravděpodobnosti na základě četnosti




 n   je počet všech výskytů v množině
n t je počet všech pozitivních výskytů v množině
Při výpočtu  P (A j(vk )∣C (vt)) pomocí  výše zmíněného vztahu nastane problém,
pokud se v trénovacích datech neobjeví pro  danou třídu  C (vt)  hodnota  v k  atributu
A j . Potom bude odpovídající pravděpodobnost P (A j(vk )∣C (v t))  rovna 0, a tedy bude
nulová  i  aposteriorní  pravděpodobnost  této  třídy  bez  ohledu  na  hodnoty  ostatních
atributů. Proto se při výpočtu používá 
Laplaceova korekce [13]
(5.1.4)
T je počet tříd
Díky tomu, že se neprohledává celý prostor hypotéz, ale dochází jen k násobení
známých pravděpodobností, může bayesův klasifikátor úspěšně klasifikovat i neúplně
popsaný případ, což například  pomocí  rozhodovacích stromů není  možné.  Bayesův
klasifikátor  se  nazývá  „naivní“,  protože  předpoklad  podmíněné  nezávislosti  bývá
v praxi  málokdy  splněn.  Pokud  ale  nehledáme  přesné  hodnoty  aposteriorních
pravděpodobností,  ale  jen  maximální  hodnotu,  potom  naivní  bayesův  klasifikátor
správně klasifikuje i jevy na sobě závislé [13].  
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H vysledne=H i právě když H i=max (P (H t) ∏
k=1
K
P (E k∣H t))
P (H t)=P (C (vt))=
n t
n
P (E k∣H t)=P (A j(v k)∣C (v t))=
nt (A j(vk ))
nt
nt (A j(vk ))+1
nt+T
6. Softwarové produkty pro analýzu dat
Součástí  širšího  zadání  semestrální  práce  je  rešerše  softwarových  produktů
k analýze dat, používaných v praxi nebo v akademickém a vědeckém prostředí. Vybral
jsem některé komplexní  produkty,  které  mě zaujaly (např.  Statistica)  a  také  některé
modulární  produkty,  sloužící  jako  nástavba  softwaru,  který  nebyl  primárně  určený
k analýze dat (např. Matlab NN Toolbox, PrecisonTree).
6.1. Matlab Neural network Toolbox (NN Toolbox)
Jedná  se  o  knihovnu programu  Matlab  pro  práci  s různými  typy  umělých
neuronových  sítí. NN Toolbox  umožnuje  uživateli  Matlabu  vytvářet neuronové  sítě
různých  struktur,  pro  učení  s učitelem  i  učení  bez  učitele.  Např. vícevrstvé
preceptronové sítě, rekurentní sítě, Kohonennovy samoorganizující sítě [7] apod.
6.2. Statistica Neural networks
Představuje  komplexní  software  pro  práci  s neuronovými  sítěmi.  Umožňuje
klasifikaci,  regresi  a  shlukovou  analýzu  dat.  Obsahuje  přídavný  modul  generátoru
zdrojového kódu, pomocí kterého lze generovat zdrojový kód v jazyce C nebo Java
navržené neuronové sítě a použít ho ve vlastní aplikaci [15]. 
6.3. IBM SPSS Statistics
IBM SPSS Statistics je sada nástrojů pro analýzu dat a prediktivní analýzu, určená
pro  podniky,  analytiky  a  programátory  statistických  aplikací.  Software  se  skládá
z 12 modulů,  zaměřených  na  konkrétní  oblasti  statistiky.  Díky  tomu  je  velice
univerzální. Používá se pro finanční analýzy, tvorbu rozhodovacích modelů, analýzu a
predikci  časových  řad.  Obsahuje  moduly  pro  práci  s rozhodovacími stromy a
neuronovými sítěmi [16].
 SPSS Decision Trees – Modul umožňuje vytváření klasifikačních a asociačních
stromů.  Umožňuje  vytvářet  vizualizaci  rozhodovacích  stromů.  Stromy  lze
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vytvářet čtyřmi algoritmy. Jedním z nich je CHAID, který dělí skupiny vždy na
vhodný počet statisticky homogenních podskupin [16].
 SPSS Neural Networks – Modul určený především pro řešení nelineárních úloh.
Pracuje s vícevrstvými preceptronovými sítěmi (MPL) a sítí radiálních jednotek
(RBF),  což  jsou  dopředné  sítě  pro  učení  s učitelem.  Software  umožňuje
automatický  výběr  architektury  neuronové  sítě.  Výběr  architektury  záleží  na
typu dostupných dat a na složitosti vztahů, které chceme pro predikci využít.
Typ  MPL dokáže  zmapovat  komplexnější  vztahy,  architektura  RBF  se  učí
rychleji [16].
6.4. BayesiaLab
Je  výkonný  nástroj  pro  generování,  manipulaci  a  analýzu  bayesovských  sítí.
Poskytuje  uživatelsky  grafické rozhraní,  které  umožňuje  snadno  a  rychle  procházet
všechny  funkce  programu.  Intuitivní  struktura  nabídek  a  průvodci  krok  za  krokem
umožňují  koncovým uživatelům soustředit  se  na  jejich  hlavní  analytické  úlohy bez
hlubších znalostí problematiky bayesových sítí [17].
6.5. Netica
Je  to  rozsáhlý  software  pro  práci  s bayesovskými  sítěmi  od  kanadské  firmy
Norsys.  Kromě  vytváření  bayesovských  sítí  a  práce  s nimi  umožňuje  generování
webových stránek z vytvořené sítě nebo vytváření grafických prezentací [18]. 
6.6. PrecisionTree
Je  přídavný  modul  softwaru  Microsoft  Excel.  Umožňuje  vytvořit  rozhodovací
strom v listu aplikace Excel pomocí dialogových oken. 
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7. Jazyk C#
Jazyk C# je objektově orientovaný programovací jazyk, který byl vyvinut firmou
Microsoft vrámci platformy .NET Framework. Vychází z jazyka C++ a Java, a je tedy
nepřímým potomkem jazyka C, ze kterého čerpá syntaxi. Programy v jazyce C# jsou
tvořeny  třídami.  Lze  jej  použít  k trvorbě  desktopových  aplikací,  webových  služeb,
programů pro mobilní zařízení atd. Na níže uvedeném obrázku je ukázka zápisu třídy,
který bude dále používán. [19]
Obr.7.1 ukázka objektu  
7.1.1 Třída a Objekt
Třída je základní stavební prvek při tvorbě objektově orientovaných aplikací. Je
složena z atributů a metod. Třída definuje typ objektu, ale není objektem samotným.
Objekt je konkrétní subjekt založený na třídě, a proto je označován jako instance třídy.
[19]
7.1.2 Atribut 
Atributy jsou vlastnosti objektu neboli data, která objekt uchovává. Můžou to
být ruzné proměnné, struktury, třídy, ukazatele atd.
7.1.3 Metoda
Metody  jsou  schopnosti,  které  umí  objekt  vykonávat.  Mohou  mít  vstupní
parametry a mohou vracet hodnotu.
7.1.4 Konstruktor
Konstruktor představuje předpis pro vytvoření nového objektu, který musí mít
každá  třída.  Konstruktor  nejčastěji  obsahuje  kód  pro  inicializaci  atributů  nově
vznikajícího objektu. Pokud není ve třídě vytvořen, použije se implicitní konstruktor
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generovaný  překladačem.  Konstruktor  má  vždy  stejný  název  jako  třída. Může  mít
vstupní parametry, se kterými bude při vytváření nového objektu pracovat.
7.1.5 Specifikátory přístupu
Pro  určení  viditelnosti  členů  vně  třídy  nebo  vytvořeného  objektu  slouží
specifikátory přístupu, které jsou v C# představovány klíčovými slovy: [19]
 private - udává, že člen je privátní - přístupný pouze uvnitř třídy
 public - udává, že člen je veřejný - přístupný i z jiných tříd
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8.  Popis řešení 
Úkolem  této  práce  bylo  naprogramovat  knihovnu  algoritmů,  které  budou
klasifikovat data z výroby z hlediska typu závady. Vstupem pro algorimy jsou naměřená
data při výrobě (Tab.8.2). Data jsou v textovém souboru formátu csv. Řádky představují
jednotlivé výrobky a sloupce typy měření. Nejprve se algoritmům předloží trénovací
množina klasifikovaných dat, podle kterých se vytvoří klasifikační modely jednotlivých
algoritmů (Tab.8.1). Na základě těchto modelů jsou algoritmy schopny klasifikovat data
nová.  Algoritmy  jsou  realizovány  samostatnými  třídami,  díky  čemuž  jsou  schopny
pracovat nezávisle na sobě. Celkových 4969 prvků výrobních dat jsem rozdělil na 1243
prvků trénovacích dat a 3726 prvků validačních dat. 
Tab.8.1 Ukázka klasifikovaných dat
Tab.8.2 Ukázka neklasifikovaných dat
Tab.8.3 Ukázka normalizovaných dat spolu s nenormalizovanými hodnotami
27
Čas vstřik. Tavení polštáře Čas chlazení Čas cyklu Max zdvih plast. Čas plastifikace Bod přepnutí Tep. na šneku Typ vady
7,113673 16,29729 13,12775 59,22643 2079,926 14,9823 926,1801 230,4 -
7,125645 16,95738 13,21588 60,69615 2087,052 14,61619 936,2021 231,2 pretoky
7,117482 16,86237 13,23469 59,0575 2082,075 14,61011 945,3886 230,3 -
7,115639 16,82736 13,17444 58,93217 2081,17 14,71202 938,3944 26,9 -
7,173468 16,51232 13,12775 57,91789 2083,432 15,16235 944,5536 230,3 -
7,105871 15,96724 13,21187 58,99249 2079,53 14,898 929,8341 26,2 propadliny
Čas vstřik. N Tavení polštáře N Čas chlazení N Čas cyklu N Max zdvih plast. N … Bod přepnutí N Tep.na šneku N
7,117482 7 16,86237 2 13,23566 14 59,87973 3 2082,075 4 … 945,3886 2 230,4 4
7,113673 4 16,29729 1 13,12775 6 59,22643 2 2079,926 1 … 926,1201 1 230,4 4
7,1117 2 16,64734 2 13,09738 4 57,81005 0 2079,869 1 … 941,6304 2 231,2 4
7,107986 1 16,14726 1 13,18548 10 58,96193 2 2081,17 3 … 948,4163 2 26,9 2
Čas vstřik. Tavení polštáře Čas chlazení Čas cyklu Max zdvih plast. Čas plastifikace Bod přepnutí Tep. na šneku
7,115844 16,94238 12,665146 59,537982 2083,602 14,922008 939,2294 230,4
7,1175 17,27742 13,191804 59,969639 2083,659 14,856115 939,8558 230,4
7,115487 16,72735 12,680786 59,69992 2083,319 15,047961 930,6694 230,5
7,113917 15,43217 12,706777 59,664189 2083,319 15,101979 923,2574 230,6
7,115864 17,04239 12,724332 59,718351 2084,733 14,928192 941,1085 230,4
8.1. Neuronová siť
Pro klasifikaci pomocí neuronové sítě jsem vytvořil třídu Neuronova_sit. Třída
obsahuje  metody  pro  vytvoření,  učení,  doučování  a  klasifikaci  dat  neuronové  sítě.
Umožňuje vytvořit libovolnou topologii dopředné vícevrstvé neuronové sítě. Jako učící
algoritmus jsem zvolil algoritmus backpropagation, který byl popsán v kapitole 3.2. Při
pohledu na vstupní data je zřejmé, že pokud by byla přivedena na vstup neuronové sítě
bez jakékoliv úpravy, tak díky použité aktivační funkci by byly výstupy vstupní vrstvy
neuronové sítě vždy rovny 1. Tento problém jsem vyřešil normalizací vstupních hodnot
do  intervalu,  ve  kterém se  aktivační  funkce  mění.  Jako  meze  intervalu  jsem zvolil
hodnoty -2 a 2. Postup normalizace je popsán v kapitole 3.5. 
8.2. Rozhodovací strom
Pro klasifikaci pomocí rozhodovacího stromu jsem vytvořil třídu  Strom. Třídu
tvoří  jeden  kořenový  uzel  a  trénovací  data.  Každý  uzel  stromu  je  realizován
samostatnou třídou. K určování vhodného atributu pro větvení jsem se rozhodl použít
výpočet míry entropie.  Příklad části vytvořeného rozhodovacího stromu je na obrázku
Obr.9.6.2. 
8.3. Naivní bayesovský klasifikátor
Pro klasifikaci pomocí Naivního Bayesovského klasifikátoru jsem vytvořil třídu
Bayes.  Třída obsahuje metody pro vytvoření klasifikačního modelu a pro klasifikaci
pomocí  něj.  Klasifikační  model  je  tvořen  vypočtenými  pravděpodobnostmi  pro
jednotlivé typy závad. Aby mohly být relativní četnosti vypočteny, je nutné, trénovací
data normalizovat na diskrétní hodnoty  (Tab.8.3). O normalizaci se stará, stejně jako
u rozhodovacího  stromu,  metoda  Normalizuj  třídy  data,  která  je  popsána  v kapitole
9.2.3. Při tvorbě klasifikačního modelu se pro každý typ závady vypočte sloupcové pole
pravděpodobností,  kde  sloupce  tvoří  vypočtené  četnosti  pro  normalizované  hodnoty
měření. Výsledný klasifikační model je tedy trojrozměrné pole. Pro odstranění nulových
aposteriorních pravděpodobností jsem použil Laplaceovu korekci. Klasifikace probíhá
vzájemným vynásobením pravděpodobností  jednotlivých měření  pro všechny závady
podle  vztahu  5.1.1. Výsledkem  je  závada  s  nejvyšší  pravděpodobností.  Ukázka
klasifikace pomocí naivního bayesovského klasifikátoru je v Tab.9.7.3:
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9. Popis implementace
Knihovna se skládá z 9 tříd.  Třídy Neuronova_sit,  Bayes  a Strom  představují
hlavní třídy knihovny, v nichž jsou vytvořeny jednotlivé algoritmy pro klasifikaci dat.
Třída data  se stará o práci se vstupními a výstupními daty, jejich normalizaci, třídění,
načtení a zápis do souboru. Třídy neuron, uzel, vyrobek, mereni a  zavada  slouží jako
pomocné třídy hlavním třídám. Závislost  jednotlivých tříd na sobě je znázorněna na
obrázku 9.1.




Třída  vyrobek popisuje vlastnosti jednoho výrobku. Slouží jako základní prvek
třídy data.
9.1.1 Atributy
float[] hodnoty – vektor čísel obsahující naměřené hodnoty na výrobku během
výroby. Velikost vektoru se definuje až při vytváření třídy  vyrobek, podle aktualního
počtu měření, proto tato třída může být použita i pro výrobky s jiným počtem měření.
int[] norm_hodnoty –  slouží  k uložení  normalizovaných hodnot  měření.  Ve
třídě  vyrobek se pouze definuje jeho velikost, normalizovanými hodnotami je naplněn
až ve třídě data.
string zavada – obsahuje typ závady na výrobku
9.1.2 Konstruktory
vyrobek(float[] adata, string azavada)
Konstruktor se dvěmi vstupními parametry. Parametr  adata je vektor hodnot měření a
parametr azavada představuje typ závady.
9.1.3 Metody
public override string ToString()
Metoda bez vstupních parametrů. Vrací textový řetězec hodnot vektoru  hodnoty a typ
závady.
public string ToStringNorm()




Třída data je základním prvkem  tříd Strom,  Bayes a  Neuronova_sit. Stará se
o práci s daty – jejich načtení ze souboru, zpracovaní, normalizování a následný zápis
do souboru. 
9.2.1 Atributy
List<vyrobek> seznam_dat – je to seznam dat, tvořený prvky třídy vyrobek,
obsahuje data jednotlivých výrobků
List<float[]> intervaly – obsahuje  meze intervalů pro normalizaci dat
List<string> zavady_typy – obsahuje typy závad
9.2.2 Konstruktory
data() 
Implicitní konstruktor bez vstupních parametrů.Vytváří prázdnou instanci třídy  data a
inicializuje atributy třídy do výchozího stavu.
data(vyrobek a) 
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Konstruktor s jedním vstupním parametrem. Výsledná třída je tvořena jedním prvkem a.
Ostatní atributy jsou prázdné.
data(data adata) 
Kopy konstruktor s jedním vstupním parametrem. Vytváří novou třídu jako kopii třídy
adata.
data(List<float[]> intervaly) 
Konstruktor s jedním vstupním parametrem. Atribut  intervaly   je vytvořen jako kopie
vstupního  parametru  intervaly,  ostatní  atributy  jsou  prázdné.  Slouží  jako  pomocný
konstruktor při vytváření rozhodovacího stromu.
data(string soubor) 
Konstruktor  s jedním vstupním  parametrem. Parametr  soubor  představuje  cestu  ke
zdrojovému souboru typu .csv, pomocí kterého  vytvoří třídu data. Výsledná data nejsou
normalizována.
data(string soubor, float a) 
Konstruktor  se  dvěma vstupními  parametry. Parametr  soubor  představuje  cestu  ke
zdrojovému  souboru  typu  .csv,  pomocí  kterého   vytvoří  třídu  data  a  data  v ní
normalizuje. Parametr a vyjadřuje přesnost normalizace dat. 
9.2.3 Metody
V následujících metodách parametr index  udává index měření atributu hodnoty.
float Prumer(int index)
Vrací průměrnou hodnotu měření.
float MaxHodnota(int index)
Vrací maximální hodnotu měření.
float MinHodnota(int index)
Vrací minimální hodnotu měření.
float MinHodnotaNZ(int index)
Vrací minimální nenulovou hodnotu měření.
int PoceTvIntervalu(float adolni, float a horni, int index)
Vrací počet prvků, které náleží do intervalu (adolni; ahorni).
int PocetVetsi(float adolni, int index)
Vrací počet prvků, které jsou větší než hodnota adolni.
int PocetMensi(float ahorni, int index)
Vrací počet prvků, které jsou menší než hodnota adolni.
float NejmensiVzdalenost(int index)
Metoda najde dvě nejmenší hodnoty, vrací jejich rozdíl jako nejmenší vzdálenost dvou
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hodnot měření. Slouží ke zjištění minimální velikosti intervalu při normalizaci dat.
void Normalizuj_data(int presnost)
Metoda  pro  normalizaci  dat  s pevným  počtem  intervalů.  Metoda  najde  nejmenší  a
největší  hodnotu  pro  všechna  měření  a  tyto  intervaly rozdělí  na  n stejně  velkých
podintervalů.  Parametr  presnost udává  počet  intervalů.  Meze  těchto  intervalů  jsou
uloženy do atributu intervaly.
void Normalizuj_data(float presnost)
Metoda  pro  normalizaci  dat  s proměnným  počtem  intervalů.  Parametr  presnost má
definiční obor 0 až 1 a vyjadřuje minimální počet prvků v intervalu z celkového počtu
dat.  Zároveň  udává maximum z celkového  počtu  dat,  které  může  zůstat  nezařazeno
(příklad:  hodnota  parametru  presnost 0,05  udává,  že  jeden  interval  musí  zahrnovat
minimálně 5% dat z celkového počtu dat). Metoda nejprve určuje spodní část intervalu.
Pomocí metod  Prumer a  NejmensiVzdalenost určí střed a minimální délku intervalu.
Střed nastaví jako horní mez intervalu a jako dolní mez intervalu nastaví průměrnou
hodnotu,  což  je  minimální  délka  intervalu.  Metodou  PoceTvIntervalu zjistí  počet
hodnot,  které  spadají  do tohoto intervalu.  Je-li  splněna podmínka pro přesnost,  jsou
horní a dolní mez prohlášeny za výsledné meze intervalu. Pokud podmínka splěná není,
interval  se  rozšíří  o minimální  délku  intervalu  a  postup  se  opakuje  dokud  interval
neobsahuje minimální počet dat. Jakmile je interval vytvořen, jeho meze se uloží do
atributu intervaly a vytvoří se nové meze. Postup se opakuje dokud je počet dat, které
zatím nenáleží žádnému intervalu větší, než podmínka pro přesnost. Stejným způsobem
se určí i horní část intervalu.
int[]Normalizuj(vyrobek avyrobek)
Metoda  převede  spojité  hodnoty  měření  na  diskrétní  pomocí  intervalů  vytvořených
metodou Normalizuj_data, a ty uloží do atributu norm_hodnoty. Vzniklé normalizované
hodnoty jsou celá nezáporná čísla.
List<vyrobek> vytrid()
Metoda vrací nový seznam výrobků, ve kterém jsou data podle typu závady zastoupeny
rovnoměrně.
void PridejPrvek(vyrobek novy)
Metoda s jedním vstupním parametrem. Přidá prvek typu  vyrobek na konec seznamu
dat.
Void ZapisDo(string soubour)
Vytvoří (pokud už neexistuje) nový soubor na cestě  soubor  a zapíše do něj hodnoty
měření. Jednotlivé výrobky zapisuje po řádcích.
Void ZapisZavadyDo(string soubour)
Vytvoří (pokud už neexistuje) nový soubor na cestě soubor a zapíše do něj typy závad.




Třída  neuron slouží jako základní prvek třídy  Neuronova_sit,  kde představuje
jeden  neuron  v neuronové  síti.  Třída  je  tvořena  několika  atributy  a  jedným
konstruktorem. 
9.3.1 Atributy
int index - představuje index neuronu v dané vrstvě
double[] vahy -  vektor  hodnot  typu  double.  Obsahuje  váhové  koeficienty
aktuálního neuronu ke každému výstupu neuronů předchozí vrstvy. 
double vystup – obsahuje výstup neuronu. Výstupní hodnota nabývá hodnot od 0
do 1 
float bias - představuje vnitřní práh neuronu
neuron[] predchozi_vrstva -  ukazatel  na  vektor  neuronů.  Při  výpočtu
výstupu  aktuálního  neuronu  je  nutné  znát  výstupy všech  neuronů  předchozí  vrstvy,
proto tento atribut slouží jako ukazatel na předchozí vrstvu neuronů.
9.3.2 Konstruktory
public neuron(int i,int poc_predchozich, neuron[]predchozi)
Konstruktor  se  třemi  vstupnými  parametry.  Parametr  i  udává  index  vytvářeného
neuronu, parametr poc_predchozich rozměr vektoru vahy a parametr predchozi vytváří




Třída  Neuronova_sit slouží  ke  klasifikaci  dat  pomocí  dopředné  vícevrstvé
neuronové sítě. Umožňuje vytvořit neuronovou síť o libovolném počtu skrytých vrstev a
libovolném  počtu  neuronoů  v nich,  tudíž  umožňuje  vytvořit  libovolnou  topologii
dopředné vícevrstvé sítě pro řešení obzvlášť nelinearních úloh. Protože aktivační funkce
typu sigmoida mění výstup pouze v intervalu vstupu (-4;4) je potřeba vstupní data do
tohoto  intervalu  normalizovat.  Pokud  by  se  přivedly  na  vstup  aktivační  funkce
nenormalizovaná  data,  s vysokou  pravděpodobností,  by  byl  výstup  aktivační  funkce
pouze 0 nebo 1.
9.4.1 Atributy
data ns_data - trénovací data, na základě kterých se neuronová síť učí
neuron[] input - vstupní vrstva neuronové sítě
neuron[] output - výstupní vrstva neuronové sítě
List<neuron[]> hidden – skryté vrstvy neuronové sítě
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double[] delta_out –  obsahuje vypočtené odchylky výstupní  vrstvy během
učení sítě.
List<double[]> delta_hidden –  obsahuje  vypočtené  odchylky  skrytých
vrstev
float[] min  –  obsahuje  nejmenší  hodnoty  z trénovacích  dat  pro  jednotlivá
měření, slouží k výpočtu normalizace vstupních dat
float[] max – obsahuje největší hodnoty z trénovacích dat pro jednotlivá měření,
slouží k výpočtu normalizace vstupních dat
9.4.2 Konstruktory
Neuronova_sit() 
implicitní  konstruktor  bez  vstupních  parametrů.  Vytvoří  prázdnou  instanci  třídy
Neuronova_sit.
Neuronova_sit(string soubor, int[] neurony)
Konstruktor  se dvěma  vstupními  parametry.  Parametr  soubor představuje  cestu  pro
vytvoření  trénovacích  dat  ns_data.  Parametr  neurony je  vektor  celých  čísel  pro
definování počtu skrytých vrstev a počtu neuronů v nich.  Tento parametr se  předává
metodě Vytvor.
9.4.3 Metody
private void Vytvor(int[] pocty_neuronu)
Privátní metoda volaná v konstruktoru. Vytvoří neurony vstupní a výstupní vrstvy, kde
počet  neuronů  ve  vstupní  vrsrvě  je  počet  měření  na  výrobku  a  počet  neuronů  ve
výstupní vrstvě je počet typů závad. Vytvoří skryté vrstvy neuronové sítě na základě
vstupního vektoru pocty_neuronu. Příklad - vektor {4,6,8} definuje neuronovou síť se
třemi skrytými vrstvami o počtech neuronů 4,6 a 8.
private void inicializuj()
Privátní metoda volaná v metodě  Vytvor. Inicialuzuje váhy neuronové sítě náhodnými
čísly z intervalu (–0,5;0,5). Náhodná čísla jsou generována pomocí atributu  n, což je
instance třídy Random. 
private void Uceni(int index, float rychlost_uceni)
Privátní metoda se dvěma vstupními parametry. Provádí jeden krok učení neuronové
sítě algoritmem backpropagation.  Parametr  index označuje index výrobku v seznamu
dat ns_data, na kterém má být síť učena. Parametr rychlost_uceni určuje, jak rychle se
budou váhy neuronů měnit. Algoritmus backpropagation je realizován postupně pomocí
několika  privátních  metod:  VypoctiVystup,  VypoctiOdchylkyVystupu,  AktualizujVahy,
VypoctiOdchylkyHid.
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public void Trenuj(float rychlost_uceni, int pocet_iteraci)
Provádí  trénování neuronové sítě.  Náhodně vybírá data z trénovacích dat a cyklicky
volá  metodu  Uceni.  Prametr  rychlost_uceni je  předán  metodě  Uceni.  Parametr
pocet_iteraci udává, v kolika krocích má být neuronová síť učena.
public void Dotrenuj(data adata, float rychlost_uceni, int 
pocet_iteraci)
Umožňuje již vzniklou a natrénovanou síť dotrénovat na nových datech. Parametr adata
představuje nové trénovací data.
private void AktualizujVystupyVrstvy(neuron[] vrstva)
Privátní metoda s jedním vstupním parametrem typu vektor neuronů vrstva. Metoda pro
každý neuron vrstvy vynásobí jeho váhové koeficienty s výstupy předchozí vrstvy a
sečte je. Od této hodnoty odečte bias (vnitřní potenciál neuronu) a určí výstup daného
neuronu pomocí metody AktivacniFce.
private void VypoctiVystup(float[] ahodnoty)
Metoda  slouží  k vypočtení  odezvy  neuronové  sítě  na  vstupní  hodnoty.  Vstupem  je
vektor  hodnot  ahodnoty,  který je přiveden na vstupní  vrstvu neuronové sítě,  kde se
pomocí aktivační funkce určí výstup každého neuronu vstupní vrstvy. Vstupní data se
musí nejprve normalizovat metodou NormalizujMinMax. Potom se postupně na skryté
vrstvy a výstupní vrstvu sítě zavolá metoda AktualizujVystupyVrstvy. Výstupy výstupní
vrstvy udávají výstup neuronové sítě.
Private void VypoctiOdchylkyVystupu(string vysledek)
Slouží jako jedna z pomocných metod při realizaci algoritmu backpropagation. Metoda
vypočte  odchylky  výstupů  neuronů  výstupní  vrstvy.  Parametr  vysledek udává
požadovaný výsledek,  na který se síť  v tomto kroku učí.  Požadovaný výstup je  pro
neuron, který představuje výsledek 1, pro ostatní neurony 0. Vypočtené odchylky uloží
do atributu delta_out.
private double[] VypoctiOdchylkyHid(neuron[] hid_vrstva, 
neuron[] nasledujici_vrstva, double[] nasledujici_delta)
Slouží jako jedna z pomocných metod při realizaci algoritmu backpropagation. Metoda
vypočte  odchylky  výstupů  neuronů  skrytých  vrstev.  Parametr  typu  pole  neuronů
hid_vrstva představuje  vrstvu,  pro  kterou  se  odchylky  počítají,  parametr
nasledujici_vrstva představuje  následující  vrstu  neuronové  sítě  a  parametr




Privátní  metoda,  která  realizuje  část  algoritmu  backpropagation.  Aktualizuje  váhy
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vrstvy neuronů  vrstva pomocí vstupního parametru  delta, kde jsou uloženy vypočtené
odchylky pro danou vrstvu. Parametr rychlost_uceni udává, jak rychle se váhy mění.
private double AktivacniFce(double hodnota)
Privátní metoda s jedným vstupním parametrem, která realizuje aktivační funkci. Pro
parametr hodnota vypočte výstup aktivační funkce, kterou je sigmoida.
public double NormalizujMinMax(float hodnota, int index)
Normalizuje vstupní hodnotu do intervalu (-2 ; 2) pomocí atrubutů min a max. Parametr
index udává pozici hodnoty atributů  min a  max, tedy hodnotu mezí, pro které má být
normalizace provedena.
public string Klasifikuj(float[] ahodnoty)
Metoda pomocí neuronové sítě klasifikuje vstupní hodnoty ahodnoty. Vstupní hodnoty
nejprve normalizuje metodou NormalizujMinMax a následně vypočte odezvu neuronové
sítě na tyto hodnoty metodou VypoctiVystup. Výstupem klasifikace je typ závady, který
odpovídá neuronu výstupní vrstvy s nejvyšší hodnotou výstupu.
public void KlasifikujData(data adata)
Metoda slouží ke klasifikaci dat adata pomocí metody Klasifikuj. 
public override string ToString()




Třída  uzel představuje  základní  prvek  rozhodovacího  stromu.  Jsou  v něm
obsaženy všechny důležité informace ke klasifikaci pomocí rozhodovacího stromu. Uzel
obsahuje hodnotu, kterou představuje, výsledek, ukazatel na další uzly a ukazatel na
předchozí uzel. Tyto ukazatele jsou nutné při procházení rozhodovacího stromu.
9.5.1 Atributy
int hodnota – obsahuje normalizovanou hodnotu měření
int mereni – obsahuje index měření, ke kterému uzel náleží
string vysledek – pokud se jedná o listový uzel obsahuje výsledek, pokud ne,
je prázdný
bool listovy – označuje, jestli je uzel listový nebo ne
int pocet_listovych – počítadlo listových potomků aktuálního uzlu
int pocet_potomku – počítadlo všech potomků aktuálního uzlu
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bool vytvoren – pomocná true/false hodnota při vytváření stromu
bool korenovy - označuje, jestli je uzel kořenový nebo ne (kořenový může být
jen jeden)
bool zapocteny – pomocná proměnná při tvorbě stromu
List<uzel> dalsi_uzel – ukazatel na následující uzly aktuálního uzlu
uzel predchozi_uzel – ukazatel na předchozí uzel
data kroztrizeni – obsahuje data, která ještě nejsou roztřízena
List<int> intervaly -  obsahuje indexy měření,  které  ještě  nebyly použity
k větvení stromu. Slouží pro určení měření, pro které se má počítat entropie
int[] cetnosti – obsahuje četnosti závad pro následující uzly aktuálního uzlu,
slouží jako pomocný prvek ke klasifikaci takových dat, která neobsahovala trénovací
data a strom je nezná
9.5.2 Konstruktory
public uzel()
implicitní konstruktor bez vstupních parametrů. Vytváří prázdnou instanci třídy  uzel a
inicializuje atributy třídy do výchozího stavu.
public uzel(int i)
Konstruktor s jedným vstupním parametrem. Vytváří novou instanci třídy uzel a nastaví
atribut hodnota na i.
public uzel(int a, int b)
Konstruktor se dvěma vstupními parametry. Vytváří novou instanci třídy uzel a nastaví
atribut hodnota na a a atribut mereni na b.
public uzel(int a, int b, string c) 
Konstruktor se třemi vstupními parametry. Vytváří novou instanci třídy  uzel a nastaví
atributy hodnota na a, mereni na b a vysledek na c
public uzel(uzel auzel)
Kopy konstruktor, vytváří novou instanci třídy uzel na základě již existující třídy auzel.
9.5.3 Metody
public int VratNelistovyUzel()
Metoda vrací index posledního nelistového uzlu v Listu dalsi_uzel.
public void RefreshPocet()
Metoda  projde  celou  větev  uzlu  a  v každém  nadřazeném  uzlu  zvýší  počítadlo
pocet_potomku o 1.
public void RefreshPocetList()
Metoda  projde  celou  větev  uzlu  a  v každém  nadřazeném  uzlu  zvýší  počítadlo
pocet_listovych o 1.
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public void RefreshPocetList(int index)
Metoda s jedním vstupním parametrem, kde index označuje typ závady. Metoda projde
celou  větev  uzlu  a  v každém  nadřazeném  uzlu  zvýší  počítadlo  pocet_listovych a
počítadlo cetnosti na pozici index o 1 .
9.6. Třída Strom
Obr.9.6.1 třída Strom
Třída  Strom slouží  ke  klasifikaci  dat  pomocí  rozhodovacího  stromu.
Rozhodovací strom je složen z uzlů, což jsou prvky třídy uzel. Tvorba stromu probíhá
pomocí  konstruktoru  ze  souboru,  kterým  se  načtou  trénovací  data  a  metodou
VytvorStrom.   Strom  je  tvořen  jedným  kořenovým  uzlem,  který  obsahuje  všechna
trénovací data. Na základě míry entropie se z trénovacích dat určí atribut pro větvení
stromu  a  vytvoří  se  následující  uzly  (potomci).  Počet  potomků  je  dán  počtem
normalizovaných  hodnot  vybraného  atributu  (měření),  takže  se  pro  každou
normalizovanou hodnotu měření vytvoří zvláštní uzel. Pro každý takto vzniklý uzel se
vytvoří nová data kroztrizeni. Ta vzniknou z dat předchozího uzlu odebráním takových
dat, která nejsou hodnotou aktuálního uzlu. Dále se zkontroluje, jestli některé z takto
vzniklých uzlů nejsou listové. To znamená, že v datech kroztrizeni zbývají jenom data
jedné třídy, nebo data jedné třídy tvoří určitou část dat kroztrizeni. To, jak velkou část
musí data tvořit, aby byl uzel listový, udává parametr presnost (př. přesnost 0,9 udává,
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že v datech k roztřízení musí být alespoň 90% dat z jedné třídy, aby byl uzel listový).
Tento proces se opakuje, dokud v datech kroztrizeni jsou data růných tříd. Pro kontorlu
jestli  byly  vytvořeny  všechny  potřebné  uzly  tak,  aby  každá  větev  stromu  končila
listovým  uzlem  slouží  počítadla  pocet_listovych a  pocet_potomku.  Pomocí  těchto
počítadel  se  algoritmus  tvorby  stromu  zanořuje,  dokud  nedosáhne  listového  uzlu  a
vynořuje,  dokud  nedosáhne  nelistového  ulzlu.  Tvorba  stromu  je  ukončena,  když
kořenový uzel  dosáhne rovnosti  počítadel  pocet_listovych a  pocet_potomku.  Ukázka
části vytvořeného stromu je na Obr.9.6.2.
9.6.1 Atributy
uzel koren – kořenový uzel stromu
data strom_data – trénovací data, na základě kterých se strom vytváří
List<mereni>  mereni_cetnost –  obsahuje  vypočtené  četnosti  měření,
vytváří se v konstruktoru, slouží k výpočtu entropie
9.6.2 Konstruktory
public Strom()
implicitní konstruktor bez vstupních parametrů. Vytvoří prázdnou instanci třídy Strom a
inicializuje atributy třídy do výchozího stavu.
public Strom(string soubor, float a)
Konstruktor  se dvěma  vstupními  parametry.  Konstruktor  vytvoří  třídu  na  základě
textového souboru typu csv a výsledná data normalizuje. Parametr  soubor představuje
cestu  ke zdrojovému souboru pro vytvoření  trénovacích dat  strom_data. Parametr  a
vyjadřuje přesnost normalizace dat. 
9.6.3 Metody
private void VytvorCetnostiMereni()
Privátní metoda sloužící k vytvoření četností měření, je volána pouze v konstruktoru pro
vytvoření četností trénovacích dat. Slouží k určení entropie pro první větvení stromu. 
private void VytvorCetnostiMereni(data adata)
Privátní  metoda  s jedním  vstupním  parametrem.  Slouží  k vytvoření  četností  měření
z dat  adata , je volána při určování entropie z dat  kroztrizeni. Slouží k určení entropie
pro další větvení stromu. 
private float VypoctiEntropii(int index)
Privátní  metoda  s jedním  vstupním  parametrem.  Na  základě  vytvořených  četností
měření vrací vypočtenou hodnotu entropie pro meření s indexem index.
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public void VytvorStrom(float presnost)
Hlavní metoda třídy Strom, slouží k vytvoření rozhodovacího stromu. Parametr presnost
udává, jaký minimální počet dat stejné třídy z dat kroztrizeni musí daný uzel obsahovat,
aby byl listový. Tento parametr přímo ovlivňuje velikost stromu a úspěšnost klasifikace.
private uzel VytvorUzel(uzel auzel, float presnost)
Privátní  metoda  se  dvěma  vstupními  parametry.  Je  volána  na  každý  prázdný  uzel
stromu. Nejprve pomocí metody ListovyUzel zjistí, jestli je uzel listový, pokud ano, určí
jeho výsledek a vrátí vytvořený uzel. Pokud ne, určí atribut pro další dělení pomocí
metody UrciAtribut a vytvoří podle něj další prázdné uzly. Metoda vrací vytvořený uzel.
private int ListovyUzel(uzel auzel, float presnost)
Privátní metoda se dvěma vstupními parametry. Metoda určí, jestli je uzel auzel listový.
Pokud ano,  vrací  index závady.  Pokud ne,  vrací  -1  jako chybové hlášení.  Parametr
presnost udává, jaký minimální počet dat stejné třídy z dat kroztrizeni, musí daný uzel
obsahovat, aby byl listový. Tento parametr přímo ovlivňuje velikost stromu a úspěšnost
klasifikace. 
private int UrciAtribut(uzel auzel)
Privátní  metoda s jedním vstupním atributem,  vrací  index  měření  pro  další  větvení.
Pomocí metody  VypoctiEntropii vypočítá míru entropie pro všechna měření z atributu
intervaly a vrátí index měření s nejnižší hodnotou entropie.
private data Odeber(data adata, uzel auzel)
Privátní  metoda,  která  vytváří  data  kroztrizeni.  Data  vznikají  jako  výběr  z dat
kroztrizeni  předchozího uzlu a to tak,  že jsou odstraněna všechna data,  která nemají
hodnotu daného uzlu. 
public string Klasifikuj(int[] norm_hodnoty)
Metoda  pomocí  rozhodovacího  stromu  klasifikuje  vstupní  hodnoty  norm_hodnoty.
Pomocí hodnot norm_hodnoty postupuje stromem tak dlouho, dokud nenarazí na listový
uzel,  který je výsledkem klasifikace.  Pokud výsledný listový uzel neobsahuje žádný
výsledek (takové měření nebylo součástí trénovacích dat při vytváření stromu), hledá
nejbližší listový uzel, který je výsledkem klasifikace.
public void KlasifikujData(data adata)
Metoda slouží ke klasifikaci dat typu data pomocí metody Klasifikuj.
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Obr.9.6.2 Ukázka části rozhodovacího stromu
 (přesnost stromu 0.75, přesnost normalizace 0.165, v jednotlivých uzlech nejsou zobrazeny




Třída  Bayes slouží  ke  klasifikaci  dat  pomocí  naivního  bayesovského
klasifikátoru.  Vytvoření  klasifikačního  mechanismu  probíhá  pomocí  konstruktoru  ze
souboru, kterým se načtou trénovací data. Na základě trénovacích dat se vytvoří četnosti
závad, ze kterých se vypočtou aposteriorní pravděpodobnosti pro všechny kombinace
závad a měření. Dále se vytvoří apriorní pravděpodobnosti jako relativní četnosti závad
v trénovacích datech.
9.7.1 Atributy
data bayes_data – trénovací data, na základě kterých se vytváří četnosti závad
List<zavada> zavady_cetnost - obsahuje vypočtené četnosti závad, vytváří
se v konstruktoru, slouží k výpočtu aposteriorních pravděpodobností.
List<zavada>  aposteriorni_psti –  obsahuje  vypočtené  aposteriorní
pravděpodobnost
float[] apriorni_psti - obsahuje vypočtené apriorní pravděpodobnosti
9.7.2 Konstruktory
public Bayes()
implicitní konstruktor bez vstupních parametrů. Vytvoří prázdnou instanci třídy Bayes a
inicializuje atributy třídy do výchozího stavu.
public Bayes(string soubor, float a)
Konstruktor  se dvěma  vstupními  parametry.  Konstruktor  vytvoří  třídu  na  základě
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textového souboru typu csv a výsledná data normalizuje. Parametr  soubor představuje
cestu  ke zdrojovému souboru pro vytvoření  trénovacích dat  strom_data. Parametr  a
vyjadřuje přesnost normalizace dat. 
public Bayes(string soubor)
Konstruktor  s jedním vstupním parametrem.  Parametr  soubor představuje  cestu  pro




Privátní  metoda sloužící  k vytvoření  četností  závad,  je  volána pouze  v konstruktoru.
Slouží k výpočtu aposteriorních pravděpodobností. 
private void VypoctiAposteriorniPsti()
Privátní  metoda  bez  vstupních  parametrů.  Slouží  k vypočtení  aposteriorních
pravděpodobností, je volána pouze v konstruktoru. 
private void VypoctiAposteriorniPsti(string korekce)
Privátní  metoda  s jedním  vstupním  parametrem.  Slouží  k vypočtení  aposteriorních
pravděpodobností, je volána pouze v konstruktoru. Prametr korekce udává typ korekce
při  výpočtu  aposteriorní  pravděpodobnosti.  Prozatím  je  na  výběr  jen  jedna
možnost - Laplaceova korekce.
private void VypoctiApriorniPsti()
Privátní  metoda  bez  vstupních  parametrů.  Slouží  k vypočtení  apriorních
pravděpodobností, je volána pouze v konstruktoru. 
public string Klasifikuj(int[] norm_hodnoty)
Metoda  pomocí  naivního  bayesovského  klasifikátoru  klasifikuje  vstupní  hodnoty
norm_hodnoty. Pro  vstupní  hodnoty  norm_hodnoty  zjistí  hodnoty  aposteriorních
pravděpodobností  pro každý typ  závady a vynásobí  je  příslušnou hodnotou apriorní
pravděpodobnosti. Výsledkem klasifikace je závada, pro kterou vyšla nejvyšší hodnota
pravděpodobnosti.
public void KlasifikujData(data adata)
Metoda slouží ke klasifikaci dat typu data pomocí metody Klasifikuj.
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Tab.9.7.1 Naměřé a normalizované hodnoty výrobku 1.1
Tab.9.7.2 Ukázka vypočtených aposteriorních pravděpodobností pro trénovací data
s vyznačenými hodnotami pro klasifikaci výrobku 1.1 
Tab.9.7.3 Ukázka klasifikace výrobku 1.1 pomocí Naivního Bayesovského klasifikátoru.
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Výrobek 1.1
Čas vstřik. Tavení polštáře Čas chlazení Čas cyklu Max zdvih plast. Čas plastifikace Bod přepnutí Tep. na šneku
7,115487 16,72735 12,68079 59,69992 2083,3190 14,04796 930,6694 230,5
2 2 0 2 3 1 1 2
výsledná aposteriorní pst apriorní psti. výsledná pst.
- 0,000009959 0,6942880 0,000006914
nedolisovanahrana 0,000030577 0,0168946 0,000000517
nedostriknutykus 0,000000040 0,1158488 0,000000005
pretoky 0,000000290 0,0506838 0,000000015
propadliny 0,035296289 0,0522928 0,001845743
protecenyplast 0,000000323 0,0426388 0,000000014
spalenamista 0,023134355 0,0273532 0,000632799
0,047126 0,00804598 0,00114943 0,005747 0,00689655 0,14597700 0,00229885 0,00574713
0,006897 0,54137930 0,17011490 0,216092 0,28160920 0,84827580 0,42298850 0,11609200
0,291954 0,44597700 0,19080460 0,739081 0,20574710 0,00114943 0,57011500 0,84942530
0,339081 0,00114943 0,19885060 0,035632 0,29540230 0,00114943 0,02528736
0,309195 0,22873560 0,20000000
... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ...
0,013889 0,06944445 0,54166670 0,013889 0,01388889 0,01388889 0,04166667 0,01388889
0,138889 0,31944440 0,38888890 0,013889 0,01388889 0,91666670 0,70833330 0,01388889
0,541667 0,55555560 0,01388889 0,569444 0,09722222 0,01388889 0,19444440 0,91666670




0,233333 0,26666670 0,01666667 0,033333 0,06666667 0,26666670 0,10000000 0,13333330
0,283333 0,60000000 0,11666670 0,016667 0,36666670 0,65000000 0,35000000 0,68333330
0,166667 0,06666667 0,26666670 0,766667 0,20000000 0,01666667 0,48333330 0,10000000




0,024390 0,02439024 0,41463410 0,024390 0,02439024 0,02439024 0,02439024 0,02439024
0,024390 0,09756097 0,46341460 0,024390 0,02439024 0,85365860 0,60975610 0,02439024
0,536585 0,78048780 0,02439024 0,439024 0,02439024 0,02439024 0,26829270 0,85365860








10.  Vyhodnocení metod
10.1. Neuronová síť
Klasifikace dat pomocí neuronové  sítě se ukázala jako značne komplikovaná,
jelikož nalezení optimálních parametrů nastavení sítě je zdlouhavé a neexistuje pro něj
předem daný postup. Při tvorbě neuronové sítě se musí zvolit optimální počet skrytých
vrstev  a  neuronů  v nich,  vhodná  velikost  trénovací  množiny,  počet  iterací  učení  a
rychlost  učení.  Toho  nelze  dosáhnout  jinak  než  postupným  testováním  různých
nastavení  těchto  parametrů  a  hledáním nejlepšího  výsledku,  což  je  časově  náročné.
Podařilo se mi dosáhnout nejlepšího výsledku klasifikace 75% pro síť s jednou skrytou
vrstvou se čtrnácti neurony. Síť jsem učil ve třech fázích na třech různých trénovacích
množinách dat s rovnoměrným zastoupením typů závad. Nejprve na trénovací množině
se 14 vzorky s rychlostí učení 0,3 a počtem iterací 10000. Potom jsem rozšířil trénovací
množinu na 70 vzorků a doučoval síť s rychlostí učení 0,2 a počtem iterací 10000. A
nakonec  jsem  doučoval  síť  na  množině  dat  o 400  vzorcích  s rychlostí  učení  0,1  a
počtem iterací 20000. Takto vytvořená neuronová síť bude správně fungovat jen pro
data stejného typu jako byla trénovací. Pokud se vstupní data změní (např. začne se
vyrábět jiný výrobek), takto navržená síť s největší pravděpodobností nebude fungovat a
bude potřeba navrhnout novou.
Neuronová síť  se  ukázala  jako  metoda  s nejhoršími  výsledky  klasifikace.
Nevýhodou  je  i  vyšší  časová  náročnost,  která  je  závislá  na  zvolené  topologii  sítě.
Ukázka  časových  závislostí  pro  několik  topologií  je  na  grafu  10.1.1.  Výhodou
rozhodovacího stromu je schopnost klasifikovat neúplně popsaný výrobek, kdy nějaké
měření chybí. Další nevýhodou je nepřenositelnost neuronové sítě na jiný typ dat. 
Graf 10.1.1 Závislost času tvorby neuronové sítě na počtu neuronů
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Z použitých algoritmů se rozhodovací strom jeví jako nejuniverzálnější metoda
ke klasifikaci  dat.  Pro správnou funkci  klasifikace pomocí  rozhodovacího stromu je
důležité, aby byla trénovací data co nejvíce rozmanitá. Ideálním stavem by bylo, kdyby
trénovací  data  obsahovala  všechny možné  kombinace  hodnot  měření.  Potom by se
vytvořil úplný strom, který by byl schopen klasifikovat libovolné měření. Pokud strom
klasifikuje data, pro která nezná výsledek, hledá nejbližší listový uzel, který prohlásí
jako  výsledek  klasifikace.  Nevýhodou  rozhodovacího  stromu  je  neschopnost
klasifikovat neúplně popsaný výrobek, kdy nějaké měření chybí.
Jedná  se  o metodu,  pro  kterou  bylo  nejsložitější  vytvořit  implementaci
klasifikačního modelu. Jelikož se vytváří uzel pro každou hodnotu normalizovaých dat,
je  velikost  výsledného  stromu,  a  tedy  i  úspěšnost  klasifikace,  závislá  na  přesnosti
normalizace trénovacích dat, jak vyplývá z grafu 10.2.2.
Z grafu  10.2.3  lze  vidět,  že  nejvyšší  hodnoty úspěšnosti  klasifikace  bylo  pro  různá
nastavení  normalizace dosaženo při  maximální  hodnotě přesnosti  tvorby stromu.  Na
základě  tohoto  zjištění  byla  nalezena  optimální  hodnota  nastavení  přesnosti
normalizace, která vyšla 0,17, jak vyplývá z grafu 10.2.1.
Graf 10.2.1 Závislost úspěšnosti klasifikace rozhodovacího stromu na
přesnosti normalize trénovacích dat. Přesnost stromu 0,999
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Graf 10.2.2 Závislost doby tvorby rozhodovacího stromu na přesnosti
normalize trénovacích dat. Přesnost stromu 0,999
Graf 10.2.3 Závislost úspěšnosti klasifikace na přesnosti tvorby
rozhodovacího stromu pro různá nastavení normalizace
10.3. Naivní bayesovský klasifikátor
Naivní bayesovský klasifikátor se ukázal jako zajímavý nástroj pro klasifikaci
dat, který nad ostatními algoritmy vyniká jednoduchostí implementace a nejkratší dobou
tvorby  a  klasifikace.  Jelikož  je  v podstatě  celý  klasifikační  model  tvořen  jedním
trojrozměrným polem pravděpodobností, kde třetím rozměrem je počet typů závad, je
na tomto parametru silně závislá jeho paměťová i výpočetní náročnost. Takže kdyby
například byla trénovací data složena ze 70-ti různých typů závad, oproti stávajícím 7,
vzrostla by paměťová náročnost 10 krát. Což u rozhodovacího stromu a neuronové sítě
nenastane. Úspěšnost klasifikace klasifikátoru je náchylná na složení trénovacích dat,
kdy četnost zastoupení jednotlivých typů závad musí být ve trénovacích datech stejná
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nebo co nejpodobnější tomu, jako bude u dat ke klasifikaci. 
Pomocí naivního bayesovského klasifikátoru se mi podařilo dosáhnout nevyšší
úspěšnosti  klasifikace  87,5%  při  přesnosti  normalizace  trénovacích  dat  0,17%,  jak
vyplývá z grafu 10.3.1.
Graf 10.3.1 Závislost úspěšnosti klasifikace bayesovksého
klasifikátoru na přesnosti normalizace trénovacích dat
Graf 10.3.2 Závislost doby tvorby naivního bayesovského
klasifikátoru na přesnosti normalize trénovacích dat
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Každý algoritmus má své výhody i nevýhody a klade jiné nároky na trénovací
data.
Pokud je k dispozici velký počet trénovacích dat a je zajištěna jejich pravidelnost, je
nejvhodnější použít naivní bayesovský kalsifikátor.
Pokud je  trénovacích  dat  málo,  je  nejvhodnější  neuronová síť,  která  dokáže  i  z pár
desítek dat vytvořit relativně úspěšný klasifikační model.
Rozhodovací strom potřebuje trénovací data co nejvíce různorodá tak, aby obsahovala
co nejvíc různých druhů měření. 
Z  hlediska  úspěšnosti  klasifikace  dosahují  nejlepších  výsledků  algoritmy
rozhodovací strom a naivní bayesovský kalsifikátor a to hodnot okolo 88%. Neuronová
síť dosahuje o 13-17% nižší úspěšnosti klasfikace. Její úspěšnost pro více opakování
kolísá jak vyplývá z grafu 10.4.1. Je to způsobeno pokaždé jiným pořadím předkládání
trénovacích vzorků a jiným úvodním nastavením prahových hodnot. 
Z  hlediska  časové  náročnosti  opět  dosahují  podobných  hodnot  algoritmy
rozhodovací strom a bayesovský klasifikátor. Tvorba a klasifikace neuronovou sítí trvá
6-7 krát déle.
Tab.10.3.1 Srovnání jednotlivých metod z hlediska úspěšnosti klasifikace a doby
trvání tvorby klasifikačního modelu.
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n
Neuronová síť Rozhodovací strom Bayesovský klasifikátor
úspěšnost [%] t [ms] úspěšnost  [%] t [ms] úspěšnost  [%] t [ms]
1 73,4 719 87,95 136 87,57 111
2 73,11 692 87,95 137 87,57 109
3 70,29 672 87,95 137 87,57 110
4 75,07 720 87,95 136 87,57 109
5 73,89 698 87,95 137 87,57 111
6 74,37 711 87,95 135 87,57 113
průměr 73,36 702,0 87,95 136,3 87,57 110,5
Graf 10.4.1 Srovnání úspěšnosti klasifikace jednotlivých metod
pro n opakování
Graf 10.4.2 Srovnání doby trvání tvorby a klasifikace
jednotlivých metod pro n opakování
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Prvním úkolem bakalářské práce bylo nastudovat zadané algoritmy pro analýzu
dat z výrobního procesu a vyhodnotit jejich klady a zápory. Zadány byly rozhodovací
stromy, neuronové sítě, bayesovská klasifikace. 
Neuronové  sítě  jsou  vhodné  pro  práci  s numerickými  daty,  jelikož  umožňují
přivést na vstup sítě libovolnou číselnou hodnotu. Naproti tomu rozhodovací stromy a
bayesovská klasifikace jsou vhodné především pro klasifikaci kategoriálních dat. Práce
s numerickými daty vyžaduje normalizaci vstupních dat do vhodného počtu množin.
Dále  je  u neuronových  sítí  problém  odhadnout  kolik  použít  neuronů  ve  skrytých
vrstvách,  aby  nedošlo  k přeučení  neuronové  sítě.  Oproti  ostatním  algoritmům,
neuronové sítě umožňují doučování adaptací vah neuronů i během samotné klasifikace a
tím  můžou  reagovat  na  dlouhodobě  působící  odlišnosti,  která  trénovací  data
neobsahovala. 
Rozhodovací  stromy  potřebují  ke  správné  klasifikaci  všechny  naměřené
hodnoty, jelikož by se mohlo stát, že narazíme v rozhodovacím uzlu na dotaz, na který
neznáme  odpověď  a  klasifikace  selže.  Bayesovský  klasifikátor  a  neuronové  sítě
umožňují klasifikovat i neúplně popsaná data, kdy nějaké hodnoty chybí. Výsledek se
pak může od skutečnosti lišit, záleží, jak statisticky významná data chybí. 
Druhým úkolem bakalářské práce bylo porovnat dostupné softwarové produkty.
Ze  softwarových  produktů  jsem vybral:  Matlab  Neural  network  Toolbox,  Statistica
Neural networks, IBM SPSS Statistics, BayesiaLab, Netica a PrecisionTree. Nejvíce mě
zaujal  software  Statistica  Neural  networks,  který  umožňuje  návrh  vícevrstvých
neuronových sítí a následnou generaci kódu v jazyce C.
Třetím  úkolem  bakalářské  práce  bylo  vytvořit  program  pro  analýzu  dat
z výrobního  procesu.  Program  jsem  vytvořil  v jazyce  C#  ve  vývojovém  prostředí
Microsoft Visual Studio 2010 Ultimate. Každou funkční část programu jsem realizoval
pomocí zvláštní třídy.
Čtvrtým  úkolem  bylo  ověřit  úspěšnost  jednotlivých  algoritmů.  Nejlepší
úspěšnosti  klasifikace  dosáhl  rozhodovací  strom,  který  se  jeví  jako  nejvhodnější
algoritmus pro klasifikaci výrobních dat. Dobré úspěšnosti dosáhl i naivní bayesovský
klasifikátor. Nejhorších výsledků dosáhla neuronová síť. 
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