In this paper, we propose a novel loopback approach in a two-level streaming architecture to exploit collaborative client/proxy buffers for improving the quality and efficiency of large-scale streaming applications. At the upper level we use an overlay to deliver video from a central server to proxy servers, at the lower level a proxy server delivers video with the help of collaborative caches. In particular,a proxy server and its clients in a local domain cache different portions of a video and form delivery loops. In each loop, a single video stream originates at the proxy, passes through a number of clients, and is passed back to the proxy. As a result, with limited bandwidth and storage space contributed by collaborative clients, we are able to significantly reduce the requirements of network bandwidth, I/O bandwidth, and cache space at a proxy. Furthermore, we develop local repair schemes to address the client failure issues for enhancing server quality and eliminating most repairing load at servers. For popular videos, our local repair schemes are able to handle most of single-client failures without service disruption and retransmissions from a central server. Our analysis and simulations have shown the efficacy of loopback in various settings.
INTRODUCTION
Video streaming has become one of the most popular applications over the Internet. Many streaming approaches have been proposed in the past two decades. Generally, we have three basic types of video streaming architectures: simple clientserver models on either unicast or multicast networks (e.g., batching [1] , patching [2] , periodic broadcast [3] ), content distribution networks (CDNs) with the help of caching proxy servers (e.g., Akamai), and peer-to-peer streaming approaches using peer resources to reduce server loads (e.g. P2cast [4] , ZIGZAG [5] ). Unfortunately, due to the lack of multicast capability in current IP networks, client-server approaches are not scalable.In the meantime, a CDN approach usually requires high investment in a broad delivery infrastructure and demands a rather large amount of resources to achieve scalability. As a result, it is often difficult for CDNs to deal with the flash crowd problem [6, 7] due to its fixed resources. On the other hand, recent P2P approaches are very attractive in reducing server load, providing system scalability, and potentially solving the flash crowd issue. However, these P2P approaches often do not assure service quality.
A few hybrid approaches have been proposed with different focuses. CoopNet [8] addressed the flash crowd issue by combining a CDN with cooperative clients. CoopNet uses a central server as a directory service for clients to obtain cached contents from cooperative clients accessing the same content at the same time. Similarly, P2Cast [4] also uses a centralized directory server to assist a new client to join an active session and construct an application-level forwarding tree, consisting of a set of active clients in the session. P2Cast mainly addresses the issue of scalability by spreading server load over a set of active clients in a session. Our loopback mechanism further exploits the idea of passing data along by clients proposed in chaining, in which each client not only receives a video from the server but also forwards the same video to another client [10] . However, in chaining, a client may have to cache a whole video in the worst case, which is a rather high requirement for a common client. In this paper, we assume that each client contributes only a limited small buffer for caching. In addition, the extended chaining scheme [10] reduces resource usage by delaying client to extend the chain length. Thus, the improvement is achieved at the cost of an additional delay. In our scheme each client starts receiving data immediately. The fundamental difference between chaining and loopback is that the proxy server and client collaboration play the key roles in our loopback scheme. A client request always goes to the proxy server so that the proxy server can manage collaborative clients for caching data efficiently. Clients arriving close to each other in a local community collaborate with the proxy in a loop that services these clients and reduces the buffer space and bandwidth requirement of the proxy.
The remainder of this paper is organized as follows. In Section 2, we introduce the two-level streaming architecture and describe the loopback approach. In Section 3, we present a formal performance analysis of the loopback approach for serving a single video. In Section 4, we develop a local-repair mechanism to deal with the failures of collaborative caches for ensuring service quality as well as reducing server I/O bandwidth and network bandwidth. In Section 5, we examine the performance of loopback in the case of limited buffer space at proxy servers. In Section 6, we conclude this paper and discuss our ongoing research.
TWO-LEVEL STREAMING ARCHITECTURE AND LOOPBACK APPROACH

Two-Level Streaming Architecture
As illustrated in Fig.1 , the proposed streaming architecture consists of two main components: an overlay network that delivers videos from a central sever to proxy servers across WANs, and a local network that transmits video data within a client group. The central server has a complete repository of videos while a proxy often partially caches popular videos. We assume constant-bit-rate (CBR) videos since most practical streaming systems support CBR videos. Each proxy server manages and serves a group of clients with the assistance of a group of committed clients.
One important difference between the proposed approach and the previous application-level multicast [11] or pure P2P approaches [4, 8] is the assumption that a client commits its buffers for a fixed period of time so that a portion of a video cached at a committed client is available beyond its session. In contrast, most previous approaches assume that a client only contributes its buffers when it is accessing the same content in the same time period, i.e., a client only temporarily helps during its active session. To justify this assumption, we employ a service incentive to direct client behavior and reduce dynamics in local peer networks: a client earns credits for its future service when it performs as a collaborative cache to serve other clients, while it loses its credits if it fails to keep its promise.
Basic Loopback Scheme
Exploiting client collaboration with proxy servers is the key contribution of the loopback mechanism. A proxy server not only caches video data but also organizes clients into a collaborate network in each community so that we can exploit local resources to reduce the amount of data required from a central server across WANs.
A client receives a video stream from a preceding client requesting the same video, a proxy server, or a central server depending on the data availability. It uses its disk space to buffer frames for its own playback and further passes data in delay in receiving data from a central server its buffer to the subsequent client of the same video in a loop. We assume that a client provides only a small amount of available resources such as a small disk space and bandwidth for collaboration. More specifically, the buffer size of the client is fixed, and each client receives and forwards only one video stream. The client receives, buffers, and plays video immediately. When the subsequent client arrives before the buffer is full, the frames are forwarded to the subsequent client.
Once the buffer is full, the oldest frames are evicted from the buffer in two fashions: the frames are either passed back to the proxy if the proxy has available disk space reserved for the video, or simply discarded.
For ease of illustration, we first assume that the proxy caches the entire video. Then, a client will either forward its data to a subsequent client in a loop or pass the data back to the proxy. As a result, the whole video is dynamically distributed at the client buffers and the proxy in a number of loops as illustrated in the following. Each client receives data from its predecessor in the loop and forwards data to its successor. Both successor and predecessor can be the proxy or another client. The proxy server is a member of each loop, receiving data from client loops and passing data to clients in multiple loops simultaneously. Each loop contains at least one client besides the proxy. The first client in a loop receives data from the proxy, the last client forwards data back to the proxy. If a client requesting a given video arrives before the buffer of the preceding client becomes full, the client joins an existing loop and receives data from the preceding client. Otherwise, a new loop is created and the client directly receives data from the proxy. Apparently, requests for a popular video tends to form long loops and the proxy can use a few streams to service a large number of clients with a low I/O bandwidth.
As in many previous approaches, we first focus on the service of a single video. A proxy server may cache an entire video or a portion depending on its popularity and resource availability. When a client demands cached data at the proxy, the proxy forwards cached frames to the client and evicts them out the proxy buffer so that we can fully utilize both the cached data at the client and the proxy buffer space. In the basic loopback mechanism, we have no more than one copy of each frame available locally, cached at either the proxy or a client. Note that the entire video may be available locally with only a small portion or none cached by the proxy when we have many clients access this video locally.
In addition, multiple loops of a single video may exist at the same time. Fig.2 illustrates three loops formed by eight client requests for a single video, consisting of three, four and one client, respectively. Each square represents a small client buffer. The shaded areas show the distribution of different portions of video data at clients and the proxy. The arrows shows the directions of data flows between the proxy and each loop. Clearly, no data sharing and no conflicts exist between loops, i.e., a loop always returns data to the proxy buffer before the first client in the next loop needs the data. Furthermore, given the client buffer size, when a client arrives before the buffer of preceding client is full, the newcomer joins the preceding client's loop.
One of the interesting properties of the proposed scheme is that for a highly-popular video, most data of the video will be cached at clients. Therefore, loopback only requires a little buffer space and bandwidth of the proxy for servicing these highly-demanded videos, so that we have more proxy resources for other sessions. Furthermore, when the proxy caches an entire video, no data is requested from the central server at the cost of storage space and I/O bandwidth usage at the proxy. In Section 5, we will see that even if the proxy is capable of caching only a small portion of the video, using the loopback mechanism, the number of streams transmitted by the central server is proportional to the number of loops and not the number of clients. Thus, we can significantly reduce the requirement on central servers and network resources for videos with high and medium popularities.
ANALYSIS OF THE BASIC MODEL
In this section, we analyze the properties of the basic loopback scheme. Our goal is to analyze the resource usage at a proxy for a single video under a given client arrival process. We derive the expected proxy buffer utilization and the expected proxy I/O bandwidth. In this analysis, we first assume that there are no client failures and the proxy is capable of caching the entire video (such that no data is transmitted from the central server). Furthermore, we analyze the effects of client failure on the system performance and resource usage for repairing failures.
Let us first introduce notations used for the performance analysis of the loopback scheme. Let δ be the buffer size at each client and let t i denote the arrival time of the i th client. In order to simplify the notations and without loss of generality, we assume that the transmission rate and the playback rate of a video are equal to 1. Then if t i − t i−1 ≤ δ, the i th client receives the video from (i − 1) th client; otherwise, it receives the video from the proxy. In the latter case, the (i − 1) th client starts forwarding video back to the proxy at time t i−1 + δ. Note that each client in the loop except for the last one may buffer less than δ. Let n j be the number of clients participating in the j th loop, and let t j i be the arrival time of the i th client in the j th loop. In some cases, we may drop the superscript j indicating loop index to simplify the notation when analyzing the performance of clients within a single loop. We assume that the client inter-arrival time X is exponentially distributed with the mean equal to 1 λ . The notations are summarized in Table 1 .
Proxy Buffer Space vs. Aggregate Loop Buffer Space
The basic loopback scheme helps us save proxy buffer space by distributing video data among client buffers in concurrent loops. In the following, we first analyze the average loop length and the expected number of loops based on a mean client arrival rate. As a result, we are able to estimate how much data is distributed among clients in the concurrent loops of a video.
One-Client Loops
The probability that the client starts a new one-client loop is equal to e −2λδ , i.e., the probability that both the previous and the next client arrive more than δ away in time. Hence, the arrival rate of one-client loops is λe −2λδ . Therefore, the average number of concurrent one-client loops is Lλe −2λδ . Since each one-client loop removes δ of data from the proxy buffer, the average amount of data distributed among one-client loops is equal to Lλe −2λδ δ.
Multi-Client Loops
An n-client loop removes an amount of data equal to δ + (t n − t 1 ) from the proxy buffer. Given that the amount of data removed from the proxy buffer depends on the difference between the arrival times of the first client and the last client, we first find the mean value of this difference. The average client inter-arrival time smaller than δ,
The probability that a loop contains n clients is equal to:
Thus, the mean value of the difference between the arrival time of the first and last, n th , client is given by:
The probability that a client starts a new multi-client loop is (1 − e −λδ )e −λδ , i.e., the probability that the previous client arrived more than δ earlier and that the next client arrives within a distance of δ. Therefore, the arrival rate of multiclient loops can be derived as λ(1 − e −λδ )e −λδ . Then, the average number of concurrent multi-client loops is equal to
Since the average amount of data buffered by a multi-client loop is equal tot + δ, the average amount of data distributed among concurrent multi-client loops is equal to: 
Proxy Buffer Utilization
Based on the above analysis, we know that the average amount of data not present in the proxy buffer at a given time is estimated as:
Fig .3 presents the amount of data cached by the proxy as a function of client arrival rate for various sizes of client buffer relative to the video length. We observe that the amount of data cached by the proxy decreases as the client arrival rate increases and eventually approaches 0. A high arrival rate results in all clients joining one loop and the video data being passed from one client to another instead of being passed back to the proxy. Hence, the amount of buffer space at the proxy needed for caching a popular video is small.
Proxy I/O Bandwidth
The I/O bandwidth usage at the proxy due to one loop is equal to approximately 2, i.e., one stream forwarded to the loop and one stream coming from the loop. The number of concurrent one-client loops is Lλe −2λδ . The number of concurrent multi-client loops is Lλ(1 − e −λδ )e −λδ across a video. Hence, the average I/O bandwidth due to all concurrent loops is:
For comparison, the I/O bandwidth due to a transmission of one video stream per client is Lλ, provided that the entire video is cached by the proxy. As shown in Fig.4 , the I/O bandwidth consumption in the proposed loopback approach initially increases when the client arrival rate increases, because the number of loops increases and they are mostly oneclient loops in this range. As the arrival rate increases further, the I/O bandwidth usage quickly decreases since most clients join an existing loop and the number of loops decreases. Clearly, loopback significantly reduces the requirement of proxy I/O bandwidth for popular videos.
Client Failure Influence
Since loopback depends on client collaboration, we need to clearly understand how unreliable clients affect the effectiveness of the proposed scheme. We analyze the service disruption, additional server bandwidth, and additional proxy bandwidth caused by client failures in the following.
We assume that the client failure probability is f c . When a client failure occurs, the data buffered by the client is lost. A client failure causes a multi-client loop to be broken into two separate loops. If the i th client fails, all clients preceding the i th client in a loop form a separate loop with the (i − 1) th client returning data to the proxy. Meanwhile, all clients after the i th client form another separate loop with the (i + 1) th client receiving data from the proxy.
Clients in the first loop do not experience any service interruption. (The only difference that distinguishes them from a regular loop is the fact that the buffer occupancy at the last, (i − 1) th , client may be smaller than δ.) On the other hand, clients in the second loop may experience playback disruption. Since the data buffered by the i th client is lost, it has to be re-acquired from a central server. We denote the delay to receive data from the server as Now we evaluate the effect of client failures on clients, a central server, and a proxy server by evaluating the length of client playback disruption, the bandwidth increase due to the transmission of the lost data by the central server, and the additional I/O bandwidth increase at the proxy, respectively.
Client Delay
The playback at the (i + 1) th client may be interrupted when the i th client fails to forward the video stream to this client. Assume that all clients are equally likely to fail. We have the average duration of playback disruption experienced by a client in a n-client loop as:
where n is the number of clients in the original loop.
The average duration of playback disruption over all loops with various lengths can be expressed as:
Fig.5 presents the average playback disruptionD as a function of the client arrival rate. The length of disruption is expressed as the percentage of the playback length. We observe that, for a given value of δ, the average disruption length first increases with an increase in the arrival rate and then decreases. The delay averaged over all clients in all loops, (not only the loops in which a client failed,) also depends on the failure probability f c but generally exhibits similar trends. For a given value of δ and d s the delay reaches maximum for a certain value of the arrival rate. Hence, the effect of the client failure on playback disruptions is rather small for popular videos.
Server Bandwidth
In order to estimate the cost of a client failure due to the transmission of the lost data by the server, we first compute the average amount of data buffered by a client. The maximum buffer capacity δ is used by the clients that are more than δ from their corresponding successors. The probability of such an event is equal to e −λδ . In other cases, the client buffers on the averageâ of data. Hence, the average amount the client buffers is equal to:
Given the client failure probability f c , the amount of data requested from the server over a unit of time is:
Fig.6 presents the amount of data requested from server as a function of the client arrival rate. As the arrival rate increases, the amount of data re-acquired from the server approaches the value equal to the failure probability f c .
Additional Requirement of Proxy I/O Bandwidth
Client failures increase the consumption of proxy I/O bandwidth. If a client in a single-client loop fails, two data streams, one from the proxy to the client and one from the client to the proxy are terminated. However, a stream from the server is forwarded to the proxy for a period of time equal to δ to recover the missing data due to the failure.
The failure of the first or the last client in a multi-client loop causes an increase in the number of streams directed to the proxy by one (stream from the server) for an interval no longer than δ. A client failure in the middle of a multi-client loop increases the number of streams by two, due to the creation of another loop. In addition, one stream is added to recover the missing data from the central server for an interval no longer than δ.
If we ignore streams from the central server, since they last only for a short period of time, the average I/O bandwidth usage at the proxy is given by:
From the average I/O bandwidth usage given by Eq.5, we subtract two streams due to the failure of one-client loops and add two streams created due to the client failures in the middle of multi-client loops. We assume that the client failure is equally likely to happen at any instant of the client's lifetime. The longer a client receives the video, the more likely that the failure has already happened. Therefore, the probability that the failure has already happened for a given client in on the average equal to 1 2 , and we use this factor to scale the number of clients which have failed. Fig.7 illustrates the effect of failure probability on the proxy I/O bandwidth usage for various values of failure probability. We observe that the increase of the server I/O bandwidth is more significant for high client arrival rates since most failures increase the number of loops by one in that region. However, the I/O bandwidth usage depends also strongly on the failure probability and for small values of f c the increase is not so significant.
ENHANCING PERFORMANCE AND RELIABILITY WITH DUPLICATION
In the basic scheme discussed in the previous section, when collaborative caches fail, clients may experience service disruptions and servers have to transmit extra data to repair such failures. To address these issues and further ensure service quality and survivability, we propose a simple caching duplication that exploits collaborative client buffers to cache multiple copies of data to deal with collaboration failures. This simple approach not only significantly reduces server loads by locally repairing failures with client collaboration but also shortens the repairing delay caused by transmitting missing data from a central server in the basic repair scheme.
The basic scheme does not fully exploit the capacity of client buffers. A client starts to buffer and playbacks immediately at t i such that there is no startup delay. A client stops to buffer at t i,e = t i+1 , where t i,b is the instant that a client starts to collect the data into its cache and t i,e is the instant that a client stops to collect the data into its cache. Therefore, the buffer occupancy at client i is b i = t i+1 − t i . Since the mean distance between a pair of arrivals is 1/λ, we know that the average size of data buffered at a client is no more than 1/λ, where we assume that the CBR video rate is 1. So the buffer utilization is only around 1/(λ · δ).
To fully utilize client buffers and improve system performance and service availability, we propose a caching duplication scheme that employs a Buffer-immediately-to-maximum Policy. Under this policy, we let a collaborative cache to buffer as soon as a request arrives and as much as possible, i.e., t i,b = t i , and t i,e = t i + δ, where δ is the given client buffer size. As shown in Fig.8 , this policy allows the duplication of units across collaborative caches such that we can utilize these naturally duplicated units to fix single-(and even multiple-) client failures. Assume we start at 0. In the example, we have four clients arriving at time 0, 2, 3, and 5, and each client has a buffer of four units. to unit t, where t is the current time. L loop can be expressed as δ +t given in Section 3. At time 9, we have a complete sequence of unit 1 to unit 9 from t 4,b to t 1,e . In addition, we have duplicate copies of these units, marked in ellipses. The amount of duplicate data is determined by the client arrival times. The total number of duplicate units is k · δ − L loop . An important property of this approach is that the higher the client arrival rate (i.e., a video with higher popularity), the better fault-tolerance is provided.
Complete-and Partial-Local Repair of Single Failures
In the previous basic scheme, when a failure of collaborative cache occurs at client i, i.e., when client i fails to pass data to the next client in the loop, we let a server send the missing portion to client (i + 1). Therefore, every client in the downstream of a loop may experience a service disruption of d s seconds. We consider this type of failures as single failures. Note that multiple single failures may occur at the same time as long as they are not consecutive in a loop. To avoid the data transmission from the central server, we let client (i − 1) directly pass data to client (i + 1) in a loop so that the minimum amount of data needs to be delivered from a central server to client (i + 1) in a repair. We name this operation as a local repair. 
. When client i fails, its preceding client (i − 1) may be able to provide all or partial data that are supposed to be passed to client (i + 1) by client i in a loop. In particular, as shown in Fig.9(a) , when t i+1 − t i−1 ≤ δ, i.e., there is no gap between b i−1 and b i+1 , we are able to perform a completelocal repair to fix the failure of client i by asking client (i − 1) to pass data directly to client (i + 1). Otherwise, as shown in Fig.9(b) , when t i+1 − t i−1 > δ, there is a gap g i between b i−1 and b i+1 due to the failure of client i, where
We then perform a partial-local repair, in which client (i + 1) obtains a portion of missing data (shown as o i ) from client (i − 1) and the gap g i from a central server.
In a complete-local repair, client (i − 1) provides all data that client (i + 1) needs, because there is no gap between their buffers, i.e., t i+1 − t i−1 ≤ δ. Given an exponential arrival rate with a mean of λ, the probability p 1 of a successful completely-local repair for a single failure is equal to the probability that the distance between the arrivals of client (i − 1) and client (i + 1) is no more than δ in a loop, given as follows.
In a partial-local repair, δ < t i+1 − t i−1 , client (i − 1) contributes a portion of missing data (as o i in Fig.9(b) ) to client (i + 1), and we need the central server to send the missing data (as gap g i in Fig.9(b) ) to client (i + 1). Since client i and client (i + 1) are in the same loop, we also have t i+1 − t i−1 ≤ 2δ. Similar to the reasoning of Eq.11, we obtain the probability of a partial-local-repair as follows. Fig.10 shows the probabilities of successful complete-and partial local repairs. As the mean arrival rate increases, we are more likely to repair a single failure locally with a complete-local repair, shown as the middle curve. In the meantime, a partial local repair is less likely, shown as the bottom curve, since the arrivals tend to overlap with each other as Fig.9(a) . The top curves show the total probability of local repairs. Clearly, we have a good chance to perform local repair and reduce most repair-related load at a central server as presented in the following.
Using local repairs, we can significantly reduce repair-related overheads on the central server(s) when the request arrival rate is moderately high. Without a local repair, the central server needs to deliver l basic data to client (i + 1) for a single failure, where
With a local repair, the server only needs to deliver l repair data to client (i + 1) for a single failure, l repair = g i · p 2 . Clearly, l repair /l basic ≤ 1. We denote this ratio as p saved , representing the percentage of additional repair-related load saved by exploiting local repairs.
whereâ is the mean distance between clients in a loop with more than two clients as given by Eq.1. Fig.11 shows that we can eliminate most repair-related load at a server. For example, when the arrival is moderately high, e.g., three arrivals per δ, we can save more than 80% of repair-related load.
Complete-and Partial-Local-Repair of Multiple Failures
Extension of Complete-and Partial-Local-Repair to Multiple Consecutive Failures We can easily extend the above model for single failures to multiple consecutive failures. In this case, multiple consecutive clients in a loop fail together. When the client arrival rate is high or the client buffer size is large, we have more duplicate units that form a continuous subsequence of the data held by a loop. Due to space limitation, we only present the complete local repair for multiple consecutive failure case in this paper. Other cases can also be obtained through similar procedures as the above. For example, as shown in Fig.8 , at time 9, we have a subsequence of unit 3 to unit 7 available. In other word, with a high client arrival rate, we will have a high degree of redundancy for each unit.
In general, when the distance between client (i − m) and client (i + 1) is not more than δ, we can fix a burst of consecutive m client failures (including client i − m + 1 to client i) with a probability as
Simulation Evaluation of Caching Duplication
To confirm the above analysis, we also use simulations to evaluate the proposed local-repair approaches. In these simulations, we choose the given client buffer size δ as 2% of the video length, and we examine different arrival rates relative to δ, i.e, one arrival per δ to five arrivals per δ. Furthermore, we use four different client failure probabilities, i.e., f c = 1%, 5%, 10%, and 50%, in our test for covering a broad failure range. The length of simulation is over 10 times of the video length. 12 shows the probabilities of complete-and partial-local repairs. The upper group of four curves are the probability of complete-local repairs under the four client failure probabilities. As we can see, the trends of these curves are very close to the middle curve in Fig.10 , which further confirms our analysis. The lower group of four curves are the probabilities of partial local repairs under the four client failure probabilities. The trends of these curves are very close to the bottom curve in Fig.10 . Fig.13 shows the total probabilities of all local repairs under the four client failure probabilities. The trends of these curves are very close to the top curve in Fig.10 . Fig.14 shows the actual percentages of repair-related load measured in our simulation. Clearly, for all different arrival rates and client failure probabilities, local repairs are able to save more than 90% of repair-related load used in the basic scheme.
MODEL WITH LIMITED PROXY BUFFER
We now relax the assumption that the proxy server can store the entire video and examine the effect of client loops on the resource requirements of proxy servers. We assume that the storage space dedicated to a given video is equal to αL, where 0 ≤ α ≤ 1 and L is the video length. We analyze the resource usage under these assumptions and further describe the ability of the system to adapt to variable video popularity. Recall that, for a popular video, the proxy only needs to buffer a small portion of the video to avoid requesting data from a central server, while for a low popularity video, the proxy may need to buffer almost the entire video to achieve the same effect.
In common proxy caching schemes, the prefix of a video is cached at a proxy server. Each client receives the prefix from the proxy and the remaining portion of a video from a central server. Similarly, in the loopback scheme we assume that the proxy initially caches a prefix of the video. When the request arrival rate is low, there is usually only one client which receives the prefix from the proxy. The prefix frames are returned to the proxy after the playback and the client requests the suffix of the video from the central server.
As the client arrival rate increases, there are two or more loops receiving data from the proxy at the same time. We assume that the last client in a loop returns data to the proxy as long as the proxy has buffer space available, even if the data is beyond the range of the prefix. Fig.15 shows such an example. The last client in the first loop has already played the prefix and is receiving the subsequent frames from the server. Since the second loop has removed some frames from the proxy buffer and made more buffer space available, the first loop can keep returning data beyond the prefix to the proxy. The amount of this additional data is equal to the amount of data buffered by the second loop, denoted as w 2 . Note that the second loop will not only receive the prefix from the proxy but will also receive the additional amount of data of w 2 that is deposited in the proxy buffer by the first loop. (The proxy may have to replace the additional data with the prefix data if the third loop does not arrive early enough to shift a portion of the prefix out the proxy buffer.)
As the arrival rate further increases, multiple loops may receive and return data to the proxy at the same time. In the general case the earliest loop receiving data from the proxy can return the amount of data equal to the aggregate amount buffered by all subsequent loops. As a result, this additional amount of data is available from the proxy to the subsequent loops. As long as the amount of data not buffered by either the proxy or clients is larger than zero, some frames will have to be requested from the central server. The amount of data available locally is equal to L − αL − B, where B is the average amount of data buffered by the clients as defined in Eq.4. Once L − B becomes smaller than the proxy buffer αL, the system becomes independent of the server since the entire video is available locally. The proxy buffers frame chunks distributed throughout the entire video and the cumulative size of these chunks is smaller than or equal to the proxy buffer αL.
Now we evaluate how much data is available locally for a given client arrival rate. Letŵ denote the average amount of data buffered by a loop:ŵ = (1 − e −λδ )(t + δ) + e −λδ δ
The average loop inter-arrival time is: ∆t = 1 λe −λδ . Let k be the number of loops such that the total amount of data in the proxy buffer (between the loops) is no larger than the storage space: k(∆t −ŵ) ≤ αL. The following condition also has to be satisfied: k∆t ≤ L. Thus, k = min( L ∆t , αL ∆t−ŵ ). Then, the aggregate amount of data stored in the proxy buffer and distributed among clients, (which does not have to be requested from the central server,) is equal to: Fig.16 shows W as the function of the client arrival rate for different values of α. The values of W are expressed as a percentage of the video length. We observe that as the arrival rate increases, the amount of data beyond prefix deposited at the proxy increases. Beyond a threshold arrival rate, the proxy has sufficient buffer space, due to concurrent loops, for each loop to return all received data back to the proxy without discarding any frames. Eventually, the total amount of data the proxy needs to cache becomes smaller than the prefix size and the system becomes independent of a central server, i.e., all video frames are available either at the proxy or at client buffers. The performance of the system is the same as the performance of the system with unlimited proxy buffer. We observe also that for a given client arrival rate the value of α for which the amount of data available locally approaches video length, decreases with an increase in the arrival rate (Fig.17) .
The proxy I/O bandwidth usage is proportional to the number of loops receiving and returning data to the proxy, i.e, the approximate I/O rate is 2k. Fig.18 shows I/O bandwidth usage for various values of α including the case when the proxy can cache the entire video (unlimited buffer) for the comparison. Since the proxy initially buffers smaller amount of data in the limited buffer case, the I/O bandwidth usage is lower than with the unlimited buffer. As the arrival rate increases the I/O bandwidth usage reaches its maximum and when it starts decreasing the curve merges with the unlimited buffer curve. The value of the arrival rate at which the I/O bandwidth usage reaches the maximum is also the value at which the entire video becomes available locally.
CONCLUSIONS AND FUTURE WORK
We have introduced a loopback mechanism for exploiting client collaboration in a two-level video streaming architecture. We have analyzed the resource usage of the proposed mechanism, namely, server and network bandwidth, proxy bandwidth and storage space. We have shown that even with limited client resources, loopback can significantly reduce the requirements of network bandwidth, I/O bandwidth and buffer space at proxy servers, for moderately and highly popular videos. We have also analyzed the effect of client failures and developed local repair approaches to minimize playback disruption and the costs of repairs. Finally, we have shown that, even with limited proxy buffer space, the loopback scheme is still able to significantly reduce the resource requirements at proxy servers.
We are investigating the broad enhancement of the basic loopback model to allow varying amount of resources committed by each client. In other words, we will consider the case when each client may specify how much disk space can be utilized, how many clients each client is willing to serve, and for which period of time.
