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Let F = Fq(T ) be a rational function ﬁeld of odd characteristic,
and ﬁx a positive integer t. In this article we study the family
of quadratic function ﬁelds K = F (√D ), where D is a polynomial
over Fq of odd degree having t distinct irreducible factors. The 4-
class rank r4(K ) is the rank of the 4-torsion of the group of divisor
classes of K , and it is known that 0 r4(K ) t − 1. For ﬁxed r we
compute the proportion of such ﬁelds K satisfying r4(K ) = r, and
in particular we determine the behaviour of this value as t → ∞.
We will need some asymptotic results for these computations, in
particular the number of polynomials D as above whose irreducible
factors fulﬁll certain parity and quadratic residue conditions.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let F = Fq(T ) be the rational function ﬁeld in one variable over the ﬁnite ﬁeld Fq of odd char-
acteristic. F (and hence also q) remains ﬁxed troughout the paper. Let K be a quadratic extension
of F such that the inﬁnite prime of F (see Rosen’s book [5] for the basic notions on function ﬁelds)
is ramiﬁed in K . This is equivalent to the existence of a polynomial D ∈ Fq[T ] of odd degree such that
K = F (√D ). Let us write
D = aP1 · · · Pt,
where a ∈ F∗q , t  1 and P1, . . . , Pt are distinct monic irreducible polynomials. We usually denote the
degree of D by d. If we ﬁx a non-square γ ∈ F∗q , then any such ﬁeld K is uniquely determined by
a ∈ {1, γ } and the set {P1, . . . , Pt} of monic irreducible factors.
In this paper we are going to study the distribution of the 4-class rank of K , as K varies over all
ﬁelds of the type described above, the number t of prime factors being ﬁxed. The 4-class rank of K
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same thing in our situation, the ideal class group of OK , the integral closure of Fq[T ] in K ), i.e.
r4(K ) = dimF2
(
2Pic0(K )/4Pic0(K )
)
.
By [6, Th. 2.1] we have r2(K ) = dimF2 (Pic0(K )/2Pic0(K )) = t − 1 for the 2-class rank of K , and con-
sequently r4(K ) t − 1. In [6, Sec. 3] we derived the following formula for r4(K ).
(1.1) Theorem. Let D be as above. Let M = (mij) be the following t × t-matrix over F2: If a is a square in F∗q ,
then
(−1)mij =
(
Pi
P j
)
for i = j,
where ( PiP j ) is the quadratic residue symbol (i.e. +1 if P i is a square mod P j , and −1 otherwise). If a is a
non-square, then
(−1)mij = (−1)deg(Pi)deg(P j)
(
Pi
P j
)
for i = j.
In both cases, the diagonal entries are deﬁned by the relation
∑t
i=1mij = 0 for all j = 1, . . . , t. Then
r4(K ) = t − 1− rk(M).
Our goal is to compute the proportion of ﬁelds having 4-class rank r = 0,1, . . . , t − 1 among all
ﬁelds K satisfying r2(K ) = t − 1 as above. This topic is motivated by Gerth’s article [2] where a
related question in the number ﬁeld situation is investigated. Some of the methods and results are
similar to the number ﬁeld case. For example, if q ≡ 3 mod 4 we get the same proportion of ﬁelds
having 4-class rank r as in the case of imaginary quadratic number ﬁelds. On the other hand, the
proof techniques for the density results are somewhat different: the formulation of the main density
result, Theorem 2.3, is based on Lemma 3 in [1]; but contrary to the number ﬁeld case, our proof in
Section 3 is more “explicit”, by basically counting polynomials of ﬁxed degree over Fq with certain
additional properties.
Now we deﬁne for r = 0,1, . . . , t − 1 the density
δt(r) = lim
d→∞
d odd
#{D ∈ Dt | deg(D) = d, r4(F (
√
D )) = r}
#{D ∈ Dt | deg(D) = d} ,
where Dt = {aP1 · · · Pt ∈ Fq[T ] | a ∈ {1, γ }, P1, . . . , Pt distinct, monic, irreducible} is the set of poly-
nomials having t prime factors.
In the next section we will compute δt(r). We will see that this problem naturally splits into the
cases q ≡ 1 mod 4 and q ≡ 3 mod 4, and the behaviour in either case is quite different. Note that if
t = 1, then r2(K ) = r4(K ) = 0, and δ1(0) = 1. So we let t  2 throughout the paper.
In addition, we will study the limit density
δ∞(r) = lim
t→∞ δt(r).
We will get the following result.
C. Wittmann / Journal of Number Theory 129 (2009) 2635–2645 2637(1.2) Theorem. The limit density δ∞(r) exists for all r ∈ N = {0,1,2, . . .}, and we have
δ∞(r) =
⎧⎪⎨⎪⎩
2− r
2+r
2
( 12 )∞
( 12 )r(
1
4 )∞
if q ≡ 1 mod 4,
2−r2 (
1
2 )∞
(( 12 )r )
2 q ≡ 3 mod 4,
where for 0< x < 1 and n ∈ N ∪ {∞} we put (x)n =∏ni=1(1− xi).
For small values of r, the limit density equals (up to 8 decimal digits)
q ≡ 1 mod 4 q ≡ 3 mod 4
δ∞(0) 0.41942244 0.28878810
δ∞(1) 0.41942244 0.57757619
δ∞(2) 0.13980748 0.12835026
δ∞(3) 0.01997250 0.00523879
δ∞(4) 0.00133150 0.00004657
We remark that the same ideas apply to treat the more general case of quadratic function ﬁelds
whose inﬁnite prime is unramiﬁed, i.e. with deg(D) even, using the results of [6]. Here we restricted
ourselves to the ramiﬁed case in order to avoid technical complications.
2. Density computations
Let D′t be the subset of monic polynomials (i.e. with a = 1) in Dt . We will see below that in the
deﬁnition of δt(r), it suﬃces to consider D ∈ D′t . By [3, Th. 9.9] we have the following asymptotic
result for the number of elements in D′t . Note that all asymptotic results are subject to the condition
d → ∞, unless otherwise stated.
(2.1) Theorem. As d → ∞,
#
{
D ∈ D′t
∣∣ deg(D) = d}= qd
(t − 1)!d (logd)
t−1 + O
(
qd
d
(logd)t−2
)
.
If D = P1 · · · Pt ∈ D′t , we can clearly assume that deg(P1)  · · ·  deg(Pt). In fact, we even can
(and will) assume from now on that we have strict inequalities
deg(P1) < · · · < deg(Pt),
because of the following proposition which we will prove in Section 3.
(2.2) Proposition. As d → ∞,
#
{
D = P1 · · · Pt ∈ D′t
∣∣ deg(D) = d, ∃i = j: deg(Pi) = deg(P j)}= o(qd
d
(logd)t−1
)
.
The key ingredient for the computation of our limit δt(r) is an asymptotic formula for the number
of elements in D′t whose prime factors Pi have degrees of prescribed parity, and prescribed values
(
Pi
P ) for i < j.j
2638 C. Wittmann / Journal of Number Theory 129 (2009) 2635–2645(2.3) Theorem. Let d1, . . . ,dt ∈ {0,1} be elements such that d1 + · · · + dt is odd, and let εi j ∈ {±1} for
1 i < j  t. Then we have the asymptotic formula
#
{
D = P1 · · · Pt ∈ D′t
∣∣∣ deg(D) = d, deg(P1) < · · · < deg(Pt),
∀i: deg(Pi) ≡ di mod 2, ∀i < j:
(
Pi
P j
)
= εi j
}
= 21− t
2+t
2
qd
(t − 1)!d (logd)
t−1 + O
(
qd
d
(logd)t−2
)
as d is odd and d → ∞.
We can easily give a heuristic explanation for this formula. There are t
2−t
2 conditions on the
quadratic residue symbols, plus t − 1 conditions on the parity of the degrees of the prime factors.
All these conditions are independent, and each one leads to a weighting factor of 12 which the for-
mula of Theorem 2.1 has to be multiplied with. This yields the desired result. However, a rigorous
proof is rather elaborate and will be postponed to Section 3.
(2.4) Proposition.
δt(r) = 21− t
2+t
2
∑
d1,...,dt∈{0,1}
d1+···+dt odd
#Mr(d1, . . . ,dt).
Proof. We have
#
{
D ∈ D′t
∣∣ deg(D) = d, r4(F (√D ))= r}
=
∑
M=(mij)
#
{
D = P1 · · · Pt ∈ D′t
∣∣∣ deg(D) = d, ∀i = j: (−1)mij = ( Pi
P j
)}
,
where the summation is over all matrices M = (mij)1i, jt ∈ Ft×t2 of rank t − 1− r such that the sum
of all rows equals the zero row, by Theorem 1.1. The quadratic reciprocity law (see [5, Th. 3.3]) states
that
(
P j
P i
)
= (−1) q−12 deg(Pi )deg(P j)
(
Pi
P j
)
.
Hence each matrix M is completely determined by the entries mij for i < j. More precisely, if M
is the matrix corresponding to D = P1 · · · Pt , and d1, . . . ,dt ∈ {0,1} satisfy deg(Pi) ≡ di mod 2 for
i = 1, . . . , t , then
(−1)mji = (−1) q−12 did j (−1)mij for all i < j. (∗)
Let Mr(d1, . . . ,dt) be the set of all matrices in Ft×t2 whose rows sum up to the zero row, of rank
t − 1− r, satisfying relation (∗). Then obviously
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{
D ∈ D′t
∣∣ deg(D) = d, r4(F (√D ))= r}
=
∑
d1,...,dt∈{0,1}
d1+···+dt odd
∑
M=(mij)∈Mr (d1,...,dt )
#
{
D = P1 · · · Pt ∈ D′t
∣∣∣ deg(D) = d,
∀i: deg(Pi) ≡ di mod 2, ∀i < j: (−1)mij =
(
Pi
P j
)}
∼ 21− t
2+t
2
qd
(t − 1)!d (logd)
t−1 ∑
d1,...,dt∈{0,1}
d1+···+dt odd
#Mr(d1, . . . ,dt)
as d → ∞, by Theorem 2.3.
It is clear that
#
{
D ∈ Dt \ D′t
∣∣ deg(D) = d}= #{D ∈ D′t ∣∣ deg(D) = d}. (∗∗)
Now we consider polynomials in Dt \ D′t , i.e. having leading coeﬃcient a = γ . Here
#
{
D ∈ D′t
∣∣ deg(D) = d, r4(F (√D ))= r}
=
∑
M=(mij)
#
{
D = P1 · · · Pt ∈ D′t
∣∣∣ deg(D) = d, ∀i = j: (−1)mij = (−1)deg(Pi)deg(P j)( Pi
P j
)}
,
again by Theorem 1.1, where the summation is once more over all matrices M = (mij) ∈ Ft×t2 of rank
t − 1 − r such that the sum of all rows equals the zero row. Using the same argument as above
(quadratic reciprocity), the relation (∗) is satisﬁed in the case a = γ as well. This shows that the
same asymptotic formula holds for Dt \ D′t ,
#
{
D ∈ Dt \ D′t
∣∣ deg(D) = d, r4(F (√D ))= r}
∼ 21− t
2+t
2
qd
(t − 1)!d (logd)
t−1 ∑
d1,...,dt∈{0,1}
d1+···+dt odd
#Mr(d1, . . . ,dt)
as d → ∞.
Combining the asymptotic formulas with (∗∗) and Theorem 2.1 we get
δt(r) = 21− t
2+t
2
∑
d1,...,dt∈{0,1}
d1+···+dt odd
#Mr(d1, . . . ,dt),
which is the desired result. 
We now distinguish the cases q ≡ 1 mod 4 and q ≡ 3 mod 4.
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In this situation relation (∗) means that M is symmetric. The number of symmetric t × t matrices
of ﬁxed rank whose rows sum up to the zero row, equals the number of (t − 1) × (t − 1) matrices
having this same rank (just omit the last row/column). Hence we infer from Proposition 2.4:
δt(r) = 21− t
2+t
2 2t−1 · ν(t − 1, t − 1− r),
where ν(n,k) is the number of symmetric matrices in Mn(F2) of rank k. The following formula is
proved in [4, Th. 2].
(2.5) Lemma.
ν(n,k) =
k/2∏
i=1
22i
22i − 1
k−1∏
i=0
(
2n−i − 1).
(2.6) Proposition.
δt(r) = 2− r
2+r
2
( 12 )t−1
( 12 )r (
1
4 )(t−1−r)/2
.
Proof. Using Lemma 2.5 we ﬁnd
δt(r) = 2− t
2−t
2
(t−1−r)/2∏
i=1
22i
22i − 1
t−2−r∏
i=0
(
2t−1−i − 1)
= 2− t
2−t
2
( (t−1−r)/2∏
i=1
1
1− ( 14 )i
)
· 2(t−1)+(t−2)+···+(r+1)
t−2−r∏
i=0
(
1−
(
1
2
)t−1−i)
= 2− r
2+r
2
1
( 14 )(t−1−r)/2
· (
1
2 )t−1
( 12 )r
. 
Letting t tend to ∞, the ﬁrst part of Theorem 1.2 is now immediate.
q ≡ 3 mod 4
In this case relation (∗) is slightly more complicated to understand: For i = j, mij = mji if di =
d j = 1, and mij =mji otherwise. It is not diﬃcult to see that the number of matrices in Mr(d1, . . . ,dt)
only depends on the number s of indices i such that di = 1 (note that s must be an odd number).
Therefore
#Mr(d1, . . . ,dt) = #Mr(1, . . . ,1︸ ︷︷ ︸
s
,0, . . . ,0︸ ︷︷ ︸
t−s
).
By omitting the sth row/column of each matrix (instead of including the condition that the sum of all
rows equals the zero row), we see that this number is equal to the number of (t−1)×(t−1) matrices
of rank t − 1 − r over F2, such that mij = mji for all 1 i < j  s − 1, and mij = mji otherwise. We
have established the following result.
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for all 1 i < j  l, and mij =mji otherwise. Then
δt(r) = 21− t
2+t
2
∑
1st
s odd
(
t
s
)
· ν ′(t − 1, t − 1− r, s − 1).
The exact value of ν ′(n,k, l) is rather diﬃcult to compute. The reader may wish to consult
[2, Sec. 3], where an algorithm for this computation is given. However, our formula for δt(r) cor-
responds exactly to the last formula of [2, Prop. 2.1], whence also the limit δ∞(r) coincides with the
limit given in [2, Eq. (1.5)]. But this is the claim of the second part of Theorem 1.2, and the proof of
this theorem is complete.
3. Proofs of some asymptotic results
It remains to prove the asymptotic formulas of Proposition 2.2 and Theorem 2.3. All asymptotic
results in this section are subject to the condition d → ∞, unless otherwise stated.
First we state the prime number theorem for polynomials, the analogue of Theorem 2.1 for t = 1.
See [5, Th. 2.2] for a proof.
(3.1) Lemma.
#
{
P ∈ Fq[T ]
∣∣ P monic, irreducible, deg(P ) = d}= qd
d
+ O
(
qd/2
d
)
.
The next lemma will be used twice.
(3.2) Lemma.
(d−1)/2∑
n=1
1
n2(d − 2n) = O
(
1
d
)
.
Proof. We have
(d−1)/2∑
n=1
1
n2(d − 2n) =
1
d2
(d−1)/2∑
n=1
(
2
n
+ d
n2
+ 4
d − 2n
)
,
The sum on the right-hand side is obviously bounded by O (d), and this proves the lemma. 
We will now prove Proposition 2.2. If t = 2, the formula clearly holds, since the cardinality to be
estimated is O (qd/d2), according to Lemma 3.1. Now let t  3. It certainly suﬃces to show that
#
{
D = P1P2D ′
∣∣ P1, P2 monic, irreducible, deg(P1) = deg(P2), D ′ ∈ D′t−2, deg(D ′) = d − 2deg(P1)}
= O
(
qd
d
(logd)t−3
)
.
If deg(P1) = deg(P2) = n and deg(D ′) = d − 2n, the number of polynomials D as above is at most
O
(
(d−1)/2∑ (qn
n
)2 qd−2n(log(d − 2n))t−3
d − 2n
)
.n=1
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elements in D′t−2 of degree d − 2n. The latter expression simpliﬁes to
O
(
qd(logd)t−3
(d−1)/2∑
n=1
1
n2(d − 2n)
)
= O
(
qd(logd)t−3
d
)
,
by Lemma 3.2. This completes the proof of Proposition 2.2. In particular, we can assume (as we did
already in the last section) that the prime factors of any D = P1 · · · Pt ∈ D′t are labeled such that
deg(P1) < · · · < deg(Pt).
Before going into the details of the proof of our main Theorem 2.3, we start with some lemmas.
(3.3) Lemma. Let j  1 and P1, . . . , P j−1 be distinct monic irreducible polynomials in Fq[T ]. Furthermore,
let ε1, . . . ε j−1 ∈ {±1}, and let m be a positive integer. Then
Nm := #
{
P j ∈ Fq[T ]
∣∣∣ P j monic, irreducible, deg(P j) =m, ∀1 i  j − 1: ( Pi
P j
)
= εi
}
= 2−( j−1) q
m
m
+ O
(
qm/2
m
)
,
as m → ∞.
Proof. We put ni := deg(Pi) for i = 1, . . . , j − 1. By the reciprocity law (see [5, Th. 3.3]), ( PiP j ) = εi is
equivalent to (
P j
Pi
) = ε′i , where ε′i = (−1)
q−1
2 mniεi (assuming deg(P j) = m). Put M = P1 · · · P j−1, and
let
ϕ : Fq[T ]/(M) →
j−1∏
i=1
Fq[T ]/(Pi)
be the isomorphism given by the chinese remainder theorem. Then
Nm = #
{
P j ∈ Fq[T ]
∣∣∣ P j monic, irreducible, deg(P j) =m, ∀1 i  j − 1: ( P j
P i
)
= ε′i
}
=
∑
a1
. . .
∑
a j−1
#
{
P j
∣∣ deg(P j) =m, ∀1 i  j − 1 : P j ≡ ai mod Pi}
=
∑
a1
. . .
∑
a j−1
#
{
P j
∣∣ deg(P j) =m, P j ≡ ϕ−1(a1, . . . ,a j−1) mod M},
where for each sum, the index ai runs through all (invertible) squares or non-squares mod Pi , de-
pending on whether ε′i = 1 or ε′i = −1, respectively. By [5, Th. 4.8],
#
{
P j
∣∣ deg(P j) =m, P j ≡ a mod M}= 1#(Fq[T ]/(M))∗ q
m
m
+ O
(
qm/2
m
)
,
for any a ∈ Fq[T ] coprime to M . Thus the above summands do not depend on a1, . . . ,a j−1, whence
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( j−1∏
i=1
#(Fq[T ]/(Pi))∗
2
)
1
#(Fq[T ]/(M))∗
qm
m
+ O
(
qm/2
m
)
=
(
1
2
) j−1 qm
m
+ O
(
qm/2
m
)
. 
(3.4) Lemma.
(a) X˜t(d) :=
∑
n1,...,nt1
n1+···+nt=d
1
n1 · · ·nt =
t(logd)t−1
d
+ O
(
(logd)t−2
d
)
.
(b) Let i, j ∈ {1, . . . , t} with i = j. Then
∑
n1,...,nt1
n1+···+nt=d
ni=n j
1
n1 · · ·nt = O
(
(logd)t−2
d
)
.
(c) Xt(d) :=
∑
0<n1<···<nt
n1+···+nt=d
1
n1 · · ·nt =
(logd)t−1
(t − 1)!d + O
(
(logd)t−2
d
)
.
Proof. (a) This can be shown by induction on t . The proof is exactly as in [3, Lemma 9.12].
(b) This is trivial for t = 2, hence assume t  3, and let i = 1 and j = 2. Then the above sum equals
(d−1)/2∑
n1=1
1
n21
X˜t−2(d − 2n1) = O
(
(logd)t−3
d
)
,
by part (a) and Lemma 3.2.
(c) It is clear (using (b)) that Xt(d) = 1t! X˜t(d) + O ((logd)t−2/d), and the claim follows from
part (a). 
(3.5) Lemma. Let d1, . . . ,dt ∈ {0,1}, such that d1 + · · · + dt ≡ d mod 2. Then
Yt(d;d1, . . . ,dt) :=
∑
0<n1<···<nt
n1≡d1(2), ...,nt≡dt (2)
n1+···+nt=d
1
n1 · · ·nt = 2
−(t−1) (logd)t−1
(t − 1)!d + O
(
(logd)t−2
d
)
.
Proof. If ni ≡ di mod 2, we may write ni = 2mi + di , for some non-negative integer mi . Now n1 +
· · · + nt = d is equivalent to m1 + · · · +mt = d−(d1+···+dt )2 . Thus we get
Yt(d;d1, . . . ,dt) =
∑
m1,...,mt satisfying (∗∗∗)
1
(2m1 + d1) · · · (2mt + dt) ,
with summation over all 0m1  · · ·mt such that
0 <m1 + d1 < · · · <mt + dt and m1 + · · · +mt = d − (d1 + · · · + dt) . (∗ ∗ ∗)
2 2 2
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Zt(d;d1, . . . ,dt) :=
∑
m1,...,mt satisfying (∗∗∗)
1
(m1 + d12 ) · · · (mt + dt2 )
.
Putting m′i =mi + 1 we get the following estimate:
Zt(d;d1, . . . ,dt)
∑
0<m′1<···<m′t
m′1+···+m′t= d−(d1+···+dt )2 +t
1
m′1 · · ·m′t
= Xt
(
d
2
+ 2t − (d1 + · · · + dt)
2
)
,
using the notation of the last lemma. On the other hand, consider the terms in Zt(d;d1, . . . ,dt) with
m1 = 0. Condition (∗ ∗ ∗) implies that d1 = 1 in this case, whence the sum of all terms satisfying
m1 = 0 is bounded from above by
2
∑
1m2···mt
m2+···+mt= d−1−(d2+···+dt )2
1
m2 · · ·mt = O
(
(logd)t−2
d
)
,
according to Lemma 3.4(a). Therefore,
Zt(d;d1, . . . ,dt)
∑
1m1···mt
m1+···+mt= d−(d1+···+dt )2
1
m1 · · ·mt + O
(
(logd)t−2
d
)
= Xt
(
d
2
− d1 + · · · + dt
2
)
+ O
(
(logd)t−2
d
)
,
by Lemma 3.4(b). Since the upper and lower bound for Zt(d;d1, . . . ,dt) are asymptotically both equal
to
2
(logd)t−1
(t − 1)!d + O
(
(logd)t−2
d
)
,
by Lemma 3.4(c), the same holds for Zt(d;d1, . . . ,dt). Hence
Yt(d;d1, . . . ,dt) = 1
2t
Zt(d;d1, . . . ,dt) = 2−(t−1) (logd)
t−1
(t − 1)!d + O
(
(logd)t−2
d
)
. 
(3.6) Lemma. For any i ∈ {1, . . . , t}, we have
∑
0<n1<···<nt
n1+···+nt=d
q−ni/2
n1 · · ·nt = O
(
(logd)t−2
d
)
.
Proof. Putting m = ni it is easy to see that
∑
0<n1<···<nt
n +···+nt=d
q−ni/2
n1 · · ·nt 
d−1∑
m=1
q−m/2
m
∑
0<m1<···<mt−1
m +···+m =d−m
1
m1 · · ·mt−1 =
d−1∑
m=1
q−m/2
m
Xt−1(d −m),1 1 t−1
C. Wittmann / Journal of Number Theory 129 (2009) 2635–2645 2645using the notation of Lemma 3.4. Employing the asymptotic formula for Xt(d), it remains to prove:
d−1∑
m=1
q−m/2
m(d −m) = O
(
1
d
)
.
We put α = q−1/2. Then 0< α < 1, and
d−1∑
m=1
αm
m(d −m) =
1
d
d−1∑
m=1
(
αm
m
+ α
m
d −m
)
 2
d
d−1∑
m=1
αm.
Since
∑
m1 α
m converges, the assertion follows. 
Eventually, we have everything we need in order to prove Theorem 2.3. The number we want to
compute is
N :=
∑
0<n1<···<nt
n1≡d1(2), ...,nt≡dt (2)
n1+···+nt=d
∑
deg(P1)=n1
∑
deg(P2)=n2
(P1/P2)=ε12
. . .
∑
deg(Pt )=nt∀i<t: (Pi/Pt )=εit
1,
where the second, third, . . . sum runs over all monic irreducible polynomials P1, P2, . . . satisfying the
indicated conditions. Using Lemma 3.3, we ﬁnd
N =
∑
0<n1<···<nt
n1≡d1(2), ...,nt≡dt (2)
n1+···+nt=d
(
qn1
n1
+ O
(
qn1/2
n1
))(
2−1 q
n2
n2
+ O
(
qn2/2
n2
))
. . .
(
2−(t−1) q
nt
nt
+ O
(
qnt/2
nt
))
= 2−(t2−t)/2qd
∑
0<n1<···<nt
n1≡d1(2), ...,nt≡dt (2)
n1+···+nt=d
1
n1 · · ·nt + O
(
qd
t∑
i=1
∑
0<n1<···<nt
n1+···+nt=d
q−ni/2
n1 · · ·nt
)
.
From Lemma 3.6 we infer that the O -term is bounded by O (qd(logd)t−2/d). On the other hand, the
ﬁrst sum is Yt(d;d1, . . . ,dt) and was computed in Lemma 3.5, which yields the ﬁnal result
N = 21− t
2+t
2
qd
(t − 1)!d (logd)
t−1 + O
(
qd
d
(logd)t−2
)
.
Hence Theorem 2.3 is proved.
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