Abstract. We give a series of discrete random variables which converges to a random variable whose distribution function is the Riesz-Nágy-Takács (RNT) distribution. We show this using the correspondence theorem that if the moments coincide then their corresponding distribution functions also coincide.
Introduction
Usually the random variables are classified into the discrete random variables and the absolutely continuous random variables. The discrete random variable gives a jump function as its distribution function while the absolutely continuous random variable gives an absolutely continuous function as its distribution. The absolutely continuous function has its derivative almost everywhere in the Lebesgue measure sense. More precisely,
where p(x) = P (X = x) if X is a discrete random variable while
where f (x) = F (x) and F (x) = P (X ≤ x) if X is an absolutely continuous random variable. We note that the singular function is a continuous strictly increasing function but its derivative is zero almost everywhere in the Lebesgue measure sense. If a random variable has the singular function as its distribution function, it is neither discrete nor absolutely continuous. More precisely, if F (x) = P (X ≤ x) is the singular function, then
if we assume that X is discrete, and
if we assume that X is absolutely continuous, whereas
The Riesz-Nágy-Takács (RNT) function is such a singular function. It is well-known that the distribution function is decomposed into 3 parts, namely discrete and absolutely continuous and singular parts. More precisely,
where F d is a jump function and F a is an absolutely continuous function and F s is a singular function. They also give the corresponding measure
In this paper, we show that the random variable having the RNT function as its distribution is the limit of a series whose terms are discrete random variables. More precisely, the random variable Y whose distribution is the RNT function F , that is
Preliminaries
Consider a ∈ (0, 1) and t ∈ (0, 1). The Riesz-Nágy-Takács (RNT) distribution F = F a,t is defined on [0, 1] by F (0) = 0 and
Decomposition of the random variable 423 where we represent x ∈ (0, 1] in the form
We note that if a = t, then F a,t is a singular function, whereas it reduces to the identity function for a = t.
The n-th moment c n of the RNT distribution F = F a,t satisfies the recurrence relation
for n ≥ 1, with c 0 = 1.
Main results
Generating functions of one type or another are a standard device in tackling recurrence relations. Thus, on introducing the moment exponential generating function C(z) given by
c n z n /n! we can convert (2.3) to a functional equation for C(z):
While this too may be of limited value in terms of deriving an explicit solution, it is sometimes possible to extract information on asymptotic behaviour from functional equations.
Theorem 3.1.
where c n satisfy (2.3) for n ≥ 1, with c 0 = 1.
Proof. From the above Theorem, we have
Noting C ((1 − a) z) = n≥0 c n (1 − a) n z n /n! and e az = n≥0 a n z n /n!, we have e az C((1 − a)z) = n≥0 b n z n , where
Noting C(az) = n≥0 c n a n z n /n! from (3.1), and from (3.3)
we have
Hence it follows.
By induction with C(0) = 1, it follows.
From now on, we [1] consider the self-similar measure γ = γ p on the self-similar attractor [0, 1] having the n-th cylinder c n (π(ω)) for π(ω)
Proof. It follows from the construction of Y n (ω). (= 1 − a) , we have X n (Ω) = {0, a n , a n−1 b, a n−2 b 2 , ..., ab n−1 },
Proof. It follows from the definition of the self-similar measure γ = γ p on the self-similar attractor [0, 1] = π(Ω).
Proof. For p = t, (3.2) gives
..
. It follows from (3.5) and the above fact.
where Y has its distribution as F = F a,p which is the RNT function.
Proof. It follows from the correspondence theorem with (3.6).
Theorem 3.7. For a = 1 2 , consider independent X 1 , ..., X n satisfying P (X k = 0) = q and P (X k = 1/2 k ) = p, where 1 ≤ k ≤ n for every positive integer n . In this case, Y = lim n→∞ Y n , where Y n (ω) = X 1 (ω)+ ... + X n (ω) has its distribution as F 1/2,q which is the RNT function.
Proof. It follows from the monotone convergence theorem and the correspondence theorem from (3.4).
