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Abstract
Electromechanical oscillations were observed in power systems as soon as
synchronous generators were interconnected to provide more power capac-
ity and supply reliability. These oscillations are manifested in the relative
motions of generator mechanical axes accompanied by power and voltage
oscillations. Some characteristics of modern large-scale electric power sys-
tems, such as long transmission distances over weak grids, highly variable
generation patterns and heavy loading, tend to increase the probability of
appearance of sustained wide-area electromechanical oscillations. The term
“wide-area” is used here to emphasize the possible co-existence of local and
inter-area oscillation modes of different frequencies that might appear simul-
taneously in different parts of large-scale systems. Such oscillations threaten
the secure operation of power systems and if not controlled efficiently can
lead to generator outages, line tripping and even large-scale blackouts.
In general, it is usually considered that electromechanical oscillations are
caused by insufficient system damping. Due to the limited reinforcement
available for current network structure, most of efforts for electromechanical
oscillations damping focus on setting different controllers such as Power Sys-
tem Stabilizers (PSSs), Thyristor Controlled Series Compensators (TCSCs),
and so on, in order to improve system damping. These damping controllers
mostly use local measurements at their inputs, and their control rules and
parameters are determined in off-line studies using time-domain simulations,
Prony or eigenanalysis, and usually remain fixed in practice.
However, increasing uncertainties brought by renewable generation, and
the growing complexity resulting from new power flow control devices, could
make the damping effects of these designs become questionable in practice.
Moreover, the controllers scattered into different areas and installed at differ-
ent moments are to be further coordinated to obtain better global damping
performances. So, it yields the need for more efficient, adaptive, and more
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widely coordinated damping control schemes.
To this end, this thesis proposes a trajectory-based supplementary damp-
ing control. It treats damping control as a multi-step optimization control
problem with discrete dynamics and costs, which calculates supplementary
input signals for existing controllers using model-based methods or learning-
based methods. At each control time, it collects current system states, solves
the optimal control problem and superimposes the calculated supplementary
inputs on the outputs of existing controllers. With the help of these supple-
mentary inputs, it forces the controlled system response to evolve along the
desired trajectory. These supplementary signals are continuously updated,
which allows to adaptively adjust and coordinate a subset of the existing
damping controllers, and eventually all of them.
Assuming that power system dynamics can be quite accurately modeled,
and given the recent progresses in large-scale optimization, a natural idea is
to apply Model Predictive Control (MPC) to embody the proposed control
scheme. MPC is a proven technique with numerous real-life applications in
different engineering fields and it may be designed in different ways: central-
ized, distributed and hierarchical.
In this thesis, firstly, a fully centralized MPC scheme is designed based
on a linearized, discrete, complete state space model. Its performances are
evaluated both in ideal conditions and considering realistic state estimation
errors, and computation and communication delays. The effects of the num-
ber and type of available damping controllers are also studied in order to
assess the versatility of this scheme. This scheme is further extended into
a distributed scheme with the aim of making it more viable for very large-
scale or multi-area systems. Different ways of decoupling and coordinating
between subsystems are analyzed. Finally, a robust hierarchical multi-area
MPC scheme is proposed, introducing a second layer of MPC based con-
trollers at the level of individual power plants and transmission lines. The
performances of these three MPC schemes are illustrated and compared on
a 16 generators, 70 buses test system.
While MPC, being a closed-loop control scheme, has some intrinsic level
of robustness to modeling errors, it nevertheless relies on the use of a correct
dynamic model of the system. Within the context of power system oscil-
lation damping, load-dynamics, and dynamics of renewable and dispersed
generation may have a significant impact on the system behaviour; since the
composition of the load and dispersed generation may change significantly
from one period of time to another (e.g. intra-daily, and seasonal effects
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driven by weather conditions) the system dynamics at a particular moment
may not be well enough approximated by the model computed from the avail-
able data in TSO control centers to yield satisfactory performances of any
one of the proposed MPC schemes.
Another supplementary damping control, considered in this thesis, is
based on model-free learning methods. Specifically, a tree-based batch mode
Reinforcement Learning (RL) algorithm is applied in place of MPC to cal-
culate the supplementary signals for existing damping controllers. Using a
set of dynamic and reward four-tuples, it constructs an approximation of the
optimal Q-function over a given temporal horizon by iteratively extending its
prediction horizon. In each iteration, the Q-function is approximated by an
ensemble of extra-trees. Between two iterations, the Q-function is refreshed
using the obtained instantaneous rewards at current step and the Q-function
of the previous step. The actions greediest with respect to the Q-function
are applied as supplementary signals to existing damping controllers. The
scheme is firstly tested on a single generator, and then on multiple generators.
Finally, the combined control effects of MPC and RL are also investigated.
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Chapter 1
Power system
electromechanical oscillations
1.1 Oscillation modes
Electromechanical oscillations in power systems are usually characterized by
low frequency and poor damping. The stability of these oscillations is of vital
concern, and is a prerequisite for secure system operation.
In terms of oscillation ranges and frequencies, electromechanical oscilla-
tions can be divided into two categories [1, 3]:
• Local modes: oscillations associated with a single generator or a single
power plant. These oscillations have the frequencies in the range 0.7
to 2Hz. In some cases, local oscillations can excite other oscillation
modes, namely inter-area modes.
• Inter-area modes: the generators in one sub-area oscillate against the
generators in other sub-areas. Inter-area oscillations have their fre-
quencies in the range 0.1 to 0.8Hz. Once excited, inter-area oscillations
may propagate over the whole system.
As far as this thesis is concerned, the focus is on inter-area electromechan-
ical oscillations analysis and control. Let us take the European power system
as an example to illustrate electromechanical oscillations [4]. The intercon-
nected synchronous power system of continental Europe (former UCTE) ex-
tends from Greece and Iberic peninsula in the south, to Denmark and Poland
3
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Figure 1.1: European interconnection synchronous areas. Taken from [4]
to the north and up to the border of the Black Sea to the east, as shown in
Fig. 1.1. It is the largest interconnected system in the world, and in the year
2012 [5] it supplied power to about 500 million customers in 24 countries
with a total annual energy consumption of approximate 3336TWh. In the
same year this system had a peak load of about 508GW [5]. The system is
operated in a decentralized way, by a group of about 40 TSOs, each one being
responsible for a given control zone, assisted by two coordination centers.
In a classical scenario with a power flow of 350MW from Spain to France
and of 1300 MW from CENTREL (Poland, Czech Republic, Slovakia and
Hungary) to UCTE, four dominant inter-area modes (also called global modes)
are identified in the low frequency range 0.2 to 0.5 Hz (adapted from [6]):
• Global mode 1: the generators in Spain and Portugal swing against the
generators in the eastern part at a frequency of 0.2Hz.
• Global mode 2: this mode has a frequency of about 0.3 Hz and forms
three coherent groups of generators. The generators in Spain and Por-
tugal (group1) are almost in phase with the generators of CENTREL
and eastern parts of Germany and Austria (group 2). The third group
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(France, Italy, Switzerland and western parts of Germany and Austria)
is in phase opposite to the other two groups.
• Global mode 3: it appears at a frequency of about 0.5 Hz and involves
mainly the generators in Poland and Hungary. The parts of Austria,
Slovakia and Italy are also involved while the rest UCTE system is
almost not involved.
• Global mode 4: it is observed close to 0.5 Hz. This mode does not
seem to be critical for the East-West transit (between UCTE and CEN-
TREL) but has to be observed carefully in case of bulk power transfers
from the North to the South.
Among these four oscillation modes, global mode 1 and 2 are the most
interesting as they involve almost the whole interconnected system. Due to
the foreseen interconnection of Turkey to the UCTE interconnected system,
a new inter-area mode, close to 0.15 Hz, will probably appear [7].
Similar electromechanical oscillations are also detected in other intercon-
nections around the world [8, 9].
Oscillations are acceptable as long as they decay rapidly enough. Sus-
tained and increasing oscillations can cause generator outage, line tripping,
network splitting and even blackout. Usually, the restriction or even the
curtailment of power exchange among interconnected areas is the most effec-
tive operational measure avoiding such undamped oscillations. However, it
is not the most effective approach from the economical point of view. More
economical damping controls are discussed at the end of this chapter.
1.2 Mathematical formulations
Mathematical insights into electromechanical oscillations can be obtained
with the help of a two-generator system shown in Fig. 1.2. The amplitudes
of electromotive force E˜s and E˜r are assumed to be constant. E˜r is taken as
the reference and the shunt capacitances of transmission line are ignored. Z˜s
and Z˜r are the transmission line impedances at the sending end and at the
receiving end. Z˜l represents a constant impedance load. Based on the circuit
superposition principle, the current from the sending end I˜s is:
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Figure 1.2: Two-generator system and corresponding phasor diagram
I˜s =
E˜s
Z˜ss
− E˜r
Z˜sr
=
Z˜lEr
Z˜sZ˜l + Z˜sZ˜r + Z˜rZ˜l
[
Es
Er
(
Z˜r
Z˜l
+ 1)ejδ − 1] (1.1)
where Z˜ss is the self-impedance and Z˜sr is the mutual-impedance.
Z˜ss = Z˜s +
Z˜rZ˜l
Z˜l + Z˜r
; Z˜sr = Z˜s + Z˜r +
Z˜sZ˜r
Z˜l
; (1.2)
The complex power at the sending end is:
S˜s = E˜sI˜
∗
s =
Z˜lEsEr
Z˜sZ˜l + Z˜sZ˜r + Z˜rZ˜l
[
Es
Er
(
Z˜r
Z˜l
+ 1)− ejδ] (1.3)
And the voltage at the node l is:
V˜l = E˜s − I˜sZ˜s = Z˜sZ˜rEr
Z˜sZ˜l + Z˜sZ˜r + Z˜rZ˜l
(
Z˜lEs
Z˜sEr
ejδ + 1) (1.4)
The equations (1.1), (1.3) and (1.4) show when δ fluctuates in a certain
range, the electrical variables like line current, transmission power and node
voltage all will fluctuate correspondingly following δ. The right part of Fig.1.2
is an example of voltage fluctuation when δ varies from δ′ to δ′′.
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1.3 Electromechanical oscillation mechanisms
1.3.1 Negative damping
It is usually considered that electromechanical oscillations are caused by in-
sufficient damping or negative damping in power systems. The damping of
power systems normally depends on system structures, controller parameters
and operation conditions:
• System structures: electromechanical oscillations occur when existing
generation/load areas are connected to other similar areas by relatively
weak transmission lines. Weak connection means large inter-area line
impedances. The frequencies and damping ratios1 of inter-area oscil-
lations drop as the inter-area line impedances increase. The inter-area
DC links, parallel to AC tie-lines, can strengthen the inter-area con-
nection and do not introduce new inter-area oscillation modes. But
the DC links can affect the frequencies and damping ratios of existing
inter-area modes [3]. In addition, when the high impedance lines are
parallel with the low impedance lines, the loss of low impedance lines
may cause instable inter-area oscillations [11].
• Controller parameters: an exciter is of major help in providing the
synchronizing torque, but it also may destroy the natural damping of
power systems [12]. The effect of a single fast exciter on damping
depends on its location in the system, and the types of exciters on
other generators [3]. Power System Stabilizer (PSS) is the most cost-
effective method of enhancing the damping of electromechanical oscil-
lations. But when a local power system is incorporated into a large
power system, PSS parameters in this area must be verified carefully
and adjusted in order to achieve a positive contribution for damping
inter-area oscillations [6].
• Operating conditions: the damping of inter-area oscillations is also in-
fluenced by power flows. For example, the next foreseen expansion of
European power system is the interconnection of Turkey power system
to UCTE. The analysis of paper [7] shows that when Turkey exports
1For a pair of complex eigenvalues λ = σ ± jω, the damping ratio ζ is ζ = − σ√
σ2+ω2
.
It determines the rate of decay of the amplitude of the oscillation [1, 10].
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active power, the damping of inter-area mode EW-1 is strongly de-
creased.
• Load characteristics: electromechanical oscillations are accompanied
by voltage oscillations at load nodes, and hence cause load variations.
Conversely, load variations will influence system voltage profiles and
influence electromechanical oscillations. So, it forms a feedback loop
between loads and electromechanical oscillations. Load characteristics,
including constant impedance, constant current, constant power char-
acteristics and the rate of load recovery, all affect load response to
voltage variations. It may alleviate or aggravate power system elec-
tromechanical oscillations [13,14].
1.3.2 Other causes
In addition to the above described negative damping mechanisms, there are
other causes of electromechanical oscillations:
• Forced oscillations: for power systems containing the sources of forced
oscillations, such as various types of cyclic loads, diesel engine driven
generators and wind turbine driven generators, if the frequency of any
of electromechanical oscillation modes coincides with that of forced
oscillations, a resonance phenomenon will occur. When the inherent
damping of electromechanical oscillations is lower, the resonance of
forced oscillations with an electromechanical oscillation mode could
lead to a complete system breakdown [15].
• Modal (strong or weak) resonance: it appears when eigenvalue pairs of
two stable oscillatory modes coincide approximately, due to the changes
in power system operating parameters: the two pairs of eigenvalues first
approach one another, interact, and then one of the eigenvalue pairs
may cross the imaginary axis and become unstable [16, 17].
• Bifurcations: when the state matrix A has a pair of purely imaginary
eigenvalues (a mode with zero damping), a Hopf bifurcation is said to
occur. By carrying out certain Taylor series nonlinear computations,
the mode can be classified to be supercritical (nonlinear stable), or
subcritical (nonlinear unstable). For the subcritical Hopf mode, there
exist unstable limit cycles (ULC) which bound the region of attraction
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around small signal stable equilibria. The ULC defines the bound-
ary separating oscillations of decreasing amplitude (positive damping
response) and oscillations of growing amplitude (negative damping re-
sponse). So, the oscillation stability can be judged by checking whether
the post-fault initial condition is inside or outside the transient stability
boundary anchored by a ULC [18,19].
1.4 Analysis methods
1.4.1 Linear methods (adapted from [1])
The distinguishing feature of linear methods is to linearize a nonlinear power
system at an equilibrium to obtain a linearized state space model. Based
on a linearized model, modal analysis is used to calculate the eigenvalues of
state matrix A. The eigenvalues may be real or complex. Since the state
matrix A is real, the complex eigenvalues occur in complex conjugate pairs.
Each complex conjugate pair of eigenvalues corresponds to one oscillation
mode. By modal analysis, the dynamic behaviors of power systems under
all different oscillation modes can be investigated and all unstable or weakly
damped oscillation modes can be detected. The participation factor indicates
the influence of one state to a mode, which gives very useful information on
the most efficient location to undertake any possible control measure.
Modal analysis describes the small signal behaviors around a specific op-
erating point. The nonlinear behaviors during large perturbations are not
taken into account. So, the damping controls designed using modal analysis
must be tested by nonlinear simulations under a wide range of operating
conditions and faults, in order to assure their control effects in practice [1].
1.4.2 Nonlinear methods
All nonlinear methods involve Differential Algebraic Equations (DAE) that
depict system dynamics. Time domain simulation is the most prevalent non-
linear method and it is widely used by power system operators and planners
to study power system dynamics. It firstly builds a system-wide model by
combining all devices’ DAE according to power system topology. Then, tak-
ing a certain operating point as the initial value, it calculates state variables
and algebraic variables step by step with the help of different mathematical
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techniques. If the simulation is continued for a sufficiently long time, it is
possible to determine whether electromechanical oscillations decay with time
(they are stable), or continue at a constant amplitude or increase in ampli-
tude (they are unstable) by observing rotor angle trajectories, tie-line power
trajectories or other state trajectories. The advantage of time domain simu-
lation is to all the modeling of all nonlinear and discrete dynamics. But in
practice, the time required for time domain simulation is long and the com-
putation is large. Moreover, it only can tell whether the post-disturbance
system is stable or not for a given set of scenarios, but it can not provide a
deeper insight about oscillation modes [1].
Except for solving DAE step by step, we also can perform a two-order Tay-
lor series expansion of DAE in the neighborhood of an operating point, and
further transfer Taylor series into normal form or modal series to calculate
system response including the nonlinearity. Contribution factor, nonlinear
participation factor and other nonlinear indices derived from the higher-order
items can provide more refined information about nonlinear interaction be-
tween the fundamental oscillation modes, which is unavailable in linear modal
analysis [20, 21].
1.4.3 Signal analysis methods
Signal analysis methods, like Wavelet transform, Prony analysis and Hillbert-
Huang transform [22–24], can directly extract electromechanical oscillation
mode information from response curves obtained from measurements gotten
from practical operation or from time-domain simulations.
Among these methods, the one most used is Prony analysis.
Defining the output as a linear combination of exponential functions,
the basic Prony analysis estimates the damping, phases and magnitudes of
electromechanical oscillation modes by solving a least-squares problem using
evenly sampled data [25]. But, the estimation precision of Prony analysis
may deteriorate due to the existence of measurement or simulation inaccura-
cies (e.g. noise, or inappropriate sampling frequencies). Multi-signal Prony
analysis, input signal pre-filtering and iterative Prony method all can improve
the precision of Prony analysis [26–28].
In addition, in the condition assuming the input is a finite summation of
delayed signals with the same characteristic eigenvalue, Prony analysis can
identify a reduced-order transfer function incorporating local and inter-area
electromechanical oscillatory modes [23].
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1.5 Controllers and actuators
Strengthening grid structure can improve power system damping and elec-
tromechanical oscillation stability. However, it is uneconomic and difficult
to be realized due to economic and environmental constraints. On the other
hand, diverse controllers and actuators are placed in power systems initially
for certain reasons other than to damp oscillations. Once installed, these de-
vices also can be used to increase the damping of certain electromechanical
oscillation modes [1, 10].
1.5.1 PSS
PSS is the most cost-effective electromechanical oscillation control. It uses
auxiliary stabilizing signals, like generator shaft speed and accelerating power
to produce an additional component of electrical torque proportional to speed
change for its excitation to increase electromechanical oscillation damping.
During the past three decades, extensive researches were paid to PSS place-
ment and parameter setting, which made PSS become a technologically ma-
ture and widely used damping control.
1.5.2 FACTs devices
FACTs do not indicate a particular controller but a host of controllers like
Static Var Compensator (SVC), Static Synchronous Compensator (STAT-
COM), Thyristor Controlled Series Compensator (TCSC), Static Synchronous
Series Compensator (SSSC), and Unified Power Flow Controller (UPFC).
FACTs devices can flexibly and rapidly control node voltages, change line
impedances and adjust power flow to enhance the damping of electrome-
chanical oscillations.
1.5.3 HVDC modulation
Using HVDC modulation to damp AC system oscillations is another inter-
esting technique. The damping of electromechanical oscillations in an AC
system can indeed be increased by modulating the current at the rectifier or
the current and voltage at the inverter. The design of the modulation scheme
must however be tailored to a specific system [29].
12 CHAPTER 1. POWER SYSTEM ELECTROMECHANICAL ...
While all the previous methods provide a set of potentially effective tools
to help damping electromechanical oscillations, their controller tuning needed
to reach an optimal level of damping may be sensitive to prevailing system op-
eration conditions (such as topology, generation pattern, and loading level).
1.6 Conclusions
In this chapter, electromechanical oscillations have been shortly described,
and some examples of oscillations in the UCTE power system were given.
Furthermore, the evolution of electrical states in oscillations was illustrated
mathematically using a two-generator equivalent system. Several factors,
which influence power system damping, have been discussed. Electrome-
chanical oscillations could be studied using linear methods, nonlinear meth-
ods and signal analysis methods.
Three types of frequently used oscillation damping controls have been
briefly discussed. In practice, diverse damping controllers nonlinearly in-
teract and jointly decide control effects. Introduction of new damping con-
trollers could jeopardize damping effects of existing controllers [6]. Conse-
quently, it is very important to coordinate diverse damping controllers and
adjust their parameters following the evolution of operation conditions, in
order to obtain satisfactory and robust control effects. It is the objective
that this thesis attempts to achieve.
Chapter 2
Research motivations, methods
and contributions
2.1 Research motivations
Electromechanical oscillations, especially inter-area electromechanical oscil-
lations, become more common in large-scale interconnected power systems.
Fig. 2.1 gives an example of inter-area electromechanical oscillations in the
European power system [30]. These oscillations restrict inter-area power
exchange, propagate disturbances over the whole system and even lead to
blackouts, if cascading outages are caused [31–33]. Different controllers, like
PSSs, TCSCs and SVCs, are already designed for damping electromechanical
oscillations.
The typical model-based design of damping controllers of electromechan-
ical oscillations normally begins with the recognition of oscillation modes,
then proceeds to determine controller parameters producing better damping
performances and robustness, and ends with the verification via time-domain
simulations [1, 34]. The control rules and parameters are usually calculated
based on local information and objectives, and remain “frozen” in practi-
cal application. In recent researches on electromechanical oscillations, some
remote information reflecting global dynamics is introduced as additional
inputs to local damping controllers so as to enhance their performances of
damping inter-area oscillations [35–37].
However, increasing uncertainties brought by the renewable generation,
and the growing complexity resulting from new power flow control devices,
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Fig. 2 Inter-Area Oscillation after Power Plant
Outage in Spain, 900MW
Fig. 4 Simulation of Power Plant Outage in
Spain, 900 MW
Fig. 3 Inter-Area Oscillation after Load Outage in Spain, 487 MW
Fig. 5 Simulation of Load Outage in Spain, 500MW
signals, that equip a significant number of genera-
tion units with a great positive influence on damp-
ing of inter-area oscillations.
In the analysis the controllers of CENTREL were at
first considered with their origin settings before
activities for optimising were undertaken. The
effect of parameter optimising on system
behaviour is taken into account in chapter 5.
3.2 Model Validation
The model could be validated by the recordings
collected from WAMS. As an example Fig. 4 and
Fig. 5 show the simulation results after power plant
outage and load outage in Spain respectively,
which have to be compared with the recordings in
Fig. 2 and Fig. 3. It can be concluded that the
model represents the real system behaviour with
sufficient accuracy regarding the analysis of inter-
area oscillations. The dynamic characteristics of
power flows and frequencies at different locations
are in well accordance with the recordings, espe-
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Figure 2.1: Inter-area oscill tions after power plant outage in Spain. Taken
from [30]
make the robustness of this typical design approach become questionable.
Moreover, the controllers scattered into different areas and installed at dif-
ferent moments need to be further coordinated so as to obtain satisfactory
global performances. Improper combination of diverse cont ollers could in-
deed potentially deteriorate the damping level of electromechanical oscilla-
tions [6].
This thesis investigates methods to adjust and coordinate existing damp-
ing controllers to improve further their global damping effects. This work is
done from the following perspectives:
• Global information: due to the continuous extension of interconnected
power systems, damping controllers designed based only on local in-
formation cannot always efficiently damp inter-area electromechanical
oscillations. In order to obtain better global damping effects, a con-
troller can benefit from a wider view of the system. That is to say,
it should know more about the interaction between its dynamics and
controls with external dynamics and controls when it makes a control
decision.
Emergence of new technological solutions such as synchronized phasor
measurements and improved communication infrastructure enable the
development of Wide Area Measurement Systems (WAMS) [38] and
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the design of new types of controllers [39]. These controllers may be
designed from the perspective of the whole system, focus on a wider
spectrum of oscillation modes and offer improvements with respect to
current local control strategies.
• Optimization: most damping control schemes only target to meet the
minimum stability criterion, for example defined by a damping ratio
larger than 0.05. Little work is dedicated to optimize damping control
effects [40]. A scheme considering damping control optimization might
potentially bring better control effects.
• Adaptivity: modern power systems abound with uncertainties on gen-
eration schedules, load patterns, and network topologies [41]. The real
damping characteristics of power systems are complicated and volatile.
A good damping scheme should be able to automatically adjust its
control policies following such changes in the power system [42].
• Coordination: global damping effects are decided by all controllers ex-
isting in the system, which makes it important to coordinate their
control efforts [43,44]. A good damping control scheme should be able
to make full use of available controllers and avoid the counteraction of
damping effects.
The ultimate goal of all efforts to design, coordinate, and adapt damp-
ing controllers is to make the controlled system dynamics better meet the
requirement of damping electromechanical oscillations.
In this thesis, a trajectory-based supplementary damping control is de-
signed, which is superimposed on existing damping controllers (PSSs, TCSCs,
and so on) to achieve the above improvements. It treats damping control as
a discrete-time, multi-step optimal control problem. At a sequence of mea-
surement times, it collects current system measurements, and based on these
latter, it determines supplementary inputs to be applied at the next control
time to existing damping controllers in order to obtain the maximum control
return over a given temporal horizon. The objective of damping electrome-
chanical oscillations can be achieved by defining a particular control return.
For example, one can define the control return of a sequence of supplemen-
tary damping inputs as the negative distance between angular speeds and the
rated angular speed over a future temporal horizon. Maximizing the return
will force angular speeds to return and remain near the rated speed, and
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when all generators run at this speed, oscillations are damped. Thus, opti-
mization of these supplementary inputs brings adaption and/or coordination
to the existing damping controllers without the need for changing their own
structures and parameters. The above optimization is carried on repeatedly
and supplementary inputs are updated adaptively at a series of subsequent
times by taking into account changes in the power flows and topology of the
power system.
2.2 Trajectory-based supplementary control
In this chapter, the proposed trajectory-based supplementary damping con-
trol is introduced in terms of feasibility, overall principle, mathematical for-
mulation of the control objective, solution approaches and implementation
strategy.
2.2.1 Feasibility
The feasibility of the proposed method derives from the following advances in
power systems’ technology, machine learning, and large-scale optimization.
• Dynamic and real-time measurements: WAMS can provide real-time
and synchronized information about system dynamics, especially the
information closely related to the recognition of oscillation modes and
the improvement of global damping performances [45–48];
• Future response prediction: if a system model is available, future re-
sponse of power systems can be approximately modeled; if not, the
return over an appropriate temporal horizon of one damping control
can be learned from the observation of power system trajectories in
similar conditions, and then used to approximately predict the effect
of controls on the future system response;
• Efficient algorithms: model-based methods and learning-based meth-
ods [49–51] have evolved a lot in the last twenty years by exploiting
ongoing progress in terms of optimization and machine learning algo-
rithms.
2.2. TRAJECTORY-BASED SUPPLEMENTARY CONTROL 17
t0 t1 t3 t2 
time 
ref 
x0 
u10 
u31 
u12 
u22 
u32 
u21 
u11 
u20 
u30 
Figure 2.2: Trajectory-based supplementary damping control
2.2.2 Overall principle of the proposed method
The power system is considered in this work as a discrete-time system (power
system dynamics are continuous in essence, but in our framework we consider
discrete-time dynamics). Its trajectories are considered as time evolution of
state variables of the controlled system. If the system model is available in
the form:
xt+1 = f(xt, ut), (2.1)
then it is possible to compute all future system dynamics by iterating Eqn. (2.1),
and based on them optimize control policies. In Eqn. (2.1), xt is a state vec-
tor consisting of elements of the state space X, and ut is an input vector
whose items are elements of action space U (random disturbances can be
considered as a subset of these inputs).
If the system model is not available, then its trajectories can still be
recorded by using a real-time measurement system.
In both cases constraints on states and actions can in principle also be
incorporated by restricting the set of possible states and by restricting the
actions that are possible for individual states.
Using certain supplementary inputs, we can force system dynamics to
evolve approximately along the desired trajectories in which oscillations are
damped, while taking into account random disturbances, prediction inac-
curacy, measurement errors, and so on. This is the underlying concept of
trajectory-based damping control.
This idea is illustrated in Fig. 2.2, which describes three possible angular
speed trajectories of one generator. From an initial state x0, the angular
speed will evolve along a path pˆ under a control sequence (upˆ0, upˆ1, upˆ2, ..., pˆ =
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1, 2, 3. The target is to search a particular sequence of discrete supplementary
inputs to the damping controller on this generator (exciter or PSS), in order
to drive its angular speed to return to the reference, and remain close to the
reference as much as possible, like path 2 in Fig. 2.2 (plain line).
So, the key of trajectory-based supplementary damping control is to
search a correct and exact sequence of discrete supplementary inputs (upˆ0, upˆ1,
upˆ2, ...). Here, the meaning of “correct” is that calculated supplementary
inputs can make system dynamics evolve along the desired trajectory de-
termined by a particular control objective, like the path 2 in Fig. 2.2. The
meaning of “exact” is that there are not too large errors between decision-
making scenarios and real system dynamics, like large measurement errors
and model errors. If there are too large scenario errors, it may not be possible
to find a control sequence yielding good damping effects in practice.
2.2.3 Control problem formulation
When system states move from xt to xt+1 after applying an action ut, a
bounded reward of one step rt ∈ R is obtained. The definition of rt is
closely related to the control objective. As far as damping electromechanical
oscillations is concerned, the negative distance between the angular speed
vector w and the rated angular speed vector wref is defined as rt.
rt = −
∫ t+1
t
|w − wref |dt. (2.2)
Starting from an initial state xt and applying a sequence of supplementary
inputs (ut+0, ut+1, ..., ut+Th−1), the discounted return R
Th
t over a temporal
horizon of Th is defined as:
RTht =
Th−1∑
i=0
γirt+i, (2.3)
where γ ∈ [0, 1] is the discount factor, and i = 0, 1, 2, ..., Th−1. The sequence
of actions ut+i is computed by a control policy pi mapping states to actions.
A Th-step optimal policy pi
∗ is the one that maximizes RTht .
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2.2.4 Model-based vs model-free solution methods
Depending if dynamic models are available in analytical form, or if control
returns from past trajectories are available in numerical form, the solution
to the Th-step optimization control problem of Eqn. (2.3) is divided into two
categories: model-based methods and model-free learning-based methods.
Two approaches naturally fit this type of problems: MPC as model-based
and RL as model-free.
1) Model Predictive Control (MPC): MPC is based on a linearized,
discrete-time state space model given by:
xˆ[k + 1|k] = Axˆ[k|k] +Buˆ[k|k];
yˆ[k|k] = Cxˆ[k|k]. (2.4)
The future dynamics over a temporal horizon of Th is obtained by iterating
(2.4):

yˆ[k + 1|k]
yˆ[k + 2|k]
...
yˆ[k + Th|k]
 = Pxxˆ[k|k] + Pu

uˆ[k|k]
uˆ[k + 1|k]
...
uˆ[k + Th − 1|k]
 , (2.5)
where Px and Pu are given by,
Px =

CA
CA2
...
CATh
 , Pu =

CB 0 . . . 0
CAB CB . . . 0
...
...
. . .
...
CATh−1B CATh−2B . . . CB
 .
The return function of (2.3) can be rewritten as:
RTht =
Th−1∑
i=0
(yˆ[k + i+ 1|k]− yref [k + i+ 1|k])T Wyi
(yˆ[k + i+ 1|k]− yref [k + i+ 1|k])
(2.6)
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which is minimized subject to linear inequality constraints:
umin ≤ uˆ[k + i|k] ≤ umax
zmin ≤ zˆ[k + i+ 1|k] ≤ zmax
(2.7)
where yref is a vector of target values, zˆ is a vector of constrained opera-
tion variables like currents or voltages, and the Wyi are weighting matrices.
uˆ[k + i|k] varies over the first Tc steps, and Tc is called the control horizon
that usually set equal to or less than prediction horizon Th. This yields a
typical quadratic programming problem, which can be solved by Active Set
or Interior Point methods [49].
MPC works as follows: at a control time, based on current measurements,
it calculates a sequence of optimal supplementary inputs minimizing the
objective function (2.6) over a given temporal horizon. Only the first-stage
control of the sequence is applied. The above steps are repeated at subsequent
control times and continuously update these supplementary inputs.
In Part II of this work, we will investigate several MPC schemes, in
particular a fully centralized one using a complete system model and system
wide measurements, as well as area-wise distributed and hierarchical schemes.
2) Reinforcement Learning (RL): If the analytical system dynamics
and return functions are unknown, one can still solve the problem by learn-
ing the map of system states to control actions using observations collected
through a sample of real-time measurements. This problem is naturally set
as a Markov Decision Problem (MDP) with the use of RL to learn the control
policy. The use of system trajectories as time evolution of all system state
variables is problematic, in this context, because of the so-called “curse of
dimensionality” problem [50] and/or limitations in the measurement system
and/or communications.
The approach adopted in Part III of this work is therefore to design a set
of RL controllers (agents) acting on some system elements (e.g. generators)
through learned mapping of its states (in the form of a single system state
variable or a combination of several system state variables) towards local
control actions along the system trajectories. Consequently, an RL agent
considers trajectories of its state and overall system behaviour results from
collective actions of individual RL agents. The states of these RL agents is
to be clearly differentiated from the system state and we therefore denote
the states considered by a given RL-based controller by s.
Given a set of trajectories represented in the form of samples of four-tuples
(st, ut, rt, st+1), a near-optimal control policy is a sequence of control actions
2.2. TRAJECTORY-BASED SUPPLEMENTARY CONTROL 21
minimizing the discounted return (2.3). This policy can be determined [52,53]
by computing the so-called action-value function (also called Q-function)
defined by:
Q(st, ut) = E{rt(st, ut) + γmax
ut+1
Q(st+1, ut+1)}, (2.8)
and by then defining the optimal control policy as:
u∗t (st) = argmax
ut
Q(st, ut). (2.9)
In Part III of this thesis, the RL-based supplementary damping control
scheme is first implemented on a single generator and then several possibil-
ities are investigated for extending it to multiple generators. Finally, the
possible benefits of combining RL-based control with Model Predictive Con-
trol (MPC) are assessed.
3) Discussion about solutions: MPC is a proven control technique
with numerous real-life applications in different engineering fields, in partic-
ular process control [49]. The efforts applying MPC to damp electromechan-
ical oscillations have already been reported in [37]. In this thesis, we study
and compare three different schemes using MPC principles.
RL-based control of TCSC for oscillations damping has been proposed
in [52]. In [54], RL is applied to adaptively tune the gains of the conven-
tional PSSs. The use of RL to adjust the gains of adaptive decentralized
backstepping controllers has been demonstrated in [55]. Wide-area stabiliz-
ing control, exploiting real-time measurements provided by WAMS, using RL
has been introduced in [56].
Notice that both model-based or learning-based approaches usually find
only suboptimal solutions due to the non-convexity of practical problems,
modeling errors, randomness and limited quality of measurements.
While Q-learning based approaches have been proposed in previous works
about oscillations damping [52, 54–56], in this thesis we propose to use a
model-free tree-based batch mode RL algorithm to optimize supplementary
inputs to existing damping controllers [57]. This choice is motivated by the
following reasons [57–59]:
• This algorithm outperforms other popular RL algorithms on several
nontrivial problems [59];
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Figure 2.3: Supplementary damping control
• It can infer good policies from relatively small samples of trajectories,
even for some high-dimensional problems;
• Using a tree-based batch mode supervised learning technique [58] it
solves the generalization problem associated with RL techniques in a
generic way [57,59].
2.2.5 Implementation strategy
The proposed trajectory-based control scheme is not intended to replace
existing damping controllers, but rather to optimize some supplementary
control signals and superimpose them on the outputs of existing damping
controllers so as to improve damping effects. In this way, the adaptation
and/or the coordination of these existing controllers is implicitly achieved.
The implementation considered in our work is illustrated in Fig. 2.3. For a
given generator, the supplementary controller adds its control signal at the
output of the PSS of the generator; it uses as inputs the angular speed of the
generator and possibly other remote signals such as active power flows over
tie-lines, so as to help damping of oscillation modes other than local ones.
At a control time, such a controller collects inputs and then it calculates the
supplementary control signals so as to maximize the control return over a
future temporal horizon.
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2.3 Thesis contributions and structure
2.3.1 Thesis contributions
Using the above proposed supplementary damping control approaches, the
thesis attempts to design adaptive and coordinated damping control schemes
based on the global information provided by WAMS and by leveraging recent
progress in optimization and machine learning.
As the first step, a fully centralized MPC scheme is investigated (this work
is reported in Chapter 4 and in our publication [60]). In this scheme, the MPC
approach is implemented in a hypothetical system-wide control center and
is responsible to compute supplementary inputs for all damping controllers
so as to optimize their global control effects. It uses a linearized discrete-
time state space model, calculates an optimal input sequence over a chosen
time horizon by solving a quadratic programming problem. The first-stage
control decision is applied to all controllers and the calculation is repeated
at the subsequent measurement and control times. This scheme is firstly
evaluated in ideal conditions: complete state observability and controllability,
neglecting measurement errors and communication and computing delays.
Next, the technical feasibility of this approach is assessed by studying also
the effects of state-estimation errors, communication and computation delays
and non-controllability of some local controllers. Finally, the scheme is tested
to check if it can incorporate diverse damping controllers like PSS, TCSC and
SVC, and efficiently coordinate them.
To design a damping control scheme more realistic in the context of large-
scale interconnected power systems, the centralized MPC scheme is then re-
placed by a distributed MPC scheme (Chapter 5, and our publication [61]).
Considering information-exchange restrictions and organizational barriers in
certain power grids, a large-scale power system is decomposed into some
smaller control areas (subsystems) according to practical constraints. And
then a MPC controller is set in each subsystem. Similar to the centralized
MPC, a subsystem-wide MPC controller formulates its quadratic program-
ming problem using a subsystem-wide model and control objective. It solves
this problem to provide supplementary inputs for damping controllers under
its authority. Each MPC controller tries to solve its own oscillation prob-
lem and the overall system stability is hoped to result from these area-wise
controls.
Next, a distributed and hierarchical MPC scheme is proposed to further
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improve the robustness and reliability of damping control (Chapter 6, and
our publication [62]). In addition to the MPC controllers working at the
level of subsystems (the upper level), we set the new MPC controllers in the
lower level consisting of local damping controllers. An upper MPC controller
calculates supplementary inputs for all damping controllers under its author-
ity, based on a subsystem model and subsystem-wide measurements. And
it sends these inputs to lower MPC controllers as their control bases. The
lower MPC controllers calculate, at a faster rate, corrections to the bases
given by their corresponding upper MPC controllers, according to their own
models, control objectives and measurements. Because the MPC controllers
in the lower level only consider dynamics of one device like a generator or a
transmission line, they need less time to measure, compute and apply their
decisions. So, they can update more rapidly their control decisions following
changes of local states, so as to approach better their control targets. The
robustness of hierarchical MPC is tested using a larger refreshing interval
at the upper level and incomplete measurements, considering controller and
communication failures, and in different operation conditions.
Considering the possibility that system dynamics cannot be well enough
approximated by a state space model at particular moments in practice, a
model-free RL-based supplementary damping control is proposed in the sec-
ond part of our research (Chapter 8, and our paper [63] under revision at
the time of writing this manuscript). With the help of a tree-based batch
mode RL, the control return of a candidate action at current state is approxi-
mately calculated over a given temporal horizon, based only on dynamic and
reward information collected from observed trajectories of power systems.
The action with the largest return is superimposed on existing controller’s
own output to improve damping effects. The scheme is first implemented on
a single generator, and then several possibilities are investigated for extend-
ing it to multiple generators. Finally the possible benefits of combining this
RL-based control with MPC are assessed.
2.3.2 Thesis structure
The thesis is organized as follows:
• Chapter 1 introduces power system electromechanical oscillations in
terms of the definition, classification and consequences, and gives some
oscillation examples in the European power system. Next, mathemat-
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ical insights into electromechanical oscillations are provided on a two-
generator equivalent system. Electromechanical oscillation mechanisms
and analysis methods are also discussed in this chapter. Finally, com-
mon damping controls are shortly discussed.
• Chapter 2 presents research motivations, methods and contributions.
The research objective is to design the optimized, adaptive and co-
ordinated damping control scheme based on global dynamic informa-
tion. We define damping control as a Th-step optimal decision problem,
which can be solved by MPC or RL in a way of receding horizon.
• In chapter 3, the underlying concept of MPC is described. Based on a
linearized, discrete and time-invariant state space model, MPC predic-
tion equations and objective function are derived. We get a quadratic
programming problem that can be solved by Active Set methods, Inte-
rior Point methods, and so on. MPC stability and robustness must be
carefully checked in practical applications. Finally, diverse MPC con-
trol schemes are discussed to offer the reference for our MPC designs.
• Chapter 4 focuses on a centralized MPC scheme for damping electrome-
chanical oscillations. It firstly describes the proposed centralized MPC
scheme, and gives its mathematical formulations in ideal conditions.
Next, it considers the effects of state-estimation errors, communica-
tion and computation delays and non-controllability of local damping
controllers. The scheme’s ability of incorporating diverse damping con-
trollers is tested.
• Chapter 5 introduces a distributed MPC scheme which is considered
to be more viable for damping low-frequency oscillations in very large-
scale interconnected power systems. It discusses the decomposition
of a large-scale power system, and formulates MPC for a subsystem
based on a given decomposition. Then, it analyzes the coordination
between subsystem-wise MPC controllers. Results of distributed MPC
are compared with those of centralized MPC.
• Chapter 6 proposes a hierarchical MPC scheme that introduces the
new lower MPC controllers on the basis of distributed MPC. It firstly
outlines the hierarchical MPC scheme, and then discusses the coupling
between two layers of MPC and the coordination between lower MPC
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controllers. Finally, it investigates the robustness and computation
efficiency of this hierarchical MPC scheme.
• Chapter 7 firstly introduces the concept of learning and three learning
forms: supervised learning, unsupervised learning and reinforcement
learning. The rest of this chapter focuses on reinforcement learning,
whose definition, elements and elementary solutions are detailedly dis-
cussed.
• Chapter 8 designs the supplementary damping control using a tree-
based batch mode RL algorithm. It firstly describes this method in
terms of extra-trees, fitted Q iteration and greedy decision making.
Then it tests the method on a single generator, and multiple generators.
Finally the combination between MPC and RL is investigated.
• Chapter 9 offers some conclusions and discusses some further works.
• Detailed information about the simulation tool and test system used
for our investigations can be found in the appendices.
2.4 Summary
This chapter introduced our research motivation, namely to improve damp-
ing effects of existing controllers by using global information, and by adap-
tively adjusting and coordinating them. For this purpose, a trajectory-based
supplementary damping control approach is proposed, considering the latest
advances in power systems, machine learning and large-scale optimization,
to compute supplementary inputs to superimpose on existing controllers to
adjust and coordinate them. This approach aims at forcing the controlled
system dynamics to evolve approximately along a desired trajectory, so as to
damp electromechanical oscillations, with the help of certain supplementary
control inputs. Mathematically, it is described as a Th-step optimization con-
trol problem, which could be solved either by MPC or by RL. Finally, the
contributions and structure of this thesis are listed.
Part II
Model predictive control for
damping inter-area oscillations
of large-scale power systems
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Chapter 3
Model predictive control
background
The content of the present chapter is adapted from [49, 64, 65]. Before pre-
senting our MPC-based damping schemes, MPC’s theoretical knowledge [49],
advantages [64] and available control structures [65] are provided in order to
make the thesis self-contained.
3.1 What is MPC ?
The principle of MPC can be shortly summarized as follows. At any time,
the MPC algorithm uses the collected measurements, a model of the system
and a specification of the control objective to compute an optimal open-
loop control sequence over a specified time horizon. The computed optimal
first-stage controls are applied to the system. At the next time step, as
soon as measurements (or model) updates are available, the entire procedure
is repeated by solving a new optimization problem with the time horizon
shifted one step forward [49]. The MPC technology was originally developed
for power plant and petroleum refinery applications, but can now be found
in a wide variety of manufacturing environments including chemicals, food
processing, automotive, aerospace, metallurgy, pulp and paper [64].
The basic idea of MPC for a single-input single-output system is shown
in Fig 3.1 [49]. We assume a discrete-time setting, and that the current
time is labeled as time step k. The set-point trajectory s[t] is the trajectory
that the real output y[t] should follow. The solid line yref [t|k] is termed
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s[t] 
y[t] 
k Time K+Th
ŷ[t|k] 
k Time K+Th
Input
Th 
?ref[t|k] 
Output
Figure 3.1: The basic idea of MPC. Taken from [49]
the reference trajectory, which starts at the current system output y[k|k],
and defines an ideal trajectory along which the system should return to the
set-point trajectory.
At time k, a predictive controller collects current state xˆ[k|k] and calcu-
lates the optimal input trajectory uˆ[k + i|k] using a dynamic system model,
in order to obtain the best possible future behavior yˆ[k+ i+1|k] with respect
to a reference trajectory yref [k+ i+ 1|k], over a given prediction horizon Th,
i = 0, 1, ..., Th − 1. A cost function is defined to assess what is the optimal
sequence of inputs. In this example, uˆ[k + i|k] varies over the first Tc steps,
but remains constant thereafter. So the control horizon Tc is 3.
Once a future input trajectory uˆ[k+ i|k] is chosen, only the first element
of the trajectory uˆ[k|k] is applied as the real input u[k|k] to the system. Then
the whole cycle of measurement, prediction, and input trajectory determi-
nation is repeated at subsequent refreshing times: a new xˆ[k + 1|k + 1] is
obtained; a new reference trajectory yref [k+1+i|k+1] is defined; predictions
are made over the time horizon Th; a new input trajectory uˆ[k + 1 + i|k + 1]
is chosen, and finally the first input uˆ[k + 1|k + 1] is applied to the system.
The success of MPC technology can be attributed to three important fac-
tors [64]. The first and foremost is the incorporation of an explicit process
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model into the control calculation. This allows MPC, in principle, to deal
directly with all significant features of process dynamics. Secondly the MPC
algorithm considers system behaviors over a future temporal horizon. This
means that the effects of feedforward and feedback disturbances can be an-
ticipated and removed, to drive the controlled system to evolve more closely
along a desired future trajectory. Finally the MPC controller considers pro-
cess input, state and output constraints directly in the control calculation.
This means that constraint violations are far less likely, resulting in tighter
control at the optimal constrained steady-state.
3.2 Mathematical formulation of MPC
In the present section MPC’s prediction equations, objective functions and
constraints are formalized based on a linearized, discrete and time-invariant
state space model in the form:
x[k + 1|k] = Ax[k|k] +Bu[k|k]
y[k|k] = Cyx[k|k]
z[k|k] = Czx[k|k],
(3.1)
where x is a dx-dimensional state vector, u is a du-dimensional input vector,
y is a dy-dimensional vector of measured outputs, and z is a dz-dimensional
vector of outputs which are to be controlled, either to particular set-points,
or to satisfy some constraints, or both. The index k counts ‘time steps’. The
variables in y and z usually overlap to a large extent, and frequently they are
the same. That is to say, all the controlled outputs are frequently measured.
So, we assume that y ≡ z, and we use C to denote both Cy and Cz. The
Eqn. (3.1) can thus be rewritten as:
x[k + 1|k] = Ax[k|k] +Bu[k|k]
y[k|k] = Cx[k|k]. (3.2)
In practice, we shall not assume that all state variables can be measured
directly and exactly, so we use an estimated xˆ[k|k] instead of the real state
x[k|k]. Correspondingly, xˆ[k + 1|k] and yˆ[k + 1|k] denote the predictions of
variables x and y at time k + 1, on the assumption that one input uˆ[k|k] is
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applied at time k. So, Eqn (3.2) can be changed further into:
xˆ[k + 1|k] = Axˆ[k|k] +Buˆ[k|k] (3.3)
yˆ[k|k] = Cxˆ[k|k]. (3.4)
Now, we can predict the future system states over a given prediction
horizon Th by iterating Eqn. (3.3), and we get:
xˆ[k + 1|k] = Axˆ[k|k] +Buˆ[k|k]
xˆ[k + 2|k] = Axˆ[k + 1|k] +Buˆ[k + 1|k]
= A2xˆ[k|k] + ABuˆ[k|k] +Buˆ[k + 1|k]
...
xˆ[k + Th|k] = Axˆ[k + Th − 1|k] +Buˆ[k + Th − 1|k]
= AThxˆ[k|k] + ATh−1Buˆ[k|k] + ...+Buˆ[k + Th − 1|k].
(3.5)
We can re-express this equation in the matrix-vector form:

xˆ[k + 1|k]
xˆ[k + 2|k]
...
xˆ[k + Th|k]
 =

A
A2
...
ATh
 xˆ[k|k] +

B
AB B
...
...
. . .
ATh−1B ATh−2B . . . B

×

uˆ[k|k]
uˆ[k + 1|k]
...
uˆ[k + Th − 1|k]
 .
(3.6)
The input vector uˆ[k + i|k] changes only at the first Tc steps, namely at
the times k, k + 1, ..., k + Tc − 1, and will remain constant thereafter. That
is to say, uˆ[k + i|k] = uˆ[k + Tc − 1] for Tc ≤ i ≤ Th − 1. So, we combine the
items in the input matrix corresponding to the same uˆ[k+ i|k] in Eqn. (3.6),
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and obtain:

xˆ[k + 1|k]
xˆ[k + 2|k]
...
xˆ[k + Tc|k]
...
xˆ[k + Th|k]

=

A
A2
...
ATc
...
ATh

xˆ[k|k]+

B
AB B
...
...
. . .
ATc−1B ATc−2 . . . B
...
...
...
...
ATh−1B ATh−2B . . .
∑Th−Tc
i=0 A
iB


uˆ[k|k]
uˆ[k + 1|k]
...
uˆ[k + Tc − 1|k]
 .
(3.7)
In the predictive control, we often compute the input change ∆uˆ[k+ i|k]
rather than uˆ[k+ i|k]. Defining that ∆uˆ[k+ i|k] = uˆ[k+ i|k]− uˆ[k+ i− 1|k],
we have:

uˆ[k|k]
uˆ[k + 1|k]
...
uˆ[k + Tc − 1|k]
 =

I
I
...
I
u[k − 1] +

I
I I
...
...
. . .
I I . . . I

×

∆uˆ[k|k]
∆uˆ[k + 1|k]
...
∆uˆ[k + Tc − 1|k]
 .
(3.8)
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Here, u[k−1] is known. Substituting Eqn. (3.8) into Eqn. (3.7) we obtain:
xˆ[k + 1|k]
xˆ[k + 2|k]
...
xˆ[k + Tc|k]
...
xˆ[k + Th|k]

=

A
A2
...
ATc
...
ATh

xˆ[k|k] +

B
AB +B
...∑Tc−1
i=0 A
iB
...∑Th−1
i=0 A
iB

u[k − 1]+

B
AB +B B
...
...
. . .∑Tc−1
i=0 A
iB
∑Tc−2
i=0 A
iB . . . B
...
...
...
...∑Th−1
i=0 A
iB
∑Th−2
i=0 A
iB . . .
∑Th−Tc
i=0 A
iB


∆uˆ[k|k]
∆uˆ[k + 1|k]
...
∆uˆ[k + Tc − 1|k]
 .
(3.9)
Finally, the predictions of y over the whole prediction horizon are given
by: 
yˆ[k + 1|k]
yˆ[k + 2|k]
...
yˆ[k + Th|k]
 =

C
0 C
...
...
. . .
0 0 . . . C


xˆ[k + 1|k]
xˆ[k + 2|k]
...
xˆ[k + Th|k]
 . (3.10)
We can rewrite Eqn. (3.9) and (3.10) as
X[k] = Pxxˆ[k|k] + Puu[k − 1] + P∆u∆U [k] (3.11)
Y [k] = PyX[k] = PyPxxˆ[k|k] + PyPuu[k − 1] + PyP∆u∆U [k] (3.12)
where:
Px =

A
A2
...
ATh
Pu =

B
AB +B
...∑Th−1
i=0 A
iB
Py =

C
0 C
...
...
. . .
0 0 . . . C

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P∆u =

B
AB +B B
...
...
. . .∑Tc−1
i=0 A
iB
∑Tc−2
i=0 A
iB . . . B
...
...
...
...∑Th−1
i=0 A
iB
∑Th−2
i=0 A
iB . . .
∑Th−Tc
i=0 A
iB

.
Based on the above prediction equations, the MPC seeks for an optimal
sequence of uˆ[k + i|k] which minimizes a given cost function. A typical cost
function is given in Eqn. (3.13). It penalizes the deviation of the predicted
controlled output yˆ[k + i + 1|k] from a reference trajectory yref [k + i + 1|k]
and the input change ∆uˆ[k + i|k]. The reference trajectory yref [k + i + 1|k]
may be some predetermined trajectories:
V [k] =
Th−1∑
i=0
||yˆ[k + i+ 1|k]− yref [k + i+ 1|k]||2Wyi +
Tc−1∑
i=0
||∆uˆ(k + i|k)||2W∆ui
(3.13)
Actually we do not necessarily start penalizing the deviation of yˆ[k+ i+
1|k] from yref [k + i + 1|k] immediately because there may be some delay
between applying an input and seeing any effect. So, the i of the first item
in the right part of Eqn. (3.13) could begin from a value larger than 0. Wyi
and Wui are weight matrices. The solution minimizing Eqn. (3.13) should be
subject to the following inequality constraints:
E∆uˆ vec(∆uˆ[k|k], ...,∆uˆ[k + Tc − 1|k], 1) ≤ vec(0)
Euˆ vec(uˆ[k|k], ..., uˆ[k + Tc − 1|k], 1) ≤ vec(0)
Eyˆ vec(yˆ[k +Hw|k], ..., yˆ[k + Th|k], 1) ≤ vec(0).
(3.14)
Here, vec(0) denotes a column vector, each element of which is 0; E∆uˆ,
Euˆ and Eyˆ are matrices of suitable dimensions. We can use the constraints
of Eqn. (3.14) to represent possible actuator slew rates, actuator ranges and
constraints on the controlled variables. These constraints hold over the con-
trol horizon and prediction horizon. Actually, when we solve the predictive
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control optimization problem, all above inequalities must be translated into
the inequalities concerning ∆uˆ[k + i|k], namely
E(∆uˆ[k|k],∆uˆ[k + 1|k], ...,∆uˆ[k + Tc − 1|k]) = E∆U [k] ≤ e. (3.15)
Here, E is a coefficient matrix of proper dimensions.
3.3 Solutions to an MPC problem
3.3.1 Mathematical conversion of MPC optimization
Firstly, we rewrite Eqn. (3.13) as:
V [k] = ||Y [k]− Yref [k]||2Wy + ||∆U [k]||2W∆u (3.16)
where
Y [k] =
 yˆ[k + 1|k]...
yˆ[k + Th|k]
 , Yref [k] =
 yref [k + 1|k]...
yref [k + Th|k]
 , ∆U [k] =
 ∆uˆ[k|k]...
∆uˆ[k + Tc − 1|k]

and the weight matrices Wy and W∆u are given by:
Wy =

Wy1
. . .
WyTh
 , W∆u =
W∆u0 . . .
W∆uTc−1
 .
Let us substitute Eqn. 3.12 into Eqn. 3.16. And before doing it, we firstly
rewrite Eqn. 3.12 in order to obtain a simpler form.
Y [k] = Py.xxˆ[k|k] + Py.uu[k − 1] + Py.∆u∆U [k] (3.17)
where Py.x = PyPx, Py.u = PyPu, Py.∆u = PyP∆u.
Now, we have:
V [k] = ||Py.xxˆ[k|k] + Py.uu[k − 1] + Py.∆u∆U [k]− Yref [k]||2Wy + ||∆U [k]||2W∆u
= (xˆT [k|k]P Ty.x + uT [k − 1]P Ty.u − Y Tref [k])Wy(Py.xxˆ[k|k] + Py.uu[k − 1]
− Yref [k]) + 2(xˆT [k|k])P Ty.x + uT [k − 1]P Ty.u − Y Tref [k])WyPy.∆u∆U [k]
+ ∆U [k]T (P Ty.∆uWyPy.∆u +W∆u)∆U [k]
= const+ 2(F T∆U [k] + 1/2∆UT [k]G∆U [k])
(3.18)
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where
const = (xˆ[k|k]TP Ty.x + u[k − 1]TP Ty.u − Y Tref [k])Wy(Py.xxˆ[k|k]
+ Py.uu[k − 1]− Yref [k])
F = Py.xxˆ[k|k] + Py.uu[k − 1]− Yref [k]
G = P Ty.∆uWyPy.∆u +W∆u.
(3.19)
The objective of MPC is to minimize
V ′[k] = F T∆U [k] + 1/2∆U [k]TG∆U [k] (3.20)
subject to
E∆U [k] ≤ e
H∆U [k] = h.
(3.21)
Except the inequality constraints, there are also some equality constraints
as shown in Eqn. (3.21). This is a standard optimization problem known as
Quadratic Programming (QP), which can be solved by methods of Interior
Point, Active Set, Augmented Lagrangian, Conjugate Gradient, and so on
[49,66,67].
3.3.2 Solution approaches
The Active Set methods assume that a feasible solution is available at the
beginning. For such a solution, the subset of the inequality constraints of
Eqn. (3.21) that are active is called the active set, denoted by ea. That is to
say, Ea∆U [k] = ea. It is possible for the active set to be empty, if none of
the inequality constraints is active at the current feasible solution.
Suppose that at the jth iteration we have a feasible solution ∆Uj[k]. The
Active Set method then finds an improved solution ∆Uj+1[k] = ∆Uj[k] +
∆∆Uj [k] which minimizes the cost function of Eqn. (3.20) while satisfying
H∆Uj+1[k] = h and Ea∆Uj+1[k] = ea, without considering the inactive
inequality constraints. If this new solution is feasible, that is if E∆Uj+1[k] ≤
e, then it is accepted as the feasible solution of next iteration. If it is not
feasible, then a line-search is made in the direction ∆∆Uj [k] to locate the
point at which the feasibility is lost-namely the point at which one of the
inactive inequality constraints becomes active. The solution at this point
is accepted as the feasible solution of next iteration, namely ∆Uj+1[k] =
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∆Uj[k] + αj∆∆Uj [k], where 0 < αj < 1, and the newly active constraint is
added to the active set. We can judge whether this new solution is already
the global optimum of the QP problem, or whether further improvement can
be obtained by checking whether ∆Uj+1[k] satisfies the Karush-Kuhn-Tucker
(KKT) conditions.
Another kind of prevalent approach for solving the above QP problem is
the Interior Point method. Different with the Active Set methods that search
the optimal solution among the points on the boundary of a feasible region,
the Interior Point methods search the optimal solution among the points in
the interior of the feasible region. They first transfer the optimization prob-
lem with inequality constraints into the unconstrained optimization problem
by introducing a logarithmic penalty factor, and then iteratively solve the
unconstrained optimization to search a minimum. The logarithmic penalty
factor prevents the search of minimum solution from leaving the feasible
region, since it becomes infinite on the boundary of the region.
We must notice that we cannot find a solution satisfying the constraints
using the above methods in some cases. It might be caused by large distur-
bances, internal model errors and other unanticipated factors. One system-
atic strategy for dealing with the infeasibility is to ‘soften’ the constraints.
That is to say, rather than regard the constraints as ’hard’ boundaries which
can never be crossed, allow them to be crossed occasionally, but only if really
necessary. Usually, we only soften the output constraints because the input
constraints are really hard constraints and there is no way in which they can
be softened like actuator slew rates, except for fitting more powerful actu-
ators. We can add ‘slack variables’ to soften output constraints which are
defined non-zero only if the constraints are violated. Then their non-zero
values are very heavily penalized in the cost function, so that the optimizer
has a strong incentive to keep them at zero if possible.
3.4 MPC stability and robustness
3.4.1 MPC stability
MPC, using the receding horizon idea, is a feedback control policy solved
over a finite time horizon as an approximation of an infinite time horizon
control problem. There is therefore a risk that the resulting closed loop might
be unstable. Even though the performance of the plant is being optimized
3.5. MPC CONTROL STRUCTURES 39
over the prediction horizon, and even though the optimization keeps being
repeated, each optimization does not care about what happens beyond the
prediction horizon, and so could be putting the plant into such a state that it
will eventually be impossible to stabilize. This is particularly likely to occur
when there are constraints on the possible input signals.
It turns out that the stability can theoretically be ensured by choosing a
convenient combination of optimization criterion and time-step, and/or by
making the prediction horizon long enough, or even infinite. But considering
the computational feasibility, MPC only could use a finite prediction horizon,
or reformulate an infinite horizon control problem into one with a finite and
small enough number of optimization variables, so as to ensure small enough
computing times, given the duration of each time step. In our work, we have
determined a proper time-step and prediction horizon in an empirical way
by trial and error under different simulation settings.
3.4.2 MPC robustness
The robustness means that the MPC stability is maintained and that the per-
formance specifications are met for a specified range of uncertainties [68]. The
uncertainties may come from measurement noises, disturbances and model
variations. In our work, we will check empirically the robustness of the
proposed MPC schemes in terms of measurement errors, delays, different
operation conditions, communication failures, controller failures and so on.
The interested readers are referred to [49] for more information about
MPC stability and robustness.
3.5 MPC control structures
For large-scale power systems, it is very difficult to design a fully centralized
control structure due to computational complexity, robustness and reliabil-
ity considerations, and communication limitations. So, we next focus on
discussing several distributed and hierarchical MPC structures proposed in
the literature [65].
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3.5.1 Decentralized control
As shown in Fig. 3.2, a large system under control is assumed to be com-
posed by two subsystems 1 and 2. The input variables and the controlled
output variables are grouped into the disjoint sets (u1, y1) and (u2, y2). Two
subsystems interact due to the mutual effects of states x1 and x2 [69].
Two local regulators 1 and 2 are designed to operate in a completely
independent fashion. They can be single-input single-output or multivariable
(locally centralized) depending on the cardinality of the selected input and
output groups. When the interaction among subsystems is weak, it is not
difficult to compute local control laws using the standard MPC algorithms
by neglecting the mutual interaction. But on the contrary, it is well known
that the strong interaction can prevent local regulators from achieving the
stability and/or the given performances [70].
3.5.2 Distributed control
In contrast with the decentralized control, some information is transmitted
among the local regulators in the distributed control so that each one of them
has some knowledge on the behavior of the other, please see Fig. 3.3. When
the local regulators are designed with MPC, the information transmitted
typically consists of the predicted future control or state variables, so that
any local regulator can predict the interaction effects over the considered
prediction horizon. Depending on the topology of communication network,
the distributed control can be divided into:
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• Full connection: the information is transmitted from any local regulator
to all the others.
• Partial connection: the information is transmitted from any local reg-
ulator to a given subset of the others.
The exchange of information among local regulators can be made in the
following ways:
• Noniterative exchange: the information is transmitted by local regula-
tors only once at each sampling time.
• Iterative exchange: the information can be transmitted by local regu-
lators many times within a sampling interval.
For local regulators, they can use two kinds of different control objectives.
• Local objective: each local regulator minimizes a local performance
index.
• Global objective: each local regulator minimizes a global cost function.
3.5.3 Hierarchical control for coordination
An example of two-level hierarchical control structure is shown in Fig. 3.4.
The system is decomposed into two subsystems linked through some inter-
connecting variables x1 and x2. Each subsystem solves its control problem
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by minimizing a suitable local cost function subject to local state, input
and output constraints. The coordinator at the higher level is responsible
to coordinate local regulators: the coordinator sets the prices, which coin-
cide with the Lagrange multipliers of the coherence constraints in the global
optimization problem. In turn, these optimal prices are sent to the low-
level local optimizers which take them as the reference and recompute the
optimal trajectories of the state, input and output variables over the consid-
ered prediction horizon. The iterations are stopped when the interconnecting
variables satisfy the required coherence conditions. This conceptual iterative
procedure must be specialized to guarantee its convergence as well as some
properties of the resulting final solution.
3.5.4 Hierarchical control of multilayered systems
In the hierarchical multilayered systems, the control is performed by a num-
ber of controllers working at different time scales, i.e. slow and fast dynamics,
as shown in Fig. 3.5. A regulator acting at lower frequencies computes both
the control actions (uslow) of manipulated variables which have long-term
effects on the system, i.e. the slow control variables, and the reference values
of fast control variables, states and outputs (ureffast, x
ref
fast, y
ref
fast). A second reg-
ulator takes these reference values as inputs and computes the fast control
variables ufast solving a tracking problem at a higher rate.
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3.6 MPC applications to power systems
Security constrained optimal power flow [71–74] and coordinated secondary
voltage control [75] are the two applications that pioneered MPC ideas in the
context of bulk power systems control.
The publication [71] defines the security-constrained economic dispatch
problem as a cost minimization problem, subject to operating constraints
and security constraints for a list of given disturbances. It first searches
an operating point without considering the post-disturbance security. And
then, different corrective controls, like generation rescheduling and network
switching, are applied to eliminate the violations of post-disturbance security
by minimizing a penalty function to zero. More recent developments and
several new variants of security constrained optimal power flow algorithms
targeting very large-scale power systems are discussed in [72–74], as well as
in some of the references cited in these papers.
The publication [75] decomposes a secondary voltage control problem
into two sequential parts: 1) static level: calculate the new static objectives
that are consistent with the current network states and constraints; 2) dy-
namic level: this above calculation is updated as soon as a change in the
network states is detected. The proposed predictive control scheme divides
transmission delays into synchronous delays and asynchronous delays, and
treats them respectively in order to improve its dynamic robustness against
uncertain transmission delays.
MPC was also more recently proposed for automatic generation control
[76, 77], emergency alleviation of thermal overloads [78, 79], voltage control
[80–85], transient stability control [86, 87] and electromechanical oscillations
damping [37,88–91]:
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• Thermal overload control: based on a DC load flow model, paper [78]
computes a sequence of discrete controls which minimize the control
cost and are subject to line power flow constraints and control con-
straints. It only applies the first-stage controls of the computed se-
quence, and continuously updates the control signals at subsequent
control times to bring the currents in overloaded transmission lines be-
low their admissible values, before these lines are taken out of service
by the protection system. Paper [79] extends the MPC approach of
paper [78] by introducing an accurate thermal model of bare overhead
conductors and dynamic stochastic weather models to more exactly
predict the temperatures of transmission lines.
• Voltage control: paper [84] introduces the voltage stability margin as
security constraint to MPC mathematical formulations, to prevent volt-
age instability and maintain a desired amount of post-disturbance tran-
sient voltage stability margin. Paper [85] uses explicit formulations to
model the evolution of load power with time, and then solves a control
cost minimization problem at multiple steps and in a receding horizon
way so as to correct nonviable or unstable transmission voltages.
• Transient stability control: at each control time, paper [86] repeatedly
computes a sequence of FACTs controls minimizing the terminal cost
and applies the first one of this sequence to yield the first swing stability
after a large disturbance.
• Electromechanical oscillations damping: one of the earliest MPC appli-
cations to electromechanical oscillations damping is presented in [88]
where generalized predictive control is used to switch capacitors for
damping power system oscillations. The control strategy is computed
by minimizing a quadratic cost function combining local system out-
puts and rates-of-change of control over the prediction horizon. An
MPC for step-wise series reactance modulation of a TCSC to stabi-
lize electromechanical oscillations is presented in [89], where a reduced
two-machine model of the power system is used and updated using lo-
cal measurements. Defining deviations of the predicted outputs from
references and control input increments as an objective function, ref-
erence [90] proposed a model predictive adaptive controller based on
an equivalent model to damp inter-area oscillations in a four-generator
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system. References [37, 91] present a wide-area MPC to control low-
frequency oscillations. A bank of linearized system models is used with
the assumption that the actual system response can be represented by
a suitable combination of a finite number of linearized models. For
each model in the bank an observer-based state feedback controller is
designed a priori and MPC is formulated to optimize the weights for
individual controllers in the bank.
3.7 Conclusions
In this chapter, the underlying concept of MPC is introduced and the rea-
sons of its success are analyzed. Detailed prediction equations and the cost
function are listed based on a linearized, time-invariant, discrete state space
model. This leads to a Quadratic Programming problem that could be solved
by Active Set methods, Interior Point methods, and so on. Several available
distributed and hierarchical control structures are discussed to provide the
reference for our MPC design. The above contents are adapted from [49], [64]
and [65]. Finally a review of the most important applications of MPC to
power systems is made.
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Chapter 4
Centralized MPC scheme
4.1 Introduction
In this chapter, a new centralized MPC scheme, based on a linearized,
discrete-time state space model combined with a quadratic objective func-
tion, is proposed to coordinate local control devices (PSSs, TCSCs and SVCs)
to damp wide-area electromechanical oscillations.
The content of this chapter is mainly based on our publication
[58] D. Wang, M. Glavic, and L. Wehenkel. A new MPC scheme for damp-
ing wide-area electromechanical oscillations in power systems. In Pro-
ceedings of the 2011 IEEE PES PowerTech, Trondheim, Norway, June
2011.
The results presented in this chapter aim at evaluating the potential of
MPC for electromechanical oscillations damping, in ideal conditions where an
accurate and complete system model is available, and where some authority
would be able to exploit system wide measurements in order to simultane-
ously control all available devices throughout the system. While not neces-
sarily practical, the performances of this centralized scheme will be useful to
assess and compare the more practical schemes developed in the subsequent
chapters of this thesis. To avoid overoptimistic results, we also asses the
effect of measurement errors and communication delays.
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Figure 4.1: Schematic diagram of the centralized MPC scheme
4.2 Outline of the proposed centralized MPC
scheme
Fig. 4.1 illustrates our centralized MPC scheme. In this scheme, the MPC
controller obtains a complete system model from a system-wide Energy Man-
agement Systems (EMS), which can be refreshed from time to time following
changes of the load level, of the generation schedule and/or of the grid topol-
ogy. It collects system states from a state estimator1 fed by a WAMS at
discrete measurement times k∆t. It then computes an open loop sequence
of the control variables u over a certain time horizon. It applies the controls
determined for the first period of ∆t seconds to local controllers (LCs), and
then waits for the next set of measurements to be received in order to start
this computation again.
Next, we give the detailed MPC formulation in terms of the model (pre-
diction equations) and optimal control problem (objective function and con-
straints). Then data acquisition errors and time delays due to computation
and communication resources are taken into account, as well as the possibility
of non-response of some of the local controllers.
1To get the actual system states from WAMS measurements, one normally would need
a state estimator, but the detailed description of the WAMS and corresponding state-
estimator technologies is out of the scope of the thesis.
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4.3 Mathematical formulation
4.3.1 Discrete time linearized dynamic system model
The proposed MPC scheme is based on a state-space dynamic model of a
multi-machine power system in the form of the following linearized continuous
time model: {
x˙ = Acx+Bcu
y = Ccx
(4.1)
where x is a vector of state variables modeling also the already existing
controllers, u is a vector of supplementary MPC controls, and y is a vector
of performance measurements used by MPC (outputs).
Next, from (4.1) the transition at time t for a small step of δˆ seconds is
inferred: {
x[t+ δˆ] = (δˆAc + I)x[t] + δˆBcu[t]
y[t] = Ccx[t]
(4.2)
yielding a discrete-time dynamics (for time step t+ iδˆ) given by:
x[i+ 1] = Ax[i] +Bu[i];
y[i] = Cx[i].
with: A = (δˆAc + I);B = δˆBc;C = Cc.
(4.3)
4.3.2 MPC formulation as a quadratic programming
problem
At time t = k∆t (system states are collected every ∆t seconds), based on the
estimated state xˆ[k|k] of the current system states and on the system model,
the predicted output yˆ[k + i + 1|k] over the next horizon of Thδˆ is obtained
by iterating (4.3) i times, i = 0, 1, 2, ... Th − 1.
yˆ[k + 1|k]
yˆ[k + 2|k]
...
yˆ[k + Th|k]
 = Pxxˆ[k|k] + Pu

uˆ[k|k]
uˆ[k + 1|k]
...
uˆ[k + Th − 1|k]
 (4.4)
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where Px and Pu are given by
Px =

CA
CA2
...
CATh
 , Pu =

CB 0 . . . 0
CAB CB . . . 0
...
...
. . .
...
CATh−1B CATh−2B . . . CB

Using these equations, the following quadratic optimization problem is
solved at every time step [49]:
min
u[·]
Th−1∑
i=0
(yˆ[k + i+ 1|k]− yref [k + i+ 1|k])TWyi
(yˆ[k + i+ 1|k]− yref [k + i+ 1|k])
(4.5)
subject to linear inequality constraints:
umin ≤ uˆ[k + i|k] ≤ umax, i = 0, 1, 2, ...Th − 1.
zmin ≤ zˆ[k + i+ 1|k] ≤ zmax, i = 0, 1, 2, ...Th − 1.
(4.6)
where Wyi is a symmetric positive definite matrix of weights, yref is the vector
of performance targets, and zˆ is a vector of constrained operation variables.
Here, we use two kinds of time steps: δˆ is the time step of representing MPC
dynamics; ∆t is the time step of measuring, computing and controlling. For
simplicity, ∆t is the integral multiple of δˆ. During one ∆t, it is assumed that
uˆ[k + i|k] remains constant.
The Quadprog, a MATLAB function, is used to compute the solution
of this quadratic programming problem. The first part of this solution is
injected into the local controllers (LCs, in Fig. 4.1), and the calculation is
repeated at the next measurement step (k + 1)∆t.
4.4 Simulation results in ideal conditions
In this section, we present the results in ideal conditions where the con-
trolled system has complete state observability and controllability, and state-
estimation (SE) errors and communication and computing delays are also
ignored.
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Figure 4.2: 16 generators / 2 areas / 70 buses test system
4.4.1 Test system and simulation parameters
The centralized MPC scheme is tested on a 16 generators, 70 buses system,
as shown in Fig. 4.2. Power System Toolbox (PST) [1,92] is used to simulate
system response and to derive a linearized state space model. More details
about test system and PST are given in appendices. A TCSC is installed
between buses 69 and 70, and there is a PSS on each generator. The system
is composed of two areas: A1 and A2, which are connected to each other by
the tie-lines 1-2 and 8-9, the latter being equipped with a TCSC. To assess
the dynamics of the power system, we simulate and observe its response
over a period of 20s. In the presented tests, a temporary three-phase short-
circuit to ground at bus 1 (cleared by opening the tie-line 1-2 followed by its
reconnection after a short delay) causes oscillations between area A1 and area
A2. As shown in Fig. 4.3, the temporal evolution over a period of 20s of the
power flow through line 1-2 (P1−2) and the angular speeds of all generators
corresponds to sustained, poorly damped oscillations.
Further details concerning this test system are provided in Appendix A.
The PST is described in appendix B, while the dynamic models used in all
our simulations are described in Appendix C.
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Figure 4.3: Response without MPC: P1−2 (left), and angular speeds (right)
4.4.2 MPC control effects
We next introduce a centralized MPC controller to improve damping control
effects of existing PSSs and TCSC. Fig. 4.4 illustrates two types of local con-
trollers considered and the way supplementary controls computed by MPC
are brought to local controllers. The MPC state vector x contains 6 × 16
generator states, 3× 16 exciter states, 3× 16 PSS states, 3× 16 turbine gov-
ernor states and 1 TCSC state. The output y is the vector of angular speeds,
which reference yref is a unit vector of dimension 16. The input vector u
consists of 17 supplementary signals: 16 of them for PSSs and one for TCSC,
which is constrained to −0.1 ≤ u ≤ 0.1.
Every ∆t = 0.1s, the MPC controller collects system states, calculates
control sequence and applies the first-stage control. The size of prediction
horizon has an appreciable influence on MPC performances. After trying
different prediction horizons, we use in our simulations a prediction horizon
of 1.5 seconds while we use a time step δˆ = 0.005 seconds for formulating
the MPC dynamics and optimization problem. In the objective function
(4.5), all deviations of the predicted outputs from references are weighted
uniformly and independently, i.e. Wyi is a 16× 16 identity matrix. In order
to reduce computing times for solving the MPC optimization problem, we
further impose that u over the horizon of 1.5 seconds may take only three
different values, namely uˆ[k + i|k] = u0 for the first 20 steps (0.1 seconds),
uˆ[k+ i|k] = u1 for the next 20 steps (0.1 seconds), and uˆ[k+ i|k] = u2 for the
remaining 260 steps (1.3 seconds). That is to say, the control horizon Tc is 3.
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This reduces significantly the computational burden2 without jeopardizing
the performances.
Controlled system response over a time period of 20s in terms of the
power flow through tie-line 1-2 and the angular speed of generator 1 is given
in Fig. 4.5. In the subsequent parts, only the effects of different control
schemes and assumptions on the tie-line 1-2 power flow (P1−2) and on the
angular speed of generator 1 (wg1) are shown. These are indeed representative
of the overall dynamics of the system.
Compared with the system response without MPC (dashed line), we
clearly observe that the proposed MPC scheme damps oscillations of the
tie-line 1-2 transmission power and the angular speed of generator 1, more
efficiently (settling time is decreased to approximately 10 seconds). Fig. 4.6
shows the supplementary control signals computed by the MPC scheme for
a representative PSS and the TCSC (first 5s).
2by reducing the number of optimization variables from 17×300 = 51, 000 to 17×3 = 51
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4.5 Modeling of state-estimation errors
4.5.1 MPC formulation involving SE errors
At any refreshment time k∆t, the MPC controller uses the results xˆ[k|k]
from a State Estimator (SE) to compute the optimized supplementary signals
for existing PSSs and TCSC. Consequently, the SE imprecision may have a
detrimental effect on the MPC controller’s decisions.
In order to compensate for this imprecision, at time k∆t, the difference
dˆ[k|k] between the actual output and its predicted value is calculated to
correct Eqn. (4.4) as:
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
yˆ[k + 1|k]
yˆ[k + 2|k]
...
yˆ[k + Th|k]
 = Pxxˆ[k|k] + Pu

uˆ[k|k]
uˆ[k + 1|k]
...
uˆ[k + Th − 1|k]
+

I
I
...
I
 dˆ[k|k] (4.7)
where
dˆ[k|k] = y[k|k]− Cxˆ[k|k − 1] (4.8)
It is thus assumed that dˆ[k|k] is refreshed each time a set of new SE
results is collected, and then remains unchanged over the entire prediction
horizon used to compute the controls.
4.5.2 Simulation results
SE errors are simulated as an additive random noise. Specifically, uniformly
distributed pseudorandom errors in the range from −10% to +10% are su-
perimposed on the exact states. The idea is to test performances of the
control in presence of relatively high errors (maximum error in a state vari-
ale is ±3 ∗ σ with σ = 3.3%, and these measurement standard deviations of
measurements are revealed to be realistic even in case of PMUs since their
accuracy is impacted by existing measurement equipments such as measure-
ment transformers [93]). The results are shown in Fig. 4.7 without (dashed
curves) and with (solid curves) SE errors correction.
56 CHAPTER 4. CENTRALIZED MPC SCHEME
kΔt (k+1) Δt (k+2) Δt
Δt
u
t
τ
τ
Δt
u'k+1 uk+1u'k
uk
Figure 4.8: inputs u and delay τ
As expected, inaccuracies introduced by SE errors affect the performances
of the MPC scheme in terms of magnitude of oscillations and settling time.
On the other hand, it is observed that the correction of SE errors considerably
improves the control performances (solid curves in Fig. 4.7).
4.6 Consideration of time delays
In all previous simulations, we have supposed that measurements, state-
estimation results, and control computation and actuation could be achieved
without any delay. In practical situations, communication systems and/or
available computing resources will yield however non-negligible delays be-
tween the actual system time and the moment where controls can actually
be applied. In the present section we therefore assess the effect of such delays
in the context of our problem.
4.6.1 A strategy for handling of delays
Various delays, in measurements acquisition, computation and sending sup-
plementary inputs to local controllers, could be involved in the implementa-
tion of the proposed MPC scheme [49]. It is therefore important to asses the
impact of such delays on the performance of the proposed control scheme.
There are two possibilities [49]: to apply control signals as soon as they are
available or after a specific time interval. Here, we study the impact of delays
in computation and sending inputs to local controllers by assuming that all
measurements are taken synchronously, and then exploited with a common
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Figure 4.9: Response of centralized MPC with 0.05s delay: P1−2 (left), and
wg1 (right)
delay. This is illustrated in Fig. 4.8 assuming a common delay of τ . We also
assume that this delay is smaller than the refreshment period ∆t of the MPC
scheme.
To take the delays into account in a proper way, we proceed as follows. At
every control refreshment instant k∆t, the MPC controller computes inputs
for the next period until (k+1)∆t and also for the subsequent period until (k+
2)∆t. Because of the delay τ , inputs calculated at time k∆t are only applied
from k∆t + τ . Thus, between k∆t and k∆t + τ , the input u′k calculated
at the previous refreshment time is applied, while those computed from the
measurements at time k∆t are applied during the period k∆t+ τ until (k +
1)∆t+ τ .
4.6.2 Simulation results
A common delay of τ = 0.05s in measuring, computing and sending control
signals to all available LCs is assumed. The choice of this delay is based
on observations presented in [94]. System response under this assumption is
shown in Fig. 4.9 (SE errors are modeled in the simulations and corrected in
the used MPC schemes). It is clear that the performances taking into account
delays are worse than those with only SE errors, but still quite superior to
those without MPC. Fig. 4.10 gives MPC signals for PSS of generator 1, in
the conditions without delay and with delay.
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Figure 4.10: MPC signals for PSS of generator 1: without delay (left) and
with delay (right)
4.7 Effect of unavailabilities of some local con-
trollers
So far, we assume that all 16 PSSs and the TCSC are available to the MPC
controller and are able to receive supplementary control inputs. In this sub-
section we consider the case where several PSSs and the TCSC are not avail-
able to the MPC controller.
In our simulations, we assume that the MPC controller is aware of the
remaining available LCs and hence adjusts its strategy by computing sup-
plementary signals only for these latter LCs (non-available LCs are hence
removed from the optimal control problem formulation, but the effects of the
local control loops are still modeled in the system dynamics).
In other words, we do not assess the robustness of MPC with respect
to unnoticed controller failures but rather study the effect of decreased sys-
tem controllability. We believe that this investigation well illustrates fault-
tolerance capability of the proposed MPC scheme in the practical case of
identified and isolated LC failure (generally, fault detection and isolation for
this type of failure is not considered to be a difficult problem [49]).
The solid curves of Fig. 4.11 show the system response when six PSSs
(PSS1-3, PSS10-12) and TCSC are not included in the MPC control scheme.
Performances become slightly worse. When eight PSSs (PSS1-4, PSS10-13)
and TCSC are not included (this represents 53% of all available damping
controllers) performances further deteriorate, but they remain still accept-
able compared to the uncontrolled case, as shown by the dashed curves of
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Figure 4.11: Reduced number of available local controllers: P1−2 (left), and
wg1 (right)
Fig. 4.11.
In the literature, it has been noticed that MPC schemes have certain
inherent fault-tolerance property [49]. We plan to investigate this property
in the next work so as to further assess the robustness of the proposed MPC
scheme for inter-area oscillation damping.
4.8 Incorporating additional control devices
One of the key advantages in using MPC to damp electromechanical oscil-
lations is its flexibility to incorporate with any kind of control device. To
illustrate this in the context of our test system, we consider in this subsec-
tion the possibility to use another type of local controller, namely an SVC.
Thus we introduce a new type of LC (an SVC) in addition to the already
considered ones. This SVC is installed in bus1.
Fig. 4.12 displays the results for this case (we assume availability of all
PSSs and the TCSC), while Fig. 4.13 and 4.14 show supplementary signals
for PSS1, TCSC and SVC over the first 5s. These results clearly show that
the proposed MPC scheme is indeed able to effectively incorporate a new
control device and successfully coordinate its control efforts with the other
available controls regardless of their types.
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Figure 4.12: Response using PSS, TCSC and SVC: P1−2 (left), and wg1 (right)
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Figure 4.13: MPC control signals: PSS of generator 1 (left), and TCSC
(right)
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Figure 4.14: MPC control signals of SVC
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4.9 Conclusions
In order to help in the design of wide-area control schemes for damping
electromechanical inter-area oscillations in large-scale power systems, a new
centralized MPC scheme is proposed and investigated in this chapter. This
approach is justified by the fact that in modern power systems good dynamic
models, accurate and fast measurement systems, and state-of-the-art optimal
control formulations and scalable algorithms could be dealt with at the same
time and in real-time with available computing platforms.
The proposed MPC scheme calculates all supplementary control signals
in a centralized way. Encouraging results obtained using a medium sized
power system show that this scheme can indeed effectively and quickly damp
inter-area oscillations. Additional experiments are also provided, showing
that such MPC schemes can tolerate realistic SE errors and communication
and computation delays.
Furthermore, the versatility of the proposed MPC control approach is
illustrated by showing how it can adapt effectively to handle a reduced num-
ber of control devices and how it can take advantage of additional control
devices.
Overall, the simulation results provided in this chapter show that a proper
MPC scheme may be quite effective in coordinating a broad diversity of
control devices, such as PSSs, TCSCs, and SVCs, for the damping of inter-
area electromechanical oscillations.
In the subsequent chapters, this centralized framework will be extended in
order to comply with practical constraints of very large-scale interconnected
power systems. Specifically, a multi-layer and distributed MPC scheme that
is considered to be more appropriate for large-scale multi-area systems will be
designed. In such a scheme fast updates of supplementary controls would be
carried out in the lower layers based on detailed models of smaller sub-areas,
while slower updates of supplementary controls would be used to coordinate
them at the higher layers based on the aggregation of the models of the lower
layers.
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Chapter 5
Distributed MPC scheme
5.1 Introduction
In this chapter, a distributed MPC scheme is proposed. It consists of a set
of area-wise MPC controllers that are implicitly coordinated via tie-line con-
straints. The scheme is implemented on our test system and compared with
the fully centralized scheme of chapter 4.
The content of the present chapter is mainly based on our publication
[59] D. Wang, M. Glavic, and L. Wehenkel. Distributed MPC of wide-area
electromechanical oscillations of large-scale power systems. In Pro-
ceedings of the 16th Intelligent System Applications to Power Systems
(ISAP), Crete, Greece, September 2011.
5.2 Centralized vs distributed control
For large-scale systems, like the interconnected power systems with long
transmission lines, water supply systems widely distributed in space and traf-
fic systems with large-space flexible structures, it is often not feasible to solve
their control problems in a centralized way due to the problems of dimension-
ality, uncertainty and information structure constraints. An alternative is to
break down a complex control problem into manageable subproblems which
are only weakly related to each other and can be solved independently. It has
the following advantages. Firstly, it is computationally efficient to formulate
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control laws that use only locally available subsystem states or outputs. Sec-
ondly, such an approach is also economical, since it is easy to implement, and
can significantly reduce communication cost. Robustness is another attrac-
tive feature of decentralized/distributed control laws, since they can make the
stability of the closed-loop system tolerant to a broad range of uncertainties,
both within the subsystems and in their interconnections. Finally, when the
exchange of state information among the subsystems is prohibited, decen-
tralized/distributed structure becomes an essential design constraint [95].
As far as wide-area power system oscillations are concerned, they tend
to appear in very large-scale systems, ranging over thousands of kilometers
and involving many different subsystems managed by different transmission
system operators (TSOs). So it is often practically not feasible to handle
these problems with a fully centralized approach. On the other hand, relia-
bility/vulnerability considerations may suggest that even in a system where
a fully centralized control scheme would be feasible, it is not necessarily de-
sirable to do so. Consequently, it is of interest to study distributed MPC
schemes that could be more viable and easier to implement. In this setting,
local MPC systems could determine optimal supplementary inputs for a sub-
set of existing controllers under their authority, based on a model of their
subsystem and a local control objective.
5.3 Related works
Various distributed MPC schemes have been proposed to replace the central-
ized MPC in large-scale power systems [76,77,96–99]. In paper [96], control
agents are placed at each generator and load to control power injections to
eliminate operating-constraint violations before the protection system acts.
They use detailed models of their surrounding areas and simplified models of
remote areas to predict system states. The agents cooperate with each other
by sharing their objectives and exchanging solutions and measurements. By
cloning the boundary nodes of neighboring areas, paper [98] breaks the whole
power grid into relatively independent subsystems that only interact through
consistency constraints on shared variables; each local MPC controller calcu-
lates optimized supplementary inputs for automatic voltage regulators and
static var compensators in its area, and coordinates with neighboring MPC
controllers by exchanging Lagrange multipliers.
Normally, the centralized MPC can achieve the best attainable perfor-
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mance as the effects of interactions among subsystems are accounted for
exactly and the conflicting control objectives are resolved optimally. For the
distributed MPC, the proper cooperating algorithm must be designed to as-
sure its overall performance. In the paper [76], the local MPC controllers use
the latest available external state information from the previous iteration ex-
cept their local subsystem variables, and then iteratively and cooperatively
solve a system-wide control objective in order to achieve similar performance
to the centralized MPC. Paper [77] proposes a distributed MPC scheme based
on Nash equilibrium where local MPC controllers exchange their state trajec-
tories, and iteratively solve their local optimization problems until no local
controller can improve further its solution.
In this chapter, we extend the centralized MPC of last chapter towards a
distributed MPC implementation, which would be a more viable solution for
damping low-frequency oscillations in very large-scale interconnected power
systems. As with any other distributed control scheme, two problems are to
be solved, namely decomposition and coordination.
5.4 Control problem decomposition
A large-scale control problem can be decomposed into subproblems by the
following two main approaches:
• Problem-driven: construction of a global system model followed by an
optimal decomposition into subsystems according to structural proper-
ties of the system and the control problem under consideration [100],
• Context-driven: the decomposition of the whole system is imposed by
contingent constraints, and hence the construction of the local control
schemes has to follow the already given decomposition.
Considering information-exchange restrictions in certain power grids, and
organizational barriers, it is quite difficult to construct an exact system-
wide model, and even if this were possible, it would be difficult to impose
significant changes within the existing control structures. Therefore it is
preferred to consider in this chapter a context-driven decomposition of control
areas [77].
Let us consider a two-area system, shown in Fig. 5.1, to illustrate our
approach. Notice that this system is decomposed a priori into two control
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Figure 5.1: Decomposition of an interconnected grid into two subsystems
areas, linked by tie-lines allowing to exchange power. A control system only
able to act on one of the two subsystems could view the rest of the system
by an equivalent dynamic load in order to compute its control inputs.
Accordingly, the control objective of Eqn. (4.5) is rewritten as the simul-
taneous and parallel resolution of the following area-wise problems (subscript
m refers to area m):
min
um[·]
Th−1∑
i=0
(yˆm[k + i+ 1|k]− yref.m[k + i+ 1|k])TWyi.m
(yˆm[k + i+ 1|k]− yref.m[k + i+ 1|k])
(5.1)
subject to linear inequality constraints:
umin.m ≤ uˆm[k + i|k] ≤ umax.m, i = 0, 1, 2, ..., Th − 1.
zmin.m ≤ zˆm[k + i+ 1|k] ≤ zmax.m, i = 0, 1, 2, ..., Th − 1.
. (5.2)
In this distributed scheme, each local MPC controller solves its optimiza-
tion problem using a detailed model of its own area and a possibly very rough
model of the remaining areas (typically a black box model). It then sends
the first inputs in the computed optimal control sequence to the controllers
under its responsibility, and observes the resulting effects to proceed.
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5.5 Coordination of controls of subproblems
Since distributed MPC controllers act in the same system, coordination
is needed in order to achieve satisfactory performances in damping low-
frequency oscillations throughout the system [76, 83, 96]. They could ne-
gotiate/exchange useful information in order to improve global performance.
For example, local agents of [96] are designed to inform their neighbors about
what they intend to do and pass along measurements that other agents may
not be able to sense directly. In [83], local agents exchange Lagrange multipli-
ers and values of shared variables after each computation and computations
are carried on until absolute changes in Lagrange multipliers are smaller than
a pre-defined small positive constant, before actual controls are applied to
the system.
However, in very large-scale systems, there may be many remote areas,
thousands of kilometers away from each other and separated by many in-
termediate areas. Communicating and negotiating between all these areas
would require supporting communications infrastructure. In today’s large in-
terconnections the lack of communications infrastructure is the main obstacle
for implementing advanced control schemes. Upgrade of this infrastructure is
costly and will remain an issue at least in the near future. Consequently, in-
stead of explicit communication/negotiation, an implicit coordination scheme
is used in this context. Specifically, each subsystem tries to solve its own oscil-
lation problem and the overall system stability emerges from these area-wise
controls [76]. As far as the considered scheme is concerned, each area-wise
MPC controller adjusts supplementary signals for damping controllers, under
its authority, so as to minimize deviations of individual generators’ angular
speeds from their nominal values, while ensuring that all constraints are sat-
isfied.
5.6 Simulation results
5.6.1 Test system and simulation parameters
In order to illustrate the proposed distributed MPC scheme, we use the
same 16 generators / 2 areas / 70 buses system as in chapter 4, shown in
Fig. 4.2. The TCSC is assigned to area A1 as its control resource. A same
temporary three-phase short-circuit to ground at bus 1 is used to excite
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Figure 5.2: Response in ideal conditions: P1−2 (left), and wg1 (right)
electromechanical oscillations between area A1 and area A2.
One area-wise MPC controller is set in each one of the two areas. MPC1 is
responsible for PSS10-16 and TCSC; MPC2 calculates supplementary signals
for PSS1-9. The state vectors of the two MPC controllers contain generator,
exciter, PSS and turbine governor states of the elements in their control ar-
eas (MPC1’s state vector also contains 1 TCSC state). Both output vectors
ym compile the generator speeds for each area, whose references yref.m are
the unit vectors of dimension 7 and 9 respectively. Input vector u1 of MPC1
consists of supplementary inputs for PSS10-16 and TCSC, while MPC2 in-
puts (u2) are supplementary inputs for PSS1-9. All inputs are subject to
−0.1 ≤ um ≤ 0.1.
We still use in our simulations a prediction horizon of 1.5s and a control
horizon Tc = 3 (i.e. the MPC input is changed over the next 3 steps). To
assess controlled system responses, we simulate and observe them over a
period of 20s. In the objective function (5.1), all deviations of the predicted
outputs from references are weighted uniformly and independently, i.e. Wyi.m
is an identity matrix.
5.6.2 Results in ideal conditions
Controlled system responses over a time period of 20s of the power flow
through tie-line 1-2 and the angular speed of a representative generator are
shown by solid curves in Fig. 5.2. Fig. 5.3 gives centralized MPC signals and
distributed MPC signals of PSS1. Compared with the system responses with-
out MPC, namely dot-dashed curves in Fig. 5.2, we clearly observe that this
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Figure 5.3: MPC signals for PSS of generator 1: centralized MPC (left), and
distributed MPC (right)
(trivially) distributed MPC scheme effectively damps the power oscillations
of tie-line 1-2 and the angular speed of generator 1.
Compared with the fully centralized MPC scheme (dashed curves of
Fig. 5.2), control effects of this distributed MPC scheme are still quite in-
ferior. This is not so astonishing, because the formulation of the optimal
solutions of local MPC schemes does not provide any guarantee in terms
of global optimal solution optimality (Paper [101] discusses conditions un-
der which optimal solutions of subproblems compose an optimal solution of
the overall problem. But they unfortunately do not apply to the present
scheme.).
We also note that although this trivial distributed MPC scheme quickly
damps large oscillations within the first 5s, small oscillations remain and last
from 5s to 20s. These small oscillations are possibly caused by the inaccurate
and incomplete models used by sub-area MPC controllers.
5.6.3 Results with SE errors
We still use uniformly distributed pseudorandom errors of ±10% superim-
posed on the exact states to represent SE errors in two control areas. We
introduce the SE errors correction and obtain the results shown in Fig. 5.4.
Compared with Fig. 5.2, we can see that the SE errors correction brings
slightly improved results, because the output feedback not only corrects SE
errors but also corrects to a certain extent model errors. Moreover, Fig. 5.4
also shows that the centralized MPC is still superior to the distributed one
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Figure 5.4: Response with SE errors: P1−2 (left), and wg1 (right)
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Figure 5.5: Response with 0.05s delay: P1−2 (left), and wg1 (right)
in the condition only considering SE errors.
5.6.4 Results considering delays
Finally, we explore system responses with a delay of 0.05s. We apply the
same treatment to both sub-area MPC controllers, as described in Chapter
4, and obtain the results of Fig. 5.5. It is actually observed that the dis-
tributed scheme yields a slightly better control effect. This is due to the
chosen decomposition method. The system is decoupled by substituting ex-
change powers for two equivalent loads which absolute values are equal to
exchange powers at steady state. So, linearized models calculated in this
condition contain the information about these powers. In addition to the
explicit control objective of Eqn. 5.1, the area-wise MPCs thus have the im-
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plicit objective to restore exchange powers to the steady state values, and
this actually helps to drive the system to steady state.
5.7 Conclusions
In this chapter, a distributed MPC scheme is considered to damp wide-area
electromechanical oscillations in large-scale electric power systems. Results
obtained on a 16-generator, 70-bus, 2-area test system show that the dis-
tributed MPC scheme, even with no explicit coordination can effectively and
quickly damp large inter-area oscillations.
Next, the distributed MPC scheme is compared with a fully centralized
MPC based control proposed in last chapter in ideal conditions, considering
SE errors and delays. In the ideal conditions and only considering SE errors,
the centralized MPC is superior to the distributed one. But after introducing
a delay of 0.05s, the distributed MPC scheme obtains a little better results
due to its used decomposition method.
Further work should address ways to cope with overlapping models, mea-
surements and control areas, and incorporate the practical constraints to
further distributed control at the lower (intra-area) levels. Also, the investi-
gation of stability and robustness of the proposed distributed MPC scheme
is an important subject of further research.
While we do not believe at this stage that computational considerations
are constraining in this problem, we believe that correct model construction
is one aspect to keep in mind given the rapidly changing conditions and the
need to better take into account the behavior of local subsystems (specially as
concerns the distribution levels). Also, limitations in information exchanges
due to lack of agreements or of technical communication channels may hinder
progress. In these respects, automatic learning techniques could be useful to
complement the model predictive control approach.
Eventually, one will be able to confront various distributed control ap-
proaches with various local objective functions, by leveraging modern infor-
mation processing techniques.
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Chapter 6
Hierarchical MPC scheme
6.1 Introduction
As the mixture of centralized control and distributed control, hierarchical
control has already been used in the designs for voltage instability control
[102], load frequency control [103, 104], oscillation damping control [39, 105,
106], transient stability control [107] and blackout restoration control [108].
An advantage of a hierarchical control structure is that it can coordinate
local controllers to improve global control effects. In [39], a wide-area central
controller is responsible to decouple subsystems dynamics and calculate the
interactions among them for lower-level local controllers. Reference [105]
proposes a two-loop hierarchical structure: a local loop based on a machine
speed signal and a global loop based on a differential frequency between two
remote areas. The total PSS signal applied to the machine voltage reference
is the sum of the control components of these two loops.
In addition, a hierarchical structure also facilitates the implementation of
particular algorithms. For example, in a conventional fuzzy logic system, the
number of rules grows exponentially with the number of variables. So, paper
[106] decomposes the fuzzy system into a set of simpler fuzzy subsystems
connected in a hierarchical manner. In the new hierarchical structure, the
total number of involved rules increases only linearly.
In this chapter, we propose a hierarchical MPC scheme based on the pre-
vious distributed one, and aiming at improved control robustness, e.g. in the
case of failure of one of the area-wise controllers. Its superior performances
are showed through comparison with the two MPC based schemes and by
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considering the centralized MPC scheme of chapter 4 as the benchmark.
The content of the present chapter is mainly based on our paper
[60] D. Wang, M. Glavic, and L. Wehenkel. Considerations of model pre-
dictive control for electromechanical oscillations damping in large-scale
power systems. International Journal of Electric Power and Energy
Systems, Accepted for publication, 2014.
6.2 Outline of hierarchical MPC
This hierarchical MPC control is illustrated in Fig. 6.1. In addition to MPC
controllers operating at the level of whole areas (subsystems), a lower level
layer of independent MPC controllers attached to Nn basic control devices is
added. Compared with MPC controllers in the upper level, MPC controllers
in the lower level only concern dynamic behaviors of one generator or tie-
line. These controllers need less time to measure, compute and apply their
decisions, so that they can update their control decisions more frequently
following changes of system states, and thus approach their control targets
in a possibly better way. In addition, when upper MPC controllers cannot
work normally, lower MPC controllers are designed to work independently
with the aid of internal control objectives.
6.3 MPC in the lower level
We install lower MPC controllers respectively on generators and on a TCSC
in tie-line 8-9, in the test system used throughout this thesis, whose formu-
lations are given as follows.
6.3.1 MPC on a generator
An exciter, a PSS and a turbine governor are assumed on each generator, as
shown in Fig. 6.2. A generator model used is the one including the effects of
sub-transient circuits. These devices are modeled by the following equations:
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pδ = K˜1∆ω
pω = K˜2Tm − K˜3Te − K˜4∆ω
pE˜′q = K˜5Ef − K˜6E˜′q − K˜7I˜d + K˜8ψ˜1d
ψ˜′′d = K˜9E˜
′
q + K˜10ψ˜1d
pE˜′d = −K˜11E˜′d − K˜12I˜q + K˜13ψ˜1q
ψ˜′′q = K˜14E˜′d + K˜15ψ˜1q
pEf = −K˜16Ef + K˜17Vr
pVr = −K˜18Vr − K˜19pRf + K˜20(Vref − Vt − Vpss)
pRf = −K˜21Rf + K˜22Ef
Vpss = Gˆ(pss)ω;Pm = Gˆ(tg)ω,
(6.1)
where p is the differential operator; E˜ ′q and E˜
′
d are q axis and d axis component
of transient stator voltage; ψ˜′′q and ψ˜
′′
d are q axis and d axis air gap flux linkage;
ψ˜1q and ψ˜1d are amortisseur circuit flux linkages of q axis and d axis; Ef is
field voltage; Vr and Rf are exciter states; Vref is voltage reference of exciter;
Vt is terminal voltage of generator; Vpss is PSS output; Pm is mechanical
power; Gˆ(pss) and Gˆ(tg) are transfer functions of PSS and turbine governor;
K˜1, K˜2, . . . , K˜22 are coefficients. Detailed models are given in Appendix C.
Using these models, a lower MPC controller calculates a supplementary signal
for its PSS to reach the objective of making the corresponding generator run
at base frequency, which is defined as (subscript n refers to generator n):
min
un[·]
Th−1∑
i=0
(yˆn[k + i+ 1|k]− yref.n[k + i+ 1|k])2 (6.2)
subject to:
umin.n ≤ uˆn[k + i|k] ≤ umax.n, i = 0, 1, 2, ..., Th − 1.
zmin.n ≤ zˆn[k + i+ 1|k] ≤ zmax.n, i = 0, 1, 2, ..., Th − 1.
(6.3)
6.3.2 MPC on a TCSC
An MPC controller installed on a TCSC calculates, at every refreshing time,
the active power increment of its tie-line and assumes that there will be a
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negative increment with same size at the next refreshing time. So, it can
calculate line reactances from:
P = |V˜1|
2Rˆ−|V˜1||V˜2|Rˆcosθ+|V˜1||V˜2|Xˆsinθ
Rˆ2+Xˆ2
(6.4)
at two refreshing times, and then gets the corresponding MPC inputs for the
TCSC. In (6.4) P is active power; |V˜1| and |V˜2| are voltage magnitudes at
both ends; θ is angle difference of voltages at both ends; Rˆ and Xˆ is line
resistance and reactance.
6.4 Coupling between the two layers of MPC
Two ways of coupling are investigated (see Fig. 6.1).
• Input base coupling: every ∆t seconds, the area-wise MPC controller
collects subsystem states and calculates optimal inputs for controllers
under its authority. It sends the inputs to device-level MPC controllers
as their decision bases. Every ∆tlow seconds, each device-level MPC
controller computes an input correction according to its local measure-
ments and control objective, and combines the correction with input
base as the supplementary control input of its damping device.
• Set-points coupling: the upper MPC controller solves an optimiza-
tion problem and sends predicted system dynamics, angular speeds
and line powers over a future time horizon, to lower MPC controllers
as their set-points. The lower MPC controllers calculate the optimal
supplementary inputs for damping controllers in order to drive the con-
trolled outputs to reach set-points given by the upper MPC controller.
6.5 Coordination between lower MPC con-
trollers
The controlled output of a lower MPC controller depends not only on its
states and input, but also on states and controls in the rest of a system. For
a lower MPC controller, system variables and controls can be divided into two
categories: internal and external. During a refreshing interval of upper MPC,
it considers external variables and controls as constant, and uses them as
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Figure 6.3: P1−2 with hierarchical and distributed MPC
simulation scenarios reflecting the anticipated influence of external variables
and controls. The model of a lower-level MPC controller n of subsystem m
is thus represented as follows:
xˆn[k + 1|k] = Anxˆ[k|k] +Bnuˆ[k|k]
= [An,n, An,ext]
[
xˆn[k|k]
xˆextn [k|k]
]
+ [Bn,n, Bn,ext]
[
uˆn[k|k]
uˆextn [k|k]
]
= An,nxˆn[k|k] +Bn,nuˆn[k|k]
+ Am,extxextm [k|k] +Bm,extuextm [k|k]
(6.5)
where xn is the vector of internal state variables; un is the vector of internal
controls; An and Bn are the parts of A and B that are relative to xn; xextn is
the vector of state variables external to controller n, and uextn is the external
control vector. The external variables and controls for the local MPC are
considered constant during one refreshment period of the upper MPC, and
they are hence fixed at the values computed at the previous step by the upper
MPC.
6.6 Simulation results
We test the hierarchical MPC scheme still using the same 16-generator, 70-
bus system of Fig. 4.2 and the same temporary three-phase short-circuit to
ground at bus 1.
MPC controllers are installed on each PSS and the TCSC. The upper
MPC controllers use the same simulation parameters as distributed MPC.
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Figure 6.4: MPC signals of PSS1: distributed structure (left), and hierarchi-
cal structure (right)
The lower MPC controllers refresh decisions at discrete step of ∆tlow = 0.01s
and use a control horizon Tc.low = 5 such steps. The prediction horizons Th.low
are set to 0.6 seconds (A1) and 0.4 seconds (A2). Fig. 6.3 shows controlled
system response with the same SE errors and delays as before. Compared
with the solely distributed MPC scheme, the hierarchical one further slightly
improves control effects. The difference of MPC signals between distributed
structure and hierarchical structure is shown in Fig. 6.4.
6.7 Advantages of hierarchical MPC
Next, the hierarchical MPC is compared to the distributed scheme in terms
of robustness, with respect to the following five aspects:
1. Increasing the refreshing step ∆t of area-wise controllers to 0.2s.
2. Simulating the complete failure of the MPC of A1 during the first 5s.
3. Incomplete measurements by assuming that only states of generators
10-13 in area A1 and generators 1-5 in area A2 are available for upper
MPC controllers.
4. Communication failure between upper MPC controllers and local damp-
ing devices or MPC controllers. It is assumed that PSSs or lower MPC
controllers on generators 1-4 and 10-13 can not receive the input signals
from the upper MPC controllers.
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Figure 6.5: wg1 using a refreshing interval of 0.2s (left), and P1−2 with an
upper MPC1 failure (right).
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Figure 6.6: P1−2 with incomplete measurement (left), and communication
failure (right).
5. Different operation conditions through comparison of distributed MPC
and hierarchical MPC with topology change (tripping tie-line 1-2) and
flow change (change in flows over two tie-lines from 0.07 pu to 0.4 pu
in the line 1-2 and from 0.38 pu to 0.14 pu in the line 8-9).
The results are shown in Figs. 6.5, 6.6, and 6.7. They show that hierarchi-
cal MPC offers excellent robustness since it accommodates larger refreshing
intervals, tolerates controller and communication failures, and works with
incomplete measurement and in different operating conditions.
Fig. 6.5 compares two proposed couplings of the hierarchical MPC. Hier-
archical MPC I means input base coupling while hierarchical MPC II means
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Figure 6.7: P1−2 with topology (left) and flow changes (right).
set-points coupling. In the hierarchical MPC II, large refreshing interval
makes lower MPC controllers only use predicted values with larger errors as
their set-points because prediction precision becomes worse in time. In the
hierarchical MPC I, lower MPC controllers use rated angular speeds as their
control objectives and continuously adjust their input corrections following
system dynamics, thus yielding a slightly better performance.
6.8 Computational considerations
The computational efficiency of the hierarchical MPC is checked on a i7-3610
processor and 8G RAM. The MPC optimizations of (4.5), (5.1) and (6.2) are
solved by an Active Set method built in the Quadprog function of MATLAB.
It takes from 10 to 20 ms for the upper MPC controller, and from 3 to 5 ms
for the lower MPC controllers, to complete one optimization.
6.9 Conclusions
In this chapter, a two-level hierarchical multi-area MPC scheme is introduced
with the aim to enhance control robustness. The upper MPC controllers
optimize inputs of damping controllers in their own areas and send them
to the lower MPC controllers as their input bases. Using local models and
measurements, the lower MPC controllers correct these input bases.
The performances of the proposed control scheme are tested using a 70-
bus test system. Our simulation results show that the hierarchical MPC
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further improves control effects of the distributed one, and offers at the same
time much better robustness.
While MPC, being a closed-loop control scheme, has some intrinsic level
of robustness to modeling errors, it nevertheless relies on the use of a correct
dynamic model of the system. Within the context of power system oscil-
lation damping, load-dynamics, and dynamics of renewable and dispersed
generation may have a significant impact on the system behavior; since the
composition of the load and dispersed generation may change significantly
from one period of time to another (e.g. intra-daily, and seasonal effects
driven by weather conditions) the system dynamics at a particular moment
may not be well enough approximated by the model computed from the
available data in TSO control centers to yield satisfactory performances of
any one of the proposed MPC schemes. Further work therefore should be
devoted to real-time model identification and to methods able to carry out
model-free learning of supplementary controls.
Part III
Reinforcement Learning Based
Supplementary Damping
Control
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Chapter 7
Reinforcement learning
background
In order to make the thesis more complete, the involved background knowl-
edge about RL is given in this chapter, which is adapted from [2,50,109].
7.1 Learning definition
In order to understand the concept of learning, the notion of intelligent
agent [109] is introduced first. An intelligent agent is anything that can
be viewed as perceiving its environment through sensors and acting upon
that environment through actuators in order to reach a certain goal. This
simple idea is illustrated in Fig. 7.1. The human is a good example of intel-
ligent agent. A human agent has eyes, ears and other organs for sensors and
hands, legs, mouth and other body parts for actuators.
The agent’s perceptual inputs at any given instant are termed percepts.
An agent’s percept sequence is the complete history of everything the agent
has ever perceived. In general, the agent’s choice of action at any given
instant can depend on the entire percept sequence observed to date. The
agent’s function is to map from any given percept sequence to an action.
Learning is to build better mappings that can select right actions using ex-
isting percepts, and can perfect gradually prior percepts during the course
of learning, in order to improve the agent’s ability to act in the future.
A right action is the one that will cause the agent to be most successful.
An agent generates a sequence of actions according to the percepts it receives,
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Environm
ent
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Sensors
Actuators
Percepts
Actions
?
Figure 7.1: An intelligent agent. Taken from [109]
which causes the environment to go through a sequence of states. If the
sequence of states is desirable, the agent is considered to be successful. The
success is evaluated by a particular performance index, which is specified by
the designer who constructs the agent.
7.2 Different learning problems
Learning problems can be classified into three categories: supervised learning,
unsupervised learning and reinforcement learning.
7.2.1 Supervised learning (adapted from [2])
The problem of supervised learning involves learning an input-output func-
tion from collected samples of inputs and outputs.
Let us consider two random variables, x ∈ X and y ∈ Y drawn from some
probability distribution PˆX,Y defined over X × Y , a loss function ˆ` defined
over Y × Y and a hypothesis space Hˆ ⊂ Y X of input-output functions. The
average loss of a model f ∈ Y X is defined by
L(f) =
∫
X×Y
ˆ`(y, f(x))dPˆX,Y . (7.1)
Given a sample T S ∈ (X × Y )Mˆ of input-output pairs, a supervised
learning algorithm Aˆ aims at building a model Aˆ(T S) ∈ Hˆ to compute
approximations of outputs as a function of inputs. The expected average loss
7.2. DIFFERENT LEARNING PROBLEMS 87
of the algorithm Aˆ, for samples T S of size Mˆ drawn from some sampling
distribution PˆT S defined over (X × Y )Mˆ is calculated by:
L(Aˆ) =
∫
(X×Y )Mˆ
L(A(T S))dPˆT S . (7.2)
The lowest reachable average loss in Hˆ is
L∗
Hˆ
= inf
f∈Hˆ
∫
X×Y
ˆ`(y, f(x))dPˆX,Y , (7.3)
and the lowest possible average loss is calculated by
L∗ = inf
Hˆ⊂Y X
L∗
Hˆ
. (7.4)
Besides defining general conditions (on X, Y, PˆX,Y , PˆT S , ˆ`, Hˆ, Aˆ etc.) un-
der which the above introduced quantities indeed exist, the objective of sta-
tistical learning theory is essentially to study whether or in what sense L(Aˆ)
converges to L∗
Hˆ
when Mˆ →∞.
On the other hand, the design of supervised learning algorithms essen-
tially aims at constructing sequences of hypothesis spaces Hˆn and learning
algorithms Aˆn with good convergence properties and such that L
∗
Hˆn
→ L∗.
In particular, much of the research in supervised learning has focused on the
design of algorithms which scale well in terms of computational requirements
with the sample size and with the dimensionality of the input and output
spaces X and Y , and which use “large” hypothesis spaces able to model
complex non-linear input-output relations.
7.2.2 Unsupervised learning (adapted from [2])
Given a sample of observations {ymˆ}Mˆmˆ=1 independently and identically dis-
tributed according to a certain distribution PˆY over a space Y , the objective
of unsupervised learning is essentially to determine an approximation of the
sampling distribution. In the most interesting case, Y is a product space
Y1 × ...× Ydy defined by dy discrete or continuous random variables, and the
main objective of unsupervised learning is to identify the relations among
these latter (independence relations, colinearity relations) as well as the pa-
rameters of their distributions.
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Earlier work in this field concerned clustering, principal component anal-
ysis and hidden Markov models. More recent research topics, still very active
today, concern independent component analysis as well as the very rich field
of graphical probabilistic models, such as Bayesian belief networks.
Independent component analysis aims at explaining the observed vari-
ables yly as linear combinations
yly =
∑
βˆly ,lxxlx , (7.5)
where the xlx are independent source variables.
Bayesian networks model the joint distribution of the random variables
as a product of conditional distributions:
P (y1, ...ydy) =
dy∏
ly=1
P (yly |Pa(yly)), (7.6)
where Pa(yly) denotes for each variable a subset of so-called parent variables.
The parent-child relation is encoded in the form of a directed acyclic graph,
which explicitly identifies conditional independence relationships among sub-
sets of variables. Unsupervised learning of Bayesian networks aims at identi-
fying from a sample of observations the structure of the parent-child relation-
ship and for each variable the parameters defining the conditional probability
distribution P (yly |Pa(yly)).
7.2.3 Reinforcement learning
RL must learn itself from “the reinforcement signal (the observed return over
a certain time horizon)” how to select control actions. The most important
feature distinguishing RL from supervised learning is that training informa-
tion from input-action samples only evaluates the actions taken rather than
instruct the agent by giving correct actions. That is to say, training infor-
mation only indicates how good the action taken is, but not whether it is the
possible best or the possible worst action [50].
We redraw Fig. 7.1 in the form of Fig. 7.2 to illustrate the underlying
concept of RL. The agent and environment interact at each of a sequence
of discrete time steps, t = 0, 1, 2, 3.... At time t, the agent collects the
environment’s state st ∈ S, where S is the set of all possible states, and
on that basis selects an action ut ∈ U(st), where U(st) is the set of actions
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Figure 7.2: Interact between agent and environment. Taken from [50].
available at state st. At next time t+1, the agent receives a new environment
state st+1, and then observes or calculates a numerical reward rt ∈ R.
In the standard RL setting, st+1 is assumed to depend only on (st, ut),
not to be related to past states and actions. This is defined as the Markov
property. At subsequent control times, new actions are selected and cor-
responding rewards are obtained. This setting corresponds to the so-called
Markov Decision Process (MDP).
RL aims at deriving an optimal control strategy which chooses the se-
quence of actions based on the observations available at time t, so as to
maximize the cumulated reward over a future temporal horizon. The cumu-
lated reward, called the return, is defined (in the case of an infinite horizon)
by
R∞t =
∞∑
i=0
γirt+i, (7.7)
where γ is a discount factor. It determines the present values of future
rewards: a reward received at time t+ i in the future is worth only γi times
what it would be worth if it were received immediately. In order to get a
finite return over an infinite horizon, it is assumed that 0 ≤ γ < 1 and the
reward is bounded. If γ = 0, the agent is “myopic” in being concerned only
by maximizing immediate reward rt. As γ approaches 1, the agent takes
future rewards into account more strongly: it becomes more farsighted.
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Considering that one part of this thesis is to apply RL to design a model-
free supplementary control for power system electromechanical oscillations’
damping, we will provide some general background about RL in the next
sections.
7.3 RL policies, rewards and returns
A reinforcement learning problem involves three main elements: policies,
rewards and returns. We introduce this notions below, according to the
terminology and derivations of [50].
7.3.1 Policies
A policy defines the agent’s way of behaving at a future time horizon. Roughly
speaking, a policy is a mapping from perceived states of the environment to
actions to be taken at those states, namely pi : st → ut. If a sequence of
actions is selected by a policy from a state st, a corresponding return will
be obtained. The good policy always selects the actions with large control
returns. In some cases the policy may be a simple function or lookup ta-
ble, whereas in others it may involve extensive computation such as a search
process. The policy is the core of a RL agent in the sense that it alone is
sufficient to determine behaviors of the agent.
7.3.2 Rewards and returns
A reward function maps each state-action pair (xt, ut) perceived by the en-
vironment to a single number rt ∈ R, indicating the intrinsic desirability of
that state-action pair. The reward function defines what are good and bad
events in an immediate sense for the agent. If an action selected by the policy
is followed by a low reward, then the policy may be changed to select some
other action in that situation in the future.
Whereas a reward function only indicates what is good in an immediate
sense, a return function specifies what is good in the long run. Roughly
speaking, the return of a sequence of state-action pairs is the total amount of
rewards which an agent accumulates over this sequence. A RL agent’s sole
objective is to maximize the return that it receives in the long run.
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7.3.3 Discussion about rewards and returns
Rewards determine the immediate, intrinsic desirability of state-action pairs,
while returns indicate the long-term desirability of state-action pairs after
taking into account the states that are likely to follow given the environment
dynamics, and the actions available in those states. A state-action pair
yielding a low immediate reward still can have a high return only if it is
followed by other state-action pairs that yield high rewards. Or the reverse
could be true.
Rewards are in a primary sense, whereas returns, as the discounted sum of
rewards, are secondary. Without rewards there could be no returns, and the
only purpose of estimating returns is to achieve more rewards. Nevertheless,
it is the return with which we are most concerned when making action choices.
Action choices are made based on the return judgment. We seek the actions
that bring about the highest return, not the highest reward, because these
actions obtain the greatest amount of rewards for us over the long run.
For example, a chess playing agent should be rewarded only for actually
winning, not for achieving subgoals such as taking its opponent’s pieces or
gaining control of the center of the board. If solely achieving these sorts
of subgoals was taken into account, then the agent might find a way to
achieve them without achieving the real goal. It might find a way to take
the opponent’s pieces even at the cost of losing the game.
Unfortunately, it is much harder to determine returns than to determine
rewards. Rewards are basically given directly by the environment, but re-
turns must be estimated and re-estimated from the sequence of observations
which an agent makes over a given horizon. In fact, the most important
component of almost all RL algorithms is a method for efficiently estimat-
ing the returns. Next, we will introduce three methods of estimating these
returns [50].
7.4 Reinforcement learning solutions
7.4.1 Return function formulation
The return function defines how good it is to perform a given action in a
given state in the long run. For an agent, starting from the state st, taking
the action ut, and thereafter following the policy pi, the expected return is
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calculated by
Qpi(st, ut) = Eˆpi{Rt|(st, ut)} = Eˆpi{
∞∑
i=0
γirt+i|(st, ut)}. (7.8)
The expected return here means that the Qpi(st, ut) is the average of all
possible Rt|(st, ut) values, which correspond to distribution of the different
possible subsequent trajectories influenced by any possible sources of stochas-
tic behavior, but assuming that both the initial action ut and the subsequent
behavior pi of the agent are fixed.
A fundamental property of Qpi(st, ut) used throughout RL is that it sat-
isfies a recursive relationship. For any policy pi and any state-action pair
(st, ut), the following consistency condition holds between Q
pi(st, ut) and Q
pi
of possible following state-action pair:
Qpi(st, ut) = Eˆpi{
∞∑
i=0
γirt+i|(st, ut)}
= Eˆpi{rt + γ
∞∑
i=0
γirt+1+i|(st, ut)}
= Eˆpi{rt + γQpi(st+1, pi(st+1))|(st, ut)}
(7.9)
where, st+1 and pi(st+1) are the next reached state and its corresponding
action chosen by the policy pi. Eqn. (7.9) is called Bellman equation which
expresses a relationship between the Q value of a state-action pair and the
Q value of its successor. The Bellman equation forms the basis of a number
of algorithms to compute, approximate and learn the Q function.
Among all policies pi, there is always at least one policy pi∗ that is better
than or equal to all other policies in terms of expected return. Q(·, ·) =
Qpi
∗
(·, ·) is termed the optimal return function, and its corresponding policy
is termed the optimal policy pi∗. Solving a RL problem means finding the
Q(·, ·) and pi∗. This optimization problem can be represented as:
Q(st, ut) = Eˆ{rt + γmax
ut+1
Q(st+1, ut+1)}
pi∗(s) = arg max
u
Q(s, u).
(7.10)
Normally, it is very difficult to calculate the optimal Q function and its corre-
sponding policies because of computational cost and limits of environment’s
model. So, three categories of reinforcement learning algorithms are designed
to build up the approximation of the optimal Q function and policies.
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7.4.2 Dynamic programming
The term Dynamic Programming (DP) refers to a collection of algorithms
that can be used to compute the optimal policies given a perfect model of
the environment as a Markov Decision Process. A perfect model means that
given any current state and action, we can calculate the probability of each
possible next state and the expected reward.
The key idea of DP is the use of Q function to organize and structure the
search for good policies. It contains two components: policy estimation and
policy improvement.
Policy evaluation: the task of policy evaluation is to compute Qpi for a
policy pi. The existence and uniqueness of Qpi are guaranteed as long as γ<1
(and in some other cases not relevant for our work, see e.g. [50]).
Starting from an initial approximation Qpi0 , each successive approximation
is obtained by using the Bellman equation (7.11) as an update rule:
Qpik+1(st, ut) = Eˆpi{rt + γQpik(st+1, pi(st+1))} (7.11)
The new approximate Qpik+1 is the expected sum of the old discounted
value of next state-action pair Qpik(st+1, pi(st+1)) and the immediate reward
rt. When k → ∞, the sequence Qpik will converge to Qpi under the same
conditions that guarantee the existence of Qpi.
Policy improvement: after we have determined the Qpi for an arbitrary
policy pi, we would like to know how to exploit this function Qpi, in order
to construct another policy pi′ closer to optimality. One can show that the
policy defined by
pi′(s) = arg max
u
Qpi(s, u) (7.12)
is at least as good as pi, and that if this pi′ is identical to pi than we have
found a globally optimal policy.
Once a policy pi has been improved using Qpi to yield a better policy pi′,
we can then compute Qpi
′
and improve it again to yield an even better pi′′
until the process converges to an optimal policy pi∗ and optimal Qpi
∗
. This
way of finding an optimal policy is called policy iteration. But one drawback
to policy iteration is that each of its iterations involves policy evaluation,
which is itself an iterative computation. A more efficient method is named
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Q value iteration. In particular, as soon as one sweep of policy evaluation
is finished, one improvement making the policy greedy with respect to the
current Q function is made.
Classical DP algorithms are of limited utility in RL because of their as-
sumption of a perfect environment model and their great computational ex-
pense, but DP algorithms provide an essential foundation for the under-
standing of other RL methods. In fact, all of these methods can be viewed
as attempts to achieve the same effects as DP algorithms, only with less
computation and without assuming a perfect model of the environment.
7.4.3 Monte Carlo methods
Unlike DP methods that need complete knowledge of the environment, Monte
Carlo (MC) methods require only experiences–sample sequences of states,
actions, and rewards from on-line or simulated interaction with the environ-
ment. These experiences are divided into episodes, and all episodes eventu-
ally terminate no matter what actions are selected.
Each occurrence of a state-action pair (st, ut) in an episode is called a
visit to (st, ut). Given a set of episodes obtained by following pi, MC meth-
ods estimate the expected return Qpi(st, ut) by averaging simply the returns
observed after all visits to (st, ut). As more returns are observed, the average
return should converge to the expected value .
Within a given episode, the first time a state-action pair (st, ut) is visited
is called a first-visit to (st, ut). The first-visit MC methods average just the
returns following the first-visits to (st, ut). However, the every-visit methods
average the returns following all the visits to (st, ut). Please note that the
estimate for each state-action pair in MC methods are independent. The
estimate for one state-action pair does not build upon the estimate of any
other state-action pair, which can reduce computational expense of estimat-
ing when only the Q values of a subset of states are estimated.
One problem that MC Q estimation faces is that some relevant state-
action pairs may never be visited, which will jeopardize the precision of Q
estimation. Two kinds of methods are proposed to assure that all state-action
pairs are encountered: on-policy MC methods and off-policy MC methods.
One classical on-policy method is ε− greedy method. It gives all nongreedy
actions the minimal probability of selection, ε
U(st)
, and the greedy action the
remaining bulk of the probability, 1 − ε + ε
U(st)
. In off-policy methods, the
policy used to generate episodes, called the behavior policy, may in fact be
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unrelated to the policy that is evaluated and improved, called the estimation
policy. It is the behavior policy with a nonzero probability of selecting all
actions that assures all state-action pairs are encountered.
7.4.4 Temporal Difference Learning
Temporal Difference (TD) learning is a combination of MC methods and
DP methods. Like MC methods, TD methods can learn directly from the
raw samples without a model of the environment’s dynamics. Like DP, TD
methods update the estimates based in part on other learned estimates, and
they are also bootstrapping methods.
On the other hand, DP, MC and TD methods all adhere to an essentially
same idea: the Q function is repeatedly estimated to more closely approxi-
mate the real return function for a given policy, and the policy is improved
with respect to the current Q function; the above steps are carried on iter-
atively to converge to the optimal policy and the optimal return function.
The differences in these three methods are primarily differences in their ap-
proaches to policy estimation.
Based on some experiences following a policy pi, TD learning estimates
a new Qpik+1(st, ut) using the observed one-step reward rt and the current
estimate Qpik(st+1, pi(st+1)), as shown by Eqn. (7.13). Here, αˆ is a constant
step-size parameter.
Qpik+1(st, ut)←Qpik(st, ut) + αˆ[rt + γQpik(st+1, pi(st+1))−Qpik(st, ut)]. (7.13)
From Eqn. (7.13), we can see that on the one hand, TD methods sam-
ple the one-step reward rt, like MC methods sampling a return Rt; on the
other hand, they use the current Q estimate to calculate Qpik(st+1, pi(st+1)).
Therefore, TD methods combine the sampling of MC methods with the boot-
strapping of DP methods.
Correspondingly, TD methods obtain the advantages over both MC and
DP methods. Firstly, TD methods have an advantage over DP methods in
which they do not require a model of the environment. Secondly, the most
obvious advantage of TD methods over MC methods is that they update im-
mediately the Q function after obtaining an one-step reward, not necessarily
waiting until the end of an episode like MC methods.
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7.5 Conclusions
In this chapter, learning definition is introduced at the beginning and next
three learning forms, supervised learning, unsupervised learning and rein-
forcement learning are mentioned. As the focus of this chapter, reinforce-
ment learning’s policies, rewards and returns are detailedly discussed, and
several primary RL solution approaches are given. These theoretical discus-
sions about RL derive from [2, 50, 109]. Based on the prepared knowledge
about RL, a RL-based supplementary damping control will be designed in
the next chapter.
Chapter 8
RL applications for
electromechanical oscillations
damping
8.1 Introduction
Several RL applications have been proposed to damp electromechanical oscil-
lations of power systems using its model-free characteristic and adaptability
to varying system dynamics [54, 56, 59, 110]. Work presented in [54] takes
the combinations of PSSs’ gains as states, and then attempts to increase or
decrease PSSs’ gains with a fixed step to improve damping level. If one in-
crease or decrease in PSSs’ gains causes the damping ratio to be larger than
a specific limit, the action will obtain a reward of 100. And otherwise, it will
get a reward of -1. By this way, RL seeks for a near optimal control policy to
coordinate different PSSs in a same power system. In order to improve the
efficiency of Q-learning, a least worst action Q-learning algorithm is designed
in paper [56]. In paper [110], RL is applied to adaptively tune the gain of
SVC stabilizer following changes in load characteristics in order to provide
the better electromechanical oscillation damping.
Actually, RL and MPC both can be formulated as an optimal control
problem having discrete-time dynamics and costs as discussed in Chapter 2.
Work [59] compares them in a unified framework. Different with MPC, RL
infers in a model-free way closed-loop policies from a set of system trajectories
and instantaneous rewards gathered from interaction with the real system or
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from simulations. In a deterministic case and when a system model and cost
function are available, the results of paper [59] about damping control in a
single-machine infinite-bus system show that RL may be competitive with
MPC.
Different with other works using RL for oscillations damping [52, 54–56]
where Q-learning or some of its variants have been suggested, we use a model-
free tree-based batch mode RL algorithm [57–59]. Furthermore, we pro-
pose to design a multi-agent system of heterogeneous non-communicating
RL-based agents through separate sequential learning of individual agents
[109,111]. In addition, along some suggestions of the work in [59], this chap-
ter explores possibilities to combine the proposed RL-based control with
MPC.
The content of the present chapter is mainly based on our paper
[61] D. Wang, M. Glavic, and L. Wehenkel. Trajectory-based supplemen-
tary damping control for power system electromechanical oscillations.
IEEE Trans. Power Syst., Under second review.
8.2 Tree-based batch mode RL (adapted from
[57] and [58])
The tree-based batch mode RL method that we propose to use calculates in
an iterative way an approximation of the optimal Q-function over a temporal
horizon of Th from a set of dynamic and reward four-tuples (st, ut, rt, st+1)
(observe the state st at time t, take an action ut, receive the next state st+1
and the instantaneous reward rt) [57]. It has two components: the extra-tree
ensemble supervised learning method and the fitted Q iteration principle [57].
8.2.1 Extra-Tree ensemble based supervised learning
The supervised learning algorithm named Extra-Trees [58] builds each tree
from the complete original training set. To determine a splitting at a node,
it selects Kˆ cut-directions at random and for each cut-direction, a cut-point
at random. It then computes a score for each of the Kˆ cut-directions and
chooses the one that maximizes the score. All state-action pairs related to
the node are split into the left subset or the right subset according to the
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chosen splitting. The same procedure is repeated at the next node to be split.
The algorithm stops splitting a node until stopping conditions are met.
Three parameters are associated to this algorithm: the number M of trees
to be built to compose the ensemble model, the number Kˆ of candidate cut-
directions at each node and the minimal leaf size nˆmin. The detailed extra-tree
algorithm is given in Fig. 8.1. Inputting a state-action pair, each extra-tree
outputs a Q value by averaging all samples’ Q in the finally reached leaf
node, and the output of an ensemble of extra-trees is the average of outputs
of all extra-trees.
8.2.2 Fitted Q iteration principle
The fittedQ iteration algorithm calculates an approximation of theQ-function
over a given temporal horizon by iteratively extending the optimization hori-
zon:
• At the first iteration, it produces an approximation of Q1-function cor-
responding to a 1-step optimization. Since the true Q1-function is the
conditional expectation of the instantaneous reward given by the state-
action pair (i.e., Q1(st, ut) = E{rt|(st, ut)}), an approximation of it can
be constructed by applying a batch mode regression algorithm, namely
an ensemble of extra-trees whose inputs are state-action pairs (st, ut)
and whose outputs are instantaneous rewards rt.
• The j-th iteration derives an approximation of Qj-function correspond-
ing to a j-step optimization horizon. The training set at this step is
obtained by merely refreshing the outputted returns of the training set
of the previous step by:
Qˆj(st, ut) = rt(st, ut) + γmax
ut+1
Qˆj−1(st+1, ut+1) (8.1)
Details about the tree-based batch mode RL are given in [57]. With the
increase of iteration number, the Qˆj function will gradually converge to a Qˆ
function over an infinite horizon. Out of considerations about computational
complexity, a Qˆj over a finite horizon of Th is used in our experiments to
substitute for the Qˆ function over an infinite horizon.
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Build a tree (T S)
Input: a training set T S, namely {(ˆimˆ, oˆmˆ)}#Fmˆ=1
Output: a tree Tˆ .
• If
(i) #T S < nˆmin, or
(ii) all input variables are constant in T S, or
(iii) the output variable is constant over the T S.
return a leaf labeled by the average value 1
#T S
∑
mˆ oˆ
mˆ.
• Otherwise
1. Let [aˆjˆ < tˆjˆ]=Find a test (T S).
2. Split T S into T S l and T Sr according to the test [aˆjˆ < tˆjˆ].
3. Build from these subsets Tl =Build a tree (T S l) and
Tr =Build a tree (T Sr) ;
4. Create a node with the test [aˆjˆ < tˆjˆ], attach Tˆl and Tˆr as left and
right subtrees of this node and return the resulting tree.
Find a test (T S)
Input: a training set T S, namely {(ˆimˆ, oˆmˆ)}#Fmˆ=1
Output: a test [aˆjˆ < tˆjˆ].
1. Select Kˆ inputs, {aˆ1, ..., aˆKˆ}, at random, without replacement, among all
(non constant) input variables.
2. For kˆ going from 1 to Kˆ:
(b) Compute the maximal and minimal value of aˆkˆ in T S, denoted re-
spectively aˆT S
kˆ,min
and aˆT S
kˆ,max
.
(b) Draw a discretization threshold tˆkˆ uniformly in [aˆ
T S
kˆ,min
, aˆT S
kˆ,max
]
(b) Compute the score Sˆkˆ =Score ([aˆkˆ < tˆkˆ], T S)
3. Return a test [aˆjˆ < tˆjˆ] such that Sˆjˆ = maxkˆ=1,...,Kˆ Sˆkˆ.
Figure 8.1: Procedure used by the extra-tree algorithm to build a tree.
Adapted from [57]
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Inputs: a set F of four-tuples {(smˆt , umˆt , rmˆt , smˆt+1)}#Fmˆ=1.
Outputs: an approximation Qˆ of the Q-function.
Initialization:
Set j to 0.
Let QˆTh be a function equal to zero everywhere on S × U .
Iterations:
1. Repeat until stopping conditions are reached
(a) -j ← j + 1.
(b) -Build the training set T S = {(ˆimˆ, oˆmˆ)}#Fmˆ=1 based on the function
Qˆj−1 and on the set of four-tuples F :
iˆmˆ = (smˆt , u
mˆ
t ),
oˆmˆ = rmˆt + γmax
u∈U
Qˆj−1(smˆt+1, u).
(8.2)
(c) Use the regression algorithm to induce from T S the function
QˆTh(st, ut).
2. Return the function QˆTh
Figure 8.2: Fitted Q iteration algorithm. Adapted from [57]
Once we have the QˆTh(st, ut) function, we can use it to make damping
control decision: for a state st, calculate all candidate actions’ expected
return by using the function QˆTh(st, ut), and select the action with the largest
one as supplementary input to the existing controller. Details of fitted Q
iteration algorithm, as applied for the problem studied in this thesis, are
given in Fig. 8.2. In our simulations we have st = (δt, ωt, E
′
qt , ψ
′′
dt
, E ′dt , ψ
′′
qt)
and ut ∈ [−0.015, 0.015].
8.3 Test system and scenario
We test the tree-based batch mode RL still using the same test system in
Fig. 4.2 and the same short-circuit scenario at bus 1, as in the simulations
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reported in Part II of this thesis. Please notice that at the beginning, there
is no MPC controller in this system. To reduce the amount of computations,
we analyze system response only over a period of 8 seconds. Correspondingly,
we also adjusted the power flow of the system to reduce the severity of this
fault.
When controlled only through existing PSSs and TCSC the system ex-
hibits poorly damped oscillations, as shown by dashed lines in Fig. 8.3 cor-
responding to the temporal evolution over a period of 8s of the power flow
through line 1-2 and the angular speed of generator 1.
Next, the tree-based batch mode RL on a single generator and multiple
generators is investigated together with the combined control effects between
MPC and RL, all in the same medium size power system model [1].
8.4 RL-based control of a single generator
8.4.1 Sampling four-tuples
To collect a set of four-tuples (st, ut, rt, st+1), 500 system trajectories of 8
seconds under a series of random actions for different fault durations rang-
ing from 0.01 to 0.05 seconds (this provides different initial conditions for
each trajectory) are simulated. Every 0.1 seconds after the disturbance, the
current states of a selected generator are sampled and a random action from
an action space [−0.015, 0.015] is applied. A candidate action space includes
all possible supplementary inputs for the PSS on this generator. The action
space is discretized at a step of 0.005. The system state st+1 reached at next
time is observed and the one-step local reward rt by Eqn. (8.3) evaluated.
rt = −
∫ t+1
t
|w − wref |dt (8.3)
where w and wref are the angular speed of the controlled generator and its
rated angular speed. All in all, 2500 simulations (each over 8 seconds) are
run, and a total of about 200000 four-tuples are thus collected.
8.4.2 Building extra-trees
Based on a four-tuple set, an extra-tree ensemble consisting of 100 trees
(M = 100) is built using the method of [57]. We use the following tree
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parameters: discount factor γ = 0.95; leave size nˆmin = 1; splitting attribute
number Kˆ = 7 (six generator state attributes and one action attribute).
8.4.3 Q function based greedy decision making
Firstly, the Q approximation is iteratively calculated over an optimization
horizon of Th = 10. The obtained results show that the Q function over a
finite horizon could produce good control effects.
At each control time, a damping action is determined as follows: collect
the current states of controlled generator, select an action from the action
space [-0.015, 0.015] and then calculate theQ value of this state-action pair by
recursively searching all 100 trees and averaging their outputs. All candidate
actions at current states are thus probed and the action with the largest
Q value is selected as the optimal supplementary input to the PSS on the
controlled generator.
Fig. 8.3 displays system response (solid lines) when the tree-based batch
mode RL is applied only on generator 1. We observe that the introduction
of this single supplementary control already improves the damping. Next,
the same method is also applied on generator 2 and 3, and similar further
improvements in damping are observed, as shown in Fig. 8.4. Clearly, the use
of different generators would produce different, and hopefully complementary
contributions to oscillations damping. Notice, however, that the optimal
placement of the supplementary controllers is not considered in this work.
8.5 RL-based control of multiple generators
Interaction among RL-based controllers is a key problem to be solved when
using them on multiple generators. Design of RL controllers on multiple
generators should thus be carefully approached, because good or optimal
solution of each individual controller when acting alone does not imply good
or optimal solution to the system when all the controllers act together. To
ensure the design of multiple controllers, three approaches can be adopted:
• Learn each controller’s policy individually, in the absence of the other
supplementary controllers, and benefit from the learned control policies
by using them simultaneously. While this approach does not always
ensure a good collective performance, it was nevertheless illustrated
successfully in the previous section.
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Figure 8.3: Generator 1 under RL control: active power of line 1-2 (left);
angular speed of generator 1 (right)
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Figure 8.4: Generators 1, 2 and 3 under RL control: angular speeds of
generator 2 (left) and generator 3 (right)
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Figure 8.5: Separate sequential learning of controllers: 1 pass, in the order
1-2
• Separate sequential learning of the controllers (agents): a sequence of
random actions to a first generator is first applied in order to yield
its training samples while using the current control strategy for all
other generators; the generator’s states are recorded and corresponding
one-step rewards computed; this is repeated until enough four-tuple
samples about this generator are obtained and a new control policy is
determined for this generator. Subsequently, the new control policy of
this generator is used while applying the same sampling procedure on
a second generator, and so on. In other words, one controller learns
at a time and for each additional controller its working environment
is considered to be the system together with all existing controllers
that already learned to solve the task they are responsible for. In
this way a multi-agent system of heterogeneous non-communicating
agents [109,111] is formed.
• Simultaneous asynchronous learning: four-tuple sets of all controlled
generators come from the same trajectories and random actions are
applied to multiple generators simultaneously to generate these trajec-
tories.
We believe that the sequential (i.e. separate but coordinated) learning
approach is most natural to create a well coordinated multi-controller system.
This approach is illustrated in Fig. 8.5.
The intuition behind this approach is as follows. Let us imagine that
there are 100 individual controllers in the system acting together. If one
106CHAPTER 8. RL APPLICATIONS FOR ELECTROMECHANICAL ...
0 1 2 3 4 5 6 7 8
−3.6
−3.4
−3.2
−3
−2.8
−2.6
−2.4
Time (s)
(pu)
 
 
RL on generators 1−3
RL on generator 1
0 1 2 3 4 5 6 7 8
−3.8
−3.6
−3.4
−3.2
−3  
−2.8
−2.6
−2.4
Time (s)
(pu)
 
 
separate sampling
simultaneous sampling
without RL
Figure 8.6: Multi-generator RL with a single 1-2-3 pass sequential learning
(left); separate sequential sampling vs simultaneous asynchronous sampling
(right). The curves represent the active power in line 1-2.
intends to add one more controller it is reasonable to adapt this controller
to the system together with the already tuned other 100 controllers instead
of re-learning all the 100 existing ones. Simulation results included in this
section illustrate and support advantages of this intuition
The left figure of Fig. 8.6 compares the results when the batch mode RL
is applied only on generator 1 and then together on generators 1, 2 and 3.
We can see that more RL controllers bring indeed better damping effects.
Using the same number of four-tuples and the same extra-tree param-
eters, control effects of two ways (sequential vs asynchronous) of sampling
are shown in the right figure of Fig. 8.6, when the tree based batch mode
RL is applied to generator 1-3. The RL based on simultaneous sampling
performs better than the scheme only using existing PSSs and TCSC in the
first 6 seconds, but it brings large oscillations in the last 2 seconds. However,
when compared with the RL based on the separate sequential sampling, the
damping effects of the asynchronously learned controllers are clearly worse.
Specifically, in the four-tuple samples obtained using the simultaneous
sampling, the dynamics and rewards of a generator are decided not only by
the actions applied to itself, but also by the dynamics and actions of the
other generators. However, when utilizing these samples to select an optimal
action for one generator at a control time, real dynamics and actions of the
two other generators are normally different from those of collected learning
samples, because they then switch from random actions to their learned
policy. This leads to the wrong estimation about the return of one action,
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and possibly the wrong choice of action, which may jeopardize combined
control effects. However, in the sequential sampling scheme, the rewards of
a generator only represent consequences of its own actions, given the already
tuned control policy used by the other generators, and hence it should lead
to an improvement in damping each time a new controller is retrained. We
hence use this approach (with a single 1-2-3 pass).
Remark. We do not consider related problems of determining optimal
number of RL controllers and the effect of the order in which controllers are
designed. These considerations are left for future research.
8.6 Combination of RL and MPC
The use of MPC to damp electromechanical oscillations has been investigated
in our previous chapters. In this section, a possibility to combine control be-
tween MPC and the tree-based batch mode RL is further investigated. This
possibility has been suggested in [59] through the comparison of MPC and
RL in a unified framework. The results of [59] show that RL may certainly
be competitive with MPC even when a good deterministic model is available.
When MPC is infeasible due to the limits of communications, measure-
ments and models in real power systems, RL controllers based on local dy-
namics and local rewards are set to complete MPC’s control effects. Here,
we consider a combination of an MPC controller acting at the level of Area
2 control center to control generators 4-6 in this area with three RL-based
controllers installed on generators 1-3 and obtained by sequential separate
sampling (a single pass is used to train them in the order 1, 2, 3). The
MPC state vector x includes generator, exciter, PSS, and turbine governor
states. Output variables are angular speeds of generators 4-6. The input
u is a vector of supplementary signals for PSSs on generators 4-6, which is
subject to −0.015 ≤ u ≤ 0.015. Prediction horizon of Th = 10 and control
horizon of Tc = 3 steps are chosen. In the objective function (2.6), all devi-
ations of the predicted outputs from references are weighted uniformly and
independently, i.e. Wyi is the identity matrix. The MPC controller considers
±10% state estimation errors and a 0.05s delay. It updates every 0.1 seconds
supplementary damping signals for PSSs on generators 4-6.
Fig. 8.7 shows control response in terms of tie line 1-2 active power flow
of the MPC controller alone, the RL controller alone, and when the two
schemes are used in combination (while the RL-controllers have been trained
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Figure 8.7: Combination of RL-based control and MPC in a control center.
Active power flow in line 1-2.
with taking into account the effect of the MPC controller on generators 4-6).
We observe that the combined scheme indeed shows better performances with
respect to the sole use of either MPC on generators 4-6 or RL on generators
1-3.
8.7 The use of a global reward signal
The proposed RL controller can also incorporate some remote information
which represents, to some extent, system-wide dynamics to define its reward,
in order to explicitly target global control effects.
In order to illustrate this possibility, we make the following modifications
with respect to the previous setting:
1. The active power deviation from steady state of tie-line 1-2 is used as
global reward signal for the training of the RL controller on generator
1. The state vector of the controller is however kept unchanged, and
so still uses only the local measurements.
2. The controller of generator 1 is re-trained based on a sample of four-
tuples obtained by repeatedly simulating system response under a series
of random actions and collecting corresponding active power in line
1-2 together with the local state variables of generator 1, while the
two other controllers (in generators 2 and 3) where previously trained
by using their local reward signals. Specifically, we still consider the
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three-phase short circuit to ground at bus 1, and the RL controller on
generator 1 applies a random action every 0.1 seconds after the fault.
3. At every time step, it collects the active power of line 1-2, and calculates
its one-step instantaneous reward as:
rt = −
∫ t+1
t
|P1−2 − Pref |dt, (8.4)
where P1−2 is the measured active power of line 1-2, and Pref is its ref-
erence which is the steady state exchange power before the occurrence
of the disturbance (it could also be a new post-disturbance exchange
power determined by off-line simulations).
Fig. 8.8 displays the results when the RL controller installed on generator
1 is learnt based on the global reward signal (solid line) while the other
two RL controllers (at generators 2 and 3) use local reward signals (solid
line) and when all three RL controllers use local reward signals as inputs
(dashed line). Remind that the local signal here means the generator angular
speed. Better damping of the inter-area electromechanical oscillations is
clearly observed with the RL controller installed on generator 1 learnt based
on the global reward signal. This illustrates the flexibility of the proposed
control in enhancing the damping of different oscillation modes by focusing
on dominant ones depending on system prevailing conditions. RL signals of
generator 1 corresponding to different rewards are given in Fig. 8.9
Notice that in addition to using remote measurements for the reward
definition, one could as well use such remote measurements to extend the
definition of the state-vector of local controllers. However, while rewards are
used only at the (off-line) training stage of the RL controller when comput-
ing the Q-function approximation from samples, state variables must also
be used in real-time to actually compute the optimal decisions, and hence
real-time communication delays would thus have to be taken into account to
evaluate this option in a realistic way. On the other hand, the use of remote
signals to define the reward only requires to collect time-tagged remote mea-
surements during a certain period of time together with the time-tagged local
measurements so as to form a set of four-tuples that can be exploited off-line
for learning the Q-function approximation. This latter approach is hence less
demanding in terms of communication infrastructure requirements, and also
less sensitive to possible losses of communication channels in real-time.
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Figure 8.8: Active power of line 1-2: global reward vs. local reward
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Figure 8.9: RL signals of generator 1: local reward (left), and global reward
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8.8 Comparison with an existing method
Finally, the proposed RL supplementary control is compared with existing
damping control methods, using the modal analysis method from [1] as an
example. All generators, except generators 7 and 14, are assumed to have
a PSS and their gains are optimized using root locus to obtain a damping
ratio larger than 0.05, and the time constants are calculated according to the
needed phase compensation. When a same three phase short circuit fault
as above occurs, the response of active power in tie-line 1-2 is shown by the
dashed line in Fig. 8.10.
Next, three RL-based controllers are installed on generators 1, 2, and 3.
These controllers use the global signal of active power of tie-line 1-2. The
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Figure 8.10: Comparison with existing methods
solid line of Fig. 8.10 shows that the supplementary control signals on three
generators could further improve the effects of existing controllers even if
they are optimized in some way. Although the improvement is small, it is
significant especially considering the difficulty of optimizing PSS parameters
in practice. Moreover, the comparison also shows the robustness of the pro-
posed method with respect to different operation conditions and damping
levels.
8.9 Conclusions
The chapter focuses on applying a tree-based batch mode RL to learn supple-
mentary damping controls from samples of observed trajectories. The results
on a single generator show that the supplementary inputs calculated by us-
ing this method can further improve damping effects of existing controllers.
When the tree-based batch mode RL on multiple generators is used, a sep-
arate sequential sampling and learning for each generator’s supplementary
control is the most appropriate solution so as to effectively coordinate the
different supplementary controls. This method can also be combined with
MPC to complete its control effects and cope with its modeling errors.
One of the main advantages of the learning-based strategy is that it does
not rely on accurate analytical models of the system dynamics, but rather ex-
ploits directly measurements about the past performance of the system based
on already observed system trajectories. It is therefore a promising approach
to cope with the emerging features of power systems, whose dynamics more
and more depend on the dynamics of loads and dispersed generation which
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incorporation into global dynamic models would be a daunting task.
One practical problem about the tree-based batch mode RL approach is
that it needs important computational resources to build and exploit large
enough ensembles of extremely randomized trees. So, the future work would
attempt to use some more efficient learning algorithms.
One essential advantage of the learning-based approach proposed in this
paper is its very generic nature, so that it could be used even at the very
local level of load and dispersed generation control, in order to “smarten”
the whole power system control strategy at any layer.
Part IV
Conclusions and future work
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Chapter 9
Conclusions and future work
9.1 Conclusions
At the beginning of this thesis, we discussed oscillation modes, mechanisms,
analysis methods and controls to understand better electromechanical oscilla-
tions. Next, we presented research motivations, and elaborated the proposed
trajectory-based supplementary damping control in terms of its feasibility,
overall principle, mathematical formulation of the control objective, solution
approaches and implementation strategy.
Different with the conventional damping control, this thesis proposed a
trajectory-based supplementary damping control. It is formulated as a Th-
step optimal control problem with discrete dynamics and rewards, which
is solved using MPC and RL methods to obtain some optimized supple-
mentary signals for existing damping controllers. These supplementary sig-
nals are superimposed on the outputs of existing controllers, to make post-
disturbance generator speeds return to and remain near the reference speed.
When all generators run at the reference speed, electromechanical oscillations
are damped. On the one hand, these supplementary inputs can coordinate
efficiently different damping controllers to get better global effects. On the
other hand, they are continuously updated at each control time to improve
the adaptivity of damping control with respect to power system evolution.
As the first part of this research, MPC is applied to realize the proposed
supplementary damp control. A centralized MPC scheme based on a lin-
earized discrete-time state space model of a power system, is first designed
as a baseline. A distributed MPC scheme is introduced next in which each
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MPC controller solves its optimization subproblem using a detailed model of
its own area and a rough model of the remaining areas. It then sends the sup-
plementary signals to local damping controllers under its responsibility. The
common control target is used to implicitly coordinate these MPC controllers.
Finally, a two-level hierarchical multi-area MPC scheme is introduced with
the aim to enhance control robustness. The upper MPC controllers optimize
supplementary signals of damping controllers in their own areas and send
them to the lower MPC controllers as their input bases. Using local models
and measurements, the lower MPC controllers correct these input bases.
The performances of the proposed control schemes are tested using a
16-generator, 70-bus test system, both in ideal conditions and considering
realistic state estimation errors and communication delays. The centralized
MPC scheme can effectively and quickly damp inter-area oscillations, work
with less available controllers and incorporate different types of controllers.
The distributed scheme appears to be a viable control strategy for large-scale
systems while the hierarchical MPC further improves control effects of the
distributed one, and offers at the same time much better robustness.
Considering the possible influence of model imprecision on MPC control
effects in practice, RL is considered to design the proposed damping control
in the second part of the thesis. Specifically, a tree-based batch mode RL is
applied to calculate supplementary signals for existing controllers. Based on
a set of dynamic and reward samples, the method approximately calculates
the control return over a temporal horizon for each state-action pair, and then
applies the action with the largest control return at current state. Our results
on a single generator show that the supplementary signals calculated in such
a way can improve further damping effects of existing controllers. A separate
sequential sampling and learning for each generator’s supplementary control
is showed to be the most appropriate to deal with the interaction among
multiple RL-based controllers. Finally, the RL-based control is combined
with MPC to complement their advantages in oscillations damping.
9.2 Future work
There is still room for many improvements in the proposed supplementary
damping control schemes for their considerations as viable practical solutions
in real power systems. As far as MPC-based schemes are concerned, several
improvements could be made from the following aspects:
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• Models and measurements: building the models that could exactly rep-
resent real power system dynamics and updating them following oper-
ation changes are important for MPC control effects. But on the other
hand, more exact models involve more state measurements. Consider-
ing the limits of current state estimation technologies, one compromise
is to use the reduced-order models that could approximate enough sys-
tem dynamics and at the same time only use those states measurable.
In case it is necessary to use some states unmeasurable, artificial intel-
ligence may be used to estimate their value distributions.
• Solvability: a useful MPC scheme must assure that it can find a control
policy in any condition, while meeting practical operation constraints
and control constraints. In all cases involved by this thesis, the MPC
optimization is solvable. If unsolvable a primary approach should be
temporary relaxation of the least-important constraints.
• Stability and robustness: we have verified the stability and robust-
ness of proposed schemes in different operation conditions and failure
scenarios in a medium-size equivalent power system. But some theo-
retical investigations in MPC stability are possible in the future work,
like introducing terminal state constraints, or using the infinite-horizon
MPC formulations. In addition, MPC robustness is to be further in-
vestigated under more operation conditions and failure scenarios in
large-scale power systems.
• Coordination between individual MPC controllers: a distributed MPC
scheme is more viable in practical power systems, considering the limits
on the measurement, communication and computation, reliability and
robustness. The coordination between individual MPC controllers is
very important for obtaining good global control effects. In the the-
sis, one kind of implicit coordination based on subsystem-wise MPC
is used. Possible further coordination could be made as follows: de-
termine in advance the post-fault exchange power limits between sub-
systems by simulating possible oscillation scenarios and then impose
them as coherency constraints between subsystems on individual MPC
optimization.
• Coupling between two layers of MPC: in the proposed hierarchical
MPC scheme, the upper MPC controller calculates supplementary sig-
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nal bases for all lower MPC controllers under its authority, and the
lower MPC controllers are responsible to calculate some corrections to
these bases. In some sense, the corrections of lower MPC controllers
could be considered kind of disturbances to the upper MPC controller.
If the magnitude of disturbances is too large, it maybe destroys the
current control effects of the upper MPC controller. For the time be-
ing, we determine the magnitude of lower corrections with the help of
repeated simulation trials. Another possible solution dealing with the
coupling is to integrate these corrections to the state space model used
by the upper MPC optimization, namely.
xˆ[k + 1|k] = Axˆ[k|k] +Buˆ[k|k] +Bccˆ[k|k];
yˆ[k|k] = Cxˆ[k|k]. (9.1)
where cˆ[k|k] is a vector of corrections at time k. Normally, the upper
MPC controller does not know the lower corrections, so we could use
some random noises to represent these corrections.
• Practical constraints: in the current work, random measurement errors
and a common delay are used. More considerations should be given
to some other combinations of SE errors (more in accordance with
devices’ performances) and delays (different for different measurements
and controls). Moreover, the performances of proposed MPC schemes
under other oscillations forms, like the ambient oscillations excited by
continuous load variations, are to be further tested.
RL selects supplementary signals by learning from the collected dynamic
and reward samples. Therefore, the completeness of collected samples with
respect to possible operation conditions and fault scenarios will influence
RL control effects in practice. The sample set used in the thesis is to be
further completed to make RL enable to deal with more different operation
conditions and fault scenarios. However, with the increase of samples, com-
putation becomes a pressing problem for the used tree-based batch mode RL
algorithm. Investigating more efficient learning algorithms is significant in
the future work. Moreover, an alternative is to attempt to reduce the number
of states included in samples on the premise of assuring control effects, in
order to reduce RL computation. How to select the necessary states that are
enough to represent system dynamics will be explored in the future work.
Part V
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Appendix A
Test system
We use a 16 generators, 70 buses system to illustrate our proposed supple-
mentary damping control schemes, which is a reduced-order equivalent model
of the New England/New York interconnected system. A single line diagram
of the system is shown in Fig. A.1. There is a DC exciter, a Power System
Stabilizer (PSS) and a Turbine Governor (TG) on each generator. Genera-
tors 13-16 are equivalent generators. Compared with the original system of
book [1], out of research need, a Thyristor Controlled Series Compensator
(TCSC) is installed between bus 69 and bus 70 to adjust active power of
tie-line 8-9, and a tie-lie 1-27 is deleted. We simply divide the system into
two areas according to its geographical structure: area A1 and area A2. The
TCSC is assigned to area A1 as its control resource. We also adjust power
flow at steady state. Fig. A.2 gives injection powers at load and generator
nodes. Fig. A.3 indicates line transmission powers.
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Figure A.1: 16 generators / 2 areas / 70 buses system
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Figure A.3: Transmission line power flow
Appendix B
Power System Toolbox
(adapted from [112])
Power System Toolbox (PST) was conceived and initially developed by Dr.
Kwok W. Cheung and Prof. Joe Chow at the Rensselaer Polytechnic Institute
during the early 1990s. From 1993 to 2009, it was marketed, and further
developed by Graham Rogers (formerly Cherry Tree Scientific Software).
Now, it is in use by utilities, consultants and universities world-wide.
PST consists of a set of coordinated MATLAB m-files which model the
power system components necessary for power system flow and stability stud-
ies. The toolbox comes with the m-files, demo examples of how the models
can be used, several sets of dynamic data and a user’s manual. Since source
codes for all functions are provided, a user may create easily and efficiently
new dynamic models or modify existing models complying with the given
conventions, in order to meet special modeling or simulation requirements.
He/she also can connect PST conveniently with other MATLAB programs.
This is the main reason that we selected the PST as simulation tool. Next,
we introduce briefly three functions of PST: load flow calculation, transient
stability simulation and small signal stability analysis.
B.1 Load flow calculation
In power systems, load flow study is performed to obtain a set of feasible
steady operation conditions which obey certain power balance and security
constraints. Type “lfdemo”(an AC load flow driver) or “lfdc” (an load flow
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driver involving HVDC links) in the MATLAB command window, and then
choose a data file that specifies system structure together with generators’
power outputs, and system’s active and reactive power loads. Bus voltage
magnitudes and angles are calculated by solving the nonlinear algebraic net-
work equations so that the specified loads are supplied. If the voltages at
buses are found to be out of secure limits during load flow iterations, the
corresponding transformer taps are adjusted to bring load voltages back in
range. Finally, either load flow has converged, or the number of allowed iter-
ations has been exceeded. In either case, the user is given a list of solutions
viewing options.
B.2 Transient stability simulation
PST provides the models of machines and control systems in the form of
MATLAB functions, for performing transient stability simulations, and for
small signal stability analysis and damping controller design. A solved load
flow case is required to set the operating condition used to initialize dynamic
device models. A fault is defined in the data specification card ‘sw con’. The
driving function ‘s simu’ provides a transient simulation environment which
requires the data file specifying system structure, controller and faults, like
stand-alone transient programs. It calculates transient response by solving a
set of differential equations determined by the dynamic models and a set of
algebraic equations determined by the power system network.
One thing that must be mentioned is that PST provides a way of mod-
ulating controller reference inputs in transient simulations. Our researches
just make use of it to superimpose supplementary control signals on existing
controllers, in order to improve damping control effects.
B.3 Small signal stability analysis
The stability of operating point of a dynamic system to small disturbances
is termed small signal stability. In order to analyze small signal stability,
nonlinear dynamic differential equations must be linearized about a steady
state operating point to get a set of linearized state space equations, like:
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x[k + 1|k] = Ax[k|k] +Bu[k|k];
y[k|k] = Cx[k|k] +Du[k|k]. (B.1)
where A is the state matrix; B is the input matrix; C is the output
matrix; D is the feed forward matrix; x is the state vector, y is the output
vector and u is the input vector.
In PST, the linearization is performed by calculating numerically Jaco-
bian matrix. That is to say, starting from the states determined by model
initialization, a small perturbation is applied to each state in turn. The
changes in the rates of change of all states divided by the magnitude of the
perturbation give a column of state matrix corresponding to the disturbed
state. A permutation matrix p mat is used to arrange the disturbed states
in a logical order. After each perturbation, the perturbed state is returned
to its original equilibrium values. The input matrix B, the output matrix
C and the feed forward matrix D can be determined in a similar manner.
A single driver, svm mgen is provided for small signal stability, which could
calculate eigenvalues, damping ratios, participation factors, and so on.
More details about PST functions and algorithms can be found in manual
[112].
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Appendix C
Power system models (adapted
from [112])
This section presents linearized models of relevant power system components
used in MPC.
C.1 Generator
dδ
dt
= ∆ω
J dω
dt
= Tm − Te − Dˆ∆ω
Ψ′′d =
E′q(X′′d−Xl)+Ψ1d(X′d−X′′d )
X′d−Xl
−X ′′d Id
dΨ1d
dt
= 1
T ′′d0
(E ′q −Ψ1d)
dE′q
dt
= 1
T ′d0
(Efd −XadIfd)
Ψ′′q =
E′d(X
′′
q −Xl)+Ψ1q(X′q−X′′q )
X′q−Xl −X
′′
q Iq
dΨ1q
dt
= 1
T ′′q0
(E ′d −Ψ1q)
dE′d
dt
= − 1
T ′q0
XaqI1q
XadIfd =
(X′d−X′′d )(Xd−X′d)
(X′d−Xl)2
[E ′q −Ψ1d
+
(X′d−Xl)(X′′d−Xl)
(X′d−X′′d )
Id] + fsat(E
′
q)
XaqI1q =
(X′q−X′′q )(Xq−X′q)
(X′q−Xl)2 [E
′
d −Ψ1q
+
(X′q−Xl)(X′′q−Xl)
(X′q−X′′q ) Iq] + E
′
d
(C.1)
129
130 APPENDIX C. POWER SYSTEM MODELS ...
where J is the moment of inertia; Tm is the mechanical torque; Te is the
electromechanical torque; Dˆ is the damping coefficient; Ψ′′d and Ψ
′′
q are the
d axis and q axis components of stator flux linkage; E ′d and E
′
q are the d
axis and q axis transient stator voltages; Ψ1d and Ψ1q are the amortisseur
circuit flux linkages; Xl is the leakage reactance; Xd, X
′
d and X
′′
d are the d
axis synchronous reactance, transient reactance and subtransient reactance;
T ′d0 and T
′′
d0 are the open circuit time constant and open circuit subtransient
time constant of d axis; Xq, X
′
q and X
′′
q are the q axis synchronous reactance,
transient reactance and subtransient reactance; T ′q0 and T
′′
q0 are the open
circuit time constant and open circuit subtransient time constant of q axis;
Id and Iq are the d axis and q axis stator currents; Xad and Xaq are the
mutual reactances; Efd and Ifd are the excitation voltage and current; fsat
is saturation coefficient.
C.2 Exciter
Verr = Esig + Vref + Vpss − Vter
dVAs
dt
= Verr−VAs
Tb
VA =
Tc
Tb
Verr + (1− TcTb )VAs
dEfd
dt
=
KaVA−Efd
Ta
(C.2)
where Verr is the voltage deviation; Esig is the supplementary input signal;
Vref is the voltage reference; Vpss is the output of the PSS; Vter is the terminal
voltage; VAs and VA are the regulator states; Ka is the voltage regulator gain;
Ta is the voltage regulator time constant; Tb and Tc are the transient gain
reduction time constants.
C.3 Turbine governor
dTG1
dt
= (TGin−TG1)
Ts
dTG2
dt
=
(1−T3
Tc
)TG1−TG2
Tc
dTG3
dt
=
(TG2+
T3
Tc
TG1)(1−T4T5 )−TG3
T5
Pm = TG3 +
T4
T5
(TG2 +
T3
Tc
TG1)
(C.3)
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where TGin is the input of turbine governor; TG1, TG2 and TG3 are the
state variables; Pm is the mechanical power; Ts is the servo time constant;
Tc is the HP turbine time constant; T3 is the transient gain time constant;
T4 is the time constant to set HP ratio; T5 is the reheater time constant.
C.4 PSS
dPSS1
dt
= (PSSin−PSS1)
Tw
dPSS2
dt
=
(1−Tn1
Td1
)Gpss
dPSS1
dt
−PSS2
Td1
dPSS3
dt
=
(1−Tn2
Td2
)
dPSS2
dt
−PSS3
Td2
Vpss =
Tn2
Td2
(Tn1
Td1
Gpss
dPSS1
dt
+ PSS2) + PSS3
(C.4)
where PSSin is the input of PSS, PSS1, PSS2, and PSS3 are the PSS states;
Gpss is the PSS gain; Tw is the washout time constant; Tn1 and Tn2 are the
lead time constants; Td1 and Td2 are the lag time constants.
C.5 TCSC
dXtcsc
dt
=
KrTCSCin −Xtcsc
Tr
(C.5)
where Xtcsc is the TCSC output; TCSCin is the TCSC input signal; Kr is
the TCSC gain; Tr is its time constant.
More details about the used power system models can be found in manual
[112].
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