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Abstract. We study a Dirichlet spectral problem for a second-
order elliptic operator with locally periodic coefficients in a thin
domain. The boundary of the domain is assumed to be locally
periodic. When the thickness of the domain ε tends to zero, the
eigenvalues are of order ε−2 and described in terms of the first
eigenvalue µ(x1) of an auxiliary spectral cell problem parametrized
by x1 (because of the locally periodic structure), while the eigen-
functions localize with rate
√
ε. We compute also the first two
derivatives of the first eigenvalue µ(x1) of the auxiliary spectral
cell problem mentioned above, and give examples when µ(x1) has
a unique global minimum point, and when the conditions for the
localization can be formulated more explicitly.
1. Introduction
This paper deals with the leading terms in the asymptotics of the
eigenvalues and the eigenfunctions to the following Dirichlet spectral
problem in a thin domain with a periodically oscillating boundary:
−div(A(x1, x
ε
)∇uε) = λεuε in Ωε, (1)
with the Dirichlet condition on the boundary ∂Ωε. The asymptotics
is established in the case of locally periodically oscillating coefficients,
under structural assumptions given in terms of an eigenvalue problem
on the periodicity cell.
In [6], Friedlander and Solomyak studied the spectrum of the Dirich-
let Laplacian in a narrow strip
Ωε = {(x, y) ∈ R2 : −a < x < a, 0 < y < εh(x)},
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where ε is a small positive parameter. The following structural as-
sumptions were made: x = 0 is the unique global maximum of positive
function h(x), such that
h(x) > 0 continuous on I = [−a, a], a > 0
h(x) is C1 on I \ {0}, and
h(x) =
{
M − c+xm +O(xm+1), x > 0,
M − c−|x|m +O(xm+1), x < 0,
M, c−, c+ > 0, m ≥ 1.
In particular, the authors have proved the following asymptotics result.
Theorem 1.1 (Friedlander, Solomyak, 2009). Let λεj be the eigenvalues
of −∆ on Ωε with Dirichlet condition on Ωε. Then
µj = lim
ε→0
ε4(m+2)
−1
(
λεj −
π2
M2ε2
)
,
where µj are the eigenvalues of the operator on L
2(R) given by
− d
2
dx2
+ q(x), q(x) =
{
2πM−3c+xm, x > 0,
2πM−3c−xm, x < 0.
One notes that Theorem 1.1 tells that the decay of the profile (or
diameter) h(x1) in the vicinity of its maximum dictates the growth of
the eigenvalues λεj , and the rate of localization of the eigenfunctions,
as ε tends to zero.
The present paper aims at understanding the effect of oscillating
coefficients and oscillating boundary on the spectral asymptotics. In
Theorem 1.1, the authors imposed structural assumptions on the strip
profile h(x1), requiring for h(x1) a unique maximum points. In singu-
larly perturbed problems, when the leading term of the asymptotics
contains an oscillating function, being the first eigenfunction of an
auxiliary spectral cell problem, a standard assumption is on the corre-
sponding first eigenvalue (see for example [1]). In our case, we use also
the factorization technique, impose an assumption on the first eigen-
value µ1(x1) in the periodicity cell eigenvalue problem (see (8)), and
require that it has a unique minimum point. Even if such assumptions
are standard, it is often difficult to get an intuition for how they are
related to the geoemtry of the domain or the coefficients of the equa-
tion. In the present paper we show that the assumption in Theorem 1.1
is a specific case of (8) (see Example 5.1). We show that the global
minimizer of µ1 determines the point where the eigenfunctions localize.
In addition, the growth of µ in the vicinity of its minimum dictates the
rate of localization as well as the behavior of the eigenvalues.
The method we use is order to obtain the leading terms of the asymp-
totics of the eigenvalue and the eigenfunctions to (1) is homogenization
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via two-scale convergence. In particular, we use the singular measure
approach, and the two-scale compactness theorem proved in [20, 21]
(see also [5]), which is expressed in the current setting in [16].
The fundamentals of spectral asymptotics for elliptic operators has
been considered in [19], which has been successfully applied in homog-
enization problems (see for example [14]). There are many works in
which localization of eigenfunctions have been identified in the con-
text or due to oscillating coefficients and thin domains. We believe the
works most closely related to our problem are the following. In [17, 2],
spectral asymptotics and localization of eigenvalues in bulk domains
with large potentials were considered. In [15], spectral asymptotics
and localization of eigenvalues in thin domains with large potentials
were considered. Homogenization in domains with low amplitude os-
cillating boundaries were considered in [11, 3, 16]. Spectral asymptotics
of the Laplace operator in thin domains with slowly varying thickness
were considered in [7], [4], [12], where under the Dirichlet boundary
conditions the localization of eigenfunctions occur.
In order to capture the oscillations of the eigenfunctions, in [17, 2] the
factorization by an eigenfunction of an auxiliary spectral cell problem
was used. In the present paper, we also use the factorization technique.
However, due to the homogeneous Dirichlet boundary conditions, the
first eigenfunction ψ1(x1, y) of the auxiliary spectral problem (6) van-
ishes on the boundary of the cell, and the new unknown function satis-
fies a problem with degenerate coefficients. We overcome this difficulty
by working in weighted Sobolev spaces.
The rest of this paper is organized as follows. In Section 2, we de-
scribe the domain assumptions and state the problem and the hypothe-
ses. In Section 3, we establish a priori estimates for the eigenvalues and
the eigenfunctions, and prove the spectral asymptotics result of this
paper. In Section 5, we describe a scheme to compute the the leading
terms in the expansions of the eigenvalue and the eigenfunctions to (1).
2. Problem statement
The problem we consider is to describe the leading terms in the
asymptotics of the first eigenvalue λε1 and eigenfunction u
ε
1 to the prob-
lem (2), as ε tends to zero. The domain under consideration is a thin
cylinder with a periodically oscillating boundary, and the coefficients
are assumed to be smooth, periodically oscillating, and to satisfy the
strong ellipticity condition. The Dirichlet condition will be emposed
on the boundary. Here we specify the assumptions on the domain, and
the coefficients and boundary conditions separately.
2.1. A thin cylinder with a periodically oscillating boundary.
Let ε > 0 be a small parameter; the points in Rd are denoted by
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x = (x1, x
′), and I = (−1
2
, 1
2
). We are going to work in a thin cylinder
Ωε =
{
x = (x1, x
′) : x1 ∈ I, x′ ∈ εQ(x1, x1
ε
)
}
.
Here Q(x1, x1/ε) describes the locally periodic varying cross section of
the cylinder introduced in the following way.
We denote
Q(x1, y1) = {y′ ∈ Rd−1 : F (x1, y1, y′) > 0},
where F (x1, y1, y
′) is such that
(H1) F (x1, y1, y
′) ∈ C2(I×T1×Rd−1), whereT1 is the one-dimensional
torus.
(H2) Q(x1, y1) is non-empty, bounded, and simply connected.
To ensure that the conditions (H1), (H2) are fulfilled, we can take,
for example, F satisfying the assumptions
(F1) For each x1 and y1, F (x1, y1, 0) > 0 and F (x1, y1, y
′) < 0 for
|y′| ≥ R, for some R > 0. This guarantees that Q(x1, y1) is not
empty and bounded.
(F2) F (x1, y1, ·) does not have a nonpositive local maximum/minimum.
This guarantees that Q(x1, y1) is simply connected.
When F = F (y1, y
′) we have a periodic oscillating boundary, when
F = F (x1, y
′) we are in the case of slowly varying thickness, and finally,
when F = F (y′) the cylinder has uniform cross-section, constant along
the cylinder.
The boundary of Ωε consists of the lateral boundary of the cylinder
Σε =
{
x = (x1, x
′) : x1 ∈ I, F
(
x1,
x1
ε
,
x′
ε
)
= 0
}
,
and the bases Γ±ε =
{± 1
2
}× εQ(± 1
2
,±1
ε
)
.
The periodicity cell depends on x1 and is defined as follows
(x1) = {y = (y1, y′) ∈ T1 ×Rd−1 : y1 ∈ T1, y′ ∈ Q(x1, y1)}
= {y ∈ T1 ×Rd−1 : F (x1, y) > 0},
where T1 is the one-dimensional torus, realized with unit measure.
Since F (x1, y1, y
′) is periodic in y1, and F is regular, the boundary of
the periodicity cell ∂(x1) = {y : F (x1, y) = 0} is Lipschitz.
2.2. Dirichlet spectral problem in a thin oscillating domain.
In the thin domains with oscillating boundary Ωε of Section 2.1, we
consider the following Dirichlet spectral problem:
−div(A(x1, x
ε
)∇uε) = λεuε in Ωε, (2)
uε = 0 on ∂Ωε.
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The matrix A(x1, y) in (2) is assumed to be symmetric with entries
aij in C
2([0, 1], L∞(Td)), and satisfy the ellipticity condition
A(x1, y)ξ · ξ ≥ α|ξ|2, x1 ∈ I, a.e. y ∈ (x1), ξ ∈ Rd.
By the Hilbert-Schmidt theorem, for each ε > 0, the spectrum of (2)
is discrete and may be arranged as follows:
0 < λε1 < λ
ε
2 ≤ λε3 ≤ · · · , lim
j→∞
λεj =∞,
where the eigenvalues are counted as many times as their finite multi-
plicity.
Normalized by ∫
Ωε
uεiu
ε
j dx = ε
1/2εd−1δij , (3)
where δij is the Kronecker delta, the corresponding eigenfunctions form
an orthogonal basis in L2(Ωε).
We study the asymptotic behavior of the eigenpairs (λε, uε), as ε
tends to zero. The homogenization result for the eigenpairs (λε, uε),
as ε→ 0, is given in Theorem 3.3. In order to present the limit prob-
lem, we need an auxiliary spectral cell problem, which is introduced in
Section 3.1 (see (6)).
3. Spectral asymptotics
In this section, we identify the first two terms in the asymptotic
expansion of the first eigenvalue λε1 to (2):
λε1 =
µ0(0)
ε2
+
λ01
ε
+ o
(1
ε
)
, ε→ 0. (4)
For comparison with the result of Theorem 1.1, for smooth h with qua-
dratic growth at its maximum (m = 2), one has for the first eigenvalue
λε1 of the Dirichlet Laplacian in R
2,
λε1 =
π2/h(0)2
ε2
+
µ1
ε
+ o
(1
ε
)
, ε→ 0, (5)
where µ1 is the first eigenvalue of a harmonic oscillator. When com-
paring the asymptotics in (4) and (5) one notes that the oscillations
in the coefficients and the the domain do not change the structure of
the asymptotics, while the factors in both the leading terms 1/ε2 and
1/ε will change. In particular, the eigenvalue λε1 is still shifted a bit to
the right as the factor λ01 is positive. One notes also that the factors
µ1(0) and λ
0
1 in (4) agree with π
2/h(0)2 and µ1 in (5), for the Dirichlet
Laplacian in R2 as explained in Section 5.
To obtain the asymptotics (4) we will proceed as follows. First we will
derive a priori estimates for the first eigenvalue λε1 to (2). Then we will
make a change of variables with the aid of hypothesis (8) such that the
eigenvalues of the rescaled problem are bounded. Finally we show the
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convergence of the corresponding eigenvalues and their eigenfunction in
L2 using the method of two-scale convergence in domains with measure.
The result, which includes (4), is stated as Theorem 3.3.
3.1. A priori estimates for the first eigenvalue λε1. The radius of
the cylinder Ωε is of order ε, so the Dirichlet condition on the lateral
boundary suggests that in view of the variational principle, the first
eigenvalue λε1 should be of order ε
−2, as ε tends to zero. Consider a
smooth function of the form
vε(x) = v(x1)w(x
′/ε),
v(x1) ∈ C∞0 (R) with support in I, w(x′) ∈ C∞0 (B0(ρ)), where B0(ρ) is
the ball of a small fixed radius ρ centered at the origin in Rd−1 such
that I × εB0(ρ) ⊂ Ωε (c.f. (F1)). Using vε(x) as a test function in the
variational principle for λε1, we obtain
λε1 = min
v∈H10 (Ωε)\{0}
∫
Ωε
A
(
x1,
x
ε
)∇v · ∇v dx∫
Ωε
v2 dx
≤ C
∫
Ωε
|∇vε|2 dx∫
Ωε
(vε)2 dx
≤ C
ε2
,
for all small enough ε such that vε ∈ H10 (Ωε), and for some constant
C independent of ε. To identify the factor in 1/ε2, and to obtain
the corresponding estimate from below, one needs to choose the test
functions more carefully. In particular, for O(1/ε2) to be sharp an
optimal oscillating ε-periodic profile ψ along x1 has to be selected,
because |∇ψ(x1/ε)|2 = O(1/ε2).
Let (µ1, ψ1(x1, y)), for each x1 ∈ I, be the first eigenpair to the
following cell eigenvalue problem:
−divy(A(x1, y)∇yψ) = µ(x1)ψ in (x1), (6)
ψ = 0 on ∂(x1),
normalized by ∫
(x1)
ψ1(x1, y)
2 dy = 1. (7)
By the Krein-Rutman theorem, the first eigenvalue µ1(x1) > 0 is sim-
ple, and ψ1(x1, y) does not change sign in (x1), and may for example
be chosen positive. By the regularity of the coefficients A and the do-
main (x1) in x1, and the simplicity of the first eigenvalue µ1(x1), one
has µ1(x1) ∈ C2(I) (see [8, 9]).
We will use ψ1 to construct a test function in the variational for-
mulation for λε1. Namely, we are going to take a test function as a
product of ψ, taking care of the transversal oscillations, and a function
of x1 only. In the proof of Lemma 3.1 we will see that to minimize the
ratio in the variational principle, the latter function should localize in
the vicinity of the minimum point of µ1. This motivates the following
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structural assumption.
µ1(x1) has a unique global minimum at x1 = 0, and µ
′′
1(0) > 0. (8)
We will come back to this assumption in Section 5 and show how
it is related to the assumptions on the geometry of the cylinder in
Theorem 1.1, [7].
The following a priori estimate holds for the first eigenvalue.
Lemma 3.1. Let λε1 be the first eigenvalue to (2), and the first eigen-
value µ1(x1) to (6) satisfies (8). Then
λε1 =
µ1(0)
ε2
+O
(1
ε
)
, ε→ 0.
Proof. In the Rayleigh quotient,
λε1 = min
v∈H10 (Ωε)\{0}
∫
Ωε
A(x1,
x
ε
)∇v · ∇v dx∫
Ωε
v2 dx
,
we will use test functions of the form
vε(x) = ψ1
(
x1,
x
ε
)
v
( x1√
ε
)
,
where ψ1 > 0 is the first eigenfunction to (6), and v ∈ C∞0 (R) \ {0}
with support contained in I. Clearly vε ∈ H10 (Ωε). The Taylor theorem
and hypothesis (8) give
µ1(
√
εx1) = µ1(0) + εµ
′′
1(0)x
2
1 + o(εx
2
1), ε→ 0.
Using the boundedness of aij , the regularity properties of ψ1, re-scaling
and integrating by parts, we obtain
λε1 ≤
∫
Ωε
A
(
x1,
x
ε
)∇vε · ∇vε dx∫
Ωε
(vε)2 dx
=
ε−1
∫
Rd
(ψ21A)
(√
εx1,
x√
ε
)∇v · ∇v dx∫
Rd
ψ21
(√
εx1,
x√
ε
)
v2 dx
+
∫
Rd
(ψ1b+ ε
−1ψ1c+ ε−2µ1ψ21)
(√
εx1,
x√
ε
)
v2 dx∫
Rd
ψ21
(√
εx1,
x√
ε
)
v2 dx
≤ µ1(0)
ε2
+
C
ε
,
for some absolute constant C which is independent of ε, where
b(x1, y) =− divx(A(x1, y)∇xψ1(x1, y)), (9)
c(x1, y) =− divy(A(x1, y)∇xψ1(x1, y)) (10)
− divx(A(x1, y)∇yψ1(x1, y)).
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We proceed with the estimate from below. Let uε1 be the first eigen-
function to (2), normalized by
∫
Ωε
(uε1)
2 dx = 1, and let vε1 be such
that
uε1(x) = ψ1
(
x1,
x
ε
)
vε1(x).
Then by the ellipticity condition for A, by hypothesis (8) that µ1(0) is
the minimal value of µ1(x1), and the uniform boundedness of b(x1, y)
and c(x1, y), we get
λε1 =
∫
Ωε
(ψ21A)
(
x1,
x
ε
)∇vε1 · ∇vε1 dx
+
∫
Ωε
(ψ1b+ ε
−1ψ1c+ ε−2µ1ψ21)
(
x1,
x
ε
)
(vε1)
2 dx
≥ µ1(0)
ε2
− C
ε
,
which gives the desired estimate. 
It follows from the estimate in Lemma 3.1 that the first eigenfunction
uε1 concentrates (or localizes) in the vicinity of the minimum point of
µ1(x1) (here x1 = 0). Namely, for any γ > 0,∫
Ωε\Bγ (0)
(uε1)
2 dx < γ,
for all small enough ε, where Bγ(0) is the ball of radius γ centered at
the origin (c.f. Lemma 3.3 in [18]).
3.2. Spectral asymptotics. We introduce the homogenized problem
for eigenpairs (ν, v) on R:
− d
dz1
(
aeff
dv
dz1
)
+ (ceff +
1
2
µ′′1(0)z
2
1)v = νv, z1 ∈ R, (11)
where the constant coefficients aeff , ceff are defined as follows. Again,
µ1, ψ1 is the first eigenpair to (6) normalized by (7). Let
ceff = −
∫
(0)
ψ1(0, y)
(
divy(A(x1, y)∇xψ1(x1, y))
+ divx(A(x1, y)∇yψ1(x1, y))
)∣∣∣
x1=0
dy,
and the effective coefficient aeff is such that aeff > 0, and it is given by
aeff =
∫
(0)
d∑
j=1
ψ21(0, y)a1j(0, y)(δ1j + ∂yjN(y)) dy, (12)
with N ∈ H1((0), ψ21(0, y)) the unique solution such that∫
(0)
N2(y)ψ21(0, y) dy = 0,
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to the following auxiliary cell problem:
−divy((ψ21A)(0, y)∇yN) =
d∑
j=1
∂yj (ψ
2
1aj1)(0, y), y ∈ (0). (13)
In the definition of the effective coefficient aeff , the weighted Sobolev
space H1((0), ψ21(0, y)) is used. Denote
L2((0), ψ21(0, y)) =
{
v :
∫
(0)
v2(y)ψ21(0, y) dy <∞
}
,
the weighted Lebesgue space. Then H1((0), ψ21(0, y)) is defined as
H1((0), ψ21(0, y))
= {v ∈ L2((0), ψ21(0, y)) : ∇v ∈ L2((0), ψ21(0, y))},
with inner product
(u, v)H1((0),ψ21(0,y)) =
∫
(0)
u v ψ21(0, y) dy +
∫
(0)
(∇yu · ∇yv)ψ21(0, y) dy.
One notes that ψ21(0, y) > 0 for y ∈ (0) and ψ21(0, y) = 0 for y on
∂(0). Moreover,
ψ21(0, y) ∈ L1loc((0)),
1
ψ21(0, y)
∈ L1loc((0)). (14)
The first property in (14) ensures that C∞((0)) belongs to
H1((0), ψ21(0, y)), and the second property in (14) ensures that
H1((0), ψ21(0, y)) is a Hilbert space (c.f. [13, 10]).
In the cell problem (13), the classical non-homogeneous Neumann
condition is not there because the weight ψ21(0, y) effectively removes
the boundary ∂(0).
Lemma 3.2. The spectrum of the harmonic oscillator problem (11) is
discrete
ν1 < ν2 < . . . < νj →∞, j →∞.
The corresponding eigenfunctions vj ∈ L2(R) can be normalized by∫
R
vivj dx1 = δij. (15)
Theorem 3.3. Suppose that (8) holds. Let λεi , u
ε
i be the ith eigenpair
to (2), normalized by (3), and µ1, ψ1 be the first eigenpair to (6), ψ1
normalized by (46). Then
(i) λεi =
µ1(0)
ε2
+
λ0i
ε
+ o
(1
ε
)
, ε→ 0,
(ii)
1
εd−1
√
ε
∫
Ωε
∣∣∣uεi (x)− ψ1(0, xε)v0i ( x1√ε)∣∣∣2 dx→ 0, ε→ 0.
Here (ν0i , v
0
i ) is the ith eigenpair to (11), normalized by (15).
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The Dirichlet condition for uε1 on the lateral boundary of the cylinder
Ωε is captured in the limit by the radial profile ψ1(0, y) solving (6),
while the Dirichlet condition on the ends/bases of the cylinder Ωε is
translated into exponential decay of the longitudinal profile v solving
(11) as |z1| → ∞.
4. Proof of Theorem 3.3
4.1. Rescaled and shifted problem. Lemma 3.1 suggests studying
the asymptotics of
λε1 −
µ1(0)
ε2
= O(1),
as ε tends to zero. Moreover, the first eigenfunction tends to localize
in the vicinity of x1 = 0, which is the minimum point of µ1(x1). Let
us subtract µ1(0)/ε
2 from both sides of the equation (2), shifting the
spectrum to the left, and make the following change of unknowns:
z =
x√
ε
, uε(
√
εz) = ψ1
(√
εz1,
z√
ε
)
vε(z) ≡ (ψε1(z))2vε(z). (16)
The corresponding problem in the up-scaled domain
Ω˜ε =
1√
ε
Ωε,
takes the form
−divz
(
A˜ε∇zvε
)
+
(
Cε +
µ1(
√
εz1)− µ1(0)
ε
(ψε1)
2
)
vε
= νε(ψε1)
2vε in Ω˜ε, (17)
vε = 0 on Σ˜ε. (18)
Here, the coefficients and the potential are given by
A˜ε(z) = A˜
(√
εz1,
z√
ε
)
= ψ21
(√
εz1,
z√
ε
)
A
(√
εz1,
z√
ε
)
(19)
Cε(z) = C
(√
εz1,
z√
ε
)
(20)
=
[
− ψ1(x1, y)divy(A(x1, y)∇xψ1(x1, y))
− ψ1(x1, y)divx(A(x1, y)∇yψ1(x1, y))
− εψ1(x1, y)divx(A(x1, y)∇xψ1(x1, y))
](√
εz1,
z√
ε
)
,
and
νε = ελε − µ1(0)
ε
. (21)
The functions vεi and the number ν
ε
i are well-defined by (16) and
(21), in terms of λεi , u
ε
i and ψ1, and so ν
ε
i , v
ε
i is an eigenpair to the
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problem (17)–(18). The problem for vε (17)–(18) is well-posed in the
weighted Sobolev space H1(Ω˜ε, (ψ
ε
1)
2, Σ˜ε) defined as follows. Denote
L2(Ω˜ε, (ψ
ε
1)
2) =
{
v :
∫
Ω˜ε
v2(z)(ψε1)
2 dz <∞
}
,
the weighted Lebesgue space. Then H1(Ω˜ε, (ψ
ε
1)
2, Σ˜ε) is defined as
H1(Ω˜ε, (ψ
ε
1)
2, Σ˜ε)
= {v ∈ L2(Ω˜ε, (ψε1)2) : ∇v ∈ L2(Ω˜ε, (ψε1)2)d, v = 0 on Σ˜ε},
with inner product
(u, v)H1(Ω˜ε,(ψε1)2,Σ˜ε)
=
∫
Ω˜ε
u v (ψε1)
2 dz +
∫
Ω˜ε
∇zu · ∇zv (ψε1)2 dz.
One notes that (ψε1)
2 > 0 a.e. on the ends Σ˜ε, so the usual trace
mapping can be used in the definition of H1(Ω˜ε, (ψ
ε
1)
2, Σ˜ε). Moreover,
as (ψε1)
2 > 0 for z ∈ Ω˜ε and (ψε1)2 = 0 on the lateral boundary ∂Ω˜ε \Σ˜ε.
Furthermore,
(ψε1)
2 ∈ L1loc(Ω˜ε),
1
(ψε1)
2
∈ L1loc(Ω˜ε). (22)
The first property in (22) ensures that C∞(Ω˜ε) belongs to
H1(Ω˜ε, (ψ
ε
1)
2, Σ˜ε), and the second property in (22) ensures that
H1(Ω˜ε, (ψ
ε
1)
2, Σ˜ε) is a Hilbert space (c.f. [13, 10]).
Note that Cε is uniformly bounded thanks to the regularity proper-
ties of ψ1, and consequently adding a potential Cv
ε to (17) shifts the
spectrum by C and makes the potential positive.
Lemma 4.1. The spectrum of problem (17) is discrete, bounded from
below, and consists of a countably infinite number of points:
C ≤ νε1 < νε2 ≤ νε3 ≤ . . . ≤ vεi →∞,
counted as many times as their finite multiplicity, with the correspond-
ing eigenfunctions vεi forming a Hilbert basis in L
2(Ω˜ε, (ψ
ε
1)
2, Σ˜ε), nor-
malized by
ε−(d−1)/2
∫
Ω˜ε
|(√εz)|−1vεi vεj (ψε1)2 dz = δij . (23)
We might therefore obtain information about the asymptotics of the
eigenvalues and eigenfunctions to (2) by studying the spectral asymp-
totics of the problem (17)–(18), or view it as a change of variables in
studying (2). In any point of view the following a priori estimate for the
eigenfuction vε1 to the rescaled problem is a starting point of analysis.
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4.2. A priori estimates for the rescaled problem. Since we are
dealing with a dimension reduction problem, it is convenient to work
in spaces with measure charging the thin cylinder Ω˜ε. Namely, let us
denote for brevity
dµε(z) = ε
−(d−1)/2|(0)|−1χΩ˜ε(z)dz. (24)
Roughly speaking, we divide by the measure of the cross-section, and
the rescaled measure will converge to the one-dimensional Lebegues
measure charging the real line.
Lemma 4.2. The measure µε defined by (24) converges weak
∗ in the
space of Radon measures M(Rd), as ε → 0, to the measure µ defined
by
dµε ⇀ dz1 × δ(z′), z = (z1, z′) ∈ Rd, ε→ 0.
Proof. The proof is similar to one of Lemma 2.1 in [16] (see also the
convergence result in Section 3.2 [15]).
Let ϕ ∈ C0(Rd). Then∫
Rd
ϕ(z) dµε(z) =
∫
ε−1/2I
ε−
(d−1)
2
|(0)|
∫
√
εQ(
√
εz1,
z1√
ε
)
ϕ(z)dz′dz1.
Rescaling y′ = z′/
√
ε gives
1
|(0)|
∫
Rd
ϕ(z) dµε(z)
=
1
|(0)|
∫
ε−1/2I
1
|(0)|
∫
Q(
√
εz1,
z1√
ε
)
ϕ(z1,
√
εy′)dy′dz1.
Let us divide the interval ε−1/2I into subintervals (translated scaled
periods) Iεj =
√
ε[0, 1) +
√
εj, j ∈ Z.
On each interval we use the mean-value theorem choosing a point√
εξj and get
1
|(0)|
∑
j
∫
Iεj
∫
Q(
√
εz1,
z1√
ε
)
ϕ(z1,
√
εy′)dy′dz1
=
1
|(0)|
∑
j
∫
Iεj
∫
Q(
√
εξjz1,
z1√
ε
)
ϕ(ξj,
√
εy′)dy′dz1.
Since Q(x1, y1) is periodic with respect to y1, rescaling z1 = y1
√
ε yields
1
|(0)|
∑
j
√
ε
∫
T1
∫
Q(
√
εξj ,y1)
ϕ(ξj, εy
′)dy′dy1
=
1
|(0)|
∑
j
√
ε
∫
(
√
εξj)
ϕ(ξj, εy
′)dy.
LOCALIZATION OF EIGENFUNCTIONS 13
The last sum is a Riemann sum converging, as ε→ 0, to the following
integral
1
|(0)|
∑
j
√
ε
∫
(
√
εξj)
ϕ(ξj, εy
′)dy
→ 1|(0)|
∫
R
∫
(0)
ϕ(z1, 0) dydz1
=
∫
I
ϕ(z1, 0) dz1 =
∫
Rd
ϕ(z) dµ.

Lemma 4.3. Suppose that µ1(x1) has a unique global minimum point
at x1 = 0, i.e. (8) holds. Let v
ε
1 be the first eigenfunction to (17),
normalized by (23). Then we have the following estimates in spaces
with measure:
‖ψε1∇vε1‖L2(Rd,dµε) + ‖ψε1vε1‖L2(Rd,dµε) + ‖ψε1z1vε1‖L2(Rd,dµε) ≤ C.
Proof. The weak form of the equation for νε, vε is∫
Ω˜ε
A˜ε∇vε · ∇ϕdz +
∫
Ω˜ε
(
Cε +
µ1(
√
εz1)− µ1(0)
ε
(ψε1)
2
)
vε ϕdz (25)
= νε
∫
Ω˜ε
(ψε1)
2 vε ϕdz, (26)
for all ϕ ∈ H1(Ω˜ε, (ψε1)2, Σ˜ε).
We turn to the a priori estimates for the first eigenfunction vε1, under
the following normalization:∫
Rd
(ψε1)
2(vε1)
2 dµε = 1.
By Lemma 3.1,
νε1 = ελ
ε
1 −
µ1(0)
ε
= O(1), ε→ 0.
Taking the first eigenfunction as a test function in (25), we get∫
Rd
ψ21
(√
εz1,
z√
ε
)|∇zvε1|2 dµε(z)
≤ C
∫
Rd
(ψ21A)
(√
εz1,
z√
ε
)∇zvε1 · ∇zvε1 dµε(z)
= C
(
νε1
∫
Rd
ψ21
(√
εz1,
z√
ε
)
(vε1)
2 dµε(z)
−
∫
Rd
(ψ1b+ εψ1c)
(√
εz1,
z√
ε
)
(vε1)
2 dµε(z)
−
∫
Rd
(µ1(√εz1)− µ1(0)
ε
ψ21
)(√
εz1,
z√
ε
)
(vε1)
2 dµε(z)
)
≤ C,
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for some constant C which is independent of ε, where one has used the
boundedness of ψ1, b, and c.
By hypothesis (8), there exists an absolute constant C that is inde-
pendent of ε and such that
µ1(
√
εz1)− µ1(0)
ε
≥ Cz21 , z1 ∈
1√
ε
I.
Indeed, suppose that there exists a sequence ζj such that
µ1(
√
εζj)− µ1(0)
|√εζj|2 → 0, j →∞.
Since z1 ∈ (
√
ε)−1I, then for each fixed ε, |√εζj|2 is bounded, which
yields
µ1(
√
εζj)→ µ1(0), j →∞.
Then ζj → 0, by uniqueness of the minimum point 0. On the other
hand, since µ′′1(0) is strictly positive by assumption,
µ1(
√
εζj)− µ1(0)
|√εζj|2 =
1
2
µ′′1(0) + o(1) > αµ
′′
1(0) > 0, ζj → 0
for some α > 0, and we arrive to a contradiction.
Therefore, again by the integral identity for the eigenpair (νε1, v
ε
1),∫
Rd
ψ21
(√
εz1,
z√
ε
)
z21(v
ε
1)
2 dµε(z)
≤ C1
∫
Rd
ψ21
(√
εz1,
z√
ε
)µ1(√εz1)− µ1(0)
ε
(vε1)
2 dµε(z)
= C2
(
νε1
∫
Rd
ψ21
(√
εz1,
z√
ε
)
(vε1)
2 dµε(z)
−
∫
Rd
(ψ21A)
(√
εz1,
z√
ε
)∇zvε1 · ∇zvε1 dµε(z)
−
∫
Rd
(ψ1b+ εψ1c)
(√
εz1,
z√
ε
)
(vε1)
2 dµε(z)
)
≤ C,
for some constant C which is independent of ε, by the the bounded-
ness of A, ψ1, b, and c, and the above estimate for ψ1
(√
εz1,
z√
ε
)∇zvε1.
Lemma 4.3 is proved. 
4.3. Two-scale convergence. Let us formulate the definition of two-
scale convergence for our particular setting. For the specific weakly
convergent Radon measures in (24), as ε→ 0,
dµε(z) =
ε−(d−1)/2
|(√εz1)|χΩ˜ε(z)dz ⇀ dµ(z) = dz1 × dδ(z
′),
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a bounded sequence vε in L
2(Rd, dµε), that is
lim sup
ε→∞
∫
Rd
v2ε(z) dµε(z) <∞, (27)
is said to be weakly two-scale convergent at rate
√
ε to a function
v = v(z, y) ∈ L2(Rd ×(0), dµ× dy), vε 2⇀ v, if
lim
ε→0
∫
Rd
vε(z)ϕ(z)φ
( z√
ε
)
dµε(z) =
1
|(0)|
∫
Rd
∫
(0)
v(z, y)ϕ(z)φ(y) dy dµ(z),
for any φ ∈ C∞(T1 ×Rd−1) and any ϕ ∈ C∞0 (Rd).
A bounded sequence vε in L
2(Rd, dµε) is said to be strongly two-scale
converging to a function v ∈ L2(Rd ×(0), dµ× dy) if
lim
ε→0
∫
Rd
vε(z)wε(z) dµε(z) =
1
|(0)|
∫
Rd
∫
(0)
v(z, y)w(z, y) dy dµ(z),
for any weakly two-scale converging sequence wε
2
⇀ w in L2(Rd, dµε).
The following two-scale compactness principle holds.
Lemma 4.4. Let vε be bounded in L
2(Rd, dµε) (27). Then, along a
subsequence, vε converges weakly two-scale in L
2(Rd, dµε) to some v =
v(z, y) ∈ L2(Rd ×(0), dµ× dy).
4.4. Passage to the limit.
Lemma 4.5. Let (νε1, v
ε
1) be the first eigenpair to (17). Then, along
some subsequence, (νε1, ψ
ε
1v
ε
1) converge in R and weakly two-scale in
L2(Rd, dµε), respectively, to a pair (ν, ψ1(0, y)v), where (ν, v) is an
eigenpair to the effective problem (11).
Note that at this point we do not claim that (ν, v) is the first eigenpair
of the limit problem.
Proof. By the two-scale compactness principle, using the a priori esti-
mates in Lemma 4.3 for ψε1 v
ε
1, there exist v, w ∈ L2(Rd × (0), dz1 ×
dδ(z′)× dy) such that along some subsequence, still denoted by ε, the
following weak two-scale convergences hold in L2(Rd, dµε):
ψ1
(√
εz1,
z√
ε
)
vε1
2
⇀ w(z1, y), (28)
ψ1
(√
εz1,
z√
ε
)∇zvε1 2⇀ p(z1, y), (29)
as ε tends to zero, and in particular w, p ∈ L2(R × (0)). Let ν be
such that νε converges to ν in R, restricting to a further subsequence
if necessary.
By the boundedness of the gradient of vε1, Lemma 4.3 or (28)–(29),
one notes that necessarily w = ψ1(0, y)v(z1) for some function v =
LOCALIZATION OF EIGENFUNCTIONS 16
v(z1) ∈ L2(R). To see this one uses the two-scale convergence in (28)
and oscillating test functions of the form
Φε(z) =
√
εϕ(z)φ
( z√
ε
)
,
where ϕ ∈ C∞0 (Rd) and φ ∈ C∞0 (T1 ×Rd−1). On the one hand,∫
Rd
(ψ21)
εvε1∂ziΦ
ε dµε
=
∫
Rd
(ψ21)
εvε1
(√
ε(∂ziϕ)φ(y) + ϕ∂yiφ
)
(
√
εz1,
z√
ε
) dµε
→
∫
R
1
|(0)|
∫
(0)
ψ1(0, y)w(z1, y)ϕ∂yiφ dy dz1, (30)
as ε tends to zero, where one has used that ψε1∂ziΦ
ε is strongly two-
scale convergent to ψ1(0, y)ϕ(z)∂yiφ(y) in L
2(Rd, dµε). On the other
hand, ∫
Rd
(ψ21)
εvε1∂ziΦ
ε dµε = −
∫
Rd
∂zi((ψ
2
1)
εvε1)Φ
ε dµε. (31)
Because
∂zi(ψ
2
1(
√
εz1,
z√
ε
)vε1) = (ψ
2
1)
ε∂ziv
ε
1 + 2
√
ε(∂ziψ1)
εψε1v
ε
1 +
1√
ε
(∂yiψ1)
εψε1v
ε
1,
one has, by the boundedness of ψε1∇zvε1,∫
Rd
∂zi((ψ
2
1)
εvε1)Φ
ε dµε →
∫
R
1
|(0)|
∫
(0)
2wϕ(z)φ(y)∂yiψ1(0, y) dy dz1,
(32)
as ε tends to zero. It follows from (30)–(32) that
ψ1(0, y)∇yw = 2w∇ψ1(0, y),
almost everywhere in R×(0). One concludes that,
w(z1, y) = ψ1(0, y)v(z1),
for some v = v(z1) ∈ L2(R).
We proceed to the two-scale limit p of ψε1∇zvε1. Let Φ = Φ(z1, y) be
such that
divy(ψ
2
1(0, y)Φ(z1, y)) = 0 in T×Rd−1. (33)
Then one the one hand by (29),∫
Rd
(ψ21)
ε∇zvε1 · Φε dµε →
∫
R
1
|(0)|
∫
(0)
ψ1(0, y)p(z1, y) · Φ(0, y) dy dz1,
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as ε tends to zero. On the other hand by the choice of test functions,
compactly supported Φ,∫
Rd
(ψ21)
ε∇zvε1 · Φε dµε
=
∫
Rd
(ψ21)(0,
z√
ε
)∇zvε1 · Φε dµε + o(1)
= −
∫
Rd
vε1(ψ
2
1)
ε(divzΦ)
ε dµε + o(1)
→ −
∫
R
1
|(0)|
∫
(0)
ψ21(0, y)v(z1)(divzΦ)(0, y) dy dz1
=
∫
R
1
|(0)|
∫
(0)
∇zv(z1) · ψ21(0, y)Φ(0, y) dy dz1,
as ε tends to zero, for any dz1 × dδ(z′) gradient ∇zv of v. Therefore,∫
R
∫
(0)
( p
ψ1(0, y)
+∇zv
)
· ψ21(0, y)Φ(0, y) dy dz1 = 0,
for any solution Φ to (33). By the solenoidal nature of ψ21(0, y)Φ(z1, y),
p
ψ1(0, y)
+∇zv = ∇yq,
for some q ∈ L2(R, H1((0))). It follows that
p = ψ1(0, y)(∇zv +∇yq),
almost everywhere in R×(0), for some q ∈ L2(R, H1((0))).
To sum up, by the two-scale compactness principle for sequences with
bounded gradient, there exists v ∈ L2(R) and q ∈ L2(R, H1((0)))
such that two-scale weakly in L2(Rd, dµε),
ψε1v
ε
1
2
⇀ ψ1(0, y)v(z1),
ψε1∇zvε1 2⇀ ψ1(0, y)(∇dz1×dδ(z
′)v(z1) +∇yq(z1, y)),
as ε tends to zero. One notes that
∇dz1×dδ(z′)v = (∂z1v, r),
where r ∈ L2(R) is some transverse gradient of v with respect to the
measure dz1 × dδ(z′).
We are now in a position to pass to the limit in the equation for
νε, vε. The variational form of the equation for νε, vε, in terms of the
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measure dµε, is∫
Rd
(ψ21A)
(√
εz1,
z√
ε
)∇zvε · ∇zϕdµε
+
∫
Rd
(ψ1(b+ εc) +
µ1(x1)− µ1(0)
ε
ψ21)
(√
εz1,
z√
ε
)
vεϕdµε
= νε
∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεϕdµε, (34)
for any ϕ ∈ H1(Rd).
We will pass to the limit as ε tends to zero in (34) using the two-scale
converge. Let ϕ ∈ C∞0 (Rd). Then∫
Rd
(ψ21A)
(√
εz1,
z√
ε
)∇zvε · ∇zϕdµε
=
∫
Rd
ψ1
(√
εz1,
z√
ε
)∇zvε · (ψ1A)(√εz1, z√
ε
)∇zϕdµε
→
∫
R
∫
(0)
p(z1, y) · (ψ1A)(0, y)∇zϕ(z1, 0) dy dz1
=
∫
R
∫
(0)
(ψ1A)(0, y)p(z1, y) dy · ∇zϕ(z1, 0) dz1,
as ε tends to zero, because (ψ1A)
(√
εz1,
z√
ε
)∇zϕ converges strongly
two-scale in L2(Rd, dµε) to (ψ1A)(0, y)∇zϕ(z1, 0) ∈ L2(R×(0)). Be-
cause ((b+εc)ψ1)
(√
εz1,
z√
ε
)
ϕ converges strongly two-scale in L2(Rd, dµε)
to
b(0, y)ψ1(0, y)ϕ(z1, 0) ∈ L2(R×(0)),∫
Rd
(ψ1(b+ εc))
(√
εz1,
z√
ε
)
vεϕdµε
→
∫
R
∫
(0)
b(0, y)w(z1, y) dy ϕ(z1, 0) dz1,
as ε tends to zero. Because νεψ1
(√
εz1,
z√
ε
)
ϕ converges strongly two-
scale in L2(Rd, dµε) to νψ1(0, y)ϕ(z1, 0) ∈ L2(R×(0)),
νε
∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεϕdµε
→ ν
∫
R
∫
(0)
ψ1(0, y)w(z1, y) dy ϕ(z1, 0) dz1,
as ε tends to zero. By the Taylor theorem, and hypothesis (8),
µ1(
√
εz1)− µ1(0)
ε
=
1
2
µ′′1(0)z
2
1 + o(z
2
1),
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as ε tends to zero, so by the compact support of ϕ,∫
Rd
µ1(
√
εz1)− µ1(0)
ε
ψ21
(√
εz1,
z√
ε
)
vεϕdµε
=
∫
Rd
1
2
µ′′1(0)z
2
1ψ
2
1
(√
εz1,
z√
ε
)
vεϕdµε + o(1)
→
∫
R
1
2
µ′′1(0)z
2
1
∫
(0)
ψ1(0, y)w(z1, y) dy ϕ(z1, 0) dz1,
as ε tends to zero, because 1
2
µ′′1(0)z
2
1ψ1
(√
εz1,
z√
ε
)
ϕ converges strongly
two-scale in L2(Rd, dµε) to
1
2
µ′′1(0)z
2
1ψ1(0, y)ϕ ∈ L2(R × (0)). In
conclusion,∫
R
∫
(0)
(ψ1A)(0, y)p(z1, y) dy · ∇zϕ(z1, 0) dz1
+
∫
R
∫
(0)
b(0, y)w(z1, y) dy ϕ(z1, 0) dz1
+
∫
R
1
2
µ′′1(0)z
2
1
∫
(0)
ψ1(0, y)w(z1, y) dy ϕ(z1, 0) dz1
= ν
∫
R
∫
(0)
ψ1(0, y)w(z1, y) dy ϕ(z1, 0) dz1, (35)
for any ϕ ∈ C∞0 (Rd).
Using
w(z1, y) = ψ1(0, y)v(z1),
p(z1, y) = ψ1(0, y)
(
(∂z1v(z1), r) +∇yq(z1, y)
)
,
and the normalization of ψ1, transforms (35) into∫
R
∫
(0)
(ψ21A)(0, y)
(
(∂z1v(z1), r) +∇yq(z1, y)
)
dy · ∇zϕ(z1, 0) dz1
+
∫
R
∫
(0)
(ψ1b)(0, y) dy v(z1)ϕ(z1, 0) dz1
+
∫
R
1
2
µ′′1(0)z
2
1v(z1)ϕ(z1, 0) dz1
= ν
∫
R
v(z1)ϕ(z1, 0) dz1, (36)
for any ϕ ∈ C∞0 (Rd) (should be C∞(Rd) if possible).
To compute q one uses oscillating test functions of the form
Φε(z) =
√
εφ(z)ϕ
( z√
ε
)
,
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with φ ∈ C∞0 (Rd) and ϕ ∈ C∞((0)). One has
∇zΦε(z) = φ(z)∇yϕ
( z√
ε
)
+
√
εϕ
( z√
ε
)∇zφ(z).
By passing to the limit as ε tends to zero in (34) with test functions Φε,
using their fixed compact support, one obtains from the weak two-scale
convergence of ψ1
(√
εz1,
z√
ε
)
vε1,∫
R
∫
(0)
(ψ21A)(0, y)((∂z1v, r) +∇yq) · ∇yϕdy φ(z1, 0) dz1 = 0, (37)
for any φ ∈ C∞0 (Rd) and any ϕ ∈ C∞((0)). If
q(z1, y) = N(y) · (∂z1v(z1), r), (38)
equation (37) requires for N(y) to satisfy∫
R
∫
(0)
d∑
r,j=1
(ψ21arj)(0, y)∂yjN1∂yrϕdy ∂z1vφ(z1, 0) dz1
+
∫
R
∫
(0)
d∑
k=2
d∑
r,j=1
(ψ21arj)(0, y)∂yjNk∂yrϕdy rkφ(z1, 0) dz1
= −
∫
R
∫
(0)
d∑
r=1
(ψ21ar1)(0, y)∂yrϕdy ∂z1v φ(z1, 0) dz1
−
∫
R
∫
(0)
d∑
r=1
d∑
j=2
(ψ21arj)(0, y)∂yrϕdy rj φ(z1, 0) dz1,
for any φ ∈ C∞0 (Rd) and any ϕ ∈ C∞((0)). LetNk ∈ H1((0), ψ21(0, y))
be such that ∫
(0)
Nk(y)ψ
2
1(0, y) dy = 0,
and
−divy((ψ21A)(0, y)∇yNk) =
d∑
j=1
(ψ21akj)(0, y), y ∈ (0).
That is,∫
(0)
(ψ21A)(0, y)∇yNk · ∇yϕdy = −
∫
(0)
d∑
j=1
(ψ21akj)(0, y)
∂ϕ
∂yj
dy,
(39)
for any ϕ ∈ H1((0), ψ21(0, y)). Then Nk are well defined because the
bilinear form on the left hand side in (39) is coercive on
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H1((0), ψ21(0, y))/R, by the ellipticity condition on A and positivity
of ψ21(0, y), and the compatibility condition is satisfied:∫
(0)
div((ψ21ak)(0, y)) dy =
∫
(0)
(ψ21ak)(0, y) · ν dy = 0,
where ak is the kth row of A, using that ψ1(0, y) is zero on ∂(0).
Therefore, the vector N is such that (38) holds, and in particular,
ψ1
(√
εz1,
z√
ε
)∇zvε1 2⇀ ψ1(0, y)((∂z1v, r) +∇yN · (∂z1v, r)), (40)
weakly in L2(Rd, dµε) as ε tends to zero.
Let the effective d× d matrix Aeff with entries aeffij be defined by
aeffij =
∫
(0)
d∑
k=1
(ψ21aik)(0, y)(δkj + ∂ykNj(y)) dy. (41)
We compute the effective flux Aeff(∂z1v, r). Let ϕ(z) = z · φ(z1), where
φ(z1) is a vector with components φj ∈ C∞0 (R) and φ1(z1) = 0. Then
ϕ→ 0,
∇zϕ→ φ(z1),
strongly in L2(Rd, dµε), as ε tends to zero. By passing to the limit as
ε tends to zero in the variational form (34) of the equation for vε1 (or
equivalently setting ϕ = z · φ in (36)), and using the definition of Aeff
and the characterization of the limit of ∇zvε1 ((38),(40)), one obtains∫
R
Aeff(∂z1v, r) · φ(z1) dz1 = 0,
for any φ(z1) ∈ C∞0 (R). It follows that the transverse component of
the effective flux is zero:
Aeff(∂z1v, r) =
(∑
j
aeff1j ∂z1v, 0
)
= Aeff(∂z1v, 0), (42)
recalling that φ1 = 0. More precisely, setting ϕ = yi, i = 2, . . . , d, re-
spectively, as test functions in the variational form (39) of the equations
for Nj gives ∫
(0)
d∑
k=1
(ψ21aik)(0, y)(δkj + ∂ykNj(y)) dy = 0,
for j = 1, . . . , d. In view of the definition of Aeff (41), this means that
aeffij = 0, (43)
for all (i, j) 6= (1, 1). That is, all transverse components of the effective
matrix are zero. It follows that the effective flux in (42) reduces to
Aeff(∂z1v, r) = (a
eff
11∂z1v, 0).
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One may verify that aeff11 > 0 as follows. Use Ni as a test function in
the variational form (39) of the equation for Nj to obtain,
aeffij =
∫
(0)
(ψ21A)(0, y)∇y(yi +Ni(y)) · ∇y(yj +Nj(y)) dy. (44)
It follows from (43) and (44) that Aeff is symmetric and positive semi-
definite by the same properties of A. In particular, by (44),
aeff11 =
∫
(0)
(ψ21A)(0, y)∇y(y1 +N1(y)) · ∇y(y1 +N1(y)) dy
≥
∫
(0)
ψ21(0, y)|∇y(y1 +N1(y))|2 dy.
Suppose that aeff11 = 0. Then by the last inequality, ψ
2
1(0, y)∇y(y1 +
N1(y)) = 0 a.e. in (0), which by the connectedness of (0) and the
positivity of ψ21 implies that y1 +N1(y) is constant, which contradicts
the periodicity of N1 in y1. Therefore,
aeff11 > 0.
We show that ν, v is an eigenpair to the effective equation (11). By
passing to the limit in the variational form (34) of the equation for vε1 (or
equivalently reading off from (36)), using a test function ϕ ∈ C∞0 (Rd),
one obtains∫
R
aeff∂z1v(z1)∂z1ϕ(z1, 0) dz1 +
∫
R
(
ceff +
1
2
µ′′1(0)z
2
1
)
v(z1)ϕ(z1, 0) dz1
= ν
∫
R
v(z1)ϕ(z1, 0) dz1,
for any ϕ ∈ C∞0 (Rd). This shows that ν, v is an eigenpair to the
problem (11), by the density of the traces of C∞0 (R
d) in C∞0 (R). 
Now we show that ν, v is necessarily the first eigenpair to the effective
equation and conclude that full ε sequence νε1 , v
ε
1 converges.
Lemma 4.6. The whole sequence (νε1, ψ
ε
1v
ε
1) converges to (ν1, ψ1(0, y)v1),
in R and weakly two-scale in L2(Rd, dµε), respectively, where ν1, v1 is
the first eigenpair of the limit problem (11).
Proof. We show that ν, v is the first eigenvalue to the limit problem
(11), and the whole sequences νε1, v
ε
1 converge.
Let φε be a smooth cutoff for the interval I such that
φε ∈ C∞(I),
φε = 0 on ∂I,
0 ≤ φε ≤ 1 in I,
φε(x1) = 1 for dist(x1, ∂I) > ε,
ε|∂x1φε| ≤ 1.
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Say,
φε(x1) =
{
dist(x1
ε
, ∂I), 0 ≤ dist(x1, ∂I) ≤ ε,
1, otherwise.
Then the function φε(
√
εz1) is smooth and cuts off the growing interval
1√
ε
I in a
√
ε neighborhood of its boundary, with gradient satisfying the
estimate ∣∣∂z1(φε(√εz1))∣∣ ≤ 1√ε.
Let ν1, v1 be the first eigenpair to the limit problem (11). Now we
will consider the following test function in the variational principle for
the eigenvalue νε:
wε(z) = φ
ε(
√
εz1)
(
v1(z1) +
√
εN1
( z√
ε
)
∂z1v1(z1)
)
.
By the definitions of φε, v1, N1, one has for any ε > 0, w
ε ∈ H1(Rd) \
{0}, with vanishing trace on the end planes {z = (z1, z′) ∈ Rd : z1 ∈
∂ 1√
ε
I
}
.
Then for νε1 = ελ
ε
1 − µ1(0)/ε one has from the variational principle,
using the test function wε,
νε1 ≤
∫
Rd
(ψ21A)
(√
εz1,
z√
ε
)∇zwε(z) · ∇zwε(z) dµε(z)∫
Rd
ψ21
(√
εz1,
z√
ε
)
w2ε(z) dµε(z)
+
∫
Rd
(εψ1b+ ψ1c + ε
−1(µ1 − µ1(0))ψ21)
(√
εz1,
z√
ε
)
w2ε(z) dµε(z)∫
Rd
ψ21
(√
εz1,
z√
ε
)
w2ε(z) dµε(z)
.
One has with z = (z1, z
′),
∂z1wε(z) = (∂z1(φ
ε(εz1)))(v1(z1) +
√
εN1
(√
εz1,
z√
ε
)
∂z1v1(z1))
+ φε(
√
εz1)
((
1 + ∂y1N
(√
εz1,
z√
ε
))
∂z1v1(z1)
)
,
∇z′wε(z) = ∂z1v1(z1)∇y′N1
( z√
ε
)
.
The following estimates follows:∫
Rd
ψ21
(√
εz1,
z√
ε
)
w2ε(z) dµε(z) =
∫
R
v21(z1) dz1 + o(1),
and ∫
Rd
(ψ21A)
(√
εz1,
z√
ε
)∇zwε(z) · ∇zwε(z) dµε(z)∫
Rd
ψ21
(√
εz1,
z√
ε
)
w2ε(z) dµε(z)
≤
∫
R
aeff(∂z1v1(z1))
2 dz1 + o(1),
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and ∫
Rd
(εψ1b+ ψ1c+ ε
−1(µ1 − µ1(0))ψ21)
(√
εz1,
z√
ε
)
w2ε(z) dµε(z)∫
Rd
ψ21
(√
εz1,
z√
ε
)
w2ε(z) dµε(z)
=
∫
R
(
ceff +
1
2
z21µ
′′
1(0)
)
v21(z1) dz1 + o(1),
as ε tends to zero. By the variational principle (or directly from the
variational form of the equation with v1 as test function) for the first
eigenvalue ν1 for the limit problem (11),
ν1 =
∫
R
aeff(∂z1v1(z1))
2 dz1 +
∫
R
(
ceff + 1
2
z21µ
′′
1(0)
)
v21(z1) dz1∫
R
v21(z1) dz1
.
One gets the estimate, along a subsequence,
νε1 ≤ ν1 + o(1),
as ε tends to zero. One concludes that for the whole ε sequence,
lim
ε→0
νε1 = ν = ν1.
In terms of λε1 this estimate reads,
λε1 =
µ1(0)
ε2
+
ν1
ε
+ o
(1
ε
)
,
as ε tends to zero.
By the simplicity of the first eigenvalue ν1 to the limit problem (11),
the whole sequence vε1 converges to v(z1) = v1(z1), the first eigenfunc-
tion to the limit problem (11). 
Using the fact that the limit of νε1 , v
ε
1 is the first eigenpair to the
effective equation (11), we derive the following a priori estimate for the
second eigenvalue νε2 to the problem (17).
Lemma 4.7. Let νε2 be the second eigenvalue to the problem (17). Then
νε2 ≤ ν2 + o(1),
as ε tends to zero.
Proof. One notes that vε1 is almost orthogonal to v2(z1) as ε tends to
zero because vε1 converges to v1(z1) which is orthogonal to v2(z1). Let
wε2 = φ
ε(
√
εz1)
(
v2(z1) +
√
εN1
( z√
ε
)
∂z1v2(z1)
)
.
Then vε1 is almost orthogonal to w
ε
2. One may therefore use
wε2(z)−
(wε2(z), v
ε
1)
(vε1, v
ε
1)
vε1
as a test function in the variational principle for νε2. 
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Lemma 4.8. Suppose that for all i ≤ k,
lim
ε→0
ψ1
(√
εz1,
z√
ε
)
vεi = vi strongly in L
2(Rd, dµε).
Let m > k. Then vεm is asymptotically orthogonal to vi for all i ≤ k:
lim
ε→0
∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεm(z)vi(z1) dµε(z) = 0,
and vm is asymptotically orthogonal to v
ε
i for all i ≤ k:
lim
ε→0
∫
Rd
ψ21
(√
εz1,
z√
ε
)
vm(z1)v
ε
i (z) dµε(z) = 0.
Proof. Let m > k. Then by the orthonormalization (23) of the eigen-
functions vεj ,∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεm(z)vi(z1) dµε(z)
=
k∑
i=1
∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεm(z)v
ε
i (z) dµε(z)
+
k∑
i=1
∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεm(z)(vi(z1)− vεi (z)) dµε(z)
=
k∑
i=1
∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεm(z)(vi(z1)− vεi (z)) dµε(z).
By the normalization of vεm, ψ1
(√
εz1,
z√
ε
)
vεm is bounded in L
2(Rd, dµε).
The first asymptotic orthogonality follows from the convergence of
ψ1
(√
εz1,
z√
ε
)
vεi to vi in L
2(Rd, dµε) because∫
Rd
ψ21
(√
εz1,
z√
ε
)
vεm(z)(vi(z1)− vεi (z)) dµε(z) = o(1),
as ε tends to zero, for any i ≤ k.
The second asserted asymptotic orthogonality follows from the strong
convergence and the orthogonality of vm to vi for i 6= m. 
We approach the convergence of spectrum by considering the second
eigenvalue for illustration.
Lemma 4.9. νε2 → ν2, as ε→ 0.
Proof. The second eigenfunction vε2 is almost orthogonal to v
ε
1 when ε
small. Then νε2, v
ε
2 converges along a subsequence (using estimate in
previous lemma for a priori estimates for two-scale convergence) to an
eigenpair ν, v such that v is almost orthogonal to v1. By a previous
lemma we must have ν = ν2, and thus v = v2, using that all eigenvalues
of the limit problem are simple. 
Lemma 4.10. Convergence of the spectrum.
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Proof. We know that (νε1 , v
ε
1) → (ν1, v1). Suppose that (νεi , vεi ) →
(νi, vi) for all i ≤ k. Let
wεk+1 = φ
ε(
√
εz1)
(
vk+1(z1) +
√
εN1(
z√
ε
)∂z1vk+1(z1)
)
.
One verifies that wεk+1 is asymptotically orthogonal to vi for all i ≤ k,
using the previous lemma. Then one shows that
vεk+1(z)−
k∑
i=1
(wεk+1(z), v
ε
i (z))
(vεi (z), v
ε
i (z))
vεi (z)
are nonzero test functions for all ε. Use these test functions to obtain
the estimate
νεk+1 ≤ νk+1 + o(1),
as ε tends to zero. Then one can prove that νεk+1, v
ε
k+1 converges to
some eigenpair. Use the simplicity and the upper estimate for νεk+1 to
conclude that for the full ε sequence
lim
ε→0
νεk+1 = νk+1.
This shows by induction that
lim
ε→0
νεi = νi,
for any i, and that the corresponding eigenfunctions converge. 
Putting the above sequence of lemmas together, one concludes The-
orem 3.3.
5. Computing the leading terms
In this section we connect hypothesis (8) with the hypothesis in
Theorem 1.1. We also describe a scheme to compute the effective co-
efficients and the leading terms in the expansions of the eigenpairs
in Theorem 3.3. The procedure goes as follows:
1. Locating the global minimum of the principle eigenvalue µ1.
2. Computing the effective coefficients aeff , ceff .
3. Computing the eigenpair λ01, v
0
1.
Because we do not have an effective characterization of the minimum
of principal eigenvalue µ1, some iterative procedure could be useful,
say the Newton method. For this purpose we compute the derivative
µ′1 with respect to x1. The Hessian µ
′′
1 can be obtained by the simi-
lar procedure to that of Lemma 5.1 below, or a finite difference after
computing µ1(x1) at points close to the minimum.
Lemma 5.1. Let µ1, ψ1 be the principle eigenpair to the problem
−divy(A(x1, y)∇yψ) = µ(x1)ψ in (x1), (45)
ψ = 0 on ∂(x1),
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normalized by ∫
(x1)
ψ21 dy = 1. (46)
Let Vn be the outward normal velocity of the boundary ∂(x1), and let
V be a globally defined velocity field for (x1), with respect to x1. Then
µ′1 =
∫
(x1)
∂A
∂x1
∇ψ1 · ∇ψ1 dy −
∫
∂(x1)
(A∇yψ1 · ∇yψ1)(V · ν) dσ
+ 2
∫
(x1)
(A∇yψ1 · ∇y(∇yψ1 · V )− µ1ψ1(∇yψ1 · V )) dy.
To prove Lemma 5.1 we will consider separately the contributions
to the linearizations from the dependence on the coefficients A(x1, y)
and the the dependence on the change in shape of (x1). Lemma 5.1
follows directly from Lemma 5.3 and 5.4 below.
The following example relates hypothesis (8) to the hypothesis used
in [19] for a smooth profile h. We will make use of the following bound-
ary point property for the first eigenfunction ψ1 to the problem (6).
Lemma 5.2. Let µ1, ψ1 be the first eigenpair to the problem (6), with
sign chosen such that ψ1(x1, y) > 0 everywhere in (x1). Then
∇yψ1(x1, y) · ν < 0 a.e. y ∈ ∂(x1),
for any x1 ∈ I.
Proof. One notes that for any x ∈ I, ψ1(x1, y) is continuous up to the
boundary in y, and satisfies ψ1(x1, y0) = 0 for any y0 ∈ ∂(x1), and in
particular ψ1(x1, y) > ψ1(x1, y0) = 0 for every y ∈ (x1). Moreover,
ψ1 is a subsolution to the equation
−divy(A(x1, y)∇yψ1)− µ1ψ1 = 0, y ∈ (0).
By the Lipschitz continuity of ∂(x1), at almost every y0 ∈ ∂(x1),
the outward unit normal ν exists, the outward normal derivative ex-
ists ∇yψ1 · ν, and there is a ball BR(y) ⊂ (x1) with y0 ∈ ∂BR(y).
The assertion then follows from the classical argument using the weak
maximum principle (c.f. Lemma 3.4 in [8]). 
Example 5.1. Consider the case of the Dirichlet Laplacian −∆ in a
finite thin strip in R2, with profile given by a smooth positive h(x1),
x1 ∈ [−1, 1]:
Ωε = {x : −1 < x1 < 1, 0 < x2 < εh(x1)}.
A function F : [−1, 1]×T1 ×R→ R such that
Ωε = {x : x1 ∈ (−1, 1), F (x1, x/ε) > 0}
is
F (x1, y) =
y2
h(x1)
(
1− y2
h(x1)
)
.
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The corresponding up-scaled cell is
(x1) = {y : F (x1, y) > 0} = {y : y1 ∈ T1 : 0 < y2 < h(x1)}.
The normal velocity of ∂(x1) is
V · ν = − ∂x1F|∇yF | = −
h′y2
h
, (47)
and a globally defined smooth domain velocity field on (x1) is
V =
(
0,−h
′y2
h
)
.
By Lemma 5.1,
µ′1 = −
∫
∂(x1)
|∇yψ1|2(V · ν) dσ
+ 2
∫
(x1)
((∇yψ1 · ν)∇y(∇yψ1 · V )− µ1ψ1(∇yψ1 · V )) dy
= −
∫
∂(x1)
|∇yψ1|2(V · ν) dσ + 2
∫
∂(x1)
(∇yψ1 · ν)(∇yψ1 · V ) dσ
=
∫
∂(x1)
|∇yψ1|2(V · ν) dσ,
where one in the second step has used the divergence theorem and the
equation (45), and in the third step has used that here (ξ · ν)(ξ · V ) =
|ξ|2(V · ν), ξ ∈ T1 ×R. One has ∫
∂(x1)
|∇yψ1|2 dσ > 0, by the bound-
ary point property, Lemma 5.2, irregardless of the sign chosen for ψ1.
(In other words, because otherwise the critical set {y ∈ (x1) : ψ1 =
0, ∇yψ1 = 0} would be of positive (d−1)-dimensional measure.) It fol-
lows that µ′1(x1) = 0 if and only if h
′(x1) = 0. Therefore by (47), the
hypothesis of unique minimum of µ1(x1) is equivalent to the existence
of a unique maximum of h(x1) in this example. One might remark that
in this example, one also has access to both the domain monotonic-
ity of the eigenvalues, as well as the exact eigenpair, none of which is
available if A(x1, y) is not constant in the fast variable y.
We conclude this section by computing the linearization given in
Lemma 5.1. We first compute µ′1 for a constant cell , that is (x1)
independent of x1.
Lemma 5.3. Suppose that (x1) =  is independent of x1. Let
A(x1, y) and ∂ be sufficiently smooth. Let µ1, ψ1 be the principle
eigenpair to
−divy(A(x1, y)∇yψ) = µ(x1)ψ in ,
with the homogeneous Dirichlet condition on ∂, and normalized by∫

ψ21 dy = 1.
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Then by the Fre´chet differentiability of the eigenpair and the bilinear
forms associated to the problem, remarking that µ1 is simple, and
µ′1 =
∫

∂A
∂x1
∇yψ1 · ∇yψ1 dy.
Proof. For any test function ϕ ∈ H10 (),∫

A∇yψ1 · ∇yϕdy = µ1
∫

ψ1ϕdy. (48)
Differentiate both sides with respect to x1, to obtain∫

∂A
∂x1
∇yψ1 · ∇yϕdy +
∫

A∇y ∂ψ1
∂x1
· ∇yϕdy
= µ′1
∫

ψ1ϕdy + µ1
∫

∂ψ1
∂x1
ϕdy. (49)
Noting that ∂x1ψ1 ∈ H10 (), and using that µ1, ψ1 is an eigenpair with
test function ∂x1ψ1 in (48), and the normalizing condition
∫

ψ21 dy = 1,
yields after using ψ1 as test function in (49),
µ′1 =
∫

∂A
∂x1
∇ψ1 · ∇ψ1 dy. 
Now we suppose that A = A(x1, y) is constant in x1, and let (x1)
vary. To compute µ′1(x1) we need to compute how points on the bound-
ary of (x1) move in the normal direction when x1 is varied, i.e. the
normal velocity of the boundary, which we compute it terms of F . By
definition,
(x1) = {y : F (x1, y) > 0}.
The boundary of (x1) is given by
∂(x1) = {y : F (x1, y) = 0}.
Let Vn denote the outward normal velocity, that is
Vn = − ∂x1F|∇yF |
Let φ ∈ H1((x1)) be such that
∫
(x1)
φ dy = 0 and
−∆yφ = 0 in (x1)
∇yφ · ν = − ∂x1F|∇yF | on ∂(x1)
If the compatibility condition is not satisfied, we set V = 0 in some
interior ball, or curve of positive measure. Then V = ∇yφ is a globally
defined velocity field such that Vn = V · ν = − ∂x1F|∇yF | on ∂(x1), and
where ν = − ∇yF|∇yF | is the outward unit normal to (x1).
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Lemma 5.4. Let A(x1, y) and ∂(x1) be sufficiently smooth. Suppose
that A(x1, y) is constant in x1. Let µ1, ψ1 be the principle eigenpair to
−divy(Ay)∇yψ) = µ(x1)ψ in (x1),
with homogeneous Dirichlet, normalized by∫
(x1)
ψ21 dy = 1.
Then
µ′1 = 2
∫
(x1)
(A(y)∇yψ1 · ∇y(∇yψ1 · V )− µ1ψ1(∇yψ1 · V )) dy (50)
−
∫
∂(x1)
(A(y)∇yψ1 · ∇yψ1)Vn dσ.
Proof. Let v˙ = ∂x1v −∇yv · V denote the material derivative. For any
test function ϕ ∈ H10 (),∫
(x1)
A(y)∇yψ1 · ∇yϕdy = µ1
∫
(x1)
ψ1ϕdy. (51)
Differentiate both sides with respect to x1, to obtain∫
(x1)
(
A(y)∇y ∂ψ1
∂x1
· ∇yϕ+ A(y)∇yψ1 · ∇y ∂ϕ
∂x1
)
dy
−
∫
∂(x1)
(A(y)∇yψ1 · ∇yϕ)Vn dσ +
∫
(x1)
A(y)∇yψ˙1 · ∇yϕdy
= µ′1
∫
(x1)
ψ1ϕdy + µ1
∫
(x1)
(∂ψ1
∂x1
ϕ+ ψ1
∂ϕ
∂x1
)
dy (52)
− µ1
∫
∂(x1)
ψ1ϕVn dσ + µ1
∫
(x1)
ψ˙1ϕdy.
Use ψ1 as a test function in (52), substitute ∂x1ψ1 = ψ˙1−∇yψ1 ·V , and
note that ψ˙1 can be used as a test function in (51). Using that ψ1 = 0
on ∂(x1), and the normalization
∫
(x1)
ψ21 dy = 1, yield (50). 
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