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OUTLIERS OF RANDOM PERTURBATIONS OF TOEPLITZ MATRICES WITH
FINITE SYMBOLS
ANIRBAN BASAK∗ AND OFER ZEITOUNI§
Abstract. Consider an N × N Toeplitz matrix TN with symbol a(λ) :=
∑d1
`=−d2 a`λ
`, perturbed by an
additive noise matrix N−γEN , where the entries of EN are centered i.i.d. complex random variables of
unit variance and γ > 1/2. It is known that the empirical measure of eigenvalues of the perturbed matrix
converges weakly, as N →∞, to the law of a(U), where U is distributed uniformly on S1. In this paper, we
consider the outliers, i.e. eigenvalues that are at a positive (N -independent) distance from a(S1). We prove
that there are no outliers outside specT (a), the spectrum of the limiting Toeplitz operator, with probability
approaching one, as N → ∞. In contrast, in specT (a) \ a(S1) the process of outliers converges to the
point process described by the zero set of certain random analytic functions. The limiting random analytic
functions can be expressed as linear combinations of the determinants of finite sub-matrices of an infinite
dimensional matrix, whose entries are i.i.d. having the same law as that of EN . The coefficients in the
linear combination depend on the roots of the polynomial Pz,a(λ) := (a(λ)− z)λd2 = 0 and semi-standard
Young Tableaux with shapes determined by the number of roots of Pz,a(λ) = 0 that are greater than one
in moduli.
1. Introduction
Let a : C 7→ C be a Laurent polynomial. That is,
(1.1) a(λ) :=
d1∑
`=−d2
a`λ
`, λ ∈ C,
for some d1, d2 ∈ N and some sequence of complex numbers {a`}d1`=−d2 , so that d1 > 01. Define T (a) : CN 7→
CN to be the Toeplitz operator with symbol a given by
(T (a)x)i :=
d1∑
`=−d2
a`x`+i, for i ∈ N, where x := (x1, x2, . . .) ∈ CN,
and we set xi = 0 for non-positive integer values of i. For N ∈ N, we denote by TN (a) the natural N -
dimensional truncation of the infinite dimensional Toeplitz operator T (a). As a matrix of dimension N ×N ,
we have (for N > max(d1, d2)) that
TN := TN (a) :=

a0 a1 a2 · · · · · · 0
a−1 a0 a1
. . .
...
a−2 a−1
. . .
. . .
. . .
...
...
. . .
. . .
. . . a1 a2
...
. . . a−1 a0 a1
0 · · · · · · a−2 a−1 a0

.
Date: May 24, 2019.
∗Partially supported by grant 147/15 from the Israel Science Foundation and ICTS–Infosys Excellence grant.
§Partially supported by grant 147/15 from the Israel Science Foundation.
1We remark that if one is interested in the case where d1 = 0 but d2 > 0, one may simply consider, when computing spectra,
the transpose of TN or of MN = TN + ∆N . For this reason, the restriction to d1 > 0 does not reduce generality.
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2 A. BASAK AND O. ZEITOUNI
In general, TN is not a normal matrix, and thus its spectrum can be sensitive to small perturbations.
In this paper, we will be interested in the spectrum of MN := TN + ∆N , where ∆N is a “vanishing”
random perturbation, and especially in outliers, i.e. eigenvalues that are at positive distance from the limiting
spectrum.
Let LN denote the empirical measure of eigenvalues {λi}Ni=1 of MN , i.e. LN := N−1
∑N
i=1 δλi , where δx is
the Dirac measure at x. It has been shown in [3] that under a fairly general condition on the (polynomially
vanishing) noise matrix ∆N , LN converges (weakly, in probability) to a∗Unif(S1), where Unif(S1) denotes
the Haar measure on S1 := {z ∈ C : |z| = 1}. That is, the limit is the law of a(U) where U ∼ Unif(S1)
(see also [19] for the case of Gaussian noise). However, simulations (see Figure 1) suggest that although the
bulk of the eigenvalues approach a(S1), as N →∞, there are a few eigenvalues of MN that wander around
outside a small neighborhood of a(S1). Following standard terminology, we call them outliers. The goal of
this paper is to characterize these outliers.
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Figure 1. The eigenvalues of TN (a)+N
−γEN , with N = 4000, γ = 0.75, EN a real Ginibre
matrix, and various symbols a. On the top left, a(λ) = λ. On the top right, a(λ) = λ+λ2.
On the bottom, a(λ) = λ−1 + 0.5iλ.
In simulations depicted in Figure 1, all eigenvalues of MN = TN (a) + N
−γEN , where γ = 0.75 and EN
is a standard real Ginibre matrix, are inside the unit disk, the limac¸on, and the ellipse when the symbol is
a(λ) = λ, λ+λ2, and λ−1 + 0.5iλ, respectively. It follows from standard results on the spectrum of Toeplitz
operators, e.g. [7, Corollary 1.12] that these regions are precisely spec T (a), the spectrum of the Toeplitz
operator T (a) acting on L2(N). Thus, Figure 1 suggests that there are no outliers outside spec T (a). In
our first result, Theorem 1.1 below, we confirm this and prove the universality of this phenomenon for any
finitely banded Toeplitz matrix, γ > 12 , and under a minimal assumption on the entries of the noise matrix.
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We introduce the following standard notation: for D ⊂ C and ε > 0, let Dε denote be the ε-fattening of D.
That is, Dε := {z ∈ C : dist(z,D) ≤ ε}, where dist(z,D) := infz′∈D |z − z′|. Further denote D−ε := ((Dc)ε)c.
Theorem 1.1. Let a be a Laurent polynomial. Let T (a) denote the Toeplitz operator on L2(N) with symbol
a, and let TN (a) be its natural N -dimensional projection. Assume ∆N = N
−γEN for some γ > 12 , where
the entries of EN are independent (real or complex-valued) with zero mean and unit variance. Further, let
LN denote the empirical measure of eigenvalues of TN (a) + ∆N . Fix ε > 0. Then,
(1.2) P
(
LN
(
((spec T (a))
c
)
−ε)
= 0
)
→ 1 as N →∞.
In the terminology of [19], C \ specT (a) is a zone of spectral stability for TN (a). The following remarks
discuss some generalizations and extensions of Theorem 1.1.
Remark 1.2. For clarity of presentation, in Theorem 1.1 we assume the entries of EN to have a unit variance.
The proof shows that the same conclusion continues to hold under the assumption that the entries of EN
are jointly independent (possibly having N -dependent distributions), and have zero mean and uniformly
bounded second moment, i.e.
(1.3) E[EN (i, j)] = 0 ∀i, j ∈ {1, 2, . . . , N} and sup
N∈N
N
max
i,j=1
E[EN (i, j)2] <∞,
where EN (i, j) denotes the (i, j)-th entry of EN .
We emphasize that under the general assumption (1.3) on the entries of EN , one may not have the
convergence of the empirical measure of the eigenvalues of TN (a) + N
−γEN to a(U). Theorem 1.1 shows
that even under such perturbations there are no eigenvalues in the complement of specT (a).
Remark 1.3. The proof of Theorem 1.1 shows that its conclusion continues to hold if ∆N = aNEN ,
with any sequence {aN}N∈N such that aN = o(N−1/2) (the standard notation aN = o(bN ) means that
limN→∞ aN/bN = 0). For conciseness, we only consider aN = N−γ .
Remark 1.4. Theorem 1.1 shows that, with probability approaching one, all eigenvalues of the random
perturbation of TN (a) are contained in an ε-fattening of the spectrum of the infinite dimensional Toeplitz
operator T (a). Here we have chosen to work with a fixed parameter ε > 0. With some additional efforts it
can be shown that in (1.2) one can allow ε = εN to decay to zero slowly with N . We do not pursue this
direction.
Remark 1.5. The ideas used to prove Theorem 1.1 also show that the sequence {%N}N∈N is tight, where
%N is the spectral radius (maximum modulus eigenvalue) of EN/
√
N , with EN as in Theorem 1.1. See
Proposition A.1. It has been conjectured in [6] that the spectral radius of a matrix with i.i.d. entries of zero
mean and variance 1/N converges to one, in probability. Thus Proposition A.1 proves a weaker form of this
conjecture.
Remark 1.6. In [19, Proposition 3.13], the authors show that the resolvent of TN (a) remains bounded in
compact subsets of (spec T (a))
c
. As noted in [19], this implies Theorem 1.1 in the Gaussian case because in
that case, the operator norm of N−γEN is bounded with high probability. For more general perturbations
possessing only four or less moments, the operator norm of N−γEN is in general not bounded, for some
γ ∈ (1/2, 1), and a similar argument fails.
We turn to the identification of the limiting law of the random point process consisting of the outliers
of MN , which by Theorem 1.1 are contained in spec T (a). Before stating the results, we review standard
definitions of random point processes and their notion of convergence, taken from [10].
For D ⊂ C we let B(D) denote the Borel σ-algebra on it. Recall that a Radon measure on (D,B(D)) is a
measure that is finite for all Borel compact subsets of D.
Definition 1.1. A random point process ζ on an open set D ⊂ C is a probability measure on the space of
all non-negative integer valued Radon measures on (D,B(D)). Given a sequence of random point processes
4 A. BASAK AND O. ZEITOUNI
{ζn}n∈N on (D,B(D)), we say that ζn converges weakly to a (possibly random) point process ζ on the same
space, and write ζn ⇒ ζ, if for all compactly supported bounded real-valued continuous functions f ,∫
f(z)dζn(z)→
∫
f(z)dζ(z), in distribution, as n→∞,
when viewed as real-valued Borel measurable random variables.
Next we proceed to describe the limit. We will see below that the limit is given by the zero set a random
analytic function, where the description of the limiting random analytic function differs across various regions
in the complex plane. This necessitates the following definition.
Definition 1.2 (Description of regions). For any Laurent polynomial a as in (1.1), set Pz,a(λ) := λ
d2(a(λ)−
z). Writing d := d1 + d2, let {−λ`(z)}d`=1 be the roots of the equation Pz,a(λ) = 0 arranged in an non-
increasing order of their moduli. For d an integer such that −d2 ≤ d ≤ d1, set
Sd := {z ∈ C \ a(S1) : d0(z) = d1 − d, where d0(z) such that |λd0(z)(z)| > 1 > |λd0(z)+1(z)|},
where for convenience we set λd+1(z) = 0 and λ0(z) =∞ for all z ∈ C.
Note that for z ∈ C \ a(S1) all roots of the polynomial Pz,a(λ) = 0 have moduli different from one.
Therefore for such values of z, d0(z) is well defined, and hence so is Sd.
By construction, ∪d1d=−d2Sd = C\a(S1). Since, by [3], the bulk of the eigenvalues of MN approaches a(S1)
in the large N limit, to study the outliers we only need to analyze the roots of det(TN (a) + ∆N − z IdN ) = 0
that are in ∪d1d=−d2Sd.
Before describing the limiting random field let us mention some relevant properties of the regions {Sd}d1d=−d2 .
As a(·) is a Laurent polynomial satisfying (1.1) it is straightforward to check that for z ∈ Sd we have
windz (a) = d, where windz(a) denotes the winding number about z of the closed curve induced by the map
λ 7→ a(λ) for λ ∈ S1. Thus {Sd}d1d=−d2 splits the complement of a(S1) according to the winding number.
Moreover, as will be seen later, the description of the law of the limiting random point process differs across
the regions {Sd}d1d=−d2 .
Furthermore, from [7, Corollary 1.12] we have that
specT (a) = a(S1) ∪ {z ∈ C \ a(S1) : windz(a) 6= 0}.
It was noted above that windz (a) = 0 for z ∈ S0. So
(1.4) S0 = (specT (a))c.
Hence in light of Theorem 1.1 we conclude that to find the limiting law of the outliers it suffices to analyze
the eigenvalues of TN (a) + ∆N that are in ∪d 6=0Sd.
Finally, we note that from the continuity of the roots of Pz,a(λ) = 0 in z in the symmetric product
topology (see [27, Appendix 5, Theorem 4A]) it follows that the regions {Sd}d1d=−d2 are open, and hence by
Definition 1.1 the random point processes on those regions are well defined.
Remark 1.7. We highlight that one or more of the regions {Sd}d1d=−d2 may be empty. For example, when
a(λ) = λ−1 + 0.5iλ the product of the moduli of the roots of Pz,a(λ) = 0 is 1/0.5 = 2. So both roots of
Pz,a(λ) = 0 cannot be less than one in moduli. Therefore S1 = ∅ in this case. It can be checked that under
this same set-up S0 and S−1 are the outside and the inside of the ellipse, respectively, in the bottom panel
of Figure 1. Furthermore, if a(λ) = a1λ+ a−1λ−1 with |a1| = |a−1| then both S1 and S−1 are empty.
Fix an integer d 6= 0 such that −d2 ≤ d ≤ d1. As mentioned above, the limiting random point process in
Sd will given by the zero set of a random analytic function P∞d (·) to be defined on Sd. The function P∞d (·)
can be written as a linear combination of determinants of |d| × |d| sub-matrices of the noise matrix, where
the coefficients depend on the roots of the polynomial Pz,a(λ) = 0 and semistandard Young Tableaux of
some given shapes with certain restrictions on its entries. We recall the definition of semistandard Young
Tableaux [21, Section 7.10].
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Definition 1.3 (Semistandard Young Tableaux). Fix k ∈ N. A partition µ := (µ1, µ2, . . . , µk) with k parts
is a collection of non-increasing non-negative integers µ1 ≥ µ2 ≥ · · · ≥ µk ≥ 0. Given a partition µ, a
semistandard Young Tableaux of shape µ is an array x := (xi,j) of positive integers of shape µ (i.e. 1 ≤ i ≤ k
and 1 ≤ j ≤ µi) that is weakly increasing (i.e. non-decreasing) in every row and strictly increasing in every
column.
The limiting random field depends on the following subset of the set of all semistandard Young Tableaux,
for which we have not found a standard terminology in the literature.
Definition 1.4 (Field Tableaux). Let µ = (µ1, µ2, . . . , µk) be a partition with k ≥ d2 and µk > 0. For an
integer d 6= 0 such that −d2 ≤ d ≤ d1, let L(µ, d) denote the collection of all semistandard Young Tableaux
x of shape µ that are strictly increasing along the southwest diagonals and satisfies the assumption xi,1 = i
for all i ∈ [d2] := {1, 2, . . . , d2}. See Figure 2 for a pictorial illustration.
Equipped with the relevant notion of semistandard Young Tableaux we now turn to define the coefficients
that appear when the limiting random analytic function is expressed as a linear sum of determinants of
|d| × |d| sub-matrices of the noise matrix.
Definition 1.5 (Field notation). Fix d 6= 0 an integer such that −d2 ≤ d ≤ d1. Set d0 := d1 − d. For any
finite set X := {x1 < x2 < · · · < x`}, we define ŝgn(X) to be the sign of the permutation which places all
elements of X before those in {x1, x1 + 1, x1 + 2, . . . , x`} \ X but preserves the order of the elements within
the two sets.
The case d > 0. Denote L1(d) := L(µ1, d) and L2(d) := L(µ2, d), where
µ1 := (d, d− 1, . . . , d0 + 1) and µ2 := (d− d0, d− d0 − 1, . . . , 1),
see Definition 1.4. Given any x ∈ L1(d) and y ∈ L2(d), define
X̂ := X̂(x, y) := {xi,1, i ∈ [d + d2] \ [d2]}, Ŷ := Ŷ(x, y) := {yi,1, i ∈ [d + d2] \ [d2]}.
Next define
c(x, y) := c(x, y, z) :=
d0∏
i=1
λi(z)
−ci(x,y) ·
d∏
i=d0+1
λi(z)
ci(x,y),
where
ci(x, y) :=

d−d0∑
j=1
(xj,i+1 − xj,i + 1) for i ∈ [d0]
y1,d+1−i + x1,i − 1−d2 − d
+
i−d0∑
j=2
(yj,d+1−i − yj−1,d+2−i) +
d+1−i∑
j=2
(xj,i − xj−1,i+1) for i ∈ [d] \ [d0]
,
and {λi(z)}di=1 are as in Definition 1.2.
The case d < 0. Define L1(d) := L1(µ1, d) and L2(d) := L2(µ1, d), where now
µ1 := (d+ 1, d+ 1, . . . , d+ 1︸ ︷︷ ︸
−d
, d, d−1, . . . , d0 + 1) and µ2 := (d+ 1, d+ 1, . . . , d+ 1︸ ︷︷ ︸
−d
, d2 +d, d2 +d−1, . . . , 1),
respectively. In the special case d = −d2 the definitions of µ1 and µ2 simplify to
µ1 = µ2 = (d+ 1, d+ 1, . . . , d+ 1︸ ︷︷ ︸
d2
).
Given any x ∈ L1(d) and y ∈ L2(d) further denote
X̂ := X̂(x, y) := {yi,d+1}i∈[−d], Ŷ := Ŷ(x, y) := {xi,d+1}i∈[−d]
and
c(x, y) := c(x, y, z) :=
d0∏
i=1
λi(z)
−ci(x,y) ·
d∏
i=d0+1
λi(z)
ci(x,y),
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where now
ci(x, y) :=

d2∑
j=1
(xj,i+1 − xj,i + 1) +
−d∑
j=1
(yj,d+2−i − yj,d+1−i + 1) for i ∈ [d0]
y1,d+1−i + x1,i − 1−d2 + d
+
i−d1∑
j=2
(yj,d+1−i − yj−1,d+2−i) +
d+1−d−i∑
j=2
(xj,i − xj−1,i+1) for i ∈ [d] \ [d0]
.
For all values of d 6= 0, set z(x, y) := ŝgn(X̂) · ŝgn(Ŷ).
Figure 2 gives a pictorial illustration of the definition.
1 1 1 2 4 6
2 2 3 6 7
3 5 9 9
6 10 12
1 1 1 9
2 2 10
3 11
12
1 1 1 6 7 8 8
2 2 10 10 10 11
3 12 12 12 12
1 1 1 8 8 11 12
2 2
3
Figure 2. Examples of x ∈ L1(d) (left column) and y ∈ L2(d) (right column) with
maxi ci(x, y) ≤ L, where L1(d), L2(d), and ci(x, y) for i ∈ [d] are as in Definition 1.5.
d1 = d2 = 3, L = 15. Top and bottom rows are d = 1 and d = −1, respectively. For the
top row
c(x, y, z) = λ1(z)
−10 · λ2(z)−11 · λ3(z)12 · λ4(z)3 · λ5(z)3 · λ6(z)5,
and for the bottom row
c(x, y, z) = λ1(z)
−14 · λ2(z)−15 · λ3(z)−9 · λ4(z)−12 · λ5(z)7 · λ6(z)9.
Having defined all necessary ingredients we now introduce the limiting random analytic function P∞d (·).
Definition 1.6 (Description of the random fields). Let E∞ denote a semi-infinite array of i.i.d. random
variables {ei,j}i,j∈N with zero mean and unit variance. For X,Y ⊂ N, let E∞[X;Y] denote the sub-matrix of
E∞ induced by the rows and the columns indexed by X and Y, respectively. With notation for c(x, y),z(x, y),
X̂ and Ŷ as in Definition 1.5, we set, for z ∈ Sd and L ∈ N ∪ {∞},
(1.5) PLd (z) :=
∑
x∈L1(d)
∑
y∈L2(d)
c(x, y) · 1{maxi ci(x,y)≤L} · (−1)z(x,y) det(E∞[X̂; Ŷ]).
It may not be apriori obvious from Definition 1.6 that P∞d (·) is well defined, as (1.5) is an infinite sum.
Lemma 1.9 below will establish that it is indeed a well defined random analytic function, and in addition,
under an appropriate anti-concentration property of the entries of EN and E∞, the random point process
induced by the zero set of P∞d is a random Radon measure and is the weak limit of the random point process
induced by the zero set of PLd , as L→∞.
To describe the required anti-concentration property, we recall Le´vy’s concentration function, defined for
any (possibly complex-valued) random variable X by
L(X, ε) := sup
w∈C
P(|X − w| ≤ ε).
Equipped with the above definition we now state the additional assumption on the entries of EN and E∞.
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Assumption 1.8 (Assumption on the entries of the noise matrix). Assume that the entries of EN and
E∞ are complex-valued i.i.d. random variables with zero mean and unit variance, so that, for some absolute
constants η ∈ (0, 1] and C <∞,
(1.6) L(e1,1, ε) ≤ Cε1+η,
for all sufficiently small ε > 0, where e1,1 is the first diagonal entry of EN .
Note that any complex-valued random variable having a bounded density with respect to the Lebesgue
measure on the complex plane satisfies the bound (1.6) with η = 1. This in particular includes the standard
complex Gaussian random variable.
Recall that a sequence of complex-valued functions {fL}L∈N, defined on some open set D ⊂ C, is said to
converge locally uniformly to a function f : D 7→ C, if given any z ∈ D there exists some open ball Dz ⊂ D
containing z such that fL converges to f uniformly on Dz, as L→∞. We now have the following.
Lemma 1.9 (Description of the limit). Let d, {PLd }L∈N∪{∞}, and E∞ be as in Definition 1.6. For L ∈
N ∪ {∞} we let ζdL be the random point process induced by the zero set of the random field {PLd (z)}z∈Sd .
That is,
(1.7) ζdL :=
∑
z∈Sd:PLd (z)=0
δz.
Then we have the following:
(i) The functions {PLd }L∈N are random analytic functions.
(ii) The random function P∞d is well defined on a set of probability one. Furthermore, P
L
d converges
locally uniformly to P∞d , almost surely, as L→∞, and hence P∞d is a random analytic function.
(iii) Under the additional Assumption 1.8, the random function P∞d is almost surely non constant, and
the random point process ζdL converges weakly to the random point process ζ
d
∞, as L→∞.
Recalling Definition 1.1 we note that the notion of convergence of random point processes defined on
Sd is tested against continuous functions supported on compact subsets of Sd. Therefore when discussing
convergence it is enough to consider continuous functions on sets S−εd for arbitrary ε > 0.
Remark 1.10. We emphasize that the random point process ζd∞, although free of the parameter γ, is not
universal. That is, in general its law depends on the law of the entries of the matrix E∞.
The main result of this paper shows that given an integer d 6= 0 such that −d2 ≤ d ≤ d1 and γ > 12 , the
random point process induced by the eigenvalues of TN (a) +N
−γEN that are in Sd converges weakly to the
random point process ζd∞ induced by the zero set of the random analytic function P
∞
d .
Theorem 1.11. Let a be a Laurent polynomial as in (1.1). Let T (a) denote the Toeplitz operator on L2(N)
with symbol a, and let TN (a) be its natural N -dimensional projection. Assume ∆N = N
−γEN for some
γ > 12 , where the entries of EN are i.i.d. satisfying Assumption 1.8. Furthermore assume that the entries
of E∞ in Definition 1.6 are i.i.d. of the same law as that of the entries of EN . For any integer d 6= 0 such
that −d2 ≤ d ≤ d1, let ΞdN denote the random point process induced by the eigenvalues of TN (a) + ∆N that
are in Sd. That is,
ΞdN :=
∑
z∈Sd: det(TN (a)+∆N−z IdN )=0
δz.
Then, for such d, ΞdN converges weakly, as N →∞, to the random point process ζd∞ from Lemma 1.9.
At a first glance, it may seem counter intuitive for the limit to be expressed as the zero set of certain
random analytic function of the form (1.5). To see that it is in fact natural, we note that the determinant of
TN (a(z)) +N
−γEN can be expressed as a linear combination of products of determinants of sub-matrices of
TN (a(z)) and of EN , and further that the determinants of (some) sub-matrices of a finitely banded Toeplitz
matrix can be expressed as certain skew-Schur polynomials in {λi(z)}di=1 (see [1, 9]), where these polynomials
are defined as a sum of monomials with the sum taken over (skew) semistandard Young Tableaux of some
given shapes. This leads to (1.5).
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Remark 1.12. As before, when discussing convergence it is enough to consider functions supported on the
sets S−εd for arbitrary ε > 0. Similar to Remark 1.4, one can allow in Theorem 1.11 ε = εN to go to zero, as
N →∞, sufficiently slowly, and consider functions supported on S−εd as test functions. We do not work out
the details here.
1.1. Background, related results, and extensions. The fact that the spectrum of non-normal matrices
and operators is not stable with respect to perturbations is well known, see e.g. [22] for a comprehensive
account and [11] for a recent study. Extensive work has been done concerning worst case perturbations,
which are captured through the notion of pseudospectrum. However, beyond some specific examples the
pseudospectrum of non-normal operators are not well characterized. Hence, in recent times there have
been growing interests in studying the spectrum of non-normal operators and matrices under small typical
perturbations. See the references in [16, Section 1]. We also refer to [2, Section 1.3] for a discussion about
the relation between the pseudospectrum and the spectrum under typical perturbation, and an extensive
reference list. We add that early examples of the spectrum obtained by noisily perturbing Toeplitz matrices
with finite symbols appeared in [23].
As mentioned above, the convergence of the empirical measure of eigenvalues for randomly perturbed
finite-symbol Toeplitz matrices has now been established in great generality, see the recent articles [3, 19]
and references therein. Our focus in this paper concerns the study of outliers. In Theorem 1.1 we identify
the region where no outliers are present (in the terminology of Sjo¨strand and Vogel [19], this is the zone of
spectral stability). Then, in Theorem 1.11 we find the limit of the random processes induced by the outliers
in the interior of the complement of the region identified in Theorem 1.1.
For the Jordan matrix, i.e. the Toeplitz matrix with symbol a(λ) = λ, [11, Theorem 2] shows that there
are no outliers outside the unit disc (centered at zero) in the complex plane, with high probability. In the
general Toeplitz case, Theorem 1.1 follows (for Gaussian perturbations) from the resolvent estimates in [19,
Proposition 3.13], see Remark 1.6.
Some bounds on the number of outliers inside specT (a) are available in the literature. In the notation
of the current paper, for the Jordan matrix perturbed by additive complex Gaussian noise, with γ > 3, a
logarithmic in N bound for the number of outliers appears in [11]. Similar results (with worse error bounds)
are given in [16] for non-triangular tridiagonal Toeplitz matrices (i.e. the symbol is a(λ) = a1λ + a−1λ−1),
and in [19] for general Toeplitz matrices with finite symbol.
Sharper results concerning outliers for the Jordan matrix and the non-triangular tridiagonal Toeplitz
matrix (under complex Gaussian perturbation), are presented in [17, 18]. In both these cases, a sharp O(1)
control on the number of outliers in the regions Sd with d 6= 0 is provided. In the language of the current
paper, the authors compute the first intensity measure of the limiting field ζd∞, that is, they compute the
function ρd(D) = E[ζd∞(D)] for subsets D ⊂ Sd.
For the Jordan matrix, it has been shown in [18, Theorem 1.1] that ρ1(·) has a density with respect to
the two dimensional Lebesgue measure, given by
ρ1(dz) :=
2
pi(1− |z|2)2 1{|z|<1}dz.
Due to the Edelman-Kostlan formula (see [12, Theorem 3.1]), ρ1(·) is the first intensity measure of the
random point process induced by the zero set of the hyperbolic Gaussian analytic function (see [13, Chapter
2.3] for a definition), given by
(1.8) F(z) :=
∞∑
k=0
zkgk
√
k + 1,
where {gk}k∈N are i.i.d. standard complex Gaussian random variables. We now explain how to recover this
result from Theorem 1.11: in the case of the Jordan matrix, a(λ) = λ and then λ1(z) = z, d = 1 and d0 = 0.
Substituting in Definition 1.5, one finds that
c(x, y) = zc1(x,y), c1(x, y) = y1,1 + x1,1 − 2,
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where x1,1, y1,1 are arbitrary positive integers. In particular, there are precisely k+ 1 choices of such integers
that give c1(x, y) = k. Since the entries of E∞ are i.i.d. Gaussian, it follows from (1.5) that P∞d (z) coincides
with (1.8). Together with the Edelman-Kostlan formula, this recovers [18, Theorem 1.1].
Sjo¨strand and Vogel in [17] compute ρd for the non-triangular tridiagonal Toeplitz matrix. Again by
the Edelman-Kostlan formula, they identify ρd with the first intensity measure of the random point process
induced by the zero set of some Gaussian analytic function with some covariance kernel Kd(·, ·). Our Theorem
1.11, when applied to non-triangular tridiagonal Toeplitz matrix, again shows that under complex Gaussian
perturbation the limiting random fields are the zero sets of Gaussian analytic functions, and a computation
(which we omit) shows that its covariance kernel is given by Kd(·, ·). Thus, Theorem 1.11 again recovers the
results of [17].
Based on [17, 18] one may be tempted to predict that for general finitely banded Toeplitz matrices the
limiting random field is the zero set of some Gaussian analytic function. Theorem 1.11 shows that, even
under complex Gaussian perturbations, the limit may not be the zero set of Gaussian analytic functions,
e.g. consider a(λ) = λ + λ2 and the limit of the random point process induced by the outlier eigenvalues
in S2. Furthermore, even in the framework of [17, 18], under general perturbation, as already mentioned in
Remark 1.10, the limit turns out to be non-universal.
The work of S´niady [20] considers situations where the additive noise is Gaussian of standard deviation
σN−1/2, and deals with the limit where first N → ∞ and then σ → 0. Some of the subsequent work,
reviewed e.g. [2, Section 1.4], can be seen as an attempt to modify the order of limits. In this direction and
concerning outliers, Bordenave and Capitaine [5] study outliers of deformed i.i.d. random matrices. Namely,
for a sequence of deterministic matrices {AN}N∈N they study the outlier eigenvalues ofMσN := AN + σ√NEN ,
where the entries of EN are i.i.d. complex-valued random variables satisfying some assumptions on its
moments, and σ > 0 is a parameter. When AN is the Jordan matrix, in [5, Corollary 1.10] it is shown that
for any σ > 0 the random point process induced by the outlier eigenvalues of MσN converges to the zero
set of a Gaussian analytic function with some covariance kernel Kσ(·, ·). They also noted that, as σ → 0,
the kernel Kσ(·, ·) admits a non-trivial limit and the limiting kernel turns out to be the covariance kernel of
the hyperbolic Gaussian analytic function given by (1.8). It is striking to see that for the complex Gaussian
perturbation of the Jordan matrix the same limit appears in these two rather different frameworks: in [5]
N → ∞ is followed by σ ↓ 0, whereas in this paper σ−1 and N are sent to infinity together with σ = N−δ
for some δ > 0. However, it should also be noted that, unlike [5], here the limit is non-universal. Based on
this observation, we predict that the same phenomenon should continue to hold for general finitely banded
Toeplitz matrices.
Next, we discuss possible extensions of our results. A first obvious direction is to consider in Theorem
1.11 the case of real-valued EN with bounded density. Many steps of the proof go through, except for anti-
concentration results of the type discussed in Section 4 (note that in the case of real variables, necessarily
η = 0 in (1.6)). As will be explained in Section 2, in Section 4 we derive anti-concentration bounds for
linear combinations of determinants of sub-matrices of EN . To obtain such a bound we use that there is at
least one term in the linear sum with a large coefficient. When the entries of EN are real-valued it is not
possible to obtain the full strength of anti-concentration by employing a single large coefficient, and a more
complicated construction involving multiple coefficients is needed. We leave this for future work.
In another direction, we conjecture that it should be possible to dispense of any density assumption on
the entries of the noise matrix and the conclusion of Theorem 1.11 should continue to hold under minimal
assumptions on the entries EN , e.g. i.i.d. with zero mean and unit variance. At the level of convergence
of empirical measures, this has been verified, first in [26] and then in [3]. The non-universality of the limit
process for outliers, see Remark 1.10, complicates however the task of proving this.
The next section outlines the proofs of Theorems 1.1 and 1.11.
Acknowledgement We thank Mireille Capitaine for her interest and for discussing [5] with us. We thank
Martin Vogel for Remark 1.6, and other useful comments.
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2. Outline of the proof
We remind the reader that the bulk of the eigenvalues of TN (a)+∆N approach the curve a(S1), as N →∞.
Thus, to study the outlier eigenvalues we need to analyze the set {z ∈ ∪d1d=−d2Sd : det(TN (a(z))+∆N ) = 0},
where for brevity, hereafter we denote a(z)(·) := a(·)− z and recall the definition of Sd from Definition 1.2.
To this end, a key observation is that for z ∈ Sd the dominant term in the expansion of det(TN (a(z))+∆N )
is P|d|(z), where for k ∈ [N ], Pk(z) is the homogeneous polynomial of degree k in the entries of the noise
matrix ∆N in the expansion of the determinant (see (3.1) for a precise formulation). It suggests that, the
roots of det(TN (a(z)) + ∆N ) = 0 that are in Sd should be close to those of P|d|(z) = 0. This, in turn,
indicates that the limit of the random point process induced by the roots of det(TN (a(z)) + ∆N ) = 0 that
are in Sd should be the same for the equation P|d|(z) = 0. The proof then boils down to identifying the limit
induced by the roots of P|d|(z) = 0 that are in Sd. The goal of this paper is to make these heuristics precise,
leading to the conclusions of Theorems 1.1 and 1.11.
The heuristics described above can be mathematically formulated as below. We fix ε > 0, and δ > 0
sufficiently small. Given any {D̂α}α∈A partition of S−εd , such that diam(D̂α)  δ for all α ∈ A (recall
diam(D) := supz,z′∈D |z − z′|), we claim that
(2.1)
∑
k 6=|d|
Pk(z) = o(P|d|(z)), ∀z ∈ ∂D̂α and ∀α ∈ A,
with probability at least 1−O(δ), where the standard notation aN = O(bN ) implies that lim supN→∞ aN/bN <
∞. From [3, Lemma A.1] it follows that the determinant of TN (a(z))+∆N can be written as a sum of Pk(z),
where k runs from zero to N . Therefore, the claim (2.1) in conjunction with Rouche´’s theorem implies that
(2.2) ΞdN ((D̂α)0) = Ξ˜dN ((D̂α)0), ∀α ∈ A,
where we write D0 to denote the interior of a set D, and Ξ˜dN denotes the random point process induced by
the roots of P|d|(z) = 0 that are in Sd.
From [3, Lemma A.3], after some preprocessing, it follows that P|d|(z) is a polynomial in {λi(z)}di=1 such
that it is of degree N in each variable (see (3.12) below), where we remind the reader that {−λi(z)}di=1
are the roots of the polynomial Pz,a(λ) = 0, see Definition 1.2. Since for z ∈ Sd we have |λ1(z)| ≥ · · · ≥
|λd1−d(z)| > 1 > |λd1−d+1(z)| ≥ · · · ≥ |λd(z)|, it is natural to believe that for large L ∈ N the roots of
P|d|(z) = 0 and of PL|d|(z) = 0 should be close to each other, where P
L
|d|(z) is obtained from P|d|(z) by
removing terms having exponents of {λi(z)}d1−di=1 and {λi(z)}di=d1−d+1 that are less than N − O(L), and
greater than O(L), respectively. This leads to our second claim:
(2.3) |PL?|d| (z)| > |P|d|(z)− PL?|d| (z)|, ∀z ∈ ∂D̂α and ∀α ∈ A,
with probability at least 1 − O(δ), where L? can be taken to be O(log(1/δ)). Therefore Rouche´’s theorem
immediately implies that
(2.4) Ξ˜dN ((D̂α)0) = ζdN,L?((D̂α)
0), ∀α ∈ A,
on a set of high probability, where now ζdN,L denotes the random point process induced by the roots of
PL|d|(z) = 0 that are in Sd. As diam(D̂α)  δ and L? = O((log(1/δ)), (2.2) and (2.4) would have been
sufficient for estimating the difference of ΞdN and ζ
d
N,L?
when integrated against Lipschitz test functions
supported on compact subsets of Sd, provided that both these random Radon measure do not charge the
boundaries {∂D̂α}α∈A. However, the latter may not hold with high probability.
To overcome this additional obstacle we further claim that
(2.5)
∣∣∣∣∣∣
∑
k 6=|d|
Pk(z)
∣∣∣∣∣∣ = o(|P|d|(z)|) and |PL?|d| (z)| > |P|d|(z)− PL?|d| (z)|, ∀z ∈ ∂S−εd ,
on a set with probability at least 1 − O(δ). Following the same lines of reasoning as above, the claim
(2.5) together with an application of Be´zout’s theorem then imply that the number of outlier eigenvalues
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of TN (a) + ∆N is O(1) with large probability. Therefore, if the partition {D̂α}α∈A is chosen randomly
(independent of the noise matrix) then the random boundaries do not charge the random Radon measures
ΞdN and ζ
d
N,L?
on a set of probability one. Thus, armed with the added randomness of the partition, upon
noting that the entries of the noise matrix being i.i.d. implies that ζdN,L equals ζ
d
L in distribution, for large
N (see Lemma 6.1), one can now complete the proof of Theorem 1.11.
The proof of Theorem 1.1 follows a similar line of argument. Indeed, we show that (2.1) holds with
d = 0, now for all z ∈ S−ε0 , on a set of probability 1 − o(1). Thus the task reduces to showing that
P0(z) does not have any root in S−ε0 . Turning to do the same, using an operator norm bound on the noise
matrix an N -dependent region DN can be identified to not have any eigenvalue of TN (a) + ∆N , with high
probability. Hence, one only needs to find a uniform lower bound on the modulus of P0(z) = detTN (a(z))
for z ∈ S−ε0 \ DN .
Evaluating the determinant of a finitely banded Toeplitz matrix has a long and impressive history. If
the roots of Pz,a(·) = 0 are distinct then the determinant of TN (a(z)) is given by Widom’s formula (see [7,
Theorem 2.8] and [4]), whereas in the case of double roots there is an analogous result, known as Trench’s
formula, see [7, Theorem 2.10] and [25] for a proof. Recently, Bump and Diaconis [9] noted that, irrespective
of whether Pz,a(·) = 0 has double roots or not, the determinant of a finitely banded Toeplitz matrix can
be expressed as a ratio of certain Schur polynomials in the roots of Pz,a(λ) = 0. Since we are interested in
finding a uniform lower bound on the modulus of the determinant we work with the formulation of Bump
and Diaconis, from which the desired uniform lower bound follows. This finishes the outline of the proof of
Theorem 1.1.
As seen above the key to the proofs of Theorems 1.1 and 1.11 are the claims (2.1), (2.3), and (2.5).
To prove these three claims we need a two-fold argument. First we need to find an upper bound on the
non-dominant terms and then we need lower bounds on the dominant terms.
To derive the upper bound we employ the second moment method. In Section 3 it will be seen that the
non-dominant terms can be written as a linear combination of the determinants of sub-matrices of the noise
matrix. Using combinatorial arguments we derive bounds on the number of terms in that linear sum. This
together with bounds on the roots of Pz,a(λ) = 0 provide an appropriate bound on the variance suitable to
carry out the second moment method. We remark here that a similar approach was taken in [3] to bound
the non-dominant terms. But [3] works under a much restrictive set-up: γ > d and the entries of EN are
bounded, see [3, Lemma 4.2].
We rely on anti-concentration bounds to derive the lower bound on the dominant term P|d|(z), which can
again be expressed as a linear combination of determinants of sub-matrices of the noise matrix. Bounds on
Toeplitz determinants show the existence of at least one large coefficient in this linear sum. This bound
together with the joint independence of the entries of the noise matrix and the bound (1.6) on the Le´vy
concentration function yield the anti-concentration bound. From this to extract a uniform lower bound on
the dominant term we approximate it by the minimum over an appropriately chosen net. Carrying out this
approximation requires a uniform upper bound on the derivative of P|d|(z) which is done by the second
moment method. This completes the outlines of the proofs of (2.1), (2.3), and (2.5).
Outline of the rest of the paper. In Section 3, using the second moment method, we find upper bounds
on the non-dominant terms. Section 4 is devoted to derive a general anti-concentration bound, which is then
applied to find the same for the dominant term. Building on the anti-concentration bound of Section 4 and
using an upper bound on the derivative of the dominant term (see Lemma 5.1) in Section 5.1 we derive (2.5).
Section 5.2 proves (2.1) and (2.3). The proof of Lemma 5.1 is given in Section 5.3. Section 6 completes
the proofs of Theorems 1.1 and 1.11. Finally, as mentioned in Remark 1.5, extending the ideas of proof of
Theorem 1.1, in Appendix A we prove that the spectral radii of {N−1/2EN}N∈N are tight.
3. Bounds on the non-dominant terms in the expansion of the determinant
In this section we identify the non-dominant terms in the expansion of the determinant of TN (a(z))+∆N ,
where we remind the reader that a(z)(·) := a(·) − z and ∆N = N−γEN . Before proceeding further we
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introduce relevant definitions. For k ∈ [N ] set
(3.1) Pk(z) :=
∑
X,Y⊂[N ]
|X|=|Y |=k
(−1)sgn(σX) sgn(σY ) det(TN (a(z))[Xc;Y c])N−γk det(EN [X;Y ]),
where we recall that EN [X;Y ] denotes the sub-matrix of EN induced by the rows in X and columns in Y ,
Xc = [N ] \X, Y c = [N ] \Y , and for Z ∈ {X,Y } σZ is the permutation on [N ] which places all the elements
of Z before all the elements of Zc, but preserves the order of the elements within the two sets. Additionally
denote P0(z) := det(TN (a(z))).
Equipped with the above notations we now state the main results of this section. By convention, we set
an empty product to equal 1.
Lemma 3.1. Fix ε > 0, γ > 12 , and an integer d such that −d2 ≤ d ≤ d1. Let TN (a) be an N ×N Toeplitz
matrix with symbol a, where a as in (1.1). Assume that the entries of EN are independent with zero mean
and unit variance. Then, there exists η0 > 0 such that
P
 sup
z∈S−εd
∣∣∣∑Nk=|d|+1 Pk(z)∣∣∣
|ad1 |N ·
∏d1−d
i=1 |λi(z)|N+d2
≤ N−( 32η0+γ|d|)
 ≥ 1−Oε(N−η0),
where {−λi(z)}di=1 are the roots of the equation Pz,a(λ) = λd2(a(λ) − z) = 0 and Oε(1) denotes a O(1)
constant depending on ε.
Lemma 3.2. Under the same set-up as in Lemma 3.1, there exist constants C1 <∞, ε? ∈ (0, 1), depending
only on a, ε > 0, so that
P
 sup
z∈S−εd
∣∣∣∑|d|−1k=0 Pk(z)∣∣∣
|ad1 |N ·
∏d1−d
i=1 |λi(z)|N+d2
≤ C1N7d(1− ε?)N
 ≥ 1−N− d2 .
From [3, Lemma A.1] it follows that
(3.2) det(TN (a(z)) +N
−γEN ) =
N∑
k=0
Pk(z).
In Section 4 it will be shown that |P|d|(z)| is of the order |ad1 |N−|d| ·
∏d1−d
i=1 |λi(z)|N+d2 , with high probability.
Thus Lemmas 3.1-3.2 yield the desired upper bounds on the non-dominant terms in the expansion of the
determinant.
The key to the proof of the above lemmas is to represent Pk(z) as linear combinations of products of
determinants of certain bidiagonal matrices with coefficients that are determinants of sub-matrices of EN .
To do this task we borrow ideas from [3].
If TN (a(z)) is an upper triangular matrix then it is obvious that
TN (a(z)) =
d∏
i=1
(JN + λi(z) IdN ),
where JN is the nilpotent matrix given by (JN )i,j = 1j=i+1 for i, j ∈ [N ]. Then the desired representation is
simply a consequence of Cauchy-Binet theorem. For a general Toeplitz matrix the above product represen-
tation does not hold. It was noted in [3] that TN (a(z)) can be viewed as a certain sub-matrix of an upper
triangular finitely banded Toeplitz matrix with a slightly larger dimension. (This is related to the Grushin
problem discussed by Sjo¨strand and Vogel, see e.g. [19], in that one replaces the study in dimension N with
a slightly larger dimension. However, the details of the replacement, as well as the goals, are different.)
Therefore one can essentially repeat the same product representation and apply the Cauchy-Binet theorem.
To use efficiently this idea, we introduce the following definition.
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Definition 3.1 (Toeplitz with a shifted symbol). Let TN (a) be a Toeplitz matrix with finite symbol a(λ) =∑d1
`=−d2 a`λ
`. For M > d, z ∈ C and d¯1, d¯2 ∈ N such that d¯1 + d¯2 = d1 + d2 = d, let TM (a, z; d¯1) denote the
M ×M Toeplitz matrix with the first row and column
(a′d1−d¯1 , a
′
d1−d¯1+1, . . . , a
′
d1 , 0, . . . , 0) and (a
′
d1−d¯1 , a
′
d1−d¯1−1, . . . , a
′
−d2 , 0, . . . , 0)
T,
respectively, where a′j := aj − zδj,0, j = −d2,−d2 + 1, . . . , d1.
From Definition 3.1, it follows that
TN (a(z)) = TN (a, z; d1) = TN+d2(a, z; d)[[N ]; [N + d2] \ [d2]],
since
TN+d2(a, z; d1) =

a−d2 · · · a0 − z · · · ad1 0 · · · 0
0 a−d2 a0 − z
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . ad1
...
. . .
. . .
. . .
...
...
. . .
. . . a0 − z
...
. . .
. . .
...
0 · · · · · · · · · · · · · · · 0 a−d2

.
Note that TN+d2(a, z; d) is an upper triangular Toeplitz matrix. Since {−λ`(z)}d`=1 are the roots of the
equation Pz,a(λ) = 0 we obtain that
TN+d2(a, z; d) =
d∑
`=0
(a`−d2 − zδ`,d2)J`N+d2 = ad1
d∏
`=1
(JN+d2 + λ`(z) IdN+d2).
Hence, recalling the definition of {Pk(z)}Nk=1 from (3.1), applying the Cauchy-Binet theorem, and writing
S + ` := {x+ `, x ∈ S} for any set of integers S and an integer `, we obtain that
Pk(z) =
∑
X,Y⊂[N ]
|X|=|Y |=k
(−1)sgn(σX) sgn(σY ) det(TN+d2(a, z; d)[Xc;Y c + d2]) ·N−γk · det(EN [X;Y ])
=
∑
X,Y⊂[N ]
|X|=|Y |=k
d−1∑
i=2
∑
Xi⊂[N+d2]
|Xi|=k+d2
(−1)sgn(σX) sgn(σY )aN−kd1 ·
d∏
i=1
det
(
(JN+d2 + λi(z) IdN+d2)[Xˇi; Xˇi+1]
)
·N−γk · det(EN [X;Y ]),(3.3)
where
(3.4) X1 := X1(X) := X ∪ [N + d2] \ [N ], Xd+1 := Xd+1(Y ) := (Y + d2) ∪ [d2],
and Zˇ := [N + d2] \Z for any set Z ⊂ [N + d2]. We emphasize the notational difference between Zˇ and Zc.
The former will be used to write the complement of Z when viewed as a subset of [N + d2], where for the
latter Z will be viewed as a subset of [N ].
The rhs of (3.3) gives the desired representation of Pk(z). To prove Lemmas 3.1-3.2 we use the second
moment method. This requires some preprocessing of the rhs of (3.3). To obtain a tractable expression we
express the sums in (3.3) over {Xi}d+1i=1 as an iterated sums, see (3.12) below. The inner sum will be over
the choices of {Xi}d+1i=1 such that the product of the determinants of the bi-diagonal matrices is constant and
the outer sum will be over all possible values of the product of the determinants.
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We now describe this decomposition. From (3.3)-(3.4) we have that |Xi| = k+d2, for i ∈ [d+1]. Therefore,
we write
(3.5) Xi = {xi,1 < xi,2 < · · · < xi,k+d2} , Xk := (X1, X2, . . . , Xd+1).
Using [3, Lemma A.3] we note that
det((JN+d2 + λi(z) IdN+d2)[Xˇi; Xˇi+1]) =(3.6)
λi(z)
xi+1,1−1 ·
(
k+d2∏
`=2
λi(z)
xi+1,`−xi,`−1
)
· λi(z)N+d2−xi,k+d2 · 1 {xi+1,` ≤ xi,` < xi+1,`+1, ` ∈ [k + d2]} ,
where we have set xi+1,k+d2+1 = ∞ for convenience. In light of (3.6), for any ` := (`1, `2, . . . , `d) with
0 ≤ `i ≤ N + d2 for i ∈ [d], and k ∈ [N ], we define
L`,k := {Xk : 1 ≤ xi+1,1 ≤ xi,1 < xi+1,2 ≤ xi,2 < · · · < xi+1,k+d2 ≤ xi,k+d2 ≤ N + d2
and xi+1,1 +
k+d2∑
j=2
(xi+1,j − xi,j−1) + (N + d2 − xi,k+d2) = `i + k + d2, for all i = 1, 2, . . . , d}.
Note that (3.6) implies that the summand in (3.3) is non-zero only when Xk ∈ L`,k for some ` and in that
case
(3.7)
d∏
i=1
det
(
(JN+d2 + λi(z) IdN+d2)[Xˇi; Xˇi+1]
)
=
d∏
i=1
λi(z)
`i .
Recall that in Lemmas 3.1 and 3.2 we aim to show that for z ∈ S−εd and k 6= |d|, |Pk(z)| is small compared∏d1−d
i=1 λi(z)
N+d2 (when ad1 = 1). Thus it would be convenient to pull out this factor from the rhs of (3.7).
So, using the observation that
xi+1,1 +
k+d2∑
j=2
(xi+1,j − xi,j−1) +
k+d2∑
j=1
(xi,j − xi+1,j) + (N + d2 − xi,k+d2) = N + d2,
we have the following equivalent representation of L`,k:
(3.8) L`,k := {Xk : 1 ≤ xi+1,1 ≤ xi,1 < xi+1,2 ≤ xi,2 < · · · < xi+1,k+d2 ≤ xi,k+d2 ≤ N + d2,
k+d2∑
j=1
(xi,j − xi+1,j + 1) = ˆ`i; i = 1,+2, . . . , d0,
and xi+1,1 +
k+d2∑
j=2
(xi+1,j − xi,j−1) + (N + d2 − xi,k+d2) = ˆ`i + k + d2; i = d0 + 1, d0 + 2, . . . , d},
where
(3.9) ˆ`i :=
{
`i if i > d0
N + d2 − `i if i ≤ d0
and d0 = d1 − d. Thus for any Xk ∈ L`,k we find that
(3.10)
d∏
i=1
det
(
(JN+d2 + λi(z) IdN+d2)[Xˇi; Xˇi+1]
)
=
d0∏
i=1
λi(z)
N+d2 ·
d0∏
i=1
λi(z)
−ˆ`i
d∏
i=d0+1
·λi(z)ˆ`i .
Furthermore, the restriction (3.4) and the fact that the outer sum in (3.3) is over X,Y ⊂ [N ] implies that
the summand in (3.3) vanishes unless Xk ∈ L`,k, where
(3.11) L`,k := {Xk ∈ L`,k : x1,k+j = N + j; j ∈ [d2] and xd+1,j = j; j ∈ [d2]}.
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Therefore, from (3.3) and (3.10) we deduce that
(3.12) Pk(z) = a
N−k
d1
·
d0∏
i=1
λi(z)
N+d2 ·N−γk
∑
`
d0∏
i=1
λi(z)
−ˆ`i ·
d∏
i=d0+1
λi(z)
ˆ`
i
·
∑
Xk∈L`,k
(−1)sgn(σX) sgn(σY) det(EN [X;Y]),
with
(3.13) X := X(X1) := X1 ∩ [N ] and Y := Y(Xd+1) := (Xd+1 − d2) ∩ [N ],
where (3.13) is a consequence of (3.4). We introduce another notation. Set
(3.14) Q`,k(z) :=
d0∏
i=1
λi(z)
−ˆ`i
d∏
i=d0+1
λi(z)
ˆ`
i · Q̂`,k,
where
(3.15) Q̂`,k :=
∑
Xk∈L`,k
(−1)sgn(σX) sgn(σY) det(EN [X;Y])
does not depend on z. We have from (3.12) that
(3.16)
Pk(z)
aNd1 ·
∏d0
i=1 λi(z)
N+d2
= a−kd1 N
−γk∑
`
Q`,k(z) = a
−k
d1
N−γk
∑
`
d0∏
i=1
λi(z)
−ˆ`i
d∏
i=d0+1
λi(z)
ˆ`
i · Q̂`,k
Having obtained a tractable expression in (3.16) we now proceed to apply the second moment method to
prove Lemmas 3.1 and 3.2. So, we next estimate the variance of Q̂`,k. Using the facts that the entries of EN
are independent with zero mean and unit variance it is straightforward to see that
E [det(EN [X∗;Y∗] · det(EN [X′;Y′])] =
{
k! if X∗ = X′ and Y∗ = Y′
0 otherwise,
for any collection of subsets X∗,Y∗,X′,Y′ ⊂ [N ], each of cardinality k. Hence, we deduce that
Var(Q̂`,k) = k! ·N`,k,(3.17)
where
(3.18) N`,k :=
∣∣{Xk = (X1, X2, . . . , Xd+1),X ′k = (X ′1, X ′2, . . . , X ′d+1) ∈ L`,k : X1 = X ′1, Xd+1 = X ′d+1}∣∣ .
Thus an estimate on the variance of Q̂`,k requires a bound on N`,k. This is done in the lemma below. The
proof is postponed to later in the section.
Lemma 3.3. Fix k ∈ N, an integer d such that −d2 ≤ d ≤ d1, and ` = (`1, `2, . . . , `d) such that 0 ≤ `i ≤
N + d2 for all i ∈ [d]. For |d| ≤ k ≤ N and N`,k as in (3.18), we have
N`,k ≤
(
N + d2
k − |d|
)
·
d0∏
i=1
( ˆ`
i − 1
k + d2 − 1
)2
·
d∏
i=d0+1
(ˆ`
i + k + d2
k + d2
)2
.(3.19)
One final ingredient needed for the proof of Lemma 3.1 is a uniform separation of the moduli of the roots
{−λi(z)}di=1 from one, for all z ∈ S−εd . This is formulated in the lemma below.
Lemma 3.4. Fix ε ∈ (0, 1) and an integer d such that −d2 ≤ d ≤ d1. Denote d0 := d1 − d. Then
(3.20) sup
z∈S−εd
max
{
d0
max
i=1
{|λi(z)|−1}, dmax
i=d0+1
{|λi(z)|}
}
≤ 1− ε0,
for some sufficiently small ε0 > 0, depending only on ε and the symbol a.
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Proof. Recalling the definition of Sd (see Definition 1.2) we have that Sd ⊂ (a(S1))c. This implies that
(3.21) S−εd ∩ (a(S1))ε = ∅.
On the other hand, if (3.20) is violated for some z ∈ S−εd then there exists a root λ0(z) of the equation
Pz,a(λ) = 0 such that
||λ0(z)| − 1| ≤ 2ε0,
whenever ε0 <
1
2 . Therefore, denoting
z0 :=
d2∑
i=−d2
ai · λ0(z)
i
|λ0(z)|i ∈ a(S
1).
By the triangle inequality it follows that
|z − z0| ≤
d1∑
i=−d2
|ai| · |λ0(z)|i ·
∣∣∣∣1− 1|λ0(z)|i
∣∣∣∣ = d1∑
i=−d2
|ai| ·
∣∣|λ0(z)|i − 1∣∣ ≤ d2d−1 d1max
i=−d2
|ai| · ||λ0(z)| − 1|.
Now upon choosing ε0 sufficiently small we note that the above implies that z ∈ (a(S1))ε. This yields a
contradiction to (3.21), thereby proving the claim (3.20). 
We now proceed to the proof of Lemma 3.1.
Proof of Lemma 3.1. We abbreviate notation by writing D = S−εd . Recalling (3.14)-(3.15) and (3.9), it
follows from Lemma 3.4 that
sup
z∈D
|Q`,k(z)| ≤
d∏
i=1
(1− ε0)ˆ`i · |Q̂`,k|.
Thus, for any η > 0, Chebychev’s inequality yields that
P
(
|ad1 |−kN−γk sup
z∈D
|Q`,k(z)| ≥ N−(γ|d|+2η)
)
(3.22)
≤P
(
|Q̂`,k| ≥ |ad1 |kN−(γ|d|+2η)+γk
d∏
i=1
(1− ε0)−ˆ`i
)
≤ |ad1 |−2kN2γ|d|+4η−2γk ·
d∏
i=1
(1− ε0)2ˆ`i · k! ·
(
N + d2
k − |d|
)
·
d0∏
i=1
( ˆ`
i − 1
k + d2 − 1
)2
·
d∏
i=d0+1
(ˆ`
i + k + d2
k + d2
)2
,
where the last step follows from Lemma 3.3 and (3.17). Building on the probability bound (3.22) we now
finish the proof by taking unions over k and `. To carry out this step we split the entire ranges of k and `
into several regimes. First we start with the case where both k and maxi ˆ`i are small compared to N .
Case 1: Set
R1 := {(k, `) : |d| < k ≤ N 1log logN , ˆ`i ≤ N 2log logN , i = 1, 2, . . . , d}.
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Then, from (3.22), upon using the triangle inequality and the union bound, for some suitably chosen small
η0, depending on γ, we obtain that
P
sup
z∈D
∣∣∣∣∣∣
∑
(k,`)∈R1
a−kd1 N
−γkQ`,k(z)
∣∣∣∣∣∣ ≥ N (2d+1)log logN ·N−(γ|d|+2η0)

≤
∑
(k,`)∈R1
P
(
|ad1 |−kN−γk sup
z∈D
|Q`,k(z)| ≥ N−(γ|d|+2η0)
)
≤ N4η0 ·
(
1 +
d2
N
)N
·
N
1
log logN∑
k=|d|+1
d∑
i=1
N
2
log logN∑
ˆ`
i=0
|ad1 |−2k
k!
(k − |d|)! ·N
k−|d|N−2γ(k−|d|)
·
d0∏
i=1
( ˆ`
i − 1
k + d2 − 1
)2 d∏
i=d0+1
(ˆ`
i + k + d2
k + d2
)2
≤ ed2 ·N 2dlog logN ·N4η0 ·
N
1
log logN∑
k=|d|+1
|ad1 |−2kk|d|N (k−|d|)(1−2γ) ·N
5(k+d2)d
log logN ≤ N−η0 ,
for all large N , where the last step follows from the fact that γ > 12 .
Next we consider the case where k is small compared to N but maxi ˆ`i can be as large as possible.
Case 2: To treat this case we split the range k and ` as follows: Set
R2,i :=
{
(k, `) : |d| < k ≤ N 1log logN ; ˆ`(j) ≤ N
2
log logN , j ∈ [i− 1];
and N
2
log logN ≤ ˆ`(j) ≤ N + d2, j ∈ [d] \ [i− 1]
}
,
where ˆ`(1) ≤ ˆ`(2) ≤ · · · ≤ ˆ`(d) is an non-increasing rearrangement of {`i}di=1. Denote
R2 :=
d⋃
i=1
R2,i.
If (k, `) ∈ R2,i then we note that ˆ`(j) ≥ k2 ∨N
2
log logN , for any j = i, i+ 1, . . . , d and therefore
(1− ε0)2ˆ`(j) max
{( ˆ`
(j) − 1
k + d2 − 1
)2
,
(ˆ`
(j) + k + d2
k + d2
)2}
≤ (1− ε0)ˆ`(j) ,
for all large N . Hence, fixing any |d|+ 1 ≤ k0 ≤ N 1log logN and using the fact that∑
`≥L
(1− ε0)` = (1− ε0)L · ε−10
we observe that
(3.23)
∑
`:(k0,`)∈R2,i
d∏
j=1
(1− ε0)2ˆ`j
d0∏
j=1
( ˆ`
j − 1
k0 + d2 − 1
)2
·
d−1∏
j=d0+1
(ˆ`
j + k0 + d2
k0 + d2
)2
≤
∑
`:(k0,`)∈R2,i
i−1∏
j=1
max
{( ˆ`
(j) − 1
k0 + d2 − 1
)2
,
(ˆ`
(j) + k0 + d2
k0 + d2
)2}
·
 d∏
j=i
(1− ε0)ˆ`(j)

≤ N (5k0+d2)ilog logN · ε−(d−i+1)0 (1− ε0)(d−i+1)N
2
log logN ≤ N (5k0+d2)dlog logN · ε−d0 (1− ε0)N
2
log logN
.
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Hence using (3.22)-(3.23) and the union bound again we obtain that
P
sup
z∈D
∣∣∣∣∣∣N−γka−kd1
∑
(k,`)∈R2,i
Q`,k(z)
∣∣∣∣∣∣ ≥ N 2log logN ·N−(γ|d|+2η0)

≤
∑
(k,`)∈R2,i
P
(
N−γk|ad1 |−k sup
z∈D
|Q`,k(z)| ≥ N−(γ|d|+2η0+2d)
)
≤ ed2ε−d0 N4η0+2d(1− ε0)N
2
log logN
N
1
log logN∑
k=|d|+1
|ad1 |−2k
k!
(k − |d|)!N
(k−|d|)(1−2γ) ·N (5k+d2)dlog logN
 ≤ Oε(1)N−η0 .
Thus taking another union bound over i ∈ [d] we obtain
P
sup
z∈D
∣∣∣∣∣∣
∑
(k,`)∈R2
N−γka−kd1 Q`,k(z)
∣∣∣∣∣∣ ≥ N 3log logN ·N−(γ|d|+2η0)
 ≤ Oε(1)N−η0 .
Now we consider the case where k is large and maxi ˆ`i is not too large compared to k.
Case 3: Set
R3 := {(k, `) : k ≥ N 1log logN , ˆ`i ≤ k(logN)2 ∧ (N + d2), i = 1, 2, . . . , d}.
Recalling the inequality
(
n
m
) ≤ ( enm )m we note that
max
{( ˆ`
j − 1
k + d2 − 1
)2
,
(ˆ`
j + k + d2
k + d2
)2}
≤ (2e(logN)2)2(k+d2),
for any (k, `) ∈ R3. Thus proceeding as above we deduce that
P
sup
z∈D
∣∣∣∣∣∣
∑
(k,`)∈R3
N−γka−kd1 Q`,k(z)
∣∣∣∣∣∣ ≥ N−(γ|d|+2η0)

≤
∑
(k,`)∈R3
P
(
N−γk|ad1 |−k sup
z∈D
|Q`,k(z)| ≥ N−(γ|d|+2η0+d+2)
)
≤ N2(2η0+d+2)
∑
(k,`)∈R3
|ad1 |−2k
k!
(k − |d|)!N
−(k−|d|)(2γ−1)(2e(logN)2)2(k+d2)d ≤ Oε(1) ·N−η0 .
It now remains to treat the following regime of (k, `).
Case 4: Set
R4,i :=
{
(k, `) : k ≥ N 1log logN ; ˆ`(j) ≤ k(logN)2 ∧ (N + d2), j ∈ [i− 1];
k(logN)2 ≤ ˆ`(j) ≤ N + d2, j ∈ [d] \ [i− 1]
}
and
R4 :=
d⋃
i=1
R4,i.
If (k, `) ∈ R4,i then k(logN)2 ≤ ˆ`(j) ≤ N + d2, for j = i, i+ 1, . . . , d, which in turn implies that
d
max
j=i
{(( ˆ`
(j) − 1
k + d2 − 1
)2
∨
(ˆ`
(j) + k + d2
k + d2
)2)
· (1− ε0)ˆ`(j)
}
≤ 1,
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for all large N . Therefore for any (k, `) ∈ R4,i we obtain that
d∏
j=1
(1− ε0)2ˆ`j
d0∏
j=1
( ˆ`
j − 1
k + d2 − 1
)2
·
d∏
j=d0+1
(ˆ`
j + k + d2
k + d2
)2
≤
d∏
j=i
(1− ε0)ˆ`(j) · (2e(logN)2)2(k+d2)(i−1).
Thus
P
sup
z∈D
∣∣∣∣∣∣
∑
(k,`)∈R4,i
N−γka−kd1 Q`,k(z)
∣∣∣∣∣∣ ≥ N−(γ|d|+2η0)

≤
∑
(k,`)∈R4,i
P
(
N−γk|ad1 |−k sup
z∈D
|Q`,k(z)| ≥ N−(γ|d|+2η0+d+2)
)
≤N2(2η0+d+2)
∑
(k,`)∈R4,i
|ad1 |−2k
k!
(k − |d|)!N
−(k−|d|)(2γ−1)
d∏
j=i
(1− ε0)ˆ`(j) · (2e(logN)2)2(k+d2)(i−1)
≤N2(2η0+d+2)ε−d0 (1− ε0)N
1
log logN
 N∑
k=N
1
log logN
|ad1 |−2kk|d|N−(k−|d|)(2γ−1) · (2e(logN)2)2d(k+d2)

≤Oε(1) ·N−η0
and taking another union bound over i = 1, 2 . . . , d, we further have
P
sup
z∈D
∣∣∣∣∣∣
∑
(k,`)∈R4
N−γka−kd1 Q`,k(z)
∣∣∣∣∣∣ ≥ dN−(γ|d|+2η0)
 ≤ Oε(1) ·N−η0 .
Hence, combining all four regimes of (k, `) from (3.16) we deduce that
(3.24) P
(
sup
z∈D
∣∣∣∣∣
∑N
k=|d|+1 Pk(z)
aNd1
∏d0
i=1 λi(z)
N+d2
∣∣∣∣∣ ≥ N−(γ|d|+ 74η0)
)
≤ Oε(N−η0).
Recalling the facts that |λ1(z)| ≥ |λ2(z)| ≥ · · · ≥ |λd0(z)| ≥ 1 and d0 = d1− d the proof of the lemma is now
completed. 
We now provide the proof of Lemma 3.3 yielding the bound on N`,k.
Proof of Lemma 3.3. To prove (3.19) we need to consider the cases d ≥ 0 and d < 0 separately. First let us
consider the case d ≥ 0.
To this end, denote
(3.25) δi,j := δi,j(Xk) :=

xi,j − xi+1,j for i ∈ [d0] and j ∈ [k + d2]
xi+1,1 for i ∈ [d] \ [d0], j = 1
xi+1,j − xi,j−1 for i ∈ [d] \ [d0], j ∈ [k + d2] \ {1}
N + d2 − xi,k+d2 for i ∈ [d] \ [d0], j = k + d2 + 1.
We claim that for Xk ∈ L`,k, with k ≥ d, the set of integers {δi,j(Xk)} fixes the choices of {xd+1,j}d+d2j=1 . To
see this we note that for any pair of integers k and j such that k ≥ d and d2 + 1 ≤ j ≤ d + d2, we have
j ≤ k + d2 and d− j + 1 ≥ d− d2 − d + 1 = d1 − d + 1 = d0 + 1.
Therefore
(3.26) xd+1,j =
d∑
i=d−j+2
(xi+1,j−(d−i) − xi,j−(d−i)−1) + xd−j+2,1 =
d∑
i=d−j+1
δi,j−(d−i)(Xk),
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where the last equality follows from the definition (3.25) of the {δi,j}’s. This proves that {δi,j(Xk)} fixes the
choices of {xd+1,j}d2+dj=d2+1. As Xk ∈ L`,k we also have that
(3.27) xd+1,j = j, j = 1, 2, . . . , d2.
The last two observations prove the claim.
To complete the proof of the bound on N`,k, for d ≥ 0, we note that the remaining indices of Xd+1,
i.e. {xd+1,j}k+d2j=d+d2+1 can be chosen in
(
N+d2
k−d
)
ways. The fact that Xk ∈ L`,k ⊂ L`,k also implies that
{δi,j(Xk)} can be chosen in
(3.28)
d0∏
i=1
( ˆ`
i − 1
k + d2 − 1
)
·
d∏
i=d0+1
(ˆ`
i + k + d2
k + d2
)
ways.
From (3.25) it is immediate that choosing {δi,j(Xk)} and Xd+1 fixes Xk. So, to find the bound on N`,k we
then need to find the number of choices X ′k ∈ L`,k ⊂ L`,k such that X ′d+1 = Xd+1. This amounts to choosing
only {δi,j(X ′k)}, and the number of such choices, as already seen above, in bounded by (3.28). Therefore,
combining the above bounds we arrive at the desired bound for N`,k, when d ≥ 0.
It remains to prove (3.19) for d < 0. To this end, we claim that choosing {δi,j(Xk)}i,j automatically fixes
{xd+1,j}k+d2j=k+d2+d+1 for any Xk ∈ L`,k and k ≥ |d|.
Indeed, for any Xk ∈ L`,k the indices {x1,k+`}d2`=1 are fixed. Therefore, choosing {δi,j(Xk)} fixes the indices
{xd0+1,k+`}d2`=1 (recall (3.25)). Now similar to (3.26) we observe that for any j such that d− d0 + 1 ≤ j ≤ d2
xd+1,k+j =
d∑
i=d0+1
δi,k+j−(d−i) + xd0+1,k+j−(d−d0).
Therefore choosing {δi,j(Xk)} also fixes {xd+1,k+j}d2j=d−d0+1 and hence the claim. On the other hand
{xd+1,j}d2j=1 are fixed by the definition of L`,k. Now repeating the same argument as in the case d ≥ 0,
we arrive at the bound (3.19) for d < 0. We omit further details. 
Next we proceed to the proof of Lemma 3.2, the second main result of this section. We begin with the
following lemma that shows that if k < |d| then L`,k = ∅ unless the sum of the ˆ`i’s is close to N . The proof
appears in [3, Proof of Lemma 4.3], see (4.24) there.
Lemma 3.5 ([3, Lemma 4.3]). Fix an integer k < |d| where d as in Lemma 3.1. Then for any ` :=
(`1, `2, . . . , `d) such that 0 ≤ `i ≤ N + d2, for all i ∈ [d],
L`,k 6= ∅ ⇒
d∑
i=1
ˆ`
i ≥ N − d2,
where L`,k and {ˆ`i}di=1 are as in (3.11) and (3.9), respectively.
We now prove Lemma 3.2.
Proof of Lemma 3.2. We again use a second moment estimate. Similar to the proof of Lemma 3.1, a key to
the proof will be a bound on N`,k of (3.18).
We noted in the proof of Lemma 3.3 that choosing {δi,j(Xk)} and Xd+1 fixes the choice of Xk. It follows
that for any k ≤ d,
N`,k ≤ (N + d2)k+d2 ·
d0∏
i=1
( ˆ`
i − 1
k + d2 − 1
)2
·
d∏
i=d0+1
(ˆ`
i + k + d2
k + d2
)2
(3.29)
≤ (N + d2)k+d2 · (N + d2)2(k+d2) · (N + k + 2d2)2(k+d2) ≤ (2N)10d,
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for all large N , where the second inequality follows from the fact that ˆ`i ≤ N+d2 for all i ∈ [d]. Now Lemma
3.5 yields that
Pk(z)
aNd1 ·
∏d0
i=1 λi(z)
N+d2
= N−γka−kd1
∑
`
Q`,k(z),
where the sum is taken over all ` such that
∑d
i=1
ˆ`
i ≥ N − d2. Therefore proceeding as in (3.22), for any
such ` and k < |d|, we find that
P
(
N−γk|ad1 |−k sup
z∈D
|Q`,k(z)| ≥ d−1C1N6d(1− ε?)N
)
≤P
(
|Q̂`,k| ≥ d−1C1|ad1 |kN6d(1− ε?)N
d∏
i=1
(1− ε0)−ˆ`i
)
≤ dC−11 N−12d(1− ε?)−2N ·
d∏
i=1
(1− ε0)2ˆ`i · |ad1 |−2kk!(2N)10d
≤ (d+ 1)! · 210d · |ad1 |−2d · C−11
(
1− ε0
(1− ε?)2
)N
·N−2d ≤ N−2d,
for all large N , where the penultimate step follows from the fact that N − d2 ≥ N/2, for all large N , and
the last step follows upon choosing C1 and ε? to be sufficiently large and small, respectively. Finally taking
another union bound over {ˆ`i}di=1 and k < |d| completes the proof of the lemma. 
4. Anti-concentration bounds
As mentioned in Section 2, the key to obtaining a uniform lower bound on P|d|(z) for z on the boundaries
of appropriate subsets of S−εd is finding an appropriate anti-concentration bound for the same per fixed
z ∈ S−εd . We begin by providing the following general anti-concentration bound for polynomials of inde-
pendent complex-valued random variables, satisfying a bound on their Le´vy concentration function given by
Assumption 1.8, such that the degree of every variable is at most one.
Proposition 4.1. Fix k, n ∈ N and let {Ui}ni=1 be a sequence of independent complex-valued random vari-
ables, whose Le´vy concentration functions satisfy the bound (1.6). Let Qk(U1, U2, . . . , Un) be a homogenous
polynomial of degree k such that the degree of each variable is at most one. That is,
Qk(U1, U2, . . . , Un) :=
∑
I∈([n]k )
b(I)
∏
i∈I
Ui,
for some collection of complex-valued coefficients {b(I); I ∈ ([n]k )}, where ([n]k ) denotes the set of all k distinct
elements of [n].
Assume that there exists an I0 ∈
(
[n]
k
)
such that |b(I0)| ≥ c? for some absolute constant c? > 0. Then for
any ε ∈ (0, e−1] we have
P (|Qk(U1, U2, . . . , Un)| ≤ ε) ≤ C¯ · (c? ∧ 1)−(1+η)ε1+η
(
log
(
1
ε
))k−1
,
where η ∈ (0, 1] is as in (1.6) and C¯ <∞ is some large absolute constant.
When {Ui}ni=1 are independent real valued random variables and have uniformly bounded densities with
respect to the Lebesgue measure, an anti-concentration bound analogous to the above was obtained in [3]
(see Proposition 4.5 there), with η = 0. The proof of Proposition 4.1 follows from a simple modification of
the proof of [3, Proposition 4.5]. We include it for completeness.
Proof. Since
L(Ui, ε) = sup
w∈C
P(|Ui − w| ≤ ε) ≤ Cε1+η, i ∈ [n],
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where C and η are as in (1.6), using the joint independence of {Ui}i∈[n] the desired anti-concentration
property is immediate for k = 1. To prove the general case we proceed by induction.
The idea behind the proof is that Qk being a polynomial such that the degree of each Ui is at most one,
we note that for i0 ∈ I0 one can write Qk = Q · Ui0 + Q˜, for some Q, Q˜ independent of Ui0 . Thus, the
anti-concentration bound of Qk depends on that of Q. The advantage of this decomposition is that the
degree of Q is (k−1). So one can iterate the above argument to obtain the desired anti-concentration bound
for Qk.
To mathematically formulate this idea we introduce some notation. Order the elements of I0 and denote
them by i01, i
0
2, . . . , i
0
k. For j ≤ k, define I0j := {i0j , i0j+1, . . . , i0k}. Set
Q0k := Q
0
k(Ui; i /∈ I0k) :=
∑
I:I⊃I0k
b(I)
∏
`∈I\I0k
U` and Q
1
k := Q
1
k(Ui; i /∈ I0k) :=
∑
I:I∩I0k=∅
b(I)
∏
`∈I
U`.
For 1 ≤ j ≤ k − 1, we iteratively define
Q0j := Q
0
j (Ui; i /∈ I0j ) :=
∑
I:I⊃I0j
b(I)
∏
`∈I\I0j
U` and Q
1
j := Q
1
j (Ui, i /∈ I0j ) :=
∑
I:I⊃I0j+1
i0j /∈I
b(I)
∏
`∈I\I0j+1
U`.
Equipped with the above notation we see that
Qk(U1, U2, . . . , Un) =: Q
0
k+1 = Ui0k ·Q
0
k +Q
1
k, Q
0
j+1 = Ui0j ·Q0j +Q1j , j = 1, 2, . . . , k − 1,
and Q01 = a(I0). We will prove inductively that
(4.1) P
(|Q0j | ≤ ε) ≤ (3Ce1+η)j−1(c? ∧ 1)−(1+η)ε1+η(log(1ε
))j−2
, j = 2, 3, . . . , k + 1,
from which the desired anti-concentration bound follows by taking j = k + 1. Hence, it only remains to
prove (4.1).
For j = 2, Q0j is a homogeneous polynomial of degree 1 in the variables Ui, and (4.1) follows from the
assumptions on {U`}n`=1 and the fact that |b(I0)| ≥ c?. Assuming that (4.1) holds for j = j∗ and fixing
δ ∈ (0, 1), we have that with Cj := (3Ce1+η)j−1(c? ∧ 1)−(1+η),
P
(∣∣Q0j∗+1∣∣ ≤ ε) ≤ P (∣∣Q0j∗ ∣∣ ≤ δ)+ E
[
P
(∣∣∣∣∣Ui0j∗ + Q1j∗Q0j∗
∣∣∣∣∣ ≤ ε|Q0j∗ |
∣∣∣∣Ui, i /∈ I0j∗
)
· 1 (∣∣Q0j∗ ∣∣ ≥ δ)
]
≤ Cj∗δ1+η
(
log
(
1
δ
))j∗−2
+ Cε1+η · E
[
|Q0j∗ |−(1+η)1
(∣∣Q0j∗ ∣∣ ≥ δ)] ,(4.2)
where we have used the fact that Q1j∗ and Q
0
j∗ are independent of U
0
ij∗
, and the bound on the Le´vy concen-
tration function (i.e. the bound (1.6)) for the latter. Using integration by parts, for any probability measure
µ supported on [0,∞) we have that∫ e−1
δ
x−(1+η)dµ(x) = e1+ηµ([δ, 1]) + (1 + η)
∫ e−1
δ
µ([δ, t])
t2+η
dt.
Therefore, using the induction hypothesis and the fact that η ∈ (0, 1], we have
E
[
|Q0j∗ |−(1+η)1
(∣∣Q0j∗ ∣∣ ≥ δ)] ≤ e1+η + E [|Q0j∗ |−(1+η)1 (∣∣Q0j∗ ∣∣ ∈ [δ, e−1])]
≤ 2e1+η + 2
∫ e−1
δ
P(|Q0j∗ | ≤ t)
t2+η
dt ≤ 2e1+η + 2Cj∗
∫ e−1
δ
t−1
(
log
(
1
t
))j∗−2
dt
≤ 2e1+η + 2Cj∗
j∗ − 1
(
log
(
1
δ
))j∗−1
.
Since for δ ≤ e−1 we have that log(1/δ) ≥ 1, combining the above with (4.2) and setting δ = ε we establish
(4.1) for j = j∗ + 1. This completes the proof. 
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Using Proposition 4.1, we now derive the following corollary which will be used in Section 5 to derive an
appropriate uniform lower bound on the dominant term.
Corollary 4.2. Fix ε > 0 and d 6= 0 an integer such that −d2 ≤ d ≤ d1. Let the entries of EN satisfy the
bound (1.6). Then there exists a constant C? := C?(ε,a) so that, for any z ∈ S−εd and ε0 ∈ (0, e−1],
P
(
|P|d|(z)|
N−γ|d||ad1 |N−|d|
∏d1−d
i=1 |λi(z)|N+d2
≤ ε0
)
≤ C?ε1+η0
(
log
(
1
ε0
))|d|−1
,
where {−λ`(z)}d`=1 are the roots of the equation Pz,a(λ) = λd2(a(λ)− z) = 0 arranged in the non-increasing
order of their moduli.
To prove Corollary 4.2 we will need the following lemma. Its proof is deferred to Section 6.
Lemma 4.3. Fix ε > 0 and d 6= 0 an integer such that −d2 ≤ d ≤ d1. For d > 0 set X? := [N ] \ [N − d] and
Y? := [d]. For d < 0 set X? := [−d] and Y? := [N ] \ [N + d]. Then, there exists a constant c′0 := c′0(ε,a) > 0
so that
inf
z∈S−εd
∣∣∣∣∣ det(TN (a(z))[Xc?, Y c? ])aN−|d|d1 ∏d1−d`=1 λ`(z)N+d2
∣∣∣∣∣ ≥ c′0, for all large N,
where {λ`(z)}d`=1 are as in Corollary 4.2.
Proof of Corollary 4.2. Define
(4.3) P̂|d|(z) :=
P|d|(z)
N−γ|d|aN−|d|d1
∏d1−d
i=1 λi(z)
N+d2
.
Recalling (3.1) we note that P̂|d|(z) is a homogeneous polynomial of degree |d| in the entries of the noise matrix
EN such that the degree of each entry is one. By Lemma 4.3, there exist X,Y ⊂ [N ] with |X| = |Y | = |d|
such that det(TN (z)[X
c;Y c]) is uniformly bounded below for z ∈ S−εd . Thus, using (3.1) again, we may
apply Proposition 4.1 to deduce that
P
(∣∣∣P̂|d|(z)∣∣∣ ≤ ε0) ≤ C¯(c′0)−(1+η)ε1+η0 (log( 1ε0
))|d|−1
.
This completes the proof. 
5. Uniform lower bound on the dominant term
As outlined in Section 2, to prove Theorem 1.11 we need to find a uniform lower bound on the dominant
term P|d|(z) in the expansion of the determinant of TN (a(z)) + ∆N over the boundaries of appropriate sets,
and show that is at least of the order a
N−|d|
d1
·∏d1−di=1 λi(z)N+d2 , ignoring some polynomial factors in N . That
is, we need to uniformly lower bound P̂|d|(z), see (4.3).
To find such a bound, we rely on the anti-concentration bounds derived in Section 4 and extend them
uniformly using a first order Taylor expansion. For that, a uniform upper bound on P̂ ′|d|(z) is needed. This
is the content of the next lemma.
Lemma 5.1. Fix ε > 0 and an integer d 6= 0 such that −d2 ≤ d ≤ d1. Then there exist constants C?1 and
C ′1, depending on ε and a, so that for any ε1 > 0,
P
(
sup
z∈S−εd
|P̂ ′|d|(z)| ≤ C?1ε−1/21
)
≥ 1− C ′1ε1.
The proof of Lemma 5.1 is postponed to Section 5.3. Using Lemma 5.1 we now proceed to state the results
on the uniform lower bound of P|d|(z) over the boundary of appropriate subsets of S−εd that eventually lead
to the proof of Theorem 1.11. We split the results into two parts. The results of Section 5.1, combined with
Rouche´’s theorem, will provide a bound on the number of roots of det(TN (a(z)) + ∆N ) = 0 in S−εd . As will
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be seen, this step allows us to show that the roots are not on the the boundaries of the chosen subsets of S−εd
on a set of large probability. In Section 5.2, we strengthen the estimates to allow for a comparison between
the point process induced by roots of det(TN (a(z)) + ∆N ) = 0 in S−εd and its predicted limit.
5.1. Towards a bound on the number of roots in S−εd . Propositions 5.2 and 5.3 are the main results
of this section.
Proposition 5.2. Fix ε > 0 and an integer d 6= 0 such that −d2 ≤ d ≤ d1. Let the entries of EN satisfy
Assumption 1.8. Then
(5.1) P
 ⋂
z∈∂S−εd
|P|d|(z)| >
∣∣∣∣∣∣
∑
k 6=|d|
Pk(z)
∣∣∣∣∣∣

 ≥ 1− o(1).
To explain the importance of the next result we need to introduce a notation. Fix d and ε as in Proposition
5.2. Denote
ζdN :=
∑
z∈Sd:P|d|(z)=0
δz,
We note that Proposition 5.2, when combined with Rouche´’s theorem, as S−εd is a bounded open set, yields
that
(5.2) ΞdN (S−εd ) = ζdN (S−εd ),
with high probability. However, because P|d|(z) is a polynomial of degreeN in {λi(z)−1}d0i=1 and {λi(z)}di=d0+1,
where we recall that d0 = d1 − d, no a-priori N -independent bound on ζdN (S−εd ) are available. To tackle this
issue we truncate P|d|(z) by removing high degrees of {λi(z)−1}d0i=1 and {λi(z)}di=d0+1. The bound on the
number of roots of the dominant term, after truncation, follows from Be´zout’s theorem. In the next result
below we show that the part of P|d|(z) that is truncated out is small compared to the truncated version of
P|d|(z), with large probability.
To state the result formally we introduce additional notation. Fix L ∈ N. Recall the definitions of L`,|d|,
X and Y from (3.11) and (3.13). Denote
(5.3) P̂L|d|(z) :=
∑
`: max ˆ`i≤L
d1−d∏
i=1
λi(z)
−ˆ`i ·
d∏
i=d1−d+1
λi(z)
ˆ`
i ·
∑
X|d|∈L`,|d|
(−1)sgn(σX) sgn(σY) det(EN [X;Y]),
and
(5.4) P̂ L¯|d|(z) := P̂|d|(z)− P̂L|d|(z).
We now state the second main result of this section.
Proposition 5.3. Let ε, d, and EN be as in Proposition 5.2, with η as in (1.6). Then there exists ε
?
2 ∈ (0, 1)
and C?2 <∞, depending on ε, η and a only, such that for any ε2 ∈ (0, ε?2] and L ≥ C?2 log
(
1
ε2
)
,
P
 ⋂
z∈∂S−εd
{
|P̂L|d|(z)| > |P̂ L¯|d|(z)|
} ≥ 1− εη42 .
We emphasize that the estimate in Proposition 5.3 is uniform in N .
The proofs of Propositions 5.2 and 5.3 require an estimate on the cardinality of a net of given mesh size
covering ∂S−εd . To this end, we have the following lemma.
Lemma 5.4. Fix ε > 0 and d an integer such that −d2 ≤ d ≤ d1. Then
∂S−εd ⊂ ∂(a(S1))ε
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Proof. We will show that
(5.5) ∂S−εd ⊂ (a(S1))ε+ε3 \ (a(S1))ε−ε3 ,
for any ε3 <
ε
2 . Since
∂(a(S1))ε =
⋂
ε3>0
(a(S1))ε+ε3 \ (a(S1))ε−ε3 ,
the proof of the lemma follows from (5.5). Turning to the proof of (5.5) we begin by noting that from the
definition of the boundary of a set and the definition of the set S−εd it follows that
∂S−εd ⊂ S−ε+ε3d \ S−(ε+ε3)d ,
for any ε3 <
ε
2 . So to complete the proof it suffices to show that
(5.6) S−ε+ε3d ∩ (S−(ε+ε3)d )c ⊂ (a(S1))ε+ε3 ∩ ((a(S1))ε−ε3)c.
Fix z0 ∈ S−ε+ε3d ∩(S−(ε+ε3)d )c. As z0 ∈ (S−(ε+ε3)d )c = (Scd)ε+ε3 , there exists z′0 ∈ Scd such that |z0−z′0| ≤ ε+ε3.
For t ∈ [0, 1] define z0(t) := tz0 +(1−t)z′0. We will show that there exists t0 ∈ [0, 1) such that z0(t0) ∈ a(S1).
As |z0 − z0(t0)| = (1− t0)|z0 − z′0| ≤ ε+ ε3, this will show that
(5.7) S−ε+ε3d ∩ (S−(ε+ε3)d )c ⊂ (a(S1))ε+ε3 .
To prove the above claim we need to use continuity properties of the roots of the equation Pz,a(λ) = 0. To
explain the required continuity property we introduce some notations. Let Cdsym, the symmetric d-th power
of C, denote the set of equivalent classes in Cd, where two points in Cd are set to be equivalent if one can be
obtained by permuting the coordinates of the other. Given any two points 〈λ1, λ2, . . . , λd〉, 〈µ1, µ2, . . . , µd〉 ∈
Cdsym we define
dist(〈λ1, λ2, . . . , λd〉, 〈µ1, µ2, . . . , µd〉) := inf
pi
sup
`
|λ` − µpi(`)|,
where the infimum is taken over all permutations pi of [d]. This induces a metric on Cdsym.
Let τ : C 7→ Cdsym be the map given by τ(z) = 〈λ1(z), λ2(z), . . . , λd(z)〉, where {−λi(z)}di=1 are the roots
of the equation Pz,a(λ) = 0. It is well known that the map τ(·) is continuous (see [27, Appendix 5, Theorem
4A]). Therefore, it trivially follows that z 7→ (|λ1(z)|, |λ2(z)|, . . . , |λd(z)|) is a continuous function, where
{−λi(z)}di=1 are arranged in a non-increasing order of their moduli (e.g. one can apply [27, Appendix 5,
Lemma 3H]).
We now return to the proof of (5.7). As z′0 /∈ Sd we must have either |λd1−d(z′0)| ≯ 1 or |λd1−d+1(z′0)| ≮ 1
(recall from Definition 1.2 that for convenience we have set λ0(z) = ∞ and λd+1(z) = 0). Without loss of
generality, we assume that |λd1−d(z′0)| ≤ 1. We will also assume that z′0 /∈ a(S1), otherwise there is nothing
to be proved. So |λd1−d(z′0)| < 1. On the other hand, the fact z0 ∈ S−ε+ε3d ∩ (S−(ε+ε3)d )c ⊂ Sd implies
that |λd1−d(z0)| > 1. Thus, using the continuity of the map t 7→ |λd1−d(z0(t))| and the intermediate value
theorem we deduce that there indeed exists t0 ∈ (0, 1) such that |λd1−d(z0(t0))| = 1. This proves the claim
(5.7). Furthermore (3.21) implies that
S−ε+ε3d ⊂ ((a(S1))ε−ε3)c.
This together with (5.7) yields (5.6) and completes the proof of the lemma. 
Proof of Proposition 5.2. To prove (5.1) we need to discretize the boundary of the set S−εd . This requires
considering a net of appropriate mesh size of ∂S−εd . To this end, let ε1, ε2 ∈ (0, 1) be some constants to be
chosen later. Denote ε¯ :=
ε2ε
1/2
1
2C?1
. By [24, Corollary 20], the set C\ (a(S1))ε has positive reach in the sense of
Federer, and therefore, by [14, Remark 3.2], its boundary is rectifiable. In particular, it follows from Lemma
5.4 that there exists a net N with mesh size ε¯ whose ε¯ blowup covers ∂S−εd such that
(5.8) |N | ≤ C˜ε¯−1,
for some constant C˜ < ∞. Furthermore, without loss of generality, upon increasing the constant C˜ by a
factor of two, we may assume that N ⊂ ∂S−εd .
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Next we need to identify an event of high probability such that on that event
∑
k 6=|d| Pk(z) = o(P|d|(z))
for all z ∈ ∂S−εd . To this end, introduce the event
(5.9) Ω :=
{
min
z∈N
|P̂|d|(z)| ≥ ε2
}
∩
{
sup
z∈S−ε/2d
|P̂ ′|d|(z)| ≤ C?1ε−1/21
}
.
Applying Lemma 5.1 with ε replaced by ε2 we obtain that
(5.10) P
(
sup
z∈S−ε/2d
|P̂ ′|d|(z)| ≥ C?1ε−1/21
)
≤ C ′1ε1.
Now using Corollary 4.2, applying the union bound, and (5.10) it follows that
P(Ωc) ≤ C ′1ε1 + |N | · C?ε1+η2
(
log
(
1
ε2
))|d|−1
≤ C ′1ε1 + C˜1ε−1/21 εη2
(
log
(
1
ε2
))|d|−1
,(5.11)
for some constant C˜1 <∞, where the last step follows from (5.8).
Thus setting
Ω′ :=
{
sup
z∈∂S−εd
|∑k 6=|d| Pk(z)|
|ad1 |N
∏d1−d
i=1 |λi(z)|N+d2
≤ 2N−( 32η0+γ|d|)
}
,
as ∂S−εd ⊂ S−ε/2d , applying Lemmas 3.1 and 3.2 we have that
(5.12) P(Ω′) ≥ 1− ĈN−η0 ,
for all large N and some Ĉ < ∞. The inequalities (5.11)-(5.12) yield a lower bound on the probability
of the event Ω ∩ Ω′. To complete the proof we will show that on this event P|d|(z) is large compared to∑
k 6=|d| Pk(z).
Turning to this task, we note that for any z ∈ N , upon using the first order Taylor expansion, it follows
that
(5.13) sup
z′∈BC(z,ε¯)
|P̂|d|(z)− P̂|d|(z′)| ≤ sup
z′′∈BC(z,ε¯)
|P̂ ′|d|(z′′)| · ε¯ ≤ sup
z′′∈S−ε/2d
|P̂ ′|d|(z′′)| · ε¯,
where the last step follows upon choosing ε2 sufficiently small. Since N is a net of ∂S−εd of mesh size ε¯, given
any z′ ∈ ∂S−εd there exists z ∈ N such that |z′ − z| ≤ ε¯. Therefore, using triangle inequality, we conclude
that on the event Ω,
(5.14) |P̂|d|(z′)| ≥ |P̂|d|(z)| − |P̂|d|(z)− P̂|d|(z′)| ≥ ε2 − C?1ε−1/21 · ε¯ ≥
ε2
2
,
for any z′ ∈ ∂S−εd . Hence setting ε2 = N−η0 , recalling the definition of P̂|d|(z) from (4.3), we have that
(5.15) |P|d|(z)| ≥ ε2
2
N−γ|d||ad1 |N−|d|
d1−d∏
i=1
|λi(z)|N+d2 > N
η0
4 ·
∣∣∣∣∣∣
∑
k 6=|d|
Pk(z)
∣∣∣∣∣∣ ∀z ∈ ∂S−εd ,
for all large N , on the event Ω ∩ Ω′. Thus⋂
z∈∂S−εd
|P|d|(z)| >
∣∣∣∣∣∣
∑
k 6=|d|
Pk(z)
∣∣∣∣∣∣
 ⊃ Ω ∩ Ω′,
for all large N . Finally setting ε1 = ε
η
2
2 , from (5.11)-(5.12) it follows that
P(Ω ∩ Ω′) ≥ 1− C˜N−η0 − C ′1N−
ηη0
2 − C˜1η0(|d| − 1)N−
ηη0
2 logN.
This completes the proof of the proposition. 
To prove Proposition 5.3 we proceed similarly to the proof of Proposition 5.2. For carrying out the scheme
we need to show that P̂ L¯|d|(z) is uniformly small over ∂S−εd . This is done in the next lemma.
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Lemma 5.5. Fix ε > 0 and an integer d 6= 0 such that −d2 ≤ d ≤ d1. Assume that the entries of EN satisfy
Assumption 1.8 with η as in (1.6). Then there exists L0 ∈ N sufficiently large and constants c1, c2 > 0,
depending on ε and a only, such that for any L ≥ L0,
P
(
sup
z∈S−εd
|P̂ L¯|d|(z)| ≥ e−c1L
)
≤ e−c2L.
Proof. Recalling the definitions of P̂|d|(z), P̂ L¯|d|(z), Q`,k(z), and Q̂`,k from (4.3), (5.3)-(5.4), (3.14), and (3.15),
respectively, from (3.16) we have that
(5.16) P̂ L¯|d|(z) =
∑
`: maxi ˆ`i>L
Q`,|d|(z) =
∑
`: maxi ˆ`i>L
d1−d∏
i=1
λi(z)
−ˆ`i ·
d∏
i=d1−d+1
λi(z)
ˆ`
i · Q̂`,|d|.
From Lemma 3.4 it follows that
sup
z∈S−εd
|Q`,|d|(z)| ≤
d∏
i=1
(1− ε0)ˆ`i · |Q̂`,|d||.
Therefore, proceeding as in (3.22), for any C` <∞ we obtain that
(5.17) P
(
sup
z∈S−εd
|Q̂`,|d|(z)| ≥ C`
)
≤ (d+ 1)!C−2` ·
d∏
i=1
(1− ε0)2ˆ`i ·
d0∏
i=1
( ˆ`
i − 1
|d|+ d2 − 1
)2
·
d∏
i=d0+1
(ˆ`
i + |d|+ d2
|d|+ d2
)2
.
Set
C` :=
4
√
(d+ 1)!
d∏
i=1
(1− ε0)ˆ`i/2 ·
d0∏
i=1
( ˆ`
i − 1
|d|+ d2 − 1
)1/2
·
d∏
i=d0+1
(ˆ`
i + |d|+ d2
|d|+ d2
)1/2
.
It is easy to note that ∑
`:maxi ˆ`i>L
C` ≤ e−c1L and
∑
`:maxi ˆ`i>L
C2` ≤ e−c2L,
for some constants c1, c2 > 0. Therefore using the union bound we deduce from (5.17) that
P
 ∑
`:maxi ˆ`i>L
sup
z∈S−εd
|Q`,|d|(z)| ≥ e−c1L
 ≤ e−c2L.
Upon using (5.16), the proof of the lemma now finishes. 
Equipped with Lemma 5.5 we now prove Proposition 5.3.
Proof of Proposition 5.3. By the triangle inequality it suffices to prove that
(5.18) P
 ⋂
z∈∂S−εd
{
|P̂|d|(z)| > 2|P̂ L¯|d|(z)|
} ≥ 1− εη42 .
For any ε > 0, from (5.14) we have that
|P̂|d|(z)| ≥ ε2
2
∀z ∈ ∂S−εd ,
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on the event Ω, where Ω is as in (5.9). Choose L ≥ C?2 log
(
1
ε2
)
for some large constant C?2 so that e
−c1L ≤ ε28 .
Thus setting
Ω˜ :=
{
sup
z∈∂S−εd
|P̂ L¯|d|(z)| ≤
ε2
8
}
we see that ⋂
z∈∂S−εd
{
|P̂|d|(z)| > 2P̂ L¯|d|(z)
}
⊃ Ω ∩ Ω˜.
Now setting ε1 = ε
η
2 in (5.11) and using Lemma 5.5 we find that
P(Ω ∩ Ω˜) ≥ 1− C ′1ε
η
2
2 − C˜1ε
η
2
2
(
log
(
1
ε2
))|d|−1
− e−c2L ≥ 1− ε
η
4
2 ,
where the last inequality follows upon enlarging C?2 so that e
−c2L ≤ ε
η
2
2 and choosing ε2 sufficiently small.
This completes the proof of the proposition. 
5.2. Towards relating ΞdN to ζ
d
∞. In this section we strengthen the conclusions of Propositions 5.2 and
5.3 so that ΞdN and ζ
d
∞ can be related. The results below together with Rouche´’s theorem show that for an
appropriate choice of a finite cover {D̂α}α∈A of the set S−εd , we have that ΞdN (D̂0α) = ζd∞(D̂0α) for all α ∈ A,
with high probability. If the diameter of D̂α is small for all α ∈ A then the above, when combined with a
bound on ζd∞(S−εd ) will show that the laws of ΞdN and ζd∞ are close, in any topology compatible with weak
convergence, e.g. in the Wasserstein distance.
Proposition 5.6. Fix ε > 0 and an integer d 6= 0 such that −d2 ≤ d ≤ d1. Let ε3 ∈ (0, 1) and {Dα}α∈A be
finite cover of S−εd such that the followings hold:
(i) For some C3 <∞,
(5.19) |A| ≤ C3ε−23 .
(ii) For any ε¯ ∈ (0, 1) and α ∈ A there exists a net Nα of ∂Dα with mesh size ε¯ ∈ (0, 1) such that
(5.20) max
α∈A
|Nα| ≤ C¯3ε¯−1,
for some C¯3 <∞.
Define D̂α := Dα ∩ S−εd . Let the entries of EN satisfy Assumption 1.8. Then,
(5.21) P
 ⋂
α∈A
⋂
z∈∂D̂α
|P|d|(z)| >
∣∣∣∣∣∣
∑
k 6=|d|
Pk(z)
∣∣∣∣∣∣

 ≥ 1− o(1).
Proposition 5.7. Let ε, ε3, d,A, {D̂α}α∈A, and EN be as in Proposition 5.6. Then, there exist ε?3 ∈ (0, 1)
and C?3 <∞, depending on ε,a,η only, such that
P
 ⋂
α∈A
⋂
z∈∂D̂α
{
|P̂L|d|(z)| > |P̂ L¯|d|(z)|
} ≥ 1− ε3,
for any ε3 ∈ (0, ε?3) and L ≥ C?3 log
(
1
ε3
)
.
The proofs of Propositions 5.6 and 5.7 are similar to those of Propositions 5.2 and 5.3. Hence only an
outline is provided. First we prove Proposition 5.6.
Proof of Proposition 5.6. We begin by noting that
∂D̂α ⊂ ∂Dα ∪ ∂S−εd .
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Therefore using the fact that ∂S−εd can be covered by a finite union rectifiable curves, see the proof of
Proposition 5.2, it follows from (5.20) that for any α ∈ A there exists a net N̂α of ∂D̂α with mesh size ε¯
such that
(5.22) max
α∈A
|N̂α| ≤ C¯?3 ε¯−1,
for some large constant C¯?3 <∞. Now setting ε¯ := ε2ε
1/2
1
2C?1
and denoting
Ωε3 :=
{
min
α∈A
min
z∈N̂α
|P̂|d|(z)| ≥ ε2
}
∩
{
sup
z∈S−ε/2d
|P̂ ′|d|(z)| ≤ C?1ε−1/21
}
,
we proceed as in the steps leading to the proof of (5.14) to find that
|P|d|(z)| ≥ ε2
2
, ∀α ∈ A,∀z ∈ ∂D̂α,
on the set Ωε3 . Therefore an argument similar to (5.15) further shows that
|P|d|(z)| ≥ N
η0
4
∣∣∣∣∣∣
∑
k 6=|d|
Pk(z)
∣∣∣∣∣∣ ∀α ∈ A,∀z ∈ ∂D̂α,
on the event Ωε3 ∩ Ω′ε3 , where
Ω′ε3 :=
{
max
α∈A
sup
z∈∂D̂α
|∑k 6=|d| Pk(z)|
|ad1 |N
∏d1−d
i=1 |λi(z)|N+d2
≤ 2N−( 32η0+γ|d|)
}
.
Thus it remains to show that Ωε3 ∩ Ω′ε3 holds with high probability. To this end, we note that upon using
Corollary 4.2, Lemma 5.1, and the union bound it follows that
(5.23) P(Ωcε3) ≤ C ′1ε1 + |A| ·maxα∈A |N̂α| ·C?ε
1+η
2
(
log
(
1
ε2
))|d|−1
≤ C ′1ε1 + C˜1ε−1/21 ε−23 εη2
(
log
(
1
ε2
))|d|−1
,
for some constant C˜1 < ∞, where the last step follows from (5.19) and (5.22). Finally noting that
∪α∈A∂D̂α ⊂ S−ε/2d , we deduce from Lemmas 3.1 and 3.2 that
(5.24) P(Ω′ε3) ≥ 1− C˜N−η0 ,
for all large N and some C˜ <∞. Thus setting ε1 = ε
η
2
2 and ε2 = N
−η0 the desired probability bounds follow
from (5.23) and (5.24). This completes the proof. 
Next we prove Proposition 5.7.
Proof of Proposition 5.7. By the triangle inequality it suffices to show that
(5.25) P
 ⋂
α∈A
⋂
z∈∂D̂α
{
|P̂|d|(z)| > 2|P̂ L¯|d|(z)|
} ≥ 1− ε3.
To prove (5.25) we proceed as in the proof of (5.18). Denoting
Ω˜ε3 :=
{
max
α∈A
sup
z∈∂D̂α
|P̂ L¯|d|(z)| ≤
ε2
8
}
and proceeding as in the proof of Proposition 5.3 we find that⋂
α∈A
⋂
z∈∂D̂α
{
|P̂|d|(z)| > 2P̂ L¯|d|(z)
}
⊃ Ωε3 ∩ Ω˜ε3 .
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Setting ε1 = ε
η
2 and ε2 = ε
4
η
3 from (5.23) we have that
P(Ωcε3) ≤
ε3
2
,
for ε3 sufficiently small. Furthermore, as ∪α∈A∪z∈∂D̂α ⊂ S
−ε/2
d , using Lemma 5.5 we obtain that
P(Ω˜ε3) ≥ 1−
ε3
2
,
whenever L ≥ C?3 log
(
1
ε3
)
. Combining the last two inequalities yields the desired lower bound on the
probability of Ωε3 ∩ Ω˜′ε3 , completing the proof of the proposition. 
5.3. Proof of Lemma 5.1. Before proceeding to the proof we need to show that the derivative of P̂|d|(z),
for all z ∈ S−εd , is well defined. First we show that it is a continuous function. Then, we argue that it is
holomorphic on S−εd \ N¯ , where N¯ is the collection of z’s for which Pz,a(λ) = 0 has double roots. By [7,
Lemma 11.4], the cardinality of N¯ is finite, and thus all its elements are isolated. Therefore, the existence
of the derivative is then a consequence of Riemann’s removable singularity theorem.
The continuity of the map z 7→ P̂|d|(z), for all z ∈ S−εd , follows from the lemma below.
Lemma 5.8. Let ε > 0 and d be an integer such that −d2 ≤ d ≤ d1. Let f : Cd 7→ C be a continuous map
such that
(5.26) f(λ1, λ2, . . . , λd) = f(λpi(1), λpi(2), . . . , λpi(d)),
for all permutations pi on [d] for which pi([d1 − d]) = [d1 − d]. Then the map z 7→ f(λ1(z), λ2(z), . . . , λd(z))
is continuous on S−εd .
Proof. We noted in the proof of Lemma 5.4 that the map τ : C 7→ Cdsym given by τ(z) = 〈λ1(z), λ2(z), . . . , λd(z)〉,
where {−λi(z)}di=1 are the roots of the equation Pz,a(λ) = 0 is continuous. Using this we establish the con-
tinuity of the function f(λ1(z), . . . , λd(z)).
Consider any sequence {zn} such that zn → z ∈ S−εd , as n→∞. Let pi?n be the permutation such that
dist(τ(z), τ(zn)) = sup
`
|λ`(z)− λpi?n(`)(zn)|.
We claim that pi?n([d1 − d]) = [d1 − d] for all large n, i.e. pi?n maps [d1 − d] to [d1 − d]. If not, then there
exists `n ∈ [d1 − d] and `′n ∈ [d] \ [d1 − d] such that pi?n(`n) = `′n. On the other hand z ∈ S−εd implies that
zn ∈ S−ε/2d , for all large n. Therefore, the last two observations together with Lemma 3.4 imply that
(5.27) dist(τ(z), τ(zn)) ≥ |λ`n(z)− λ`′n(zn)| ≥ |λ`n(z)| − |λ`′n(zn)| ≥ |λd1−d(z)| − |λd1−d+1(zn)| ≥ ε′0,
for some ε′0 > 0. Since τ(zn)→ τ(z) the inequality (5.27) yields a contradiction. Hence, pi?n([d1−d]) = [d1−d]
for all large n, as claimed above. As f(·) satisfies (5.26) this further implies that
f(λ1(zn), λ2(zn), . . . , λd(zn)) = f(λpi?n(1)(zn), λpi?n(2)(z), . . . , λpi?n(d)(z)),
for all large n. Since dist(τ(zn), τ(z))→ 0, as n→∞, the desired continuity of the map z 7→ f(λ1(z), . . . , λd(z))
is immediate. This completes the proof of the lemma. 
We next use Lemma 5.8 to prove that the map z 7→ P̂|d|(z) is continuous on S−εd . From (3.3) we note that
P|d|(z) is invariant under any permutation of {λi(z)}di=1. Therefore, by Lemma 5.8, P|d|(·) is continuous. The
same lemma shows that the map z 7→∏d1−di=1 λi(z)N is continuous on S−εd . Hence, so is the map z 7→ P̂|d|(z).
Next to show the holomorphicity of P̂|d|(·) we apply Riemann’s removable singularity theorem. For that
it needs to be shown that except on a collection of isolated points P̂|d|(·) is a holomorphic function.
To this end, using (3.12) we have that
P̂|d|(z) =
∑
`
d0∏
i=1
λi(z)
−ˆ`i ·
d∏
i=d0+1
λi(z)
ˆ`
i ·
∑
X|d|∈L`,|d|
(−1)sgn(σX) sgn(σY) det(EN [X;Y])
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Using the implicit function theorem it follows that for z ∈ S−εd \ N¯ the roots of Pz,a(·) = 0 are analytic in
z (for a proof the reader is referred to [8]). Therefore there exists a reordering of the indices of the roots
{λi(z)}di=1, denoted hereafter by {λ̂i(z)}di=1, such that the maps z 7→ λ̂i(z) are holomorphic on S−εd \ N¯ .
From its definition it further follows that, for all z ∈ S−εd , among {λ̂i(z)}di=1 there are exactly (d1 − d)
roots that are strictly greater than one in moduli. So reusing the fact that P̂|d|(z) is invariant under any
permutation of {λi(z)}d1−di=1 and any permutation of the rest of the λi(z)’s, without loss of generality we may
write
(5.28) P̂|d|(z) =
∑
`
d0∏
i=1
λ̂i(z)
−ˆ`i ·
d∏
i=d0+1
λ̂i(z)
ˆ`
i ·
∑
X|d|∈L`,|d|
(−1)sgn(σX) sgn(σY) det(EN [X;Y]), z ∈ S−εd \N¯ .
This indeed shows that P̂|d|(z) is a holomorphic function on S−εd \ N¯ . To apply Riemann’s removable
singularity theorem we need to show that it is bounded in a neighborhood of N¯ . This is immediate, as from
the definition of the polynomial Pz,a(λ) = 0 we have that for any R <∞,
sup
z∈BC(0,R)
d
max
i=1
|λi(z)| = O(1).
This yields that P̂|d|(z) is holomorphically extendable to the whole of S−εd . Finally, since the function P̂|d|(z)
is continuous at z ∈ N¯ ∩ S−εd , we conclude that its holomorphic extension to S−εd is the function itself.
That is, the equality (5.28) continues to hold for z ∈ N¯ ∩ S−εd , where by a slight abuse of notation we use
{−λ̂i(z)}di=1 to denote the holomorphic extensions of the analytic parametrization of the roots of Pz,a(λ) = 0.
This shows that P̂ ′|d|(z) is well defined. Now we proceed to the proof of Proposition 5.1. The proof is similar
to that of Lemma 5.5. We provide a brief outline.
Proof of Lemma 5.1. Denoting
Q˜`,|d|(z) =
d0∏
i=1
λ̂i(z)
−ˆ`i ·
d∏
i=d0+1
λ̂i(z)
ˆ`
i ·
[
−
d0∑
i=1
ˆ`
i · λ̂
′
i(z)
λ̂i(z)
+
d∑
i=d0+1
`i · λ̂
′
i(z)
λ̂i(z)
]
·
∑
X|d|∈L`,|d|
(−1)sgn(σX) sgn(σY) det(EN [X;Y]),
from (5.28) it follows that
(5.29) P̂ ′|d|(z) =
∑
`
Q˜`,|d|(z).
Since ˆ`i ≥ 0, recalling the definition of Q̂`,|d| from (3.15) and applying Lemma 3.4 we deduce that
sup
z∈S−εd
|Q̂`,|d|(z)| ≤
d∏
i=1
(1− ε0)ˆ`i−1 ·
[
d
max
i=1
sup
z∈S−εd
|λ̂′i(z)|
]
·
[
d∑
i=1
ˆ`
i
]
· |Q̂`,|d||.
We claim that
(5.30)
d
max
i=1
sup
z∈S−εd
|λ̂′i(z)| <∞.
As {λ̂i(z)}di=1 are holomorphic functions this follows provided S−εd is bounded subset of C. From the definition
of {Sd}d1d=−d2 we have that ∪d1d=−d2Sd = C \ a(S1). Hence, recalling (1.4) we deduce that Sd ⊂ specT (a),
for any d 6= 0. As the spectrum of T (a) is contained in a disk of radius at most ‖T (a)‖ centered at zero the
claim in (5.30) is immediate. Therefore proceeding similarly as in (3.22), for any ε1 > 0 and C˜` < ∞ we
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obtain that
(5.31) P
(
sup
z∈D
|Q̂`,|d|(z)| ≥ C˜`ε−1/21
)
≤ C˜(d+ 1)!C˜−2` ε1
[
d∑
i=1
ˆ`2
i
]
·
d∏
i=1
(1− ε0)2ˆ`i ·
d0∏
i=1
( ˆ`
i − 1
|d|+ d2 − 1
)2
·
d∏
i=d0+1
(ˆ`
i + |d|+ d2
|d|+ d2
)2
,
for some C˜ <∞. Setting
C˜` :=
[
d∑
i=1
ˆ`2
i
]1/4
·
d∏
i=1
(1− ε0)ˆ`i/2 ·
d0∏
i=1
( ˆ`
i − 1
|d|+ d2 − 1
)1/2
·
d∏
i=d0+1
(ˆ`
i + |d|+ d2
|d|+ d2
)1/2
,
and noting that
∑
` C˜`,
∑
` C˜
2
` < ∞ the proof proceeds similarly to that of Lemma 5.5. We omit further
details. 
6. Proof of the main results
In this section we prove Theorems 1.1 and 1.11. We begin with Theorem 1.11. As we will see, from
Section 5 it will follow that the distance between the random point processes induced by the roots of the
equations P̂L|d|(z) = 0 and det(TN (a(z) + ∆N ) = 0, restricted to S−εd , is small for all large L ∈ N (recall that
we measure distance in the bounded Lipschitz norm between the random variables obtained by integrating
point processes against compactly supported continuous test functions). To complete the proof of Theorem
1.11 we will show that the former random point process equals, in distribution, ζdL of (1.7). This is the
content of the next lemma. We introduce the following notation.
(6.1) ζdN,L :=
∑
z∈Sd: P̂L|d|(z)=0
δz
Lemma 6.1. Fix L ∈ N and an integer d 6= 0 such that −d2 ≤ d ≤ d1. Then for all large N , the distributions
of the random point processes ζdN,L and ζ
d
L coincide.
Before presenting the proof, we recall all relevant notations and provide a sketch. From (5.3) we have
that
(6.2) P̂L|d|(z) :=
∑
`: max ˆ`i≤L
d1−d∏
i=1
λi(z)
−ˆ`i ·
d∏
i=d1−d+1
λi(z)
ˆ`
i ·
∑
X|d|∈L`,|d|
(−1)sgn(σX) sgn(σY) det(EN [X;Y]),
where Xd := (X1, X2, . . . , Xd+1), d0 = d1 − d,
Xi := {xi,1 < xi,2 < · · · < xi,|d|+d2}, i ∈ [d+ 1],
(6.3) L`,|d| := {X|d| ∈ L`,|d| : x1,|d|+j = N + j; j ∈ [d2] and xd+1,j = j; j ∈ [d2]},
(6.4) L`,|d| := {X|d| : 1 ≤ xi+1,1 ≤ xi,1 < xi+1,2 ≤ xi,2 < · · · < xi+1,|d|+d2 ≤ xi,|d|+d2 ≤ N + d2,
|d|+d2∑
j=1
(xi,j − xi+1,j + 1) = ˆ`i; i = 1,+2, . . . , d0,
and xi+1,1 +
|d|+d2∑
j=2
(xi+1,j − xi,j−1) + (N + d2 − xi,|d|+d2) = ˆ`i + |d|+ d2; i = d0 + 1, d0 + 2, . . . , d},
ˆ`
i :=
{
`i if i > d0
N + d2 − `i if i ≤ d0 ,
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and
(6.5) X := X(X1) := X1 ∩ [N ] and Y := Y(Xd+1) := (Xd+1 − d2) ∩ [N ],
see Definitions 1.4, 1.5 and Equations (3.5), (3.8) and (3.9). Since P̂L|d|(z) involves entries of the noise matrix
EN , it is not apriori clear that the distribution of ζ
d
N,L is free of N , for all large N . We find affine maps that
map bijectively the relevant subset of X|d| to that of (x, y), for all large N , where x ∈ L1(d) and y ∈ L2(d)
with L1(d) and L2(d) as in Definition 1.5. The rational behind the existence such affine maps is that as
X|d| ∈ L`,d, the restriction max ˆ`i ≤ L ensures that for all large N , a sub-collection of the array of integers
{xi,j}i∈[d+1],j∈[d2+|d|] is O(L), whereas the rest are N −O(L). This induces the affine transformations. This
observation further leads to a partition of X|d| which then gives the shapes of the tableaux appearing in
Definition 1.5. See Figure 3 for a pictorial description of these observations.
To complete the argument we then confirm that
(6.6) ci(x, y) = ˆ`i for all i ∈ [d] and (−1)sgn(σX) sgn(σY) = (−1)z(x,y),
under those maps, where {ci(x, y)}i∈[d] and z(x, y) are as in Definition 1.5.
The above mentioned maps also induce mappings between the entries of EN and that of E∞. Since all
maps are bijections, using the fact that the entries of EN are i.i.d., it follows that joint law of the random
variables under the summation in the rhs of (6.2) is the same as that of (1.5). This establishes the equality
in distribution of P̂L|d|(z) and P
L
d (z), and hence of their zero sets. Below we carry out in detail these steps.
x1,1 x1,2 x1,3 x1,4
x2,1 x2,2 x2,3 x2,4
x3,1 x3,2 x3,3 x3,4
x4,1 x4,2 x4,3 x4,4
x5,1 x5,2 x5,3 x5,4
x6,1 x6,2 x6,3 x6,4
x7,1 x7,2 x7,3 x7,4
x1,1 x1,2 x1,3 x1,4
x2,1 x2,2 x2,3 x2,4
x3,1 x3,2 x3,3 x3,4
x4,1 x4,2 x4,3 x4,4
x5,1 x5,2 x5,3 x5,4
x6,1 x6,2 x6,3 x6,4
x7,1 x7,2 x7,3 x7,4
Figure 3. A schematic representation of the entries of the set X|d| ∈ L`,|d|, for d1 = d2 = 3
and |d| = 1. The condition max ˆ`i ≤ L induces a partition illustrated by the empty boxes, for
d = 1 (left panel) and d = −1 (right panel). For all large N , in both panels the entries
in the left block (demarcated by the empty boxes) are O(L), whereas the entries in the other
block are N −O(L). Furthermore, rotating the left blocks in both panels clockwise and the
right blocks anti-clockwise we note that the shapes of tableaux thus produced matches with
those appearing in Figure 2.
Proof of Lemma 6.1. As indicated by Figure 3 the form of the maps differ for d > 0 and d < 0. First we let
d > 0 and denote
(G+N (X|d|))i,j := N + d2 + 1− xj,d+d2−i+1, j ≤ d+ 1− i and i = 1, 2, . . . , d + d2
and
(H+N (X|d|))i,j := xd+2−j,i, j ≤ d− d0 + 1− i and i = 1, 2, . . . , d + d2.
For d < 0 we denote
(G−N (X|d|))i,j := N + d2 + 1− xj,d2−d−i+1, j ≤ min{d+ 1− d− i, d+ 1} and i = 1, 2, . . . , d2
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and
(H−N (X|d|))i,j := xd+2−j,i,
for j ≤ d+ 1, i = 1, 2, . . . ,−d and j ≤ d2 + 1− i, i = −d + 1,−d + 2, . . . , d2.
Consider the case d > 0. It is clear from their definitions that the shapes of the tableaux induced by
G+(X|d|) and H+N (X|d|) are given by µ1 and µ2, where µ1 and µ2 are as in Definition 1.5. Using (6.3) it is
immediate that if X|d| ∈ L`,|d| then
(G+N (X|d|))i,1 = (H+N (X|d|))i,1 = i, for i ∈ [d2].
To show that G+N (X|d|) ∈ L1(d) and H+N (X|d|) ∈ L2(d) we need to prove that they are weakly increasing
in every row, and strictly increasing in every column and along the southwest diagonals. As X|d| ∈ L`,d,
upon recalling the definition of L`,|d| from (6.4) these are also immediate. Now we check (6.6). Recalling
the definitions of {ci(x, y)}di=1 from Definition 1.5 we find that for i ∈ [d0]
ci(G
+
N (X|d|,H+N (X|d|) =
d−d0∑
j=1
(
(G+N (X|d|))j,i+1 − (G+N (X|d|))j,i + 1
)
=
d−d0∑
j=1
(xi,d+d2−j+1−xi+1,d+d2−j+1 +1)
=
d+d2∑
j=1
(xi,j − xi+1,j + 1) = ˆ`i,
where we have used the fact that d + d2 = d1 − d0. Similarly for i ∈ [d] \ [d0], recalling that d0 = d1 − d we
obtain
ci(G
+
N (X|d|,H+N (X|d|) = (H+N (X|d|))1,d+1−i+(G+N (X|d|))1,i−1+
i−d0∑
j=2
(
(H+N (X|d|))j,d+1−i − (H+N (X|d|))j−1,d+2−i
)
+
d+1−i∑
j=2
(
(G+N (X|d|))j,i − (G+N (X|d|))j−1,i+1
)−(d + d2)
= xi+1,1 + (N + d2 − xi,d+d2) +
i−d0∑
j=2
(xi+1,j − xi,j−1) +
d+1−i∑
j=2
(xi+1,d+d2−j+2 − xi,d+d2−j+1)−(d + d2)
= xi+1,1 +
d+d2∑
j=2
(xi+1,j − xi,j−1) + (N + d2 − xi,d+d2)−(d + d2) = ˆ`i.
Now we proceed to show that z(G+N (X|d|),H+(X|d|)) = sgn(σX) sgn(σY). To this end, recalling Definition 1.5
again, from (6.5), we find that
(6.7) X̂(G+N (X|d|),H+N (X|d|)) = N + d2 − X and Ŷ(G+N (X|d|),H+N (X|d|)) = Y+ d2.
Since X|d| ∈ L`,|d| (recall (6.4)), we find that for j ∈ [d],
N + d2 − x1,j ≤ N + d2 − xd0+1,j =
d−j∑
i=d0+1
(xi+1,j+d0+2−i − xi,j+d0+1−i) + (N + d2 − x,d+d2) ≤ dL,
where the last step follows from the restriction that max ˆ`i ≤ L. Thus X ⊂ [N ] \ [N − dL]. Therefore, while
computing sgn(σX) one can view X as a subset of [N ]\ [N−dL] for all large N , which in particular shows that
sgn(σX) is free of N . Therefore, together with (6.7) we derive that sgn(σX) = ŝgn(X̂(G
+
N (X|d|),H+N (X|d|))) for
all large N . A similar argument shows that sgn(σY) = ŝgn(Ŷ(G
+
N (X|d|),H+N (X|d|))) for all large N . Hence
the map has all the desired properties.
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Finally to complete the proof we further note that the map X|d| 7→ (x, y) is a non-singular linear transfor-
mation and therefore a bijection. Therefore, we deduce that the joint law of the random variables
d1−d∏
i=1
λi(z)
−ˆ`i ·
d∏
i=d1−d+1
λi(z)
ˆ`
i ·
∑
X|d|∈L`,|d|
(−1)sgn(σX) sgn(σY) det(EN [X;Y])

max ˆ`i≤L,z∈Sd
is equal to that of {
c(x, y) · (−1)z(x,y) det(E∞[X̂; Ŷ])
}
x∈L1(d),y∈L2(d),maxi ci(x,y)≤L,z∈Sd
and hence we have the equality of the distribution of ζdN,L and ζ
d
L, for all large N , when d > 0. The proof
for the case d < 0 is similar and hence omitted. This completes the proof of the lemma. 
Equipped with all ingredients (except for Lemma 1.9, whose proof we postpone), we proceed to the proof
of Theorem 1.11.
Proof of Theorem 1.11 (assuming Lemma 1.9). Fix ε > 0 and d 6= 0 an integer such that −d2 ≤ d ≤ d1.
Since the bounded Lipschitz metric metrizes the weak convergence of probability measure on the real line,
recalling Definition 1.1 we note that it suffices to show that
E
[
F
(∫
f(ξ)dΞdN (ξ)
)]
→ E
[
F
(∫
f(ξ)dζd∞(ξ)
)]
,
as N → ∞, for any bounded 1-Lipschitz function F : R 7→ R and any continuous function supported on
some compact subset of Sd, f : C 7→ R. Fix any ε0 > 0 small enough, whose value will be picked below, and
may depend on the test functions f . By Lemma 1.9(iii) there exists L0 := L0(ε0) ∈ N sufficiently large such
that ∣∣∣∣E [F (∫ f(ξ)dζdL(ξ))]− E [F (∫ f(ξ)dζd∞(ξ))]∣∣∣∣ ≤ ε02 ,
for all L ≥ L0. Therefore it is enough to show that there exists an integer L? := L?(ε0) ≥ L0 such that
(6.8) lim sup
N→∞
∣∣∣∣E [F (∫ f(ξ)dΞdN (ξ))]− E [F (∫ f(ξ)dζdL?(ξ))]∣∣∣∣ ≤ ε02 .
Turning to proving (6.8), we note that any function that is supported on some compact subset of Sd must
vanish on the complement of S−εd for some ε > 0. Hence, during the rest of the proof we fix an ε > 0 and
assume, with loss of no generality, that f is supported on S−εd .
Next, fix s0 ∈ S−εd (note that without loss of generality we may assume that S−εd 6= ∅, otherwise there
is nothing to be proved). We consider the two dimensional lattice in the complex plane pivoted at s0 with
mesh-size ε3, for some ε3 > 0 to be determined later, that is
Â(s0) := {s0 + ε3(n1 + in2), n1, n2 ∈ Z}.
The collection {Dα,α ∈ Â(s0)}, where Dα := {α+ε3(s1 +is2), s1, s2 ∈ [0, 1)}, gives a partition of C. Further
denote
A(s0) := {α ∈ Â(s0) : Dα ∩ S−εd 6= ∅}.
So, {Dα, α ∈ A(s0)} forms a cover of S−εd . In the course of the proof of Lemma 5.1 we showed that
S−εd ⊂ BC(0, R) for some R < ∞, and therefore the assumptions of Propositions 5.6 and 5.7 are satisfied
by the finite cover {Dα}α∈A(s0). Hence, one may apply these two results to find bounds on the distance
between ΞdN and ζ
d
L?
when integrated against a continuous test function supported on S−εd . However, the
caveat with this approach is that one or both of these random point processes may have positive masses
on the boundaries {D̂α}α∈A(s0) (recall the definition of D̂α from Proposition 5.6). Since Rouche´’s theorem
only allows to compare measure of the interior of D̂α under the random point processes ΞdN and ζdL? , the
argument described above is not sufficient to provide a bound on their distance. We resolve this issue by
randomizing the choice of s0.
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Turning to do this task define s0 := s0 + ε3(U1 + iU2) where U1 and U2 are i.i.d. Unif(0, 1). Since S−εd is
an open set there exists ε3 > 0 sufficiently small such that {s0 + ε3(u + iv), u, v ∈ [0, 1]} ∈ S−εd , and thus
s0 ∈ S−εd with probability one.
Denote
Ω(z, L) :=
|P|d|(z)| >
∣∣∣∣∣∣
∑
k 6=|d|
Pk(z)
∣∣∣∣∣∣
⋂{|P̂L|d|(z)| > |P̂ L¯|d|(z)|} .
Let
Ω0(L) :=
⋂
z∈∂S−εd
Ω(z, L)
and
(6.9) Ω(s0, L) :=
⋂
α∈A(s0)
⋂
z∈∂D̂α
Ω(z, L).
In Section 5.3 it was noted that P̂|d|(z) satisfies (5.26). Recalling (5.3) it further follows that for any L ∈ N
the map z 7→ P̂L|d|(z) has the same property. Thus, using Lemma 5.8 we deduce that P̂L|d|(z) is continuous
in z. Now, from the continuity of the maps P|d|(z),det(TN (a(z) + ∆N ), P̂|d|(z), and P̂L|d|(z) in z it follows
that the set {(s0, EN ) : EN ∈ Ω(s0, L?)} is measurable with respect to the product Borel σ-algebra on the
product space [0, 1]2 × CN2 . As the maps (z, EN ) 7→ P̂L|d|(z) and det(TN (a(z) + ∆N ) are jointly continuous
it is immediate that
{(z, EN ) : P̂L|d|(z) = 0 or det(TN (a(z)) + ∆N ) = 0}
is also measurable with respect to the product Borel σ-algebra.
Introduce the event
(6.10) Ω?(s0, L?) := {(s0, EN ) : P̂L?|d| (z) = 0 or det(TN (a(z)) + ∆N ) = 0 for some z ∈ ∪α∈A(s0)∂D̂α},
which is therefore measurable with respect to the product σ-algebra on [0, 1]2 × CN2 , completed by events
of zero measure. Thus the set
Ω? := {(s0, EN ) : EN ∈ Ω0(L?)} ∩ {(s0, EN ) : EN ∈ Ω(s0, L?)} ∩ (Ω?(s0, L?))c
is again measurable. To complete the proof we will show that Ω? has large probability and on it, the distance
between integrals against continuous functions supported on S−εd , of ΞdN and ζdN,L, see (6.1), is small in the
bounded Lipschitz norm.
To this end, choose ε3 = ε
2
0/48, making sure ε0 is small enough so that ε3 < ε/2. We will later take ε0
even smaller, possibly depending a test function and set L? = C¯? log (1/ε3) for some large constant C¯? <∞.
As s0 ∈ S−εd with probability one, from Propositions 5.2, 5.3, 5.6, and 5.7 we have that for sufficiently large
C¯?,
(6.11) P(Ω0(L?) ∩ Ω(s0, L?)) ≥ 1− 3ε3 ≥ 1− ε0
16
,
for almost every s0 and all large N . Hence, for all large N ,
(6.12) Es0 [P(Ω0(L?) ∩ Ω(s0, L?))] ≥ 1−
ε0
16
,
where Es0 denotes the expectation with respect to the randomness of s0. We further claim that
(6.13) Es0 [P(Ω0(L?) ∩ Ω?(s0, L?))] = 0.
Turning to prove (6.13), using Lemma 5.8 and Riemann’s removable singularity theorem (an argument similar
to the one in Section 5.3, showing that P̂|d|(z) is holomorphic) we deduce that P|d|(z) is holomorphic on S−εd .
Therefore, as S−εd is a bounded open set, applying Rouche´’s theorem we find that on the event Ω0(L?), the
number of roots of det(TN (a(z)) + ∆N ) = 0 in S−εd equals to that of P|d|(z) = 0.
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Recalling the definition of P̂L|d|(z) from (5.3), by Lemma 5.8, we deduce that it is a continuous map and
therefore applying Riemann’s singularity theorem once more we deduce that it is holomorphic on S−εd . Now,
using the holomorphicity of P̂|d|(z) and P̂
L?
|d| (z), and applying Rouche´’s theorem again we further deduce
that the number of roots of P̂|d|(z) = 0 in S−εd equals to that of P̂L?|d| (z) = 0 on the event Ω0(L?). As ad1 6= 0
and |λi(z)| > 1 for all i = 1, 2, . . . , d1 − d, with
P|d|(z) = P̂|d|(z) ·N−γ|d|aN−|d|d1
d1−d∏
i=1
λi(z)
N+d2 ,
we have that P|d|(z) = 0 if and only if P̂|d|(z) = 0. So, combining the above steps we derive that
(6.14) ΞdN (S−εd ) = ζdN,L?(S−εd ),
on the event Ω0(L?), where ζ
d
N,L?
is as in (6.1).
Still along the way to proving (6.13), our next goal is to find a bound on ζdN,L?(S−εd ). To this end, for
L ∈ N define
$̂L|d|(z) := P̂
L
|d|(z) ·
d1−d∏
i=1
λi(z)
L.
The same argument shows that
(6.15) ζdN,L(S−εd ) =
∣∣∣{z ∈ S−εd : $̂L|d|(z) = 0}∣∣∣ .
Therefore it suffices to find an upper bound on the rhs of (6.15) for L = L?.
Consider the system of polynomial equations
(6.16)
∑
i
λi =
ad1−1
ad1∑
i1<i2
λi1λi2 =
ad1−2
ad1
...∑
i1<i2<···<id1
λi1λi2 · · ·λid−1 = a0−zad1
...
λ1λ2 · · ·λd = a−d2ad1
and
(6.17)
∑
`: max ˆ`i≤L
d1−d∏
i=1
λL−
ˆ`
i
i ·
d∏
i=d1−d+1
λ
ˆ`
i
i ·
∑
X|d|∈L`,|d|
(−1)sgn(σX) sgn(σY) det(EN [X;Y]) = 0.
Note that if $̂L|d|(z) = 0 for some z ∈ S−εd then, as {−λi(z)}di=1 are the roots of the equation Pz,a(λ) = 0,
setting λi = λi(z) for i ∈ [d] we note that the tuple (z, λ1, λ2, . . . , λd) satisfies the system of equations
(6.16)-(6.17). So the rhs of (6.15) is bounded above by the number of roots of the system of polynomial
equations (6.16)-(6.17). Applying Be´zout’s theorem we find that the latter is either ∞ or bounded by d!L.
We argue that it cannot be infinity on Ω0(L?).
If {λi}di=1 satisfy (6.16) then they are equal to {−λi(z)}di=1 up to a possible reordering of the indices.
Therefore, if the number of solutions to the system of equations (6.16)-(6.17), with z ∈ S−εd , is infinite then
so is rhs of (6.15). However, from (6.14) we have that ζdN,L(S−εd ) = ΞdN (S−εd ) ≤ N on the event Ω0(L?).
Hence the number of solutions to the system of equations (6.16)-(6.17) is bounded by d!L and so is the rhs
of (6.15). Thus using (6.14)-(6.15) we deduce that
(6.18) ΞdN (S−εd ) = ζdN,L?(S−εd ) ≤ d!L? on Ω0(L?).
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This in particular implies that for any E0N ∈ CN
2
,
1E0N∈Ω0(L?)
∣∣{(s0, EN ) ∈ Ω∗(s0, L?) : EN = E0N}∣∣ ≤ 1E0N∈Ω0(L?) · 2d!L?.
Hence by Fubini’s theorem we have the claim (6.13).
Combining (6.12)-(6.13) we now have that
(6.19) lim sup
N→∞
Es0 [P(Ωc?)] ≤
ε0
16
.
Thus it remains to find a bound on the distance between ΞdN and ζ
d
N,L?
on the event Ω?. Recalling the
definition of Ω(s0, L?) from (6.9), applying Rouche´’s theorem and arguing as above we note that
(6.20) ΞdN (D̂0α) = ζdN,L?(D̂
0
α), for all α ∈ A(s0),
on the event Ω(s0, L?). On the other hand from the definition of Ω
?(s0, L?) (see (6.10)) we find that for
(s0, EN ) /∈ Ω?(s0, L?) there are no roots on the boundaries of {D̂α}α∈A(s0). That is
(6.21) ΞdN (∪α∈A(s0)∂D̂α) = ζdN,L?(∪α∈A(s0)∂D̂α) = 0
on Ω?(s0, L?)
c.
Hence, for any real-valued 1-Lipschitz function f that is supported on S−εd we have∣∣∣∣∫ f(ξ)dΞdN (ξ)− ∫ f(ξ)dζN,dL? ∣∣∣∣ · 1Ω? ≤
 ∑
α∈A(s0)
∣∣∣∣∣∣∣
∑
z∈D̂0α: det(TN (a(z))+∆N )=0
f(z)−
∑
z∈D̂0α: P̂L?|d| (z)=0
f(z)
∣∣∣∣∣∣∣
 · 1Ω?
≤ 2ε3
 ∑
α∈A(s0)
ζdN,L?(D̂
0
α)
 · 1Ω?
≤ 2ε3 · ζdN,L?(S−εd ) · 1Ω? ≤ C˜ε3 log
(
1
ε3
)
· 1Ω? ≤
ε0
4
· 1Ω? ,(6.22)
for some large constant C˜ < ∞, where the first two inequalities follows from (6.21) and (6.20) and the
fact that maxα∈A(s0) diam(D̂α) ≤ 2ε3. The third inequality in (6.22) is a consequence of the fact that
∪α∈A(s0)D̂α = S−εd . As L? = C¯? log
(
1
ε3
)
the penultimate inequality follows from (6.18) and the last
inequality follows from the choice of ε3 and upon choosing ε0 sufficiently small.
Using (6.22) we now finish the proof of the theorem. Indeed, fixing any 1-Lipschitz function F : R 7→ R
with supremum bounded by one and any real-valued 1-Lipschitz function f with support contained in S−εd ,
from (6.19) and (6.22) we find that
lim sup
N→∞
∣∣∣∣E [F (∫ f(ξ)dΞdN (ξ))]− E [F (∫ f(ξ)dζN,dL? (ξ))]∣∣∣∣ ≤ ε04 + 2 lim supN→∞ Es0 [P(Ωc?)] ≤ 3ε08 .
Therefore, applying Lemma 6.1 we further obtain that
(6.23) lim sup
N→∞
∣∣∣∣E [F (∫ f(ξ)dΞdN (ξ))]− E [F (∫ f(ξ)dζdL?(ξ))]∣∣∣∣ ≤ 3ε08 .
The same argument (taking ε3 = ε
2
0/48L and L? = L?(ε
2
0/48L)) gives (6.23) if f is replaced by fL, an
L-Lipschitz function supported on S−εd .
To extend (6.23) to any continuous function f : C 7→ R, supported on S−εd , we use the fact that any such
function can be uniformly approximated by Lipschitz functions: there exists L <∞ such that ‖f−fL‖∞ ≤ ε
2
0
32 ,
where ‖ · ‖∞ denotes the supremum norm and fL is an L-Lipschitz function supported on S−εd . Since F is
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1-Lipschitz and uniformly bounded by one, we have, again with L? = L?(ε
2
0/48L) = C¯? log(48L/ε
2
0),
(6.24)
∣∣∣∣E [F (∫ f(ξ)dΞ(ξ))]− E [F (∫ fL(ξ)dΞ(ξ))]∣∣∣∣
≤ E
∣∣∣∣[∫ (f(ξ)− fL(ξ))dΞ(ξ)]1Ω0(L?)∣∣∣∣+ 2P(Ω0(L?)c) ≤ ‖f − fL‖∞ · Ξ(S−εd ) + 2P(Ω0(L?)c).
for Ξ = ΞdN and ζ
d
L?
. We bound P(Ω0(L?)c) using (6.11), and bound Ξ(S−εd ) using (6.18) and Lemma 6.1,
to obtain that
(6.25) lim sup
N→∞
∣∣∣∣E [F (∫ f(ξ)dΞ(ξ))]− E [F (∫ fL(ξ)dΞ(ξ))]∣∣∣∣
≤ ‖f − fL‖∞d!C¯? log(48L/ε20) +
ε20
8L
≤ ε0
16
,
where the last inequality holds if ε0 is small enough. Now (6.23) (with f replaced by fL) together with (6.25)
and the triangle inequality yields (6.8). This completes the proof of the theorem. 
We now prove Lemma 1.9. The proof uses ideas similar to those that have already appeared in the proof
of Theorem 1.11. Hence only a brief outline is provided.
Proof of Lemma 1.9. First we prove that the functions {PLd }L∈N are analytic. To see this, we remind the
reader that we already noted above that the map z 7→ P̂L|d|(z) is holomorphic. The proof of Lemma 6.1 shows
that the maps and P̂L|d|(z) and P
L
d (z), when viewed as functions of z are the same map, albeit the entries of
EN gets replaced by that of E∞ by the affine function defined there. This shows that {PLd }L∈N are random
analytic functions, thereby proving (i).
Next we show that P∞d is well defined, namely for all z ∈ Sd the infinite sum in (1.5) is absolutely
convergent on a set of probability one. Since S−εd ↑ Sd, as ε ↓ 0, it suffices to show that for any ε > 0,
(6.26) P
(
sup
z∈S−εd
|P∞d |(z) ≥ K
)
≤ Oε(1) ·K−2,
for any fixed ε > 0 and K <∞ sufficiently large, where for z ∈ Sd, we denote
(6.27) |P∞d |(z) :=
∑
x∈L1(d)
∑
y∈L2(d)
|c(x, y)| · | det(E∞[X̂; Ŷ])|.
To prove (6.26) we again use second moment method. This requires a combinatorial result analogous to
Lemma 3.3 that limits the number of terms in the sum (6.27), for a given choice of X̂, Ŷ, and {ci}di=1, where
{ci}di=1 are as in Definition 1.5.
To this end, we claim that upon fixing X̂ and Ŷ, the number of choices to fill up the entries of tableaux
x ∈ L1(d) and y ∈ L2(d) such that ci(x, y) = ci for i = 1, 2, . . . , d, are at most
(6.28)
(
d∑
i=1
ci
)2d2
≤ 22d3
d∑
i=1
cdi .
First consider the case d > 0. Note that upon fixing X̂, as x ∈ L1(d), the first column of x gets fixed. As
xi,j =
j∑
k=2
(xi,k − xi,k−1) + xi,1 <
j−1∑
k=1
ck + xi,1,
for j ≤ d0 + 1 and
xi,j =
j−d0−1∑
k=1
(xi+k−1,j−k+1 − xi+k,j−k) +
d0+1∑
k=1
(xi+j−d0−1,k − xi+j−d0−1,k−1) + xi,1 <
j−1∑
k=1
ck + xi,1,
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for j > d0 + 1, the number of choices to fill up the tableaux x is at most (
∑
i ci)
d2 . A similar argument
yields the same bound for y. This proves (6.28) for d > 0. The proof for the case d < 0 is similar and hence
omitted.
Equipped with (6.28) we now proceed as in the proof of Lemma 5.1 to obtain (6.26). Further details are
omitted.
Now we proceed to show that P∞d is the almost sure local uniform limit {PLd }L∈N. Since any compact
subset of Sd is contained in S−εd , for some ε > 0, it is enough to show that for any ε > 0 one has the following:
P
(
lim
L→∞
sup
z∈S−εd
|P∞d (z)−PLd (z)| = 0
)
= 1.
Applying the Borel-Cantelli lemma, we further note that to prove the above it suffices to show that there
exist c1, c2 > 0 such that
(6.29) P
(
sup
z∈S−εd
|P∞d (z)−PLd (z)| ≥ e−c1L
)
≤ e−c2L,
for all sufficiently large L, possibly depending on ε. As the entries of E∞ are i.i.d. with zero mean and unit
variance, using the bound (6.28) we proceed as in the proof of Lemma 5.5 to deduce (6.29). This establishes
that P∞d is the almost sure local uniform limit of the random analytic functions {PLd }L∈N and hence P∞d is
also a random analytic function. This completes the proof of part (ii) of the lemma.
Finally we proceed to prove (iii). We need to show that the random point process induced by the zero
set of P∞d is the weak limit of the one induced by P
L
d . Equipped with (ii), this follows from Hurwitz’
theorem, see [15, Proposition 2.3], once we establish that P∞d is not identically zero on a set of probability
one. Turning to showing the latter, it clearly suffices to show that there exists C0 < ∞, such that for any
ε0 > 0,
(6.30) P
(
ζd∞(S−εd ) ≥ C0 log
(
1
ε0
))
≤ ε0.
We now provide the proof of (6.30). Using (6.29), we use the anti-concentration bound derived in Propo-
sition 4.1, and proceed as in the proofs of Lemma 5.1 and Proposition 5.3 to derive that
P
 ⋂
z∈∂S−εd
{
|PL0d (z)| > |P∞d (z)−PL0d (z)|
} ≤ ε0
2
,
where L0 := C¯0 log
(
1
ε0
)
and C¯0 < ∞ some large constant. Therefore, upon applying Lemma 6.1, arguing
as in (6.18), and using Rouche´’s theorem, (6.30), and hence the lemma, follow. We omit further details. 
Next we proceed to the proof of Theorem 1.1, i.e. we aim to show that there are no outliers outside
the spectrum of the Toeplitz operator T (a). In the set-up of Theorem 1.1, Lemma 3.1 yields the desired
upper bound on the non-dominant terms. In this set-up the dominant term is the non-random unperturbed
Toeplitz matrix TN (a(z)). Hence to complete the proof we need a uniform lower bound on the latter.
Lemma 6.2. Let a be a Laurent polynomial given by
a(λ) :=
d1∑
`=−d2
a`λ
`, λ ∈ C,
for some d1, d2 ∈ N. Fix ε > 0. Then, there exists a positive constant c0 > 0 such that
inf
z∈S−ε0 ∩BC(0,N1/2)
∣∣∣∣∣ det(TN (a(z)))aNd1∏d1`=1 λ`(z)N
∣∣∣∣∣ ≥ c0, for all large N,
where {−λ`(z)}d`=1 are the roots of the equation Pz,a(λ) = λd2(a(λ)− z) = 0 arranged in the non-increasing
order of their moduli and d = d1 + d2.
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We will later check, see (6.42), that all eigenvalues of TN (a) + ∆N are contained in BC(0, N1/2) with high
probability. Thus the uniform lower bound of Lemma 6.2 is sufficient to complete the proof of Theorem
1.1. For any z ∈ C the expression for the determinant of TN (a(z)) is well known: it follows from Widom’s
formula (see [7, Theorem 2.8]) when the roots of roots of Pz,a(·) = 0 are distinct, while in the other case one
can use Trench’s formula [7, Theorem 2.10]. As Lemma 6.2 requires a uniform bound on the determinant for
z ∈ S−ε0 ∩BC(0, N1/2), we refrain from using [7, Theorems 2.8 and 2.10] and instead we use the observation
by Bump and Diaconis [9], where they noted that irrespective of whether Pz,a(·) = 0 has double roots or not,
the determinant of a finitely banded Toeplitz determinant can be expressed as a certain Schur polynomial.
Before proceeding to the proof of Lemma 6.2 we recall the definition of the Schur polynomials. Given any
partition ν := (ν1, ν2, . . . , νd) with ν1 ≥ ν2 ≥ · · · ≥ νd ≥ 0 we define Schur polynomial Sν by
(6.31) Sν(λ1, λ2, . . . , λd) :=
detVν(λ1, λ2, . . . , λd)
detV0(λ1, λ2, . . . , λd)
,
where for any partition α := (α1, α2, . . . , αd)
Vα(λ1, λ2, . . . , λd) =

λα1+d−11 λ
α1+d−1
2 · · · λα1+d−1d
λα2+d−21 λ
α2+d−2
2 · · · λα2+d−2d
...
...
. . .
...
λαd1 λ
αd
2 · · · λαdd
 ,
and 0 := (0, 0, . . . , 0) denotes the zero partition. If {λ`}d`=1 are not all distinct then both the numerator and
the denominator of (6.31) are zero. In that case, the quotient needs to be evaluated using L’Hoˆpital’s rule.
Therefore the proof of Lemma 6.2 also splits into two parts: z /∈ N¯ and z ∈ N¯ , where we remind the reader
that N¯ is the collection of z’s for which {λ`(z)}d`=1 are not all distinct and it is a set of finite cardinality.
The first case is handled in the following lemma.
Lemma 6.3. Under the same set-up as in Lemma 6.2, and in particular with the same c0,
inf
z∈S−ε0 ∩BC(0,N1/2)\N¯
∣∣∣∣∣ det(TN (a(z)))aNd1∏d1`=1 λ`(z)N
∣∣∣∣∣ ≥ c0, for all large N.
We use the following continuity properties to derive Lemma 6.2 from Lemma 6.3.
Lemma 6.4. Fix ε > 0. For any z ∈ S−ε0 , the maps z 7→ det(TN (a(z))) and z 7→
∏d1
`=1 |λ`(z)|N are
continuous, where {λ`(z)}d`=1 are as in Lemma 6.2.
It is obvious that Lemma 6.2 follows from Lemmas 6.3 and 6.4. To prove Lemma 6.4 we see that the
continuity of the map z 7→ det(TN (a(z))) is obvious. The continuity of the other map is a consequence of
Lemma 5.8 (applied with d = 0). We next prove Lemma 6.3.
Proof of Lemma 6.3. It was noted in [9, proof of Theorem 1] that
(6.32) det(TN (a(z))) = (−1)Nd1aNd1 · Sm(λ1(z), λ2(z), . . . , λd(z)),
where the partition m is given by
m := (N,N, . . . , N︸ ︷︷ ︸
d1
, 0, 0, . . . , 0︸ ︷︷ ︸
d2
).
To evaluate the rhs of (6.32) we use the representation (6.31). The denominator of (6.31) is the determinant
of the standard Vandermonde matrix. Hence, to complete the proof we expand the determinant in the
numerator using Laplace’s expansion, find the dominant term, and show that the sum of the other terms is
of smaller order.
Fix z /∈ N¯ , implying that the roots {λ`(z)}d`=1 of the polynomial equation Pz,a(·) = 0 are all distinct.
Now applying Laplace’s expansion of the determinant we find that
(6.33) detVm(z) = (−1)
d1(d1+1)
2
∑
M∈([d]d1)
(−1)(
∑
i∈M i) det(Vm(z)[[d1];M ]) · det(Vm(z)[[d] \ [d1]; M¯ ]),
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where for brevity we denote Vm(z) := Vm(λ1(z), λ2(z), . . . , λd(z)) and M¯ := [d] \M . Recalling the definition
of Vm(z) it follows that for any M ∈
(
[d]
d1
)
,
Vm(z,M) := det(Vm(z)[[d1];M ]) · det(Vm(z)[[d] \ [d1]; M¯ ])
=
∏
`∈M
λ`(z)
N ·
∏
`<`′∈M
(λ`(z)− λ`′(z)) ·
∏
`<`′∈M¯
(λ`(z)− λ`′(z)).(6.34)
Moreover,
(6.35) detV0(λ1(z), λ2(z), . . . , λd(z)) =
∏
`<`′∈[d]
(λ`(z)− λ`′(z)).
Next we claim that, for some constant C˜ <∞ and |z| > 1,
(6.36) max
`
|λ`(z)| ≤ C˜|z|.
Indeed, the claim is immediate if d1 = 0, for then max` |λ`(z)| = O(1/z). Assume therefore d1 > 0. Consider
any root λ of the polynomial equation Pz,a(λ) = 0. Then,
ad1λ
d = −
d1−1∑
i=−d2
(ai − zδi,0)λi.
Therefore, assuming without loss of generality that |λ| ≥ 1 and using the triangle inequality, we find that
|ad1 ||λ|d ≤ C ′|z| · |λ|d−1,
for some C ′ <∞, yielding the claim (6.36) also in case d1 > 0.
Setting now M = [d1] and using (6.34)-(6.35) together with (6.36), we get
(6.37)
∣∣∣∣det(Vm(z)[[d1]; [d1]]) · det(Vm(z)[[d] \ [d1]; [d] \ [d1]])V0(λ1(z), λ2(z), . . . , λd(z))
∣∣∣∣
=
∏
`∈[d1]
|λ`(z)|N ·
∏
`∈[d1]
∏
`′∈[d]\[d1]
|λ`(z)− λ`′(z)|−1 ≥ c · |z|−d2 ·
∏
`∈[d1]
|λ`(z)|N ,
uniformly for all z /∈ N¯ , for some c > 0. Hence, in light of (6.31) and (6.32), to obtain a uniform lower
bound on detTN (a(z)), for z ∈ S−ε0 ∩BC(0, N1/2) \ N¯ , it suffices to show that
(6.38)
∑
M∈([d]d1)\{[d1]}
(−1)(
∑
i∈M i)Vm(z,M)
detV0(λ1(z), λ2(z), . . . , λd(z))
= o
(
|z|−d2
d1∏
`=1
|λ`(z)|N
)
,
uniformly over z ∈ S−ε0 ∩ BC(0, N1/2) \ N¯ . Using (6.34)-(6.35) one may try to individually bound each of
the terms in the lhs of (6.38). However, it can be seen that because of the division by the determinant of
the Vandermonde matrix and due to the presence of double roots for z ∈ N¯ some of the terms in lhs of
(6.38) blow up as z approaches the set N¯ .
To overcome this issue we claim that for any z /∈ N¯ , the numerator of the lhs of (6.38) contains a factor
(6.39)
∏
`<`′∈[d1]
(λ`(z)− λ`′(z)) ·
∏
`<`′∈[d]\[d1]
(λ`(z)− λ`′(z)).
Turning to prove this claim, fixing any `0 < `1 ∈ [d1] we show that (λ`0(z) − λ`1(z)) is a factor of the
numerator of the lhs of (6.38). Then repeating the same argument one can show that the same holds for
`0 < `1 ∈ [d] \ [d1]. This gives the claim (6.39).
To show that (λ`0(z)− λ`1(z)) is a factor we fix any M ∈
(
[d]
d1
) \ {[d1]}. If M is such that `0, `1 ∈M then
by (6.34) it follows that (λ`0(z) − λ`1(z)) is indeed a factor. Same holds if `0, `1 /∈ M . So it boils down to
showing that (λ`0(z)− λ`1(z)) is a factor of the sum∑
(−1)(
∑
i∈M i)Vm(z,M),
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where the sum is taken over all M ∈ ([d]d1) \ {[d1]} such that exactly one of `0 and `1 are in M . Pick any such
M and without loss of generality assume `0 ∈M . Then we define M1 by replacing `0 by `1 and keeping the
other elements as is. Note that this map is a bijection and moreover M1 6= [d1]. We will show that for any
M and M1 chosen and defined as above (λ`0(z)− λ`1(z)) is a factor of
f(λ1(z), λ2(z), . . . , λd(z)) := (−1)(
∑
i∈M i)Vm(z,M) + (−1)(
∑
i∈M1 i)Vm(z,M1).
This will prove that (λ`0(z)− λ`1(z)) is a factor of the lhs of (6.38).
Now to prove the last claim it suffices to show that if λ`0(z) = λ`1(z) then f = 0. This follows from
the following two observations. First, from the definition of M1 and (6.34) we observe that V(z,M) equals
V(z,M1), upto a change in sign, when λ`0(z) is replaced by λ`1(z). Second, from (6.34) we further note that
the change in sign is `1 − `0 − 1 which is the sum total of the number of elements in M and M¯ between `0
and `1. Thus we have that f = 0 when λ`0(z) = λ`1(z). So we now have (6.39).
Equipped with (6.39) we next obtain that
(6.40)
∑
M∈([d]d1)\{[d1]}
(−1)(
∑
i∈M i)Vm(z,M)
detV0(λ1(z), λ2(z), . . . , λd(z))
= P(λ1(z), λ2(z), . . . , λd(z)) ·
∏
`∈[d1]
∏
`∈[d]\[d1]
(λ`(z)−λ`′(z))−1,
for some multivariate polynomial P(·) with coefficients free of N . Since the sum in (6.40) is taken over
M 6= [d1], using (6.34) once more we find that each of the terms in the polynomial P(·) is bounded by
C
d1−1∏
`=1
|λ`(z)|N · |λd1+1(z)|N ≤ C(1− ε0)2N
d1∏
`=1
|λ`(z)|N ,
for some constant C <∞ and ε0 > 0, where the last step follows from Lemma 3.4. Since there are at most
O(Nd) terms in the polynomial P(·) using Lemma 3.4 again, from (6.40) we deduce that∣∣∣∣∣∣
∑
M∈([d]d1)\{[d1]}
(−1)(
∑
i∈M i)Vm(z,M)
detV0(λ1(z), λ2(z), . . . , λd(z))
∣∣∣∣∣∣ ≤ (1− ε0)N ·
N∏
`=1
|λ`(z)|N ,
uniformly over z ∈ S−ε0 \ N¯ , for all large N . As |z| ≤ N1/2 on BC(0, N1/2) this yields (6.38) and thus the
proof is complete. 
Before proving Theorem 1.1, we sketch the proof of Lemma 4.3, which is similar to that of Lemma 6.2.
Proof of Lemma 4.3. Consider the case d > 0. Recalling Definition 3.1 we find that
TN (a(z))[X
c
?;Y
c
? ] = TN−d(a, z; d1 − d).
It also follows from there that the polynomial associated with the symbol of the Toeplitz matrix TN−d(a, z; d1−
d) is Pz,a(·). Therefore, for z /∈ N¯ it does not have any double roots. Moreover, for z ∈ S−εd the number of
roots of Pz,a(λ) = 0 that are greater than one in moduli is d1 − d and it equals the maximal positive degree
of the Laurent polynomial associated with the Toeplitz matrix TN−d(a, z; d1− d). So we are in the set up of
Lemma 6.2. Therefore proceeding as in the proof of Lemma 6.2 we deduce that
inf
z∈S−εd ∩BC(0,R)\N¯
∣∣∣∣∣ det(TN (a(z))[Xc?;Y c? ])aN−|d|d1 ∏d1−d`=1 λ`(z)N−|d|
∣∣∣∣∣ ≥ c?0, for all large N,
and some constant c?0 > 0. As already noted in the proof of Lemma 5.1 that for d 6= 0 the set S−εd is a
bounded set. This together with (6.36) we therefore have that
inf
z∈S−εd \N¯
∣∣∣∣∣ det(TN (a(z))[Xc?;Y c? ])aN−|d|d1 ∏d1−d`=1 λ`(z)N+d2
∣∣∣∣∣ ≥ c¯?0, for all large N,
and some other constant c¯?0 > 0.
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A similar reasoning as in the proof of Lemma 6.4 shows that the map z 7→∏d1−d`=1 |λ`(z)|N−|d| is continuous
on S−εd . Hence combining the last two observations we derive the desired uniform lower bound for d > 0.
The proof for the case d < 0 is similar. 
We finally prove Theorem 1.1.
Proof of Theorem 1.1. We begin by recalling (1.4), which implies that
((spec T (a))c)−ε = S−ε0 .
Thus recalling P0(z) = det(TN (a(z))) and combining Lemmas 3.1 and 6.2 we derive that on an event of
probability at least 1−Oε(N−η0) we have
inf
z∈((spec T (a))c)−ε∩BC(0,N1/2)
|P0(z)| > sup
z∈((spec T (a))c)−ε∩BC(0,N1/2)
∣∣∣∣∣
N∑
k=1
Pk(z)
∣∣∣∣∣ .
As the maps z 7→ det(TN (a(z)) + ∆N ) and P0(z) are analytic, an application of Rouche´’s theorem further
yields that on the same event, the number of roots of det(TN (a(z))+∆N ) = 0 and P0(z) = det(TN (a(z))) = 0
are same on the interior of the bounded set ((spec T (a))c)−ε ∩BC(0, N1/2). Since |λ1(z)| ≥ |λ2(z)| ≥ · · · ≥
|λd1(z)| > 1 on S0 Lemma 6.2 implies that there are no roots of the equation P0(z) = 0 in S0. So
(6.41) P
(
LN
(
((spec T (a))
c
)
−ε ∩ (BC(0, N1/2))0
)
= 0
)
= 1− o(1).
To complete the proof we recall the spectral radius (i.e. the maximum modulus eigenvalue) of a matrix
bounded by it operator norm. Therefore using the triangle inequality we find that
E‖TN (a) + ∆N‖ ≤ ‖TN (a)‖+N−γE‖EN‖ ≤ ‖TN (a)‖+N−γE‖EN‖HS ≤ C ′(1 +N−γ+1) ≤ N1/2−ε′ ,
for some ε′ > 0, all large N , and any γ > 12 , where ‖ · ‖ and ‖ · ‖HS denotes the operator norm and the
Hilbert-Schmidt norm respectively. So by Markov’s inequality
(6.42) P
(
LN
(
BC(0, N
1
2− ε
′
2 )c
)
> 0
)
≤ P
(
‖TN (a) + ∆N‖ ≥ N 12− ε
′
2
)
≤ N− ε
′
2 .
Combining (6.41)-(6.42) the proof is now complete. 
Appendix A. The spectral radius of EN
In this short section we show that the decomposition (3.2) used in the proofs of Theorems 1.1 and 1.11
can be adapted to prove the following.
Proposition A.1. Let {EN}N∈N be a sequence of N×N random matrices with independent complex-valued
entries of mean zero and unit variance. Denote %N to be the spectral radius of N
−1/2EN , i.e. the maximum
modulus eigenvalue of N−1/2EN . Then the sequence {%N}N∈N is tight.
We remark that Proposition A.1 seems to be contained in Theorem 1.1. However, formally the latter
cannot be applied since it would require one to take a ≡ 0, while throughout the paper (and in particular,
in the proof of Theorem 1.1), we assume that a is a nontrivial Laurent polynomial.
If the entries of EN are i.i.d. having a finite (2 + δ)-th moment and possessing a symmetric law then it
is known that %N → 1 in probability, see [6], while the operator norm of N−1/2EN blows up as soon as the
fourth moment of the entries is infinite. It is conjectured in [6] that in the critical case of finiteness of second
moments, the convergence in probability to one still holds. Proposition A.1 is a weak form of the conjecture
with elementary proof.
Proof. Set ∆N = N
−1/2EN . We decompose
det(∆N − zIN ) = (−z)N +
N∑
k=1
(−z)N−kPk
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where
(A.1) Pk :=
∑
X⊂[N ]
|X|=k
N−k/2 det(EN [X;X]),
compare with (3.1). Note that Var(Pk) ≤ 1, while EPk = 0. Therefore, for a fixed constant C¯, we have that
P(|Pk| > C¯k) ≤ C¯−2k. So, setting A0 = ∪∞k=1{|Pk| > C¯k}, it yields that
P(A0) ≤ 2
C¯2
.
Note that on Ac0 we have that for z with |z| > 4C¯,
|zN |
|∑Nk=1(−z)N−kPk| ≥ 1∑Nk=1 4−k ≥ 3.
This in particular implies that there can be no zero of det(∆N − zIN ) with modulus larger than 4C¯. Thus
the claim follows. 
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