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Abstract
In recent years, Multi-Robot Systems (MRS) have gained significant interest in research
and in industry (Khandelwal and Stone, 2017; E. Schneider et al., 2016; Amato et
al., 2015; Alonso-Mora et al., 2015b; Enright and Wurman, 2011). Manufacturers are
moving away from large one-size-fits-all productions to more customisable on demand
production, which result in smaller and smaller batch sizes. Additionally, in order to
be able to increase productivity even further, more and more tasks in the production
process have to be automated. To accommodate these changes, industry is facing major
shifts in how the products are produced and in particular the role robotic platforms are
playing.
Previously, robots have mainly been used in a static manner, i.e. performing a sin-
gular repetitive task over and over again with high precision and speed. When multiple
robots are employed in such a setup, each robot performs a dedicated task, with no
interaction with the other robots.
While this approach was suitable for large-scale productions, it cannot maintain
the same productivity for highly customisable products. Additionally, many tasks in
the production process require that the robots are mobile, since they are spatially dis-
tributed. One example is for instance retrieving items from different locations in a
warehouse. Furthermore, another requirement is that every robot should be able to
handle many different tasks and more importantly, many robots should work together
in a team towards a common goal.
These new requirements introduce various new challenges. As an example, since
the robots are mobile, they should be able to perform the tasks alongside the human
workers. Likewise, since multiple robots have to work together, a new challenge is to
coordinate such MRS.
The work presented in this thesis focuses on the core issues when deploying MRS
in the physical world. We focus on the task of warehouse commissioning as a running
example. The environment for this task is highly dynamic, adaptive and complex, since
new orders can appear at any time and priorities might change. A major issue is to
coordinate the robots, while taking current and possible future tasks into account.
One solution is a centralised planning entity, which knows about all tasks and robots
in the team and assigns the tasks accordingly. While in the case of a handful robots, a
good assignment can usually be calculated in a straight forward manner, a problem with
a centralised system arises when more and more robots are added to the system. The
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number of possible assignments rises exponentially with every additional robot. Thus,
planning times increase and it might become infeasible to provide an optimal plan in
time or to respond quickly to changes.
On the other hand, in a decentralised solution, each robot decides on its own. Thus, it
accumulates all necessary information, and calculates a plan based on this information.
While the robots might not have all information available, this is in many cases not
necessary. The planning robot is mainly interested in its own actions. While the robot
should take the other robots into account, this effect can be approximated, and not
every single action of the other robots is needed. This results in a much less complex
planning problem, which allows the robot to re-plan online, as soon as the environment
changes.
In this thesis, we focus on such decentralised solutions for MRS that can run online
on the robots. We investigate navigation, decision making and planning algorithms
that are suitable for problems in which the tasks are highly dynamic and spatially
distributed, such as the warehouse commissioning example. We explore how a team of
robots can navigate safely in a shared environment with humans. We apply Monte Carlo
sampling techniques and trajectory rollouts as used in the commonly used Dynamic
Window Approach (DWA) (Fox et al., 1997), while taking the localisation uncertainty
into account. We show that our resulting navigation method is robust and able to run
decentralised on the robots.
To facilitate formal evaluation of planning and decision making algorithms, a for-
mal framework called Spatial Task Allocation Problems (SPATAPs) is introduced, that
enables us to capture and analyse these problems in the well known Markov Decision
Process (MDP) (Puterman, 1994) and Multi-Agent Markov Decision Process (MMDP)
(Boutilier, 1996) frameworks. The commonly used MDP solution methods, i.e. value
iteration and dynamic programming, fail to provide a solution, due to the large prob-
lem space. We investigate whether we can exploit the structure of these problems and
introduce approximations to enable planning using the common solution methods. We
further refine the framework to formally capture the warehouse commissioning task. A
solution method based on Monte Carlo Tree Search (MCTS) (Kocsis and Szepesva´ri,
2006) is introduced, using computationally cheap greedy roll-out strategies. We show
that the resulting approach can yield significantly higher performance than previous
approaches, while still being able to plan within the magnitude of seconds, which allows
for online re-planning on the robots.
Finally, the decision making algorithm and the navigation approach are combined in
a proof-of-concept application, in which three youBots are used in a physical warehouse
commissioning setup.
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Chapter 1
Introduction
Traditionally, Economies of Scale (Baye and Beil, 2006), i.e. reducing the costs per item
by larger batches, has driven the progress in manufacturing. For instance, Ford factories
were the first to use automation and industrialisation in the production to achieve a large
batch-size of a single product - the Ford Model T, available only in a single version. This
car was so popular, it was the only car which was affordable on a normal income, that
during the mid twenties more than half of the world’s cars were nearly identical Ford
Model T’s (Ford, 2013).
The trend of automation has continued. Especially in the car industry, more and
more robots are employed to perform repetitive tasks with high speed and accuracy.
Even complete production lines are being automated (Wired, 2014).
With the growing customisation demands from the population (Flynn and Vencat,
2012), the manufacturers are moving away from the large one-size-fits-all productions
and try to accommodate the specific wishes of the individual customers.
However, to keep the same level of productivity while increasing the diversity of
the products and lowering the batch sizes, more and more tasks have to be automated.
Since most of the repetitive tasks are already being performed by robots, the challenge
is to automate the more complex and flexible tasks, which are still being performed
by humans. These tasks typically require moving around and changing environments,
for instance, fetching items from a warehouse or tasks which require multiple people
working together.
The previous approach of statically programmed robots is not able to handle these
complex tasks. The robots are programmed by experts to perform a specific task, and
as soon this task or the environment changes, even only slightly, the programming has
to be changed. This programming takes a long time and is difficult to perform (Pan
et al., 2012). Thus, this often entails high costs for specialised human personnel that
needs to interact with the robots to adjust their programming for these changes.
Additionally, since the robots follow fixed routines, the robots will perform the task
no matter the circumstances. This can lead to dangerous situations if the environment
is not as expected. As a result, there are high safety constraints and the robots have to
operate inside cages, with safety controllers that stop the robot as soon as a human enters
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the working space (International Organization for Standardization, 2011a; International
Organization for Standardization, 2011b). Unfortunately, even with those precautions,
major accidents have occurred in the past (Associated Press, 2015).
This creates a need for adaptive, flexible Multi-Robot Systems (MRS) that can react
to changes, without the need of reprogramming and work together and alongside humans
in the same environment. These requirements imply that the robots have to be mobile
and capable of performing multiple different tasks.
This trend in production has often been referred to as the fourth industrial revolution,
or Industry 4.0, which was coined at the Hanover Fair in 2011 (Kagermann et al., 2011).
The goal is to be able to produce customised items in smaller production batches,
with the ultimate goal to be able to economically and efficiently manufacture highly
customised products in “Batch Size 1” (Hannover Messe, 2015) while maintaining the
same or even higher level of productivity.
The main technology which will enable high productivity with customisation are
flexible and cooperative mobile MRS. However, there are many open challenges which
need to be resolved. An important challenge is, how (multiple) robots can share and
navigate in the workspace safely while humans are present. Furthermore, how can a
team of robots be coordinated in an efficient way, such that it can react quickly on
changes in the environment, such as new tasks or changing priorities?
Industry, especially in high wage countries, can only remain competitive in future
by addressing these challenges. In this thesis, we tackle those challenges and present
algorithms and solution methods to enable adaptive MRS that are deployable in the
physical world.
First, we investigate how a team of robots can navigate safely in a shared environment
with humans. We use the idea of the Velocity Obstacle (VO) paradigm and extend it
to include localisation uncertainty. We investigate how we can tune the behaviour of
the robots using various cost functions to enable safe navigation within the presence of
humans. We explore Monte Carlo sampling techniques and trajectory rollouts as used in
the commonly used Dynamic Window Approach (DWA), leading to a robust navigation
method that is running decentralised on the robots.
Second, we focus on the decision making and planning for problems in which the
tasks a spatially distributed. A formal framework called Spatial Task Allocation Prob-
lems (SPATAPs) is introduced, that enables us to capture and analyse these problems
in the well known Multi-Agent Markov Decision Process (MMDP) framework. Unfortu-
nately, the commonly used MMDP solution methods, i.e. value iteration and dynamic
programming, fail to provide a solution, since the state and/or action space is too large.
We show how we can exploit the structure of these problems and introduce approxima-
tions to enable planning using the common solution methods.
We further refine the framework to capture the warehouse commissioning task. A
solution method based on Monte Carlo Tree Search (MCTS) is introduced, using com-
putationally cheap greedy roll-out strategies. The resulting decision making algorithm
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is evaluated against the previous value iteration based approach. We show that it can
yield significantly higher performance while still being able to plan within the magnitude
of seconds, which allows for online re-planning on the robots.
Finally, the decision making algorithm and the navigation approach are combined
for a proof-of-concept application, in which up to three youBots are used in a real world
warehouse commissioning setup.
1.1 Content of this Thesis
This thesis focuses on two core issues when employing MRS in the real world, namely
navigation and coordination. More specifically, we investigate how to navigate safely in
a shared workspace, under the presence of other robots, humans, and previously known
and also unmapped static obstacles. Additionally, we will look into how to the robots
can decide which action to take, while considering the robots in the system. In both
cases, we are aiming for a system that runs decentralised and online on the robots.
To describe the content of this thesis in more detail, we will use warehouse commis-
sioning as the running example. This task is highly complex, since a team of robots
has to commission items from a warehouse, while considering the current and possibly
future orders. The orders contain one or multiple items that have to be picked, and
brought back to the depot, where it can be packed and sent to the customer.
There are different approaches for planning for such a MRS, which can generally be
categorised in centralised or decentralised systems. Additionally, the planning can be
done oﬄine or online. This means that the plans are either calculated before the run
(i.e. oﬄine) and afterwards followed during execution, or that the planning is performed
during the execution of the run, thus, online.
In a centralised planning system the controlling entity is planning for all robots. In
our example, that would mean that for instance the warehouse management software
would assign specific tasks to the robots, which then only follow and execute these pre-
defined plans. These approaches often plan oﬄine, with high processing power and long
planning times.
While these systems are shown to work very well, since the warehouse management
software has access to all information, it is also a notoriously difficult problem to solve in
a good way. For each additional robot, we add exponentially more possibilities to assign
the tasks. This leads to longer and longer planning times, especially if the number of
orders and number of robots are high. In many cases these systems follow simple rules
in order to be able to plan at all. Another problem is that the planning time is high.
This means that the system cannot react quickly to changes, since it needs to re-plan
for the entire team. Likewise, if this planning entity has a failure, the whole system
breaks down and all the robots do not get a new plan. Furthermore, with more and
more sensors being implemented and more data becoming available the complexity of
the planning problem increases immensely.
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On the other hand, in a decentralised system, the robots plan individually. Thus,
they gather information, which in our example could be broadcasts from the other robots
about their positions and the currently active orders, and then the robots try to come
up with their next best action based on the current information. An action could be
for instance driving to a new position, picking up an item or unloading the items. One
of the main difficulties is that for determining a good next action, the robots have to
predict what the other robots will most probably do, which we will investigate in this
thesis. Since planning for only one robot is less complex, it can run online, i.e. it can
be recalculated many times. For instance, if a new high priority order comes in, the
system will immediately react to this. Another advantage of this approach that robots
can be added and removed to the system “on the fly”. For instance, if a robot breaks
down, it does not broadcast its position anymore and as a result the other robots will
automatically plan without it.
The general principles of the work presented in this thesis can be applied to many
domains in which teams of robots have to perform tasks.
The following research questions have been derived:
1. To what extent can we ensure decentralised collision free navigation in a highly
dynamic setting considering that other robots, humans and other known and un-
known obstacles might be present? Chapter 3
2. To what extent can we derive a formal framework within which Multi-Robot co-
ordination can be described, understood and evaluated? Chapter 4
3. To what extent can this formal framework be used to implement and deploy de-
centralised Multi-Robot Systems? Chapter 5
4. To what extent can the developed framework and algorithms be deployed in an
Industry 4.0 context, considering single robots, multiple robots and humans?
Chapters 3 and 6
1.2 Structure and Contributions of this Thesis
In the following, we will overview the structure of this thesis and provide a brief summary
of the contributions made in each chapter:
• Chapter 2 introduces the necessary theoretical background and foundations for
this work. We introduce the Markov Decision Process (MDP)-framework and its
variations and present an approach for navigation with multiple robots. Addi-
tionally, the robotic platforms and core software components are introduced. The
related work will be discussed in each chapter separately.
• In Chapter 3, we extend earlier work on Multi-Robot collision avoidance (Claes
et al., 2012; Hennes et al., 2012) and introduce a way to include humans into
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the system. Additionally, we show how the approach can be combined with a
commonly used navigation methods, the DWA, and evaluate our approach with
up to 10 robots in simulation and up to three robots and one human in real world
experiments. This chapter is based on:
– Claes, D., Hennes, D., and Tuyls, K. “Towards Human-Safe Navigation with
Pro-Active Collision Avoidance in a Shared Workspace”. In: Proceedings of
the IROS Workshop on On-line decision-making in multi-robot coordination
DEMUR). 2015.
– Claes, D., and Tuyls, K. “Multi robot collision avoidance in a shared workspace”.
In: Autonomous Robots special Issue on Distributed Robots (under submis-
sion).
• Chapter 4, we define a formal framework for dealing with decentralised Multi-
Robot coordination problems, which we call SPATAPs. Within this framework,
we show its applications and possible solution methods in an example of a dirt-
cleaning grid world. Our evaluation shows that our method is able to handle
the complex environment yielding a good performance when comparing against
optimal (where possible) and another state-of-the-art partitioning approach. This
chapter is based on:
– Claes, D., Oliehoek, F., Baier, H., and Tuyls, K. “Decentralised Online Plan-
ning for Multi-Robot Warehouse Commissioning”. In: Proc. of the Inter-
national Joint Conference on Autonomous Agents and Multi Agent Systems.
International Foundation for Autonomous Agents and Multiagent Systems.
2017, pp. 492–500.
• Chapter 5 builds upon the previously introduced SPATAP-framework and extends
the previous example of a dirt world to a Warehouse Commissioning environment.
We present how MCTS can be applied in the SPATAP-framework by including
computationally cheap greedy policies, which take their inspiration in auctioning
and partitioning. Our evaluation demonstrates the good performance of the sys-
tem, while achieving planning times in the magnitude of seconds. This chapter is
based on:
– Claes, D., Robbel, P., Oliehoek, F. A., Tuyls, K., Hennes, D., and Hoek,
W. van der. “Effective Approximations for Multi-Robot Coordination in
Spatially Distributed Tasks”. In: Proc. of the International Joint Conference
on Autonomous Agents and Multi Agent Systems. International Foundation
for Autonomous Agents and Multi- agent Systems. 2015, pp. 881–890.
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• In Chapter 6, we combine the collision avoidance algorithm from Chapter 3 with
the decision making approach from the previous chapter in order to implement a
prototype of a real world warehouse commissioning system with multiple robots.
We introduce the additionally necessary components for grasping, namely object
recognition and inverse kinematics for the mobile manipulator and present the
system, which is evaluated with two and three robots.
• Finally, in Chapter 7, we conclude this thesis and present possible directions for
future work.
Chapter 2
Background
The work in this thesis extends and combines various approaches to achieve the goal
of flexible decentralised Multi-Robot Systems (MRS), with the focus on the navigation
and the decision making in the multi-robot coordination problem. In this chapter, we
will introduce necessary theoretical background for the approaches, which will act as
basis for the remainder of the work. Note that this will give the reader an introduction
to the used frameworks, if the reader is familiar with these, the respective sections can
be skipped. The related work that is specific for each chapter will be discussed in the
respective chapter.
First, in Section 2.1, we will discuss, why flexible navigation is necessary and which
are the shortcomings of current solutions. We will introduce the Velocity Obstacle (VO)
paradigm (Fiorini and Shiller, 1998), with its extensions and show how dynamic and
kinematic constraints of the robots can be taken into account within the VO framework.
Afterwards, we introduce three different possibilities on how to select a collision-free
velocity.
In the second part of the chapter (Section 2.2), we will discuss the decision theoretical
frameworks that lay the foundation of this work. The Markov Decision Process (MDP)
framework (Bellman, 1957a) will be introduced with possible solution methods and we
look into the extensions for multiple robots. We introduce Monte Carlo Tree Search
(MCTS) (Kocsis and Szepesva´ri, 2006), which can be used as an heuristic methods to
plan in MDPs.
Finally, in Section 2.3, we will introduce the two robot platforms that are used in
the practical experiments of this work and the main software components.
2.1 Navigation in a Shared Workspace
While some people see navigation in a two dimensional environment as a solved prob-
lem, this usually assumes a static world such as the commonly used Dynamic Window
Approach (DWA) (Fox et al., 1997). In order to work well, the DWA requires that all
obstacles can be detected and do not move during execution. This assumptions does
not hold in a shared workspace environment. There are humans and other robots that
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move around, and we can assume that everybody aims to avoid collisions to a certain
extent. This leads to a highly dynamic environment, in which it is not easy to navigate.
In some other approaches, the robots are centrally coordinated, and kept separated
from the humans. However, this approach is only feasible in settings where the cen-
tral controller can communicate with all robots and there are strict rules where and
when the robots and humans are allowed to move around. Additionally, when the cen-
tralised controller fails, the whole system breaks down. An example of such a system is
KIVA (Wurman et al., 2008; Enright and Wurman, 2011).
Another downside of these centralised approaches is that the environment has to be
built according to the specifications of the system. Which means that, for instance in
the KIVA case, the complete warehouse needs to be constructed such that there is a
specific layout in which the system works, e.g. there is enough space for the robots to
move. This is not always feasible, since to completely rebuild the work environment
is too costly. Hence, there is the need for flexible navigation solution in existing and
dynamic environments. In the following, we will discuss the underlying principles for
such an approach.
2.1.1 The Velocity Obstacle Paradigm
This section describes the VO paradigm as introduced in (Fiorini and Shiller, 1998).
First, we will present the construction of the various types of the VOs that have evolved
over time to take reciprocity into account. Afterwards, three examples of how to select
a new collision free velocity are explained and how dynamic and movement constraints
for different type of robots can be taken into account.
The VO was introduced as an approach to deal with dynamic, i.e. moving, obstacles.
These could be for instance other robots. The VO is the geometric representation of
all possible velocities that will eventually result in a collision, in the velocity space
of the planning robot. The assumption is that the dynamic obstacle maintains the
observed velocity. To cover speed changes of the dynamic obstacles, it is necessary
that the controller runs multiple times per second. This results in a piece-wise linear
approximation of the problem.
In other words, the approach translates the problem into the velocity space, more
specifically, the space of all possible velocity vectors in x (forward and backwards) and
y (left and right) direction from the point of view of the planning robot. In this space,
we calculate the areas that will lead to collision at some point in the future under the
assumption that every velocity remains constant. The VO paradigm assumes that the
robots are able to instantaneously accelerate to any velocity in the two dimensional
velocity space, which is only feasible for a so-called holonomic robot. In Section 2.1.2
we will show how different kinematic and dynamic constraints can be incorporated in
the model.
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Figure 2.1: Creating the different velocity obstacles out of a workspace configura-
tion. (a) A workspace configuration with two robots RA and RB . (b) Translating the
situation into the velocity space and the resulting VO for RA.
The subsequent definition of the VO assumes planar motions, though the concept
extends to 3D motions in a straight forward manner as shown in (Alonso-Mora et al.,
2015b).
Let us assume a workspace configuration with two robots (RA and RB), shown in
Figure 2.1a, driving towards their goals with their velocities (vA and vB). While it
might not be directly evident from that picture, we can show that the two robots are on
collision course, when they would maintain their current speeds. In order to show that,
we translate the situation into the velocity space of robot RA. Where the velocity space,
is the space of linear, i.e. x- and y-directional, velocities that RA can choose from.
If the position and speed of the other robot RB is known to RA, we can mark a
region in the velocity space which leads to a collision under current velocities and is thus
unsafe. This region resembles a cone with the apex at RB’s velocity vB, and two rays
that are tangential to the convex hull of the Minkowski sum of the footprints of the two
robots. The Minkowski sum for two sets of points A and B is defined as:
MA,B = {a+ b | a ∈ A, b ∈ B}. (2.1)
For the remainder of this thesis, we define the ⊕ operator to denote the convex hull
of the Minkowski sum such that A ⊕ B results in the points on the convex hull of the
Minkowski sum of A and B.
The direction of the left and right ray is then defined as:
θleft = max
pi∈FA⊕FB
atan2((prel + pi)
⊥ · prel, (prel + pi) · prel), (2.2)
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θright = min
pi∈FA⊕FB
atan2((prel + pi)
⊥ · prel, (prel + pi) · prel), (2.3)
where prel is the relative position of the two robots and FA⊕FB is the convex hull of the
Minkowski sum of the footprints of the two robots. The a⊥ returns the perpendicular
vector to a in counter-clockwise direction as defined in (Hill Jr, 1994). The atan2
expression computes the signed angle between two vectors. The resulting angles θleft
and θright are left and right of prel. If the robots are disc-shaped, the rays are the
tangents to the disc with the radius rA + rB at centre prel as shown in Figure 2.1b. The
angle can then be calculated as:
θleft = −θright = arcsin(rA + rB|prel| ). (2.4)
In our example, in Figure 2.1b, it can be seen that robot RA’s current velocity vector
vA points into the VO, thus we know that RA and RB are on collision course. As a result,
the robot should adapt its velocity in order to avoid collision.
Each agent computes a VO for each of the other agents, in our example RB also
calculates the VO induced by RA. If all agents at any given time-step adapt their
velocities such that they are outside of all VOs, the trajectories are guaranteed to be
collision free.
However, oscillations can still occur when the robots are on collision course. For
example, all robots could select a new velocity outside of all VOs independently, hence,
at the next time-step, the old velocities pointing towards the goal will become available
again. Thus, the robots would select their old velocities, which will be on collision course
again for the next calculation, where each robot selects again a collision free velocity
outside of all VOs.
To overcome these oscillations, the Reciprocal Velocity Obstacle (RVO) was intro-
duced in (Berg et al., 2008). The surrounding moving obstacles are in fact also pro-active
agents and thus aim to avoid collisions too. Assuming that each robot takes care of half
of the collision avoidance, the apex of the VO can be translated to vA+vB2 as shown in
Figure 2.2a. This leads to the property that if every robot chooses the velocity outside
of the RVO which is closest to the current velocity, the robots will avoid to the same
side. However, in some situations the robots will not avoid to the same side, since the
selected velocity should also make progress towards its goal location, and therefore the
closest velocity which is collision free is on the wrong side of the RVO.
To counter these situations, the Hybrid Reciprocal Velocity Obstacle (HRVO) was
introduced in (Snape et al., 2009; Snape et al., 2011). Figure 2.2b shows the construction
of an HRVO. To encourage the selection of a velocity towards the preferred side, e.g.
left in this example, the opposite leg of the RVO is substituted with the corresponding
leg of the VO. The new apex is the intersection of the line of the one leg from RVO and
the line of the other leg from the VO. This reduces the chance of selecting a velocity on
the wrong side of the velocity obstacle and thus the chance of a reciprocal dance, while
not over-constraining the velocity space. The robot might still try to pass on the wrong
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Figure 2.2: (a) Translating the VO by vA+vB2 results in the Reciprocal Velocity
Obstacle (RVO), i.e. each robot has to take care of half of the collision avoidance. (b)
Translating the apex of the RVO to the intersection of the closest leg of the RVO to the
own velocity, and the leg of the VO that corresponds to the leg that is furthest away
from the own velocity. This encourages passing the robot on a preferred side, i.e. in
this example passing on the left. The resulting cone is the Hybrid Reciprocal Velocity
Obstacle (HRVO).
side, e.g. another robot induces a HRVO that blocks the whole side, but then soon all
other robots will adapt to the new side too.
Another problem occurs when the workspace is cluttered with many robots and these
robots to not move or to only move slowly. As shown Figure 2.1b, the VOs are translated
by the velocity of the other agents. Thus, in these cases, the apexes of the VOs are close
to the origin in velocity space. Additionally, if static obstacles such as walls are included,
any velocity will lead to a collision eventually, thus rendering the robots immobile. This
problem can be solved using truncation.
The idea of truncating a VO can best be explained by imagining a static obstacle.
Driving with any velocity in the direction of the obstacle will eventually lead to collision,
but not directly. Hence, we can define an area in the velocity space, for which the
selected velocities are safe for at least τ time-steps. The truncation has then the shape
of the Minkowski sum of the two footprints shrunk by the factor τ . If the footprints
are discs, the shrunken disc that still fits in the truncated cone has a radius of rA+rBτ ,
see Figure 2.3a. V Oτ denotes a truncated velocity obstacle. The truncation can be
closely approximated by a line perpendicular to the relative position and tangential to
the shrunken disk as shown in Figure 2.3b. This enables easier calculations, since then
each VO is defined by one line segments and two rays.
Applying the same method as creating a HRVO and RVO from a VO, we can create
a truncated HRVO and truncated RVO (HRV Oτ and RV Oτ , respectively) from V Oτ
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Figure 2.3: Truncation. (a) Truncation of a VO of a static obstacle at τ = 2. (b)
Approximating the truncation by a line for easier calculation.
vomni
P
d i f f
t 1
P omn it 1
ε
Figure 2.4: The tracking error (ε) is defined as the difference between the position
that a holonomic robot would be in after driving with vomni for t1 (P
omni
t1 ) and the
position of the differential drive robot at t1 (P
diff
t1 ).
by translating the apex accordingly.
2.1.2 Incorporating Kinematic and Dynamic Constraints
As previously mentioned, the VO paradigm assumes that the robots are able to instan-
taneously accelerate to any velocity in the two dimensional velocity space. This implies
that the velocity obstacle approach requires a fully actuated holonomic robot, which
means that it is able to accelerate into any direction from any state. However, differen-
tial drive robots with only two motorised wheels are much more common due to their
lower cost. Additionally, all robots can only accelerate and decelerate within certain
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dynamic constraints. In this section, we will show how to incorporate these dynamic
and kinematic constraints into the VO framework.
For a holonomic robot, when the acceleration limits and motion model are known, the
region of admissible velocities can be calculated and approximated by a convex polygon.
This region defines the set of velocities that is currently achievable. In other words, we
limit the allowed velocity space by calculating the maximal and minimally achievable
velocities in both x and y direction, and only allow velocities inside this region.
A method to handle non-holonomic robot kinematics has been introduced in (Alonso-
Mora et al., 2010). The approach to handle dynamic and kinematic constraints can be
applied to any VO-based approach. The underlying idea is that any robot can track a
holonomic speed vector, i.e. the vector a holonomic robot would drive, with a certain
tracking error ε. We refer to this vector as holonomic velocity as in (Alonso-Mora et al.,
2010).
This tracking error depends on the direction and length of the holonomic velocity, for
example, a differential drive robot can drive an arc and then along a straight line which
is parallel to the holonomic speed vector in that direction as shown in Figure 2.4. The
time needed to get parallel to the holonomic trajectory is defined as t1. The tracking
error (ε) is then defined as the difference between the position that a holonomic robot
would be in after driving with a holonomic speed vector (vomni) for t1, shown as (P
omni
t1 ),
and the position of the differential drive robot at that time (P difft1 ).
A set of allowed holonomic velocities is calculated based on the current speed and
a maximum tracking error ε. To allow smooth and collision free navigation, the virtual
robot footprints have to be increased by the tracking error, ε, since the robots only track
the desired holonomic velocity with the defined error.
Using this approach, we can approximate the region of possible holomonic velocities
using a polygon, and only allow the robots to choose a velocity within that region. In
the next section, we will introduce three possible methods to select a new collision-free
velocity.
2.1.3 Selection of a Collision-Free Velocity
When all velocity obstacles are calculated, the union of these velocity obstacles depicts
the set of velocities that will eventually lead to a collision. Vice versa, the complementary
region is the region that holds all safe velocities, i.e. velocities that are collision-free.
If we are using truncation, the region is collision free for at least the defined τ time-
steps. Additionally, we limit the velocity space according to the dynamic and kinematic
constraints, as explained in the previous section.
The new velocity has to be selected within the remaining region. In order to do this
efficiently, there are several ways to calculate the new velocity. Usually, we are following
a global plan, which gives us a general direction in which we want to move. This is
our preferred velocity vpref . In the past, some algorithms were introduced that aim to
solve this problem efficiently, namely the ClearPath algorithm (Guy et al., 2009) and
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Figure 2.5: (a) ClearPath enumerates intersection points for all pairs of VOs (solid
dots). In addition the preferred velocity vA is projected on the closest leg of each VO
(open dots). The point closest to the preferred velocity (dashed line) and outside of all
VOs is selected as new velocity (solid line). The next best points are shown for reference.
(b) Optimal Reciprocal Collision Avoidance (ORCA) creates a convex representation
of the safe velocity space and uses linear programming to find the closest point to the
preferred velocity. (c) We can also use Monte Carlo sampling to select the best velocity.
The distance for each sample to the preferred velocity (dashed line) is evaluated. If the
sample falls within any VO, it is discarded. Yellow shows a high rating and blue is a
low rating.
ORCA (Berg et al., 2011). ClearPath follows the general idea that the collision free
velocity that is closest to the preferred velocity is: (a) on the intersection of two line
segments of any two velocity obstacle, or (b) the projection of the preferred velocity
onto the closest leg of each velocity obstacle. All points that are within another obstacle
are discarded, and from the remaining set the one closest to the preferred velocity is
selected. Figure 2.5a shows the graphical interpretation of the algorithm.
With ORCA, the VOs are translated into half-planes which constrain the velocity
space into a convex space. The optimal velocity is then in this space and linear pro-
gramming is used to find the optimal solution for the current situation. An example is
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shown in Figure 2.5b.
Another method is to generate possible sample velocities based on the motion model
of the robots and test whether these velocities are collision free and how well they are
suited. Each sample gets a score according to one or multiple cost functions, i.e. distance
to current and preferred velocities and whether it is inside a velocity obstacle or not as
shown in Figure 2.5c. The velocity samples should be limited to the velocities that are
achievable in the next time-step. If the velocity is not holonomic, the samples can be
translated to approximate holonomic velocities as presented in Section 2.1.2. We rollout
a trajectory using the current velocity sample and then use the position to calculate the
approximate holonomic velocity and the corresponding tracking error.
2.2 Decision Making and Task Allocation
Another importance aspect for Single- and Multi-Robot Systems concerns the decision
making on a different level. Namely, how does the robot decide which action to take?
This could mean for instance which task to fulfil, or in which direction to drive. This
problem of multi-robot coordination can be tackled in various ways.
We will look into the Markov Decision Processes (MDPs) (Bellman, 1957a) frame-
work for single agents and its extensions to multiple agents. In these decision theoretical
frameworks, usually the term agent is used to denote an acting and decision making en-
tity. In our case, when we talk about agents, we generally refer to a robot. However,
the agent could also be a meta-agent that controls multiple robots at once, or on a
lower scale, each actuator of the robot, the wheels could be independently modelled as
an agent. This framework models the world as a Markov Process and the actions of
the agents are transitions in the process. A major advantage of this framework is that
optimality is a well-defined concept and there are many algorithms that are proven to
yield optimal policies. Unfortunately, in many cases, if the problem is modelled as an
MDP, the state and action space are so large that optimally solving such a problem is
computationally unfeasible.
An existing framework for task allocation for robots is the so-called Multi-Robot
Task Allocation (MRTA) taxonomy (Gerkey and Mataric´, 2004). This taxonomy is a
general framework which covers multiple different instances of the MRTA problem. It
views the problem of multi-robot coordination more as an Optimal Assignment Problem
(OAP). Thus, while related, the idea behind this framework is fundamentally different
from the MDP-based framework. In the following, we will describe the two frameworks
and present common solution methods.
2.2.1 Markov Decision Processes
In their original form, MDPs model single agent decision-making, where the current
state is Markovian, i.e. transition probabilities only depend on the current state. Thus,
the current state captures all information necessary to select the best possible action.
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Formally, a MDP is defined as follows:
Definition 2.1. A MDP is defined as a tuple 〈S,A, T,R〉, where:
S is the finite set of states s of the environment;
A is the action space, i.e. the set of actions;
T : S ×A× S is the transition probability function specifying T (s, a, s′) = P (s′|s, a) ;
R: S × A → R represents the reward function. It specifies the cost or utility that an
agent receives when performing a certain action a in a given state s.
The reward function is usually represented as R(s, a), while sometimes the result-
ing state is taken into account as R(s, a, s′). Nevertheless, we can enforce the R(s, a)
notation by calculating
R(s, a) =
∑
s′∈S
T (s, a, s′)R(s, a, s′). (2.5)
The core objective in an MDP is to find a policy pi for the decision making agent, such
that given any state s, the function pi(s) returns an action a. The goal is to find the
optimal policy pi∗, such that it maximises the expected future rewards. This expected
future rewards can be the average reward over time or the total reward, which is the sum
of all future rewards. When using the total rewards, in many cases, the future rewards
are discounted by a factor γ in order to prevent the robots to overvalue future rewards,
as they can also be much more uncertain. In our case we will focus on the (discounted)
total rewards.
The policy can be over a limited number of steps in the future, which is commonly
referred to as horizon h, or unlimited steps, or until a terminal state has been reached,
which is commonly used in games, when the agent has won or lost the game.
The policy can either be a deterministic mapping from a state to an action S → A,
or a stochastic policy, mapping a state to a probability distribution over the possible
actions. It has been shown that in a MDP with discounted rewards, there exists at least
one optimal deterministic policy (Bellman, 1957a).
In the following section, we describe some common solution methods for finding a
(close to) optimal policy pi in more detail.
2.2.2 Solution Methods for Markov Decision Processes
As described before, the objective of any agent in an MDP is to maximise its rewards
or to minimise its costs depending on the nature of the problem.
Since the transitions in an MDP can be stochastic, we try to optimise the expected
sum of (discounted) future rewards. Formally, this can be defined as follows:
Epi =
h−1∑
t=0
γtR(st, pi(st)), (2.6)
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Where Epi defines the expected value when the agent is following the policy pi, h is the
horizon (which could be infinite) and γ ∈ [0, 1] is the discount value. In finite horizon
problems, the discount value is usually set to 1, i.e. using the total sum of future rewards,
while for in infinite-horizon problems, the discount value is in [0, 1), to ensure that the
series converges.
We can define the value function V : S → R of the problem such that it defines a
mapping of the current state to the expected value. Where the expected value is the
current reward plus the value of any possible successor state given the policy and the
transition function of the MDP. This allows us to recursively define the value of a state
given a certain policy V pi as:
V pi = R(s, pi(s)) + γ
∑
s′∈∫
T (s, pi(s), s′) ∗ V pi(s′). (2.7)
For the finite horizon case, we can compute the value for a given step t < h− 1, as:
V pit = R(s, pi(s)) + γ
∑
s′∈∫
T (s, pi(s), s′) ∗ V pit+1(s′), (2.8)
where V pit = 0 ∀ t ≥ h, thus at the last step before the horizon, the value becomes
V pih−1 = R(s, pi(s)). The easiest way to think about the horizon is that the agent is only
interested in the future up to h steps ahead. Afterwards, it does not care anymore.
Dynamic Programming & Value Iteration
If we now want to find an optimal policy pi∗, we can use dynamic programming (Bellman,
1957b), to find the optimal value function V ∗t , which is defined as:
V ∗ = max
a∈A
{
(R(s, a) + γ
∑
s′∈S
T (s, a, s′) ∗ V ∗(s′)
}
. (2.9)
When the optimal value function is known, the optimal policy pi∗ can easily be extracted
by choosing the action that leads to the highest expected value:
pi∗(s) = argmax
a∈A
{
(R(s, a) + γ
∑
s′∈S
T (s, a, s′) ∗ V ∗(s′)
}
. (2.10)
Similarly, for the finite horizon case, Equation 2.9 and Equation 2.10 can be adapted in
a straight forward manner for each step t:
V ∗t = max
a∈A
{
(R(s, a) + γ
∑
s′∈S
T (s, a, s′) ∗ V ∗t+1(s′)
}
, (2.11)
pi∗t (s) = argmax
a∈A
{
(R(s, a) + γ
∑
s′∈S
T (s, a, s′) ∗ V ∗t+1(s′)
}
. (2.12)
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Algorithm 1: Value Iteration
initialise V (s) arbitrarily
repeat
foreach s ∈ S do
foreach a ∈ A do
Q(s, a) = R(s, a) + γ
∑
s′∈S T (s, a, s
′) ∗ V (s′)
V (s) = maxa∈AQ(s, a)
pi(s) = argmaxa∈AQ(s, a)
until until policy good enough
The optimality criterion in this case is defined that for every step t, there does not exist
another action sequence of length h − t that generates a higher expected reward than
V ∗t (s).
An often applied algorithm to compute the optimal value function is called Value Iter-
ation. When applying Equation 2.11 repeatedly over all states, i.e., initialising all states
with an arbitrary value and then computing the new value according to Equation 2.11,
it has been shown that for t → ∞, it is guaranteed to converge to the optimal value
function for the problem according to an optimal stationary policy (Puterman, 1994).
Algorithm 1 summarises the approach. In this case a so-called Q-table is used which
stores the values of a specific state-action pair given a value function V , Q : S ×A → R,
which is called a Q-value:
Q(s, a) = R(s, a) + γ
∑
s′∈S
T (s, a, s′) ∗ V (s′). (2.13)
For finite horizon problems, the number of iterations needed is equal to the horizon
h. In looser terms, each iteration takes the value of another step into account. Since
V pit = 0 ∀ t ≥ h, after h steps the additional value is 0, and does not affect the value
anymore. Unfortunately, for the optimal policy, all intermediate steps have to be saved,
as shown in Equation 2.12, the policy depends on the current step t and the value of
V ∗t+1. In infinite horizon problems, only the final optimal value function has to be stored,
as can be seen by Equation 2.10.
If the model of the MDP is known beforehand, the optimal value function can be
calculated oﬄine. This means during execution, the agent only needs to lookup the
corresponding action according to the optimal policy pi∗. The agent will never deviate
from its policy, and always choose the same action if the same state is encountered. This
is commonly referred to oﬄine planning in an MDP.
Another oﬄine planning method is called Policy Iteration. Instead of finding the
optimal value function, it operates directly on the policy. We start with an arbitrary
policy pi. We can calculate the value function of this policy by solving a set of linear
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equations such that Equation 2.7 holds. Afterwards, the policy is improved by applying:
pi′(s) = argmax
a∈A
{
(R(s, a) + γ
∑
s′∈S
T (s, a, s′) ∗ V pi(s′)
}
. (2.14)
This is repeated until the policy does not change anymore. It has been shown that
this methods is guaranteed to converge to an optimal policy (Puterman, 1994) in finite
number of steps, since there are at most |A||S| discrete policies and at each step the
policy is guaranteed to strictly improve.
Learning in Markov Decision Processes
Another option to make decisions in a MDP is through learning (Kaelbling et al., 1996;
Sutton and Barto, 1998). This means that the agent takes action and interacts with
the environment in run-time (i.e. online) or in a simulation of the environment for fast
iterations. The agent observes the rewards and adapts its actions to optimise the future
rewards. Therefore, this type of learning is also referred to as Reinforcement Learning,
since the agent learns from its reinforcements from the environment.
One of the most common forms of learning is using temporal difference learning,
also refereed to as TD-learning. The idea is to bootstrap the actual value function by
using estimations of itself. TD(λ) was introduced by (Sutton and Barto, 1998). The
parameter λ ∈ [0, 1] describes a so-called eligibility trace parameter, i.e. how much the
more distant estimations have influence on the current estimation. This influence is can
be expressed for each state s at time t as follows:
et(s) =
γλet−1(s) if s 6= stγλet−1(s) + 1 otherwise (2.15)
The γ parameter is a discount rate. For 0 < λ < 1, the influence decreases over time.
In TD(1), the current estimation will also be used to update all preceding estimations.
This is also called Monte Carlo Reinforcement Learning. We will focus on the so called
TD(0) update rule. In this case, the value function update is the following:
V (s) = (1− α)V (s) + α (R(s, pi(s)) + γ ∗ V pi(s′)) , (2.16)
where α is the learning rate, which controls the impact of a new observation. It acts as
an exponential smoothing over the observed values.
The idea is similar to Value Iteration (cf. Algorithm 1) and Policy Iteration, however
the difference is that the value is drawn from the experience in the environment, rather
than computing from a known model.
Additionally, we can use the Q-values, as introduced in Equation 2.13, and further
define Q∗(s, a) as the expected discounted reward when choosing actions optimally.
Thus, since V ∗(s) defines the optimal value of a state, assuming the best possible actions,
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Algorithm 2: Q-learning
initialise Q(s, a) and pi(s) arbitrarily
Set initial state s
repeat
Select action a based on current policy pi and action selection policy
Take action a and observe reward R(s, a) and new state s′
Q(s, a) = (1− α)Q(s, a) + α (R(s, a) + γ ∗maxa′∈AQ(s′, a′))
foreach s ∈ S do
pi(s) = argmaxa∈AQ(s, a)
s = s′
until until policy good enough
it follows that V ∗(s) = maxa∈AQ∗(s, a) and the optimal policy can be defined as pi∗(s) =
argmaxa∈AQ∗(s, a). Following the same notations, we can write an update rule for the
Q-values similar to Equation 2.16:
Q(s, a) = (1− α)Q(s, a) + α
(
R(s, a) + γ ∗max
a′∈A
Q(s′, a′)
)
, (2.17)
which is commonly referred to as Q-learning (Watkins, 1989).
It has been shown to converge to the optimal policy, as long as all state-action pairs
are visited often enough. Thus, the agent has to explore the environment to ensure that
the Q-values converge, however the agent also needs to exploit the knowledge that it
already has (in form of the current Q-values). Hence, commonly in learning approaches
a stochastic policy is applied that balances random actions with the currently best
evaluated action.
A common action selection policy is ε-greedy, which chooses the currently best evalu-
ated action argmaxa∈AQ(s, a) with a probability of 1−ε and a random action otherwise.
Another possibility is to choose the action according to the Boltzman exploration algo-
rithm:
Ps(a) =
e
Q(s,a)
T∑
b∈A e
Q(s,b)
T
, (2.18)
where Ps(a) defines the probability of choosing action a in a state s and T is the so-called
Boltzman Temperature, which typically decreases while the learning progresses. When
T = 0, the action selection is equivalent to a pure greedy action selection, and with
T → ∞, the action selection is purely random. For T ∈ (0,∞), actions with a higher
value have a greater chance to be selected than lower valued actions.
Algorithm 2 summarises the Q-learning approach. As can be seen, the algorithm does
not depend on any knowledge of the model, therefore it is also referred to as model-
free. Also the Q-learning update rule operates only on the Q-values and assumes the
maximum value for the future states. This is called off-policy. Some on-policy algorithms
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are TD(λ), SARSA and actor-critic methods. For more information, we refer the reader
to (Kaelbling et al., 1996; Sutton, 1984; Sutton and Barto, 1998).
2.2.3 Extensions for Planning with Multiple Agents
When planning in a multi-agent system, the MDP framework can be extended to a
Multi-Agent Markov Decision Process (MMDP) in a straight forward manner (Boutilier,
1996). In this case a team of agents has to maximise a joint global reward function. It
is formalised as follows:
Definition 2.2. A MMDP is defined as a tuple 〈D,S,A, T,R〉, where:
D = {1, . . . , n} is the set of n agents;
S a finite set of states s of the environment;
A = A1 × · · · × An the set of joint actions a = 〈a1, . . . , an〉;
T the transition probability function specifying P (s′|s, a);
R(s, a) the immediate reward function.
Similar as in a MDP, a (joint) policy pi : S → A in an MMDP maps states s to joint
actions a, and is equivalent to a tuple of individual policies pii : S → Ai. The Q-value
of (s, a) under policy pi is defined as the expected sum of rewards when executing a in
s and following pi afterwards.
Solving MMDPs can be done in a similar fashion as (single-agent) MDP as presented
in the previous sections. For instance, a MMDP can be seen as a single agent MDP, in
which we define one meta-agent that plans for all other agents, which select their action
accordingly during execution. Otherwise, since the global state is known to all agents,
each agent can plan on its own, but still has to account for all other agents during its
planning.
An MMDP is called factored if its state space is spanned by a set of state variables.
This means, the state space can be decomposed into several independent variables, for
instance multiple agents move within an environment and their transitions are indepen-
dent from the other agents. More specifically, the state space is defined by a number
of components, i.e. S = S0 × S1 × · · · × Sn. This feature can be exploited in the plan-
ning process, especially if the transitions and rewards can also be factored in a similar
fashion. Nevertheless, since the number of joint actions is exponential in the number of
agents and the number of states is exponential in the number of factors (itself usually
dependent on the number of agents), an exact solution in this framework is usually,
intractable for even small problems in practice.
The most general extension of the MMDP framework are the Decentralized Partially
Observable Markov Decision Processes (Dec-POMDPs). In this setting, the agents can-
not directly observe the state, but they only perform observations in order to reason
about the state. The agent only has a partial perception of the global state, but still
have to maximise the global reward. Formally, a Dec-POMDP is defined as a follows:
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Definition 2.3. A Dec-POMDP is defined as a tuple 〈D,S,A,Z, T,O,R〉, where:
D = {1, . . . , n} is the set of n agents;
S a finite set of states s of the environment;
A = A1 × · · · × An the set of joint actions a = 〈a1, . . . , an〉;
Z = Z1 × · · · × Zn the set of joint observations z = 〈z1, . . . , zn〉;
T the transition probability function specifying P (s′|s, a);
O is the observation probability function specifying O(z|s, a);
R(s, a) the immediate reward function.
In this case, the policy for an agent i is determined also by its history of previously
chosen actions and observations hi = ai(0), zi(1), . . . , ai(t− 1), zi(t. Thus the policy in
the finite horizon case for agent i, is a mapping pii : Hi → [0, 1] such that for all histories
hi ∈ Hi, it holds
∑
ai∈Ai pii(hi, ai) = 1. In this setting, the agents keep track of a belief
vector, which denotes agents’ probabilities of being in a certain state.
Even though this model is the most general form, in terms of representation possi-
bilities, exact solution can only be computed in very few instances, and in most cases
only heuristic and approximate models can be applied (Seuken and Zilberstein, 2008).
In a special case, if the agents have full local observability, i.e. the agents are able
to observe their own local state deterministically, the Dec-POMDP reduces to a Decen-
tralized Markov Decision Process (Dec-MDP). This means that if the agents are able to
share their local state among each other, they can deduce the exact state of the system.
If each agent can individually observe the full global state individually, this problem
reduces to an MMDP.
To summarise, optimally solving any large MMDP or Dec-POMDP is a computa-
tionally costly problem in practice and not suitable for online planning for a team of
agents. Therefore, in this thesis, we will focus on approximations and heuristics that
exploit the underlying structure of the problem in order to achieve feasibility for solving
these kinds of problems in an online fashion.
2.2.4 Monte Carlo Tree Search
One possible heuristic method that is successfully used within the MDP domain is
MCTS. It is a simulation based search algorithm (Kocsis and Szepesva´ri, 2006; Coulom,
2007), which builds up a search tree based on simulations. It has initially been applied in
games, i.e. it has been very successful in general game playing (Browne et al., 2012) and
computer Go—it is the basis for AlphaGo, the first AI program to beat a professional
Go player on the full size board and without handicap (Silver et al., 2016). But in
recent years, MCTS has also been applied to many non-game domains such as large
MDPs (Silver and Veness, 2010).
The main intuition behind MCTS is that by using Monte Carlo simulations to quickly
sample thousands of possible trajectories, we can achieve good approximations of the
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Algorithm 3: UCT based MCTS
Input : S: Current state
n: number of simulations
dmax: maximum depth
w: sampling width
γ: discount
Output: a: action for agent
Algorithm MCTS Search()
initialise Q(s, a) arbitrarily
for i = 1 to n do
s0 ← S
d← 0
SimulateV(s0)
a← maxaQ(s, a)
return a
function SimulateV(s)
if d = dmax then
return 0
a← argmaxa
(
Q(s, a) + C
√
ln(N(s))
N(s,a)
)
r ← SimulateQ(s, a)
return r
function SimulateQ(s, a)
s′, r ← SimulationStep(s, a)
d← d+ 1
if Visited(s′) then
r′ ← SimulateV(s’)
else
r′ ← Rollout(s’)
d← d− 1
r ← r + γ ∗ r′
Q(s, a)← UpdateReward(Q(s, a), r)
return r
values of possible actions. While doing these Monte Carlo simulations, a search tree,
which stores statistics used to guide the search, is built incrementally starting from just
a root node by exploring the most promising actions first. To achieve this, the search
tree keeps track of how often each node has been visited, and which estimated value can
be achieved when choosing each action at each node. When ‘inside’ the search tree, the
statistics are used to select the most promising actions, when ‘outside’ the tree, action
selection is guided by (computationally cheap) rollout policies.
MCTS starts every Monte Carlo simulation at the root node, corresponding to the
current state. Actions are chosen according to a tree policy until the resulting state has
not been visited before. The search leaves the tree, and a rollout policy is applied until a
stopping condition is met, which can for instance be the end of the simulation or a given
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search depth. The value resulting from this rollout is back-propagated through the tree,
and the values for each parent node are updated. Thus, the value approximations of
all visited states and actions are improved. This process is repeated until the specified
planning time or number of simulations are reached. A commonly used tree policy
is UCB1 (Kocsis and Szepesva´ri, 2006), resulting in the UCT algorithm. UCT has
been shown to converge to the optimal policy in single-agent and two-agent zero-sum
problems (Kocsis et al., 2006).
In order to achieve a high number of simulations, MCTS requires a simulator that
can quickly generate a successor state and a reward for a given action. This simulator
can for instance be based on an MDP, since the transition function in an MDP specifies
the probabilities for any given successor state give the current state and action.
Algorithm 3 shows the implementation that can be used when using MCTS in an
MDP environment. The search is started with the initial state, and the simulations
are performed. The SimulateV and SimulateQ functions are used to approximate the
Q-values and V-values, similar as in Q-learning (cf. Algorithm 2). In the SimulateV
function a new action is chosen according to the equation:
a← argmax
a
(
Q(s, a) + C
√
ln(N(s))
N(s,a)
)
,
in which the first part is the same as in Q-learning, while the second part is the UCT
formula, which has the parameter C as exploration constant, which controls the likeli-
hood that a less explored action is chosen, even if it has a lower value. In practice, this
parameter is chosen empirically depending on the domain. In the SimulateQ function,
the effect of the action is simulated, i.e. in the MDP environment, the state and action
result in an observed immediate reward r and a new state s′ and then the delayed reward
of the chosen action is evaluated. Either we have seen the new state s′ before, in which
case we can progress deeper into the tree, or we reach the end of the currently built
tree and we perform a rollout based on the current state. The rollout yields the delayed
reward r′, which we add to the total reward with a discount factor γ. The UpdateReward
function then updates the corresponding value in the Q-table.
Thus in summary, MCTS can be seen as a form of Q-learning which only starts the
search from the current state and simulates thousands of different possibilities, while
keeping track of the resulting values. Afterwards, the action which yields the best result
is chosen.
2.2.5 Multi-Robot Task Allocation and Market-based Approaches
While the MDP framework has been extensively developed in the Multi-Agent System
(MAS) community, these methods can be applied to MRS. As mentioned before, an
agent is an decision making entity, so we can see a robot as an agent and directly apply
the presented methods, as long as the problem can be modelled within the constrains of
the framework.
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The MDP-framework and all its variants are developed from the perspective of ac-
tions, i.e. which action should the agents take given the current state. These actions
are usually very fine-grain, for instance moving a single step in a grid-world, performing
a task, or making an observations, leading to a computational high complexity.
A different perspective is the Multi-Robot Task Allocation (MRTA) framework (Gerkey,
2003). It introduces a formal taxonomy in multiple dimensions with which the MRTA
problem can be defined (Gerkey and Mataric´, 2004). For instance, the tasks can be ex-
ecutable only by single-robot (SR) or must have multiple robots (MR) to be completed.
The robots can be single-task robots (ST) or multi-task robots (MT), which means that
robots can either work on only one task at a time or on multiple tasks at the same time.
Also the tasks can be static (SA), which means that the tasks are either all known
beforehand or they appear during the execution, i.e. dynamic (DA). This taxonomy
has been extended to include temporal and ordering constraints, such that a task may
be dependent on others to be completed beforehand, for instance, cleaning some debris
before being able to enter, i.e. constraint (CT) or the tasks are independent (IT) (E.
Schneider et al., 2015; Nunes et al., 2017).
In this framework, it is shown that the problem of MRTA can be cast in various
different forms. For instance, the problem can be seen as an Optimal Assignment Prob-
lem (OAP) (Gale, 1960), when considering the class of SR-ST-SA-IT, i.e. robots can do
one task at a time, the tasks only need one robot to be performed, the tasks are known
beforehand and they can be independently performed. These problems have been well
studied in game theory and operations research in the context of personnel assignment.
Formally, the MRTA can be defined as an OAP follows:
Definition 2.4. A MRTA is defined as a tuple 〈D, T ,U〉, where:
D = {d1, . . . , dn} is the set of n robots;
T = {(t1, w1), . . . , (ti, wi)} a finite set of i tasks with weight w;
U = {U1,1, . . . Un,i} is the set of utilities that defines the value for each robots n and
task i.
This assumes that each robot n in capable of executing at most one task at any given
time and each task (ti) requires exactly one robot to execute it. While these assumptions
are somewhat restrictive, they are necessary to classify the problem as an OAP. Also
while they can be relaxed, in many cases these assumptions do apply.
The main objective of this problem is to find the optimal allocation of the tasks to
the robots, where an allocation is defined as the set of robot-task pairs (dn, ti). In the
OAP definition, there are at most 1 ≤ k ≤ min(n, i) robot task pairs, i.e. each robot has
at most one task assigned. The value of this assignment is now defined as the weighted
sum of the tasks priorities and the robots values:
U =
k∑
l=1
Unl,ilwil . (2.19)
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These kind of problems can be solved using for instance integer linear programming (Gale,
1960). While integer linear programs are NP-hard, many problems like the OAP exhibit
a special structure that can be exploited to facilitate their solution (Ahuja et al., 1988).
The MRTA problem can be cast as an integer linear program as follows (Gerkey, 2003):
Find m2 integers an,i that are either 0 or 1, that maximise:
m∑
n=1
m∑
i=1
an,iUn,iwi, (2.20)
subject to:
m∑
n=1
an,i = 1, 1 ≤ i ≤ m, (2.21)
m∑
i=1
an,i = 1, 1 ≤ n ≤ m. (2.22)
The sum (Equation 2.20) maximises the overall utility, while the constraints (Equa-
tion 2.21 and Equation 2.22) enforces the assumptions that at most one task is assigned
to one robot.
Another common method for MRTA is using a marked based approach (Shapley and
Shubik, 1971). A popular form of this solutions are auctions. In this case we assume task-
market. The robots have to bid for tasks and there is a centralised broker or auctioneer
which sells the tasks.
A common algorithm is the Sequential Single Item (SSI) algorithm (Koenig et al.,
2006). The general idea is that all tasks are offered at the same time to all robots. The
robots have to compute bids for all tasks and the auctioneer robot selects the winner as
the robot with the lowest bid. The winning robot update its bids according to the new
location of the task and the next round is performed.
Algorithm 4 shows the general idea of the algorithm. The function cost(n, t) defines
the cost of a task t for a given robot n. This could be for instance the distance the robot
has to travel to the task and the cost of the robot to perform the task.
Some other variants of SSI approach include the Ordered Single Item (OSI)-auction (E.
Schneider et al., 2014) in which the tasks are placed in an ordered list, and only one task is
offered to the robots at the same time and the Parallel Single Item (PSI)-auction (Koenig
et al., 2006), which assigns all tasks in one round.
These kind of auction based approaches are often used in MRS- domains (Choi et
al., 2009; Nanjanath and Gini, 2010; Amador et al., 2014; E. Schneider et al., 2015).
Unfortunately, (E. Schneider et al., 2015) found “that the advantages of the best auction-
based methods are much reduced when the robots are physically dispersed throughout
the task space and when the tasks themselves are allocated over time”.
It is possible to capture MRTA problems formalised as an MMDP. The joint-actions
are the possible allocations of the tasks, the rewards are the costs incurred for the
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Algorithm 4: Sequential Single-Item Auctions
Input :
D : set of other Agents
T : set of Tasks
Output:
T (i) : allocation of tasks for all i ∈ D
foreach i ∈ D do
T (i) = ∅
repeat
foreach i ∈ D do
foreach t ∈ T do
bid(i, t) = cost(i, t)
(iwin, twin) = argmini∈D,t∈T bid(i,t)
T = T \ {twin}
T (iwin) = T (iwin) ∪ {twin}
until until T = ∅
robots for performing the tasks and the transition function expresses the changes after
each step of the assignment. Afterwards, the MMDP solution methods can be applied.
Furthermore, with the MMDP it is possible to capture much more detail, since we do
not need to look at the task performing level, but we can also optimise along more low
level actions, i.e. moving around, so we will focus on using MMDP for this research.
2.3 Robotic Platforms and Core Components
In this research we have used two main robotic platforms, the Turtlebot and the youBots
(Bischoff et al., 2011). While these robots are commonly available1, we have made several
modifications to fit the robots to our needs. These are presented in the Appendix A.
All of our robots are running the Robot Operating System (ROS) framework (Quigley
et al., 2009). ROS is designed as middle-ware and framework for robotic platforms.
Additionally, it is an open source toolkit to prevent “reinventing the wheel”. One of the
primary goals stated on the ROS website is to “support code reuse in robotics research
and development”2. Thus, our approach is not limited to the two robot platforms that
are presented in the following, but any robot running ROS can be adapted to work in
our approach, given that it has similar capabilities. The code for this work can be found
on http://github.com/smARTLab-liv/.
A prerequisite for any autonomous robot is to have an idea of the environment and
where the robot is located with respect to a given reference frame. For instance, the
VO paradigm assumes that the relative positions of the robots and velocities are known,
which is straight forward if the robots are running in simulation. Unfortunately, in the
real world this is not as simple.
1As of 2017, the youBot is not produced anymore
2For more information see: http://www.ros.org/.
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Figure 2.6: A map created by gmapping from the smARTLab laboratory and the
adjacent corridor.
Thus, the robots have to create a map which provides the reference frame. This
is usually referred to as the Simultaneous Localization and Mapping (SLAM) problem.
This is a complex problem, since for building a map, the robot needs to have an idea
of where it is located according to a reference frame, but for this localisation the robot
needs a consistent and accurate map. This dependency between localisation and map
building makes the SLAM problem very difficult. One approach for tackling this problem
is called gmapping3. As this method is only used to obtain a map, a detailed description
is out of the scope of this work. For more information about the approach, we refer the
reader to (Grisetti et al., 2007). Any other SLAM method which provides a grid map as
output can be used as for instance HectorSLAM (Kohlbrecher et al., 2011). An example
of a map created by gmapping is shown in Figure 2.6.
After the map is built, it can be used for by the robots to for localisation and navi-
gation. In the following, we will introduce the methods used in our work for localisation
and navigation.
2.3.1 Localisation
The localisation method employed in our work is based on sampling and importance
based resampling of particles, in which each particle represents a possible pose and
orientation of the robot. More specifically, we use the Adaptive Monte Carlo Localization
(AMCL)4 method, which dynamically adapts the number of particles (Fox, 2003).
AMCL (also known as a particle filter localisation), is a widely applied localisation
method in the field of mobile robotics. It can be generalised in an initialisation phase
and two iteratively repeated subsequent phases, the prediction and the update phase.
In the initialisation phase, a particle filter generates a number of samples N , which
are uniformly distributed over the whole map of possible positions. In the so-called
3http://wiki.ros.org/gmapping
4http://wiki.ros.org/amcl
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(a) End of corridor (b) Long corridor (c) Open space
Figure 2.7: Typical particle filter situations. (a) A well localised robot at the end
of a corridor resulting in a particle cloud with small variance. (b) In an open ended
corridor the sensor only provides valid readings to the sides, resulting in an particle
cloud elongated in the direction of the corridor. (c) In an open space no sensor readings
result in a particle cloud driven purely by the motion model.
2.5D case, every particle (si, wi) has a x- and y-value and a rotation si = (xˆ, yˆ, θˆ) and
a weight (wi).
The first iterative step is the prediction phase in which the particles of the previous
population are moved based on the motion model of the robot, i.e. the odometry.
Afterwards, in the update phase, the particles are weighted according to the likelihood
of the robot’s measurement for each particle. The new weight (wik) is the probability of
the actual sensor measurement (zk) given the particles position (s
i
k) at time k as shown
below:
wik+1 = p(zk|sik). (2.23)
Since w is a probability distribution, the weight for each particle is re-normalised after
each update:
wik =
wik∑
iw
i
k
. (2.24)
Given this weighted set of particles the new population is resampled in such a way that
the new samples are selected according to the weighted distribution of particles in the
old population. For further details we refer to (Fox, 2003).
In this work, AMCL is not used for global localisation, but rather initialised with
a location guess that is within the vicinity of the true position given by the human
operator. This enables us to use AMCL for an accurate position tracking without having
multiple possible clusters in ambiguous cases. If there are cases with multiple clusters,
we will use only the most likely cluster and discard the rest of the particles.
Unfortunately, a common problem occurs if the environment looks very similar along
the trajectory of the robot, e.g. a long corridor; or a big open space with only very
few valid sensor readings. In these cases, particles are mainly updated and resampled
according to the motion model leading to the situations shown in Figure 2.7. These
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Figure 2.8: Dynamic Window Approach (DWA) generates various sample control
inputs and uses forward simulations in the configuration space to detect if the given
combination of control inputs leads to a collision. In this example, the lower two
trajectories lead to a collision and will be excluded.
cases have to be kept in mind when navigating, since simply trying to encompass all
particles by enlarging the virtual footprint of the robots might lead to unintended results
in which the robots cannot navigate anymore.
2.3.2 Navigation using the Dynamic Window Approach and a Global
Plan
When a robot is able to successfully localise itself in an environment, (as, for instance,
when using AMCL with a pre-recorded map as explained in the previous section) to be
autonomous, the robot has to be able navigate to a given goal location.
A commonly used approach for this navigation is the DWA (Fox et al., 1997) together
with a global path planning algorithm. This global path planning algorithm is usually
a Dijkstra or A* (Hart et al., 1968) type of search based on the known grid map which
is, for instance, created using gmapping or HectorSLAM as described in the previous
section. Detected obstacles are marked in this map when they are seen by one of the
robot’s sensors. In order to create an environment for fast and efficient search, the
obstacles that are marked in the map are inflated by the robot’s circumscribed radius.
This simplifies the problem since the robot can now be seen as a point.
After the global path is found, a local control algorithm such as the previously
mentioned DWA has the task to follow this path towards the goal while staying clear
of obstacles. DWA creates samples in the control space of the robot. More specifically,
it creates samples in every possible velocity dimension that the robot is actuated in.
For example, a differential drive robot can be actuated in linear velocities in x-direction
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(forward and backward) and angular velocities, and, a holonomic robot, can additionally
be actuated in linear velocities in y-direction (left and right side-ways). These samples
are created based on the current velocity and the dynamic constraints of the robots from
which the name dynamic window is derived.
When the velocity samples have been created, the robot uses a forward simulation
to predict the effect of the given velocity in the configuration space. In other words,
the robot simulates the trajectory, if the given velocity would be commanded. After-
wards, this trajectory is scored based on various cost functions. For instance, the robots
footprint is imposed on each point in the simulated trajectory and if the robot is in
collision at any point, the trajectory is excluded. Other cost functions are, for instance,
the distance to the goal location and the distance to the given path. Figure 2.8 shows a
graphical interpretation of the approach for a differential drive robot.
2.4 Summary
In this chapter, we have introduced the main theory that will form the basis for the
remainder of this work. The VO paradigm with its extensions has been presented as
an approach on how to deal with dynamic obstacles. Additionally, the MDP framework
and the MRTA taxonomy are explained on which the developed algorithms are based
upon. In the final part of the chapter, we introduce the robotic platforms that have
been used and the core components that are needed for an autonomously acting robot.

Chapter 3
Collision Avoidance in Shared
Workspaces
Current research in mobile robotics focuses more and more on enabling robots and
humans to share a common workspace. As introduced in Chapter 1, a well known
research initiative in this direction is the Factory of the Future, also known as Industry
4.0, which has the goal to develop smart factories with networked tools, devices, and
mobile manipulation platforms (e.g. the KUKA youBot).
Nowadays, robots in manufacturing are typically not designed to be mobile and
human-safe. They are placed inside cages and operation is interrupted as soon as a
human enters the safety zones. Current solutions for mobile robots in manufacturing
settings are restricted to predefined paths, e.g., tracks on the floor, or restricted to
movement in a grid to ensure easy navigation. Humans are not allowed to enter the
navigation zone of the robots in order to ensure safety.
Relying on predefined paths and grids for navigation is too restrictive and does
not allow for a flexible and generally applicable setup of a mobile Multi-Robot System
(MRS). Ideally, robots should be able to plan their paths through any open space and
ensure safety without any external limitations such as restricted zones. Additionally,
in an unstructured work-space there are no traffic rules that direct the navigation. To
safely navigate in such a shared multi-robot and human setting, the robot system has
to take into account that the surrounding moving ‘obstacles’ are essentially pro-active
agents and thus might aim to avoid collisions.
Although robot localisation is a requirement for multi-robot collision avoidance, most
approaches assume perfect sensing and positioning and avoid local methods by using
global positioning via an overhead tracking camera - or are purely simulation based.
Nevertheless, to be able to correctly perform local collision avoidance in a realistic en-
vironment, a robot needs a reliable position estimation of itself and the other agents
and humans without the help of external tools. Additionally, MRS in a real-world en-
vironment need methods to deal with the uncertainty in their own positions, and the
positions and possible actions of the other agents.
33
Chapter 3. Collision Avoidance in Shared Workspaces 34
In this chapter, we make the following three contributions to this field: First, we
show a reliable estimation of the localisation uncertainty using Adaptive Monte Carlo
Localization (AMCL), then we combine this with a sampling-based approach to incorpo-
rate human avoidance and lastly, by incorporating the commonly used Dynamic Window
Approach (DWA) with a global path planner, allows us to handle complex environments
with multiple dynamic, i.e. humans and robots, and static obstacles.
In more detail, we show how the distribution of the particle cloud when using AMCL
can be used as an estimator for the localisation uncertainty. The approach, which we
called Convex Outline Collision Avoidance under Localization Uncertainty (COCALU),
uses the localisation uncertainty as an estimator to enlarge the robots’ footprints to
ensure safe navigation within the vicinity of other robots. The robots share footprint
and position information using limited local communication. This assumes that the
robots share the same reference frame, and that the robots can communicate with each
other in a limited range. These assumptions can be accommodated in many settings,
i.e. (local) communication can be realised via radio or WiFi, and the common reference
frame is realised by using the same map for all robots.
We introduce a sampling based approach that incorporates human avoidance. By
using the sampling based approach together with a more complex evaluation function,
more control over the behaviour of the robots is gained. For instance, it is straight
forward to discourage robots to pass closely by humans by assigning a high cost, while
closely passing by other robots has lower costs.
Lastly, we introduce the combination of the sampling based approach with the
DWA (Fox et al., 1997) and a global path planning algorithm. The DWA is com-
monly used as control algorithm for local control as introduced in Section 2.3.2. It is
the standard method which is used on many platforms when using Robot Operating
System (ROS) (Quigley et al., 2009). It uses forward simulations of a set of velocity
commands, known as trajectory rollouts. In our experiments, we show how the sam-
pling based method can successfully be combined with the DWA approach to ensure
good navigation within the proximity of other robots, static obstacles and humans.
The remainder of this chapter is structured as follows. Section 3.1 summarises the
related work; Section 3.2 introduces our previous work of combining onboard localisation
with the velocity obstacle paradigm. In Section 3.3 we extend the previously introduced
algorithm with human detection and a sampling based approach and combine it with the
DWA algorithm. Section 3.4 presents the empirical results of the approaches. Section 3.5
concludes the chapter with a summary.
3.1 Related Work
Typically, path-planning methods for navigation are divided into global planning and
local control. The global planner searches through the configuration space to find a path
from the current location towards the goal location. The task of the local controller is
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then to steer free of collisions with any static or dynamic obstacle, while following the
global plan to navigate towards a goal location.
3.1.1 Local control
Many approaches for local control make use of the “frozen world” assumption, i.e. that
the world is static in each time-step. In (Thrun et al., 2005) a number of probabilistic
approaches are presented for a single robot environment. Potential fields are an approach
that creates a virtual force-field in the map. Around obstacles it is pushing the robot
away, and near the goal, it is pulling the robot towards it. In (Koren and Borenstein,
1991) the limitations of this approach are presented and described. Another approach
is the dynamic window approach as described in (Fox et al., 1997). However, all of
these approaches lack the possibility to navigate safely within a dynamic multi-robot
environment.
In multi-robot collision avoidance research, there is often a centralised controller. For
instance, in (Bruce and Veloso, 2006) an approach for safe multi-robot navigation within
dynamics constraints is presented. However, these approaches are not robust, since if
the centralised controller fails, the whole system breaks. Another common approach is
motion planning, which can take dynamic obstacles into account. The main assumption
here is that the whole trajectory of the dynamic obstacles is known as in (Ferrara and
Rubagotti, 2009).
Another way to ensure collision-free motions is to use formations. For instance,
in (Saska et al., 2013) an approach is presented which allows multiple car-like unmanned
mobile vehicles to navigate in a common workspace. Formations are very powerful for
use-cases in which the robots have to stay together and move towards a common goal.
To achieve this goal, the robots are using virtual leaders which the other robots are
following. This is in contrast to our approach, in which the robots are able to move
around freely in the environment.
In (Althoff et al., 2012) a probabilistic threat assessment method for reasoning about
the safety of robot trajectories is presented. Monte Carlo sampling is used to estimate
collision probabilities. In this approach, the trajectories of other dynamic obstacles are
sampled. This way, a global collision probability can be calculated. This work is closely
related to the research done in this paper; however, that approach is probabilistic instead
of the geometric representation used for the algorithms we propose.
Recently, in (Bareiss and Berg, 2015), a generalised reciprocal collision avoidance
method was introduced. This method uses control obstacles, i.e. it looks which input
controls may lead to a collision in the future. This enables planning for any kind of
robot where the motion model is known. However, these control obstacles are non-
linear making the calculations more complex. Additionally, the work does not consider
static obstacles and the experiments rely on an external positioning system.
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3.1.2 Collision avoidance in shared workspaces
This work introduces a local collision avoidance approach that deals with the problems
of multiple robots sharing the same workspace with or without humans. An overview
of existing (global and local) approaches for human aware navigation (Kruse et al.,
2013) shows that the main focus of current research is on the comfort, naturalness and
sociability of robots in human environments. This usually entails only one robot acting
in a group of humans, i.e. as a personal assistant. Our approach however, is aimed at
a different distribution of agents, namely many robots navigating together with many
humans in the same shared workspace.
An example of the single robot, multi-human navigation approach is the stochastic
CAO approach (Rios-Martinez et al., 2012), which models the discomfort of humans
and uses the prediction of human movement to navigate safely around people. Another
similar approach is described in (Lu, 2014). It is based on layered costmaps in the
configuration space and it also describes a user study where gaze-detection was used
to determine the intended heading of the humans to update the costs. This layered
costmaps idea is similar to the multiple evaluation functions in our approach. However,
it is purely based on the configuration space, i.e. it assumes all obstacles to be static.
Hence, this approach also does not cover the dynamic nature of moving obstacles as
opposed to our presented approach, which uses the velocity space to explicitly model
dynamic obstacles.
Similarly, the work in (Linder et al., 2016) has the focus on a single robot acting
in a multi-human environment. The focus is on tracking and predicting humans and
classifying multiple humans into groups. This research is complementary to the work
in this paper as it allows the robots to detect and track humans, which is necessary for
collision avoidance.
In (Alonso-Mora et al., 2015a), a collision avoidance algorithm for multiple unmanned
aerial vehicles (UAVs) is introduced. In that research, a centralised and decentralised
convex optimisation approach are explained and the system is integrated with two UAVs
flying in close proximity of a human. However, they rely on external positioning in order
localise the UAVs and the processing is performed off-board on an external machine.
Other approaches for multi-robot collision avoidance use auctions (Calliess et al.,
2012) at a rather high communication overhead, or stigmergy (Theraulaz and Bonabeau,
1999; Lemmens and Tuyls, 2012; Osten et al., 2014), which relies on pheromones that are
hard to apply in a real world setting. Additionally, these approaches do not implement
robot-human avoidance.
3.2 Convex Outline Collision Avoidance under Localiza-
tion Uncertainty
In earlier work, Collision Avoidance under Localization Uncertainty (CALU) (Hennes
et al., 2012) we successfully combined the velocity obstacle approach with onboard
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Figure 3.1: The corridor problem: Approximating the localisation uncertainty (and
the footprint) with circumscribed circles, vastly overestimates the true sizes, such that
the robots do not fit next to each other. Thus, the Hybrid Reciprocal Velocity Obstacle
(HRVO) together with the VO of the walls invalidates all forward movements.
localisation. The system builds upon two main components introduced in Chapter 2,
i.e. the Velocity Obstacle (VO) paradigm and AMCL, to compute collision free motions
in a real-world system of robots.
While actions are computed independently for each robot, information about position
and velocity is shared using local inter-robot communication. This keeps the commu-
nication overhead limited while avoiding problems like robot-robot detection. CALU
uses non-holonomic optimal reciprocal collision avoidance (NH-ORCA) (Alonso-Mora
et al., 2010) to compute collision free velocities and assumes disc-shaped robots with
kinematic constraints. Uncertainty in localisation is addressed by inflating the robots’
circumscribed radii according to the particle distribution of AMCL. For more informa-
tion we refer to (Hennes et al., 2012).
As such, CALU provides a solution that is situated in-between centralised motion
planning and communication-free individual navigation.
While CALU effectively alleviates the need for global positioning by using onboard
localisation, some problems remain. Sub-optimal behaviour is encountered when (a) the
footprint of the robot is not efficiently approximated by a disk; and (b) the pose belief
distribution of AMCL is not circular but elongated along one axis (typically observed
in long corridors). In both situations, the resulting VOs largely overestimate the unsafe
velocity regions. Hence, this conservative approximation might lead to a sub-optimal -
or no solution at all as illustrated in Figure 3.1.
As an extension, we have introduced Convex Outline Collision Avoidance under
Localization Uncertainty (COCALU) to address these shortcomings (Claes et al., 2012).
COCALU uses the same general approach as CALU, i.e. it is based on decentralised
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Figure 3.2: Using COCALU solves the corridor problem. Since the robots’ footprints
and localisation uncertainty are approximated with less overestimation, the robots can
pass along the corridor without a problem.
computation, onboard localisation and local communication to share relevant shape,
position and velocity data between robots.
The key difference between CALU and COCALU is to use the shape of the particle
cloud instead of using a circumscribed circle and the actual robot’s footprint.
In this approach, we approximate the shape of the distribution of particles in AMCL
by a convex hull. However, using the convex hull of all particles can results in large
over-estimations, since outliers in the particles’ positions inflate the resulting convex
hull immensely. As a solution to this problem, we use convex hull peeling, which is also
known as onion peeling (Chazelle, 1985), in combination with an error bound.
The idea behind the onion peeling is to create layers of convex hulls. This can be
intuitively explained by removing the points on the outer convex hull, and to calculate a
new convex hull of the remaining points. This process can be repeated iteratively until
the remaining points are less than two. Figure 3.3a shows three iterations of the method
on an example point cloud.
The general idea is that COCALU finds the convex hull layer in which the probability
of the robot being located in is greater than 1−ε, where ε is a parameter of the algorithm.
Algorithm 5 summarises the approach. It takes the weighted particle cloud from
AMCL (cf. Equation 2.23) as input. As long as the sum of the weights of the removed
samples, does not exceed the error bound, we create the convex hull of all (remaining)
particle samples. Afterwards, we sum up all the weights of the particles located on the
convex hull and add this weight to the previously computed sum. If the total sum does
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(a) Convex hull peeling (b) Minkowski sum
Figure 3.3: (a) Three iterations of convex hull peeling. (b) Minkowski sum of the
resulting convex polygon and a circular footprint.
not exceed the error bound, all the particles that define the current convex hull will
be removed from the particle set and the process is repeated. When this convex hull
is found, we calculate the Minkowski sum of the robot’s footprint and the convex hull.
The convex hull of the Minkowski sum is then used as new footprint of the robot as
shown in Figure 3.3b.
Given enough samples, we can guarantee that the robot is located within the the
area spanned by the remaining convex hull with probability 1− ε (Claes et al., 2012).
Proof. To derive this guarantee, we revisit the particle filter described in Section 2.3.1.
Let xk = (x, y, θ) be the state of the system. The posterior filtered density distribution
p(xk|z1:k) can be approximated as:
p(xk|z1:k) ≈
N∑
i=1
wik δ
(
xk − sik
)
, (3.1)
where δ(·) is the Dirac delta measure. We recall that a particle state at time k is
captured by sik = (xˆ
i
k, yˆ
i
k, θˆ
i
k). In the limit (N → ∞), Equation 3.1 approaches the
real posterior density distribution. We can define the mean µ = (µx, µy, µθ) of the
distribution accordingly:
µx =
∑
i
wik xˆ
i
k,
µy =
∑
i
wik yˆ
i
k,
µθ = atan2
(∑
i
wik sin(θˆ
i
k),
∑
i
wik cos(θˆ
i
k)
)
.
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Algorithm 5: COCALU
Input :
(F , p, v): Robot footprint, position and velocity
(si, wi) ∈ P = S ×W : AMCL weighted particle set
(Fj , pj , vj) ∈ A : List of neighbouring Agents
ε : error bound
vpref : preferred Velocity
τ : truncation time-steps
Output: vnew: New collision free velocity
bound← 0
while bound ≤ ε do
Create convex hull C of S
bound← bound+∑∀i:si∈C wi
P ← P \{(si, wi) ∈ P|si ∈ C}
M← F ⊕ C
foreach (Fj , pj , vj) = Aj ∈ A do
MAj ← Fj ⊕M
Construct V OAj from MAj at pj − p
Construct HRV OAj from V OAj with vj and v
Construct HRV OτAj from HRV OAj with τ
Use ClearPath to calculate new velocity vnew from vpref and all HRV OτAj
The mean gives the current position estimate of the robot. The probability of the robot
actually residing within a certain area A at time k is:
p(xk ∈ A|z1:k) =
∫
A
p(x|z1:k)dx. (3.2)
We can rewrite (3.2) using (3.1) as follows:
p(xk ∈ A|z1:k) ≈
∑
∀i:sik∈A
wik δ
(
xk − sik
)
. (3.3)
From (3.3) we see that for any given ε ∈ [0, 1) there is an A such that:
p(xk ∈ A|z1:k) ≥ 1− ε. (3.4)
To summarise, using convex hull peeling for approximating localisation uncertainty
and convex footprints solves the corridor problem. Comparing Figure 3.1 and 3.2 shows
the differences when using CALU and COCALU. In the latter figure, it can be seen that
the robots can easily pass each other even without adapting their path.
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3.3 Towards Human-Safe Pro-Active Collision Avoidance
While the previous algorithms, CALU and COCALU, provide guaranteed safety and
even optimality for the individual agents, there are still some limitations that remain.
Specifically, the algorithms calculate the velocity that is closest to the preferred velocity
and still safe. This implies that the robots always pass each other within only marginal
distances. While this approach is feasible in simulation, in real world applications it is
not always possible to exactly control the velocity of the robots. With only marginal
distances between the robots that pass each other, there is an increased risk that the
smallest error in control will lead to a collision. An additional limitation is that all
agents, either human or robot, are treated in the same way, while it would be desirable
to preserve more distance from humans than from other robots.
Furthermore, if a robot knows that another robot is running the same algorithm (e.g.
by using communication), it can drive closer to that robot since it can assume that the
other robot will partly take avoiding actions as well. While when driving towards other
robots and, particularly in the presence of humans, more distance is recommended.
To tackle these problems, we introduce a pro-active local collision avoidance system
for MRS in a shared workspace that aims to overcome the stated limitations. The robots
use the velocity obstacle paradigm to choose their velocities in the input space; however,
instead of choosing only the closest velocity to the preferred velocity, more cost features
are introduced in order to evaluate which one is the best velocity to choose. This allows
us to apply different weights or importance factors for passing humans, other robots,
and static obstacles. Furthermore, we introduce a smart sampling technique that limits
the need to sample throughout the whole velocity space.
The resulting algorithm is decentralised with low computational complexity, such
that the calculations can be performed online in real time, even on lower-end onboard
computers.
3.3.1 Problems of Convex Outline Collision Avoidance under Local-
ization Uncertainty
As explained previously, some problems and limitations remain when using COCALU.
In the previous approach, we have focused on the robot-robot collision avoidance, i.e.
the robots head with a straight path to the goal, and only needed to deviate to avoid
other robots. Thus, static obstacles have been ignored.
Additionally, VO-based methods tend to end up in dead-lock situations. This means
that they come to a situation in which the optimal velocity is zero, since it is the
only velocity not leading to a collision. This is especially problematic with many static
obstacles since the environment does not change. Thus as soon as the robot is in a
situation in which the best velocity is zero it will stay this way forever.
Unfortunately, optimality can be defined in many ways. In the case of COCALU,
optimality means driving as close as possible to the desired speed without collisions. In
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Figure 3.4: (a) Constructing a VO out of a robots’ footprint and an obstacle line-
segment. (b) Truncating the VO by τ .
many cases this implies that robots using this algorithm pass each other close to zero
distances, i.e. there is no margin for error. In real life, where control of the robot is
not instantaneous and perfectly accurate, it is likely this will lead to collisions. While
COCALU implicitly provides safety by enlarging the robots’ footprints by the localisa-
tion uncertainty, this is not an optimal solution. This is evident when the localisation
accuracy is high, the point cloud converges to the actual robots position and the safety
region decreases. Therefore, we need to explicitly take this into account.
Another limitation of the approach is that it is perceived as uncomfortable or unsafe
by humans when the robots pass unnecessarily close by. An intrusion of ones personal
space is usually not appreciated, especially when it concerns a robot.
In the following, we present additions and extensions to the previous COCALU
approach in order to tackle the problems outlined above.
3.3.2 Static Obstacles with Velocity Obstacle-based Methods
In order to avoid static obstacles in VO-based methods they can be integrated as if
they are static agents. Figure 3.4a shows the construction of a VO for a round robot
with radius rA and an obstacle line-segment defined by two points Oi and Oj . The
construction follows the same rules as already presented in Section 2.1.1. Additionally, if
we detect a complete outline of the obstacles, we can use the Minkowski sum of the robots
footprint with the detected outline and compute the VO according to Equations 2.2
and 2.3.
Since static obstacles, by definition, do not move, we have to truncate the VO by τ ,
since otherwise the apex of the VO is at the origin of the velocity space, and the robot
is rendered immobile as soon as it is surrounded by obstacles for example in a room.
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Figure 3.5: Increasing the footprint of the other robots is one way to create more
safety. However this also reduces the available safe velocities to choose from and could
lead to potential problems in dense configurations, where the whole velocity space
becomes unavailable.
The walls would induce a VO in any direction, since all velocities will lead to a collision
eventually.
Likewise, we cannot translate the VO, e.g. to create a Reciprocal Velocity Obstacle
(RVO) or HRVO, since these types of VOs are based on the assumption that the other
robot takes part in the collision avoidance, which is not the case for static obstacles.
Finally, as explained above, VO-based methods tend to end up in dead-lock situa-
tions. This can be overcome by adding a global planning method on top of the local
VO-based controller. The global planner computes a path to the goal, and feeds way-
points to the controller. The direction of these waypoints than determines the preferred
velocity for the VO-based algorithm. As soon as the controller does not find a valid
non-zero velocity, the global planner is called again in order to recompute a new path.
3.3.3 Convex Outline Collision Avoidance under Localization Uncer-
tainty with Monte Carlo sampling
Our proposed algorithm has the same assumptions as COCALU. The robots have to be
able to sense velocity and shape of other robots and humans. The detection of other
robots and humans is a whole research field in itself. For instance, the Social situation-
aware perception and action for cognitive robots (SPENCER) project 1 is a European
Union funded initiative of six universities with the goal to enable robots to work in
human environments. Implementing this detection based on sensors is out of scope of
this thesis, thus, we rely on communication between the robots. More specifically, the
robots use the same global reference frame and constantly broadcast their positions via
WiFi. For the human detection, we rely on the code that was made available for ROS
in the SPENCER project (Linder et al., 2016).
1http://www.spencer.eu/
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Figure 3.6: Different cost functions for evaluating a velocity. Parts in yellow depict
lower, i.e. better costs, and parts in blue show higher costs. The distances to the
preferred velocity (a) and current velocity (b) are shown as cost, where further away
yields higher cost. (c) and (d) show the distances to the VOs as costmaps, where points
closer to the VOs yield higher cost.
There are multiple ways to ensure that the robots are passing each other with more
distance between them. One straightforward idea is to virtually increase the size of the
robots’ footprints. This results in larger velocity obstacles and consequently the robots
will have more distance between one another. However, this also drastically reduces the
safe velocity space as shown in Figure 3.5. This approach marks more regions in the
velocity unsafe and therefore reduces the options to choose from. It can lead to problems
in dense situations when many other robots are present and the entire velocity space is
marked unsafe though it still would be possible to manoeuvre without collisions.
To overcome this problem, we use a Monte Carlo sampling based approach with
multiple cost functions. This means that the chosen velocities get evaluated not only
by their distances from the preferred goal velocity but by multiple other evaluation
functions. Figure 3.6 shows the result of different evaluation functions in the example
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setting. The distances of the sampled velocity against the preferred velocity but also
against the current velocity are shown. Likewise, it is shown how the closest distance to
any velocity obstacle can be modelled as negative cost. The resulting distance can be
limited, i.e. that points which are further away than a set distance do not get scored
higher. This can effectively control the behaviour of the robot. Similarly, if we assume
that a velocity obstacle is induced by a human, this can be weighted differently than the
distances from the other velocity obstacles. The effect is shown in Figures 3.6c and 3.6d,
where the right most velocity obstacle is weighted with double the cost than the other
two velocity obstacles. Using this approach, we can model the personal space of a human
by setting the cost for intrusion very high up to a certain distance. For personal space,
a distance of 50 cm is usually regarded as applicable (Kruse et al., 2013).
In order to select the optimal velocity, we sample inside the velocity space and
translate the velocity to non-holonomic motions afterwards. A velocity sample that
points inside a VO is disregarded since it is unsafe. Figure 3.7 shows the costmaps and
the resulting optimal velocity. As can be seen in Figure 3.7a, the resulting velocity
is close to the originally calculated optimal velocity when using ClearPath. However,
when the VOs are weighted differently, the optimal velocity is in a different region of
the velocity space as shown in Figure 3.7b.
We can combine the ClearPath algorithm with the above idea to incorporate a
smarter sampling algorithm. The ranked velocities calculated by ClearPath are used
as a seed (see Figure 2.5a: points marked as vopti), such that samples are only created
in the vicinity of these velocities. Figure 3.8 shows the idea of this algorithm. The
trade-off of this approach is that it might miss the global optimum in favour of being
computationally faster.
Lastly, we can also adapt the truncation factor to improve the safety against other
uncontrolled robots and humans. A higher truncation time results in safer velocities,
since it determines the time the chosen velocity is guaranteed to be collision-free in the
current configuration of the system.
3.3.4 Convex Outline Collision Avoidance under Localization Uncer-
tainty with the Dynamic Window Approach
In the previous section, we have shown on how to use Monte Carlo simulations to
generate the samples for the velocity of the robots. As another solution, we can generate
the samples according to the motion model of the robots and translate the velocities
based on the motion model to an approximated holonomic speed. This idea of so-called
trajectory rollouts is applied in the well know DWA (Fox et al., 1997) which is commonly
used in ROS.
The controller generates velocities according to the dynamic motion constraints of
the robots and predicts the position-based motion model of robots. Each trajectory
is evaluated according to various cost functions as presented in Section 2.3.2. While
these cost function are in configuration space, and not in velocity space, the similarities
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Figure 3.7: Selecting the optimal velocity based on different combinations of the
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Figure 3.8: Applying smart sampling only around the best voptcp points as calculated
by ClearPath. (a) All VOs are weighted equally. (b) The VO on the right has additional
weight.
to our COCALU with Monte Carlo sampling approach allows us to easily combine
the two planners. We can use DWA to generate the velocity samples and trajectories
and evaluate the configuration space based critics as the normal DWA would use and
then evaluate the trajectory based on our COCALU with Monte Carlo sampling cost
functions. Since the trajectory is already available, the translation to velocity space is
straight forward, by computing the differences of the starting point and end points and
dividing by the simulation time.
A major advantage is that, since DWA is already commonly used, the COCALU cost
functions can easily be added to any robot that is using DWA.
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As previously mentioned, a common problem with VO-based approaches, is that the
velocity space is too restricted when also including static obstacles, even when truncating
the VO. Furthermore, as static obstacles are immobile, it is preferable to deal with them
in the configuration space. When using a trajectory rollouts approach as with DWA,
we can check collisions with static obstacles by imposing our footprint on the resulting
trajectory. If the footprint collides with any static obstacle, the trajectory is invalidated
and discarded for this iteration.
Thus we can combine the DWA cost functions in the configuration space for dealing
with features that are well represented in that space (e.g. collisions with static obstacles,
progress towards the goal), with the COCALU cost functions, which are well suited to
avoid dynamic obstacles. As a result, we have a navigation approach that is highly
flexibly and can be used in various environments.
3.3.5 Pro-Active Collision Avoidance
An advantage when using any velocity obstacle based approach is that we can easily
have pro-active collision avoidance, even when the robots are standing still. When not
moving, the robots’ preferred velocity is zero, which can be evaluated using the same
approach as while driving. Thus, when remaining at the same position would result in
a collision, the robots using this approach will pro-actively take actions and avoid the
incoming robot or human. This is of course only necessary when the incoming robot is
not already taking care of the avoidance itself. In the latter case, i.e. if the stationary
robots know (for instance, by using communication) that the incoming robot is already
taking care of the collision, the robots that are standing still will detect that their
preferred velocity, i.e. zero, does not lead to collision again, thus they remain in-place.
3.3.6 Complexity Analysis of the Approach
The complexity of this approach is the time needed to generate and evaluate all sam-
ples S. For the evaluation, the distances to any approximated truncated VO, and the
distances to the preferred and current velocity have to be calculated. These are all ge-
ometric operations with linear complexity. Thus the evaluation of the samples runs in
O(S ×N)), where N is the number of neighbouring robots. The generation of the sam-
ples when sampling in the velocity space is only depending on the number of samples and
the random generator used. When we use the motion model to generate our samples, we
can pre-compute the motions and use these motion primitives in a lookup, so the sample
generation is O(S). If we use the dynamic window approach, we need to recompute the
samples according to the current state of the robot. This depends on the resolution of
the trajectory-rollouts. As previously stated, ClearPath runs in O(N(N + M)), where
M is the number of total intersection segments (Guy et al., 2009).
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3.4 Experiments and Results
The presented algorithms are implemented in the open source ROS (Quigley et al., 2009)
framework as presented in Section 2.3. The code for the implementation in ROS can be
found on github2. As described earlier, we rely on communication between the robots
to broadcast their positions in a common reference frame. The robots are controlled at
10 Hz, and at each time-step the robots evaluate the current position and independently
choose their preferred velocity.
As baselines, we use the original COCALU approach and also the commonly used
DWA method. These baselines are compared with the newly proposed COCALU with
Monte Carlo Sampling using the smart sampling as explained in Section 3.3.3 referred
to as COCALU sampling, and with the approach that combines COCALU and DWA as
explained in Section 3.3.4, to which we refer to as COCALUdwa.
We evaluate several performance measures: a) number of collisions and deadlocks,
b) time to complete a single run, c) distance travelled and d) jerk cost. The jerk
cost measures the smoothness of a path. More specifically, the jerk is the change in
acceleration over time. It is defined as:
Jerklin =
1
2
∫
...
x(t) dt (3.5)
Jerkang =
1
2
∫
...
θ (t) dt (3.6)
where x is the forward displacement of the robot, i.e. the linear speed is x˙ and θ the
robot’s heading, i.e. θ˙ is the angular speed. A deadlock is defined in this case when the
goals are not reached within 60 seconds and there is no collision present. Runs in which
collisions occurred or which had deadlocks, are excluded from the averages of the jerk,
distance and time calculations.
For all algorithms we use truncation of the velocity obstacles induced by other robots
with τ = 10, while for VOs induced by static obstacles we used τ = 1. As static obstacles
do not move, the truncation factor can be much decreased. The localisation uncertainty
is set to  = 0.3, thus we include 70% of the particles in our footprint enlargement. This
was selected by comparing the increase in footprint size against the average localisation
error, such that the enlargement was enough to cover the mean localisation error.
All costmaps are included for the sampling approaches and are weighed equally. In
the cases where there is a velocity obstacle induced by an uncontrolled robot or a human,
the minimum distance to these velocity obstacles is weighed double.
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Figure 3.9: A sample configuration of the simulation environment for the antipodal
circle setting with eight robots.
3.4.1 Simulation Runs
We have evaluated our approach in simulation using Stage (Gerkey et al., 2003; Vaughan,
2008). Simulation allows us to investigate the system performance using many repeti-
tions and various extreme settings, i.e. a very dense settings with a lot of robots.
The robots are all controlled independently and running localisation with a simulated
Light Detection and Ranging (LIDAR) that is updated at 10 Hz, and has a 180 degrees
field of view. Only the positions are shared via the ROS message passing system.
For the original COCALU and the COCALU sampling approach we used the simu-
lated LIDAR to detect the outlines of static obstacles, using the approach as described
in Subsection 3.3.2. The COCALUdwa approach uses the configuration space costmaps
to check the distances to the static obstacles during the trajectory rollouts. Also the
distance to the path and the goals are scored.
A common scenario to evaluate movement in dense environments is to place a number
of robots on a circle (equally spaced). The goals are located on the antipodal positions,
i.e. each robot’s shortest path is through the centre of the circle, see (Berg et al., 2011;
Alonso-Mora et al., 2010). We use a circle with a radius of 1.7 meter in simulation.
The goal is assumed to be reached when the robots centre is within a 0.15 meter radius
of the true goal. This tolerance is necessary since every robot uses the AMCL for its
localisation. We evaluate this scenario from 2 up to 10 robots. A sample configuration
of the simulation environment is shown in Figure 3.9.
All experiments in simulation are run on a single machine with a quad-core 3.4 GHz
Intel i7 processor and 16 GB of memory. Each setting is repeated 50 times and the
results are averaged. As stated above, for the evaluation of jerk, distance, and travel
2https://github.com/daenny/collvoid
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Table 3.1: Collisions (first number) and deadlocks (second number) for the different
settings. For visual purposes, COCALU is abbreviated with C.
(a) Antipodal circle
2 3 4 5 6 7 8 9 10
DWA 50/0 50/0 50/0 50/0 50/0 50/0 50/0 50/0 50/0
C 0/0 0/0 0/0 0/2 0/0 0/2 0/4 0/3 2/2
Csampling 0/1 0/4 0/2 0/7 0/4 0/0 0/2 0/7 0/14
Cdwa 0/0 0/0 0/0 3/0 4/0 10/0 13/0 11/1 14/1
(b) Random with 6 obstacles
2 3 4 5 6 7 8 9 10
DWA 9/0 14/0 25/1 28/0 37/0 46/1 49/0 50/0 50/0
C 0/1 2/2 2/7 4/6 3/4 3/10 7/10 4/15 12/16
Csampling 0/0 0/7 0/5 2/6 1/9 2/10 5/7 1/13 4/15
Cdwa 0/0 2/0 2/1 0/1 3/2 8/3 5/2 5/4 17/5
(c) Random with 10 obstacles
2 3 4 5 6
DWA 3/1 13/3 30/2 37/3 46/2
C 1/6 2/6 2/9 5/14 4/26
Csampling 1/5 2/9 4/7 7/19 5/15
Cdwa 2/2 3/1 11/1 6/6 7/6
time runs in which collisions occurred or which had deadlocks, are excluded from the
averages. We calculate 90% confidence intervals using the student t-distribution. The
simulations are run in real time, since the message passing is an essential component of
the described approach. As the ROS message passing uses real time serialisation and
deserialisation, increasing the simulation speed would lead to inaccurate results.
For another less symmetric scenario, we confined the robots in a 5 meter by 5 meter
square room and placed them using a uniform random distribution. Additionally, static
obstacles with a square size of 0.4 meters by 0.4 meters were placed in the same environ-
ment. The generated positions were constrained such that each robot was at least 0.9
meters apart, to ensure that it is not in collision with another robot or a static obstacle.
The goals for the robots were also randomly generated, with the condition that they
have to be at least two meters away from the current position. We call this the random
with obstacles setting. This setting is evaluated with 6 static obstacles and 2 up to 10
robots, and with 10 static obstacles and 2 up to 6 robots.
The amount of collisions and deadlock are summarised in Table 3.1.
In the antipodal circle experiment (Table 3.1a), using COCALU only in two runs
with ten robots a collision occurred, and for COCALU sampling no collision occurred
at all. With COCALUdwa the amount of collision runs increases from three with five
robots up to fourteen with 10 robots. The pure DWA method, does not have any way
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Figure 3.10: Evaluation of 50 runs in simulation of the antipodal circle experiment
with 2 to 10 robots. The (a) distance travelled, (b) time to complete, and linear (c)
and angular (d) jerk are shown. The boxes show the 90% confidence intervals and the
whiskers show the standard deviation.
to avoid the incoming robots. As the shortest path is through the centre of the circle
for every robot, the robots collide in every run.
The collisions that occur with the other approaches can have multiple reasons. As
said before, the localisation uncertainty epsilon was set to 0.3, which means that there is
a chance that collisions between the robots happen, when AMCL is unable to track the
robots’ positions sufficiently accurate. Additionally, the limited update rate of 10 Hz
and the low fidelity of the simulator, which only approximates the kinematics of the
robots, might lead to inaccurate trajectories and therefore collisions. Especially for
COCALU and COCALU sampling, collisions happened with the static obstacles, since
using the LIDAR for the detection based on the outlines and then using the VO approach
can lead to inaccurate footprints due to noise in the measurements. COCALUdwa has
the advantage of dealing with the static obstacles in configuration space, which leads
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Figure 3.11: Evaluation of 50 runs in simulation of the random with 6 obstacles
experiment with 2 to 10 robots. The (a) distance travelled, (b) time to complete, and
linear (c) and angular (d) jerk are shown. The boxes show the 90% confidence intervals
and the whiskers show the standard deviation.
to a more accurate representation and less collisions with static obstacles. However,
for COCALUdwa the collisions usually occurred with other robots. If not configured
correctly, the costs for the distance to the paths and goal can have too much weight
such that the robot acts mostly according to those and does not take actions to avoid
the collisions according to the COCALU cost functions. At some point the robot is in
a inevitable collision state, i.e. it cannot prevent collision due its kinematic constraints
and the other robots are too close.
With COCALU sampling the amount of runs that exceeded the 60 seconds time limit
increases with more and more robots. This is usually due to having a dead-lock situation.
More specifically, this means that some robots already have reached their goals, while
the others are trapped behind these robots and are not able to reach their goals anymore.
With the sampling based method, this can happen due to the different cost-functions
that incentivise safe paths, which is to stay away from the other robots.
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Figure 3.12: Evaluation of 50 runs in simulation of the random with 10 obstacles
experiment with 2 to 6 robots. The (a) distance travelled, (b) time to complete, and
linear (c) and angular (d) jerk are shown. The boxes show the 90% confidence intervals
and the whiskers show the standard deviation.
For the random setting, the results are more mixed. The original DWA method was
able to complete a couple of runs. Especially with few, i.e. two or three, robots, there is
a chance that the paths of the robots do not even cross. On the other hand, we can see
that if the number of robots is increased, and the environment becomes more complex,
DWA is not able to deal with it at all, leading to failing almost every single run due to
collisions.
When comparing the COCALU based methods, the original COCALU method
performs worst for most of the scenarios. With 10 obstacles, COCALUdwa yields the
best performance, while with 6 obstacles the differences are less pronounced. This is
probably due to the better handling of the obstacles when using the configuration space
instead of translating the outlines of the static obstacles into VOs.
The results for the other metrics are summarised in Figures 3.10, 3.11 and 3.12. The
results for DWA are excluded since the amount of runs with collisions was too high
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to build sensible statistics. For the antipodal circle experiment (Figure 3.10), we can
see that the COCALUdwa approach performs comparable to the COCALU sampling and
COCALU approaches in terms of time and distances travelled. This holds for up to
six robots. Afterwards, the performance deteriorates. The COCALU sampling approach
uses more time and travels farther than the original COCALU approach. This is to be
expected since the robots deviate from the fastest path in order to improve safety and
the costmaps are designed to give incentives to not choose the velocities which leave no
margin for error.
When looking at the linear and angular jerk, it can be seen that COCALU and
COCALU sampling use significantly more angular jerk, while COCALUdwa uses a lot
more linear jerk. This is due to the differences in the sampling methods for the velocities.
COCALU uses ClearPath for selecting the best velocity and COCALU sampling uses
smart sampling around the ClearPath points to find the best velocity. These are based
on the (holonomic) velocity space and then translated into linear and angular commands.
Thus when the ClearPath point switched, this leads to a large change in the angular
velocity, while COCALUdwa uses trajectory rollouts which are sampled based on the
kinematic model of the robot, leading to less changes in direction, but more in linear
acceleration and deceleration.
For visual inspection, some sample trajectories for 7 up to 10 robots and 6 obstacles
are shown in Figure 3.13. Generally, it can be observed that COCALUdwa has smoother
trajectories, which reflects the less usage of angular jerk. With the other two approaches,
the robots manoeuvre more. Additionally, in the setting with 10 robots, it can be seen
that the robot with red traces, starting in the lower right corner, with COCALU has a
collision with a static obstacle, while with the other two approaches, the robot reaches
its goal.
Pro-Active Collision Avoidance
To show how the pro-active collision avoidance works, Figure 3.14 shows the trajectories
of one “uncontrolled” robot passing through a crowd of robots. “Uncontrolled” in this
experiment means that the robot disregards the existence of the other agents and just
drives straight without taking any avoiding measures. Thus, the five robots in the centre
have to pro-actively move out of the way in order to ensure safety. The robot with the
blue trace is approaching, while the pink and green traced robots start moving out of
the way (Figure 3.14a). As soon as the uncontrolled robot has passed, pink returns
to its position (Figure 3.14b). The same happens with the green robot (Figure 3.14c).
The robot with the yellow traces just moves a little bit to clear the way, however due
to localisation uncertainty, the position changes such that it becomes necessary for the
robot to make a more elaborate manoeuvre to reach back to its original position. The
final positions and complete trajectories can be seen in Figure 3.14d.
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(a) 7 robots, 6 obstacles
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(b) 8 robots, 6 obstacles
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(c) 9 robots, 6 obstacles
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Figure 3.13: Sample trajectories for the setting with random goals and 6 randomly
placed obstacles. Trajectories with 7 to 10 robots from top to bottom and the standard
COCALU (left), COCALUsampling (centre) and COCALUdwa (right). The initial and
target positions are marked with dashed circles.
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Figure 3.14: Pro-active collision avoidance. The uncontrolled robot (blue trace) ne-
glects the presence of the other robots and drives straight towards a crowd of other
robots. (a) The robot shown with pink traces is the first to start avoiding to ensure
safety. (b) The robots with green and yellow traces have to move out of the way, while
the pink (c) returns to its original place. (d) Due to localisation errors, the yellow
traced robot has to readjust its position to return to its original place.
3.4.2 Real World Experiments
We evaluate the performance in a real-word setting using up to four differential drive
Turtlebots. In addition to the usual sensors, they are equipped with a LIDAR finder
to enable better localisation in larger spaces as described in Appendix A.2. All compu-
tation is performed onboard on an Intel i3 380UM 1.3 GHz dual core CPU notebook.
Communication between the robots is realised via a 2.4 GHz WiFi link using a UDP
connection and the LCM library (Huang et al., 2010). For human detection we use the
SPENCER project code (Linder et al., 2016). It uses the laser range-finder to detect
and match human legs and tracks the resulting people. We ran the random setting
with four obstacles, and the antipodal circle experiment which included one human.
The trajectories of the robots are recorded using the positions determined by AMCL
and the human trajectories that are shown are approximated. The obstacles are shown
at their estimated positions. The robots were running the COCALUdwa algorithm for
navigation.
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Figure 3.15: A run in the real world setting. (a) Pictures of the actual run. (b)
Trajectories of the robots. The initial and target positions are marked in dashed circles.
The robot with purple traces (starting top right) has to readjust his path twice. The
red robot waits until the green robot has passed.
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Figure 3.16: Several trajectories in the real world setting. The initial and target
positions are marked with dashed circles.
Random with obstacles
A sample trajectory of the random with obstacles setting is shown in Figure 3.15. The
left column (Figure 3.15a) shows the photos of the run, while the right column shows
the trajectory plots over time (Figure 3.15b). It is tested with four Turtlebots and four
obstacles. The light blue robot, starting on the bottom has a direct path to the goal. It
blocks the green robot, which also reacts on the purple robot that is heading towards
it. The purple robot re-plans and deviates from its original path, while the red robot
waits until the green robot has passed. Afterwards the purple robot has to change its
path again due to the previously unseen obstacle. Finally, all robots have reached their
goals.
Some more sample trajectories of this setting are shown in Figure 3.16. From visual
inspection, it can be seen that the robots drive smoothly for most of the trajecto-
ries, while for sample trajectory shown in Figure 3.16d, it shows the difficulties that
COCALUdwa has in very dense configurations. The robot with the green traces, start-
ing left, has to wait first for the robot with the red traces to move away. In the mean
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Figure 3.17: Testing with a human with the antipodal circle experiment in the real
world. A single robot switches place with a human. It detects the human and avoids
him by adjusting its the path. (a) Pictures of the actual run. (b) Trajectories of the of
the robot and the human. The human trajectory is approximated.
time, the other two robots (with purple and light blue traces) start moving towards their
goal positions forcing the green robot to adjust its path multiple times to avoid them.
Eventually, the robots are at their goal positions and the green robot can pass.
Antipodal circle
We tested our approach as well with a human switching place with a robot and passing
through a crowd of robots. Pictures of the runs are shown in Figure 3.17 and Figure 3.18.
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Figure 3.18: Collision avoidance with three robots and a human. The human walks
through the crowd of robots three times while the robots avoid him while driving to
their target positions. (a) Pictures of the actual run. (b) Trajectories of the robots and
the human. The human trajectory is approximated.
In our first experiment (Figure 3.17), we tested a robot exchanging the positions with
a human. The pictures of the run are shown in the left column (Figure 3.17a) and the
trajectories are shown in the right column (Figure 3.17b). The trajectory of the human
is approximated. The human does not take care of avoiding the robot, he walks at a
reasonable pace towards the robot. The robot detects the human and realises that it is
on collision course. Thus, the robot avoids him by adjusting its path accordingly.
In a second experiment, we tested the antipodal circle experiment with one human
and three robots. The human passes through the crowd of robots three times back
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Figure 3.18: Collision avoidance with three robots and a human (continued). The
human walks through the crowd of robots three times while the robots avoid him and
drive to their target positions. (c) Pictures of the actual run. (d) Trajectories of the
robots and the human. The human trajectory is approximated.
and forth, while the robots have to reach the antipodal position (see Figure 3.18). The
pictures of the run are shown in Figure 3.18a and Figure 3.18c and the trajectories are
shown in Figure 3.18b and Figure 3.18d.
The robots that are not on a head-on collision course with the human, marked with
red and green traces, start detecting the human and slow down. The robot that has
to exchange the place with the human (blue traces) backs away in order to avoid the
collision. The result is that the robot with red traces has to back away further, while
the robot with green traces now has a free path towards his goal. After the human has
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passed for the first time, the robot with red traces has a free path to its goal position,
while the robot with blue traces has avoided the human by driving towards the to
right corner. Afterwards, the human returns to his starting point, thus the robot with
blue traces has a free path towards its goal. At the third pass, the robot with blue
traces has to avoid the human once more. A video showing the results can be found at:
http://wordpress.csc.liv.ac.uk/smartlab/collvoid/.
3.5 Summary
This chapter introduces a navigation approach that can deal with non-mapped static
obstacles and dynamic obstacles such as humans and other robots. In our previous
contribution, we introduced how the particle cloud of AMCL can be used as an estimator
for the robots’ localisation uncertainty, when the robots’ footprints can be approximated
by a circle. In the extension we allow for any kind of footprint by using the Minkowski
sum of the convex hull of the actual footprint and a subset of the particle cloud of AMCL.
The robots’ footprint can then be enlarged accordingly to ensure safety in multi-robot
situations.
Our new approach also introduces the use of a global planner to overcome deadlock
situations and improve the performance in the presence of static obstacles. Additionally,
we have presented how we can use Monte Carlo sampling to select the velocities in the
velocity space according to some cost functions. This allows us to easily incorporate
humans in the system and tune the cost functions, such that the robots keep more
distance from humans than from other robots in order to not intrude the humans’
personal spaces.
Lastly, we have shown that this sampling based method can be readily added to the
well known and commonly used DWA planner in the ROS framework. This allows us to
use the configuration space for avoiding static obstacles and integrating the VO-based
avoidance in the velocity space for dynamic obstacles.
The presented methods have been extensively evaluated in simulation and in real
world settings, illustrating the feasibility of the proposed approach.
Chapter 4
Spatial Task Allocation Problems
In the previous chapter, we developed a collision avoidance system than can be applied
in Multi-Robot Systems (MRS). As mentioned in Chapter 1, decision making is another
fundamental component for any MRS, as it allows the robots to act autonomously
according to their current state.
In this work, we focus on problems in which a team of agents needs to service a set
of tasks that are spatially distributed in an environment. Each task can be performed
by one or more agents, and new tasks can appear in the world due to exogenous events
outside of the agents’ control.
For instance, consider the warehouse commissioning example introduced in Sec-
tion 1.1. Another example is a cleaning task in, for instance, an office building. Dirt can
appear at any location at any given time in this world, since a human can spill coffee,
or leave paper on the floor, etc. A team of cleaning robots, in this case the agents, has
the task to continuously keep the building clean.
In many cases, the decision making still has a centralised component, e.g. approaches
using centralised planning or a single auctioneer for task allocation (Beetz et al., 2011;
Zhang and Parker, 2012). These robots have limited autonomy and rely on the central
control component of the system for planning purposes. Such approaches have two major
limitations, namely robustness and scalability. If a centralised planning algorithm fails,
for example, the whole system is affected and becomes unavailable. Second, for each
additional robot to be added, the joint action and state spaces increase exponentially,
rendering it unfeasible for any central algorithm to solve larger problems optimally in
general.
Trying to overcome these issues by decentralised solutions introduces an important
challenge in autonomous coordination of the multiple robots in the system. There are
different approaches to tackle this problem, for instance swarm approaches inspired by
nature (Lemmens and Tuyls, 2012; Alers et al., 2014; Brutschy et al., 2014), or others
based on decentralised auctions (Capita´n et al., 2013; Amador et al., 2014; Choi et
al., 2009), in which each robot bids for tasks and task assignment ultimately follows
from the winning bid values. The swarm approaches are generally reactive approaches
that lack the possibility to plan ahead (e.g., when tasks may appear stochastically in
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the environment) and the auctioning approaches rely heavily on reliable communication
during the bidding phase. Furthermore, after the tasks are auctioned off, agent policies
are fixed and remain unchanged until the next bidding phase.
In order to avoid these issues we develop a generic algorithm that applies to various
instances of the coordination problem. We build on the idea from mean field game
theory (Gue´ant et al., 2011) that for many tasks it may be sufficient to reason about
the aggregate effect of the other agents. This idea has been proven to be useful in
particular instances of off-line planning for large agent teams, such as congestion-like
games and resource-coupled multi-agent planning (Gordon et al., 2012; Varakantham
et al., 2012; Ahmed et al., 2012). In this chapter, we demonstrate that these ideas also
bring great improvements in effectiveness in a very general class of online multi-robot
planning problems. The key idea is to aggregate the effect of other robots in the area
by using their locations as a proxy to predict their future actions and then choosing the
best response. Using this principle, a robot does not need to reason about every other
individual robot but only needs to know in general which tasks are likely serviced by
another robot, in order to reduce the complexity of its own planning. Because planning
is done online and at every time-step, the algorithm is flexible in responding to changes
in the environment. This also implies that communication between robots is not strictly
required, however, the robots do need to be able to observe the current state (i.e.,
locations of the other robots), which can be enabled through (local) communication.
We define the problem as a sub-class of Multi-Agent Markov Decision Processes
(MMDPs) (Boutilier, 1996) that we collectively refer to as Spatial Task Allocation Prob-
lems (SPATAPs), and develop our algorithm as a number of online planning approxima-
tions that are tailored to exploit the characteristics of these problems. In particular, we
investigate the general algorithm for settings with negative interactions in which each
task can be serviced by a single agent. In such tasks, it makes sense to discount the
reward for tasks that are likely attended to by other agents. These considerations are
related to the field of plan and intent recognition (Sukthankar et al., 2014).
Such approximate empathetic reasoning was recently exploited in the context of
multi-robot exploration (Matignon et al., 2012) by making use of a modification of dis-
tributed value functions (J. G. Schneider et al., 1999) (henceforth referred to as MDVF ).
We introduce a simplification of this algorithm, empathy by fixed weight discounting
(EFWD), that applies to all SPATAPs with negative interactions. While these subjec-
tive approximations bring improvements in planning efficiency, they are not sufficient to
make the planning problem tractable.
Another crucial contribution of our approach is therefore the combination of the
algorithm with another approximation method, called Phase-Approximation (Claes et
al., 2015), that forms the basis of an approximate online planning technique without
any exponential dependence on the number of agents or the number of state factors.
Finally, an empirical evaluation shows that these combined techniques yield near-
optimal solutions in cases in which the optimum can be calculated and is highly scalable,
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while outperforming the state-of-the-art.
The remainder of this chapter is structured as follows. Section 4.1 summarises the
related work; Section 4.2 recaps the theoretical background and the outlines the ap-
proach. Section 4.3 introduces the new SPATAPs framework and Section 4.4 presents
the approximations that can be used to tackle these kinds of problems. Section 4.5
presents the empirical results of the approaches. Section 4.6 concludes the chapter and
discusses future work.
4.1 Related Work
In this chapter, we define approximate models which we can solve optimally. This
should be contrasted with efforts to approximately solve exact models, e.g. (Kocsis and
Szepesva´ri, 2006). Combining such approaches (approximately solving the approximate
models) may lead to even better scalability, required for real-life problems, which we
will investigate in the following chapter.
The restrictions of the local problem of each agent to a subset of state factors is
reminiscent of converting to a Dec-MDP (Bernstein et al., 2002), but in fact fundamen-
tally different, since the observation of the global state is used to construct the agents’
subjective approximations. Moreover, despite recent advances, e.g., (Dibangoye et al.,
2012), Dec-MDP solution methods do not nearly scale to problems of the size considered
here, or are suitable only for transition and observation independent settings (Becker
et al., 2003; Dibangoye et al., 2014) (which our setting is not).
While there have been other approximate methods for solving MMDPs, these typ-
ically depend on pre-specifying the fixed, or context-dependent coordination structure
(Guestrin et al., 2002; Kok, 2006; Spaan and Melo, 2008). For SPATAPs, however, fixed
coordination structures are a poor choice and the number of contexts to be considered
is huge. In addition, these methods are not aimed at exploiting the particular structure
present in SPATAPs, independence of movement and locality of tasks. To overcome the
problem of pre-specifying interaction structures one can try to learn them (Melo and
Veloso, 2009; De Hauwere et al., 2010), but the premise underlying these methods is
that there are only few states in which the agents need to coordinate. In contrast, in
SPATAPs, the agents need to coordinate their task selection in all states.
Another perspective for decision making can be nature inspired swarm approaches.
These are based on ant and honeybee colony behaviour and rely on local interactions in
the environment to achieve coordination in MRS. From these local interactions global in-
telligence emerges at the group level, i.e. self-organisation, capable of achieving efficient
coordination in foraging and coverage tasks. Although these swarm solutions are effi-
cient and effective for foraging and coverage problems, they do not consider the dynamic
appearance of new or different (sub)tasks that can arrive at unpredictable moments in
the environment (Lemmens and Tuyls, 2012; Alers et al., 2014; Brutschy et al., 2014).
Furthermore, (Brutschy et al., 2014) considers sequential interdependent tasks in which
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sub-tasks must be completed one after the other in order to complete an overall task.
This work however is limited to the foraging problem and two sub-tasks.
Approaches for assigning agents to tasks based on auctions (Capita´n et al., 2013;
Amador et al., 2014) are closely related, but either do not reason about subsets of
tasks (Capita´n et al., 2013), or do not properly address the sequential nature of the task
in SPATAPs (Amador et al., 2014; Choi et al., 2009). SPATAPs also relate to more
general resource allocation problems (Wu and Durfee, 2010) (agents can be interpreted
as resources). We, however, allow reallocation at every time-step and consider spatially
distributed tasks and travel times.
Other approaches like SCRAM (MacAlpine et al., 2014) and the Hungarian
method (Kuhn, 1955) are shown to work well for static assignment problems. In (Hanna
et al., 2016) both methods are adapted to be applied in a car-sharing application in
which the users are matched to available cars. This is closely related, but these do not
consider the possibility of changing an assignment online during the execution. Once
the assignment is made, this remains until the resource becomes available again. Ad-
ditionally, these approaches are centralised, thus they are out of scope for our desired
application.
The idea of interacting with the aggregate effect of other agents is studied in detail in
the field of mean-field games (Gue´ant et al., 2011), where the focus lies on characterising
equilibria. The idea is that when interacting with a large group of other agents, it is not
necessary, but also not feasible, to simulate the complex behaviour of each individual
agent. The effect of the other agents are progressively lost in the crowd, when looking
from the planning agent’s perspective. A few approaches have tried to extend these
ideas to engineering settings such as taxi-fleet optimisation (Varakantham et al., 2012;
Ahmed et al., 2012) and theme park crowd management (Gordon et al., 2012) via off-line
planning. However, since these approaches perform off-line planning, these approaches
are restricted in the richness of the state space that can be used as the basis for action
selection. The ‘aggregate effect’ in these approaches typically consists of the number of
agents present in different zones which directly affects utility for the protagonist. In our
case, we use the predicted future agent locations as a proxy for their behaviours, which
in turn will affect the utility of the protagonist.
Finally, the subjective approximations presented in this chapter can be interpreted
as online planning for a special instance of a level 1 interactive Partially Observable
Markov Decision Process (POMDP) (Gmytrasiewicz and P. Doshi, 2005; F. Doshi and
Roy, 2008). In contrast to standard interactive POMDP solution methods, however, we
propose dedicated approximation algorithms that exploit the characteristics of SPATAPs
by using location as the proxy for the other agents’ policies.
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(a) diamond world (b) corridor world
(c) office world
Figure 4.1: Three possible SPATAP environments.
4.2 Spatial Task Allocation Problems
We consider a problem class that we refer to as SPATAPs. In particular, SPATAPs
describe settings in which a team of agents needs to service a set of tasks that are
spatially distributed in an environment. Each task can be performed by one or more
agents, and new tasks can appear in the world due to exogenous events outside of the
agents’ control.
As a running example we will consider the cleaning task as described in the intro-
duction. A team of robots has to clean an office building. There is no central control of
any sort, but the robots can observe the location of other robots, e.g. by using overhead
cameras or communication. We will assume that the office building can be represented
using a grid world, where each tile corresponds to a part of a room of a fixed size, but
other representations (such as a more abstract graph) are also possible. The grid worlds
can have arbitrary shape, see Figure 4.1 for examples that we consider in this paper.
The main problem is how the agents should plan their behaviour in order to ensure
that all tasks are serviced, i.e., in this case, that all dirt is continuously cleaned while
minimising interference between robots.
Since there are nearly no restrictions on the sort of tasks, SPATAPs provide a very
powerful and general model which are very hard to solve optimally. This is due to the
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fact that the joint action and state spaces increase exponentially with the number of
agents in the system.
In fact, only a few methods can deal with such large problems. One approach that
offers the required scalability is ‘partition organisation’ (Sleight and Durfee, 2012). In
this approach, the problem is partitioned in (overlapping) regions and each agent is
assigned to one region. This approach is well suited for problems in which there is
a straightforward partitioning, such as symmetric worlds. However this is not always
possible, especially when the task appearance probabilities are not evenly distributed
over the world or when specific tasks can only be served by particular agents.
Another common approach, which we will treat in some more detail in Section 4.4.1
under the name self-absorbed approximation, is to ignore the presence of other agents
during planning and to consider them as mere noise to each individual planning model.
In the case of task allocation problems, however, such approximations lead to poor per-
formance (as supported by our empirical evaluation, see Section 4.5), since the difficulty
in this type of problems revolves around the coordination of which agent addresses which
task.
We propose to exploit the key characteristics of SPATAPs—independence of agent
movement and the locality of tasks—for efficient approximations during online planning.
The key idea is that an agent does not need to reason about all other agents individually,
but can reason about their aggregated effect. In particular, if another agent is close to
a task location, we can reason that this task will be serviced with a certain probability
at some future time-step. If we assume a reasonable policy for the other agents we can
predict the probabilistic movements for all agents over the planning horizon and use the
aggregated probability distributions of the locations of the other agents as a sufficient
statistic for calculating our best response.
Algorithm 6 summarises the idea described above. For all other agents, we fix a
policy pi and, for the time span of our planning horizon, predict their movements as
following pi. By doing this we obtain a probability distribution of the agents’ location
for all time-steps, i.e., we compute ptj , which is the probability distribution of the location
of agent j at time-step t. These probability distributions can be aggregated and used by
each individual agent to calculate a best response, which we refer to as presence mass
(pm).
In the next section, we show that SPATAPs can be directly modeled as MMDPs,
and explain why this is not of immediate help since the complexity of solving the prob-
lems with standard MMDP methods remains prohibitively high. Section 4.4 presents a
remedy by introducing online approximate methods that exploit the key characteristics
of SPATAPs.
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Algorithm 6: Aggregated best response
Input :
i : planning agent i
D−i : set of other Agents
h : planning horizon (time-steps)
foreach t ∈ h do
foreach j ∈ D−i do
compute estimated policy pi
foreach t ∈ h do
//aggregate
pm =
∑
j 6=i p
t
j
compute best response of agent i given pm
4.3 Spatial Task Allocation Problems Formulated as
Multi-Agent Markov Decision Processes
The problems we consider in this chapter describe a set of spatially distributed tasks
that a team of agents or robots needs to solve. A key characteristic of such problems is
that the outcome of an action is uncertain (cleaning the dirt or moving in the world may
each fail with some probability, e.g., due to wheel slip), and new tasks can appear due
to unforeseen exogenous events (e.g., a human spilling some dirt). Therefore, SPATAPs
can be seen as a special case of MMDPs, as we will show in the following.
As introduced in Chapter 2, Markov Decision Processes (MDPs) provide a general
framework for sequential decision making under uncertainty (Puterman, 1994). Revis-
iting Definition 2.2, the MMDP is the straight-forward extension to the case of multiple
decision makers who observe the full state of the environment.
In this chapter, we will consider (undiscounted) h-stage look-ahead planning, i.e.,
constructing a plan that specifies actions from ‘now’, t = 0, to stage t = h − 1. For
this setting, the value function for each stage t, when following policy pi equals V pit (s) =
maxaQt(s, a), where
Qt(s, a) = R(s, a) +
∑
s′
P (s′|s, a)Vt+1(s′). (4.1)
The optimal policy pi∗ and corresponding optimal value functions Qt, maximize the
expected reward for every (s, a).
SPATAPs can be defined as a sub-class of MMDPs with some additional struc-
ture. Underlying a SPATAP is a map that specifies the potential task locations L
and that defines AM , the set of movement actions. E.g., for the “dirt cleaning” ex-
ample, all agents are homogeneous and share a common (movement) action space
AM = {N, E, S, W, STAY }. There further exists a task structure, defined by a set
of task types T = {T0, T1, . . . , T|T |}. Each type Tk has an associated set of task states
Tk that indicate the status of the task. In our running example, T1 could have states
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T1 = {very dirty, dirty, nearly clean}. T0 refers to a special type indicating there is no
task and only has one state T0 = {CLEAR}. We use T =
⋃
k Tk to denote the set
of all task states. Each task type Tk may optionally be associated with one (or more)
particular action aTk to perform that task. Each agent i can perform movement and
task actions. The agent team can be homogeneous, i.e., have the same capabilities, but
the framework also allows agents that have different capabilities, or differences in how
effective an agent is at a particular task. The approximation method we introduce in
Section 4.4.1, does assume homogeneous agents, but the approach can be extended to
heterogeneous teams by applying the same technique to each ‘type’ of agent.
These SPATAP-specific components can now be used to define the induced MMDP.
Agents and their actions are unchanged. A state is a tuple s = 〈λ, τ〉, where λ is the
vector of locations (λi denotes the location of agent i), and τ is the task status vector
(τx denotes the task status at location x). The transition function can be factored as
P (λ′, τ ′|λ, τ, a) =
∏
x∈L
pTx (τ
′
x|τx, λ, a)
∏
i∈D
pMi (λ
′
i|λi, ai) (4.2)
where pT are task transition probabilities and pM are agent movement probabilities.
Movements are independent, effectively assuming that lower-level path-planning will
avoid collisions within the same location.
The task transition probabilities pT are assumed to be conditionally independent
given the locations and actions of the agents and encode the probability of progressing
toward finishing the tasks, as well as exogenous events that spawn new tasks.
The reward function is additively factored and is the sum of task rewards RT and
movement costs RM :
R(s, a) =
∑
x∈L
RTx (τx, λ, a) +
∑
i∈D
RMi (λi, ai). (4.3)
As the name ‘movement cost’ implies, the functions RMi will typically specify negative
rewards. For the task reward functions, it is also natural to specify a cost for every
stage that the task is not completed (consider the robot rescue setting where victims
require attention as quickly as possible). More options are possible, e.g., a business may
want to use as the reward function the actual amount of money a particular assignment
will generate, or in the warehouse commissioning domain, the time an order has been
waiting. Note that the model also supports rewards that depend on the next state by
taking the expectation over next state, as can also be seen in Equation 2.5. E.g.,
RTx (τx, λ, a) =
∑
τ ′x
P (τ ′x|τx, λ, a)RTx (τx, λ, a, τ ′x). (4.4)
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Locality Assumptions
While the above lays out the general form of SPATAPs, such problems are, in general
still very difficult since the terms pTx and R
T
x are non-local, i.e., they depend on all
the agents, including those that are far away from location x. In order to gain more
traction on the problem, we will assume that a task at a particular location x will only
be influenced by a subset of agents. This subset we call the locality scope L(x, τx, λ, a)
and it depends on the location x, the task type and state encoded by τx, and λ, a.
For instance, in our example L(x, τx, λ, a) for a dirty location x will only contain those
agents at x that perform the ‘clean’ action. In the remainder of this chapter, we will
simply write aL for the action profile of agents in the locality scope. As such, we will
consider task transitions of the form pTx (τ
′
x|τx, λL, aL). Similarly, we will assume that the
task rewards can be expressed as RTx (τx, λL, aL).In this chapter, we use a R
T
x (τx, λL, aL)
formulation of the rewards, because that permits taking the expectation of next-stage
task states, analogous to (4.4).
Each SPATAP is an MMDP, so MMDP solution methods apply. Unfortunately, both
the number of states and joint actions are very large for these problems (see Table 4.1).
As a result, even state-of-the-art MDP solvers that exploit factored structure (Hoey et
al., 1999) have problems with the smallest SPATAPs. One would hope that the special
structure of SPATAPs may make them easier to solve but, unfortunately, this is not the
case in general:
Theorem 4.1. Optimally solving SPATAPs is as hard as solving MMDPs; i.e., SPAT-
APs are ‘MMDP-hard’.
Sketch 1. We reduce from the problem of solving an MMDPs by creating a SPATAP
with a single location and a single task. The task states correspond to the states of the
MMDPs and similarly can we derive pTx and R
T
x from the transitions and reward of the
MMDP. The optimal solution of this SPATAP is the optimal solution of the MMDP.
This theorem illustrates that while the concept of tasks is very general and powerful,
this comes at a worst-case computational cost. Nevertheless, SPATAPs offer ample
opportunities to exploit their specific characteristics. In particular, in the following
sections, we propose two types of approximation techniques that each directly exploit
problem structure.
4.4 Online Approximations for Solving Spatial Task Allo-
cation Problems
We introduce two orthogonal approximation approaches for online planning for SPAT-
APs, that increase efficiency by exploiting two characteristics of real-world SPATAPs.
First, SPATAPs exhibit independence of movement and locality of task transitions
and rewards, which implies that agents in many cases can act relatively independently of
each other. To exploit this property, we consider subjective approximations that reduce
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the complexity introduced by the large number of agents. In particular, we propose
a novel empathetic subjective approximation method that combines the computational
benefits of subjective approximations with an approximate reasoning over the team
members as introduced in Algorithm 6.
Second, for SPATAPs that exhibit only infrequent appearance of new tasks, plan-
ning about the currently active tasks can be expected to yield good performance. We
propose to exploit this using a novel ‘phase approximation’ technique, which reduces the
complexity introduced by the large number of states.
Both techniques transform larger input MMDPs into approximate, smaller output
(M)MDP models that leverage the unique properties of SPATAPs. The resulting mod-
els can be solved optimally using standard online planning methods. Moreover, both
techniques are highly complementary and their combination yields approximate solution
methods that are robust, scalable, and easy to implement: each agent can simply use
its individual, online (single-agent) MDP planning method applied to a subjective phase
MDP, which leverages the techniques described above.
In this chapter, we assume that the agents use the resulting MDPs to perform online
planning over a fixed look-ahead horizon (h), but more sophisticated (e.g., adaptive
horizon (Droge and Egerstedt, 2011)) methods can be applied too.
4.4.1 Subjective Approximations
The first set of techniques by which we bring computational leverage to the (online)
planning process is the implementation of the approach described in Section 4.2, which
aims to address the complexity due to the presence of multiple agents. They increase
planning efficiency by distributed approximation: decomposing the larger problem into
a set of approximate smaller planning problems, one for each agent.
Self-absorbed Agent Approximation
The extreme case of subjective approximation is to plan for each agent independently,
assuming that it is the only agent present in the problem. This is a common approach
(Gmytrasiewicz and P. Doshi, 2005), and we refer to this type of approach as the ‘self-
absorbed agent’ approximation. A self-absorbed agent i only models its own location and
thus has individual states si = 〈λi, τ〉. It also assumes that the transitions only depend
on its own actions.
Formally, we define a subjective MDP (S-MDP) for agent i as a tuple〈Ss,Ai, pSAi , RSAi 〉, where Ss is the subjective state space of states si = 〈λi, τ〉, Ai is
the space of individual actions for agent i, pSAi and R
SA
i as the self-absorbed transition
reward functions as follows:
pSAi (s
′
i|si, ai) =
[∏
x∈L
pT,SAx (τ
′
x|τx, λi, ai)
]
pMi (λ
′
i|λi, ai)
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Table 4.1: Sizes of the state and actions spaces of the considered models. |D| is the
number of agents, A∗ denotes the largest individual action set. Planning times are a
polynomial function of these quantities.
state space action space
MMDP |L||D| · |T||L| |A∗||D|
S-MDP |L| · |T||L| |A∗|
Phase-MMDP |L||D| · |T||pL| |A∗||D|
SP-MDP |L| · |T||pL| |A∗|
k-SP-MDP |L| · |T|k |A∗|
RSAi (si, ai) =
[∑
x∈L
RT,SAx (τx, λi, ai)
]
+RMi (λi, ai). (4.5)
It may be difficult to map pTx (τ
′
x|τx, λL, aL), RTx (τx, λL, aL) to pT,SAx (τ ′x|τx, λi, ai) and
RT,SAx (τx, λi, ai) respectively. However, in many cases, it is possible to assume a default
effect or default action for the other agent (e.g., we can assume that there will be no
other agent cleaning the same spot). Another approach is to treat the agents as noise
(Gmytrasiewicz and P. Doshi, 2005), by imposing some (e.g., uniform) distribution over
λ−i, a−i.
Solving an S-MDP can be done with standard techniques, yielding value functions
V SAi,t (si) and Q
SA
i,t (si, ai), which directly follow from (4.1).
The S-MDP improves significantly over the MMDP formulation in terms of com-
plexity (see Table 4.1). As shown, there is no longer any exponential dependence on the
number of agents in an S-MDP, which directly means that it admits more efficient so-
lutions. However, we expect that self-absorbed agent approximations are insufficient in
domains where agents need to perform a fair amount of coordination. Next, we propose
a number of approaches that do account for interactions between agents.
Empathy by Predicting other Agents’ Locations
As summarized in Algorithm 6, the key idea is the following: in order to compute a
best-response from the perspective of one agent, it only needs to predict what tasks will
be tackled by the other agents. That is, it only cares about the aggregate effect of the
actions of the rest of the team, but not about which team member addresses which task
in particular. In order to predict what tasks will be addressed by the rest of the team,
we use sum of the predicted probability of the other agents being at a location as a
proxy for them addressing the task at that location. We refer to this as presence mass
(pm).
In particular, from the perspective of an agent i, we want to be able to predict the
location λtj of all other agents j 6= i, t-stages from now. That is, we want to compute
the probability distribution P (λtj |s0) where s0 is the full MMDP state ‘now’ (i.e., at the
time when the agent performs this prediction).
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To compute these ‘presence mass’ distributions, one needs to assume particular be-
havior of the other agents. One possibility is to assume that other agents perform a
random walk (Matignon et al., 2012). This assumption, however, leads to uninforma-
tive uniform distributions over states when predicting further into the future. To avoid
this problem, we assume that the other agents use a self-absorbed model with quantile
response (i.e., we assume that the other agents take actions according to a Boltzmann
distribution (Sutton and Barto, 1998) specified using the self-absorbed agent approxi-
mation V SA):
Pi,t(ai, si) =
e
QSAi,t (si,ai)
T∑
b∈A〉 e
QSA
i,t
(si,b)
T
, (4.6)
where T is a constant temperature and Pi,t(ai, si) defines the probability of an action
for the other agents, based on their self-absorbed state, si. Figure 4.2b illustrates that
this leads to more sensible predictions. When there are multiple agents present, we
can accumulate the presence mass distributions into a single ‘sufficient statistic’ and
therefore do not need to account for every single agent during planning. We use the
accumulated presence mass distribution for the next model.
Empathy by Fixed Weight Discounting
After calculating the aggregated presence mass of the other agents, the planning agent
has to choose its response. Distributed value functions (DVFs) (J. G. Schneider et
al., 1999) allow agents to share their value function. This, however, leads to a lot of
communication overhead. The MDVF (Matignon et al., 2012) approach is inspired by
DVFs and implements agent collaboration by using a second value function (specifically,
V SA) to discount the values of future states. In the resulting formulation, however,
MDVF agents do not share their value functions. Instead, each agent computes V SA in
parallel and uses it to discount the VMDV F values.
Realizing this, we propose a more straightforward approach: we do not discount
using V SA, but just use the next-stage value function. We refer to this simplification as
empathy by fixed-weight discounting (EFWD). The resulting value function is given by
QFWDi,t (si, ai) = R
SA(si, ai) +
∑
s′
pSA(s′i|si, ai)[(
1− fi
∑
i 6=j
P (st+1j = s
′
i|s0)
)
V FWDi,t+1 (s
′
i)
]
. (4.7)
where RSA and pSA are the self-absorbed model components (these are the same for
all agents and hence we drop the subscript i to simplify notation). The last probability
term is the presence mass of an agent j being at the location specified by s′i t+ 1 stages
into the future, i.e., Pr(st+1j = s
′
i|s0) = Pr(λt+1j |s0) with λt+1j the location specified by
s′i. Finally, fi is a fixed weight that determines how much the value of a next state is
Chapter 4. Spatial Task Allocation Problems 75
0
244.05
1
248.00
A0
2
246.02
3
246.02
4
248.00
5
249.97
T
6
248.00
7
248.00
8
249.97
T
9
248.00
10
246.02
11
246.02
A1
12
244.05
(a)
0
0.00
1
0.01
A0
2
0.00
3
0.00
4
0.01
5
0.21
T
6
0.01
7
0.02
8
0.73
T
9
0.01
10
0.00
11
0.00
A1
12
0.00
(b)
0
233.32
1
234.40
A0
2
234.48
3
235.60
4
234.96
5
245.02
T
6
235.80
7
236.71
8
237.82
T
9
235.57
10
234.48
11
235.60
A1
12
233.36
(c)
Figure 4.2: (a) A sample state for a diamond shaped gridworld with two agents (A0,
A1) and two active task locations and V
SA for the current state. (b) The presence
mass of A1 from the viewpoint of A0. (c) The discounted value function V
EFWD for
A0 resulting for this configuration.
discounted. We follow (Matignon et al., 2012) and set fi to maxR(s, a)/maxV (s, a).
An example illustrating this discounting is shown in Figure 4.2.
4.4.2 Phase-Approximations
While subjective approximations reduce the complexity due to multiple agents, they do
not sufficiently reduce the complexity of the state space. To overcome the complexity
of the state space, we propose a different way of approaching the problem. Rather than
seeing each location x ∈ L as a potential location for a task that may appear or disappear
over the planning horizon, we focus only on the current ‘task phase’, i.e., the currently
active set of tasks indicated by those locations x for which τx 6= CLEAR. By focusing
only on these locations, the number of task states induced is much smaller, allowing for
big increases in planning efficiency.
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Phase MMDPs
We formalize this idea by means of the so-called phase-MMDP, which, given a global
state s = 〈λ, τ〉, can be defined as follows. A Phase-MMDP for state s, is an MMDP
〈D,Sp,A, P p, Rp〉. The considered task locations in this MMDP, however, are restricted
to the set of pL = {x ∈ L | τx 6= CLEAR} of phase task locations, i.e., the set of ‘active’
locations where there is a task. Thus, the state space Sp is spanned by the set L|D| of
joint locations and the set T|pL| of all possible task vectors for the active locations. We
write pτ ∈ T|pL| for the restriction of τ to the locations in pL. A phase-MMDP state
is a tuple ps = 〈λ, pτ〉. The transition (and reward) function follow from equation 4.2
(and 4.3) by restricting the product (summation) to pL.
A phase-MMDP provides leverage by restricting the number of states compared to
the regular MMDP formulation. However, this is highly dependent on the number of
active tasks, and, in the worst case, it does not reduce the state space at all. Also, it does
not address the large joint action space (see Table 4.1). This motivates the combination
of the previously introduced techniques.
Subjective Phase MDPs
Realizing that subjective and phase-approximations yield complementary gains, we pro-
pose to combine both approximations in a formalism that we refer to as subjective phase
MDP (SP-MDP). An SP-MDP for agent i is a subjective model, meaning that it in-
cludes only the actions of agent i itself, moreover, it is a phase approximation, meaning
that the states only include task states for active tasks. Specifically, a local state is a
tuple si = 〈λi, pτ〉, where λi is the location of agent i and pτ is the phase task vector. In
an SP-MDP, the number of actions is the number of individual actions and the number
of states is potentially much smaller due to the phase-approximations assumption (see
Table 4.1).
kSP-MDPs
As mentioned, in the worst case there are many active tasks, which means that the
number of states will still be prohibitive. However, by the combination of subjective
and phase-approximations, it is possible to exploit the problem structure even further.
In particular, the subjective model of each agent may make different approximations by
exploiting what parts of the current state are relevant to that agent.
For instance, in the construction of the SP-MDP for an agent i, we can now make
use of the location of that agent, by restricting the state space of the SP-MDP to include
only task locations for the k nearest tasks. We refer to the resulting model as kSP-MDP.
The number of states of the kSP-MDP is given by |Sksp| = |L| · |T|k.
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world SA MDVF EFWD SPUDD
2x2 93.32% 97.86% 98.41% 100%
3x3 94.73% 96.83% 97.24% 100%
(a)
world |L| n |S| |A|
Line 12 2 5.90e+ 05 25
Diamond 13 3 1.80e+ 07 125
Corridors 18 3 1.53e+ 09 125
4x4 16 4 4.29e+ 09 625
6x6 36 5 4.16e+ 18 3125
Office 66 6 6.10e+ 30 15625
(b)
Table 4.2: (a) Relative values of the three approaches averaged across a set of ran-
domly drawn starting states and compared to the SPUDD optimum value function. (b)
Larger dirt-world benchmarks.
As is clear from Table 4.1, the kSP-MDP is the only model that is guaranteed not to
have any exponential complexities. Standard dynamic programming for a h-step look-
ahead MDP takes time O(h|S|2|A|), and thus is feasible for large problems when using
the kSP-MDP model.
4.4.3 Social Laws to Overcome Symmetries
One of the drawbacks of subjective approximations is that when deploying a team of
identical agents, this can lead to agents behaving identically when this is not desired.
For instance, when two agents are in the same location, they will make the same as-
sumptions about the other agents’ behavior and thus compute the same value function.
Consequently they will take the same action and (with probability depending on the
movement model) end up in the same next location.
Although this phenomenon exposes a principal flaw of subjective approximations, in
SPATAPs these issues are easy to deal with by employing social laws (Shoham and Ten-
nenholtz, 1995). For instance, in our experimental evaluation we employ the following
social law: whenever more than one agent is in the same location, these agents select
their actions based on their IDs: the agent with the lowest ID selects the action with
the highest expected reward, the next agent selects the second best action, etc.
4.5 Experiments and Results
In this chapter, we have introduced a number of approximations that culminated in a
model without any exponential dependence on the number of agents or state factors.
This model can therefore be efficiently solved online using standard MDP techniques.
Since the approximations that we introduced are not bounded, we report the results
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of an empirical evaluation aimed at determining the solution quality afforded by these
approximations. For this purpose, we implemented a dirt-world simulation in which
agents plan online, in a distributed fashion, using the kSP-MDP model.
The movement transition probabilities pMi are such that a movement can fail (the
agent remains at its previous location) with 10% probability. The task at location x is
deterministically completed if any agent i performs action STAY at that location. A task
appears at a location x with probability 0.05 (but an agent staying at a location prevents
task appearance). The team of agents receive reward +1 for every clean location at every
time step. We do not consider movement costs. Agents solve their individual kSP-MDPs
for (a maximum of) h = 20 steps look-ahead, using regular dynamic programming using
the MDVF, EFWD or SA methods.1 Unless reported differently, we use the k = 4
nearest tasks.
In order to assess overall solution quality, we compare the approach with the global
MMDP solution. Note that the global MMDP, unlike the phase-MMDP approximation,
considers all locations on the board potential task locations, even currently ‘inactive’
ones. We use SPUDD (Hoey et al., 1999), the state-of-the-art optimal solver for factored
MDPs, to provide the value of the optimal solution for horizon 10, and compare this
to the average value generated by 100 dirt-world simulations with online planning2.
Table 4.2a shows the results for this comparison. SPUDD was only able to scale to
2x2 and 3x3 gridworlds with two and three agents respectively. For these problems, the
approximations perform very well; even the naive self-absorbed approximation achieves
over 93 % of optimal. The proposed simplification EFWD even yields slightly higher
rewards than the more complex MDVF.
In order to provide insight into the differences in behavior between the approaches, we
investigate the rewards received over the different stages per episode. Figure 4.3 shows
the mean reward per time-step (mean is taken over 10 episodes) in a 4x4 gridworld filled
with tasks. As the figure shows, the reward increases at first and then converges close to
the maximum reward achievable per time-step (which is 16 and received when all squares
are clean). Interesting to note is that V SA outperforms the empathetic approximations
in the first time-steps but then converges to a lower average reward. This is probably
again due to the lack of considering the effects of other agents when using V SA. The
agents first select the tasks greedily, thus close tasks, and the tasks further away are
not covered. The empathetic approaches avoid this pitfall: by discounting the values
of locations quickly reachable by many other agents, the locations only reachable by a
protagonist are incentivised.
To examine the impact of restricting planning to only the k nearest tasks, we per-
formed an experiment in which we vary k, holding other parameters fixed. For this exper-
iment, we used a “full” 4x4 gridworld, i.e. dirt is present everywhere, with three agents
1Increasing the look-ahead beyond 20, did not increase the performance in our experiments. Short-
ening it does hurt performance in the larger problems, since it may lead agents to conclude that a task
can never be addressed.
2 Even though SPUDD is not specialized for MMDPs, it currently still is the best optimal solver for
such problems. (Scharpff et al., 2013; Scharpff et al., 2016)
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Figure 4.3: Mean reward over time for a 4x4 gridworld (initially full) with three
agents.
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Figure 4.4: Mean reward and number states for k-nearest task phase MDP with a
4x4 gridworld and three agents while increasing k.
that used the E-FWD algorithm to select their actions. Results shown in Figure 4.4,
are averaged over 100 runs of horizon 20 with 95% confidence intervals. Additionally
shown are the number of states for each k (the dashed line). The figure clearly shows
that, although k = 1, 3 perform poorly, there is no significant difference for k ≥ 4, which
explains our choice of k = 4 for all the other experiments. Finally, we test the perfor-
mance of our approximations on a number of larger test problems, listed in Table 4.2b.
The “Line” world is a straight line of 12 states, and the “Corridors” and “Office” world
are shown in Figure 4.1. These problems are too large to be solved optimally, e.g., our
largest test domain “Office” has 6.10e+30 states and 15625 actions, which makes it well
beyond anything that can be solved optimally.
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Figure 4.5: Mean reward for various gridworlds as presented in Table 4.2b .
We compare our approach against the “partition” approach as described in Sec-
tion 4.2. We automatically calculate the partitions by assigning each location to the
closest agent. If there are multiple agents with the same distances, the location is added
to both partitions. We refer to this approach as “PART”. PART still suffers from the fact
that large regions lead to too large local problems which we addressed by also restricting
to the k nearest tasks in these problems.
Each method is run for 100 steps and repeated 10 times with random initial positions
for the agents, while the world always being “full”. Figure 4.5 shows the mean total
reward including the 95% confidence intervals, i.e. non-overlapping error-bars mean
statistically significant results. The self-absorbed approach performs the worst for every
setting. The simplifications of EFWD do not lead to a loss: there is no significant
difference with MDVF and both have higher means and smaller variance than PART.
Especially in more complex worlds, i.e. the “Corridors” and the “Office”, the PART
approach has a very high variance due to the different partitioning for each run. EFWD
is more reliable because it does not depend on the initial partitioning.
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world U.B. EFWD % of U.B.
Line 1104.8 875.5 79.2%
Diamond 1227.9 1052.6 85.7%
Corridors 1657.2 1379.3 79.6%
4x4 1518.0 1332.1 87.8%
6x6 3242.9 2490.2 76.8%
Office 5137.7 3618.6 70.4%
Table 4.3: Performance of EFWD as compared to an upper bound for problems that
cannot be solved optimally.
Additionally, we computed a theoretical (loose) upper bound by assuming that at
every stage the expected number of tasks appears (fractions of tasks are allowed) and
that all agents are able to clean an assigned task within two time-steps. In other words,
the upper bound assumes that in one step each agent uses a ‘teleport’ move to reach the
location of a next task, which is then serviced in the second step. Clearly, this upper
bound is an overestimation of the optimal value, since at each time-step new tasks
appear at random locations and agents generally need more than one-step travel times
to these tasks. However, as demonstrated in Table 4.3 the proposed approximations
yield rewards relatively close to this upper bound. For instance, about 75% in the 6x6
world and about 70% in the “Office” world are achieved, indicating that our proposed
approach demonstrates reasonable behavior even for these huge problems.
4.6 Summary
This chapter introduces SPATAPs, a general sub-class of MMDPs suitable for spatially
distributed problems that a team of agents or robots needs to solve. Such tasks are
characteristic of many realistic multi-robot systems, such as mobile sensor nets, dis-
tributed transportation and task assignment, multi-robot exploration, etc. To combat
the complexity of general MMDP algorithms, we propose to use phase- and subjec-
tive approximations, and combine both to yield an efficient online planning method for
SPATAPs. An extensive empirical evaluation shows that the proposed combination of
approximation techniques yields near-optimal results for problem instantiations that we
could solve optimally and further scales to much larger problems with thousands of
states and joint actions.
In the following chapters, we will investigate how the proposed approach can be
extended to larger and more realistic environments and eventually how it can be used
to coordinate a team of real robots. This includes the application of approximate on-
line MMDP planning methods such as Monte Carlo Tree Search (MCTS) (Kocsis and
Szepesva´ri, 2006).

Chapter 5
Warehouse Commissioning as a
Spatial Task Allocation Problem
In the previous chapters, we have developed methods for Multi-Robot System (MRS) to
navigate in dynamic environments with uncertain localisation, and to perform actions
without central coordination. In this chapter, we improve these techniques in order to
be able to scale to real-world applications.
An important problem in Industry 4.0 is multi-robot warehouse commissioning,
where robots fetch and deliver items. A crucial aspect of warehouse commissioning
is the coordination of workers over tasks. Currently, with human pickers, the task is
tackled using pre-computed pick lists (Henn et al., 2012). These pick lists are gener-
ated centrally by the warehouse management system and then executed statically, which
means that the pickers cannot be re-assigned when en-route.
In robotics, these kind of problems have also been phrased in the Multi-Robot Task
Allocation (MRTA) (Gerkey and Mataric, 2003; Gerkey and Mataric´, 2004) framework.
In MRTA, the approaches assign a set of tasks to the robots, which then execute these
from start to finish. A common solution to MRTA are auctioning based approaches,
where each robot bids for the tasks according to their own evaluation. While well stud-
ied (Capita´n et al., 2013; Dias et al., 2006; Gerkey and Mataric, 2002) and conceptually
clear, these approaches have to two shortcomings: First, in a highly adaptive and chang-
ing environment, new tasks are likely to appear while the robots are on their way. The
static assignments mean that the robots cannot respond in a timely manner. Second,
these approaches typically require a centralised task allocation component, which may
hinder scalability, flexibility and robustness.
In order to address these drawbacks, in the previous chapter, we presented a new
formal framework of Spatial Task Allocation Problems (SPATAPs) that describes how a
team of agents interacts with a dynamically changing set of tasks, where the tasks are
spatially distributed over a set of locations in the environment. To recapitulate, SPAT-
APs form a sub-class of Multi-Agent Markov Decision Process (MMDP) (Boutilier,
1996) problems, which themselves are an extension of Markov Decision Processes
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(MDPs) (Puterman, 1994) to multiple agents. These models have the advantage of
providing principled solutions under uncertainty of action outcomes and provide clear
definitions of optimality.
The SPATAP framework is fundamentally different from the MRTA framework. It
enables planning on a much more fine-grained level: The robots re-plan their next action
in every time-step, or as soon as the global state has changed. This, for example, might
lead to a robot not taking the shortest path to an existing task, but a slightly longer
path that brings it closer to locations where it is likely that important tasks appear in
the near future. As such, the SPATAPs framework enables robots to anticipate task
appearances in a way that is not possible with an MRTA approach.
As a SPATAP is an MMDP, it can be solved using MMDP solution methods. How-
ever, such methods are centralised. Moreover, these solutions do not scale well, due
to the exponential explosion of state and action spaces when introducing more agents
and tasks. An alternative approach is to tackle these problems using distributed online
planning. That is, rather than centrally computing an optimal plan for all agents, each
agent in parallel tries to compute a plan for itself. Such a decentralised approach has the
benefits that it is robust against failure since there is no centralised planner, and flexible
in that it allows to easily introduce more robots if required. In the previous chapter,
we showed with an empirical study that such a decentralised approach for SPATAPs
yields promising results in comparison to solving the MMDP and other baselines. Still,
some limitations remain: the approach was demonstrated to scale to 60 locations, which
—while still resulting in more than 6×1030 states (cf. Table 4.2b)— is far from the scala-
bility desired in real-life warehouse commissioning tasks. Moreover, it relies on a number
of rather ad-hoc approximations to keep the state space over which is actually planned
small. Since Monte Carlo Tree Search (MCTS) (Kocsis and Szepesva´ri, 2006) methods
allow for an effective treatment of problems with large numbers of states, this chapter
investigates how such methods can be used to overcome the mentioned limitation.
In this chapter, we show how MCTS can be used in the SPATAP framework. We
propose a number of computationally cheap rollout strategies that are specific for SPAT-
APs, and discuss how these relate to prior work (Sleight and Durfee, 2012; Capita´n et
al., 2013). We also investigate how certain domain-specific modifications of MCTS used
in the Scotland Yard game (Nijssen and Winands, 2012) can be transferred to SPATAP.
Additionally, we extend the SPATAPs framework to facilitate more realistic mod-
elling of commissioning warehouse tasks by including a drop-off point, i.e tasks have to
delivered to a depot location. We further impose a maximum capacity constraint on the
robots, such that they can only perform a limited amount of pick-ups before they have
to return to the depot location to clear their load.
Extensive empirical evaluations show that our MCTS approach leads to significantly
higher task performance, especially for more complex problems. Moreover, we also show
that the approach scales better than the previous state of the art, demonstrating ex-
cellent performance on an 8-robot team servicing a warehouse comprised of over 200
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locations.
The remainder of this chapter is structured as follows. Section 5.1 summarises the
related work. Section 5.2 presents the problem description and the environment. We
also recap the necessary theoretical background. In Section 5.3, we explain in detail how
MCTS can be used in the SPATAP framework for warehouse commissioning. Section 5.4
presents the empirical results of the approaches. Section 5.5 concludes the chapter with
a summary.
5.1 Related Work
The work of (Henn et al., 2012) relates to this research w.r.t. order picking and batch-
ing. Such approaches usually only generate static pick lists, which are then statically
executed. They do not allow for online re-planning or changing the task allocations
during execution. Furthermore, our approach can be run in a decentralised fashion.
Another well-known approach is the work done by KIVA (Wurman et al., 2008;
Enright and Wurman, 2011). They designed a system in which multiple mobile driving
robots bring complete shelves to the human pickers. On the shelves there are different
items to be picked or stored upon. The approach has several shortcomings. The task
allocation is done centrally and the mobile driving robots only execute the given orders.
This means that there is no online optimisation possible after the orders have been
assigned. Similarly, the robots do not decide on the same granularity as our approach;
in the KIVA approach, the robots take the shortest path to the given target, while in
our approach the robots make decisions on a much more fine-grain level like in which
direction to drive.
Auction-based approaches can be found in (Amador et al., 2014; Choi et al., 2009).
These do not address the sequential and changing nature of the tasks, since they assume
tasks to be static. Also auctioning, generally relies heavily on communication, while our
approach only needs the locations of the other agents.
Another related topic are general resource allocation problems (Wu and Durfee,
2010). The problem we address differs from that line of work in that we allow re-
allocation at every time-step and consider spatially distributed tasks and travel times.
Some related work that is also using MCTS for solving task allocation problems
is described in (Kartal et al., 2016). However, they deal with MRTA problems with
time constraints, i.e. a static task set. A complete plan is computed beforehand in a
centralised fashion and then executed, while with SPATAPs we are able to recompute
the plan online at every change of the global state.
Generally, most competing approaches based on task allocation methods suffer from
the problem that agents will not position themselves if no task is currently present, or
rely on communication between the agents.
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5.2 Warehouse Commissioning with multiple Robots
In warehouse commissioning, a team of agents needs to service a set of tasks distributed
in the warehouse. These tasks are single item orders that have to be fetched from within
the warehouse and brought back to the depot. Orders can be placed at any given time,
so that new tasks appear over time.
A typical warehouse layout is a rope ladder (Seward, 2015), depicted in Figure 5.1.
In this layout, the items are stored in shelves that are organised in aisles with some
cross aisles. The shelves can have multiple compartments at different heights. This
environment can be represented as a graph G with a set of nodes N and edges E as
overlaid in Figure 5.1. Each node represents a position in the warehouse where the
agent can reach a number of storage compartments, on both sides of the aisle and at
different heights. This limits the planning complexity without a loss in accuracy, since
we assume that the agent can pick from different sides and heights equally well. One
node is defined for the depot to which the orders have to be brought, marked in red in
Figure 5.1. The agents have a limited inventory, i.e. they can pick and store a limited
number of items, before they have to return to the depot to clear their load.
The agents can move along the edges in the graph. Each edge can have different
costs, e.g. edges moving through free space could be quicker than moving along a shelf.
There is also the possibility that movement is unsuccessful for the agent, due to wheel
slip or other uncertainties.
Orders are mapped to the locations in the graph and appear as tasks at the cor-
responding nodes. We assume that the distribution of the orders is known, e.g. by
analysing order histories. Therefore, we can model the probabilities of tasks appearing
for each location. More specifically, each node has a given chance p that a task appears
in the next time-step t, and p is known to the agents. The tasks can have different costs
c.
5.2.1 A commissioning Spatial Task Allocation Problem
The commissioning problem can be modelled as a SPATAP, which is a special case of a
factored MMDP as introduced in the previous chapter.
We expand the model with inventory states, leading to the following definition of a
commissioning SPATAP.
Definition 5.1. A commissioning SPATAP is defined as a tuple〈D,G, I, T ,S,AM ,AT ,A, PM , P T , RM , RT 〉, where
D is the set of n agents,
G = 〈N , E〉 is a graph comprised of a set of nodes N and edges E ,
I = {Iempty, . . . ,Ifull} describes the set of inventory states per agent,
T = {T0, . . . ,T|T |} is the set of task states per location nx,
S defines the set of states s, which can be factored as s = 〈λ, ι, τ〉, where λ and ι are
the respective vectors of the locations and inventory states of all agents, and τ is the
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Figure 5.1: A rope ladder warehouse, with two blocks of shelves and a drop off depot.
Overlaid is the resulting navigation graph from the warehouse model.
vector of the task status for all locations.
AM and AT are the sets of movement and task actions respectively, i.e. each agent i
can choose an action ai ∈ AM ∪ AT and a = a1 . . . an is the combined action for all
agents.
A is the set of all possible joint actions.
P T = Pr(τ ′, ι′|τ, ι, λ, a) define the task and inventory transition probabilities, and
PM = Pr(λ′|λ, a) models the changes in agent locations.
RT (τ, λ, ι, a) and RM (λ, a) define the rewards for the tasks and the movements.
In the commissioning setting, the possible movement actions AM are either staying
or choosing any outgoing edge to go to the next node. The task related actions are
defined as AT = {PERFORM TASK, CLEAR LOAD}. The task transition function
models the execution of a task, e.g., when an agent performs a task at a node and
the inventory of the agent is not yet exceeded, then the task state of the node and the
inventory of the agent are updated, and it also models the exogenous events of new tasks
appearing, i.e. by orders being placed.
While using the factored components enables us to relatively easily simulate the envi-
ronment, already enumerating all possible states may prove difficult, since the resulting
state space is equal to
|S| = |N ||D| · |I||D| · |T ||N |.
Thus, the size depends exponentially on the number of agents and the number of loca-
tions.
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Algorithm 7: Updated SimulateQ function for Sparse-UCT
function SimulateQ(s, qnode, a)
if EnoughSamples(qnode, a) then
s′, r ←RandomChild(qnode)
else
s′, r ← SimulationStep(s, a)
d← d+ 1
if Visited(s′) then
r′ ← SimulateV(s’)
else
r′ ← Rollout(s’)
d← d− 1
r ← r + γ ∗ r′
return r
5.3 Monte Carlo Tree Search for SPATAPs
A shortcoming of the EFWD approach as introduced in the previous chapter, is that
limiting the state space can lead to unwanted outcomes. For instance, using a phase-
myopic approach that only considers the nodes with currently active tasks might lead
to the agents not moving at all if there is currently no task present. This could lead to
large losses in performance compared to already moving towards the most likely positions
where the next tasks may appear.
In this chapter, we adopt the basic principle of distributed planning, including the
need to (approximately) model other agents, but we seek a more principled way of dealing
with the complexity of the individual planning tasks. In particular, rather than limiting
the size of the state space of these problems with ad-hoc approximations, we build on
principled methods to deal with large state spaces. We build upon sample-based planning
methods whose performance is independent of the size of the state space (Kearns et al.,
2002). We base our work on MCTS as introduced in Section 2.2.4 with UCT (Kocsis and
Szepesva´ri, 2006), which uses UCB1 (Auer et al., 2002) to select actions inside the tree.
UCT, however, is not directly amenable to distributed planning for SPATAPs. There
are a number of challenges that need to be overcome: First, there is an issue with the
extremely large number of states we want to consider. Second, it turns out that it can
be important to incentivize agents to do tasks themselves, rather than relying on other
agents to do them. Finally, a major difficulty is how the planning agent can predict
the behaviour of other agents. Previous work based such predictions on full solutions
of the ‘self-absorbed’ MDP, but this is not feasible for the problem sizes we want to
consider, and is too slow for application in a MCTS rollout policy. In the remainder of
this section, we propose a number of techniques addressing these issues.
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5.3.1 Dealing with huge State Spaces
While MCTS methods can deal with fairly large state spaces, huge state spaces are
problematic. If the number of states reachable from a given state by a given action is
very large for example, it can lead to the algorithm always being ‘outside the tree’ and
never building up meaningful statistics. This is a problem in SPATAPs: due to tasks
appearing at random nodes, it is very unlikely in our problem setting that choosing the
same action from the same state would ever lead to the same successor state twice.
To deal with this problem, we propose to use Sparse UCT (Bjarnason et al., 2009)
for SPATAPs, which builds upon ‘Sparse Sampling’, an online planning method whose
performance is independent of the size of the state space (Kearns et al., 2002). The main
idea behind Sparse Sampling is that it is sufficient to sample, for each visited node and
action, only some constant number w of successor nodes. We therefore keep track of
how many successor states have already been created for the same state and action, and
if the sample width w is exceeded, we return a random existing successor state instead
of sampling a new one. Algorithm 7 shows the adaption of the SimulateQ function to
incorporate the changes of Sparse UCT.
5.3.2 Incentivizing Agents
Accurately modelling the behaviour of the other agents is a fundamentally difficult
problem (which we treat in the next sub-section), and it is unlikely that an agent will
be able to make perfect predictions about what tasks will be addressed by the other
agents. However, incorrectly assuming that an important task will be addressed by a
team mate can lead to high costs. Therefore, in the face of such uncertainties, it might
be good if agents have a slight preference to do tasks themselves.
The inspiration from this comes from the cooperative game of Scotland Yard, where
it has been shown that the planning agent sometimes relies too much on other agents
fulfilling their task of catching the ‘hider’ (Nijssen and Winands, 2012). The authors
propose to discount the value of a successful rollout by r ∈ [0, 1] if a different agent
than the planning agent caught the hider. This idea cannot be directly translated to
our approach, since we have no definition of ‘successful rollout’. However, since we also
observed the behaviour that the planning agents were relying too much on the other
agents to perform a task, we propose a do-it-yourself (DIY) bonus if a task is performed
by the planning agent. The action PERFORM TASK is awarded an additional bonus
DIYr ∈ [0, 1] if it is performed by the planning agent. If the bonus is too small, especially
in symmetric configurations, there can be a tendency for no agent to do the task; if it is
too high, both agents tend to try to perform the task.
5.3.3 Modelling Other Agents: Greedy Rollout Policies
Good predictions of team mates are critical for the success of any distributed planning
approach. For an approach based on MCTS this is even more difficult, since action
Chapter 5. Warehouse Commissioning as a Spatial Task Allocation Problem 90
predictions for other agents are needed in every step of every simulation. This means
that the predictions should not only be sufficiently accurate, but also computationally
cheap.
For this purpose we introduce three greedy heuristics for SPATAPs. We do not only
use them to predict the actions of other agents (both ‘inside’ and ‘outside’ of the tree),
we also use them as the rollout policy for the planning agent (only ‘outside’ the tree),
which performs much better than a random rollout policy as we show empirically.
All three approaches are based on heuristic valuations of how much value each agent
i can generate for each task location nx. The evaluation function we use is defined as
follows:
NV(nx, i) =
−∞ if τnx = TemptyTV(τnx ,ιi)
dist(λi,nx)
otherwise
(5.1)
where Tempty means that there is no task present, dist(λi, nx) is the length of the
shortest path from the agent i to the node nx and TV(τnx , ιi) denotes an evaluation of
the task status at node τnx , given the current inventory status of the agent ιi. In our
case this is the largest sum of the cost values of the tasks at the node that can still fit in
the inventory of the agent, i.e. we keep adding the task with the highest available cost
until either the inventory is full, or there is no task left. This function TV can be used
to influence the agents’ behaviours. It could for instance also include other factors such
as the time the task is already active, if older tasks should be valued higher. As NV is a
reward function, we aim to maximise its value.
For all three heuristics, we assume that if an agent is at its capacity limit, it will
choose the shortest path to the depot and unload. These agents are also not further
considered in the planning process, until their inventory is empty again. In the following
the three heuristics will be explained in more detail.
1. Greedy with Social Law
A very simple heuristic is for all agents i to always move towards the node
that has the highest evaluation according to our NV function, i.e. ai =
GoTo(maxnx∈N NV(nx, i), i), where the function GoTo(nx, i) returns the next ac-
tion on the shortest path of agent i to node nx. If the agent is already at that
node, it returns the action PERFORM TASK.
In order to overcome symmetries, we can apply a social law similarly to the previous
chapter: If two agents have the same node with the highest reward, the one with
the higher id will go to the best evaluated node, while the next ranked agents
will go to the next ranked node. This heuristic will be used as baseline for our
evaluation.
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Algorithm 8: Reverse Greedy
Input : s: state < λ, ι, τ >
Output: a: actions for all agent
Let V be a vector of size |D|
Assign V [i]←∞ ∀i ∈ D
foreach nx ∈ N do
vbest ← maxi∈DNV(nx, i)
abest ← argmaxi∈DNV(nx, i)
if vbest > V [abest] then
a[abest]← GoTo(nx, abest)
V [abest]← vbest
return a
2. Reverse Greedy Allocation
The general idea behind the Reverse Greedy heuristic is to look at the problem
from the perspective of the nodes. The idea is that each location in the graph
is assigned to the agent that has the best evaluation for this node. This is also
comparable to a partition organisation as in (Sleight and Durfee, 2012), since all the
tasks are distributed between the robots according to their evaluations. However,
this approach adaptively changes the partition according to the changing locations
of the agents and tasks.
Algorithm 8 shows pseudocode for this policy. The argmax function returns the
agent that corresponds to the maximum node value vbest. This approach intrinsi-
cally takes care of a social law if the agents are always iterated in the same order
by the Index function, e.g. decreasing by id.
3. Iterative Greedy Allocation
For the final rollout policy that we propose, we can take inspiration from auc-
tioning approaches (as commonly used in MRTA, i.e. in (Capita´n et al., 2013)).
We evaluate all locations for all agents and iteratively assign the currently best
evaluated location to the highest ranked agent. This is very similar to Sequential
Single Item (SSI) (Algorithm 4) as presented in Chapter 2. More specifically, we
compute NV for all agents and all locations. The agent that has the node with the
best evaluation over all agents and locations, gets the location assigned and both,
the agent and location are removed for the future allocations. In the next iteration,
the agent which has the best evaluation for the remaining node is selected and so
on. Algorithm 9 shows pseudocode for this approach. The function GetBest(V, i)
returns the currently best evaluated location for agent i and its value.
Note that both Reverse and Iterative Greedy are centralised algorithms that suggest ac-
tions for all agents for a given state. However, these algorithms can be run decentralised
on the robots, which is possible, since the global state is known. During the planning
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Algorithm 9: Iterative Greedy
Input : s: state < λ, ι, τ >
Output: a: actions for all agent
Let V be a matrix of size |D||N |
V [i][nx]←NV(nx, i) ∀nx ∈ N ∀ i ∈ D
Aass ← ∅; Nass ← ∅
for iteration x < |D| do
nbest ← None; abest ← −1; vbest ← −∞
foreach Agent i ∈ D and i /∈ Aass do
nsel, vsel ← GetBest(V, i)
while nsel ∈ Nass do
V [i][nsel] = −∞
nsel, vsel ← GetBest(V, i)
if vsel > vbest then
vbest = vsel;abest = i; nbest = nx
a[abest]← GoTo(nx, abest)
Aass ∪ abest; Nass ∪ nbest
return a
process, each agent needs to predict actions for all other agents, thus these heuristics
are an efficient way to calculate these estimated actions all at once.
More specifically, during the UCT simulations: when ‘inside’ the tree, the planning
agent overrides the action prescribed by these algorithms with the action prescribed by
UCB1. In the rollout phase (i.e., outside the tree) all agents follow the prescribed actions.
Additionally, these heuristics serve as baselines. In this case, they are used without any
MCTS search. Each agent computes the heuristic until his action is assigned and acts
accordingly.
5.4 Experiments and Results
To empirically evaluate our proposed MCTS approach, we have implemented a ware-
house simulation and the proposed rollout policies in ROS (Quigley et al., 2009). Each
agent is simulated independently. This is realised by running each agent’s planning
approach in a different process. Only the global state (λ, ι, τ) is communicated from
the simulator to the agents, and there is no direct communication between agents. The
depot location is marked in red and the normal task nodes in green. The agents always
start at the depot. Movement actions have a 90% chance of succeeding, which simulates
the uncertainty in the real world, e.g. due to wheel slip or other sensor noise.
The probability of tasks appearing at a node is drawn randomly from a set of three
probabilities (plow =
0.2
|N | , pmid =
0.4
|N | , phigh =
1
|N |). This simulates that certain areas in
the warehouse may store items that are ordered at a higher frequency and vice-versa.
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Figure 5.2: Fixed vs online (re)-allocation for different policies using the world
warehouse-small with 30 nodes and different number of agents. The whiskers show
the 95% confidence intervals.
Each task that appears can have a different priority, i.e. higher costs of not servicing
this task. These are sampled according from the set of (c1 = 1, c2 = 2, c3 = 5) with
probabilities (pc1 = 0.8, pc2 = 0.1, pc3 = 0.1).
The seeds for creating the probability distribution and for tasks appearing are syn-
chronised between the different runs, such that for all policies, the same number of
tasks appear at the same locations during the run. We run 30 simulations of 100 time-
steps each, unless reported differently. As a baseline we use the proposed rollout policy
greedy with social law (GreedySL) without any MCTS search. We compare our ap-
proach against the EFWD approach as introduced in Chapter 4 with the k-SP-MDP
approximation and k = 5 nearest tasks, and additionally, we compare against using the
two heuristics, Reverse Greedy (Greedyrev) and Iterative Greedy (Greedyit), without
any MCTS search. For this evaluation, each planning agents computes the centralised
policy until its own action is assigned.
For our approach, the MCTS search runs 20,000 simulations up to a depth of 60
steps, while choosing the actions during the rollouts by one of the rollout policies in-
troduced in the previous section, i.e. Greedy with Social Law (MCTSSLGreedy), Reverse
Greedy (MCTSrevGreedy) and Iterative Greedy (MCTS
it
Greedy) or purely random selection
(MCTSrandom). We implemented all rollouts in an ε-greedy manner, i.e. uniformly
random actions are performed with a probability of ε = 0.05. These settings were
determined empirically.
5.4.1 Fixed allocation vs online re-allocation
We compared the heuristics using fixed allocation, i.e. the robots choose their tasks
and do not change it until it is performed, against online re-allocation, meaning that
the robots re-plan at every time-step. Thus, the fixed allocation methods (defined as
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Figure 5.3: DIY Bonus for different policies using the world warehouse-small with
30 nodes and different number of agents. The whiskers show the 95% confidence inter-
vals.
GreedySLalloc, Greedy
rev
alloc and Greedy
it
alloc) simulate behaviour as following the MRTA
framework, while online re-allocation is according to the SPATAPs definition. The
results are presented in Figure 5.2, where the whiskers show 95% confidence intervals.
Greedyit outperforms the baseline GreedySL and all other approaches with up to four
significantly, while with five agents the the fixed allocation methods, Greedyrevalloc and
Greedyitalloc are catching up.
When using fixed allocations, the two proposed heuristics, Reverse and Iterative
Greedy, are almost on par. However, using Greedyrev with online planning actually
decreases its performance, especially with more agents. The decreasing performance
can be explained by the nature of the simulation. As the agents all start at the depot,
all potential tasks are allocated only to the highest ranked agent. Thus the agents will
not spread out. When the allocation is fixed, the agents keep moving out as soon as a
task is assigned, thus they spread more making the partitioning of the Greedyrev more
effective. Additionally, that all methods (with the exception of Greedyrev) move closer
together with more agents, is the result of having relatively less tasks per agent. Thus
the effect of online planning is smaller. With larger worlds, thus relatively more tasks,
this effect is less.
To summarise, the online re-allocation yields a big advantage especially for Greedyit
and the GreedySL baseline, while for Greedyrev is actually a disadvantage.
DIY-Bonus
To evaluate which value for DIYr yields the best performance, we run the simulation
for different number of agents and increasing values of DIYr. Figure 5.3 shows the
resulting rewards with their 95% confidence intervals. As can be seen, the value of DIYr
has a high influence on the reward, especially for 2 agents. With only 2 agents, there
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Figure 5.4: Different rollout heuristics for different policies using the world warehouse-
small with 30 nodes and different number of agents. The whiskers show the 95%
confidence intervals.
are more situations in which there is a tie for a certain location, so it is better when
both head towards it, instead of no one. With more agents these situations occur less
frequently. For the remaining experiments we set the DIY bonus to 0.7 as a trade-off,
since especially in smaller worlds we experienced sub-optimal behaviour due to multiple
robots moving towards the same task location.
5.4.2 Different rollout policies
When comparing the different rollout policies, the results in Figure 5.4 show that the
MCTSSLGreedy outperforms the Greedy
SL baseline significantly. Thus adding MCTS
search to the heuristics significantly improves the performance. However, MCTS in
itself with using the random rollout policy (MCTSrandom), performs less well than the
baseline, showing that the rollout policies have a large influence on the performance.
Using Iterative and Reverse Greedy for the rollouts yields a significantly higher
performance than the other policies, especially for more agents. Both of these strategies
already take care of some task allocation, which helps to improve the action selection.
Therefore, we focus on these two approaches for further evaluation.
5.4.3 Planning times
To investigate the planning times, we randomly sampled 200 different states and aver-
aged the time it takes to plan in these states. We also included the previous EFWD
approach. The results are summarised in Figure 5.5. We can see that the search times
of all approaches increase roughly linearly with the number of agents. However, while
the MCTS-based approaches have a very consistent planning time, the EFWD approach
varies greatly. This is due to the k-nearest task approximation. When there is no task
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Figure 5.5: Planning times for different policies using the world warehouse-medium
with 66 nodes and different number of agents. The whiskers show the 95% confidence
intervals.
active, the planning time is nearly 0. However, as soon as there are one or more tasks
active, the planning time increases greatly. We can also see that MCTSrevGreedy is signif-
icantly faster than MCTSitGreedy, since it does not need to iteratively assign the tasks
after the evaluation.
5.4.4 Limited vs unlimited capacities
We have evaluated the approaches in settings where the agents have unlimited capacity
and the tasks appear uniformly distributed over the warehouse. Essentially, when the
agents have unlimited capacities, the depot node is obsolete, since the agents will never
return to unload. Figure 5.6 shows the result for the warehouse-small environment and
the office environment (the office is the same as in the previous chapter). In compar-
ison, with unlimited capacities (cf. Figure 5.6d and 5.6c), the resulting performances
are closer to one another than with limited capacities (cf. Figure 5.6f and 5.6e). The
MCTS based approaches still outperform all other approaches. The proposed heuristics
without MCTS (Greedyrev and Greedyit) perform as good as the EFWD approach.
Most significantly, the Greedyrev policy performs almost as good as the Greedyit policy,
which is in great contrast to the limited setting, where it yields even less reward than
the GreedySL baseline. This can be explained by the structure of the unlimited setting.
In principle, the adaptive partitioning of the Greedyrev should spread the agents out,
since tasks are appearing and the robots are moving out. After a while, all agents are
spread out and assigning tasks based on their locations works well. However in the
limited settings, the agents always need to return back to the depot, which mitigates
the effect of the partitioning, since the agents get clustered at the depot. This problem
is overcome when adding the MCTS search on top of the rollouts. The search helps all
agents to start spreading out, even in the limited setting.
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(c) office-world, unlimited capacity
3 4 5 6
# agents
0
10
20
30
40
50
60
av
g.
 re
w
ar
d 
in
 %
 o
f b
as
el
in
e
GreedySL
Greedyrev
Greedyit
EFWD
MCTS revGreedy
MCTS itGreedy
(d) warehouse-small, unlimited capacity
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(e) office-world, limited capacity
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(f) warehouse-small, limited capacity
Figure 5.6: Comparing the different approaches in the worlds office (a,c,e) and
warehouse-small (b,d,f) with infinite capacities and uniformly distributed task appear-
ances and with limited capacities and distributed task appearances. The whiskers show
the 95% confidence intervals.
EFWD performs much better in the office-world in comparison to the warehouse-
small. This is most likely due to the structure of the worlds. The office-world is much
more inter-connected, with almost no dead ends. Since EFWD does no positioning when
there are no tasks present, it helps that the average shortest path length between nodes
is a lot shorter in office-world.
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(a) warehouse-medium, #nodes=66
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(b) warehouse-large, #nodes=214
Figure 5.7: Comparing the different approaches in larger warehouse sizes and with
different numbers of agents. The whiskers show the 95% confidence intervals.
To conclude, while the presented heuristics work really well in simple environments
already by themselves, adding MCTS search still improves their performance. EFWD
yields good performance in highly connected worlds.
5.4.5 Larger warehouses
Additionally, we compared the different approaches in two larger sized warehouse models,
warehouse-medium with n = 66 (cf. Figure 5.8) and warehouse-large with n = 214 (cf.
Figure 5.1). For the large warehouse, we increased the number of simulated steps to 250
and the number of repetitions was decreased to 15.
EFWD was not able to complete any run in warehouse-large due excessive planning
times, i.e. more than 1000 seconds for one step. The results are shown in Figure 5.7.
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Figure 5.8: Positioning of MCTSrevGreedy in the world warehouse-medium after 50
steps. The appearance of tasks is disabled, but agents’ world model still assumes that
new tasks appear. All agents started in the top left corner. Other approaches like
EFWD and the heuristics without search would not have moved at all.
EFWD shows a generally increasing performance for more agents, but the relative re-
wards against the baseline are varying. Only for larger numbers of agents it can out-
perform the baseline and standalone rollout strategies. We can see that the two MCTS
approaches perform nearly identically for warehouse-small and warehouse-medium. The
good performance of Greedyit in warehouse-large is due to the high chance that there
are many tasks active in a larger world. Therefore, iteratively assigning the best tasks
yields a very good result. As soon as the number of agents increases however, MCTS
search improves the result again, since there are relatively fewer tasks to distribute, and
positioning becomes more important again.
5.4.6 Positioning
To show the effect of positioning, we let MCTSrevGreedy run for 50 steps, while we disabled
the appearance of new tasks assumed by the agents’ world model. Figure 5.8 shows that
the robots are nicely spread out. This is in stark contrast when using the heuristics
without any MCTS search and also the EFWD approach. These remain in the same
position if no tasks is present.
5.5 Summary
In this chapter, we look at the problem of multi-robot warehouse commissioning. The
problem is modelled as commissioning SPATAP, which includes the capacity constraints
of robots and a drop-off point. Previous solution methods do not provide the necessary
scalability for large problem sizes. As a solution, we introduced a MCTS approach for
these kind of problems.
Three different greedy policies are introduced, which can be used to predict the other
agents’ behaviours and also for the planning agent during the roll-outs. By combining
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sparse UCT with these greedy heuristics, we are able to plan online in large problem
sizes with up to 200 locations and a 8-robot team.
Our empirical evaluation shows that we can greatly improve the current state-of-the-
art, while also being able to solve much larger problems.
In the next chapter, we will investigate on deploying the approach on real robots. We
are setting up a multi-robot approach that is inspired by the RoboCup@Work (Kraet-
zschmar et al., 2014) competition. Multiple robots have to perform pick tasks in the
environment and bring them to a common depot node.
Chapter 6
Real World Multi-Robot
Warehouse Commissioning
In this chapter, we combine the previous work introduced in Chapter 3 with the work
in Chapter 4 and Chapter 5 to achieve a real world decentralised Multi-Robot System
(MRS). In the previous chapters, it was assumed that the robots are able to share
edges and nodes. While using the work as presented in Chapter 3 enables the robots to
navigate freely in the environment, there is a physical restriction the robots cannot be at
the same location at the same time. This has to be taken into account while planning.
Additionally, we need to deal with the asynchronous aspects of the robots’ movements.
More specifically, picking up an object takes considerably more time than moving to
another location.
We implement small scale warehouse environment in which a MRS is employed. Up
to three robots have to fulfil tasks in the environment, where a task is bringing items
to a common depot node. These tasks appear online over time with different priorities.
Thus, the coordination between the robots is an important factor to ensure that all tasks
are fulfilled in a timely manner.
The setting is inspired by the RoboCup@Work (Kraetzschmar et al., 2014) and the
RoCKIn@Work (S. Schneider et al., 2015) competitions. In these competitions, a single
robot has to fetch and deliver items in a small scale industrial setting. The focus is on
the capabilities of the individual robot like object detection, object manipulation, and
navigation.
We present the necessary preliminary work to implement such a real world warehouse
commissioning system. A reliable object recognition method is introduced and a model
for the inverse kinematics of the youBot arm is presented.
We are using up to three youBots concurrently, which all are running the same
algorithm onboard. The only communication between the robots is for the collision
avoidance as presented in Chapter 3 and there is a central warehouse management
system, which notifies the youBots when the tasks are updated, i.e. a new order has
come in or another robot has picked an object.
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We compare two approaches, namely using the iterative Greedy algorithm and com-
bining it with Monte Carlo Tree Search (MCTS) as explained in the previous chapter.
Our results show that the system is able to perform this complex task reliably.
The remainder of this chapter is structured as follows. Section 6.1 introduces the
robot competitions in more detail and summarises the related work. Section 6.2 details
the problem description and the approach. Section 6.4 presents the empirical results of
the approaches. Section 6.5 concludes the chapter with a summary.
6.1 Robot Competitions and Related Work
There exist a few competitions that aim to stimulate research in the field of MRS and
Multi-Agent Systems (MAS). The most well known competition is RoboCup, which
originally held mainly different robot soccer competitions with the aim to defeat the
human world champion by 2050 (Kitano et al., 1995).
In recent years, multiple other competitions have been added, whereas for this re-
search the most interesting is the RoboCup@Work (Kraetzschmar et al., 2014) competi-
tion. Another similar competition to RoboCup@Work, is the European funded RoCKIn
competition which was held in 2014 and 2015 and also featured an @Work competi-
tion (S. Schneider et al., 2015). In this competition the focus was to design a benchmark
testbed for the Factory of the Future (FoF).
In the @Work competition, the goal is for a single robot to fulfil pick and place orders
in a small-scale industrial warehouse-like environment. The focus is on the individual
capabilities of the robot like object detection, object manipulation, and navigation.
The competition is currently run with a single robot only, while there are plans to
have multiple teams competing at the same time. There is no standard platform required
for this competition, but most teams use a youBot with some modifications, for instance
the smARTLab@Work team competed with the youBot presented in Appendix A.1.
6.1.1 Related Work
There is some related work showing MRS in the real world. A notable work is (E.
Schneider et al., 2016), in which a total of 192 real world runs were performed with
three Turtlebots together with 960 simulation runs. In the work, various auctioning
approaches are evaluated on different dimensions according to the Multi-Robot Task
Allocation (MRTA) taxonomy. However, the act of performing a tasks is simulated by
the arrival of the robot. Likewise, the auctioning is performed by a central auctioneer,
while in our approach, we show a completely decentralised system, which actually picks
and returns the items.
In (Niemueller et al., 2014), the Carologistics team competing in the Logistics League
sponsored by Festo (Niemueller et al., 2016) describes their decisive factors for winning
the 2014 competition. They show that they are using an elaborate central planning
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component, which decides the tasks for all the robots. The centralised planning is
different from our approach, which employs decentralised planning on robot level.
In another work, in (Alonso-Mora et al., 2015a), they show how two youBots collab-
orate together to transport an object and navigate within a work space with obstacles.
They are relying on an external positioning system and the focus of the task is to trans-
port the object, while keeping the formation. In our approach, we use Convex Outline
Collision Avoidance under Localization Uncertainty (COCALU) as presented in Chap-
ter 3, which does not need any external localisation. Also, our tasks are dynamically
changing in the environment, while in the presented research there is only the single
transportation task to fulfil.
The work in (Khandelwal and Stone, 2017) shows a human guidance system, in which
a centralised controller makes use of various robots to provide navigation guidance to
humans. A MCTS and a heuristic approach is used to solve an Markov Decision Process
(MDP) formulation of the problem. While the general approach using MCTS, heuristics
and an MDP formulation are closely related to our approach, the centralised component
is in stark contrast to our decentralised approach.
In (Amato et al., 2015), so-called macro-actions with Dec-POMDPs are introduced.
The macro-actions define high-level actions, i.e. navigating to a different waypoint or
grasping an object. In (Amato et al., 2016), a multi-robot implementation of this macro
actions Dec-POMDP is shown for a bartender situated. Up to two waiter robots have
to check three different rooms to see if the customers want to order drinks. If drinks
are ordered, the waiters have to fetch a drink from the bartender robot and deliver it
to the customers. As mentioned before, the Dec-POMDP framework assumes a partly
observable state and another advantage of this approach is that it does not necessarily
need communication. In this implementation, the robots plan a policy oﬄine and during
run-time only execute this policy based on their observations and previous actions. In
contrast, our implementation is able to re-plan online as soon as a new global state is
observed.
To summarise, while there are several competitions aiming to foster research in the
direction MRS, there is limited published research in this field which can be directly
compared with the proposed system.
6.2 Problem Description and Environment
We assume a warehouse commissioning problem as introduced in Chapter 5. In more
detail, there is a team of robots that has the task to fetch objects from within the
warehouse on-demand. Thus, the orders can be placed at any point in time, according
to a model of the previous order frequencies, which is known to the robots.
The objects are distributed on various platforms, also called workstations, and the
robots have a common map of the environment including the locations of these work-
stations. However, the robots do not know the exact location of the objects. Hence, it
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(a) (b)
Figure 6.1: (a) RoboCup@Work arena from the competition in 2014 with extra static
obstacles. (b) Map of the arena. Annotated with service areas. D1 and D2 are the
depot areas and S1-S5 are the possible pickup locations.
(a) (b)
Figure 6.2: (a) The test environment in our lab with the three youBots located in the
depot area. (b) Map of the arena. The depot area and the possible pickup locations
S1-S7 are annotated.
is necessary to search the platform for the correct objects. The robots are allowed to
move freely within the environment.
The solution should be decentralised in order to be robust against single point of
failures and the planning has to be done online in order to cope with additional tasks
that appear.
In this section we will present the environment and assumptions that are used for
our approach. The problem we are trying to solve is described and the necessary re-
quirements for the solution are sketched.
The environment is inspired by the RoboCup@Work arena. In the arena are sev-
eral so-called service areas, i.e. manipulation platforms, on which the objects can be
grasped and placed. Figure 6.1a shows a picture of the 2014 RoboCup@Work arena and
Figure 6.1b shows the corresponding annotated map that is used for navigation.
We changed the environment slightly to fit in our lab. There is a single depot area
located in the lower left (cf. Figure 6.2), and there are seven pickup service areas (S1-S7)
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Figure 6.3: Original RoboCup@Work Manipulation objects. (a) M20 Bolt (M20 100),
(b) R20, (c) M20 Nut, (d) M30 Nut, (e) F20 Black (F20 20 B), (f) F20 Grey (F20 20 G),
S40 Black (S40 40 B), S40 Grey (S40 40 G).
(a) (b) (c) (d) (e)
Figure 6.4: Additional RoCKIn@Work Manipulation objects: (a) Motor, (b) Distance
Tube, (c) Axis, (d) Bearing, (e) Bearing Box
distributed in the arena. We are using up to three youBots as presented in Section A.1.
The youBot provides a holonomic drive for flexible navigation and a mobile manipulator
for grasping the objects. In Figure 6.2a, the three youBots are shown in their starting
positions in the depot.
The objects that we used in this research were taken from the RoboCup@Work
2016 competition. The set consists of the original RoboCup@Work objects as shown in
Figure 6.3 and a selected set of RoCKIn@Work objects, depicted in Figure 6.4.
6.3 Required Components for a Real World Application
In this section, we will present the required components for a real world application.
The robots must be able to navigate safely within the environment. For this, the robots
need to know where they are. Additionally, to be able to interact with the environment
the robots need to be able to detect and manipulate objects, we introduce a reliable
object detection method and for manipulation, we show how the kinematics of the
robot arm can be computed. Moreover, in order to apply the commissioning Spatial
Task Allocation Problem (SPATAP), as introduced in the previous chapter, we show
the needed adaptations to cope with the physical restrictions of the robots. Lastly, we
describe how complex behaviour for the robot can be created using a behaviour engine
and state machines.
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(a) (b)
Figure 6.5: (a) Pre-grip scan position. (b) Detected objects, classification and grasp
positions.
6.3.1 Localisation, Navigation and Collision Avoidance
One of the most crucial capabilities of an autonomous agent is to localise itself efficiently
in a known environment. To achieve this, we use gmapping (Grisetti et al., 2007) to
build a map of the arena beforehand. The map is shown in Figure 6.2b. After the map
is recorded it can be used by Adaptive Monte Carlo Localization (AMCL) (Fox et al.,
1999) for efficient global localisation as also explained in Section 2.3.1.
Another necessary capability of the robots is to navigate in the known environment
without colliding with obstacles. The map that was created with gmapping is used for
the basic global navigation. The global path is computed by an A* algorithm and is
then executed using the COCALUdwa approach as presented in Chapter 3. This allows
the robots to navigate freely in the environment.
6.3.2 Object Recognition
Besides being able to autonomously navigate, object detection and recognition is crucial
to be able to interact with the environment, i.e. picking up objects and placing them
in the correct target locations. We use the openCV-library1 to detect the objects.
Figure 6.5 shows the detection in a service area. As can be seen the camera is facing
the platform in a top down position.
We use the down-facing Intel Realsense camera which provides us with an RGB
colour image and a depth image. We calibrated the camera so that the images are
registered, which means that outputs are aligned such that the points in the RGB image
correspond to the points in the depth image. However, since the depth camera has a
much larger field of view than the RGB camera, the depth image has to be cropped to
fit to the field of view of the RGB image. This means, that the registered image field
of view is equal to the narrower field of view. Thus, while we lose some image parts, we
gain the possibility to use the full RGB and depth information of the remaining points.
1http://opencv.org
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(a) (b)
(c) (d)
(e) (f)
Figure 6.6: Object detection pipeline. (a) Input RGB image. (b) Processed RGB
image. (c) Input depth image. (d) Processed depth image. (e) Combined images. (f)
Detected contours of the objects.
This is necessary, since for instance, the depth camera uses an IR projection and de-
tection to calculate the distances. Unfortunately, black objects are often not reflective
enough for the IR camera, so that depth information is missing for those objects. Fig-
ure 6.6c shows the raw depth image. The shades of grey depict the measured distances,
while a lighter colour represents larger distances. Black pixels mean that there is no
depth information at that position. However, for the image processing, this can be used
as a feature.
When looking at the colour image (Figure 6.6a), silver objects are highly reflective
and in strong light these can appear on the RGB image to be as white as the background.
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So they are difficult to detect purely based on the RGB image.
By processing the two images, RGB and image depth, separately and then using the
combined contours, we were able to detect the objects much more reliably. Also, using
the depth information, it is possible to use the intrinsic camera parameters together
with the depth values to project the 2D pixel values from the image plane to a 3D
world frame. This is necessary to be able to detect the objects at varying heights,
since objects closer to the camera appear larger on the image that objects further away.
In our setup, the camera is down facing, so that the image is a top-down view of the
manipulation platform. Thus, the height can be calculated in a straight forward manner,
since the camera height is known, subtracting the average depth of the points gives us
the approximate platform height.
Figure 6.6 shows the object detection pipeline. For the processing of the RGB and
depth image, we applied an adaptive threshold filter to the input images and the image
is converted to black and white (see Figure 6.6 a-d). The white parts of the images are
eroded and diluted multiple times as a methods to reduce the noise in the images. The
two resulting processed images are combined (cf. Figure 6.6e) and this is used to detect
the contours of the objects as shown in Figure 6.6f. After the contours are detected
we can compute various features of the detected objects. We computed the following
features:
1. Lengths of the principal axes and aspect ratio
We create a rotated bounding rectangle around the contours, and the principal
axes are then defined by the length and the width of this bounding rectangle. We
use the lengths of these two axes to calculate the aspect ratio, by dividing the
larger axis by the shorter axis.
2. Perimeter length, area of the contour and circularity
We use the outline of the contour to calculate the length of the perimeter and the
area of the contour. These two values can also be used to compute the circularity
measurement:
4 ∗ pi ∗ area
perimeter2
,
This circularity measurement returns 1 for a circle and a value ≤ 1 for any other
shape.
3. Mean intensity
For all the points within the contour, we calculate the mean intensity value in the
greyscale image.
4. Convex hull points and convexity defects
We compute the convex hull of the contour and as one feature we count the num-
ber of points on the convex hull outline. Additionally, we count the number of
convexity defects, which is the number of concave areas under the convex hull.
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Figure 6.7: Learned J48 Decision Tree in WEKA.
We created a labelled data-set to train a J48 decision tree in WEKA (Hall et al., 2009)
for the recognition of the objects. The J48 decision tree was chosen, since it provides
human readable output, which is easy to interpret. Also the decision tree classification
is a direct lookup, so it can be run in real time.
To create the training set, we placed each of the items on a rotating platform and
recorded images from different positions of the camera and different rotations of the
object. Afterwards, the features of the detected contours were extracted and this dataset
was used to train the decision tree.
The resulting tree is shown in Figure 6.7. As we can see the features that were
eventually necessary to distinguish the objects are min axis length, aspect ratio, area,
intensity and the convex hull points.
Since we did not record negative samples, i.e. objects that do not belong to any of
the classes, the decision tree will always return a valid class for every contour which is
given to the decision tree. This means that the contour detection has to be tuned to
exclude any contours that does not fit our objects. For this, we use the recorded dataset
to determine the minimum and maximum values for each feature that was needed for
the classification and contours which fall outside these values are excluded.
6.3.3 Inverse Kinematics for the youBot Arm
In order to manipulate the detected objects, the various joints of the arm have to be
controlled such that the objects are grasped correctly. We implemented a simple inverse
kinematics (McCarthy, 1990) module to calculate the joint values for any top-down
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Figure 6.8: Simple inverse kinematics: By always gripping from a top down position
shown in (a) or a slightly angled grasp (b), we can determine all angles for the joints.
gripping point that is in the reach of the robot. Since we are gripping from a top-down
position, the inverse kinematics can be solved exactly, when we fix the first joint such
that it is always pointing in the direction of the gripping point as shown in Figure 6.8a.
Then the remaining joints can be calculated in a straightforward manner, by solving
the angles of a triangle with three known side lengths, since we know the distance of
the grip and also the lengths of all the arm-segments. We can also allow grasps in a
certain angle ε, as shown in Figure 6.8b. As can be seen, one part of the end-effector
now extends below the actual height. However, since we replaced the stock-endeffector
with flexible fingers (cf. Section A.1), these are flexible enough to compensate for the
height mismatch.
More specifically, the inverse kinematics can the be calculated as follows for any
given point p = (px, py, pz) (given in the frame of the robot arm) with a grasp-rotation
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(a) (b) (c)
Figure 6.9: Picking the F20 Black aluminium profile from the ground. (a) The object
can be reached top down. (b) The object can be reached with some angle in the last
arm segment. (c) The object is at the limit of the arms reach.
γ and end-link angle offset of ε as follows. The rotation angle for the first and last joint
is calculated by:
α1 = − atan2(py, px)
α5 = −α1 + γ
For the other joints, we need to calculate the projection distance of the two arm segments
l2 and l3:
dproj =
√
p2x + p
2
y − sin(ε)(l4 + l5)
Then, we need the difference in height of the grasp point pz with respect to the length
of the last joint including the endeffector length:
z∆ = pz − l1 + cos(ε)(l4 + l5)
This allows us to calculate the length of the hypotenuse of the triangle l2, l3, d∆:
d∆ =
√
d2proj + z
2
∆
With the lengths of the two joints l2, l3 and the hypotenuse d∆, we can calculate the
angles:
β4 = arccos
l23 ∗ d2∆ − l22
2 ∗ l3 ∗ d∆
β2 = arccos
l22 ∗ d2∆ − l23
2 ∗ l3 ∗ d∆
β3 = pi − β2 − β4
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We need to compensate for the tilt in the triangle:
δ2 = arcsin
zdiff
d∆
δ4 =
pi
2
− δ2 + ε
To achieve a top-down position the configuration is then defined as follows:
α2 =
pi
2
− δ2 − β2
α3 = pi − β3
α4 = pi − δ4 − β4
where lx∈{1,...,5} define the length and αx∈{1,...,5} define the joint configuration of the arm
segments, assuming that the zero position of the arm is pointing upwards for all joints.
The position-reproducibility of the arm is in sub-millimetre order, which means that
if the same joint configuration is commanded twice, the final positions are within a
millimetre difference. This proved to be sufficient for performing highly accurate grasp
and place trajectories.
When combining the object recognition and the inverse kinematics of the arm, we
can perform picks as shown in Figure 6.9. These picks show also the need to be able to
grasp from a slightly angled positions, since as shown in Figure 6.9b and Figure 6.9c, the
youBot would otherwise not be able to reach the object. In both pictures, the angle for
the second link from the arm α2, is already at its limit and the distance of the objects
is larger the maximal distance possibly achieved by a top down grip l2 + l3. Thus, the
end-link angle ε has to be used to be able to reach further. Since the inverse kinematics
can be solved geometrically, we perform a loop with increasing ε until a valid solution is
found or a maximum threshold for ε is exceeded. In the latter case the grasp fails and
the robot has to recover by re-positioning itself closer to the object.
6.3.4 Commissioning Spatial Task Allocation Problems in the Real
World
We use a commissioning SPATAP as defined in Definition 5.1. In order to be able to
apply this approach, we created a navigation graph, on which the robots perform the
planning. The graph is constructed by using the workstation locations and connecting
the nodes to the closest other platforms. The graph is shown in Figure 6.10.
The actual navigation does not follow the edges in a strict manner. The navigation
algorithm gets the target node as a goal and plans a path according to the currently
observed obstacles and the other robots. Using the COCALUdwa method allows that
the robots can move freely in the environment.
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Figure 6.10: Annotated map with service platforms and navigation graph. The edges
show only connectivity and not the suggested paths for the robots.
Additionally, there is a physical restriction that only one robot can perform a task
at a node, since the platforms are not large enough to enable multiple robots to perform
tasks at the same time. The navigation approach already prevents that the robots will
collide, but in order to prevent inefficiencies, the robots continuously re-plan as soon
as they are close to their target positions. In the following we will explain the robots’
behaviour in more detail.
6.3.5 Robot Behaviour Creation
A robot acting in the real world has to be able to perform various complex tasks and be-
haviours. These behaviours can be captured state machines. For this, we use the flexible
behaviour engine (FlexBe) 2. It allows to create state machines and provides tools for
consistency checking, some verification and visual inspection. It is developed for Robot
Operating System (ROS). The tool has been deployed by the team ViGIR (Schillinger
et al., 2016) in the DARPA robotics challenge (Pratt and Manzo, 2013) in which a hu-
manoid robot had to perform various different complex tasks. These tasks were ranging
from driving a vehicle, opening a door, walking through a debris field and operating a
valve. Thus, it is well suited to capture complex robotic behaviour. It allows the cre-
ation of hierarchical state machines. We can capture sub-tasks, for instance recognising
and localising an object or moving the robot arm, in a smaller state machine. These
sub-task state machines can then be used to create more complex behaviours such as
picking up an object at a service platform.
Figure 6.11 shows an example of the used state machines. States are shown in yellow
and sub-task state machines in grey and pink. The most high level state machine is
shown in Figure 6.11a. After a initialisation phase, in which the robot waits for the
initial state, i.e. the currently active tasks and the position, the robot loops between
the GetAction state and its different outcomes. During the GetAction, the planning
2https://flexbe.github.io
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(a) Global state machine.
(b) Perform Task state machine.
Figure 6.11: FlexBe interface for creating state machines. States are shown in yellow
and sub state machines are shown in grey and pink. (a) Global state machine. (b)
PerformTask sub-task state machine.
algorithm is called, for instance the MCTSitGreedy, which looks up the current global
state and calculates the best action. The outcomes are the possible actions in the
commissioning SPATAP, i.e. Stay, MoveToLocation, Unload and PerformTask. These
are then sub-tasks, which are handled in various sub-task state machines, such as the
PerformTask state machine shown in Figure 6.11b. In the commissioning SPATAP the
action PerformTask is corresponding to picking up an item at a location. Thus the
robot has to align itself to the platform, scan for the object and grasp it.
Within this framework it is possible to capture failures, such that if a (sub-)task fails,
it can be recovered. In our case the sub-task state machines always try to recover to the
previous state of the robot. More specifically, the robot ensures that there is no item in
the gripper and the arm is in a safe position for driving. Therefore, after a failure, the
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Table 6.1: The confusion matrix for the object detection. The top row shows the de-
tected labels and the first column shows the actual labels. The values are the percentage
of the classification outcomes.
F20
Black
F20
Grey
S40
Black
S40
Grey
M20
Bolt
M20
Nut
M30
Nut
R20 Dist.
Tube
Motor Bear. Bear.
Box
Axis
F20
Black
0.996 0 0 0 0.004 0 0 0 0 0 0 0 0
F20
Grey
0 1.000 0 0 0 0 0 0 0 0 0 0 0
S40
Black
0 0 1.000 0 0 0 0 0 0 0 0 0 0
S40
Grey
0 0 0 0.991 0 0 0 0 0 0.009 0 0 0
M20
Bolt
0.021 0 0 0 0.979 0 0 0 0 0 0 0 0
M20
Nut
0 0 0 0 0 0.966 0 0 0 0 0.034 0 0
M30
Nut
0 0 0 0 0 0.002 0.998 0 0 0 0 0 0
R20 0 0 0 0 0 0.006 0 0.994 0 0 0 0 0
Dist.
Tube
0 0 0 0 0 0.007 0 0 0.992 0 0.001 0 0
Motor 0 0 0.001 0 0.005 0 0.013 0 0 0.981 0 0 0
Bear. 0 0 0 0 0 0.051 0 0 0.010 0 0.939 0 0
Bear.
Box
0 0 0 0 0 0.002 0 0 0 0.004 0 0.994 0
Axis 0 0 0 0 0 0 0 0 0 0 0 0 1.000
robot loops back to the GetAction state and computes its new action.
We implemented Unload and PerformTask as uninterruptable, since during these
actions the robot moves its arm and manipulates objects. This means that these state
machines are executed until they succeeded or failed. On the other hand, during the
MoveToLocation state machine, the GetAction remains active and computes new ac-
tions as soon as a new global state is observed and the robot is close to its target location.
If the new action is also a MoveToLocation, the current navigation goal is updated to
the target location. This ensures that the robots move smoothly between the various
nodes even when the target node is occupied by another robot.
6.4 Experiments and Results
In this section, we present the experiments and results. In order to evaluate our object
recognition and grasping performance, we perform various experiments. For the object
recognition, we run 10-fold cross validation on the learned decision tree with the dataset
that contains about 1000 instances of each object. For the grasping evaluation, we
perform 10 picks of every item in different heights ranging from 0cm up to 20cm in 5cm
steps.
Additionally, we show the results of the presented algorithms in a small scale real
world warehouse commissioning setting. We use up to three youBots to simultaneously
fetch items from the environment as presented in Section 6.2.
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6.4.1 Object Recognition and Grasping
Table 6.1 shows the confusion of the object recognition approach when running 10 fold
cross validation on the recorded dataset. We can see that there are very little mis-
classifications. The most problematic classes are the M20 Nut and the bearing. These
two items are very similar in size, shape and mean intensity value (cf. Figure 6.3 and
Figure 6.4 for the objects). In Figure 6.5b and Figure 6.6a, the two objects are shown
close to the centre of the image. As we can see from the learned decision tree (cf.
Figure 6.7), the decision is than made on the number of points on the convex hull. Thus
if the corners of the M20 Nut are not detected well, or the outline of bearing is detected
with less corners, the object will be wrongly classified.
Also the F20 Black aluminium profile and the M20 Bolt were sometimes confused.
As we can see from the tree, the dividing decision is made from the minimal axis length,
which is for the bolt a bit larger, since it encompasses the head of the screw. Sometimes,
the outlines are cropped since they are in the corners of the detection image. For
instance, in Figure 6.6f, the M20 Bolt is slightly cropped at the top. If it would now be
rotated by 180 degrees, the detection would probably fail.
Similarly, the Motor and the M30 Nut are confused. If the thin top part of the Motor
is not detected or cropped, the aspect ratio changes, such that the classification will be
an M30 Nut.
While this approach has be shown to be highly accurate and well suited for our
needs, these examples show the shortcomings of this approach. Mis-classifications can
still occur due to the previously mentioned reasons. The most common reason was that
the contours were not correctly detected in the first place, such that either only a part
of the item was detected or multiple items have been merged to a single contour in
cluttered situations. In these cases the features are not corresponding to the learned
classes.
There are many other options and possibilities to improve the detection and recog-
nition method, for instance using the 3D point clouds instead of the separate RGB and
depth images, but these exceed the scope of this thesis.
Besides the accuracy of the object recognition, we evaluate the grasping performance.
We place each item in front of the robot at different heights at 0cm (on the ground),
and on various tables of 5cm, 10cm, 15cm and 20cm height. The objects were manually
placed in 10 positions with different rotations which were randomly generated. The
youBot does not know these positions beforehand, thus it needs to look for the object,
detect the position and height of the object, and calculate the inverse kinematics to
perform the grasp.
As an example, Figure 6.9 shows three picks of the F20 Black aluminium profile from
the ground and Figure 6.12 shows three picks each from the different platform heights.
In Figure 6.13, we can see sample picks of the grasps of the various objects at a platform
height of 15cm.
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(a)
(b)
(c)
(d)
Figure 6.12: Picks of the F20 Black aluminium profile from various heights. (a) 5cm.
(b) 10cm. (c) 15cm. (d) 20cm.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6.13: Picking the different objects from a platform at 15cm height. (a) F20
Grey. (b) S40 Black. (c) S40 Grey. (d) M20 Bolt. (e) M20 Nut. (f) M30 Nut. (g) R20.
(h) Bearing. (i) Bearing Box. (j) Distance Tube. (k) Axis. (l) Motor
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Table 6.2: Number of successful grasps for the various objects from different heights
out of 10 trials.
0 cm 5 cm 10 cm 15 cm 20 cm
F20 Black 9 10 10 10 10
F20 Grey 8 9 10 10 9
S40 Black 10 10 10 10 10
S40 Grey 10 10 10 10 10
M20 Bolt 9 10 10 10 9
M20 Nut 10 9 10 10 8
M30 Nut 10 10 10 10 10
R20 10 10 10 10 10
Dist. Tube 7 8 10 9 9
Motor 10 10 10 10 10
Bearing 9 10 10 10 10
Bear. Box 10 10 10 10 10
Axis 10 9 10 10 10
(a) (b) (c)
Figure 6.14: Picking objects in the presence of multiple other distracting objects. (a)
Axis. (b) M30 Nut. (c) R30.
Table 6.2 summarises the results. It shows the number of successful grasps out of
the 10 trials for each object at the different heights. As we can see, in most cases the
grasps succeed. Especially the larger objects such as the Motor and the S40 Black and
Grey are picked every single time. On the other hand the Distance Tube proved the
most difficult to grasp. This is due to the small size and low height of the object, thus
the detection has to be very precise. Also if the grasp has to be at an angle, since a top
down grasp is out of reach, it can happen that the gripper cannot get low enough to
grasp the object. For instance, if we look at Figure 6.13l and Figure 6.13c, we can see
the effect of an angled grasp with the compliant fingers of the gripper. The finger which
is further away from the arm is hovering slightly above the platform height, while the
other finger gets deformed quite a bit. This effect is more pronounced on larger items,
since the fingers move at an arc. This is in contrast to smaller items, where the gripper
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Table 6.3: Generated orders.
Time 0s 40s 50s 90s 110s 120s 130s 150s 160s 190s
Location S4 S5 S4 S4 S3 S7 S2 S7 S5 S7
Priority 5 1 1 5 1 2 5 1 1 1
can close the fingers further as shown in Figure 6.13k.
When comparing the picks at different heights (Figure 6.12), we can see that for
5cm and 10cm the second and third arm segment from almost a parallel line to the
ground. Thus, when revisiting Figure 6.8, we can see that dproj ≈ l2 + l3, meaning that
in these heights the arm can reach the furthest, while for 15cm and especially 20cm we
can see that the two arm segments point upwards, an the projected distance will be
more limited, i.e. dproj < l2 + l3. We would expect that the performance is also the best
in these heights, which can be confirmed, as for 10cm every grasp succeeded for every
object.
We also tested the approach for picks in more cluttered environments as shown in
Figure 6.14. In these cases, we placed all items on the table and requested a grasp of a
specific item. The robot was able to pick all the items.
To summarise, the inverse kinematics model together with the shown object detection
method, we are able to perform grasps for all the objects on various different heights.
6.4.2 Warehouse Commissioning Results
After evaluating that the main components are working to our satisfaction, for the main
evaluation, we implemented a small scale warehouse environment, in which orders are
simulated to come in over time, and these need to be picked by the robots and brought
back to the depot.
For the model of how the orders can appear, we use a discrete step which takes 10
seconds. After each step, new orders can appear at every pickup location with probability
p = 0.03.
The orders appear in three different priorities values, Plow = 1, Pmedium = 2 and
Phigh = 5. The probability distribution for the different priorities is p(Plow) = 0.8,
p(Pmedium) = 0.1 and p(Phigh) = 0.1. Thus generally, the tasks appear with low priority,
while sometimes medium or high priority orders appear.
We run the setup for three and a half minutes, i.e. 210 seconds, in which the orders
appeared according to the model, and afterwards we stop new orders from appearing
and let the robots run until the last order is picked up and returned to the depot. The
orders that were generated are shown in Table 6.3. For the locations refer to Figure 6.2.
We evaluate this setting with two and three youBots which are all equipped with
the sensors and modifications as explained in Section A.1. The youBots run all the
code onboard and are connected to a shared WiFi over which they broadcast their
own positions and receive broadcasts from the warehouse management system, which
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periodically sends out the current state of the system with 5Hz. The youBots use the
COCALUdwa implementation as introduced in Chapter 3 for navigation.
We use the commissioning SPATAP, with the adaptations as explained in Sec-
tion 6.3.4. We compare the Greedyit algorithm with MCTSitGreedy as introduced in
Chapter 5 for deciding which action to take next. We repeat each approach 10 times for
two and three youBots.
As evaluation, we calculate the weighted average active time (WAAT) for an order,
i.e. the time in seconds from the appearance (ta) of the order until being picked by a
robot(tend), weighted with the priority:
WAAT =
∑
t∈T
Pt ∗ (tend − ta), (6.1)
where T are the appeared tasks over the whole run and Pt is the priority of the task.
If a task is not picked yet at an evaluation moment, the current time is chosen as
tend. Additionally, we evaluate the overall finishing time, i.e. when the last robot has
returned to the depot and has unloaded, and record the average driven distance, and
average linear and angular jerk per robot.
Figure 6.16 shows an overview of a run using the MCTSitGreedy approach and Fig-
ure 6.15 shows a run Greedyit each with 3 youBots. The pictures of the real world state
are shown on the left, and a graphical representation of the state is shown on the right.
It shows the currently active tasks on the platforms (a), the already picked tasks (p) and
the inventories of the robots (I). Also the number of tasks delivered back to the depot
is shown.
Something that is directly visibly when comparing the two figures is that with using
the MCTS approach, the robots drive more, even though no tasks are present. After
30 seconds, all three robots are dispersed, while with Greedyit only one robot is active
after 30 seconds, and it takes more than 120 seconds until the last robot is assigned a
task.
This is due to the nature of the simulated appearance of the tasks as shown in
Table 6.3. At first only an item from top right corner (S4) is ordered. After 30 seconds
another task becomes active at the lower right platform (S5), then another two tasks
appear at S4, and only after 110 seconds an item is ordered at a third platform (S3) and
after 120 seconds from S7.
The Greedyit algorithm, shown in Figure 6.15, performs as expected. The youBot
with highest ID (blue traces) gets the first task assigned at S4, since the other youBots
run exactly the same algorithm, they reach the same conclusion and they remain sta-
tionary. The next ranked youBot (green traces) performs the tasks at S5 and is finished
quickly enough to perform the task that appears at S3. The highest ID youBot is still
busy at the top right corner, since new tasks have appeared during the pickup. Thus
only after the task appears at S7, the last youBot (red traces) comes into play since at
that point both other youBots are still busy performing tasks. At that time the highest
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Figure 6.15: Real world run with Greedyit and three youBots. Showing the picture of
the overhead camera (left) and the state (right), consisting of the driving traces, active
tasks (t) and picked tasks (p) on the workstations and the inventories of the robots (I).
(a) after 30s. (b) after 60s. (c) after 120s.
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Figure 6.15: Real world run with Greedyit and three youBots continued. Showing
the picture of the overhead camera (left) and the state (right), consisting of the driving
traces, active tasks (t) and picked tasks (p) on the workstations and the inventories of
the robots (I). (d) after 210s. (e) at the end, after 275s.
ID youBot has picked up three items, thus it has to drive to the depot to unload before
performing another task. After 210 seconds only three tasks remain to be picked and
at each location already a robot has arrived. Thus, the tasks are picked and the robots
drive back to the depot.
When inspecting the MCTSitGreedy run, shown in Figure 6.16, we can see that already
in the first 30 seconds all robots are moving out and distributing themselves in the
environment. After 60 seconds, when comparing the state with the Greedyit approach,
we can see that this time the distribution actually was at a disadvantage, since the
robot is a bit further away from the task. But after 120 seconds, it worked as an
advantage, since a tasks appeared at S7, and one youBot is in close vicinity of the
platform, while with the other approach the robot has to drive from the depot all the
way to the task. In the end, we can see that the finishing times are almost identical for
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(c) 120s
Figure 6.16: Real world run with MCTSitGreedy and three youBots. Showing the
picture of the overhead camera (left) and the state (right), consisting of the driving
traces, active tasks (t) and picked tasks (p) on the workstations and the inventories of
the robots (I). (a) after 30s. (b) after 60s. (c) after 120s.
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(e) end, after 286s
Figure 6.16: Real world run with MCTSitGreedy and three youBots continued. Show-
ing the picture of the overhead camera (left) and the state (right), consisting of the
driving traces, active tasks (t) and picked tasks (p) on the workstations and the inven-
tories of the robots (I). (d) after 210s. (e) at the end, after 286s.
the two approaches, while the MCTSitGreedy take slightly longer to finish. This is due
to MCTSitGreedy spreading out, thus the robots are not at the depot when all tasks are
picked, thus all three robots have to drive back at the same time, while with Greedyit,
a robot that did not get a new task after unloading remains at the depot.
In Figure 6.17 a run with two youBots is compared. After 120 seconds (cf. Fig-
ure 6.17a), both approaches are similar far. Greedyit approach was a bit faster in the
top right corner, thus the youBot is already finished and starting to drive back to the
depot, while with MCTSitGreedy, both robots moved out at the same time. This resulted
in more complex paths. After 210 seconds, shown in Figure 6.17b, there are still three
tasks active at S7 (left) with Greedyit, and another one at S2 (centre) and S5 (lower
right) each, while MCTSitGreedy has only one task left at S7, and the same amount of
tasks at S2 and S5. Thus again, the positioning of MCTSitGreedy enabled it to get to the
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(a) State after 120s, Greedyit (left) and MCTSitGreedy (right)
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(b) State after 210s, Greedyit (left) and MCTSitGreedy (right)
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(c) end, Greedyit (left) after 402s, MCTSitGreedy (right) after 383s
Figure 6.17: Real world run comparing Greedyit (left column) and MCTSitGreedy
(right column) and two youBots. Showing the state, consisting of the driving traces,
active tasks (t) and picked tasks (p) on the workstations and the inventories of the
robots (I). (a) After 120s, (b) after 210s and (c) at the end, after 402s for Greedyit and
383s for MCTSitGreedy.
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Figure 6.18: Evaluation of the two approaches. (a) The weighted average time the
tasks were active is shown. Evaluation after 210 seconds and at the end. (b) The overall
finishing time.
tasks at S7 much quicker than with Greedyit. Which is also reflected in the finishing
times.
The quantitative results for exhibit a similar result. Figure 6.18 shows the results
for the finishing time and WAAT. Examining Figure 6.18a, we can see that the WAAT
is slightly better when using the MCTSitGreedy approach. However, this result is only
significant after 210 seconds with two robots. When comparing the results at the end of
the run, they are very close together. After 210 seconds, the stopped the appearance of
the tasks according to the model. Nevertheless, MCTSitGreedy still plans as if the tasks
will appear. Therefore, it continues to position itself, it might not take the direct and
shortest routes to the remaining tasks. On the other hand, when running the Greedyit
approach one youBot will always drive the shortest way an active task.
For three robots, both approaches yield very similar performance, with a slight,
but not significant advantage for the MCTSitGreedy approach. As we can also see from
Figure 6.15, showing the Greedyit run with three robots, the third robot is not needed
until 120 seconds, only then all three youBots are performing tasks simultaneously. Thus,
there is not much advantage when running MCTSitGreedy in comparison to Greedy
it.
When looking at the differences in WAAT after 210 seconds, after which no new
tasks appeared, and the finish time, we can see that there is much larger difference
with two robots than with three robots. This is explained, when comparing the finish
times Figure 6.18b for the approaches. With three youBots, the approaches can keep
up reasonably with the appearing tasks, such that after 210 seconds almost all tasks are
already finished, while with two youBots, a lot of tasks still remain to be done.
Interestingly, we can see that MCTSitGreedy actually finished later with three robots
than Greedyit, while with two robots both results are almost on-par. This is as ex-
plained before, as MCTSitGreedy spreads out, when the last pick is finished and the
robots are called back to the depot, they are usually further away than Greedyit. With
two youBots, both robots are active until the end, thus the difference is not as visible.
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Figure 6.19: Evaluation of 10 runs with two and three youBots running Greedyit
and MCTSitGreedy. Each youBot is evaluated independently, shown in decreasing ID
from left to right. The whiskers show the standard deviation, and the boxes the 90%
confidence interval. Evaluation after 210 seconds (a, c, e), and after the run was finished
(b, d, f) for distance, and linear and angular jerk.
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When comparing the distances driven and jerk results for the robots, we can see that
the advantage of MCTSitGreedy is achieved with significantly higher driving distances and
jerk costs. Figure 6.19 shows the results per robot with decreasing ID from left to right.
As Greedyit is deterministic, all robots receive the same tasks in the same situation,
therefore the deviation of the results is usually much smaller than with MCTSitGreedy.
Nevertheless, since the robots are driving using free navigation, and the robots con-
tinuously re-planned while driving, it happens that the different runs yield different
behaviour. We can see that the, higher ID robots have also a significantly higher driving
distance than with MCTSitGreedy, where the distances are more evenly spread. This is
because MCTSitGreedy is already probabilistic in its nature due to the MCTS rollouts.
Therefore, the robots do not act the same in any two runs.
An advantage of the decentralised approach is that if a robot brakes down, the
algorithm reacts accordingly. Since the robot does not broadcast its position anymore,
the other robots will not plan with that robot, i.e. they will not predict that the broken
robot will do any tasks and therefore, the approach reacts online to the break down of
a robot.
Similarly, if a new robot is added to the system, the other robots automatically react
to that as soon as they receive the position of that robot. This approach assumes that the
other robots are actually collaborating to a common goal and actually perform sensible
behaviour and do not try to mislead the each other by broadcasting wrong information.
As a result, the approach in the current form is aimed at collaborative settings were a
team of robots has a common goal and the robots have no incentive to perform more or
less tasks than the other robots.
To conclude, the results show that running an approach like MCTSitGreedy can be
advantageous over a more simple heuristic like Greedyit, especially is settings in which
the coordination is crucial. This is for instance in cases where the number of tasks is
about equal to or just above the number of robots, as in the setting with two youBots.
However, it can also be seen that this advantage is achieved with the trade-off of much
higher driving distances.
6.5 Summary
In this chapter, we have shown how the navigation approach COCALU as presented in
Chapter 3 can be combined with the SPATAP framework from Chapter 4 and Chapter 5
to implement a real world warehouse commissioning application. We have introduced
and evaluated the necessary additional components, i.e. object recognition and inverse
kinematics of the robot arm, and we have present the MCTSitGreedy and Greedy
it ap-
proach running on two and three robots. While MCTSitGreedy performs better in terms
of weighted average active times of the tasks, this comes at a costs of higher driven dis-
tances and the resulting higher costs in linear and angular jerk. Additionally, when we
stop the appearance of tasks, the performance of MCTSitGreedy decreases. Hence, as soon
Chapter 6. Real World Multi-Robot Warehouse Commissioning 130
as the model used for planning does not correspond to the actual model anymore, this
should be taken into account. Nevertheless, we show that the robots are able to perform
this complex task without communicating the concrete actions between the robots and
each robot running the approach onboard. The action selection is solely based on the
commissioning SPATAP as presented in Chapter 5. More specifically, only the global
state is broadcast by the warehouse management software. Actually, if the robots could
see or detect the tasks and other robots by other means, e.g. by some form of radar or
using cameras, no communication would be needed at all, which is in contrast to the
usual approaches that need more sophisticated communication methods.
Chapter 7
Conclusions
To conclude this thesis, we will review the main contributions and limitations of this
work and discuss possible directions for future work.
7.1 Contributions
In this work, we have studied decentralised solutions for Multi-Robot Systems (MRS),
with the focus on applications in the physical world. We conducted the research based
on the research questions introduced in Chapter 1. In the following, we aim to answer
these questions.
To what extent can we ensure decentralised collision free navigation in a
highly dynamic setting considering that other robots, humans and other
known and unknown obstacles might be present?
In Chapter 3, we have shown how we can combine an onboard localisation method,
namely Adaptive Monte Carlo Localization (AMCL), with the Velocity Obstacle (VO)
paradigm to enable safe navigation of multiple robots in a common workspace. We
have shown how to take the robots’ own localisation uncertainty into account and how
the system can be implemented only based on local communication, sharing the robots
positions and using a common reference frame. These prerequisites are in many cases
easily satisfied, especially in industrial environments where even global communication
might be possible through WiFi or other systems.
We have introduced a sampling based approach, which enables better control of
the robots’ behaviours using cost functions. Combining this approach with a human
detection method allows for safe navigation in the presence of other robots and humans.
While this approach was already able to avoid dynamic and static obstacles, it treated
static obstacles simply as stationary robots leading to problems in tight situations. As
a solution, we have combined the sampling based approach which the Dynamic Window
Approach (DWA). As a result, it is possible to use the forward simulations of the DWA
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to avoid obstacles in configuration space and we can avoid dynamic obstacles, such as
other robots and humans using the translation in velocity space.
In summary, by combining sensor-based localisation with local communication we are
able to allow free navigation in highly dynamic settings in which other robots, humans
and static obstacles are present.
To what extent can we derive a formal framework within which Multi-Robot
coordination can be described, understood and evaluated?
To answer this research question, in Chapter 4, we revisited the current research in
Multi-Agent Systems (MAS), and more specifically the Multi-Agent Markov Decision
Process (MMDP) framework. We defined a sub-class of problems within this framework,
which we called Spatial Task Allocation Problems (SPATAPs).
While there are algorithms that converge to optimal policies for solving MMDPs,
such as Policy Iteration and Value Iteration, these algorithms do not scale anywhere
near to the problem sizes that we are considering. To tackle this problem, we identified
a number of subjective approximations that exploit the characteristics of the problem.
While these approximations allow us to approximate the aggregated effect of the other
agents, further approximations are necessary. We introduced phase approximations,
that, combined with the previous approximations, reduce the state and actions space
complexity to tractable sizes without any exponential dependence on the number of
agents or the number of possible locations.
To further understand and evaluate the framework, we performed an empirical eval-
uation, comparing against a state of the art partitioning approach and where possible
(for very small problem sizes) against the optimal solution. We show that our approach
yields near optimal solutions while outperforming the partitioning approach.
To conclude, using the SPATAP framework, it is possible to define many problems as
a subclass of MMDP. While for most problem sizes it is computationally intractable to
solve them optimally, we can exploit the underlying structure and use approximations.
Using this framework, we can formally analyse and evaluate the performance of various
different algorithms.
To what extent can this formal framework be used to implement and deploy
decentralised Multi-Robot Systems?
While we introduced in Chapter 4 a formal framework and a first algorithm to deal
with various problems in the MRS domain, the framework needed to be extended to
deal for instance with transportation tasks as commonly occurring in the warehouse
commissioning domain, where the items have to be picked up and transported to a
drop-off depot.
In Chapter 5, we define the commissioning SPATAP, which covers these warehouse
commissioning problems. We impose maximum capacity constraints on the robots.
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While the previous approach can still be applied to this problem, it did not scale well
enough for large real world sized problems.
As a solution, we show how Monte Carlo Tree Search (MCTS) can be used in the
SPATAP framework to alleviate the need for the previous approximations and to enable
the required scalability to allow for online planning even in larger problem sizes. We
introduce cheap rollout strategies that are inspired by Sequential Single Item (SSI)
auctions and an online partitioning approach.
We empirically show that the MCTS approach leads to significantly higher perfor-
mance especially in larger and more complex problems, when compared to our previous
approach. Moreover, we show that the approach scales better, yielding high performance
on a warehouse with over 200 locations and an 8-robot team.
To what extent can the developed framework and algorithms be deployed
in an Industry 4.0 context, considering single robots, multiple robots and
humans?
Since the previous results have been obtained in simulation, we present the implemen-
tation of a physical warehouse environment in Chapter 6 to further investigate the
applicability in an Industry 4.0 context. Since we have shown in Chapter 3 that the
navigation approach is able to deal with humans in the workspace, we have focused on
evaluating the planning framework for a single and multiple robots.
We introduce the necessary additional components for the robots when acting in
a physical environment. The MCTS approach introduced in Chapter 5 enables decen-
tralised online planning on the robots. The physical runs show the advantages of a
decentralised system. The robots can be removed and added on-the-fly without needing
to reconfigure the system. We evaluate the differences between the greedy heuristics and
the MCTS approach on up to three youBots and show that while the MCTS approach
has better performance in terms of the weighted average active time of the orders, this
comes at a trade-off of higher driving distances. Moreover, in the physical setting, the
advantage of the MCTS was more apparent with two robots than with three robot. To
summarise, the MCTS approach is more effective when the model is accurate and when
there are more tasks than robots, since then the planning helps to coordinate more
efficiently.
7.2 Applications to other domains
The application of the decision making approach is not limited to the specific warehouse
commissioning task as shown in Chapter 6. Every time that a team of robots has to
fulfil tasks that are at different locations, this idea can be applied. More specifically, as
long as the environment can be formalised as SPATAP, this approach can be applied.
Let us assume for example an urban taxi environment, where the customers have to
be picked up by a team of (autonomous) taxis, this would a similar application, since
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we can also model where it is likely that a taxi is needed in the future. In such an
environment, our approach would be well suited. Another different application, could
be for instance in a search and rescue environment, where a lot of houses have to be
searched and the robots have to decide to which house to go next.
Our approach plans with the current global state only, i.e. the positions of the
robots and the locations for the tasks. This is the only communication required, and
this information can be broadcast even with an unreliable communication method. Some
parts of the state could even be observed by different means such as vision.
Other approaches, like auctioning, need to communicate in two ways, i.e. they need
to react on the information they receive and reply, thus they need a reliable communi-
cation method and a protocol that they have to adhere to. If in our approach a message
is not received, the robots will automatically react to that and plan accordingly, i.e. if
a robot breaks down and does not broadcast it’s position anymore, it will not be taken
into account during the planning, and the tasks will still be carried out.
7.3 Limitations of the approach
The main limitation of the approach is the assumption that the robots have access to
the complete state, i.e. in the warehouse commissioning example, all the currently active
orders and all positions of the other robots. While this is usually feasible in industrial
applications, in less controlled environments this assumption can sometimes be hard to
fulfil, because communication might be limited. However, we have shown in Chapter 4
that even if the global state is approximated, the approach yields good results. This
result is promising to alleviate this limitation. Additionally, an option would be to extend
the framework towards Partially Observable Markov Decision Processes (POMDPs),
which are able to handle with partial-observability at the cost of a more complex model.
The presented algorithms are developed for a collaborative setting. Thus, the ap-
proach assumes that the other robots are in fact collaborating towards a common goal
and perform ”sensible” behaviour, e.g. they do not try to mislead each other by broad-
casting wrong information. For instance, if the robots are coming from different stake-
holders, this might not necessarily be the case. To counter this limitation, the robots
should have no incentive to perform more or less tasks than the other robots.
7.4 Future Work
In this thesis we have investigated the applications of decentralised Multi-Robot Systems
in real world settings. In Chapter 3, we introduced a collision avoidance algorithm
that is relying on local communication for robot-robot detection. This prerequisite can
be alleviated in a straight forward fashion by implementing a vision based detection
method as described in (Tuyls et al., 2016). In (Bareiss and Berg, 2015), the control
obstacles were introduced, which maps the configuration space into the control space
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of the robots. This enables a more general representation of the control inputs that
will lead into collision. Using these control space obstacles instead of the obstacles in
velocity space, can possibly lead to even better performance.
In Chapter 4, we have focused on deriving a formal model that we can use to describe
and evaluate various problems in the MRS domain. While we are able to compare against
an optimal solution, this is usually only feasible for very small problem sizes. Thus, an
interesting direction for future work would be to investigate quality guarantees for the
proposed approximations and approaches. Additionally, the notion of empathy relates
to the field of plan and intent recognition. It would be interesting if the presented
approximations are applicable in the area of research as well.
Another valuable benchmark could be made by comparing against repeatedly ap-
plying SCRAM (MacAlpine et al., 2014) and/or the Hungarian method (Kuhn, 1955)
after each time step. This would allow for these approaches that the allocation might
be changed during the execution. While these approaches are centralised, they could be
run on decentralised every robot, since the result is deterministic.
Additionally, extending the model to allow for other interaction settings, such as
positive interactions, i.e. tasks for which multiple robots are required. Other future
work includes to investigate the effect, if only parts of the tasks would be known, and/or
the information of the other robots is inaccurate, missing or delayed.
The work in Chapter 5 has focused on extending the SPATAP framework to a more
complex application and introducing a scalable solution method that can run decen-
tralised and online on the robots. Some possible routes for future work are for instance,
tuning the node evaluation function NV (Equation 5.1). We can include a weighted con-
nectivity of the nodes as a value. More specifically, we can compute a force-field, based
on the task appearance probabilities and the locations of the agents. This could lead to
even more improved positioning, especially when little to no tasks are active even for the
non searching approaches. Other possibilities are to improve the MCTS search, e.g. by
introducing node priors as shown in (Gelly and Silver, 2007) or using deep neural net-
works to approximate the value of complex states as has been done in AlphaGo (Silver
et al., 2016).
In Chapter 6, we show a proof-of-concept of a real world warehouse commissioning
system. This is achieved by the combination of the navigation approach as introduced in
Chapter 3 and the decision making approach (Chapter 5). Interesting directions of future
work would be to scale the system further, i.e. larger environments and more robots.
Additionally, introducing the collaborations with humans would be an interesting field
of future work.

Appendix A
Robot Systems
In the following the two robot platforms are introduced and the changes and modifica-
tions that are needed for our experiments will be highlighted.
A.1 youBot
The youBot is an omni-directional platform that has four mecanum (Hon, 1975) wheels.
It comes with a 5-degree-of-freedom arm that is made from cast magnesium, and has a
2-degree-of-freedom gripper. The platform is manufactured by KUKA1. It has been
designed to work in industrial like environments and to perform various industrial
tasks. With this open-source robot, KUKA is targeting educational and research mar-
kets (Bischoff et al., 2011). Figure A.1a shows a model of the stock youBot.
The arm is 655 mm high, weighs 6.3 kg, and can handle a payload of up to 0.5 kg.
The working envelope of the arm is 0.513 m3, and it is connected over EtherCat (Jansen
and Buttner, 2004) with the internal computer, and has a power consumption limit of
80 Watts. The position accuracy and repeatability of the arm is within 1 mm. The
gripper has two detachable fingers that can be remounted in different configurations.
The gripper has a stroke of 20 mm and a reach of 50 mm, it opens and closes with an
approximate speed of 1 cm/s.
In order to meet the requirements we demand from the youBot platform, we made
a number of modifications to the robot. In this paragraph we describe which parts are
modified and why these modifications are a necessity for our approach. Figure A.1b
shows the modified youBot setup. The major modification is the gripper, which is
replaced by two FESTO FinGripper fingers mounted on two Dynamixel AX-12A servo
motors. This increases the stroke to more than 20 cm and the speed of the gripper to
up to 10 cm/s. Also the fingers passively adapt to the shape of the objects as shown in
Figure A.3.
To extend the reach of the robot-arm in respect to the chassis, we designed an
extension plate of 5 mm thick aluminum (see Figure A.2b). This plate can extend the
arm towards the bounds of the chassis, and is designed to be a multi-purpose extension
1http://kuka.com
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(a) (b)
Figure A.1: (a) A stock youBot. (b) smARTLab modified youBot.
(a) (b)
Figure A.2: (a) a CAD model of the laser mounts, (b) a CAD model of the arm
extension plate.
for the youBot arm. Additionally, the position of the arm is elevated by 10.5 cm to
compensate for the longer manipulator.
For perceiving the environment, two Hokuyo URG-04LX-UG01 Light Detection and
Ranging (LIDAR) sensors are mounted parallel to the floor on the front and back of
the robot. For mounting these LIDAR sensors a special laser mounting bracket was
designed (see Figure A.2a). In contrast to the thin aluminium stock brackets, these
custom brackets are constructed from 4mm thick steel in order to prevent deformation,
reduce vibration and to ensure constant horizontal alignment.
In order to detect and recognise manipulation objects, an Intel Realsense SR3002
RGBD camera is attached to the last arm joint. This camera is mounted so that it faces
perpendicular away from the manipulator, as can be seen in Figure A.1b. This mounting
technique allows for an unobstructed view of the manipulation platform. While this also
means that the camera cannot be used for visual servoing, we found that the arm can
be controlled precisely enough to make this disadvantage negligible.
2On some of the robots, the predecessor F200 is mounted.
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(b)
Figure A.3: (a) Illustration of the adaptation of the gripper to the round shape of
the object. (b) CAD drawing of the separate parts of the new designed gripper in more
detail.
The base computer is upgraded from the stock Intel Atom based architecture to an
Intel i7-6700T CPU and is powered by a dedicated 4 cell 14.8V / 8000mAh Lithium
Polymer battery pack that is charged and monitored by an OpenPSU power unit. For
cooling we mounted an additional fan in the base of the robot.
For safety reasons the robot is equipped with an emergency stop button, that stops
all robot movement, without affecting the processing units, so when the stop is released
the robot can continue its movement without having to re-initialise it again.
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(a) (b)
Figure A.4: (a) CAD model of a stock Turtlebot. (b) smARTLab modified Turtlebot.
A.2 Turtlebot
The Turtlebot3 platform is a low-cost personal robot with limited resources. This robot is
equipped with a laptop with core-i3 CPU for computation. We use the second generation,
a Turtlebot II, for which a custom base was developed by Kobuki. As a main sensing
unit the Turtlebot is originally equipped with a Microsoft Kinect RGBD sensor as shown
in Figure A.4a, but in our setup a Hokuyo URG-04LX-UG01 LIDAR sensor has been
added.
Figure A.4b shows the final configuration. The LIDAR is mounted on the top plate.
For static obstacle detection, we use the information of the LIDAR sensor together with
three bumpers that are located in the front half of the robot. Furthermore, the robot
estimates its position by integrating the wheel odometry and gyro information together
with the sensor readings.
3http://www.Turtlebot.com/
Abbreviations
General
FoF Factory of the Future
LIDAR Light Detection and Ranging
LLSF Logistics League sponsored by Festo
MAS Multi-Agent System
MRS Multi-Robot System
ROS Robot Operating System
Navigation
AMCL Adaptive Monte Carlo Localization
CALU Collision Avoidance under Localization Un-
certainty
COCALU Convex Outline Collision Avoidance under
Localization Uncertainty
DWA Dynamic Window Approach
ORCA Optimal Reciprocal Collision Avoidance
SLAM Simultaneous Localization and Mapping
VO Velocity Obstacle
RVO Reciprocal Velocity Obstacle
HRVO Hybrid Reciprocal Velocity Obstacle
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Abbreviations 142
Decision Making
Dec-MDP Decentralized Markov Decision Process
Dec-POMDP Decentralized Partially Observable Markov
Decision Process
MCTS Monte Carlo Tree Search
MDP Markov Decision Process
MMDP Multi-Agent Markov Decision Process
MRTA Multi-Robot Task Allocation
OAP Optimal Assignment Problem
OSI Ordered Single Item
POMDP Partially Observable Markov Decision Pro-
cess
PSI Parallel Single Item
SPATAP Spatial Task Allocation Problem
SSI Sequential Single Item
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Awards and Achievements
• Runner up for the best paper award at AAMAS 2017, Sa˜o Paolo, Brazil.
• World Champion in the 2014 RoboCup@work competition, Joa˜o Pessoa, Brazil.
• 1st Place at the 2014 German Open RoboCup@work competition, Magdeburg,
Germany.
• Runner up of the best demonstration award at AAMAS 2014, Paris, France.
• World Champion in the 2013 RoboCup@work competition, Eindhoven, the Nether-
lands.
• Shared 1st Place at the 2013 German Open RoboCup@work competition, Magde-
burg, Germany.
• Winner of the best demonstration award at BNAIC 2013, Delft, the Netherlands.
• Runner up for the best paper at BNAIC 2013, Delft, the Netherlands.
• Winner of the best demonstration award at AAMAS 2012, Valencia, Spain.
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