I. INTRODUCTION
Electronic warfare (EW) refers to any action involving the use of the electromagnetic spectrum or directed energy to control the spectrum, attack an enemy, or impede enemy assaults via the spectrum. The purpose of electronic warfare is to deny the opponent the advantage of, and ensure friendly unimpeded access to, the EM spectrum. Sensing, classifying, and adapting signals are an important aspect of Electronic warfare and Cognitive Radio. A fast and robust spectrum sensing approach is critical for EW.The basic idea behind spectrum sensing is tosense the signal in the presence of noise.Many approaches addressing the problem of spectrum sensing such as Energy detection, Match filter based sensing, Cyclostationary-based sensing, Eigen-value based sensing etchave been proposed in the literature [1] . We describe some of the prominent approaches used in spectrum sensing.
The Energy detection approach is a simple method where the signal is declared to be present if the total energy of the received signal is greater than a certain threshold [2] . This approach, however, is very sensitive to knowledge of the noise variance, and the performance degrades significantly when the noise variance is not known perfectly. Also it is also not optimal for detecting correlated signals, which is the case for most practical applications [3] . The Matched filter detector is an optimal detector since it maximizes the received signal-to-noise ratio (SNR) in communication systems [4] , and in [5] , it is shown that waveform-based sensing outperforms energy detector based sensing in reliability and convergence time. Furthermore, it is shown that the performance of the sensing algorithm increases as the length of the known signal pattern increases. However, a significant drawback of the matched filter based sensing is that it needs the prior knowledge of the primary user's signal such as the modulation type and order, pulse shaping and packet format and it is also susceptible to synchronization errors. The Cyclostationarity based approaches [6]-- [9] for spectrum sensing exploits the cyclic properties that are present in communication signals, but absent in noise which exhibits W.S.S (wide sense stationarity). In Eigen value based sensing approaches [10] , the ratio of the maximum to the minimum eigenvalue is calculated and if the value is greater than the threshold, the signal is present; else the signal is absent. This method is robust to noise uncertainties, and can even perform better than Energy detection, when the signals to be detected exhibit high degree of correlation.
In this paper, we propose and evaluate a new approach for spectrum sensing, by exploiting the Cyclostationarity in the received signal. Unlike the traditional approaches which use the statistical tests [11] to determine the presence of cyclostationarity, the proposed approach doesn't explicitly require any test to determine cyclostationarity. We perform sensing using the statistics of the Fourier series coefficient rather than use the statistical tests. The proposed approach is also computationally simpler than the typical Cyclostationarysensing schemes.
The rest of this paper is organized as follows: In Section II, we present the signal model along with the considered problem statement. In Section III, we briefly present some information regarding second-order cyclostationarity. Performance evaluation and comparisons are given in Section IV, and finally, our conclusions are offered in Section V.
II. SIGNAL MODEL AND PROBLEM STATEMENT

Signal Model
We consider two hypotheses 0 and 1 which are described as follows
is a linear modulated signal, where represents the sample time, represents the symbol time,s k represents the digital symbols, (. ) represents the pulse shape used in the transmitter. We assume the symbols are zero mean and uncorrelated i.e., [ ] = 0 , [ * ] = , where represents the Kronecker delta function. ( )represents the white Gaussian noiseof mean 0 and variance 2 . The probability of false alarm is denoted by = ( 1 / 0 ), the probability of detection is denoted by = ( 1 / 1 ), 
Problem Statement
In this paper we address the problem of sensing the signal of linear modulated signal ( ) from the received samples ( ), for a fixed value of . The main aim is to maximize the value of for a given value of .
III. CYCLIC AUTO-CORRELATION FUNCTION The second order cyclic auto-correlation function ∝ ( ) of ( ) at the cycle frequency α is defined as
For the considered linear modulated signals, the cycle frequency is observed at = , ∈ ℤ.An estimate of the second order cyclic auto-correlation function can be calculated from the received samples ( ) using (3)
Where `′ represents the number of samples used for detection.As we observe from (3), the cycle frequency at in the continous time domain is mapped to in the discrete domain.
IV. CONSTANT FALSE-ALARM RATE (CFAR) DETECTORS
The performance of detector is determined by the probability of detection . We use the Neyman-Pearson test to evaluate and compare the performance of various spectrum sensing approaches. In this test, we fix the threshold to achieve a given value of , and evaluate for various SNRs using the same threshold . Based on the comparison of test statistic, with threshold , we have = ( > ; 0 ) = ( > ; 1 )
The threshold λ is chosen such that for a given value of , we can maximize . In our paper, we compare the performance of our approach to various approaches available in the literature using the CFAR test.
V. PROPOSED APPROACH In our approach, we exploit the fact the linearly modulated signals exhibit cyclostationarity. We perform spectrum sensing on the linear modulation at 2 samples/symbols, i.e., the discrete cycle frequency is at ± 1 2 . The test statistic is defined as follows
Where represents the number of samples used for estimation.
Probability of false alarm
We now present the basic steps to determine the for the test statistic given above. We first define . We evaluate the value of using simulations and compare the performance of the proposed approach to other approaches available in the literature.
VI. ALGORITHM FOR SPECTRUM SENSING
We now present the basic steps of our proposed sensing algorithm.
• STAGE-1: In this stage, we reduce the sample rate of the received signal to 2 samples/symbol. • STAGE-2: After collecting K samples, we compute the test statistic as described in (4). • STAGE-3: Compute the threshold value λ for a given value of from the central chi-square tables. • STAGE-4: If ≥ , then declare that the signal is present, else declare that noise is present.
VII. SIMULATION RESULTS
Simulation Setup
We have peroformed simulations to evaluate the performance of the proposed algorithm. We have considered ( ) as BPSK modulated signal, the pulse shape (. ) is chosen as a Gaussian pulse shaping filter with = 0.5. We fix the value of = 0.1. We present our results in terms of probability of detection, with respect to SNR. We compare the performance of our approach with Energy detection and Eigen value based sensing approaches. where and represent the maximum and minimum eigen value of the covariance matrix. We consider 1000 symbols for computing test statistics. The results for and are presented in the following sections.
Compute the test statistics
Observations
We now present some observations from the achieved results.
• From Figure 2 , we observe that the proposed approach performs worse than Energy detection, but performs better than the eigen value based approaches when the noise variance is known perfectly. • From Figure 3 , we observe that the proposed approach performs significantly better than Energy detection and the Eigen value based approachesunder noise uncertainities in the order of ±1dB. • From Figure4, we observe that the proposed approach performs significantly better than Energy detection and the Eigen value based approaches under noise uncertainities even in the order of ±2dB. • It is also observed that the performance of the proposed approach doesn't degrade in presence of noise uncertainties similar to the Eigen value based schemes. • From the Table I , we see that even in the presence of noise uncertainties, the probability of false alarm does not increase significantly like Energy detection.(Similar to MME and EME). As we can see from the results, the proposed approach outperforms both the Energy detection as well as the Eigenvalue based sensing schemes in the presence of noise uncertainities even of the order of 1-2 dB. However, when the noise variance is known perfectly, it is worse than Energy detection by 1 dB for of = 0.9.
VIII. CONCLUSION The statistical test approaches for the general Cyclostationary tests are computationally complex while the proposed approach doesn't add significant computational complexity to the system.The statistical test approaches doesn't require any information regarding the noise variance, while the proposed approach requires knowledge of the noise variance. However, the performance of the approach is not affected to a great extent in the presence of noise uncertainties as shown in the simulations. The proposed method is computational simpler than EME and MME, and gives better results than EME and MME even in the presence of noise uncertainties.
