We examine the elliptic system given by
Introduction
In this short note we examine the boundedness of the extremal solutions to the following system of equations:
where Ω is a bounded domain in R N and λ, γ > 0 are positive parameters. The nonlinearity f satisfies (R) f is smooth, increasing and convex with f (0) = 1 and f superlinear at ∞.
Define Q := {(λ, γ), λ, γ > 0}, U := {(λ, γ) ∈ Q : there exists a smooth solution (u, v) of (P ) λ,γ }, and set Υ := ∂U ∩ Q. M. Montenegro in [7] ( for a more general system than (P ) λ,γ ) showed that U = ∅ and for every (λ, γ) ∈ U the problem (P ) λ,γ has a minimal solution. Then, using monotonicity, for each (λ * , γ * ) ∈ Υ one can define the extremal solution (u * , v * ) as a pointwise limit of minimal solutions of (P ) λ,σλ with σ := γ * λ * , which is always a weak solution to (P ) λ * ,γ * . Moreover, for a (λ, γ) ∈ U, the minimal solution (u, v) of (P ) λ,γ is semi-stable in the sense that there are constants η > 0, ζ ≥ 0 and χ ∈ H 1 0 (Ω) such that
For the proof see [7] (see also [2] for an alternative proof). In [7] it is left open the question of the regularity of extremal solution (u * , v * ). In the case when f (t) = e t , in [1] Cowan proved the extremal solutions to (P ) λ,σλ are smooth for 1 ≤ N ≤ 9 under the further assumption
and Dupaigne, Farina and Sirakov in [4] proved it without this restriction. The same result is also obtained by Dávila and Goubet [5] . Furthermore, they proved that for N ≥ 10, the singular set of any extremal solution of the system (P ) λ,γ has Hausdorff dimension at most N − 10. We now mention that some of the motivation for our proof of Theorem 1 in the current paper comes from the work of Dupaigne, Farina and Sirakov [4] .
Now define
Our main result is the following.
and Ω an arbitrary bounded smooth domain. Also, let (u * , v * ) denote the extremal solution associated with (P ) λ,γ . Then u * , v * ∈ L ∞ (Ω) for
where α * > 1 denotes the largest root of the 2 nd order polynomial
As consequences, i) u * , v * ∈ L ∞ (Ω) for N < 5. i) If τ − = τ + := τ , then u * , v * ∈ L ∞ (Ω) for N < 10. Indeed, in this case we have
For example consider problem (P ) λ,γ with f (t) = e t or e t α (α > 0), then τ + = τ − = 1, hence by Theorem
This is exactly the same as the result obtained in [2] and [6] (corresponds to p = θ according to their notation).
Preliminary estimates
To prove the main result we use the following semistability inequality. For the proof see [3, 4] .
for all φ ∈ H 1 0 (Ω). We need also the following lemmas.
Proof. Take w = u − v. Then w = 0 on ∂Ω and
For the proof the next lemma we use the following standard regularity result, for the proof see Theorem 3 of [8] and Theorems 4.1 and 4.3 of [9] .
with c, g ∈ L p (Ω) for some p ≥ 1.
Then there exists a positive constant C independent of u such that if p > n 2 then
Lemma 3. Assume for every semi-stable solution (u, v) of (P ) λ,γ with λ ≥ γ we have
then using Lemma 2 and the convexity of f we have
Thus by the assumption and Theorem 2 we get u * ∈ L ∞ (Ω), and by Lemma 2 we also get v * ∈ L ∞ (Ω).
Proof of Theorem 1
Proof of Theorem 1. Fix an α > 1 such that P f (α, τ − , τ + ) < 0. Such an α exists since we have P f (1, τ − , τ + ) = (2 − τ − ) 2 − 4 < 0 and P f (+∞, τ − , τ + ) = +∞ . Hence we can take positive numbers τ 1 ∈ (0, τ − ) and τ 2 ∈ (τ + , 2) such that P f (α, τ 1 , τ 2 ) < 0.
Now
in the semistabilty inequality (5) . Note that here for simplicity, we assumed that f ′ (t) > 0 for t > 0, this does not cause any problem, as in what follows we need only the behavior of f and f ′ at infinity. Then we get
where
ds.
First we give an upper bound for the function θ. By the definitions of τ ± there exists a T > 0 such that
Using (9) we get
Using the above inequality in (10) we obtain
Note that in the above we also used that 1 − α−1 2α−1 τ 2 > 0 which holds since τ 2 < 2. Now, the fact that the
Using this we obtain, for t > T
Now take an ǫ > 0. From the inequality above and (11), there exists an T ǫ > T such that
Also, we can find an T ′ ǫ > 0 such that
Without loss of generality assume λ ≥ γ then from Lemma 2, v ≤ u ≤ λ γ v. Using this, taking T ′′ ǫ := max{T ǫ , T ′ ǫ } and plugging (14), (13) in (8) we arrive at
is bounded by a constant independent of u, v, since by Lemma 2 we have
Letting
and replacing the integral on the right-hand side of inequality (15) with integral over the full region Ω we get
By symmetry, taking
we also get
where C ′ ǫ is bounded by a constant independent of u, v. Now we writẽ
Then, by the Hölder inequality we obtain
Using this in (16) we get
and similarly from (17)
Multiplying inequalities (18) and (19), we get
where C ′′ ǫ is bounded by a constant independent of u, v. From (20) we deduce that if both of I and J are unbounded then we must have (1 − (A + ǫ)(1 + ǫ) ≥ 0 and since ǫ > 0 was arbitrary we get A ≤ 1, which is equivalent to P f (α, τ 1 , τ 2 ) ≥ 0, a contradiction. Hence, we proved that
with a uniform bound in L 1 (Ω) independent of u, v. Now, it is easy to see that by our choice of α and the assumption that τ + < 2, the function y(t) := f ′ (t)
is an increasing function for t large. Indeed, we have
for t sufficiently large. Hence, from (21) and the fact that u ≥ v we get
From the inequality (12) and α > 1 we get
Hence, from (22) together with the above two inequalities we deduce thatf (v) (2−τ2)α+τ2 ∈ L 1 (Ω) and also f ′ (v) (2−τ 2 )α+τ 2 τ 2 ∈ L 1 (Ω). Now by the help of lemma 3 and the standard elliptic regularity we get u * , v * ∈ L ∞ (Ω) for N < max{2α(2 − τ 2 ) + 2τ 2 , 2α(2 − τ 2 ) + 2τ 2 τ 2 } = 2α(2 − τ 2 ) + 2τ 2 τ 2 max{1, τ 2 }.
Since we can choose τ 2 arbitrary close to τ + and α near to the largest root of the polynomial P f , then (23) completes the proof of the first part. To see the second part, first note that we always have (since α * > 1)
Also, if τ − = τ + := τ then
Hence, N (f ) = 2 + 4 1+ √ τ τ . Thus, using the fact that τ ≤ 1 (since we always have τ − ≤ 1) we get N (f ) ≥ 10. ✷
