Introduction {#Sec1}
============

The study of dynamics of quantum many-body systems driven out of equilibrium is a frontier area of recent research both from the experimental as well as the theoretical viewpoints^[@CR1]--[@CR27]^. (For review articles, we refer to^[@CR28]--[@CR33]^). One of the emerging areas in this regard is understanding so called dynamical quantum phase transitions (DQPTs) introduced by Heyl *et al*.^[@CR34]^. In a DQPT, non-analyticities manifest in the subsequent real-time dynamics of a quantum many-body system generated by the time-independent final Hamiltonian following a sudden or a slow ramping of one of the parameters of the Hamiltonian. An analogy can be drawn between DQPTs and equilibrium classical phase transitions by analysing the lines of Fisher zeros in the one-dimensional situation^[@CR35]^, (see also^[@CR36],[@CR37]^) in the complex time plane. Remarkably, these non-analyticities have been detected experimentally in a string of ions simulating interacting transverse field Ising models^[@CR38]^. At the same time, the time evolution of a fermionic quantum gas in a hexagonal optical lattice, after a rapid quench from a topologically trivial system into a Haldane-like system (by quenching between a static and a Floquet Hamiltonian), has been studied and occurrence of DQPTs has been ascertained using momentum- and time-resolved state tomography^[@CR39]^.

Focussing on the one dimensional situation, let us assume that the system is prepared in the ground state \|*ψ*(0)〉 at time *t* = 0 when a parameter *λ* of the Hamiltonian in suddenly changed from an initial value *λ*~*i*~ to a final value *λ*~*f*~. DQPTs occur at those instants of time *t* when the evolved state $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal L} (t)=\langle {\psi }_{0}|\psi (t)\rangle $$\end{document}$ vanishes. At those instants of time, the so-called dynamical free energy density (or the rate function of the return probability) defined as $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal F} =-\,(1/L)\,\mathrm{ln}\,| {\mathcal L} (t)|$$\end{document}$ shows cusp-like singularities.

Following the initial proposal^[@CR34]^, there have been a plethora of studies investigating intricacies of DQPTs in several integrable and non-integrable, one dimensional (as well as two dimensional) closed quantum systems occurring subsequent to a sudden change^[@CR40]--[@CR69]^. However, similar non-analyticities do also appear when the initial state is prepared using a slow ramping protocol^[@CR70]--[@CR72]^. The possibility of the occurrence^[@CR73],[@CR74]^ or the disappearance^[@CR75],[@CR76]^ of DQPTs when a system is initially prepared in a mixed state, rather than a pure state, have also been reported. (For reviews on various aspects of DQPTs, we refer to^[@CR77]--[@CR79]^). On the contrary, the fate of DQPTs for an open quantum system coupled to a bath is relatively less studied. Exploiting a fidelity based measure of the LO, a recent result^[@CR76]^ suggested that DQPTs following a sudden quench are likely to disappear in the presence of a bath except for a very fine-tuned situation.

In this work, we investigate DQPTs in a transverse field Ising chain which is coupled to a Markovian bath local in Jordan-Wigner (JW) space. In the first approach, the initial pure state density matrix is subjected to a sudden quench and the resulting dissipative post-quench dynamics in the presence of the bath is analysed. On the contrary, in the second approach the *initial mixed state* density matrix is prepared through a linear ramping of the transverse field from an initial to a desired final value in the presence of dissipation. The bath is then decoupled and one probes the signature of DQPTs in the subsequent *unitary* evolution generated by the final time-independent Hamiltonian. We note that decoupling of the bath to study the subsequent unitary evolution of a thermal state turns out to be relevant in the context of entropy generation in quenched closed quantum systems^[@CR80],[@CR81]^.

At the outset, let us briefly summarise the problem addressed and the relevant results presented in the later sections along with a discussion on the organisation of the paper. In the first part, we have studied the non-equilibrium dynamics of a one-dimensional transverse field Ising model (TFIM) coupled to a Markovian, particle-loss type bath which acts locally on the JW fermionic space. We recall that a similar bath has been used in the context of heat generation (residual energy) in a dissipative linear ramping protocol^[@CR82]^.

Throughout the paper, we shall make recourse to two versions of the LO: (i) the fidelity induced and (ii) the interferometric phase induced, as introduced below, where we also point to the fact that these measures satisfy all the properties of a metric and both correctly reduce to the pure state limit. Then, we look for the signature of DQPTs during the dissipative dynamics subsequent to a sudden change in the external magnetic field of the TFIM across a quantum critical point (QCP). It is then analytically established that the fidelity induced LO, being of positive semi-definite nature, is unlikely to capture dissipative DQPTs. Similarly, considering the interferometric phase induced LO, we show that the system moves away from dynamical criticality as it evolves towards the dissipative steady state and hence no DQPTs are observed. On the contrary, we establish that remarkably, after a second quench starting from the first steady state the system approaches another steady state with possible occurrences of DQPTs in the inter-steady state dynamics. These DQPTs are manifested only in the interferometric phase induced LO which preserves the Bloch sphere structure unlike the fidelity induced LO. The occurrence of this inter-steady state DQPT is unique to our study and to the best of our knowledge has not been reported before.

Subsequently, we digress to the slow ramping situation and study a unitary evolution of a TFIM following a dissipative state preparation to probe the effect of an *initial* state of engineered purity on the unitary DQPTs. To prepare the desired mixed state, the external magnetic field of the transverse field is slowly ramped in the presence of a bath and the subsequent unitary evolution is probed. In this case as well, for the fidelity induced LO, we analytically establish that depending on the time (rate) of the ramping and the time scale of the action of dissipation, the DQPTs are smoothened out. However, in the interferometric approach we observe that the DQPTs persist even up to a considerable loss of purity of the *initial* state as long as the dissipative coupling and ramping time (rate) satisfy a constraint relation in terms of the population in different levels; this constraint relation, as we argue, marks the boundary between two *dynamically* inequivalent phases. This is in sharp contrast with the entirely unitary DQPTs following a sudden^[@CR34]^ or slow ramping^[@CR72]^ or even for sudden quench starting from a mixed state^[@CR73],[@CR74]^; in all these cases no such bound exists. Finally, the experimental possibilities and the concluding comments are respectively presented.

Results {#Sec2}
=======

The relevant metrics and associated Loschmidt overlaps {#Sec3}
------------------------------------------------------

Let us recall that a metric space can be defined as an ordered pair (*S*, *d*), where *S* is a set and *d* is a metric on *S*; one then defines a notion of distance function given by$$\documentclass[12pt]{minimal}
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(We note that in Eq. ([1b](#Equ2){ref-type=""}), one may also define the identity as *d*(*x*, *y*) = 0 iff *x* = *y*.) In the subsequent discussions, DQPTs are studied through the zeros of the LOs constructed out of two different metrics, the density matrix fidelity and the interferometric distance. The fidelity between two density matrices *ρ* and *σ* defined as^[@CR83]^,$$\documentclass[12pt]{minimal}
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                \begin{document}$$F(\rho ,\sigma )={\rm{Tr}}\,[\sqrt{\sqrt{\sigma }\rho \sqrt{\sigma }}],$$\end{document}$$necessarily satisfies all the conditions given in Eq. ([1](#Equ2){ref-type=""}). For a quantum system evolving in time, one can thus obtain a fidelity-based LO$$\documentclass[12pt]{minimal}
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                \begin{document}$${ {\mathcal L} }^{F}(\rho (0),\rho (t))={\rm{Tr}}\,[\sqrt{\sqrt{\rho (t)}\rho (0)\sqrt{\rho (t)}}],$$\end{document}$$where *ρ*(0) is the initial density matrix and *ρ*(*t*) its time evolved counterpart.

On the other hand, every mixed state density matrix can also be viewed as a reduced density matrix of a composite system in which the system under consideration is entangled to an ancillary; the composite system (i.e., the system as well as the ancillary) is in a pure state. This pure state in the larger Hilbert space is called a purification of the corresponding density matrix. In the interferometric phase approach a pure state version (purification)^[@CR84],[@CR85]^, $\documentclass[12pt]{minimal}
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                \begin{document}$${ {\mathcal H} }_{A}$$\end{document}$ is that of the ancillary states and *p*~*i*,*ρ*~, \|*ψ*~*i*~〉~*ρ*~ are the eigenvalues and eigenvectors of *ρ* respectively. The original density matrix can be recovered by partially tracing out the ancillary states as$$\documentclass[12pt]{minimal}
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The process of defining the ancillary Hilbert space is not unique in case of purifications as different choices of ancillary states would result in the same reduced density matrix of the system. In a similar spirit, for a different density matrix *σ*, one rewrites Eq. ([4](#Equ7){ref-type=""}) in the form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$|w{\rangle }_{\sigma }=\sum _{i}\,\sqrt{{p}_{i,\sigma }}|{\psi }_{i}{\rangle }_{\sigma }\otimes |{\alpha }_{i}\rangle .$$\end{document}$$

Equipped with the definition of purification, one can proceed to define the interferometric distance^[@CR86]^ between density matrices *ρ* and *σ*$$\documentclass[12pt]{minimal}
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                \begin{document}$$d(\rho ,\sigma )=|{}_{\rho }\langle w|w\rangle _{\sigma }|,$$\end{document}$$which evidently satisfies the conditions in Eq. ([1](#Equ2){ref-type=""}) in the space spanned by the purifications $\documentclass[12pt]{minimal}
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                \begin{document}$${ {\mathcal H} }_{w}$$\end{document}$. It is important to note that the non-uniqueness of the choice of the ancillary states does not affect the measure of the distance as in *d*(*ρ*, *σ*), provided both the purifications are taken with respect to the same set of ancillary states and the orthonormality of the ancillary states is preserved.

Focussing on a driven many-body quantum system, the density matrix evolves in time, resulting in an evolution of their corresponding purifications in Eq. ([4](#Equ7){ref-type=""}). The purifications thus evolve in time as,$$\documentclass[12pt]{minimal}
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                \begin{document}$$|w(t)\rangle =\sum _{i=1}^{4}\,\sqrt{{p}_{i}(t)}|{\psi }_{i}(t)\rangle \otimes |{\alpha }_{i}\rangle .$$\end{document}$$

In the above, we have exploited the fact that that evolution operator does not operate on the ancillary states. Finally, we arrive at the LO defined in terms of the purifications as$$\documentclass[12pt]{minimal}
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In the subsequent discussion, we analyse the possibility of zeros of the LOs as defined in Eqs ([3](#Equ6){ref-type=""}) and ([6](#Equ9){ref-type=""}) to detect the existence of DQPTs. It is straightforward to verify that both of these LOs reduce to the correct pure state limit.

Dissipative evolution following a sudden quench {#Sec4}
-----------------------------------------------

In this section, we consider a one-dimensional TFIM, described by the Hamiltonian^[@CR87],[@CR88]^,$$\documentclass[12pt]{minimal}
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                \begin{document}$$H=-\,\sum _{n=1}^{L}\,{\sigma }_{n}^{x}{\sigma }_{n+1}^{x}-h\,\sum _{n=1}^{L}\,{\sigma }_{n}^{z},$$\end{document}$$where *σ*~*n*~s are Pauli spin matrices residing on the lattice site *n*, and study the post quench non-equilibrium dissipative dynamics following a sudden change of the transverse field *h* from an initial value *h*~*i*~ to a final value *h*~*f*~. At time *t* = 0, the system is prepared in the ground state represented by the pure state density matrix *ρ*(0) = \|*ψ*~0~〉〈*ψ*~0~\| corresponding to the initial field *h*~*i*~.

Employing a Jordan-Wigner (JW) transformation $\documentclass[12pt]{minimal}
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                \begin{document}$$H=-\,\sum _{n=1}^{L}\,({c}_{n}^{\dagger }{c}_{n+1}+{c}_{n}^{\dagger }{c}_{n+1}^{\dagger }+h.c)+2{h}_{f}{c}_{n}^{\dagger }{c}_{n},$$\end{document}$$where *L* is the system size. Due to the discrete translational invariance of the system, after a Fourier transform with a periodic boundary condition the Hamiltonian in Eq. ([8](#Equ11){ref-type=""}) gets decoupled for each momentum mode *k* and assumes the form,$$\documentclass[12pt]{minimal}
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                \begin{document}$${H}_{k}({h}_{f})=(\begin{array}{cccc}\cos \,k+{h}_{f} & 0 & 0 & \sin \,k\\ 0 & 0 & 0 & 0\\ 0 & 0 & 0 & 0\\ \sin \,k & 0 & 0 & -(\cos \,k+{h}_{f})\end{array}),$$\end{document}$$in the 4 × 4 Hilbert space spanned by the basis vectors \|1〉~*k*~ = \|0~*k*~, 0~−*k*~〉 (both fermionic states unoccupied), \|2〉~*k*~ = \|1~*k*~, 0~−*k*~〉, \|3〉~*k*~ = \|0~*k*~, 1~−*k*~〉, \|4〉~*k*~ = \|1~*k*~, 1~−*k*~〉 (both fermoinic states occupied).

We here consider the situation where the TFIM is coupled to a Markovian dissipative bath and thus the dynamics of the system is dictated by a Lindblad master equation which at time *t* is given by^[@CR89]^,$$\documentclass[12pt]{minimal}
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Fidelity induced Loschmidt overlap {#Sec5}
----------------------------------

In this section, we follow a sudden quenching protocol followed by a dissipative evolution of the system density matrix, generated by a similar decaying Lindbladian. Starting from an initial ground state density matrix *ρ*~*k*~(0), the fidelity between the initial and the time evolved density matrix given by Eq. ([2](#Equ5){ref-type=""}) can be evaluated for the mode *k* to obtain the form,$$\documentclass[12pt]{minimal}
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Referring to the spectral decomposition of *ρ*~*k*~(*t*) as in Eq. ([16](#Equ19){ref-type=""}), we note that the system is initially prepared in the ground state so that for the initial density matrix *ρ*~*k*~(0), $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${p}_{1}^{k}\mathrm{(0)}=1$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${p}_{i}^{k}\mathrm{(0)}=0$$\end{document}$ ∀ *i* ≠ 1 and the initial ground state $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|{\psi }_{1}^{k}\mathrm{(0)}\rangle $$\end{document}$ and the excited state (orthogonal to the ground state) $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|{\psi }_{4}^{k}\mathrm{(0)}\rangle $$\end{document}$ are coherent superpositions of the states \|1〉~*k*~ and \|4〉~*k*~. Further, solving the linear system of equations following Eq. ([13](#Equ16){ref-type=""}), it is observed that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\langle {\psi }_{1}^{k}\mathrm{(0)|}{\psi }_{2}^{k}(t)\rangle =\langle {\psi }_{1}^{k}\mathrm{(0)|}{\psi }_{3}^{k}(t)\rangle =0$$\end{document}$ (see Methods) and thus Eq. ([17](#Equ20){ref-type=""}) reduces to$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${ {\mathcal L} }_{k}^{F}({\rho }_{k}(0),{\rho }_{k}(t))={p}_{1}^{k}(t)|\langle {\psi }_{1}^{k}(0)|{\psi }_{1}^{k}(t)\rangle {|}^{2}+{p}_{4}^{k}(t)|\langle {\psi }_{1}^{k}(0)|{\psi }_{4}^{k}(t)\rangle {|}^{2}.$$\end{document}$$
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                \begin{document}$${p}_{4}^{k}(t)$$\end{document}$ can only vanish in the steady state limit and furthermore the overlaps $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|\langle {\psi }_{1}^{k}\mathrm{(0)|}{\psi }_{4}^{k}(t)\rangle |$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|\langle {\psi }_{1}^{k}\mathrm{(0)|}{\psi }_{1}^{k}(t)\rangle |$$\end{document}$ cannot simultaneously vanish. Therefore the LO defined in the fidelity approach in Eq. ([3](#Equ6){ref-type=""}) will not be able to capture DQPTs during the dissipative evolution as also observed in \[mera17\].

Interferometric phase induced Loschmidt overlap {#Sec6}
-----------------------------------------------

For a driven quantum system, the time evolution of the density matrix *ρ*~*k*~(0) results in an evolution of their corresponding purifications defined in Eq. ([4](#Equ7){ref-type=""}). The purifications as defined in Eq. ([4](#Equ7){ref-type=""}) evolve in time as,$$\documentclass[12pt]{minimal}
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                \begin{document}$$|{w}_{k}(t)\rangle =\sum _{i=1}^{4}\,\sqrt{{p}_{i}^{k}(t)}|{\psi }_{i}^{k}(t)\rangle \otimes |{\alpha ^{\prime} }_{i}\rangle .$$\end{document}$$

Since the ancillary states do not evolve in time during evolution of the system, the LO in terms of the purification assumes the form:$$\documentclass[12pt]{minimal}
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Also, a dynamical counterpart of the equilibrium free energy density may be defined in terms of the LO as,$$\documentclass[12pt]{minimal}
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We note that recently a different version of the Loschmidt overlap using the interferometric phase approach has also been studied in the context of DQPTs^[@CR90]^. The corresponding purifications at the initial and at a later time for the above quenched dissipative evolution are respectively considered as,$$\documentclass[12pt]{minimal}
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                \begin{document}$$|{\psi }_{4}^{k}\mathrm{(0)}\rangle $$\end{document}$ (i.e., those of \|1〉~*k*~ and \|4〉~*k*~), under the chosen Lindbladian (see Methods). Starting from the ground state of the initial Hamiltonian (a pure state) such that $\documentclass[12pt]{minimal}
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                \begin{document}$${p}_{2}^{k}\mathrm{(0)}={p}_{3}^{k}\mathrm{(0)}=0$$\end{document}$, we study the dissipative evolution following a sudden quench in the external magnetic field. In terms of the eigenvectors of the density matrix, the LO as defined in Eq. ([19](#Equ22){ref-type=""}) may then be expanded to the form,$$\documentclass[12pt]{minimal}
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We consider a relevant set of conditions which can give rise to DQPTs according to the LO defined in the interferometric approach,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{l}\langle {\psi }_{1}^{k}(0)|{\psi }_{1}^{k}(t)\rangle =\langle {\psi }_{4}^{k}(0)|{\psi }_{4}^{k}(t)\rangle =0\end{array}.$$\end{document}$$

We note that DQPTs may also arise for certain isolated points in the parameter space that are not covered by the above conditions. The possibility of such occurrences of DQPTs being very rare, have not been studied further. Since the states $\documentclass[12pt]{minimal}
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                \begin{document}$$|{\psi }_{4}^{k}(t)\rangle $$\end{document}$ lie completely in the subspace {\|1〉~*k*~, \|4〉~*k*~}, it is sufficient to study the system density matrix in the subspace {\|1〉~*k*~, \|4〉~*k*~}, in the 2 × 2 form$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{II}}$$\end{document}$ is 2 × 2 identity matrix.

The conditions for DQPTs ([24](#Equ27){ref-type=""}) may be recast in terms of the initial and time evolved Bloch vectors as (see Methods)$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{n}}_{{k}^{\ast }}(0)\cdot {\hat{n}}_{{k}^{\ast }}({t}^{\ast })=-\,1,$$\end{document}$$for a critical mode *k*^\*^. That is, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\overrightarrow{n}}_{{k}^{\ast }}({t}^{\ast })$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\overrightarrow{n}}_{{k}^{\ast }}\mathrm{(0)}$$\end{document}$ are antipodal on the Bloch sphere (see Fig. [1a](#Fig1){ref-type="fig"}). This condition is similar to the case of DQPTs in completely unitary evolution where the quenched Hamiltonian generates a rotation of the Bloch vector $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{n}}_{{k}^{\ast }}(t)$$\end{document}$ on the Bloch sphere such that it satisfies the condition ([26](#Equ29){ref-type=""}) at certain critical instants^[@CR34]^. The motion being periodic, the dynamical free energy density as defined in Eq. ([20](#Equ23){ref-type=""}) becomes non-analytic periodically at the critical instants, signalling DQPTs. Despite, the similarities in the case of a dissipative evolution the Bloch vector is not restricted to lie on the Bloch sphere.Figure 1Bloch sphere representation of DQPTs. (**a**) For the non-dissipative evolution (*κ* = 0) following the sudden quench, the Bloch vector of a critical mode corresponding to the initial pure state $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{d}}_{f}({k}^{\ast })\cdot \overrightarrow{\sigma }$$\end{document}$, rotates in a great circle, occasionally being antipodal to the initial direction signalling unitary DQPTs. (**b**) For a dissipative post quench evolution (*κ* ≠ 0), on the other hand, the approach to the dissipative steady state pulls the time evolved Bloch vector out of the plane containing $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{n}}_{{k}^{\ast }}^{i}$$\end{document}$ and its antipodal point thus taking the system away from dynamical criticality. (**c**) The free energy density $\documentclass[12pt]{minimal}
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                \begin{document}$${F}_{{k}^{\ast }}^{I}(t)$$\end{document}$ for the critical mode *k*^\*^ = 2.636 shows non-analyticities corresponding to the critical times *t*^\*^s for dissipation strength, *κ* = 0.0 and a quench from *h*~*i*~ = 0.5 to *h*~*f*~ = 1.5, whereas the non-analytic cusps smoothen out for any non-zero *κ*. (**d**) The behaviour of the real and imaginary parts of the interferometric LO, $\documentclass[12pt]{minimal}
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                \begin{document}$${L}_{{k}^{\ast }}^{I}(t)$$\end{document}$ is shown as a function of time following a sudden quench from *h*~*i*~ = 0.5 to *h*~*f*~ = 1.5. For *κ* = 0, both the real and imaginary parts of the LO vanish at the critical instants of time. However, for a finite *κ* (*κ* = 0.009), the imaginary part of the LO deviates significantly from zero, and the deviation increases with increasing time.

However for a Lindbladian evolution there necessarily exists a steady state density matrix such that,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop{\mathrm{lim}}\limits_{t\to \infty }\,{\rho ^{\prime} }_{k}\to {\rho }_{k}^{^{\prime} ,SS}\Rightarrow \mathop{\mathrm{lim}}\limits_{t\to \infty }\,{\overrightarrow{n}}_{k}(t)\to {\overrightarrow{n}}_{k}^{SS}\,{\rm{and}}\,{C}_{k}(t)\to {C}_{k}^{SS}.$$\end{document}$$

The existence of the steady state restricts any periodic motion of $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{n}}_{k}(t)$$\end{document}$ within the Bloch sphere (Fig. [1b](#Fig1){ref-type="fig"}). The approach to the steady state always moves the system away from the dynamical critical points resulting in a disappearance of the DQPTs for any non-zero value of *κ*. We note that, greater the deviation of unitary critical time, $\documentclass[12pt]{minimal}
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                \begin{document}$${t}_{j}^{\ast }$$\end{document}$ from the dissipative time scale (*κ*^−1^), more rapid is the deviation of LO from zero (see Fig. [1c,d](#Fig1){ref-type="fig"}).

Inter-steady state DQPTs {#Sec7}
------------------------

In the previous section we illustrated, that when the system is allowed to evolve in the presence of dissipation governed by the above Lindbladian following a sudden quench, the system reaches a dissipative steady state SS1 (*ρ*~*SS*1~) and the dynamical nature of the density matrix is lost. In this section, we consider a further quench of the transverse field (*h*) which eventually drives the system to a new steady state SS2 (*ρ*~*SS*2~) through a dissipative dynamics. We show that interestingly the occurrence of DQPTs during the evolution from the steady state SS1 to the steady state SS2 (see Fig. [2a](#Fig2){ref-type="fig"}) is indeed possible.Figure 2Inter steady state DQPTs. (**a**) A further quench after reaching the first steady state $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{n}}_{{k}^{\ast }}^{SS1}$$\end{document}$, drives the system out of equilibrium and the time evolved Bloch vector $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{n}}_{{k}^{\ast }}(t)$$\end{document}$ may become antipodal to the initial state in the approach to the new steady state $\documentclass[12pt]{minimal}
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                \begin{document}$${\overrightarrow{n}}_{{k}^{\ast }}^{SS2}$$\end{document}$, showing the possibility of dissipative inter steady state DQPTs in passage from one steady state to the other. (**b**) Inter steady state dissipative DQPT in a TFIM following a sudden quench of the external magnetic field to *h*~*f*~ = 20 after reaching SS1 corresponding to *h*~*i*~ = 0 and the dissipative coupling strength *κ* = 5. The dynamical free energy density *F*^*I*^(*t*) for a system size of *L* = 1000 shows a non-analyticity at a critical instant at which the condition ([28](#Equ31){ref-type=""}) is exactly satisfied for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${k}^{\ast }=\frac{\pi }{2}$$\end{document}$. We reiterate that the time *t* is measured from the instant when a quench of the field is applied on the steady state SS1.

Starting from an initial pure state characterised by a 2 × 2 density matrix $\documentclass[12pt]{minimal}
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                \begin{document}$${\rho ^{\prime} }_{0}$$\end{document}$, the dissipative evolution following a sudden quench drives the system to the steady state SS1. The transverse field is then again suddenly changed to a new value which further introduces dynamics in the system and accidental DQPTs are possible if at any time *t*^\*^ there exists a critical mode *k*^\*^ such that$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{n}}_{{k}^{\ast }}(0)\cdot {\hat{n}}_{{k}^{\ast }}({t}^{\ast })=-\,1,$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{n}}_{{k}^{\ast }}\mathrm{(0)}$$\end{document}$ now is the Bloch vector representing the initial density matrix $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{n}}_{{k}^{\ast }}({t}^{\ast })$$\end{document}$, on the other hand, is the Bloch vector representing the density matrix at time *t*^\*^ measured from the instant when the second quench is performed on the SS1. Thus the system may show a transition between two steady states separated by a DQPT associated with non-analyticities in the dynamical free energy density defined in Eq. ([20](#Equ23){ref-type=""}) at the critical instant *t*^\*^ for some values of quenching amplitude and the dissipation strength (see Fig. [2b](#Fig2){ref-type="fig"}). This observation indeed widens the horizon of the occurrence of DQPTs in open quantum systems and their experimental realisations as discussed below. These inter-state DQPTs are also possible for a dissipative evolution following a dissipative slow ramping state preparation discussed in the subsequent section.

Unitary evolution following a state preparation with dissipative linear ramping: Preparation of the initial state through ramping in the presence of a bath {#Sec8}
-----------------------------------------------------------------------------------------------------------------------------------------------------------

In this section, we shall prepare the initial density matrix using a dissipative slow ramping and probe the occurrence of DQPTs in the subsequent *unitary* evolution. To achieve this, we now adopt a dissipative state preparation protocol through a slow ramping in the presence of the bath in such a way that the transverse field is varied across a QCP following the protocol:$$\documentclass[12pt]{minimal}
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                \begin{document}$$h({t}_{1})={h}_{i}+({h}_{f}-{h}_{i})\frac{{t}_{1}}{\tau },$$\end{document}$$where *h*~*i*~ and *h*~*f*~ are the initial and final fields, *τ* being the total quenching time (rate). In this process, the system gets prepared in the density matrix *ρ*(*τ*); setting the origin of time at *t*~1~ = *τ*, we then calculate the LO due to the unitary temporal evolution generated by the time-independent final Hamiltonian *H*(*h*~*f*~) and explore the possibilities of DQPTs.

Fidelity induced Loschmidt overlap {#Sec9}
----------------------------------

Following the slow quench, the density matrix evolves unitarily under *U*~*k*~(*t*) = exp(−*iH*~*k*~(*h*~*f*~)*t*); thus, $\documentclass[12pt]{minimal}
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                \begin{document}$${\rho }_{k}(t)={U}_{k}(t){\rho }_{k}\mathrm{(0)}{U}_{k}^{\dagger }(t)$$\end{document}$; where *ρ*~*k*~(0) = *ρ*~*k*~(*τ*) describes the system just after the drive is over, i.e., at time *t*~1~ = *τ* and time *t* is measured from *t*~1~ = *τ*. The distance between *ρ*~*k*~(0) and *ρ*~*k*~(*t*) according to the fidelity defined in Eq. ([2](#Equ5){ref-type=""}) serves as a LO,$$\documentclass[12pt]{minimal}
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                \begin{document}$${ {\mathcal L} }_{U}^{F}(t)=\prod _{k}\,{\rm{Tr}}\,[\sqrt{\sqrt{{\rho }_{k}(0)}{\rho }_{k}(t)\sqrt{{\rho }_{k}(0)}}].$$\end{document}$$

We again define the dynamical free energy density:$$\documentclass[12pt]{minimal}
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                \begin{document}$${ {\mathcal F} }_{U}^{F}(t)=-\,{\rm{Re}}\,[{\int }_{0}^{\pi }\,\mathrm{log}\,{\rm{Tr}}\,[\sqrt{\sqrt{{\rho }_{k}(0)}{\rho }_{k}(t)\sqrt{{\rho }_{k}(0)}}]\,dk].$$\end{document}$$and probe the non-analyticities in the dynamical free energy density $\documentclass[12pt]{minimal}
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                \begin{document}$${F}_{U}^{F}$$\end{document}$ signalling the real time DQPTs.

As the Hamiltonian which generates the time evolution of the system acts only on the subspace {\|1〉~*k*~, \|4〉~*k*~}, the eigenvalues of the density matrix *ρ*~*k*~(0) i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$${p}_{1}^{k},{p}_{2}^{k},{p}_{3}^{k},{p}_{4}^{k}$$\end{document}$ remain invariant in time during the post-quench unitary dynamics. The Loschmidt overlap defined in Eq. ([30](#Equ33){ref-type=""}) for each *k*-mode is related to (see Methods),$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Tr}}\,[\sqrt{\sqrt{{\rho }_{k}(t)}{\rho }_{k}(0)\sqrt{{\rho }_{k}(t)}}]={p}_{2}^{k}+{p}_{3}^{k}+\sqrt{(\sum _{i=1,4,j=1,4}\,{p}_{i}^{k}{p}_{j}^{k}|\langle {\psi }_{i}^{k}(0)|{U}_{k}(t)|{\psi }_{j}^{k}(k)\rangle {|}^{2}+2\,\prod _{i=1,4}\,{p}_{i}^{k})}.$$\end{document}$$

We again note that all the terms on the right hand side of Eq. ([32](#Equ35){ref-type=""}) are positive, it does not vanish as all the $\documentclass[12pt]{minimal}
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                \begin{document}$${p}_{i}^{k}$$\end{document}$\'s are nonzero, however small they may be. Since, the state preparation protocol is dissipative, the non-analyticities are wiped out and the Lindbladian evolution leads to an *initial mixed density matrix*. Hence, starting from a mixed state, the LO constructed from the fidelity between density matrices does not indicate the occurrence of any DQPT (Fig. [3](#Fig3){ref-type="fig"}) even when the subsequent dynamics is unitary.Figure 3Vanishing of DQPTs in the fidelity approach. (**a**) The smoothening of non-analyticities in the dynamical free energy density given by Eq. ([31](#Equ34){ref-type=""}), with changing quenching time *τ* for a fixed value of dissipation strength *κ* = 0.001. The ramping rate *τ* = 0.0001 is so chosen that the dynamics lies in the Kibble-Zurek dominated regime of the residual energy^[@CR82]^ and has an apparent non analyticity (though not a true DQPT) in the dynamical free energy. (**b**) The smoothening of non-analyticities in the dynamical free energy density given by Eq. ([31](#Equ34){ref-type=""}), with dissipation strength *κ* for a fixed value of ramping time *τ* = 2.718. The case *κ* = 0 signifies no dissipation and has a clear non analyticity in the dynamical free energy density. In both the cases, $\documentclass[12pt]{minimal}
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Interferometric phase induced Loschmidt overlap {#Sec10}
-----------------------------------------------

Simplifying Eq. ([19](#Equ22){ref-type=""}), we define the LO between two density matrices in this approach as,$$\documentclass[12pt]{minimal}
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Unlike the LO constructed from the fidelity, $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Re}}[{L}_{U}^{I}(t)]$$\end{document}$ can assume both positive and negative values while the former is a positive definite measure; this, in turn, renders the possibility of observing DQPTs through the interferometric measure.

Recalling that the time-independent final Hamiltonian *H*~*f*~ is diagonal in the subspace {\|2〉~*k*~,\|3〉~*k*~} we write an effective 2 × 2 Hamiltonian $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\rho ^{\prime} }_{k}(0)=\frac{1}{2}({C}_{k}{\mathbb{I}}+{\overrightarrow{n}}_{k}\cdot \overrightarrow{\sigma }),$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${C}_{k}={p}_{1}^{k}+{p}_{4}^{k}$$\end{document}$ is time independent. The critical times and critical momenta of the DQPTs are determined by the zeros of the LO, i.e.,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${ {\mathcal L} }_{U,{k}^{\ast }}^{I}({t}^{\ast })={\rm{Tr}}\,[{\rho ^{\prime} }_{{k}^{\ast }}(0){e}^{-i{H}_{eff}({k}^{\ast }){t}^{\ast }}]+(1-{C}_{{k}^{\ast }})=0.$$\end{document}$$

The above equation simplifies to (see Methods),$$\documentclass[12pt]{minimal}
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Thus the critical momenta are obtained by solving the equation,$$\documentclass[12pt]{minimal}
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The expression for the critical times, i.e., Eq. ([39](#Equ42){ref-type=""}) clearly imposes a bound on the coefficient $\documentclass[12pt]{minimal}
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What is remarkable is that, the bound on $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{{k}^{\ast }}$$\end{document}$ imposes a condition on the dissipation strength *κ* and the duration of the ramping *τ* which defines a specific region in the *κ* − *τ* plane which supports the existence of DQPTs following a dissipative state preparation (Fig. [4b](#Fig4){ref-type="fig"}). We further note that no such bounds exist in the case when the bath is absent during the state preparation^[@CR72]^. This constraint relation is unique to the present work where one must take into consideration the 4-level nature of the decoupled Hamiltonian for each momenta when the unitary dynamics sets in. This constraint arises because the Hamiltonian generating the unitary dynamics acts only on the subspace spanned by {\|1〉~*k*~, \|4〉~*k*~}. We also note here that like equilibrium phase transitions, DQPTs can truly occur only in the thermodynamic limit of large system size. Although in Fig. [4b](#Fig4){ref-type="fig"}, the dynamical free energy density is shown for only one system size, the non analyticities in the dynamical free energy density become more prominent as the system size increases as illustrated in the section Methods.Figure 4DQPTs in unitary dynamics following a dissipative state preparation. (**a**) The scalar product of the post-quench Bloch vector with the final Hamiltonian crosses zero at a critical *k*^\*^, hence satisfying the condition for criticality Eq. ([38](#Equ41){ref-type=""}). Inset: The quantity *C*~*k*~ is plotted as a function of *k* revealing that it indeed satisfies the condition Eq. ([40](#Equ43){ref-type=""}), allowing the existence of critical times. (**b**) The interferometric free energy density shows non-analyticities signalling DQPTs for a TFIM (system size *L* = 500) during a unitary evolution following a dissipative density matrix preparation. The initial mixed state is prepared by slowly ramping the external magnetic field *h* from *h*~*i*~ = 0.5 to *h*~*f*~ = 1.5 across a QCP over a time span of *τ* = *e* with the dissipation strength *κ* = 0.01. Inset: The real part of the interferometric LO for the critical momenta (*k*^\*^) vanishes at a critical time *t*^\*^ satisfying the condition for criticality Eq. ([39](#Equ42){ref-type=""}), thus signalling DQPTs.

In analogy with equilibrium phase transitions, we can now consider the LO as a dynamical order parameter which can distinguish between the dynamical phases in the *κ* − *τ* plane. When $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{{k}^{\ast }}\ge \mathrm{1/2}$$\end{document}$, *k*^\*^s can always be found for which the LO is zero (gapless). On the other hand, the LO remains non-zero (gapped) for any *k* when *C*~*k*~ \< 1/2. Thus, we find the semblance of a phase transition from a gapless LO to a gapped LO phase separated by critical boundary in the *κ* − *τ* plane parametrized by critical *κ*~*c*~ and *τ*~*c*~. Therefore, tuning *κ* and *τ*, one can drive the system from one phase to the other.

Discussions and Conclusions {#Sec11}
===========================

In a recent experiment^[@CR38]^, DQPTs have been directly observed in interacting many body TFIM simulated in a trapped ion system. In the reported experiment, the ground states of the initial Hamiltonian span a degenerate manifold. For the case of degenerate ground states, the pure state LO is redefined to be the return probability of the time evolved state to the complete ground state manifold. The rate function (or the return probability) measured by performing repetitive projective measurements on the time evolved state shows non-analyticities in the thermodynamic limit when the time evolved state reaches the perfectly symmetric combination in the ground state manifold. Defining a similar generalized LO in the interferometric approach, one may observe non-analyticities in the rate function during the transition of the system between different steady states. This possibility is higher for the chosen type of bath, as the ground state manifold of the initial Hamiltonian is invariant in time under the action of the Lindbladian defined in Eq. ([12](#Equ15){ref-type=""}). In recent experiments^[@CR91]^ using combinations of weak and strong measurements, it has been possible to measure all the elements of a mixed state density matrix in a chosen basis. Similar experimental ventures will make the tomography of many-body mixed state density matrices possible which in turn will result in the possible measurement of the dissipative rate function showing dissipative DQPTs. Although the chosen bath being local in the JW fermions, is difficult to realise for spin chains, implementation for a similar bath would indeed be plausible in the one dimensional Kitaev chain.

To summarise, in this work, we have considered two different versions of LOs, one extracted from the fidelity and other from the interferometric phase, both of which reduce to the exact form of the LO in the pure state limit. The initial aim here is to explore DQPTs and study a dissipative evolution following a sudden quench in the Hamiltonian. The fidelity induced Loschmidt overlap is found to be inappropriate to capture any DQPT for a dissipative evolution. As for the interferometric phase induced LO, the existence of a dissipative steady state, takes the system away from any dynamical criticality until finally the dynamics freezes into the steady state. However, a second quench after the system has reached the steady state, drives the system towards a different steady state and remarkably, dissipative DQPTs are indeed possible during the inter steady state dynamics as shown in Fig. [2b](#Fig2){ref-type="fig"}. This possibility of inter-steady state DQPTs is uniquely unravelled in the interferometric phase approach and has not been reported earlier.

In contrast to the dissipative post quench evolution, we also study the situation of unitary post quench dynamics following a dissipative state preparation by ramping the external magnetic field of a TFIM across a QCP; the effect of two competing time scales, the quenching rate *τ* and *κ*^−1^, on the subsequent unitary dynamics when the bath is removed, is explored in the context of DQPTs. Figure [3](#Fig3){ref-type="fig"} presents results obtained in the fidelity approach where we show the smoothening of DQPTs as reflected in the associated dynamical free energy density as in Eq. ([32](#Equ35){ref-type=""}). On the contrary, considering the dynamical free energy density defined in the interferometric phase approach one obtains a condition Eq. ([40](#Equ43){ref-type=""}) which can be identified with a bound on the population of the subspace spanned by {\|1〉~*k*~, \|4〉~*k*~}. We reiterate that this condition is an artefact of dissipative state preparation and is unique to the present study. This constraint relation also marks the boundary in the *κ* − *τ* plane between two dynamically inequivalent phases, in one the LO vanishes for the critical mode *k*^\*^, while in the other no critical mode can exist and therefore the LO never vanishes. Thus, we find a phase transition like situation from a gapless LO to a gapped LO phase separated by the critical boundary. We conclude with the note that the results presented in this paper would hold true for any generic bath that is local in JW space in any JW solvable system. However, we note that all the baths cannot be simulated by linear Lindblad operators local in JW space^[@CR92],[@CR93]^, and hence the Lindblad master equation will not always be decoupled in the momentum representation. This situation resembles the study of DQPTs in non-integrable closed quantum systems (as discussed in refs^[@CR40],[@CR71]^). In such cases, the existence or non-existence of DQPTs may depend on the particular model under observation, the specific bath being studied as well as the quenching amplitude and protocol. Hence for quadratic or higher order Lindblad operators a generic answer to the questions addressed is not a priori obvious and is an interesting area of further research.

Methods {#Sec12}
=======

Solving for the time evolved density matrix {#Sec13}
-------------------------------------------

We shall elaborate on the set of 4 × 4 linear coupled first order differential equations determining the evolution of the time evolved density matrix for a particular *k* in the basis spanned by the states {\|1〉~*k*~, \|2〉~*k*~, \|3〉~*k*~, \|4〉~*k*~}. Expanding the Lindblad master equation in Eq. ([13](#Equ16){ref-type=""}), we find:$$\documentclass[12pt]{minimal}
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Thus, the only non-zero components of *ρ*~*k*~(*t*) to be taken into consideration are $\documentclass[12pt]{minimal}
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It is interesting to note that although the Lindblad operators considered here do not conserve fermion parity still in this case, the study of a two dimensional effective density matrix is sufficient to probe the existence of DQPTs. This is because of the fact that the evolution of the cross-terms of the full density matrix *ρ*~12~, *ρ*~13~, *ρ*~42~, *ρ*~43~ and their Hermitian conjugates (connecting the subspaces {1~*k*~, 4~*k*~} and {2~*k*~, 3~*k*~}) do not depend on any of the components of the density matrix in the subspace on which the Hamiltonian acts, i.e., {1~*k*~, 4~*k*~}. Now, since the initial density matrix has non-zero components only in this subspace {1~*k*~, 4~*k*~}, the cross terms of the density matrix between the subspaces {1~*k*~, 4~*k*~} and {2~*k*~, 3~*k*~}, quoted above, being initially zero, remain zero throughout the evolution because of the linear form of the Eqs ([41](#Equ44){ref-type=""}--[50](#Equ53){ref-type=""}). This analytical simplification which enables us to work with 2 × 2 density matrices could only be achieved because of the following two simple facts: (i) although the Lindblad operators do not conserve fermion parity, the isolated system Hamiltonian does, restricting the unitary part of the Lindblad equation to act only on a two dimensional subspace of the complete four dimensional Hilbert space and (ii) the initial state of the system is assumed solely to lie on a single parity sector.

Condition of orthogonality of two Bloch vectors {#Sec14}
-----------------------------------------------

Considering two 2 × 2 density matrices,$$\documentclass[12pt]{minimal}
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The overlap between \|*ψ*~1~〉 and \|*ψ*~2~〉 using Eq. ([54](#Equ57){ref-type=""}) is shown to be$$\documentclass[12pt]{minimal}
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Rearranging the terms on both sides of Eq. ([55](#Equ58){ref-type=""}), we obtain,$$\documentclass[12pt]{minimal}
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The RHS of Eq. ([56](#Equ59){ref-type=""}) vanishes if the Bloch unit vectors $\documentclass[12pt]{minimal}
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Fidelity induced LO calculation for post slow quench unitary dynamics {#Sec15}
---------------------------------------------------------------------

The fidelity between two density matrices *ρ* and *σ* can be rewritten in the two dimensional basis of \|1〉~*k*~ and \|4〉~*k*~ as,$$\documentclass[12pt]{minimal}
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The first term on the RHS of Eq. ([58](#Equ61){ref-type=""}), can be simplified as,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}{\rm{Tr}}\,[{\rho }_{k}(0){\rho }_{k}(t)] & = & {\rm{Tr}}\,[\sum _{i,j}\,{p}_{i}^{k}{p}_{j}^{k}|{\psi }_{i}^{k}(0)\rangle \langle {\psi }_{i}^{k}(0)|{U}_{k}(t)|{\psi }_{j}^{k}(0)\rangle \langle {\psi }_{j}^{k}(0)|{U}_{k}^{\dagger }(t)]\\  & = & \sum _{i,j}\,{p}_{i}^{k}{p}_{j}^{k}|\langle {\psi }_{i}^{k}(0)|{U}_{k}(t)|{\psi }_{j}^{k}(0)\rangle {|}^{2}\end{array}$$\end{document}$$and the second term on the RHS of Eq. ([58](#Equ61){ref-type=""}) can be expanded in terms of the probabilities as,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{({\rm{\det }}\,{\rho }_{k}(0))\,({\rm{\det }}\,{\rho }_{k}(t))}={p}_{1}^{k}{p}_{4}^{k}.$$\end{document}$$

Summing up Eqs ([59](#Equ62){ref-type=""}) and ([60](#Equ63){ref-type=""}), we obtain the fidelity in the reduced space spanned by the vectors \|1〉~*k*~ and \|4〉~*k*~.

Now, as the space of \|2〉~*k*~ and \|3〉~*k*~ is decoupled from the space of \|1〉~*k*~ and \|4〉~*k*~ as explained in Methods, the total fidelity separates as,$$\documentclass[12pt]{minimal}
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                \begin{document}$$F({\rho }_{k}(0),{\rho }_{k}(t))={F}_{1}({\rho }_{k}(0),{\rho }_{k}(t))+{F}_{2}({\rho }_{k}(0),{\rho }_{k}(t)),$$\end{document}$$where *F*~2~ is the fidelity between *ρ*~*k*~(0) and *ρ*~*k*~(*t*) in the basis of \|2〉~*k*~ and \|3〉~*k*~. Since, both the initial and the time evolved density matrices are diagonal in this basis and since, in the post quench unitary evolution the eigenvalues of the density matrix does not change with time,$$\documentclass[12pt]{minimal}
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Combining the results in Eqs ([61](#Equ64){ref-type=""}) and ([62](#Equ65){ref-type=""}), we obtain the complete fidelity induced LO in Eq. ([32](#Equ35){ref-type=""}) of the main text.

Interferometric LO calculation for post slow quench unitary dynamics {#Sec16}
--------------------------------------------------------------------

The LO defined in Eq. ([19](#Equ22){ref-type=""}) for the post quench unitary dynamics is$$\documentclass[12pt]{minimal}
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                \begin{document}$$\langle {w}_{k}(0)|{w}_{k}(t)\rangle =\sum _{i=1,4}\,{p}_{i}^{k}\langle {\psi }_{i}^{k}(0)|{U}_{k}(t)|{\psi }_{i}^{k}(0)\rangle +{p}_{2}^{k}+{p}_{3}^{k},$$\end{document}$$where *U*~*k*~(*t*) = exp(−*iH*~*k*~(*h*~*f*~)*t*) and *H*~*k*~(*h*~*f*~) is 2 × 2 final Hamiltonian in the space spanned by basis spanned by \|1〉~*k*~ and \|4〉~*k*~. The first term on the RHS of Eq. ([63](#Equ66){ref-type=""}) can be re-written as $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle {w}_{k}(0)|{w}_{k}(t)\rangle ={C}_{k}\,\cos \,{\epsilon }_{k}^{f}t-i({\overrightarrow{n}}_{k}\cdot {\hat{d}}_{f}(k))\,\sin \,{\epsilon }_{k}^{f}t+(1-{C}_{k}).$$\end{document}$$

Hence the critical *k*^\*^s can be determined from the condition,$$\documentclass[12pt]{minimal}
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The above critical times can only be obtained if $\documentclass[12pt]{minimal}
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The thermodynamic limit {#Sec17}
-----------------------

Similar to equilibrium phase transitions, DQPTs occur in the thermodynamic limit only. Now, like its equilibrium counterpart, the dynamical free energy is an extensive quantity and hence will always diverge in the thermodynamic limit. To circumvent this difficulty, one studies the dynamical free energy *density* which being an intensive quantity does not diverge in the thermodynamic limit of large system size. In the case of DQPTs, the thermodynamic limit is essential to include the exact critical momentum mode or modes in the dynamical free energy density, which makes it non-analytic at the instants of DQPTs.

The dynamical free energy density obtained in the interferometric phase approach after the dissipative state preparation, was observed to be non-analytic corresponding to a single system size in Fig. [4b](#Fig4){ref-type="fig"}. This non-analyticity becomes more prominent with increasing system size as shown in Fig. [5a--d](#Fig5){ref-type="fig"}, thus establishing the existence of DQPTs in the thermodynamic limit.Figure 5Prominence of the non-analyticity with increasing system size. The interferometric free energy density Eq. ([34](#Equ37){ref-type=""}) shows non-analyticities signalling DQPTs for a TFIM during a unitary evolution following a dissipative density matrix preparation. The initial mixed state is prepared by slowly ramping the external magnetic field *h* from *h*~*i*~ = 0.5 to *h*~*f*~ = 1.5 across a QCP over a time span of *τ* = *e* with the dissipation strength *κ* = 0.01 for system size, (**a**) *L* = 100 (**b**) *L* = 200 (**c**) *L* = 500 (**d**) *L* = 1000. We observe that the non-analyticity becomes more prominent with increasing system size, thus establishing the existence of DQPTs in the thermodynamic limit.
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