In this paper, we will generalize the definition of partially random or complex reals, and then show the duality of random and complex, i.e., a generalized version of Levin-Schnorr's theorem. We also study randomness from the view point of arithmetic using the relativization to a complete Π 0 1 -class.
Introduction
The notion of randomness is studied from several approaches. In this paper, we will consider about two approaches, randomness defined by a measure, which is a generalization of MartinLöf randomness, and randomness defined by a complexity function, which is a generalization of weak Chaitin randomness. (In this paper, we call the latter notion "complex".) It is well-known, as Levin-Schnorr's theorem, that Martin-Löf randomness and weak Chaitin randomness coincide. (See, e.g., Downey and Hirschfeldt [2] or Nies [6] .) We will generalize this theorem and show that above two different styles of definitions of randomness has a duality, in other words, given a new notion of randomness in one of the above styles, then, we can automatically get the definition of the same notion of the other style. Our generalization several versions of partial randomness (e.g. in Tadaki [10] or Calude/Staiger/Terwijn [1] ) We also study on randomness in arithmetic using relativization to some Muchnik complete Π 0 1 -class.
Generalizing complex and random
In this section, we introduce a generalized notion of random or complex reals. We first define random reals relative to a recursive sub-measure on all of codes for open sets. Note that m(A) = inf{ i∈ω m(F i ) | i∈ω F i ⊇ A} if m is bounded. Let Z ∈ 2 ω . An m-test (relative to Z) is a uniformly (Z-)r.e. sequence {A i | i ∈ ω} such that m(A i ) ≤ 2 −i . A real X ∈ ω is said to be m-random (relative to
Example 2.2.
1. Let h : 2 <ω → ω be a recursive function. Then, the following are premeasures:
Here, dwt h -random is usually called h-random, , which is appeared, e.g., in Tadaki [10] , and, in particular, it is Martin-Löf random if h(σ) = |σ|. pwt h -random is usually called strongly-hrandom, which is appeared, e.g., in Calude/Staiger/Terwijn [1] . Note that the original notion of Martin-Löf random and Solovay random are equivalent, but they are different in case, e.g., m = dwt h .
2.
If m 1 and m 2 are pre-measures, then, m 1 + m 2 and min{m 1 , m 2 } are pre-measures.
3. In fact, any Σ 0 2 -subclass of Cantor space can be considered as a set of m-random reals, and conversely, for any pre-measure m, a class of m-random real is a Π 0 2 -class. Let P ⊆ 2 ω be a Σ 0 2 -class. Take a recursive sequence of trees {T i | i ∈ ω} such that X ∈ P if and only if X is a path of T i for some i ∈ ω. Define (recursive) pre-measures m i and m as follows:
Then, we can easily check that X is m-random if and only if X ∈ P . Proof. Similar to the construction of a universal Martin-Löf test.
Next, we define generalized complexities in two ways. We generalize two different style definitions introduced by Uspensky and Shen [11] . We first generalize the complexity defined by a description mode. Proof. Similar to the construction of optimal prefix-free Turing machine.
Next, we introduce the definition of complexity as a minimal function. A finite complexity function is a finite set r ⊆ 2 <ω × Z, we identify r as a function
Given a finite complexity r ⊆ 2 <ω × Z, definer = {σ ∈ 2 <ω | ∃d ∈ ω (σ, d) ∈ r} and r +i :=
Let r, s ⊆ 2 <ω × ω be finite complexity functions, we say that r is stronger
Definition 2.5 (Complexity as a minimal function). A rule (for a complexity function) is a recursive set R ⊂ [2 <ω × Z] <ω which satisfies the following:
2. If r ∈ R and s ≺ r, then s ∈ R.
A complexity function (relative to Z) is a right (Z-)r.e. function K : 2 <ω → ω. (Here, we say that K is a right r.e. function if the relation {(σ, m) | K(σ) < m} is r.e.) Given a rule R, a complexity function
2. R-minimal: if A ⊆ 2 <ω × ω is a (Z-)r.e. set such that any finite F ⊆ A is an element of R, then there exists c ∈ ω such that for any (σ,
ω is said to be Solovay-R-complex relative to Z if lim n→∞ K Z R (X ↾ n) − n = ∞. Note that, sometimes, R-optimal complexity function is just called R-complexity.
Proposition 2.3. For any rule R and for any
Proof. Let {A i | i ∈ ω} be a recursive enumeration of all (Z-)r.e. sets such that any finite F ⊆ A i is an element of R.
Example 2.6.
1. Let h : 2 <ω → ω be a recursive function. Then, the following are rules:
for any n ∈ ω and for any s ⊆ r such thats is prefix-free}.
where KA is a priori complexity. R KPh -complex is usually called h-complex, and, in particular, it is called weak Chaitin random if h(σ) = |σ|. R KAh -complex is usually called strongly-hcomplex.
2. If R 1 and R 2 are rules, then
If R is a rule for a mode, and r ∈ R, definer = {(σ, |τ |) | (τ, σ) ∈ r}, thenR := {s | ∃r ∈ R s ≺ r} is a rule for a complexity function. If M is an R-mode, then K M is anR-complexity function.
Generalized Levin-Schnorr's theorem
In this section, we will show that randomness defined by a measure and complex defined by a complexity function have a concrete correspondence. In this section, a rule means a rule for a complexity function
We can easily check that s ≺ r ifs ⊆r and s ≤ r .
Lemma 3.1. Let R be a rule, and let r 1 , . . . , r n ∈ R. Then, r
Proof. By induction on n. If r
Definition 3.1. Let m be a pre-measure, and let R be a rule. Then, we define m
is obvious from the definition, and
Thus, R √ is a pre-measure. Let m be a pre-measure. Then, by definition, ∅ ∈ m
We have proved that m √ is a rule.
Proposition 3.3. Let m, k be pre-measures, and R, S be rules.
Proof. Easy from the definition.
The following proposition means that m and m √√ is essentially the same, and R and R √√ is essentially the same. 
Proof. We first prove 1. Let m be a pre-measure, and F be a finite subset of 2 <ω . Then,
We next show that m √√ (F ) ≤ 2m(F ). For e ∈ Z, define r e,F = {(σ, |σ|−e) | σ ∈ F }. Then, for any e ∈ Z such that m(F ) ≤ 2 −e and for any non-empty s ⊆ r e,F , we have
Next, we prove 2. Let R be a rule for a complexity. Then,
Thus, r ∈ R implies r ∈ R
√√
. Let r ∈ R
. Then, there exist t 1 , . . . , t l ∈ R such thatr ⊆ t 1 ∪ · · · ∪t l and 2
+1 . Thus, without loss of generality, we can assume that t 1 < t 2 < · · · < t l . By Lemma 3.1, t := t
Definition 3.2. Let m be a pre-measure, and let R be a rule. Then, R is said to be a dual rule of m, or m is said to be a dual pre-measure of R, if there exists c ∈ ω such that • R KPh is a dual of dwt h ,
• R KAh is a dual of pwt h ,
• R KSh is a dual of dct h ,
• R KDh is a dual of pct h .
Theorem 3.5 (Duality/Generalized Levin-Schnorr's theorem). Let m be a pre-measure, and let R be its dual rule. Then, X ∈ 2 ω is m-random if and only if it is R-complex.
Proof. Without loss of generality, we may assume that m = R √ . Let X ∈ 2 ω be not R-complex.
Then, a sequence {U i | i ∈ ω} is (uniformly) r.e., and
Then, r F ∈ R and r ≥ i.
Conversely, let X ∈ 2 ω be not m-random. Then, there exists an m-test {U i | i ∈ ω} such that X ∈ i∈ω [U i ]. Define an r.e. set A as A = {(σ, |σ| − i) | σ ∈ U 2i }. Let a ⊆ fin A, and s ⊆ a. If s = n, thens ⊆ i≥n U 2i , thus,
Hence, a ∈ m √ = R
√√
. Thus, X is not R √√ -complex, and hence it is not R-complex by Proposition 3.4.
Theorem 3.6 (Duality/Generalized Levin-Schnorr's theorem). Let m be a pre-measure, and let R be its dual rule. Then, X ∈ 2 ω is Solovay-m-random if and only if it is Solovay-R-complex.
Proof. Similar to Theorem 3.5.
Random and complex relative to PA degree and nonstandard models of arithmetic
In this section we will show that a real X is complex/random from a nonstandard model of arithmetic if and only if it is not compressible in arithmetic, if and only if it is 'strongly' complex/random. To show this, we consider the concept complex/random relative to some Muchnik complete Π ω is m-random (or R-complex) relative to CPA if there exists Z ∈ CPA such that X is m-random (or R-complex) relative to Z. We fix a theory of arithmetic T = PA or a recursive extension of IΣ 1 . Let R be a Σ 0 -definable rule (or T provably ∆ 1 rule).
Definition 4.1. Let X ∈ 2 ω , and let M a model of T . For given r ∈ M such that M |= r ∈ R,
∈ r} ∪ {∞} (r or K r is said to be an M -finite complexity). Then, X is said to be R M -complex if for any M -finite complexity r ∈ R in M , there exists c ∈ ω such that M |= K r (X ↾ n) ≥ n − c for any n ∈ ω.
Theorem 4.1. Let X ∈ 2 ω . Then, the following are equivalent.
1. X is R-complex relative to CPA.
Proof. We first show 1 → 2. Let X be R-complex relative to CPA. Then, there exists a Scott set S ⊆ P(ω) (i.e., (ω, S) |= WKL 0 ) such that for any A ∈ S, X is R-complex relative to A. By Theorem 15.23 of [5] , there exists a nonstandard model M |= T such that SSy(M ) = S. Then, we can easily check that X is R M -complex.
To show 2 → 1, we fix a Σ 0 -formula θ(σ, n, m, τ ) such that for any A ∈ 2 ω , K A (σ) = min{n | ∃m ∈ ω ω |= θ(σ, n, m, A ↾ m)} be an optimal R-complexity relative to A, and T proves 'for any finite r such that (σ, n) ∈ r → ∃mθ(σ, n, m, ρ ↾ m) for some ρ, r is a finite R-complexity'. Let M |= T and X be R M -complex. Then, there exists A ∈ CPA such that A ∈ SSy(M ). Take ρ ∈ M such that SSy(ρ) = A, and, in M define
Theorem 4.1 shows that if X ∈ 2 ω is an R-complex relative to CPA, then it is not R-compressible in T in the following sense. Let K be a new function symbol. Define T R := PA(K)+'K is an Rcomplexity function' (in other words, any finite part of K is in R), and define T R * = T R +{K(σ) = min{n | ∃m ∈ ω ω |= θ(σ, n, m, 0 m )}} where θ is a Σ 0 -formula defining R-optimal complexity appeared in the proof of Theorem 4.1. For T ′ ⊇ T R and X ∈ 2 ω , X is said to be compressible in 
ω , we can easily check that K A R is an R-optimal complexity function relative to A. In general, we can show the following. Let (M, A) |= IΣ 0 1 , and let ϕ(σ, n, A) be a Σ A 1 -formula without parameters such that (M, A) |= ∀N {(σ, n) < N | ϕ(σ, n, A)} ∈ R). Then, there exists c ∈ ω such that (M, A) |= ∀σ∀n(ϕ(σ, n, A) → K A R (σ) < n + c).
Lemma 4.2. Let {σ i } i∈ω ⊆ 2 <ω , and let {n i } i∈ω ⊆ ω. Then, the following are equivalent.
1.
There exists an consistent recursive extension T ′ ⊇ T such that for any c ∈ ω there exists
2. For any A ∈ CPA, and for any c ∈ ω, there exists i ∈ ω such that K
Proof. To show 1 → 2, let T ′ be such that for any c ∈ ω there exists l ∈ ω such that T ′ ⊢ i<l (K R (σ i ) < n i − c), and let A ∈ CPA. Then, as in the proof of Theorem 4.1, there exists a countable model M |= T ′ such that for any X ∈ SSy(M ), X is Turing reducible to A. Thus, the set S := {(σ, n) ∈ 2 <ω × ω | M |= K R (σ) ≤ n} is Turing reducible to A, and any finite subset of S is a member of R. By the optimality of K A R , there exists c 0 ∈ ω such that for any (σ, n) ∈ S, K R A (σ) < n + c 0 . Let c ∈ ω. Then, by the assumption of T ′ , there exists i ∈ ω such that (σ i , n i − c − c 0 ) ∈ S for any i ∈ ω. Thus, K A R (σ i ) < n i − c. Next, we will show ¬1 → ¬2. Let T ′ = T + Con(T ). Then, there exists c ∈ ω such that
<ω such that the class of paths of X is a Muchnik complete Π 0 1 -class, and T proves ∀n∃σ(|σ| = n ∧ σ ∈ T ) (e.g., take X such that its path is a completion of IΣ 0 ). We will show that for some path A ∈ 2 ω of X and for some C ∈ ω, K 
Then, A ∈ X (in the standard model).
Lemma 4.3. Let {σ i } i∈ω ⊆ 2 <ω , and let {n i } i∈ω ⊆ ω, and let k ∈ ω. Then, the following are equivalent.
2. For any A ∈ CPA, and for any c ∈ ω, there exists i ∈ ω such that K A R (σ i ) < n i − c.
Proof. Similar to the previous lemma. (This time,
≤ n} is still a member of the standard set in the proof of 1 → 2. No change is needed for the proof of 2 → 1.)
ω . Then, the following are equivalent.
For any recursive extension
On the other hand, randomness relative to CPA can be characterized by the notion of strongrandomness as follows. For A, B ⊆ 2 <ω , we write A ≺ B if for any σ ∈ A there exists τ ∈ B such that τ ⊆ σ.
Definition 4.2. Let m be a pre-measure. Then, we define a pre-measure m * as follows:
Then, X ∈ 2 ω is said to be strongly-m-random if it is m * -random.
This shows that a priori complexity KA works well even in an arithmetic, i.e., X is KA-hcomplex if and only if it is not KA-h-compressible in an arithmetic extending T R KAh . In particular,
X is Martin-Löf random if and only if it is not KA-compressible in an arithmetic extending T RKA if and only if it is not KP-compressible in an arithmetic extending T RKP .
On the other hand, KP does not work well in arithmetic. By Reimann and Stephan [9] , there exists a 1/2-random X which is not strongly-1/2-random. (Here, (strongly-)1/2-random means (strongly-)h-random for h(σ) = 1/2|σ|.) Then, this X is KP-1/2-complex but it is KP-1/2-compressible in some arithmetic extending T R KP -1/2 .
Finally, we show that two different styles of definition of complexity coincide by relativization to CPA, which is a partial answer to Question ??. Proof. We show that if X ∈ 2 ω is R-complex relative to CPA, then it isR-complex relative to CPA. Let X ∈ 2 ω be notR-complex relative to CPA, and let Z ∈ CPA. By Therems 3.5 and 4.6, X
is not (R √ ) * -random. Thus, there exists (R √ ) * -test {U i | i ∈ ω} such that X ∈ i∈ω U i . Define a
<ω (s ⊆ {(σ, |σ| − i) | σ ∈ V 2i } → ∃r ⊆ fin Y (r =s ∧ s ≺r −2 ∧ r ∈ R)).
By (bounded) König's lemma, this P is non-empty. Then, there exists Y ∈ P such that Y ≤ T Z. Let M Z be an R-optimal mode relative to Z and K = K M Z . Then, there exists c ∈ ω such that for any (τ, σ) ∈ Y , K(σ) < |τ | + c. By the definition of P , for any i ∈ ω, there exist σ ⊆ X and τ ∈ 2 <ω such that (τ, σ) ∈ Y and |τ | ≤ |σ| − i + 2, thus, K(σ) ≤ |σ| − i + 2 + c. Hence, X is not R-complex relative to Z.
This shows that KA-complex relative to CPA coincides with KM-complex relative to CPA.
