We provide a framework for the sparse approximation of multilinear problems and show that several problems in uncertainty quantification fit within this framework. In these problems, the value of a multilinear map has to be approximated using approximations of different accuracy and computational work of the arguments of this map. We propose and analyze a generalized version of Smolyak's algorithm, which provides sparse approximation formulas with convergence rates that mitigate the curse of dimension that appears in multilinear approximation problems with a large number of arguments. We apply the general framework to response surface approximation and optimization under uncertainty for parametric partial differential equations using kernel-based approximation. The theoretical results are supplemented by numerical experiments.
Introduction
In the first part of this work, we consider the problem of approximating the value v := M(w (1) , . . . , w (n) ) of a continuous multilinear map M, given approximations w for j ∈ {1, . . . , n}. We assume that as N grows, the accuracy of the approximations w N increases but that simultaneously the required work goes to infinity.
In practice, the map M may be as simple as the application of a linear operator to a real-valued function on a domain Γ ⊂ R d → R. For example, approximating the identity operator w (1) := Id by an interpolation operator based on evaluations in X ⊂ Γ with |X| = N , and approximating a function This is an instance of the curse of dimensionality: To achieve the same error in n dimensions as in 1 dimension, the work needs to be exponentiated.
Smolyak's algorithm was introduced in [34] and further studied in [37, 38, 26, 9] for the case where the multilinear map is given by the tensor product of quadrature and interpolation formulas. It allows an error of size exp(−βL)L n−1 with work exp(γL)L n−1 [38, Lemma 2, Lemma 7] . This means that the work required to achieve an error of size ǫ > 0 is bounded by ǫ −γ/β | log ǫ| . Therefore, up to logarithmic factors and multiplicative dimension-dependent constants, the curse of dimensionality has been lifted. More recently, it was shown [12, 13, 6 ] that if the rates β j , γ j differ with j ∈ {1, . . . , n} the work can further be reduced to ǫ −ρ if only one input has the maximal exponent ratio ρ = max n j=1 γ j /β j . Our results generalize this analysis to the case of general multilinear approximation problems. For example, while the work [12] exploits multiscale hierarchies and orthogonal decompositions to construct sparse wavelet approximation spaces, our results apply to arbitrary approximation schemes and thus provide conceptual simplifications that are helpful for both theoretical analysis and general purpose numerical implementations. Furthermore, our results are not restricted to quadrature and interpolation problems, but apply to rather general numerical approximation problems with multiple discretization parameters.
When applied to the example described at the beginning of this introduction, namely v = M(Id, f ), Smolyak's algorithm yields a multilevel algorithm that combines samples from different approximations of f with the general idea that more samples are taken from less expensive approximations, the exact numbers being determined by the involved work and convergence rates. A connection between multilevel methods and Smolyak's algorithm has been discussed previously in [20, 21] ; however, the results there were formulated only for quadrature problems and the analysis was based solely on balancing errors of the involved approximations, ignoring the associated computational work.
In the second part of this work, we show how several problems in uncertainty quantification can be cast as multilinear approximation problems and tackled using the general Smolyak algorithm. We demonstrate how multilevel [10, 36, 23, 11] and multi-index [19] methods for the approximation of expectations can be regarded as instances of Smolyak's algorithm, and we obtain novel methods for kernel-based response surface approximation and optimization under uncertainty with improved theoretically guaranteed convergence rates when compared to straightforward approaches.
We study parametric partial differential equations, i.e., problems of the form
where both the partial differential operator P y and the right-hand side f y depend on a parameter y, and we are interested in a possibly nonlinear real-valued quantity of interest Q(u y ). For example, Equation (1) may model physical problems with parameters describing material properties, boundary conditions and forcing terms, and Q may be a spatial average or a point value.
For numerical computations, at least two types of approximation are required. For each given parameter y, we can only compute solutions u y,N of u y stemming from discretizations of Equation (1), with u y,N → u y as N → ∞. Furthermore, we can only compute such approximations for finitely many values of the parameter y. The straightforward approach to obtain small errors is to take a sufficiently large number of samples computed with a sufficiently fine discretization of Equation (1) and then use a suitable interpolation method to obtain estimates of the quantity of interest for intermediate parameter values. To improve on this approach, we treat each approximation as one factor within a multilinear approximation problem. Smolyak's algorithm then yields multilevel methods that combine many samples of coarse approximations of the PDE with fewer samples of finer approximations. Such methods were studied for the computation of expected values using different quadrature methods in [22, 10, 20, 36, 23] . If the parameter space is a finite-dimensional product domain, then one may include this structure into the multilinear approximation problem and Smolyak's algorithm coincides with the Multi-index Stochastic Collocation Method of [18, 17] . We extend these methods to the approximation of the full response surface, which allows among others for the computation of higher statistical moments, for application to inverse problems and for the optimization of parameters. Using the general theory for Smolyak's algorithm, we obtain convergence rates that essentially only reflect the constituent approximation with the worst complexity. For example, when the response surface is smooth enough, then approximations of the full response surface can be obtained at the same cost as response approximations for one single value of the parameter. To construct approximations of the response surface, we use kernel-based approximation [29] , for which we provide the required background in Section 3. As a by-product, we obtain novel bounds also for single-level kernel-based approximation on sparse grids. Previous work in this direction [30] established convergence bounds in the L ∞ -norm; we extend these bounds to Sobolev norms and more general function spaces. We note in passing that the choice of kernel-based approximations is not crucial. Indeed, any interpolation or approximation method that provides operators converging to the identity in some appropriate operator norm may be used. The strengths of kernel-based approximation are that the domain is not restricted to be an interval or hypercube, the data can be given in an unstructured form (i.e. not on a grid), and more general types of information (e.g. derivative values) can easily be included to enhance the resulting approximation.
Finally, we consider problems where the parameter y = (z, m) of Equation (1) can be split into a deterministic part z ∈ Γ ⊂ R d and a random part m. For example, this situation is studied in optimization under uncertainty [28, 32] , which is concerned with problems of the form
where Q is a quantity of interest that is sought to be minimized and ψ(z) represents costs that are associated with the control z. We show how response surface approximation for z (using kernel-based approximation), expectations over m (using Monte Carlo sampling) and numerical approximation of the PDE (using black-box PDE solvers) can be treated jointly in a multilinear approximation setting. Applying Smolyak's algorithm then gives rise to a novel method for the approximative solution of (2). More specifically, we obtain surrogate models that can be evaluated at low cost such that standard minimization procedures can be applied. Under some assumptions, these surrogate models converge to the true model at the rate of Monte Carlo methods, which means that the work required for approximation of the PDE and for interpolation between finitely many choices of the parameter becomes negligible.
The remainder of this work is organized as follows. In Section 2, we introduce multilinear approximation problems and analyze Smolyak's algorithm applied to this setting. In Section 3 we provide a short introduction to kernel-based approximation and show how mixed regularity gives rise to a multilinear structure that may be exploited using the results of Section 2, yielding kernel-based approximation with sparse grids. In Section 4, we study the numerical approximation of parametric and random PDEs. Applying the results from Section 2, we obtain novel sparse kernel-based approximation methods with theoretically guaranteed convergence rates. In Section 5, we present numerical experiments on parametric, linear elliptic PDE problems that confirm the theoretical convergence rates for response surface approximation and optimization under uncertainty.
Sparse approximation of multilinear problems
Suppose we want to approximate the value
where
and V are normed spaces, and w
are fixed but not available inputs for which we are given approximations w
, j ∈ {1, . . . , n}.
In the applications that we consider in this work (see Sections 3 and 4), each input w (j) will be either a real-valued function (where the need for approximation comes from the discretized solution of differential equations that define these functions), an identity operator (which will be approximated by interpolation operators based on finitely many deterministic samples), or an expected value (which is again approximated using finitely many, either deterministic or random, samples). The multilinear map M will be a combination of applications of operators to elements of their domain and of tensor products of operators. Finally, the value v will be a scalar, a real-valued function, or an operator.
A straightforward way to approximate v is to consider
with large N (j) for all j ∈ {1, . . . , n}. Under the assumptions stated below, the work required by this approach for an error of size ǫ > 0 grows like ǫ −γ1/β1−···−γn/βn . We will derive an alternative, decomposition based approximation of v that reduces the workload to ǫ −ρ , ρ := max n j=1 γ j /β j , up to possible logarithmic factors. In the context of integration and interpolation problems, this approach is known as Smolyak's algorithm [34] .
• Assumption 1 (Continuity): The map M is continuous. This is equivalent to the existence of a constant C > 0 such that
for any a (j) ∈ W (j) , j ∈ {1, . . . , n}. Here and in the remainder of this work, we use the generic symbol · to denote norms whenever it is evident from the context which specific norm is meant.
• Assumption 2 (Componentwise approximability): For each j ∈ {1, . . . , n}, we have
for some β j > 0. We use the notation N to denote inequalities that hold up to a factor that is independent of N .
• Assumption 3 (Componentwise required work): For each j ∈ {1, . . . , n}, the construction of w • Assumption 4 (Overall work): The work required for the evaluation of M is subadditive and multiplicative,
To define Smolyak's algorithm, for any j ∈ {1, . . . , n} we consider subsequences N (j) l := exp(t j l), l ∈ N := {1, . . . }, with t j > 0 to be chosen below, and we define the consecutive differences
with the auxiliary definition w 
It is now reasonable to restrict the final sum in the above decomposition of v to those multi-indices l ∈ N n for which the ratio of work and contribution (measured by the norm) associated with
is below some threshold. Thanks to Assumptions 3 and 4, the work associated with ∆ l can be bounded by
and due to Assumptions 1 and 2, the norm of ∆ l can be bounded by
Therefore, we approximate the work-to-contribution ratio of ∆ l by exp(
Since strict inequalities in our derivations above are possible, this approximation may not be exact, and therefore merely functions as a motivation for the following definitions. Looking at (6), we may proceed in two ways. Either we choose t j := 1/(γ j + β j ) and restrict the sum in Equation (3) to those ∆ l with |l| 1 := l 1 + · · · + l n ≤ L ∈ N or we take t j to be constant and sum up all ∆ l with (γ + β) · l ≤ L. We choose the first option and define Smolyak's algorithm
The following combination rule [15] can be proven verbatim as in [38, Lemma 1] and can facilitate numerical implementations:
Of course, S L (v) is simply an element of V ; the word algorithm is used because in Smolyak's original publication [34] the factors w
N were univariate interpolation or quadrature formulas, the multilinear map corresponded to the tensor product of these operators, and Smolyak's algorithm provided instructions for the combination of the previously known univariate formulas to obtain novel corresponding multivariate formulas.
By Equation (4), the work associated to
where g = (g 1 , . . . , g n ) with g j := γ j /(γ j + β j ). The exponential sum on the right hand side of the previous inequality been estimated in [18, Lemma 6] with the result
where g max := max n j=1 g j and n
Furthermore, Equations (3) and (5) (see Lemma 2.2 below for a rigorous justification) show that
, it remains to bound an exponential sum; although this time an infinite one with decaying terms. This has been done in [18, Lemma 7] ,
To summarize the results in a succinct fashion, we define
Theorem 2.1. (Convergence of sparse approximations) For
and
Proof. (12), and because ψ(L)/ψ(L + 1) is bounded and ψ(L + 1) ≤ ǫ, this implies Equation (13) . Furthermore, by Equation (10) we have
where the last inequality holds for all small enough ǫ > 0 by the choice of L. [12] but for kernel-based approximation. Remark 7 and [14] .
Remark 1. Theorem 2.1 generalizes results on sparse wavelet approximation that were proven in [12] using orthogonal decompositions. Indeed, we show in Section 3 how high-dimensional approximation can be analyzed as multilinear approximation problem and deduce results similar to those in

Remark 2. (Exponential convergence) It may happen that one of the inputs exhibits exponential convergence,
w (j) − w (j) N N exp(−s j N ) and algebraic work, Work(w (j) N ) N N γj .
Such inputs satisfy Assumption 2 for any exponent and thus can always be added to a problem without increasing the bounds in Theorem 2.1. When all inputs converge exponentially, improved exponential convergence rates can be obtained by an extended analysis, see
Remark 3. (Logarithmic factors) If the work of one of the inputs exhibits additional logarithmic factors, Work(w
then the work required for an error of size ǫ increases by the factor | log ǫ| s , where s :
, which follows from a simple supremum bound together with [18, Lemma 6] . Therefore, Equation (10) holds with the additional factor L s and Theorem 2.1 holds with the additional factor | log ǫ| s .
Remark 4. (Tracking constants) Provided more explicit bounds on error and work,
we may refine the work bound in Theorem 2.1 to
for
Remark 5. (Integer constraints)
We assumed that we can choose N ∈ R ≥ := {x ∈ R : x ≥ 0}. 
Proof. By Equation (5) and [18, Lemma 7] we have
Therefore, all rearrangements yield the same limit, if one exists. But
by continuity of M.
Kernel-based approximation
In this section, we describe kernel-based approximation methods [29, 39] , which we later use to approximate response surfaces. Assume we want to reconstruct an element f of a Hilbert space (H, ·, · ) from the output T f of a linear sampling operator T ∈ L(H, R N ), with N ∈ N. If H is infinite-dimensional, then the output of T never uniquely determines an element of H. To resolve this ambiguity we select the interpolant with minimal norm,
where s 2 := s, s . In the remainder of this work, we refer to S as the best-approximation associated with T, which is justified by property (ii) in Theorem 3.1 below.
We denote by T * : R N → H the Hilbert space adjoint of T . For the sake of simplicity we assume that H is a real Hilbert space and that T is surjective, which is the case in all applications we consider in this work. In particular, this implies that T * is injective and T T * invertible.
Theorem 3.1. (i) The best-approximation S from Equation (16) is well-defined, linear, and satisfies
(ii) Sf is the best approximation to f from (ker T ) ⊥ : For any f ∈ H, we have
Proof. Equation (16) It can be shown [2] that the reproducing kernel of an RKHS is symmetric and positive definite on
is positive definite for any {x 1 , . . . , x N } ⊂ Γ. Conversely, any function that satisfies these conditions is the reproducing kernel of a unique RKHS, which is called the native space of Φ and denoted by N Φ (Γ). Depending on the context, the application of best-approximation theory in Hilbert spaces to the reconstruction of functions in RKHS is called kernel-based approximation [7] , scattered data approximation [39] , kriging [35] , or kernel learning [31] .
For practical applications it is crucial that, given the reproducing kernel, best-approximations can be computed exactly. The following proposition is well known in the theory of kernel-based approximation; we provide a proof for the convenience of the reader.
are the entries of the inverse of (λ
the superscript indicates the variable that is acted on. For example, if T consists of point evaluations in
Proof. In view of Equation (17) it suffices to note that
. We have seen in Theorem 3.1 that T T * is invertible. 
Furthermore, we see below that the spaces H β D (Γ) are tensor products of isotropic Hilbert spaces when Γ is a product domain. The multilinearity of the tensor product will later allow us to apply the general framework from Section 2. 
(ii) If Φ : Λ × Λ → R is a reproducing kernel, and Γ ⊂ Λ, then Φ| Γ×Γ is the reproducing kernel of the space of restrictions equipped with the natural norm:
Proof. (iv) Follows from combining (i) through (iii).
A family of functions that satisfy the condition in part (i) are the Matérn functions 
To turn the previous proposition, which is a purely theoretical property of Sobolev functions, into a convergence result for kernel-based interpolation, all that is needed is stability of kernel-based interpolation, S X u H β (Γ) ≤ u H β , which follows directly from the definition in Equation (16) . In the following proposition and in the remainder of this work, we denote by
Ah G the operator norm of a linear operator A : H → G between general normed vector spaces H and G. 
by the definition of Su. The second case follows directly from the previous inequality.
We now consider the sparse approximation of functions in a native space N Φ (Γ) on a product domain Γ := n j=1 Γ j with a tensor product kernel Φ :
we may apply Smolyak's algorithm to the multilinear tensor product of operators, and we obtain an approximation of the identity operator Id N Φ (Γ) that employs point evaluations in a sparse grid [34, 26, 9] . Before we become more specific, let us recall the tensor product of operators. 
), j ∈ {1, . . . , n} we define the tensor product operator on the algebraic tensor product of the spaces
and by multilinear extension. This algebraic tensor product operator satisfies To be able to apply the general theory of Section 2, we need to verify the four assumptions from Section 2. Assumption 1 on the continuity of M holds by Proposition 3.8 above.
Assumption 2 on the convergence of the input approximations has been established in Proposition 3.7. Finally, to satisfy Assumptions 3 and 4 we assign as work to each point evaluation a unit cost, that is Work(S 
This is indeed the number of point evaluations required by the tensor product operator: By Proposition 3.3, S
N (j) can be written as
Therefore, Theorem 3.9 below follows directly from Theorem 2.1.
Theorem 3.9. (Sparse kernel-based approximations) Assume 0 ≤ α < β. For small enough ǫ, we can choose L such that Smolyak's algorithm with threshold L satisfies
point evaluations in Γ, where [30] claims that using
Remark 6. (Convergence in non-Hilbert norms) The previous theorem is an extension of Theorem 4.41 in [30], which provides L ∞ bounds for interpolation in an n-fold tensor product of a univariate Sobolev space. To derive bounds on the error in non-Hilbert norms, such as L ∞ , observe that the proof of Proposition 3.7 goes through for non-Hilbert Sobolev spaces whose parameters satisfy certain conditions determined by the Gagliardo-Nirenberg inequality. It remains to be checked whether the desired norm is uniform with the native space norm in the sense introduced in Section 2. For bounds in the L ∞ -norm, one can simply use pointwise estimates and the fact that R = R ⊗ · · · ⊗ R is a Hilbert tensor product. In this case, the result in Equation (18) holds true with
ρ := max n j=1 d j /(β j − d j /2) and n 0 := | arg max n j=1 {d j /(β j − d j /2)}|.
Remark 7. (Exponential convergence) In [8, 5], Smolyak's algorithm is applied to approximation with Gaussian kernels (which have exponential univariate convergence rates). Theorem 4.44 in
h l := h X (j) l ,Γj
≤ exp(−l) yields exponential convergence in terms of the required samples, exp(−cN ), when Smolyak's algorithm is applied to the n-fold tensor product of univariate Gaussian kernel native spaces. However, the proof is based on the claim that the univariate interpolants satisfy
Id −S
for constants c φ , C, c independent of k and l, such that (6) 
which seems to be incorrect (consider h l < 1 and k → ∞). Indeed the Smolyak algorithm with N (j) l ≈ exp(t j l) is tailored to the situation of algebraically converging approximations and algebraically diverging work. To group contributions with equal work-to-error ratio as in Equation
Applications to parametric and random PDEs
We apply Smolyak's algorithm to parametric partial differential equations of the form
where both the partial differential operator P y and the right-hand side f y depend on a parameter y ∈ Γ ⊂ R d . Assuming that there is a unique solution u y = P −1 y (f y ) for each y ∈ Γ, our goal is to approximate the dependence of a scalar, possibly nonlinear, quantity of interest Q(u y ) on the parameter y.
Approximation of expectations
In this subsection, we assume that the parameter space Γ ⊂ R d is equipped with a probability distribution π, and our goal is to approximate expected values of quantities of interest. We show how multilevel and multi-index methods can be regarded as applications of Smolyak's algorithm to generalized multilinear approximation problems. While the resulting methods are not new, we obtain streamlined proofs and see that linearity of the underlying PDE is not required to obtain multilinear approximation problems.
Our goal is to compute the expectation E[Q(P
y (f y ))dπ(y). Roughly speaking, if suitable regularity results for the operators P y , y ∈ Γ (and possibly their linearizations) are available and if, for example, Q is linear, then differentiation of Equation (21) with respect to y shows that
has similar differentiability properties with respect to y as P y and f y . For rigorous results, consider for example [24, 21, 3] or the discussion of our numerical experiment in Section 5.1. For the remainder of this section, we will simply assume that q ∈ H for some suitable normed vector space H of functions from Γ to R.
In practice, we cannot compute P −1 y exactly but instead we have to rely on discretizations P −1 y,N (2) , corresponding to a numerical solver with N (2) mesh points and coefficients determined by y. This yields approximations q N (2) ∈ H of q, defined by
Furthermore, we cannot compute approximations to the solution for all values of y, but only for N (1) samples and then need to rely on quadrature rules I N (1) : H → R based on these samples. A straightforward approximation of E[q] is then
for large N (1) and N (2) , corresponding to many samples of a fine discretization of the PDE. To obtain approximations that achieve the same error with less work, we observe that
is a continuous bilinear form and our goal is to approximate
using the approximations I N of E and q N of q. This is exactly the setting of Section 2, with Assumption 1 on the continuity of the bilinear form corresponding to the definition of operator norms. To satisfy Assumptions 2 to 4 on error and work, we assume
and that an approximation of the solution of the PDE with a fixed parameter y ∈ Γ and N mesh points requires the work N γ for some γ > 0. Furthermore, we associate with I N (1) the work N (1) , with q N (2) the work (N (2) ) γ , and with I N (1) q N (2) the work N (1) (N (2) ) γ required for N (1) calls of the PDE solver with N (2) mesh points. Theorem 2.1 now shows that for small enough ǫ, we may choose L such that Smolyak's algorithm (23) achieves an error of size ǫ > 0 with work
where ρ := max{γ/κ, 1/β}, n 0 := | arg max{γ/κ, 1/β}|.
Using the straightforward approximation from Equation (22) instead would require the work ǫ −γ/κ−1/β . Equation (23) is the celebrated multilevel formula [10] and Equation (24) agrees with the work analysis in [36] . Strictly speaking, when the so called weak convergence
occurs at a faster rate than the strong convergence q N → q, and when additionally γ/κ > 1/β, slightly improved rates can be proven by a more elaborate analysis. We show in Section 4.3 how such random sampling and corresponding probabilistic results can be obtained in the framework of multilinear approximation problems. First, we expand on the case of deterministic quadrature rules on domains in R d . Here, assuming separable probability densities, we can interpret the multidimensional integral operator as a tensor product of lower-dimensional integral operators and this multilinear structure allows for further sparsification of the approximation. More specifically, we consider the case where the integration domain is a cartesian product, Γ = Π 
which is a tensor product Sobolev space as in Section 3. Furthermore, we assume that the distribution π of y is separable, π = n j=1 π (j) . Since the operators n j=1 Γ (j) dπ (j) and Γ dπ agree on elementary tensors by Fubini's theorem, they are equal, and we may consider the multilinear approximation problem
This time we form Smolyak's algorithm based on the (n + 1)-linear map M and on quadrature rules
) → R. We maintain the assumption that
and further assume that
has a bounded density with respect to the Lebesgue measure, we can use for I . In any case, we assume that the resulting quadrature points and weights are calculated beforehand. Smolyak's algorithm in this setting yields the Multi-index Stochastic Collocation method, which was introduced in [17, 18] . By presenting this method in the general framework of Smolyak's algorithm, we obtain a succinct proof of its convergence. Indeed, the convergence rate in Theorem 4.1 below agrees with that in [17 work parameters (1, . . . , 1, γ) and convergence parameters (β 1 /d 1 , . . . , β n /d n , κ) achieves
with the computational work bounded by
Proof. We check the assumptions of Section 2. For this purpose, we view M as a multilinear map (25) and (26) . Finally, we assign as work to I 
Assumption 1 on the continuity of M follows from Proposition 3.8 together with the definition of the operator norm: For arbitrary elements
λ (j) ∈ L(H βj (Γ j ), R) and h ∈ H β D (Γ) we have |M(λ (1) , . . . , λ (n) , h)| ≤ n j=1 λ (j) H β D (Γ)→R h H β D (Γ) ≤ n j=1 λ (j) H β j (Γj )→R h H β D (Γ) .
Assumption 2 follows from Equations
which is the computational work required by
calls of the PDE solver with N (n+1) mesh points. Therefore, all Assumptions of Section 2 are satisfied and the claim follows from Theorem 2.1.
Response surface approximation
Our general formulation of Smolyak's algorithm allows us to extend the multilevel and multi-index methods of the previous subsection to the approximation of the full response surface q : Γ → R without much effort, provided we have an interpolation method which converges to the identity with an algebraic rate. We give below a result using kernel-based approximations (see Section 3). 
where Id (j) , j ∈ {1, . . . , n}, is the identity on H βj (Γ j ), which we approximate by the best-approximations
Theorem 4.2.
Suppose that we have convergence q N → q as specified in Equation (25) , and that each call of the PDE solver to obtain a sample q N (y), y ∈ Γ, requires the computational work work parameters (1, . . . , 1, γ) and convergence parameters ((
and such that the computational work spent on calls of the PDE solver is bounded by
Proof. As before, Assumption 1 of Section 2 holds since the multilinear map
is continuous by Proposition 3.8. Assumption 2 of Section 2 holds for q N by assumption and for S (j) N , j ∈ {1, . . . , n}, by Proposition 3.7, which states that
Finally, we associate as work to S 
which is the computational work required for
samples of q N (n+1) . Therefore all Assumptions of Section 2 are satisfied and the claim follows from Theorem 2.1.
Remark 8. (Total work) In practice, additionally to calls of the PDE solver, we need to determine the elements s
using Proposition 3.3. Denote the computational work required for this computation by τ S and denote by τ P the computational work required for all calls of the PDE solver, for which we use the estimate
from Equation (10) , where g = max g and n 0 = | arg max g| with (30) and (31) shows that τ S is negligible ifg
If we can solve the linear systems of Proposition 3.3 of size N in time N λ , then (recall the definition
However, our numerical experiments in Section 5 show that even in cases whereg > γ/(γ + κ), the work τ S for the solution of the interpolation equations of a one-dimensional problem may be negligible compared to the cost τ P of obtaining samples using PDE solvers in practical regimes of computation. Intuitively, this may be explained by the fact that inverting the kernel matrices corresponding to one or two dimensional interpolation problems comes with no overhead, especially compared to the calls of the PDE solver, which requires meshing, preconditioning, etc.
Optimization under uncertainty
We now consider the case where the parameter y = (z, m) in Equation (21) can be split into a deterministic component z and a random component m. Taking expectation over the random component and optimizing over the deterministic one then gives rise to a problem of optimization under uncertainty [28, 32, 33, 1] .
We assume that m is a random element over a probability space (Ω, A, P ) with values in a possibly infinite-dimensional Banach space.
Our goal is to solve the minimization problem
is the expected value with respect to P , and ψ depends only on the deterministic parameter z, acting as a penalty term for large z for example. Difficulties in this minimization problem arise for similar reasons as before:
• Given z and m, we can only compute approximations u (z,m),N := P −1 (z,m),N f (z,m) to the solution of the PDE.
• Since m is a random element, we need to rely on sampling strategies to approximate the expected value. In this section we show how Monte Carlo sampling can be included in the framework of general multilinear problems; however, deterministic sampling strategies as in Section 4.1 may be applied alternatively.
• As a consequence we can only compute approximations of v(z), and we can only do so for few values of z.
To address these issues, we propose a method for the computation of surrogate models that converge to Q with high probability. These surrogate models are given in terms of their coefficients with respect to a basis of kernel functions. As such they can be evaluated with relatively low computational effort and minimized by standard techniques.
As in previous sections, we assume that Γ =
. . , d}, and β = (β 1 , . . . , β n ) > (d 1 /2, . . . , d n /2) to assure that pointwise evaluations are possible. Furthermore, we assume that for P -almost all ω ∈ Ω we havẽ
andṽ is an element of the Bochner space L 
is the N-fold product probability space with product measure, which represents a sequence of independent and identically distributed draws of m • we regard expectation as an operator
which maps elements of the Bochner space L
To apply Smolyak's algorithm, we use the following approximations
• To approximateṽ, we use the random variablẽ
• To approximate the expectation operator E, we use the empirical mean operators
• To approximate the identities Id (j) , we use the best-approximations S N can be written as
with s
). The value M(S (1)
). This means that we draw independent samples (m(ω k ))
of m and then form a kernel interpolant based on the averaged values (
From the combination rule in Equation (8), we see that Smolyak's algorithm is a linear combination of approximations as in Equation (33) . 
and such that the computational work required for all calls of the PDE solver is bounded by
By Chebyshev's inequality, for example, Equation (34) implies
Proof. We check the assumptions of Section 2 for the multilinear map
Assumption 1 on the continuity of M follows from Proposition 3.8 together with the definition of operator norms:
Next, we check the convergence rates of the input approximations S
• By Proposition 3.7, we have
• By standard Monte Carlo theory, we have
• We have
by assumption.
We associate as work with the operators S 
which is the computational work required for the calls of the PDE solver (cf. Equation (33)).
Remark 9. (Total work) By the same arguments as in the remark after Theorem 4.2, the work for the computation of the elements s (j)
i,N in Equation (32) is negligible when 
and adapt ρ and n 0 accordingly. Remark 11. The recent work [4] describes a similar algorithm employing a multilevel approach to directly find minima without reconstruction of the complete response surface using the Robbins-Monro algorithm [27] .
Numerical Experiments
To support our theoretical analysis, we performed numerical experiments on two linear elliptic PDEs. The computation times presented below were achieved using MATLAB's Parallel Com-puting Toolbox for parallel computations on two Intel Xeon X5650 (2.66Ghz) processors with a combined number of 12 cores.
Response surface approximation
We consider diffusion through a material with a number n of uncertain bumps in the diffusion coefficient, described by the partial differential equation
where the parameter y = (c 1 ,
n describes the centers of the bumps. These affect the diffusion coefficient additively through
where φ ∈ C 
on the locations of the bumps. For our numerical experiments, we partitioned the variables according to the bumps they describe. This means that we used kernel-based approximations S
. The domains
were chosen such that the supports of
did not overlap, see Figure 1 . Furthermore, we approximated u y using the finite element method with continuous piecewise linear elements on a quasi-uniform mesh with maximal element size h max and M ≈ h −2 max mesh points. Consequently, instead of sampling q, we relied on the approximations q hmax (y) := Q(u y,hmax ).
Differentiation of Equation (36) with respect to y and subsequent calculations similar to but simpler than those in [24] show that for all α such that α 2j−1 +α 2j ≤ 2, j ∈ {1, . . . , n} (observe that under this condition on α the derivative ∂ α a y with respect to y exists). Therefore, we have
). Finally, we verified experimentally that samples of q hmax required approximately the runtime h . Observe in particular that the exponent is independent of the number of bumps n, whereas straightforward approximation would require the work ǫ −n−3/2 . Figure 2 below shows convergence plots for n ∈ {1, 2, 4}, which exhibit the expected rate of convergence. The runtimes include the solution of the linear systems required for kernel-based approximation. Even though the associated work is not asymptotically negligible for the given work and convergence parameters, this did not affect the results in the ranges of L we considered. For each n ∈ {1, 2, 4}, a reference solution was computed with Smolyak's algorithm using L max ≫ 1 and the L 2 (Γ)-distance to the results of Smolyak's algorithm with n + 1 ≤ L < L max was approximated using 10 4 random evaluations.
The vertical shifts in the convergence plots of Figure 2 represent growth of constants with respect to n, which is hidden in the notation ǫ in Theorem 2.1.
Optimization under uncertainty
We consider an advection-diffusion problem with a deterministic source term f , user-controlled velocity z ∈ B 1 (0) ⊂ R 
Furthermore, we used finite element approximations of u (z,m) with maximal element size h max and M ≈ h . Consequentially, we applied Smolyak's algorithm from Theorem 4.3 (using Remark 9) with work parameters (1, 1, 3/2) and convergence parameters (3/2, 1/2, 1). Figure 3 below shows that, as predicted by the theory, the runtime required to achieve the bound
is bounded up to constants by ǫ −2 , which is an essential improvement on the work ǫ 
Conclusion
We have presented a framework for the sparse approximation of multilinear problems using Smolyak's algorithm and have shown complexity bounds that are, up to logarithmic factors, independent of the number of inputs. We have demonstrated how this framework can be used to obtain and analyze fast kernel-based algorithms for a number of problems in uncertainty quantification. In particular, for the problem of high-dimensional approximation, our framework generalizes results on sparse wavelet approximation from [13] to different approximation schemes, as we have illustrated for the case of kernel-based approximation. Furthermore, our results permit a general analysis of multilevel algorithms, extending in this respect the work of [21] . Finally, we believe that our analysis may be helpful for the analysis of more general numerical approximation problems, where discretization parameters do not correspond to the number of interpolation nodes or basis functions. The generality of our arguments may also help in designing general purpose software that can be used to accelerate existing numerical implementations in a non-intrusive fashion. 
