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RÉSUMÉ 
L’histologie sérielle est une technique d’imagerie permettant d’observer des échantillons entiers à 
haute résolution. Cette technique consiste à trancher de fines couches de tissu, puis à déplacer 
l’échantillon sous un objectif de microscope afin d’acquérir autant d’images que nécessaire pour 
couvrir toute la surface révélée par la coupe. Ce processus est automatisé et est répété jusqu’à ce 
que tout l’échantillon soit imagé, c’est-à-dire un cerveau de souris dans cette thèse. Couplée à un 
microscope par tomographie en cohérence optique (OCT), cette modalité est capable de 
cartographier la distribution spatiale de la matière blanche dans des cerveaux entiers de souris.  
L’objectif principal de cette thèse était de développer les méthodes de reconstruction nécessaires à 
l’assemblage en un seul volume des milliers d’images acquises par un système d’histologie 
massive. De plus, dans cette première phase du projet, des méthodes permettant d’aligner les 
données sur des images IRM acquises pour les mêmes animaux ont été développées. Cela a permis 
de mieux comprendre l’origine du contraste optique dans le cerveau et cela offre maintenant la 
possibilité d’intégrer l’histologie massive dans les études de neuro-imagerie employant des groupes 
d’animaux. 
Dans une seconde phase du projet, un microscope à cohérence optique haute résolution a été ajouté 
au système d’histologie par OCT existant. Cette nouvelle plateforme d’imagerie utilise les images 
à basse résolution comme repère pour localiser au sein du cerveau les images à haute résolution du 
second microscope. L’utilité d’une telle plateforme réside dans le fait qu’il est maintenant possible 
de cibler des régions spécifiques à observer en détail sans avoir à imager un cerveau entier à cette 
grande résolution, ce qui représenterait plusieurs semaines de mesurage et des quantités immenses 
de données à assembler. Les données mesurées avec la nouvelle plateforme ont été intégrées à la 
procédure de reconstruction et d’alignement développé pour la première phase du projet. Ainsi, il 
a été possible de comparer les images à grande résolution avec les données d’IRM de diffusion 
acquises pour les mêmes cerveaux de souris. Ceci a permis de confirmer des hypothèses posées 
lors de l’analyse des données IRM de diffusion à partir de la microscopie. 
Les méthodes de reconstruction, d’alignement et d’analyse développées, ainsi que la nouvelle 
plateforme d’histologie sérielle bi-résolution par OCT, offrent enfin la possibilité d’utiliser cette 
modalité optique pour réaliser des études de groupes animales ou bien pour valider des mesures 
faites dans le cerveau avec d’autres modalités d’imagerie telle que l’IRM de diffusion.     
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ABSTRACT 
Serial histology is an imaging technique able to observe whole samples at high resolution. This 
technique involves cutting thin tissue layers, followed by the positioning of the sample under a 
microscope objective and the acquisition of as many images as necessary to cover the entire area 
revealed by the cut. This process is automated and is repeated until the entire brain has been imaged. 
Coupled with an optical coherence tomography (OCT) microscope, this modality is able to map 
the spatial distribution of white matter in whole mouse brains. 
The main objective of this thesis was to develop the reconstruction methods necessary for the 
assembly into a single volume of the thousands of images acquired with a massive histology 
system. In addition, in this first project phase,  methods for aligning data on MRI images acquired 
for the same animals have been developed. This has led to a better understanding of the optical 
contrast origin in the brain and it now offers the possibility of integrating massive histology into 
neuroimaging studies using animal groups. 
In a second phase of the project, a high resolution optical coherence microscope was added to the 
existing OCT histology system. This new imaging platform uses low-resolution images as a 
reference to locate the high-resolution images of the second microscope within the brain. The 
usefulness of such a platform lies in the fact that it is now possible to target specific regions to 
observe in detail without having to image an entire brain at this high resolution, which would 
represent several weeks for measurements and immense quantities of data to assemble. The data 
measured with the new platform have been incorporated into the reconstruction and alignment 
procedure developed for the first phase of the project. Thus, it was possible to compare the high 
resolution images with the diffusion MRI data acquired for the same mouse brains. This made it 
possible to confirm hypotheses posed during the analysis of diffusion MRI data. 
The methods of reconstruction, alignment and analysis developed during this thesis, as well as the 
new dual resolution serial OCT histology platform, finally offer the possibility of using this optical 
modality to carry out studies of animal groups or to validate measurements made in a brain with 
other imaging modalities such as diffusion MRI. 
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CHAPITRE 1 INTRODUCTION 
1.1 Contexte et problématique 
La neuro-imagerie est définie par l’Office québécois de la langue française comme étant 
« l’ensemble des méthodes d’imagerie médicale qui sont utilisées pour obtenir de l’information sur 
la structure ou le fonctionnement du cerveau à des fins diagnostiques, thérapeutiques ou de 
recherche ». Quelques méthodes de neuro-imagerie utilisée en clinique sont la tomodensitométrie 
par rayon X (CT), l’imagerie par résonance magnétique (IRM), la gammatomographie (SPECT), 
la tomographie par émission de positrons (PET) et l’échographie par ultrason (Filippi, 2015). 
L’IRM se décline en plusieurs types de séquence, chacune sondant des aspects différents du 
cerveau (Filippi, 2015). Parmi les séquences il y a l’imagerie des temps de relaxation T1 et T2 ou 
des densités de protons, la spectroscopie par résonance magnétique mesurant les composants 
neurochimiques, l’imagerie de la diffusion de l’eau servant d’indicateur pour cartographier les 
fibres de matières blanches, l’imagerie du transfert de magnétisation qui combinée avec différents 
modèles, permet de sonder la microstructure des tissus, l’imagerie de la perfusion cérébrale, et 
l’imagerie fonctionnelle (fMRI) qui exploite l’effet BOLD (Blood Oxygenation Level Dependent) 
pour inférer l’activation des régions du cerveau sous certaines tâches.  
1.1.1 Neuro-photonique et histologie sérielle 
En plus des techniques de neuro-imagerie clinique, plusieurs nouvelles modalités optiques peuvent 
être utilisées et offrent de meilleures résolutions spatiales et temporelles, ou des informations 
complémentaires à ce qui peut être imagé avec les méthodes conventionnelles. L’ensemble des 
méthodes d’imagerie du cerveau utilisant la lumière est réuni au sein du domaine de la neuro-
photonique. L’imagerie optique est un outil fréquemment utilisé pour étudier le cerveau in vivo 
(Hillman, 2007). Par exemple, l’imagerie optique intrinsèque (IOI) permet de visualiser les 
changements de propriétés optiques à la surface de cerveaux à nu, ce qui est ensuite lié à des cartes 
d’activation des régions corticales par des modèles physiologiques de l’origine du signal. 
L’imagerie fonctionnelle par spectroscopie en proche infrarouge (fNIRS) mesure les modifications 
de volumes sanguins dans le cerveau pour inférer l’activation neuronale locale par un modèle du 
couplage neurovasculaire. Le fNIRS est le pendant optique de l’imagerie IRM fonctionnelle BOLD 
qui est fréquemment utilisée en neuropsychologie. Le réseau vasculaire cérébral peut également 
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être étudié in vivo avec la microscopie confocale par fluorescence et la microscopie 2-photons en 
injectant un colorant fluorescent dans le sang puis en imageant directement la surface du cerveau 
suite à une craniectomie. Ceci permet d’obtenir le réseau de capillaires du néocortex en 3-
dimensions et d’observer ses propriétés physiologiques, anatomiques et topologiques pour 
différentes maladies ou au cours du vieillissement (Gagnon et al., 2015; Joël Lefebvre, 2014). La 
tomographie par cohérence optique Doppler permet de cartographier les vitesses de débit sanguin;  
(Sakadžić et al., 2014; Srinivasan et al., 2011) ont développé une technique pour mesurer la 
distribution de la concentration en oxygène dans les tissus.  
Un désavantage de ces techniques optiques est qu’elles sont limitées à la surface du cerveau étant 
donné la faible profondeur de pénétration de la lumière dans les tissus diffusants. Elles ne 
permettent pas d’obtenir une vue d’ensemble du réseau neurovasculaire ou de la matière blanche 
pour tout le cerveau, ce qui peut limiter la portée des conclusions des études en neurophysiologie. 
Si on restreint l’étude du cerveau à ses aspects anatomiques et morphologiques, on peut effectuer 
de l’imagerie ex vivo optique avec un système d’histologie massive (Kleinfeld et al., 2011; Ragan 
et al., 2012). Un tel système utilise un vibratome pour couper de fines tranches de tissus en cours 
d’acquisition, un support à échantillon motorisé pour déplacer l’échantillon et permettre au 
microscope optique d’acquérir plusieurs images par tranches à une résolution micrométrique. Ce 
système capte des milliers d’images qui doivent ensuite être coregistrées et recollées ensemble pour 
obtenir une vue complète de l’organe mesuré. Selon la modalité optique et le protocole 
expérimental utilisé, il est alors possible d’observer différentes caractéristiques des tissus comme 
les vaisseaux sanguins (Mayerich et al., 2008), la composition chimique par microscopie Raman 
(Bégin et al., 2014; Y. Fu et al., 2008), l’expression de certaines protéines et de certains gènes (A. 
R. Jones et al., 2009; Lein et al., 2007), la microstructure des tissus par microscopie photo-
acoustique (Wong et al., 2017), ou bien l’orientation locale des fibres par tomographie en 
cohérence optique sensible à la polarisation (PS-OCT) (H. Wang, Zhu, & Akkin, 2014). Pour 
illustrer, le projet (Oh et al., 2014b) vise à cartographier l’ensemble des neurones et des vaisseaux 
sanguins pour un cerveau de souris (Figure 1.1). Le parcours des neurones est imagé en injectant 
un marqueur fluorescent viral antérograde. En tranchant les cerveaux, et en imageant la 
fluorescence associée au virus injecté, la projection des neurones du lieu d’injection jusqu’aux aires 
corticales auxquelles elles sont connectées est retrouvée. En modifiant les lieux d’injection, les 
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marqueurs fluorescents, et en répétant l’expérience pour plusieurs animaux, ce projet a produit un 
atlas de la connectivité pour la souris.  
 
Figure 1.1 Aperçu du pipeline d’un pipeline d’imagerie développé par le Allen Brain Institute pour 
cartographier le connectome au sein d’un cerveau de souris entier. Reproduction de la figure 1 de 
(Oh et al., 2014b) 
1.1.2 Validation de l’IRM de diffusion 
L’imagerie par résonance magnétique (IRM) est une technique d’imagerie développée durant les 
années 70. Elle est répandue en imagerie biomédicale pour sa grande résolution, ses capacités de 
distinction des types de tissus et pour son caractère non ionisant. En neurosciences, une technique 
IRM populaire est l’imagerie du tenseur de diffusion (DTI) (A. L. Alexander et al., 2007). En 
appliquant des gradients magnétiques orientés selon 6 directions (et leurs inverses pour une 
séquence d’acquisition de type spin écho), la diffusion de l’eau dans les tissus est encouragée le 
long de ces directions. Dans les tissus isotropes, la diffusion est de même amplitude, peu importe 
l’orientation d’application des gradients. Toutefois, dans les fibres de matière blanche la diffusion 
sera favorisée axialement le long des axones en comparaison à la diffusion radiale qui rencontre 
plusieurs membranes cellulaires et gaines de myéline. Ainsi, en caractérisant le tenseur de 
diffusion, il est possible d’estimer la présence et l’orientation des fibres dans le cerveau. Plusieurs 
métriques sont calculées à partir du modèle DTI, dont l’anisotropie fractionnelle (FA), les 
diffusivités moyenne (MD), radiale (RD) et axiale (AD) ainsi que l’orientation des fibres. Cette 
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technique peut entre autres être utilisée pour étudier le vieillissement du cerveau (Moseley, 2002), 
les blessures de la moelle épinière (Clark & Werring, 2002) et l’effet des accidents vasculaires 
cérébraux ischémiques (Sotak, 2002). Lorsqu’elle est combinée à des algorithmes adéquats, il est 
possible d’extraire à partir de ces données IRM le parcours des fibres de matière blanche dans le 
cerveau (Derek K Jones, 2010), et donc d’obtenir un connectome structurel du cerveau.  
Le DTI à 6 directions actuellement utilisé est toutefois peu robuste face à certaines configurations 
de fibres, par exemple lorsque plusieurs fibres se croisent dans un même voxel ou lorsqu’elles 
s’étendent spatialement (Jacques-Donald Tournier et al., 2011). Ces limitations réduisent la 
résolution angulaire des tenseurs de diffusion, introduisent des erreurs de cartographie des 
streamlines et une mauvaise représentation des connexions entre les zones corticales. Des 
techniques plus poussées ont donc été développées afin d’obtenir une meilleure résolution 
angulaire sur la diffusion, et un formalisme mathématique plus complexe est nécessaire pour 
déterminer l’orientation des fibres et leur parcours (Descoteaux, 2008). Par exemple, les séquences 
d’acquisition HARDI multi-couches (Caruyer et al., 2013) sondent chaque position d’un volume à 
une multitude d’angles et pour plusieurs valeurs de gradients afin de décrire la diffusion à l’aide 
d’un tenseur d’ordre supérieur (Descoteaux, 2015). Ces nouvelles séquences d’acquisition doivent 
être accompagnées de modèles plus poussés pour décrire le signal, telles que la fonction de 
distribution d’orientations (ODF). De plus, les algorithmes de tractographie peuvent être affinés 
pour pallier la résolution angulaire limitée des mesures, par exemple en effectuant une 
déconvolution sphérique des ODF pour obtenir une estimation de l’orientation des fibres (fODF) 
(Descoteaux et al., 2009), en utilisant des algorithmes de tractographie probabilistes (Descoteaux 
et al., 2009), ou en mesurant le tractogramme global plutôt que de calculer plusieurs streamlines 
(Kreher et al., 2008). L’information supplémentaire fournie par les séquences HARDI et les fODF 
peut être exploitée pour estimer le nombre d’orientations de fibres dans un voxel (Dell’Acqua & 
Catani, 2012) et la densité apparente des amas de matière blanche (Raffelt et al., 2012). D’autres 
modèles exploitent l’information sur la diffusion provenant de plusieurs compartiments du tissu 
pour évaluer des métriques liées à la dispersion des orientations, aux diamètres des axones, et à la 
fraction volumique de l’eau contenue dans les axones versus l’eau contenue dans les tissus 
environnants (D. C. Alexander et al., 2010; Daducci et al., 2015; Zhang et al., 2012).  
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La multiplicité des modèles pour analyser l’IRM de diffusion requiert de valider les hypothèses 
posées par ceux-ci sur la microstructure du tissu. De nombreuses études de validation par 
microscopie optique des mesures IRM ont été réalisées au fil des années. (Jespersen et al., 2010) 
ont validé une mesure de la densité de neurite (axone, dendrite) dans des tranches de cerveaux de 
rats à l’aide de l’histologie conventionnelle et de la microscopie électronique. Également pour des 
tranches de cerveaux de rats qui ont été marquées pour révéler la myéline, (Leergaard et al., 2010) 
ont comparé les orientations de fibres extraites par histologie et par une séquence d’imagerie par 
diffusion. Les orientations des fibres ont été estimées manuellement dans quelques régions d’intérêt 
choisies aléatoirement dans les tissus. (Budde & Frank, 2012; Choe et al., 2012) ont quant à eux 
remplacé l’estimation manuelle par une méthode de traitement d’images qui extrait l’orientation 
principale de la texture dans l’image histologique. Leur calcul des orientations des fibres à partir 
de fines tranches histologiques est limité à des directions 2D. Pour mesurer des orientations 3D des 
fibres dans les tissus, (H. Wang, Zhu, Reuter, et al., 2014) ont utilisé un microscope OCT, (Khan 
et al., 2015; K. Schilling et al., 2016; K. G. Schilling et al., 2017) ont employé un microscope 
confocal, et (Salo et al., 2018) ont utilisé un microscope électronique. Toutes ces méthodes sont 
toutefois restreintes à imager les fibres dans des sections limitées du tissu. Les mesures IRMd sont 
faites avec des tranches de cerveaux, ou bien dans de petites régions 3D lorsque le microscope est 
couplé à un système d’histologie sérielle. Un système d’histologie sérielle permettant d’imager à 
grande résolution la matière blanche dans des cerveaux entiers et dont les images peuvent être 
comparées aux images IRMd acquises sur les mêmes cerveaux est donc un outil qui serait très utile 
pour les études de validation IRMd. De plus, un tel système pourrait être utilisé pour complémenter 
les résultats trouvés lors d’études de groupes animales employant l’IRMd. Cette thèse s’inscrit dans 
ce but. La modalité optique utilisée pour la plateforme d’histologie est la tomographie en cohérence 
optique (OCT), puisqu’il a été montré qu’elle possède un grand contraste dans la myéline et qu’elle 
est aussi sensible à la présence des corps cellulaires (Leahy et al., 2013). 
1.2  Objectifs de recherche 
L’histologie sérielle génère des milliers d’images volumétriques pour un cerveau de souris. Ces 
mesures peuvent même occuper un espace disque au-delà de 1 TO pour les acquisitions avec un 
objectif 10X. L’utilisation de cette technique d’imagerie lors d’études de groupe nécessite donc 
une méthode de reconstruction automatisée et pouvant être intégrée aux technologies de neuro-
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imagerie déjà utilisées pour ces études animales, telle que l’IRM de diffusion. L’objectif principal 
de ce projet de recherche doctoral était donc de développer les techniques d’analyse d’images 
nécessaires à la reconstruction 3D des données acquises par histologie sérielle en OCT. Ces 
pipelines d’acquisition et d’analyse devaient pouvoir être utilisés pour des études de validation de 
l’IRM de diffusion ainsi que pour des études de groupes multimodales employant des cerveaux de 
souris. Cet objectif principal se décline en 3 objectifs spécifiques de recherche. 
1.2.1 Objectif 1 
Le premier objectif du projet de recherche est de développer une technique de traitement d’images 
pour assembler les mesures SOCT en un seul volume. En plus de la coregistration des données et 
de la fusion des images, les méthodes développées dans le cadre de cet objectif ont été utilisées 
pour corriger les artefacts d’imagerie, pour segmenter les tissus, pour créer des cerveaux moyens 
et aligner entre elles les données issues de plusieurs modalités. Cet objectif nécessite également la 
mise en place de serveurs de stockage pour conserver les multiples téraoctets de données générées 
par l’histologie sérielle, de même que  l’installation d’un serveur de calcul dédié à la reconstruction 
des volumes. Les méthodes développées pour cet objectif ont mené à la publication de l’article 
suivant, présenté au Chapitre 4. 
 
Lefebvre, Joël, Alexandre Castonguay, Philippe Pouliot, Maxime Descoteaux, Frédéric Lesage. 
(2017) « Whole mouse brain imaging using optical coherence tomography: reconstruction, 
normalization, segmentation, and comparison with diffusion MRI », Neurophotonics 4(4), 41501, 
International Society for Optics and Photonics [doi:10.1117/1.NPh.4.4.041501]. 
1.2.2 Objectif 2 
Lors de la conception d’un système d’histologie massive, un compromis doit être inévitablement 
fait entre la résolution des images et la taille des jeux de données générées par les mesures. Un 
OCT sériel utilisant uniquement un objectif à faible grossissement permet d’acquérir un cerveau 
de souris entier en peu de temps et les jeux de données générés ont des tailles réduites, ce qui 
facilite leur assemblage. Toutefois, une faible résolution signifie également une réduction des 
détails visibles dans les tissus. Par exemple, l’imagerie individuelle des composants cellulaires tels 
que la myéline nécessite un plus grand grossissement, ce qui rendrait les mesures d’histologie 
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sérielle excessivement longues et présenterait un défi de taille pour la reconstruction des données. 
Un système ayant la possibilité d’imager un cerveau entier à faible grossissement et de cibler un 
nombre limité de régions d’intérêt à observer à grand grossissement est donc une solution possible 
à ce dilemme d’histologie massive. Le second objectif est de concevoir un tel OCT sériel bi-
résolution (2R-SOCT) qui pourra être utilisé pour la validation de l’IRM et pour les études de 
neuro-imagerie multimodales. Le système conçu pour cet objectif, ainsi que l’automatisation et 
l’analyse nécessaire à la mise en place de l’imagerie sérielle bi-résolution, est le sujet de l’article 
suivant qui est présenté au Chapitre 5. 
 
Lefebvre, Joël, Patrick Delafontaine-Martel, Philippe Pouliot, Hélène Girouard, Maxime 
Descoteaux, Frédéric Lesage. (2018) « Fully automated dual-resolution serial OCT aimed at dMRI 
validation in whole mouse brains », soumis au journal Neurophotonics le 23 août 2018. 
1.2.3 Objectif 3 
L’automatisation de l’histologie sérielle, le nouveau système d’imagerie bi-résolution et la mise en 
place d’un pipeline d’analyse multimodale offrent la possibilité d’étudier l’origine du signal OCT 
dans les tissus cérébraux et d’utiliser la microscopie sérielle pour complémenter les mesures d’IRM 
de diffusion lors d’études de neuro-imagerie de cerveaux de souris. Le troisième objectif est donc 
d’évaluer la corrélation entre OCT et dMRI. Cet objectif a été abordé dans les deux articles 
présentés aux chapitres Chapitre 4 et Chapitre 5. C’est également le sujet principal d’une étude en 
cours (juillet 2018), pour laquelle un article sera soumis au cours du mois suivant le dépôt de cette 
thèse. 
1.3 Contributions 
Le développement d’un nouveau système d’imagerie telle que l’histologie sérielle par OCT ne peut 
être qu’un projet multidisciplinaire nécessitant la contribution de plusieurs étudiants, chercheurs, 
techniciens et groupes de recherche ; d’autant plus que l’objectif principal de cette thèse est de 
combiner les données provenant de deux modalités d’imagerie (dMRI et SOCT) en un pipeline 
d’analyse multimodale et multirésolution des cerveaux de petits animaux. L’acquisition et 
l’analyse des données d’IRM de diffusion n’auraient pas été possibles sans l’aide précieuse de 
Philippe Pouliot (Polytechnique Montréal) et du prof Maxime Descoteaux (Université de 
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Sherbrooke). Quant à l’imagerie sérielle, une première itération du système et de la reconstruction 
des données a été mise en place par Alexandre Castonguay (Thèse : Histologie massive basée sur 
[l’OCT] (Castonguay, 2017)) et par Pr. Frédéric Lesage, mon directeur de thèse. Plusieurs autres 
étudiants se sont ensuite joints au projet, dont Pier-Luc Tardif (Mémoire : Validation de l'imagerie 
intravasculaire par [SOCT] et microscopie confocale en fluorescence (P.-L. Tardif, 2018)) et 
Patrick Delafontaine-Martel (Mémoire : Histologie sérielle [par microscopie 2-photons] afin 
d'étudier les changements de microvasculature dans la maladie d'Alzheimer (Delafontaine-Martel, 
2018)). Le projet de recherche présenté dans cette thèse est donc redevable de leur contribution. 
Néanmoins, cette thèse présente plusieurs contributions originales qui ont mené soit à des 
publications d’articles, à des communications de conférences ou de séminaires, à des outils 
méthodologiques et à des infrastructures de recherche essentielles à la poursuite d’études 
d’histologie sérielle. Les contributions originales de ce projet sont : 
• Méthode de reconstruction des données d’histologie sérielle en un seul volume. 
• Développement d’un algorithme de compensation de l’atténuation du signal avec la 
profondeur pour les tranches de tissus acquises par OCT. 
• Développement d’un nouveau système d’histologie sérielle basée sur le SOCT développé 
par Alexandre Castonguay. Le nouveau système d’OCT sérielle bi-résolution (2R-SOCT), 
combine un OCT (3X) et un OCM (40X) et permet de réaliser des mesures entièrement 
automatisées de cerveaux de souris, en plus de sélectionner et d’imager des régions 
d’intérêts avec l’OCM. 
• Développement et optimisation d’un module Python pour l’acquisition et l’automatisation 
de l’histologie sérielle. 
• Pipeline de registration multimodale et multirésolution permettant de réaliser des études de 
validation multimodale et des études animales de groupes basées sur l’histologie sérielle. 
• Étude de l’origine du contraste OCT dans le cerveau. 
Finalement, voici les livrables et communications scientifiques résultant de cette thèse. Outre 
les articles présentés dans les prochains chapitres, les méthodes de reconstruction des données 
d’histologie sérielle ont aussi été utilisées avec d’autres modalités optiques (Microscopie 2-
photons, microscopie confocale en fluorescence) et avec d’autres types de tissus que les 
cerveaux de souris (Aortes de lapin (Pier-Luc Tardif), cœur de souris (Alexandre 
Constonguay)).  
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1.3.1 Articles de journaux 
1. Lefebvre, J., Delafontaine-Martel, P., Pouliot, P., Descoteaux, M., Lesage, F. (2018) Fully 
automated dual-resolution serial OCT aimed at dMRI validation in whole mouse brains. 
Soumis au journal Neurophotonics le 23 août 2018. 
2. Lefebvre, J., Pouliot, P., Descoteaux, M., Girouard, H., Lesage, F., (en rédaction). 
Investigation of the effect of arterial pulsatility variations on white matter in whole mouse 
brains using serial histology and diffusion MRI. Soumission de cette lettre à la fin du mois 
d’août 2018. 
3. Delafontaine-Martel, P., Lefebvre, J., Tardif, P.L., Levy, B., Pouliot, P. & Lesage F. 
(2018). Whole brain vascular imaging in a mouse model of Alzheimer’s disease with two-
photon microscopy. Journal of biomedical optics, Accepted for publication on June 21, 
2018. 
4. Castonguay, A., Lefebvre, J., Pouliot, P., & Lesage, F. (2018). Comparing three-
dimensional serial optical coherence tomography histology to MRI imaging in the entire 
mouse brain. Journal of biomedical  optics,  23(1),  p.016008. 
5. Castonguay, A., Lefebvre, J., Pouliot, P., Avti, P., Moeini, M., & Lesage, F. (2017). Serial 
optical coherence scanning reveals an association between cardiac function and the heart 
architecture in the aging rodent heart. Biomedical optics express, 8(11), 5027–5038. 
6. Lefebvre, J., Castonguay, A., Pouliot, P., Descoteaux, M., & Lesage, F. (2017). Whole 
mouse brain imaging using optical coherence tomography: reconstruction, normalization, 
segmentation, and comparison with diffusion MRI. Neurophotonics, 4(4), p.041501. 
7. Tardif, P. L., Bertrand, M. J., Abran, M., Castonguay, A., Lefebvre, J., Stähli, B. E., 
Merlet, N, Mihalache-Avram, T., Geoffroy, P., Mecteau, M, Busseuil, D, Ni, F, Abulrob, 
A, Rhéaume, É, L’Allier, P, Tardif, J, Lesage, F. (2016). Validating  Intravascular  Imaging  
with  Serial  Optical  Coherence  Tomography  and  Confocal  Fluorescence Microscopy. 
International journal of molecular sciences, 17(12), 2110. 
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1.3.2 Conférences et séminaires1 
1. Lefebvre, J.*, Castonguay, A. & Lesage F. (2018, Janvier). Imaging whole mouse brains 
with a dual resolution serial swept-source optical coherence tomography scanner. Neural 
Imaging and Sensing. SPIE Photonics West BiOS, San Francisco, United States (Vol.   
10481,   pp.104810I) (Oral) 
2. Castonguay, A., Lefebvre, J.*, Lesage, F. (2018, Février). Serial OCT reveals age-
dependent cardiac fiber orientation change. Diagnostic and Therapeutic Applications of 
Light in Cardiology 2018, SPIE Photonics West BiOS, San Francisco, United States (Oral) 
3. Delafontaine-Martel, P.*, Lefebvre, J., Damseh, R., Castonguay, A., Tardif, P., & Lesage, 
F. (2018, Février). Large scale serial two-photon microscopy to investigate local vascular 
changes in whole rodent brain models of Alzheimer’s disease. In Multiphoton Microscopy 
in the Biomedical Sciences XVIII  (Vol. 10498, p.104982O). International Society for 
Optics and Photonics. (Affiche) 
4. Lefebvre, J.*, Delafontaine-Martel, P.*, Castonguay, A., Lesage, F. (2017). Automated 
Serial Blockface Histology: Acquisition, Reconstruction and Applications. MNI-BigBrain 
Workshop 2017, McGill Neurological Institute, Montréal, Canada (Affiche) 
5. Lefebvre, J.,* Castonguay, A., & Lesage, F. (2017, Février). White matter segmentation 
by estimating tissue optical attenuation from volumetric OCT massive histology of whole 
rodent brains. Three-Dimensional and Multidimensional Microscopy: Image Acquisition 
and Processing XXIV, SPIE Photonics West BiOS, San Francisco, United States. (Oral) 
6. Castonguay, A.*, Lefebvre, J., Tardir P.L., Delafontaine-Martel, P., Pouliot, P., Lesage, F. 
(2016, Novembre). Serial OCT scanner: comparing 3D histology to In vivo imaging in the 
entire mouse brain. Society for Neuroscience, 2016. No. 559.04, pp. 1743–1744 (Affiche) 
7. Castonguay, A., Delafontaine-Martel, P., Lefebvre, J., Tardif, PL* (2016) Développement 
d’un système d’histologie massive multimodale pour l’imagerie ex-vivo. 1er forum 
Franco-Québécois d’Innovation en Santé, Montréal, Canada (Affiche) 
8. Lefebvre, J.*, Castonguay, A., Lesage, F. (2016). Three-dimensional En-Face OCT 
massive histology of rat brains: Reconstruction and Optical Attenuation Estimation. 
                                                 
1 * désigne le(s) présentateur(s) pour la conférence ou le séminaire. 
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RBIQ/QBIN Workshop: Toward a super-big brain, Réseau de bio-informatique du Québec, 
Montréal, Canada (Affiche) 
9. Lesage, F.*, Castonguay, A., Tardif, P. L., Lefebvre, J., & Li, B. (2015, Septembre). 
Investigating the impact of blood pressure increase to the brain using high resolution serial 
histology and image processing. In SPIE Optical Engineering + Applications(pp. 95970M-
95970M). International Society for Optics and Photonics (Présentation orale) 
1.3.3 Outils méthodologiques et données 
- Système d’histologie sérielle par OCT bi-résolution (2R-SOCT) 
- slicercode : Module Python utilisé pour la reconstruction des données d’histologie massive 
- pyoct : Module python utilisé pour l’acquisition SOCT, l’acquisition, la reconstruction et 
l’analyse des données 2R-SOCT, ainsi que la reconstruction des données OCT et OCM 
- dmri_analysis : Code python pour la reconstruction et l’analyse des données dMRI 
- slicergalaxy : Code pour le serveur de reconstruction Galaxy, et les serveurs docker/galaxy 
- Article_A1_Analysis : Code d’analyse et de registration utilisé pour l’article 1. 
- OCT Mouse Brain Template : Cerveau de souris moyen (Réflectivité et Atténuation) obtenu 
en normalisant 10 cerveaux SOCT acquis pour l’étude de déformation. La version 
50microns est publié sur MendeleyData (Joël Lefebvre, Castonguay, & Lesage, 2017a) et la 
version 25microns est disponible sur nos serveurs internes. 
1.3.4 Infrastructures de recherche 
- 2 serveurs FTP (129TB chacun en RAID6) pour le stockage des données d’histologie. 
- Serveurs de calcul (Jupyter & Galaxy) pour la reconstruction des données 
- Serveur virtuel Docker/Galaxy pour la reconstruction des données 
1.3.5 Autres 
- Couverture du journal Neurophotonics (Vol.4, No.4, Octobre-Décembre 2017) 
- Matériel promotionnel utilisé lors de la conférence SPIE Photonics West 2018 et pour les 
appels à communications des journaux Neurophotonics, et Journal of Biomedical Optics.  
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CHAPITRE 2 REVUE DE LA LITTÉRATURE 
Cette revue critique de la littérature aborde dans un premier temps les méthodes d’imageries 
spécifiques à la myéline. La tomographie par cohérence optique est la modalité d’imagerie utilisée 
pour ce projet de recherche et est abordée en détail. La revue de littérature se termine par une 
présentation de l’origine du contraste OCT dans les tissus, et discute des modèles d’interaction 
lumière/tissu à un ou plusieurs événements de diffusion.  
2.1 Imagerie optique de la myéline 
La méthode d’imagerie qui a longtemps été la référence absolue (gold standard) pour étudier la 
myéline et valider les techniques d’imagerie de ce composant cellulaire est l’histologie par 
microscopie électronique (Wouterlood, 2012). Cette technique d’imagerie a permis d’identifier 
l’ultrastructure des couches de myéline, leurs compositions moléculaires, ainsi que leur mécanisme 
de formation pendant leur développement et leur dégradation suite à certaines pathologies 
(Hildebrand et al., 1993). La microscopie électronique a été utilisée pour valider plusieurs mesures 
IRM caractérisant la myéline, comme le DTI (Salo et al., 2018), le g-ratio (Stikov et al., 2015) ou 
la densité de neurite (Jespersen et al., 2010). Un avantage de cette dernière technique est la grande 
résolution obtenue due à l’utilisation des électrons. La microscopie électronique est toutefois une 
modalité coûteuse et qui nécessite une préparation des tissus biologiques pour les fixer et pour 
augmenter leur contraste. De plus, la profondeur de pénétration des électrons dans la matière est 
très limitée, ce qui a traditionnellement circonscrit les images microélectroniques à la surface des 
échantillons ou encore cette technologie  nécessitait un traitement pour rendre les tranches imagées 
ultraminces. De nouvelles techniques permettent d’imager les tissus en 3 dimensions. Par exemple, 
lorsque la microscopie électronique est combinée à un faisceau d’ions focalisé (FIB), il est possible 
d’automatiser l’acquisition de plusieurs tranches de tissu en parallèle à une résolution 
nanométrique, puis de graver avec le faisceau FIB une mince couche de matière à la surface de ces 
échantillons pour obtenir une série d’images à plusieurs profondeurs (Hayworth et al., 2015). Il est 
également possible d’utiliser un ultra-microtome à l’intérieur de la chambre d’imagerie du 
microscope pour couper de fines couches de tissu de façon automatique durant l’acquisition  
(Kremer et al., 2015). En dépit de ces avancées, des progrès en imageries tridimensionnelles et de 
la résolution nanométrique atteinte par ces nouveaux microscopes, le prétraitement des tissus 
demeure difficile à mettre en œuvre, long, et potentiellement dommageable.  
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Une autre technique fréquemment employée est l’histologie optique. Elle se sert de différents 
marqueurs et colorants pour augmenter le contraste optique spécifique de certaines molécules et 
structures cellulaires dans de minces tranches de cerveau (JoVE, 2018). Certains marqueurs en 
histologie du cerveau sont : 
• Le Luxol Fast Blue (LFB) qui se fixe aux lipides formant les couches de myéline et qui 
peut être utilisé en même temps que le Cresyl violet (parfois nommé Nissl Staining) pour 
observer les corps cellulaires (Klüver & Barrera, 1953). Cette technique de marquage Nissl 
a d’ailleurs été utilisée pour la première version de l’atlas de souris du Allen Institute 
disponible en ligne (Lein et al., 2007). 
• Il est également possible d’utiliser la méthode d’hybridation in situ pour cartographier 
l’expression des gènes dans un cerveau de souris (Allen Institute, 2011). 
• L’immunohistologie utilise des antigènes fonctionnalisés avec des groupes moléculaires 
fluorescents pour cibler des anticorps spécifiques à la surface des cellules. Ces marqueurs 
fluorescents peuvent être activés par l’activité enzymatique, par la proximité de certaines 
protéines, par la fixation à la surface des cellules, etc. (Alberts et al., 2013) 
• Pour sa part, le projet BrainArchitecture utilise un colorant à base d’argent suivant la 
méthode de Gallyas pour cibler les couches de myéline (Uchihara, 2007). 
(Mollink et al., 2017) ont utilisé l’histologie conventionnelle et l’imagerie par lumière polarisée 
pour évaluer la dispersion de l’orientation des fibres de matière blanche dans des tissus humains 
fixés. Leurs mesures ont été comparées à l’IRMd dans trois régions et elles ont révélé une 
corrélation entre les mesures optiques et IRM. La limitation principale de l’histologie optique 
conventionnelle est la longue préparation des tranches de tissus nécessaire pour cibler des 
composants cellulaires spécifiques. Ces tranches minces (entre 5 m et 50 m) nécessitent 
plusieurs étapes de traitement chimique pour fixer les tissus et rehausser le contraste, chacune 
pouvant introduire des dommages. De plus, les images acquises sont en 2 dimensions, ce qui rend 
ardue l’extrapolation de certaines mesures en 3D (p. ex. orientation des fibres).  
Pour éviter les limitations de l’histologie conventionnelle, il est donc intéressant d’utiliser d’autres 
modalités optiques pour lesquelles la myéline possède un contraste intrinsèque et qui offrent un 
sectionnement optique axial. Une telle modalité d’imagerie est la tomographie par cohérence 
optique (OCT). (Leahy et al., 2013) ont montré que c’est majoritairement la myéline qui contribue 
au contraste lorsque l’OCT est utilisé pour imager une tranche de cerveau. (Srinivasan et al., 2012) 
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ont également fait la démonstration que l’OCT permet de mesurer in vivo l’indice de réfraction, le 
coefficient de diffusion, l’angiographie et des marqueurs intrinsèques de la viabilité cellulaire à 
partir du contraste intrinsèque. (Ben Arous et al., 2011) ont mesuré les fibres de myéline 
individuelle in vivo grâce à la microscopie par cohérence optique (OCM). Leurs expériences, 
réalisées sur des rats ayant subi une craniectomie, ont permis de cartographier la densité de myéline 
dans le cortex. Ils ont également proposé qu’en mesurant le contraste des franges d’interférence au 
sein des amas de fibre, il serait possible d’estimer l’inclinaison de l’amas par rapport à l’axe optique 
du microscope.   (Magnain et al., 2014) ont fait la démonstration que l’OCT contient des 
informations équivalentes au marquage Nissl pour des tranches de cortex humain. En utilisant un 
système d’histologie massive avec un microscope OCT sensible à la polarisation de la lumière (PS-
OCT) ou OCT multi-contraste (MC-OCT), (H. Wang et al., 2016) ont mesuré une carte de la 
réflectivité, de la retardance et de l’atténuation optique pour plusieurs tranches d’un cerveau de 
souris à une résolution micrométrique. En analysant ces contrastes, il est alors possible d’obtenir 
une carte de l’orientation locale 3D pour l’ensemble du cerveau. Les streamlines obtenues par 
tractographie 3D à partir de ces données optiques sont similaires à celles mesurées en IRM de 
diffusion (H. Wang et al., 2015; H. Wang, Zhu, Reuter, et al., 2014).  
Outre l’OCT, il est également possible d’imager la myéline à l’aide d’un microscope confocal ou 
d’un microscope 2-photon. Par exemple, en utilisant un montage d’histologie massive, un 
microscope confocal à fluorescence et une analyse des tenseurs de structure, (Budde & Frank, 
2012) ont extrait la distribution des orientations de fibres à partir de tranches de cerveau ex vivo. 
Selon eux, il est possible d’observer la microstructure de la myéline à l’échelle microscopique pour 
l’ensemble d’un organe, de plus les mesures d’anisotropies mesurées par microscopie optique sont 
fortement corrélées à celles mesurées par des techniques d’IRM de diffusion. De leur côté, (Ragan 
et al., 2012) ont combiné un microscope 2-photon et un trancheur automatisé pour cartographier la 
fluorescence en 3D pour des cerveaux de souris transgéniques exprimant du GFP. Ils ont aussi 
injecté des traceurs fluorescents pour mesurer le parcours de fibres neuronales. Les deux techniques 
présentées ici requièrent l’ajout d’agents de contraste pour cibler les neurones. L’avantage principal 
de la microscopie 2-photon est sa plus grande profondeur de pénétration dans les tissus diffusants, 
puisqu’elle utilise une plus grande longueur d’onde d’excitation (Helmchen & Denk, 2005). Il est 
tout de même possible d’utiliser la microscopie confocale sans agent de contraste. Par exemple,  
(Schain et al., 2014) ont utilisé une nouvelle technique de microscopie confocale en réflectance 
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spectrale in vivo pour cartographier les fibres de myéline chez des souris sans nécessité de 
marqueurs. Ils ont montré que le signal de réflectance est sensible aux changements de 
microstructures des gaines de myéline, ce qui est un atout essentiel pour l’étude des 
neuropathologies affectant la matière blanche. Un avantage de leur microscope est la simplicité du 
système.  
Une autre façon de mesurer le contenu en myéline à partir du contraste intrinsèque des tissus est à 
l’aide d’un microscope à effet Raman stimulé (Bégin et al., 2014; D. Fu et al., 2013). Cependant 
ce phénomène optique non linéaire possède un très faible contraste. (N.P. Kutuzov et al., 2015; 
Nikolay P. Kutuzov et al., 2014) ont montré que les gaines de myéline peuvent servir de guide 
d’onde pour la lumière. En évaluant l’efficacité du couplage entre une fibre optique et une gaine 
de myéline, et en mesurant le spectre Raman des fibres de matières blanches, ils ont été en mesure 
de distinguer des régions de myéline selon leur organisation structurelle. 
2.2 Tomographie en cohérence optique (OCT) 
La tomographie en cohérence optique (en anglais Optical Coherence Tomography ou OCT) est 
une technique d'imagerie optique développée au début des années 1990 (Huang et al., 1991) . Elle  
exploite le phénomène d'interférence entre la lumière afin d'imager de façon non invasive et en 
trois dimensions des échantillons biologiques. Depuis, l’OCT a été utilisé dans une variété de 
domaines, dont l’ophtalmologie, la cardiologie, la médecine nucléaire, la biochimie, la chirurgie 
assistée ou  encore en neuroscience  (Drexler & Fujimoto, 2015). Cette modalité d’imagerie connaît 
un intérêt exponentiel, comme le témoigne la quantité phénoménale d’articles recensés à ce jour 
(Juillet 2018) sur le site Web of Science utilisant le mot clé OCT (Figure 2.1). 
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Figure 2.1 Nombre de publications par année mentionnant le mot clé “OCT » et principaux 
domaines d’application de cette modalité. Données et images issues du site web « WebOfScience » 
(Reuters, 2012). 
2.2.1 Théorie de l’OCT 
Cette section présente sous forme abrégée la théorie unifiée de l’OCT publiée dans le récent 
ouvrage Optical Coherence Tomography: Technology and Applications (Drexler & Fujimoto, 
2015). La Figure 2.2 représente de façon schématique un OCT basé sur un interféromètre de 
Michelson. L'interféromètre est illuminé par une onde plane polychromatique incidente de faible 
longueur de cohérence. Un séparateur de faisceau dirige ensuite la lumière vers un bras de référence 
et un bras échantillon. Dans le bras de référence, un miroir est positionné à une distance 𝑧𝑅 du 
séparateur de faisceau et est caractérisé par une réflectivité 𝑟𝑅. L'échantillon est quant à lui 
considéré comme étant formé d'une multitude d'interfaces de réflectivité (𝑟𝑆1, 𝑟𝑆2, . . . , 𝑟𝑆𝑁) qui sont  
positionnés à une distance (𝑍𝑆1, 𝑍𝑆2, . . . , 𝑍𝑆𝑁) du séparateur de faisceau. Les champs électriques 
réfléchis par le miroir de référence et les interfaces rencontrées dans l'échantillon sont combinés 
dans le séparateur de faisceau et l'interférence entre les champs est mesurée sous forme d'intensité 
lumineuse qui est par la suite  convertie en photo-courant par un détecteur.  
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Figure 2.2: Représentation schématique d'un OCT basé sur un interféromètre de Michelson. 
Reproduction de la figure 2.3 de (Izatt et al., 2015). 
 
Le but de l'OCT est de reconstruire le profil de réflectivité de l'échantillon à partir des mesures 
d'interférométrie non invasives. En utilisant la forme complexe des champs électriques présentés 
dans la Figure 2.2 et en développant le terme de l'intensité du photo-courant, on obtient 
l'interférogramme spectral : 
𝐼𝐷(𝑘) =
𝜌
4
[𝑆(𝑘) [𝑅𝑅 +∑𝑅𝑆𝑛
𝑁
𝑛=1
]] +
𝜌
2
[𝑆(𝑘)∑√𝑅𝑅𝑅𝑆𝑛(𝑐𝑜𝑠[2𝑘(𝑧𝑅 − 𝑧𝑆𝑛)] )
𝑁
𝑛=1
] 
+
𝜌
4
[𝑆(𝑘) ∑ √𝑅𝑆𝑛𝑅𝑆𝑚(𝑐𝑜𝑠[2𝑘(𝑧𝑆𝑛 − 𝑧𝑆𝑚)] )
𝑁
𝑛≠𝑚=1
] (2. 1) 
 
où 𝜌 est la responsivité du détecteur, 𝑘 =  2𝜋/𝜆 est le nombre d'onde, 𝑅𝑛  = |𝑟𝑛|
2 est la réflectance 
de l'interface 𝑛, et 𝑆(𝑘) est la densité spectrale de la source. Le premier terme de la sommation 
dans l'équation 2.1 est la composante continue (DC) de l'interférogramme, le second terme est la 
corrélation croisée entre les champs électriques réfléchis par les interfaces rencontrées dans 
l'échantillon et le signal de référence, et le dernier terme est l'autocorrélation entre les réflecteurs 
de l'échantillon. Seul le terme de corrélation croisé est utilisé pour obtenir le signal OCT, les autres 
termes étant considérés comme des artefacts. La puissance relative des artefacts d'autocorrélation 
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par rapport au signal de corrélation croisée peut être ajustée à l'aide de la réflectivité du bras 
d'échantillon. Le terme continu peut quant à lui être éliminé en soustrayant un signal d'arrière-plan 
aux interférogrammes mesurés ou en utilisant un photodétecteur balancé. 
Le signal OCT peut être mesuré de deux façons. La première façon est  dans le domaine temporel 
(TD-OCT) pour laquelle tout le spectre d'interférence est mesuré simultanément avec un seul 
photodétecteur et la réflectivité de l'échantillon est estimée en balayant le miroir de référence sur 
plusieurs valeurs de 𝑧𝑅. En supposant que la source possède une densité spectrale de forme 
Gausienne 𝑆(𝑘) =
1
Δ𝑘√𝜋
exp [−(
𝑘−𝑘0
Δ𝑘
)
2
], le signal mesuré par TD-OCT est alors obtenu en 
intégrant l'équation 2.1 pour tous les nombres d'ondes. 
𝐼𝐷(𝑧𝑅) =
𝜌
4
[𝑆0 [𝑅𝑅 −∑𝑅𝑆𝑛
𝑁
𝑛=1
]]
+
𝜌
2
[𝑆0∑√𝑅𝑅𝑅𝑆𝑛𝑒
−[(𝑧𝑅−𝑧𝑆𝑛)]
2𝛥𝑘2 𝑐𝑜𝑠[2𝑘0(𝑧𝑅 − 𝑧𝑆𝑛)]
𝑁
𝑛=1
] (2. 2)
 
 
où 𝑆0 est la puissance de la source, 𝑘0 est le nombre d'onde central de la source, et Δ𝑘 est sa largeur 
de bande. Pour le TD-OCT, le profil de réflectivité de l'échantillon est modulé par un cosinus de 
fréquence porteuse. Cette fréquence est proportionnelle au nombre d'onde central de la source 𝑘0 
et chaque réflecteur est convolué avec la fonction de cohérence de la source. 
Le second type de détection est dans le domaine de Fourier (FD-OCT) .  Le miroir de référence est 
maintenu fixe et l'interférogramme spectral est mesuré soit en utilisant un laser à balayage et un 
seul détecteur (Swept-source OCT, SSOCT), soit en utilisant un laser à large bande et un 
spectromètre (Spectral-domain OCT, SDOCT).   Le profil de réflectivité avec la profondeur de 
l'échantillon est obtenu en calculant la transformée de Fourier inverse de l’interférogramme 
spectral. 
𝑖𝐷(𝑧) =
𝜌
8
[𝛾(𝑧) [𝑅𝑅 +∑𝑅𝑆𝑛
𝑁
𝑛=1
]] +
𝜌
4
∑√𝑅𝑅𝑅𝑆𝑛[𝛾[2(𝑧𝑅 − 𝑧𝑆𝑛)] + 𝛾[−2(𝑧𝑅 − 𝑧𝑆𝑛)]]
𝑁
𝑛=1
+
𝜌
8
∑ √𝑅𝑆𝑛𝑅𝑆𝑚[𝛾[2(𝑧𝑆𝑛 − 𝑧𝑆𝑚)] + 𝛾[−2(𝑧𝑆𝑛 − 𝑧𝑆𝑚)]]
𝑁
𝑛≠𝑚=1
(2. 3)
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L'équation du photo-courant obtenue pour l'OCT dans le domaine de Fourier contient une 
composante continue (1er terme), une composante de corrélation croisée entre les réflecteurs et le 
miroir de référence (2e terme) et une composante d'autocorrélation (3e terme). Étant donnée la 
nature réelle du signal mesuré par le détecteur dans le mode d'opération spectral, l'interférogramme 
spectral est une fonction Hermitienne2 de sorte que le profil de réflectivité calculé est symétrique 
par rapport à la position axiale du miroir de référence. Cet aspect des mesures FDOCT se nomme 
l'ambiguïté complexe. Il a pour conséquence qu'il est impossible de distinguer les réflecteurs se 
trouvant à des positions négatives de ceux se trouvant à des positions positives de même magnitude 
par rapport à la position du miroir de référence rapportée dans le bras d’échantillon. Une approche 
fréquente pour éviter les artefacts introduits par cette ambiguïté complexe est de positionner 
l'échantillon d'un seul côté du miroir de référence, ainsi tous les réflecteurs dans l’échantillon 
peuvent être résolus sans superposition au détriment d’une étendue axiale réduite d’un facteur 2. 
Plusieurs autres techniques existent pour corriger cette limitation, dont l’utilisation d’un fréquence 
porteuse (R. K. Wang, 2007; Wu et al., 2011), ou la résurgence de la cohérence (Bradu, Rivet, et 
al., 2016). Ces techniques peuvent être réunies sous le terme de Complex-Conjugate Removal OCT 
ou de Full-range OCT, puisqu'elles permettent d'utiliser l'étendue axiale complète de l’OCT. Un 
désavantage de ces dernières techniques est une augmentation de la complexité du système optique, 
des mesures plus lentes, une baisse de la sensitivité ou de nouvelles méthodes de reconstruction du 
signal telle que l’interférométrie OCT de type Maître/Esclave (Bradu, Jingyu, et al., 2016; Cernat 
et al., 2017). 
Le terme 𝛾(𝑧) de l'équation du photo-courant pour le FDOCT est la fonction de cohérence de la 
source de lumière, définie comme étant la transformée de Fourier de la densité spectrale de la 
source 𝑆(𝑘). La largeur à mi-hauteur de la fonction de cohérence est définie comme étant la 
longueur de cohérence 𝑙𝑐. Pour une source de lumière de profil gaussien, la longueur de cohérence 
est liée à la largeur de bande de la source par 
𝑙𝑐 = 𝛿𝑧 =
2√𝑙𝑛 2
𝛥𝑘
=
2 𝑙𝑛 2
𝜋
𝜆0
2
𝛥𝜆
(2. 4) 
 
                                                 
2 Pour une fonction Hermitienne, 𝑓∗(𝑥) = 𝑓(−𝑥) où * désigne le complexe conjugé 
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où 𝜆0 est la longueur d'onde centrale de la source et Δ𝜆 est sa largeur de bande. En vertu des 
équations obtenues pour le photo-courant des OCT temporel et spectral, les caractéristiques de la 
source définissent donc la résolution axiale 𝛿𝑧 du système d’imagerie. Plus la largeur de bande de 
la source sera grande, plus la résolution axiale des profils de réflectivité sera petite. Ce découplage 
entre la résolution latérale du microscope et la résolution axiale obtenue par la source de l'OCT est 
un des avantages principaux de cette modalité d'imagerie. Cela offre un degré de liberté 
supplémentaire utile lors de la conception d'un système d'imagerie. Également, l'opération d'un 
OCT en mode spectral permet d'obtenir tout le profil de réflectivité (A-Line) en une seule mesure 
du spectromètre ou un seul balayage en longueur d'onde d'une source variable, ce qui permet 
d'acquérir plus rapidement des volumes entiers à haute résolution. La propriété de la source de 
lumière définit l’étendue axiale des mesures. Par exemple pour un FD-OCT utilisant un 
spectromètre et une source gaussienne, la décroissance de la sensibilité avec la profondeur est (de 
Boer, 2015): 
𝑅(𝑧) = 𝑠𝑖𝑛𝑐2 (
𝜋𝑧
2𝑧𝑚𝑎𝑥
) 𝑒𝑥𝑝 [−
𝜋2𝜔2
8 𝑙𝑛 2
(
𝑧
𝑧𝑚𝑎𝑥
)
2
] (2. 5) 
 
où 𝑧𝑚𝑎𝑥 est la profondeur maximale de balayage de l’OCT et 𝜔 est le ratio de la résolution spectrale 
sur  l’intervalle spectral mesuré. La profondeur maximale de balayage pour l’OCT est liée à la taille 
d’échantillonnage du spectre 𝛿𝑠𝜆 par le théorème de Nyquist 
𝑧𝑚𝑎𝑥 =
𝑛0𝜆0
2
4𝛿𝑠𝜆
(2. 6) 
 
𝑛0 l’indice de réfraction du tissu pour la longueur d’onde centrale.  
Pour déterminer la résolution latérale 𝛿𝑥 d’un OCT, on peut  considérer celui-ci comme étant un 
microscope confocal à balayage opéré en réflexion (Drexler & Fujimoto, 2015). Cette 
représentation est appropriée en particulier pour les OCT fibrés. En effet, à l’instar des sténopés 
utilisés en microscopie confocale les fibres optiques monomodes agissent comme des sténopés 
d’illumination et de collecte de la lumière. Ainsi, en considérant la théorie de la diffraction de la 
lumière et l’approximation de Fraunhofer, l’intensité du champ électromagnétique d’une onde 
planaire traversant une lentille convergente de forme circulaire est décrite au plan focal par un 
patron de diffraction d’Airy (Boas et al., 2011) : 
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𝐼(𝑣) = [
2𝐽1(𝑣)
𝑣
]
2
(2. 7) 
 
où 𝑣 = 2𝜋 𝑥 NA/𝜆0 est la coordonnée radiale normalisée, 𝑥 est la distance radiale par rapport à 
l’axe optique, 𝑁𝐴 est l’ouverture numérique de la lentille, 𝜆0 est la longueur d’onde centrale du 
système et 𝐽1(𝑣) est la fonction de Bessel de premier type d’ordre 1. Puisque l’illumination et la 
détection des photons rétrofléchis par l’échantillon sont réalisées avec la même optique, l’intensité 
détectée pour un réflecteur ponctuel est décrite latéralement par : 
𝐼𝑃𝑆𝐹(𝑣) =  [
2𝐽1(𝑣𝑖𝑙𝑙)
𝑣𝑖𝑙𝑙
]
2
[
2𝐽1(𝑣𝑑é𝑡)
𝑣𝑑é𝑡
]
2
= [
2𝐽1(𝑣)
𝑣
]
4
(2. 8) 
 
Cette équation  décrit la fonction latérale d’étalement du point (PSF) pour un système d’imagerie 
de type confocal. En définissant la résolution latérale 𝛿𝑥 comme étant la largeur à mi-hauteur 
(FWHM) de la PSF, on obtient 
𝛿𝑥 = 0.37
𝜆0
𝑁𝐴
(2. 9) 
 
2.2.2 Microscopie par cohérence optique (OCM) 
L’OCT emploie généralement un objectif à faible ouverture numérique (NA) afin de tirer profit de 
la grande profondeur de champ offerte par cette optique. Cela permet d’imager un échantillon 
axialement sur une plus grande étendue avec une résolution latérale à peu près constante pour une 
A-line entière. L’OCT utilisant un objectif à faible NA permet d’acquérir des coupes transversales 
(cross section) d’un échantillon. Toutefois, les résolutions latérales obtenues avec un faible NA 
sont limitées, de sorte que les OCT ne peuvent pas être utilisés pour imager les cellules des tissus 
ou leurs composants. La microscopie par cohérence optique (OCM, (Aguirre et al., 2015)) utilise 
quant à elle des objectifs à grande ouverture numérique offrant une meilleure résolution latérale au 
détriment d’une profondeur de champ réduite (Figure 2.3). Par conséquence, l’OCM permet 
d’acquérir des coupes en face de l’échantillon plutôt que des coupes transversales comme l’OCT, 
et ces coupes sont acquises à une résolution latérale plus fine permettant de visualiser les 
composants cellulaires. 
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Figure 2.3 Limites de résolution de l'OCT pour un faible et un grand NA. Adapté de la figure 9.1 
de (Drexler & Fujimoto, 2015) 
 
La relation entre la résolution latérale 𝑤(𝑧) et la profondeur de champ 𝑧𝑅 d’un faisceau gaussien 
est (Träger, 2012).   
𝑤(𝑧) = 𝑤0√1 + (
𝑧
𝑧𝑅
)
2
(2. 10) 
 
où 𝑧𝑅  =
𝜋𝑤0
2
𝜆
=
𝑤0
𝑁𝐴
 est la longueur de Rayleigh (moitié de la profondeur de champ), 𝑤0 est la 
largeur minimale du faisceau gaussien et 𝑧 est la position axiale le long du faisceau. Ainsi, plus la 
résolution latérale sera faible et plus la profondeur de champ du microscope sera réduite. Cette 
relation est illustrée à la Figure 2.4 pour un FD-OCT utilisant une source gaussienne (𝜆0 =
1310𝑛𝑚, Δ𝜆 = 100𝑛𝑚). Au-dessus d’une valeur seuil de NA, la longueur de Rayleigh sera plus 
petite que la résolution axiale de l’OCT, ce qui fait du système un OCM. 
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Figure 2.4 Résolutions caractéristiques d’un FD-OCT dans l’air (n=1) en fonction de l’ouverture 
numérique de l’objectif pour une source gaussienne (𝜆0 = 1310𝑛𝑚, 𝛥𝜆 = 100𝑛𝑚) 
 
Plusieurs types d’OCT à grande ouverture numérique ont été développés ces dernières années, dont 
l’OCT à plein champ (FFOCT) (Dubois et al., 2002, 2004), l’holographie digitale (Kim, 2010), la 
microscopie par cohérence optique (OCM) (Huber et al., 2005), l’OCT par optique adaptative et 
l’interférométrie par ouverture synthétique (ISAM) (Ralston et al., 2007).  Puisque la profondeur 
de champ est limitée avec ces systèmes, les mesures volumétriques doivent être obtenues en 
déplaçant mécaniquement le plan focal dans l’échantillon puis en assemblant les images acquises 
à plusieurs profondeurs. Ce type de mesures se nomme C-Mode OCT (Drexler et al., 1999; Huber 
et al., 2005). Un technique de reconstruction des mesures OCM (Reconstruction de Gabor) se 
contente de détecter le plan focal dans chaque image puis d’utiliser un masque centré autour de ces 
positions pour combiner les données provenant de plusieurs profondeurs (Rolland et al., 2010). 
D’autres méthodes plus élaborées estiment d’abord la distribution d’indice de réfraction dans 
l’échantillon pour corriger les changements de distances perçus, puis combine les données 
(Srinivasan et al., 2012). Un méthode développée pour le FFOCT s’affranchie complètement du 
balayage mécanique du focus dans l’échantillon en utilisant une source à balayage et un modèle 
complexe de déconvolution du signal pour l’OCT (Marks et al., 2007). Cette méthode est toutefois 
limitée par sa grande sensibilité aux instabilités de phase et par la complexité des calculs qui 
ralentissent considérablement les mesures. 
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2.3 Origine du contraste en OCT 
Que ce soit pour l’OCT ou l’OCM, le signal mesuré provient de l’interférence entre les photons du 
bras de référence et les photons rétroréfléchis par l’échantillon. Si la différence de parcours optique 
entre les photons provenant de chaque bras est inférieure à la longueur de cohérence du laser, les 
photons seront en mesure d’interférer ensemble, sinon leur amplitude sera additionnée et 
contribuera au signal de fond continu (DC). Plusieurs types d’interactions entre lumière et tissu 
biologique peuvent affecter l’amplitude du signal rétroréfléchi (Jacques, 2013; Tuchin, 2015). Ces 
interactions sont caractérisées par les propriétés optiques suivantes : le coefficient d’absorption 𝜇𝑎, 
le coefficient de diffusion 𝜇𝑠, la fonction de phase de diffusion 𝑝(?̂?, ?̂?′) donnant la probabilité qu’un 
photon se propageant dans la direction ?̂? soit diffusé vers la direction ?̂?′, et l’indice de réfraction 
du tissu 𝑛. L’absorption peut provenir de plusieurs mécanismes d’excitation et d’émission de la 
lumière par la matière (Figure 2.5). Par exemple une absorption d’un photon peut être suivie d’une 
relaxation non radiative, de fluorescence, de phosphorescence, d’une diffusion inélastique de 
Raman, etc. (L. V. Wang & Wu, 2007). Ces processus ne conservent pas la cohérence du photon 
émis, donc toute absorption contribue à la baisse du signal rétroréfléchi, mais ne fournit pas 
d’information utile pour l’OCT.  
 
Figure 2.5 Diagramme de Jablonsky représentant l’absorption d’un photon et plusieurs 
mécanismes de relaxations possibles. Adapté de la figure 1.2 de (L. V. Wang & Wu, 2007) 
La diffusion élastique des photons par les tissus peut être décrite par la théorie de Mie lorsque la 
taille des diffuseurs est du même ordre de grandeur ou plus grande que la longueur d’onde des 
photons, et décrite par la théorie de Rayleigh dans le cas contraire pour des diffuseurs de diamètre 
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𝑑 ≪ 𝜆. La théorie de Mie pose également l’hypothèse que les diffuseurs sont sphériques (Jacques, 
2013). Dans les échantillons biologiques, la taille des cellules et des structures des tissus varie entre 
quelques dizaines de nanomètres à quelques dizaines de micromètres (Tuchin, 2015). Pour les 
neurones, les principaux composants cellulaires sont les corps cellulaires (soma), les axones et 
dendrites. Le contenu du tissu neuronal en axones et dendrites est aussi nommé neurite. Certains 
axones sont également recouverts de couches de myéline. Quelques organelles contribuant à la 
diffusion de la lumière dans les cellules sont les noyaux cellulaires (diamètre ≈ 5-10 microns), les 
mitochondries (diamètre ≈ 1-2 micron), lysosomes et peroxysomes (diamètre ≈ 20 nm). Quelques 
organelles cylindriques dans les axones sont les membranes axonales (épaisseur ≈ 6-10 nm), les 
microtubules (diamètre interne ≈15 nm et externe ≈ 25 nm), les neurofilaments (diamètre ≈ 
10 nm) et des mitochondries (Tuchin, 2015). La plupart des organelles du corps cellulaire ne sont 
pas sphériques et sont plutôt représentées par des ellipsoïdes lors des calculs de diffusion. Les 
organelles axonales sont quant à elles représentées par des diffuseurs cylindriques. Ces organelles 
contribuent ainsi à l’anisotropie de la diffusion pour les axones. Les couches de myéline possèdent 
un indice de réfraction élevé (𝑛 ≈ 1,46) par rapport aux neurites (𝑛 ≈ 1,33) (Ben Arous et al., 
2011), ce qui augmente la réflectivité optique de la matière blanche. De plus, la myéline peut former 
plusieurs couches concentriques autour de l’axone (Hildebrand et al., 1993), et chacune 
s’accompagne de changements d’indice de réfraction qui contribuent à la réflectivité de la structure 
et augmente donc le contraste des fibres myélinisées en OCT (Jeon et al., 2006).  
Ce n’est pas seulement les caractéristiques individuelles des neurones et de leurs organelles qui 
contribuent au signal, mais également leur organisation structurée en amas de fibres. En effet, 
l’organisation en amas des axones peut être représentée par un système de longs cylindres 
diélectriques (Tuchin, 2015).  Dans ce cas, la propagation d’une lumière linéairement polarisée 
dans ce type de milieu accumule un délai de phase s’il y a une différence d’indice de réfraction 
Δ𝑜/𝑝 entre les directions orthogonales et parallèles aux fibres. Cet effet est nommé biréfringence et 
est décrit par le retard de phase  
𝛿𝑜/𝑝 =
2𝜋𝑑𝛥𝑛𝑜/𝑝
𝜆0
(2. 11) 
où d est la distance parcourue dans le milieu biréfringent. Pour des diamètres de cylindres beaucoup 
plus petits que la longueur d’onde de la lumière (limite de Rayleigh), la biréfringence d’un amas 
cylindrique est décrite par (Hemenger, 1989) : 
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𝛥𝑛𝑜/𝑝 = (𝑛𝑝 − 𝑛𝑜) =
𝑓1𝑓2(𝑛1 − 𝑛2)
2
𝑓1𝑛1 − 𝑓2𝑛2
(2. 12) 
où 𝑓1 et 𝑓2 sont les fractions volumiques des cylindres et du milieu, et 𝑛1, 𝑛2 sont leurs indices de 
réfraction respectifs. Lorsque le diamètre des cylindres est beaucoup plus grand que la longueur 
d’onde, la biréfringence devient nulle. Le diamètre des diffuseurs anisotropes d’un amas de fibres, 
de même que la densité de cet amas et1 son orientation par rapport au faisceau de lumière polarisée 
incident peuvent tous influencer le contraste mesuré en OCT. En fait, une technique nommée 
l’OCT sensible à la polarisation (PS-OCT), exploite cet effet pour imager la biréfringence des tissus 
(Baumann, 2017; de Boer et al., 2017). Cette modalité optique a été utilisée pour cartographier 
l’orientation des fibres de matières blanches dans des échantillons de cerveaux de rats (H. Wang et 
al., 2015) et d’humains (H. Wang et al., 2018) et pour mesurer l’orientation de fibres myocardes 
chez la souris (Y. Wang & Yao, 2013). 
Les coefficients d’absorption et de diffusion sont fréquemment combinés en un coefficient 
d’extinction (ou d’atténuation) : 𝜇𝑇 = 𝜇𝑎 + 𝜇𝑠 exprimé en 1/cm. Dans les tissus biologiques, le 
coefficient de diffusion est beaucoup plus grand que le coefficient d’absorption (𝜇𝑠 ≫ 𝜇𝑎), de sorte 
que l’absorption est parfois négligée dans les modèles simplifiés d’interaction lumière/tissu en 
posant 𝜇𝑇 ≈ 𝜇𝑠. La fonction de phase de la diffusion peut s’écrire 𝑝(?̂?, ?̂?
′) = 𝑝(𝜃) lorsque la 
diffusion est symétrique par rapport à la direction de propagation de la lumière incidente (i.e. 
qu’elle ne dépend que de l’angle 𝜃 entre la direction incidente ?̂? et la direction diffusée ?̂?′). Dans 
ce cas, 𝑝(𝜃) peut être approximée par une fonction de phase d’Henyey-Greenstein : 
𝑝(𝜃) =
1
4𝜋
1 − 𝑔2
(1 + 𝑔2 − 2𝑔 𝑐𝑜𝑠 𝜃)3 2⁄
(2. 13) 
où 𝑔 = ⟨cos 𝜃⟩ est le coefficient d’anisotropie de la diffusion. Tel qu’illustré à la Figure 2.6, une 
faible valeur de 𝑔 correspond à une diffusion isotropique, une valeur négative correspond à de la 
rétrodiffusion, et une valeur positive à de la diffusion avant. Plus l’anisotropie est élevée et plus la 
diffusion devient directionnelle. L’anisotropie de la diffusion est observée par exemple dans les 
tissus structurés comme les fibres musculaires (Fan & Yao, 2013), les tissus osseux corticaux 
(Ugryumova et al., 2004) et les fibres de matières blanches (Leahy et al., 2013). En particulier pour 
l’OCT, le contraste est plus élevé dans la matière blanche si les fibres sont orientées 
perpendiculairement à l’axe de propagation de la lumière que si elles sont parallèles à cet axe. 
(Bevilacqua et al., 1999) ont estimé les propriétés optiques suivantes pour des nerfs optiques 
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humains (𝜆 = 956 𝑛𝑚) : 𝜇𝑎 = 0.65 ± 0.25 𝑐𝑚
−1, 𝜇𝑠
′ = 16 ± 1 𝑐𝑚−1 et 𝑔 = 0.92. Ici, le 
coefficient de diffusion est exprimé sous forme de coefficient de diffusion réduit : 𝜇𝑠
′ = 𝜇𝑠(1 − 𝑔).  
 
Figure 2.6 Fonction de phase d'Henyey-Greenstein. 
 
2.3.1 Modèles d’interaction à une seule diffusion 
Le modèle le plus simple pour décrire l’effet d’un tissu homogène sur l’intensité d’un faisceau se 
propageant dans ce milieu est la loi de Beer-Lambert (Tuchin, 2015; van Gemert et al., 1989) : 
𝐼(𝑧) = (1 − 𝑅𝐹)𝐼0 𝑒𝑥𝑝(−𝜇𝑡𝑧) (2. 14) 
où 𝑅𝐹 est la réflexion de Fresnel entre le milieu environnant et le tissu, 𝐼0 est l’intensité initiale du 
faisceau et 𝑧 est la distance parcourue dans le tissu. Ce modèle considère que les photons subissent 
au plus un seul événement de diffusion au cours de la propagation et que le tissu est homogène. 
Pour le signal mesuré par OCT, il faut considérer l’atténuation subie lors de la propagation du 
photon allant de l’objectif vers l’échantillon, et l’atténuation survenant pour le parcours inverse 
allant de l’échantillon vers l’objectif. Ainsi, pour un tissu homogène le signal OCT est décrit par : 
𝐼(𝑧) ∝ 𝑒−2𝜇𝑡𝑧 . Dans ce cas, une transformation logarithmique des profils d’intensité mesurés par 
l’OCT suffit à extraire le coefficient d’atténuation (Vermeer et al., 2014). 
?̂? = −
1
2
𝑑 𝑙𝑜𝑔(𝐼(𝑧))
𝑑𝑧
(2. 15) 
Toutefois, pour éviter les erreurs introduites lors du calcul des dérivées en présence de bruit, le 
coefficient d’atténuation est fréquemment estimé par régression d’une exponentielle sur les profils 
d’intensité OCT. 
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Le modèle précédent pose l’hypothèse que le tissu est homogène, ce qui n’est pas toujours le cas. 
Une extension du modèle de Beer-Lambert qui considère toujours qu’un seul événement de 
diffusion affecte les photons au cours du parcours est (Hughes & Duck, 1997; Vermeer et al., 
2014) : 
𝐼(𝑧) = 𝐼0𝑅(𝑧)𝑒
−2∫ 𝜇𝑇(𝑢)𝑑𝑢
𝑧
0 (2. 16) 
 
Où 𝑅(𝑧) et 𝜇𝑡(𝑧) sont respectivement les profils de réflectivité et d’atténuation de l’échantillon en 
fonction de la profondeur. Le profil de réflectivité est ce qu’on cherche à mesurer en OCT. Pour 
extraire le profil d’atténuation 𝜇𝑇(𝑧), (Vermeer et al., 2014) posent quelques hypothèses : (1) 
uniquement les photons ayant subi 1 seul événement de diffusion contribuent à l’atténuation du 
signal, (2) les photons rétrodiffusés sont une fraction constante 𝛼 des photons atténués à une 
profondeur donnée (𝑅(𝑧) = 𝛼𝜇𝑇(𝑧)) et (3) la majorité des photons est diffusée rendu à la fin de 
l’étendue axiale des A-Lines OCT (𝐼(𝑧𝑚𝑎𝑥) → 0). En utilisant ces hypothèses et un peu d’algèbre, 
on trouve un nouvel estimateur du coefficient d’atténuation résolu axialement (Hughes & Duck, 
1997; Vermeer et al., 2014) : 
?̂?𝑇(𝑧) =
𝐼(𝑧)
2∫ 𝐼(𝑢)𝑑𝑢
∞
𝑧
≈
𝐼(𝑧)
2∫ 𝐼(𝑢)
𝑧𝑚𝑎𝑥
𝑧
𝑑𝑢
(2. 17) 
Les trois hypothèses posées pour obtenir cet estimateur du coefficient d’atténuation ne sont pas 
toujours respectées. Par exemple, lorsque l’intensité à la limite axiale d’une A-line n’est pas nulle 
telle que le suppose l’hypothèse 3 du modèle, l’atténuation diverge plus 𝑧 s’approche de 𝑧𝑚𝑎𝑥. 
Pour amoindrir cet effet, (Hohmann et al., 2015) ont adapté le modèle de Vermeer en estimant 
d’abord l’atténuation d’une A-Line entière par régression d’une exponentielle, puis en extrapolant 
le signal au-delà de la limite axiale du profil d’intensité pour simuler une A-Line de plus grande 
étendue pour laquelle le signal 𝐼(𝑧𝑚𝑎𝑥) tend vers zéro. Une technique similaire a été développée 
pour l’article présenté dans cette thèse (Joël Lefebvre, Castonguay, Pouliot, et al., 2017). En 
séparant l’intégrale du dénominateur dans le modèle de Vermeer entre les intervalles [𝑧, 𝑧𝑚𝑎𝑥[ et 
[𝑧𝑚𝑎𝑥 , ∞[, et en estimant le coefficient d’atténuation moyen ⟨𝜇𝑇⟩ d’une A-Line à l’aide de 
l’équation 2.15, on obtient : 
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?̂?𝑇(𝑧) =
𝐼(𝑧)
2 [∫ 𝐼(𝑢)𝑑𝑢
𝑧𝑚𝑎𝑥
𝑧
+ 𝐼(𝑧𝑚𝑎𝑥) ∫ 𝑒−2
⟨𝜇𝑇⟩(𝑢−𝑧𝑚𝑎𝑥)𝑑𝑢
∞
𝑧𝑚𝑎𝑥
]
=
𝐼(𝑧)
2 ∫ 𝐼(𝑢)𝑑𝑢
𝑧𝑚𝑎𝑥
𝑧
+
𝐼(𝑧𝑚𝑎𝑥)
⟨𝜇𝑇⟩
(2. 18)
 
 
Deux aspects à considérer lors des mesures de l’atténuation sont (1) la décroissance de la sensibilité  
avec la profondeur du signal due aux mesures dans le domaine de Fourier (Équation 2.5), et (2) la 
variation induite par le faisceau gaussien du contraste avec la profondeur. Cette variation du 
contraste est donnée par la PSF confocale. 
ℎ(𝑧) = [(
𝑧 − 𝑧𝑓
𝑧𝑅
)
2
+ 1.0]
−1
(2. 19) 
où 𝑧𝑓  est la position axiale du plan focal, et 𝑧𝑅 est la longueur de Rayleigh. Cette PSF axiale doit 
d’abord être compensée dans le signal avant d’estimer le profil d’atténuation. Les paramètres 𝑧𝑓  et 
𝑧𝑅 peuvent être mesurés directement à partir de 2 profils OCT d’une même structure acquis à deux 
profondeurs différentes (Dwork et al., 2016). Ils peuvent également être estimés directement à 
partir des données par régression pour des échantillons homogènes.  
Les modèles présentés dans cette section pour décrire l’interaction des photons avec le tissu 
considèrent tous un faisceau de lumière monochromatique. Pour plusieurs longueurs d’onde,  il 
faut considérer dans le modèle les changements de propriétés optiques des tissus avec l’énergie du 
photon. Par exemple (Jacques, 2013) a recensé les propriétés optiques de plusieurs tissus 
biologiques et utilise le modèle paramétrique suivant pour estimer le coefficient de diffusion réduit 
en fonction de la longueur d’onde. 
𝜇𝑠
′ (𝜆) = 𝑎′ (𝑓𝑅𝑎𝑦 (
𝜆
500 (𝑛𝑚)
)
−4
+ (1 − 𝑓𝑅𝑎𝑦) (
𝜆
500 (𝑛𝑚)
)
−𝑏𝑀𝑖𝑒
) (2. 20) 
où 𝑓𝑅𝑎𝑦 est la fraction provenant de la diffusion de Rayleigh, et a’  et 𝑏𝑀𝑖𝑒 sont des paramètres qui 
sont calculés à partir de mesures expérimentales. Les autres propriétés optiques dépendent 
également de la longueur d’onde de la lumière. Un technique d’OCT exploitant cette variation des 
coefficients de diffusion est l’OCT spectroscopique (Leitgeb et al., 2005; Lenz et al., 2017; 
Morgner et al., 2000; Xu et al., 2006). 
Un effet important à mentionner pour l’OCT est la dispersion chromatique de la lumière causée 
par les variations d’indice de réfraction des matériaux traversés. En effet, des photons de différentes 
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énergies se propagent à des vitesses différentes dans les matériaux, de sorte qu’un décalage de 
phase 𝑒𝑖𝜃(𝑘) s’accumule le long du parcours optique entre chaque longueur d’onde contenue dans 
le spectre de la source. Ceci se manifeste par un étalement de la PSF axiale dans le signal OCT 
reconstruit. Une façon de corriger cet effet est d’introduire des éléments dispersifs dans le bras de 
référence pour que les retards de phase soient les mêmes dans chaque bras de l’OCT. En FD-OCT, 
puisque le patron d’interférence est mesuré en fonction du nombre d’ondes, il est également 
possible de corriger la dispersion numériquement à l’aide de différents algorithmes (Lippok et al., 
2012; Marks et al., 2003; Wojtkowski et al., 2004). 
2.3.2 Modèles d’interaction à plusieurs diffusions 
Les modèles considérant 1 seul événement de diffusion sont adéquats lorsque les mesures sont 
limitées aux profondeurs près de l’interface air/tissu. Pour modéliser les photons se propageant 
plus profondément, il faut utiliser un modèle plus complexe considérant les multiples événements 
de diffusion et les propriétés optiques du tissu tel que la fonction de phase 𝑝(?̂?, ?̂?′), le coefficient 
de diffusion 𝜇𝑠 et le coefficient d’absorption 𝜇𝑎. Trois approches théoriques ont été étudiées pour 
décrire le signal OCT à grande profondeur : la méthode du transfert radiatif (RTT), le modèle de 
Huygens-Fresnel étendu (EHF) et la modélisation par Monte Carlo. La première approche (RTT) 
décrit la propagation d’une lumière monochromatique dans un milieu homogène (Arridge & 
Schotland, 2009; Tuchin, 2015) par  
𝜕𝐼(𝒓, ?̂?)
𝜕𝑠
= −(𝜇𝑎 + 𝜇𝑠)𝐼(𝒓, ?̂?) + 𝜇𝑠∫ 𝐼(𝒓, ?̂?)𝑝(?̂?, ?̂?
′)𝑑𝛺′
4𝜋
(2. 21) 
Où 𝒓 désigne une position spatiale dans le milieu et 𝑑Ω′ est un angle solide unitaire dans la direction 
?̂?′. En posant l’hypothèse des petits angles de diffusion, (Turchin et al., 2005) ont utilisé cette 
théorie pour extraire les propriétés optiques des tissus à partir de mesures OCT. Ils ont montré qu’il 
est possible d’extraire les propriétés optiques 𝜇𝑠, la probabilité de rétroflexion 𝑝𝑏  et l’angle moyen 
de diffusion ⟨𝛾2⟩ dans certaines conditions pour des tissus formés d’une seule couche. Un résultat 
intéressant de leur analyse est la description par un nombre adimensionnel du diamètre optique du 
faisceau d’échantillon. 
𝐷 =
3𝜇𝑠𝑎
√⟨𝛾2⟩
(2. 22) 
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Où 𝑎 est le diamètre du faisceau. Les auteurs ont montré qu’il était seulement possible de séparer 
avec une bonne précision les paramètres 𝜇𝑠, 𝑝𝑏  et ⟨𝛾⟩ pour un faisceau optiquement mince (𝐷 ≪
1). Pour un faisceau optiquement large (𝐷 ≫ 1), le signal est dominé par la diffusion de photons 
(multiple scattering) et les décroissances exponentielles du signal sont décrites par les produits 
𝑝𝑏𝜇𝑠 et ⟨𝛾
2⟩𝜇𝑠. Les auteurs ont utilisé un algorithme génétique pour optimiser l’équation intégrale 
décrivant le signal OCT avec ce modèle. Les temps de calcul pour effectuer la régression du modèle 
pour une seule A-line était de < 1 minute pour 1 couche de tissu et ≈ 1.5 minute pour 2 couches 
de tissu. Cette technique n’est donc pas adaptée pour estimer les propriétés optiques pour des 
volumes OCT entiers. 
 Un second modèle pour décrire le signal OCT en condition de multiple événement de diffusion est 
basée sur la théorie de Huygens-Fresnel étendue (Andersen et al., 2008; Levitz et al., 2004; Thrane 
et al., 2004). Pour un OCT opéré en mode temporel avec un focus fixe, et en posant l’hypothèse 
que la rétroréflection est très faible (𝑝𝑏 ≪ 1), le signal mesuré par le détecteur est alors décrit 
par 𝐼𝐷(𝑧) = 𝐼𝑜(𝑧)Ψ(𝑧) où 𝐼𝑜(𝑧) est le signal qui serait mesuré en absence de diffusion et Ψ(𝑧) est 
le facteur d’efficacité hétérodyne décrit par  
𝛹(𝑧) = 𝑒−2𝜇𝑠𝑧 +
4𝑒−𝜇𝑠𝑧(1 − 𝑒−𝜇𝑠)
1 +
𝑤𝑆
2
𝑤𝐻
2
+ (1 − 𝑒−𝜇𝑠𝑧)2
𝑤𝐻
2
𝑤𝑆
2 (2. 23) 
Où le premier terme représente la contribution des photons ayant été diffusés une seule fois, le 
dernier terme les photons ayant été diffusés plusieurs fois et le 2e terme est un mélange des photons 
balistiques et des photons diffusés plusieurs fois. Les variables 𝑤𝐻
2  et 𝑤𝑆
2 = 𝑤𝐻
2 + (
𝜆𝐵
𝜋𝜌0
)
2
   
décrivent le diamètre du faisceau de lumière en l’absence et avec diffusion respectivement. La 
variable B est un élément de la matrice ABCD décrivant la propagation du faisceau échantillon 
dans le formalisme de l’optique géométrique, et 𝜌0 est la fonction de cohérence latérale 
𝜌0(𝑧) = √
3
𝜇𝑠𝑧
𝜆
𝜋√2(1 − 𝑔)
(
𝑛𝐵
𝑧(1 − 2𝑝𝑏)
) (2. 24) 
Pour de faibles profondeurs de mesure, le signal sera dominé par la diffusion à un seul photon. 
Puis, l’intensité du signal OCT sera progressivement dominée par les événements de diffusions 
multiples plus la zone imagée est profonde dans le tissu. Une conséquence de la diffusion multiple 
est que c’est seulement près de l’interface air/tissu qu’il est possible d’obtenir un point focal limité 
par la diffraction. Un point focal sera dégradé par la diffusion plus le parcours dans le tissu est 
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profond. De plus, ce modèle permet de reproduire l’effet optique de type « rideau de douche » 
(Shower-curtain effect, (Edrej & Scarcelli, 2016; Tremblay et al., 2015)), selon lequel la résolution 
latérale est plus petite si le milieu diffusant est plus près de la source. Cet effet est nommé en 
référence au film Psycho d’Alfred Hitchcock, et l’effet rideau de douche est une autre raison pour 
laquelle la résolution latérale décroit avec la profondeur en OCT à grand NA. 
 
Figure 2.7 (A) Étalement d’un point focal avec la profondeur due à la diffusion multiple dans les 
tissus. (B) Facteur d’efficacité hétérodyne obtenu pour la rétrodiffusion considérant l’effet 
« rideau de douche » (bleu), une réflexion spéculaire (orange), une rétrodiffusion sans effet 
« rideau de douche » (vert), et une rétrodiffusion à un seul événement de diffusion (rouge). 
Adaptation des figures 2.3 et 2.4 de (Andersen et al., 2008) 
 
Tout comme pour le modèle utilisant la théorie du transfert radiatif, les propriétés optiques des 
tissus sont extraites par régression du modèle hétérodyne sur le signal. (Thrane et al., 2004) ont fait 
la démonstration que ce modèle est en mesure d’extraire les paramètres optiques pour un fantôme 
numérique formé de 1 ou 2 couches de tissus homogènes. Leur technique suppose toutefois que le 
tissu est formée des couches uniformes dont le nombre, la position et l’épaisseur sont connus.
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CHAPITRE 3 MÉTHODOLOGIE 
3.1 Microscope OCT bi-résolution 
L’OCT bi-résolution a été conçu en utilisant le même laser à balayage, les mêmes composants 
fibrés pour l’interféromètre de Michelson et le même système de miroirs galvanométriques que 
pour l’OCT 3X existant (Figure 3.1). Ce choix a été fait pour réduire le coût associé à l’ajout de 
l’OCM et pour tirer profit du système SOCT déjà en place et qui a été développé par plusieurs 
autres projets avec des étudiants. Le système SOCT est composé de 4 parties : un interféromètre 
de Michelson fibré, un bras de référence, un bras échantillon et le système de contrôle par 
ordinateur. 
 
Figure 3.1 Schéma complet du système d’histologie sérielle basé sur l’OCT bi-résolution. Les 
régions vertes indiquent les éléments optiques qui ont été ajoutés au SOCT existant pour obtenir 
l’OCM. Figure adapté de l’article 2 présenté au.Chapitre 5.  
3.1.1 Interféromètre de Michelson fibré 
L'entrée de l'interféromètre de Michelson fibré est une source laser à balayage caractérisé par une 
longueur d'onde centrale de 𝜆0  =  1310 𝑛𝑚 avec une bande passante de Δλ = 100 nm (Axsun). 
Le laser génère également un signal (sweep trigger) pour indiquer le début d’un balayage et un 
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signal (k-clock) qui permet d’enregistrer les interférogrammes avec un échantillonnage linéaire 
selon le nombre d’onde 𝑘 = 2𝜋/𝜆, ce qui est une des contraintes imposées par le modèle de 
reconstruction des données FD-OCT.  La sortie laser est envoyée à un coupleur à fibre 90/10 (FC). 
90% de la puissance du laser est dirigée vers le bras de l'échantillon et 10% vers le bras de référence. 
Des circulateurs optiques dans chaque bras guident la lumière vers des collimateurs à fibres 
optiques (COL). Ces mêmes collimateurs et circulateurs collectent la lumière réfléchie dans chaque 
bras. Un contrôleur de polarisation (PC) placé dans le bras de référence sert à ajuster le contraste 
des franges d'interférence. Les signaux de référence et d'échantillon sont combinés dans un 
coupleur de fibres 50/50 et envoyés à un photodétecteur équilibré (BPD). Les franges d'interférence 
sont enregistrées sur un ordinateur à l'aide d'un numériseur d'onde 12 bits rapide (ADC, 
Alazartech). L’acquisition des franges d’interférence a été réalisée à l’aide du module Python du 
numériseur d’onde (Alazartech Python SDK version 7.1.5). 
3.1.2 Bras d’échantillon 3X et 40X 
Le bras échantillon du SOCT était initialement composé d’un système de miroirs galvanométriques 
pour balayer le faisceau latéralement sur l’échantillon, ainsi que d’un télescope pour ajuster le 
diamètre du faisceau et pour diriger la lumière vers un objectif télécentrique 3X. Puisque cet 
objectif est conçu pour être utilisé dans l’air, une chambre d’immersion était placée entre l’objectif 
et l’échantillon. Elle consistait en une lamelle de microscope fixée sur un tube optique par de la 
colle époxy. La chambre d’immersion a été modifiée pour utiliser une fenêtre optique recouverte 
d’une couche mince antireflet pour les longueurs d’onde proche infrarouges et dont l’une des faces 
est légèrement inclinée. Ceci permet de réduire la réflexion du faisceau lorsque la lumière traverse 
les interfaces air/verre et verre/eau. Une seconde modification de l’OCT consiste en l’ajout d’un 
second bras échantillon. Un miroir amovible, placé entre les 2 lentilles du télescope 3X, redirige le 
faisceau vers un miroir 45o et une troisième lentille, créant ainsi un télescope pour le second bras 
échantillon. Le faisceau est ensuite focalisé sur l’échantillon par un objectif à eau 40X (Nikon).  
Quelques contraintes de conception ont été considérées lors de l’ajout de l’OCM. D’abord une 
contrainte optique provient du fait que l’ouverture numérique, le grossissement et la longueur 
focale des objectifs de microscope sont calculés pour des géométries de faisceaux spécifiques. Par 
exemple, les caractéristiques de l’objectif de microscope 3X (LSM04, Thorlabs) sont définies pour 
un faisceau de diamètre 𝑑 ≈ 4 𝑚𝑚, et l’objectif de microscope 40X (Nikon) nécessite un faisceau 
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de diamètre 𝑑 ≈ 8 𝑚𝑚. De plus, puisque l’objectif 3X est télécentrique, la focale de la seconde 
lentille du télescope 3X doit être positionnée à une distance de 18,9 mm de la pupille d’entrée du 
microscope alors que la focale de la seconde lentille du télescope 40X doit coïncider avec la pupille 
d’entrée de l’objectif 40X. Une autre contrainte dont il faut tenir compte  pour le bras OCT 3X est 
la modification de la distance focale induite par l’air et le verre traversé dans la chambre 
d’immersion et l’épaisseur de la colonne d’eau entre le verre et l’échantillon. Il  faut aussi 
considérer que les deux bras échantillons sont conçus avec un système de cage optique de 30 mm 
et qu’ils sont positionnés verticalement au-dessus du support à échantillon. Les cages sont 
maintenues en place par des plateformes de 95mm de largeur fixées à un rail vertical de même 
taille. Ces structures optomécaniques imposent des contraintes supplémentaires sur les distances 
possibles entre les bras échantillons.  
Les longueurs focales des 3 lentilles du système, la distance entre les bras (D), et la distance entre 
l’objectif 3X et la fenêtre optique de la chambre d’immersion (H) ont été déterminées par une 
recherche exhaustive parmi toutes les configurations possibles étant données les contraintes 
mentionnées plus haut. Les longueurs focales ont été limitées aux lentilles offertes dans le 
catalogue de Thorlabs. Le but de l’optimisation était de minimiser la distance entre la position 
axiale des plans focaux 3X et 40X, et d’obtenir des diamètres de faisceau près des tailles prescrites 
pour chaque objectif. Une optimisation mathématique a d’abord été réalisée, pour laquelle la 
distance entre les plans focaux et la taille des faisceaux ont été classées selon leurs écarts aux 
valeurs cibles. Puis, les configurations se rapprochant le plus du cas idéal ont été comparées 
manuellement pour choisir l’option à implémenter. Le tableau suivant et la Figure 3.2 présentent 
les caractéristiques optiques retenues suite à l’optimisation optomécanique. Le choix de ces 
composants résulte en une distance d = 6.5 mm entre les plans focaux de l’objectif 3X et 40X, un 
diamètre de faisceau d’environ 4.25 mm à l’entrée de l’objectif 3X et d’environ 7 mm à l’entrée de 
l’objectif 40X. 
 
Tableau 3.1 Distances optimisées des composants du microscope 
Composant Valeur 
Distance entre les bras (D) 50 mm 
Longueur de la chambre d’immersion (H) 40 mm 
Lentille L1,3X 60 mm 
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Lentille L2,3X 75 mm 
Lentille L2,40X 125 mm 
 
 
Figure 3.2 Représentation schématique du bras échantillon. Les distances ne sont pas à l’échelle. 
3.1.3 Bras de référence 
Le bras de référence de l’OCT a été modifié de façon similaire au bras d’échantillon en insérant un 
miroir 45o amovible à la sortie du collimateur pour dévier le faisceau vers un second miroir de 
référence. La distance a été  ajustée afin de représenter  le parcours supplémentaire de la lumière 
vers l’objectif 40x. Le faisceau de référence traverse 4 prismes de verre N-BK7 servant à 
compenser physiquement  la différence de dispersion chromatique entre les bras de référence et 
d’échantillon. Dans le bras 3X, la dispersion de l’objectif est compensée avec un élément dispersif 
conçu spécifiquement pour l’objectif 3X utilisé. L’intensité du signal dans chaque bras de référence 
est également ajustée avec des filtres atténuateurs à densité neutre (ND).  
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3.1.4 Automatisation 
Lors de la première version du système 2R-SOCT, le changement de bras pour l’interféromètre 
était réalisé avec des blocs amovibles contenant des miroirs à 45o. Ces composants optomécaniques 
possèdent l’avantage d’être compatibles avec les systèmes de cages utilisés pour concevoir le 
microscope, ce qui simplifie grandement l’alignement du faisceau. Toutefois, l’objectif global du 
système bi-résolution étant d’acquérir des cerveaux de souris entiers avec l’OCT 3X et de cibler 
automatiquement des régions d’intérêts à imager avec l’OCM 40X, la transition entre les deux 
modalités d’imagerie devait pouvoir être contrôlée par ordinateur. Or, les blocs amovibles devaient 
être retirés et replacés manuellement. Ils ont donc été remplacés par des supports à miroir motorisés 
(FM). Ces dispositifs possèdent 2 positions (0o et 90o) permettant de placer et de retirer un miroir 
dans le parcours du faisceau. Ils peuvent être contrôlés via USB à l’aide d’un protocole de 
communication sérielle. Un désavantage de ce support motorisé est qu’il n’est ni compatible avec 
un système de cage, ni avec la table optique utilisée pour aligner les bras de référence. Il faut ainsi 
aligner le miroir manuellement, puis compenser les erreurs d’orientation et de position avec les 
autres composants optiques du système. Le moteur et son système de contrôle occupent plus 
d’espace, ce qui est a été une contrainte supplémentaire à considérer pour la disposition des bras 
échantillons. 
Au point de vue de l’acquisition, l’automatisation complète des mesures 2R-SOCT a nécessité 
l’ajout de plusieurs couches de contrôle logiciel pour : (1)  les déplacements de l’échantillon entre 
les bras 3X/40X, (2) les miroirs motorisés (3) l’adaptation des  profils de balayage des miroirs 
galvanométriques selon l’objectif utilisé, (4) le contrôle des différents schémas d’acquisition selon 
le type de microscope (focus fixe / dynamique, 1 seule position / mosaïque, reconstruction en ligne 
/ hors-ligne …) et finalement (5) pour la sélection manuelle et automatique des régions d’intérêt à 
imager avec le microscope. Tous les protocoles de contrôle ont été développés en python. 
3.1.5 Reconstruction des données 
L’acquisition d’un volume OCT est faite en balayant le faisceau latéralement à la surface des 
échantillons à l’aide des miroirs galvanométriques. Un patron d’interférence est mesuré à chaque 
position latérale à l’aide du convertisseur analogique numérique. Un patron d’interférence (ou A-
Line) est discrétisé en 1152 points répartis sur 100 nm autour de la longueur d’onde centrale de 
balayage du laser. Les mesures sont séparées linéairement selon leur nombre d’onde. Le balayage 
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des miroirs galvanométriques est fait à une fréquence de 50 kHz et est contrôlé par une carte 
d’acquisition de National Instruments. Le profil de déplacement des miroirs est de type trame 
(raster scan), c’est-à-dire qu’un miroir balaie rapidement l’image dans une direction, puis retourne 
au début de la ligne pendant que le second miroir ajuste d’un petit d’angle sa position. En répétant 
ce motif pour les axes lent et rapide, un volume entier est couvert en environ 6 sec. Pour éviter les 
problèmes dus au moment d’inertie des miroirs pour les scans rapides, le retour de du miroir 
galvanométrique de l’axe rapide est réalisé avec un profil polynomial et en posant que les première 
et seconde dérivées du signal doivent être nulles à la transition entre le balayage linéaire et le retour 
polynomial. En plus de la position des miroirs, un signal numérique permet de mesurer les franges 
d’interférence dans la zone linéaire de l’axe rapide uniquement.   
 
Figure 3.3 Exemple du signal envoyé aux miroirs galvanométriques. Les mesures des franges 
d’interférence (indiquée par la variable « gate ») sont seulement faites durant la partie linéaire du 
mouvement de l’axe rapide. 
Toutes les mesures pour un volume sont conservées sur la carte Alazartech en mémoire tampon. 
Par la suite, les données sont transférées vers l’ordinateur de contrôle. Une frange d’interférence 
moyenne est calculée, puis soustraite à chacune des franges du volume. Ceci permet d’enlever la 
contribution de l’arrière-plan. Une fonction de fenêtrage gaussienne (𝜇= 1310 nm et 𝜎 = 20 nm) 
est multipliée avec les franges pour réduire les lobes secondaires causés par la forme du spectre du 
laser. Dans une dernière étape, le signal OCT est calculé par la transformée de Fourier inverse de 
chaque frange. Seule la moitié des profils de réflectivité obtenus est conservée étant donné que le 
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signal est réel et donc que sa transformée de Fourier est symétrique. Les données sont ensuite 
enregistrées sur disque sous format Nifti.  
Pour les mesures à haute résolution du bras 40X, deux types d’acquisition ont été réalisés. D’abord, 
une acquisition avec un focus fixe dans l’échantillon, pour lequel les mesures et la reconstruction 
sont les mêmes que pour les volumes OCT 3X. Le deuxième type d’acquisition utilise un focus 
dynamique. Pour ce type de mesure, le plan focal est d’abord positionné à l’interface eau/tissu de 
l’échantillon, puis un volume OCT est acquis à plusieurs profondeurs du plan focal dans 
l’échantillon, chacun espacé de 16 microns. Les données dans ce cas sont enregistrées sur disque 
directement, sans les reconstruire pour accélérer les mesures. La profondeur du plan focal dans 
l’échantillon est modifiée en ajustant la hauteur du support motorisé.  
Les volumes OCM sont assemblés à partir des séquences de volumes OCT 40X obtenus  à plusieurs 
profondeurs dans l'échantillon (Figure 3.4). Les profils de réflectivité sont d’abord calculés pour 
chaque volume selon la même méthode que pour l’OCT 3X. Ensuite, le troisième volume 40X dans 
une série est sélectionné et le plan focal est extrait des données en détectant d’abord la position de 
l’intensité maximale pour chaque A-line, puis en faisant la régression d’une surface quadratique 
sur les profondeurs calculées. Pour chaque volume OCT dans la série, la profondeur du plan focal 
est estimée en calculant la corrélation du signal avec la surface quadratique déplacée axialement à 
plusieurs profondeurs. La profondeur associée à la corrélation la plus élevée est choisie comme 
correspondant au plan focal d’un volume. Enfin, les volumes OCM sont  assemblés en calculant 
des poids de mélange (blending weights) de formes trapézoïdales, et en utilisant les plans focaux 
détectés pour chaque volume OCT  associés aux  limites de fusion de chaque image. Cette méthode, 
aussi nommée OCT en mode C, utilise la technique de fusion de Gabor présentée par (Rolland et 
al., 2010).  
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Figure 3.4 Représentation schématique de l'assemblage d'un volume OCM par la méthode de 
fusion de Gabor. La position des plans focaux (lignes rouges pointillées) est utilisée pour calculer 
les poids de mélange (trapèzes bleus) pour chaque volume OCT. 
3.1.6 Caractérisation de l’OCT  
La résolution latérale de l’OCT 3X a été mesurée de 3 façons différentes. La première méthode 
emploie une cible de résolution de type USAF1951, qui est formée de plusieurs paires de lignes 
qui sont progressivement plus rapprochées. Les paires de lignes (ou éléments) sont exprimées en 
paires de lignes par millimètre et sont réunies par groupe, chaque groupe représentant des 
résolutions plus petites que le groupe précédent. Le dernier élément visible, c’est-à-dire pour lequel 
il est possible de distinguer visuellement les lignes, permet d’évaluer la résolution d’un système 
d’imagerie. Pour l’OCT 3X, le dernier élément visible était le groupe 5 élément 6 (57 paires de 
lignes par mm), ce qui correspond à une résolution latérale de 17.54 microns. Une autre cible a été 
utilisée pour mesurer la résolution axiale et latérale de l’OCT 3X (Arden Photonics). Il s’agit d’un 
bloc de silice microgravé par lithographie à l’aide d’un laser femtoseconde pulsé. Le fantôme OCT 
possède 4 groupes de gravures servant à évaluer la PSF du système, sa sensibilité, la résolution 
latérale et la distorsion. La PSF de l’OCT 3X a ainsi été mesurée, et a permis d’évaluer une 
résolution axiale 𝑟𝑧 = 12 𝜇𝑚 et latérale 𝑟𝑥𝑦 = 17.5 𝜇𝑚. Une dernière façon d’évaluer 
indirectement la résolution latérale d’un OCT est à partir des paramètres du faisceau gaussien. Pour 
cette technique, un bloc d’agarose a été imagé.  La PSF confocale du faisceau gaussien (Équation 
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2.19) a été régressée sur le profil d’intensité moyen dans l’agarose en considérant un coefficient 
d’atténuation négligeable par rapport à la PSF confocale. Ceci a permis de mesurer la longueur de 
Rayleigh 𝑧𝑅 = 665 𝜇𝑚 pour l’OCT 3X. La résolution latérale peut alors être calculée en 
considérant que 𝑧𝑅 = 𝜋𝑤0
2/𝜆, d’où 𝑟𝑥𝑦,𝑔𝑎𝑢𝑠𝑠 ≈ 16.7 𝜇𝑚.  
Pour l’OCT 40X, la résolution latérale était plus petite que le dernier élément présent sur la cible, 
donc un critère différent a dû être utilisé. Le critère est basé sur la mesure du profil d’intensité le 
long d’une transition nette entre une zone claire et une zone sombre dans l’image (Edge response). 
La résolution du système est alors définie par la distance entre les valeurs 10% et 90% le long du 
profil d’intensité normalisé. En utilisant ce critère, une résolution latérale de 1.3 𝜇𝑚 a été mesurée 
pour l’OCT 40X. La résolution axiale a quant à elle été évaluée en plaçant un miroir au plan focal 
et en mesurant la distance à mi-hauteur de son pic de réflectivité (FWHM). Une résolution axiale 
de 𝑟𝑧 = 7𝜇𝑚 a été évaluée pour l’OCT 40X. 
3.2 Système d’histologie sérielle basée sur l’OCT 
Le microscope OCT bi-résolution est couplé à un système d’histologie motorisé afin d’acquérir des 
cerveaux de souris entiers à haute résolution, et ce, malgré les champs de vue du microscope qui 
sont de taille limitée. Le système d’imagerie histologique est utilisé en mode blockface, c’est-à-
dire que les volumes OCT sont acquis avant de trancher le tissu. Pour référence, en histologie 
conventionnelle le tissu est d’abord sectionné en fines tranches qui sont par la suite imagées après 
plusieurs étapes intermédiaires de fixation et de marquages des tissus par des agents de contraste. 
L’avantage de l’histologie blockface en comparaison de l’histologie conventionnelle est une 
diminution des déformations induites par la coupe, une réduction des manipulations de 
l’échantillon, et des procédures de préparation des échantillons moins complexes. 
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Figure 3.5 Système d'histologie par OCT bi-résolution. (A) Disposition des moteurs linéaires. (B) 
Vibratome en fonction. (C) Disposition des composants du système d’imagerie. Les régions de 
couleurs indiquent la position du vibratome (bleu), de l’OCT 40X (rouge), de l’OCT 3X (vert) et 
du miroir motorisé utilisé pour changer d’OCT (orange). 
 
La plateforme d’histologie consiste en un support à échantillon motorisé et un vibratome pour 
trancher les cerveaux (Figure 3.5) Le support à échantillon est formé d’un élévateur motorisé 
(déplacements Z) sur lequel sont fixés deux supports linéaires motorisés (déplacements X et Y) 
(Figure 3.5A). Ces moteurs sont contrôlés à l’aide d’un protocole de communication sérielle et sont 
en mesure de fournir des positions précises au micron près. Un bac à immersion en acrylique est 
fixé sur le dernier support linéaire (Y) via une plaque d’aluminium. Au centre du bac, un support 
à échantillon imprimé en 3D permet de positionner les blocs d’agarose au même endroit pour 
chaque session d’imagerie. Le bac d’immersion est rempli d’eau durant les mesures pour permettre 
aux tranches de tissu de se déplacer vers le fond du bac lors des coupes et ainsi révéler de nouvelles 
zones à imager, Cela permet également de pouvoir utiliser l’objectif 40X à immersion. Le 
vibratome est formé d’un moteur rotatif et d’un arbre décentré. La rotation décentrée est transférée 
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au support de lame par une flexure dont la rigidité est élevée dans une direction et faible dans 
l’autre. Ainsi, les rotations décentrées sont converties en translation selon un seul axe. Cette 
translation est transférée à une lame de rasoir fixée par un support au vibratome. L’angle de la lame 
peut être ajusté sur le support. Les coupes sont réalisées en plaçant l’échantillon en face de la lame, 
en faisant fonctionner le vibratome à une fréquence de 60 Hz, puis en déplaçant lentement 
l’échantillon vers la lame (1 mm/s) jusqu’à ce qu’une tranche 200 microns soit retirée (Figure 
3.5B).  
La plateforme d’histologie utilisée au début de ce projet de doctorat a été conçue par Alexandre 
Castonguay. Les données du premier article présenté au Chapitre 4 ont été obtenues avec l’ancienne 
plateforme. Par la suite, le système a été modifié pour accueillir le nouveau microscope OCT bi-
résolution, ce qui est présenté au Chapitre 5 portant sur le second article de cette thèse. Voici de 
façon détaillée les contributions de cette thèse au système d’histologie : 
• Conception d’un nouveau bassin d’immersion et d’un nouveau support pour le bassin afin 
d’accueillir les 2 bras du microscope OCT bi-résolution, en plus du vibratome. 
• Conception et optimisation d’un nouveau support pour l’échantillon. 
• Conception et optimisation d’un nouveau moule pour l’agarose servant de matrice de 
support pour l’échantillon à trancher. 
• Nouveau module Python pour contrôler le système d’histologie (vibratome, moteurs XY, 
moteur Z, procédures de déplacement, calibration et automatisation des mesures). 
• Module Python pour réaliser les mesures 2R-SOCT (conception, calibration, acquisition, 
reconstruction et analyse). 
• Module Python pour aligner et assembler les volumes OCT en un seul cerveau. 
La suite de cette section décrit (1) les protocoles de préparation des tissus, (2) l’acquisition 2R-
SOCT et (3) l’assemblage des données. 
3.2.1 Préparation des tissus 
Toutes les procédures chirurgicales furent acceptées par le comité d’éthique en expérimentation 
animale de l’Institut de Cardiologie de Montréal et sont en accord avec les recommandations du 
conseil canadien de protection des animaux. Les échantillons imagés pour cette thèse étaient des 
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cerveaux de souris C57Bl/6. Les animaux du premier article faisaient partie d’une étude parallèle 
réalisée par un collègue qui visait à évaluer les déformations introduites entre l’IRM in vivo, l’IRM 
ex vivo et par le processus d’histologie sérielle (Castonguay et al., 2016, 2018). Les souris utilisées 
pour le second article font partie d’une autre étude multimodale de l’effet de l’augmentation de la 
pulsatilité artérielle induite par injection de chlorure de calcium sur la matière blanche. Tous les 
animaux et cerveaux ont été préparés selon un protocole publié par (Ragan et al., 2012) qui a été 
adapté afin d’imager les échantillons fixés à l’IRM avant les acquisitions histologiques.  
Les animaux ont été anesthésiés avec 2-3% d'isoflurane et perfusés par voie transcardiaque avec 
20 ml de tampon phosphate salin (PBS), puis avec un mélange de 4% de paraformaldehyde (PFA) 
et 1% de gadolinium (Gadovist). Le gadolinium sert à réduire le temps de relaxation T1 et ainsi 
accélérer les acquisitions IRM. Chaque tête de souris a été séparée de son corps et le crâne a été 
nettoyé pour enlever les muscles, la mâchoire inférieure, les vertèbres et les autres tissus (Figure 
3.6A). Le crâne a ensuite été imagé dans de la fomblin avec une séquence d'imagerie par résonance 
magnétique à haute résolution angulaire (HARDI). La fomblin est un fluoropolymère inerte servant 
à éliminer le signal de fond de l’IRM tout en conservant une susceptibilité magnétique similaire au 
tissu (Shatil et al., 2016). Après une acquisition IRMd, le cerveau a été extrait de son crâne et a été 
intégré dans un bloc cylindrique d'agarose à 4% pour l'imagerie histologique. Le gel d'agarose a 
été oxydé pour créer des liaisons covalentes entre le milieu d'inclusion et le tissu cérébral, évitant 
ainsi la séparation des tissus pendant l'acquisition SOCT. Un inconvénient de la procédure 
d'oxydation est qu'elle rend l'agarose friable, ce qui peut provoquer des dommages lors du 
tranchage avec le vibratome. Pour éviter cet effet, les blocs cylindriques d'agarose oxydés à 4% ont 
été imbriqués dans de plus grands cylindres d'agarose non oxydés qui ont fourni un meilleur support 
structurel. Entre les étapes de préparation des tissus et les séances d'imagerie, les échantillons ont 
été conservés dans du PFA à 4% et à 4°C.  
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Figure 3.6 Préparation des tissus. (A) Crâne de souris nettoyé, (B) Crâne de souris dans le support 
à échantillon pour l’IRM, (C) Antenne IRM, (D) Positionnement d’un cerveau pour le bloque 
d’agarose, (E) Solidification de l’agarose, (F) Agarose oxydé et (G) Imbrication de l’agarose oxydé 
dans un bloc d’agarose non-oxydé. 
3.2.2 Acquisition 
Les acquisitions avec le système d’histologie sérielle 2R-SOCT sont contrôlées avec une interface 
web développée à partir d’un notebook Jupyter (Figure 3.7). Ceci permet de documenter les 
séances d’imagerie, de calibrer le système avant d’entreprendre l’acquisition automatique et 
d’interagir avec le mesurage et les contrôleurs de la plateforme en cours d’expérience. Une session 
type d’acquisition avec le 2R-SOCT peut être séparée en deux parties : la calibration et 
l’acquisition automatisée. Une acquisition automatique en utilisant uniquement l’OCT 3X dure 
environ 6 heures pour un cerveau de souris. Une acquisition automatique pour laquelle les ROIs 
40X sont choisies aléatoirement pendant le mesurage dure environ 24 heures, tandis que si les ROIs 
sont sélectionnés manuellement à l’aide d’une interface graphique l’acquisition dure entre 2 et 3 
jours selon le nombre de ROIs. Une acquisition SOCT 3X génère environ 200 GO de données 
brutes, alors qu’une acquisition 2R-SOCT en génère environ 1 TO par cerveau de souris. Les 
données 40X brutes sont enregistrées directement sur disque pour  réduire les temps d’imagerie, et 
les données 3X et 40X sont assemblées après la session d’acquisition de données sur un serveur 
dédié de reconstruction. 
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Figure 3.7 Serveur Jupyter Notebook servant à contrôler et documenter les séances d’acquisition 
2R-SOCT. 
 
Calibration 
D’abord, les paramètres des mesures sont définis (p.ex. taille et résolution des volumes 3X OCT, 
l’endroit où enregistrer les données, la profondeur de champ à conserver, etc). Les contrôleurs 
Python pour les composants du microscope sont initialisés et le système est calibré. La calibration 
permet de repérer la position approximative du tissu, de définir une hauteur maximale pour les 
déplacements afin d’éviter d’endommager l’échantillon, d’initialiser des hauteurs de coupes, de 
détecter la profondeur du plan focal dans les tissus et de repérer le tissu pour définir la région à 
imager par mosaïque avec l’OCT 3X.  
Pour détecter le cerveau, une grande région autour du centre du support à échantillon est acquise à 
basse résolution avec l’objectif 3X. La mosaïque acquise est assemblée, et un algorithme de 
segmentation des tissus sépare l’image acquise en 3 régions : eau, agarose et tissu. Tous les pixels 
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de l’image classifiés dans la catégorie tissu sont ensuite utilisés pour définir un champ de vue 
rectangulaire qui est partitionné en images de taille 5x5 mm avec un recoupement de 20% entre 
chaque image voisine. Une marge de 1 mm est ajoutée autour de la mosaïque pour s’assurer que 
tout le tissu sera couvert au cours de l’acquisition. Cette mosaïque peut aussi être définie 
manuellement en ajustant la position des moteurs linéaires du support à échantillon et en utilisant 
l’OCT 3X pour observer en temps réel des coupes transversales du tissu. 
Le centre de la mosaïque est ensuite positionné sous l’objectif 3X et on procède à une détection de 
la position du plan focal dans le tissu. La hauteur du support à échantillon est ajustée manuellement 
avec le contrôleur de l’élévateur Z jusqu’à ce que l’interface eau/agarose apparaisse dans l’image 
en temps réel de l’OCT 3X. Une optimisation automatique permet de trouver la hauteur de 
l’échantillon pour laquelle le plan focal de l’OCT 3X coïncide avec l’interface eau/tissu. Cette 
détection du plan focal emploie une méthode de Fibonacci pour repérer la hauteur correspondant à 
un volume OCT dont l’intensité moyenne est la plus élevée. 
La hauteur de coupe est initialisée en déplaçant l’échantillon près du vibratome et en ajustant 
manuellement la hauteur du support jusqu’à ce que la lame soit entre 0.5-1mm sous la surface de 
l’agarose. Une première coupe est réalisée à cette position. Ensuite, quelques coupes de 0.5 mm 
sont réalisées automatiquement pour atteindre le tissu. En général, les coupes d’initialisation sont 
répétées pour atteindre le cervelet des souris. Une dernière coupe de 0.2mm est faite pour s’assurer 
que le vibratome fonctionne correctement pour cette épaisseur  de tranchage et l’échantillon est 
replacé automatiquement sous l’objectif 3X. 
Acquisition automatisée 
Quelques fonctions, utilisant les contrôleurs Python de la plateforme d’histologie, sont utilisées 
dans l’interface web Jupyter. Elles permettent de : 
1. Optimiser la position du focus 3X dans l’échantillon 
2. Acquérir et assembler une mosaïque 3X du cerveau 
3. Trancher le tissu avec le vibratome (pour une épaisseur de coupe par défaut de 0.2mm) 
4. Générer et acquérir des ROIs 40X pour la dernière tranche de cerveau mesuré 
5. Importer et acquérir une liste de ROIs 40X. Dans ce cas, les ROIs sont définies pour la 
dernière tranche de cerveau mesurée à l’aide d’une interface graphique 
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6. Acquérir de façon séquentielle plusieurs mosaïques 3X sans procéder à une mesure de ROI 
40X, ou en générant automatiquement N mosaïques 40X à acquérir à chaque M tranches 
de tissus 
 
Figure 3.8 Sélections manuelle (A) et automatique (B) des ROIs 40X pour une tranche de cerveau 
de souris. (Rouge) ROIs de type OCM, (Vert) ROI de type mosaïque. 
 
La méthode de sélection automatique des ROIs 40X est décrite en détail dans l’article 2 présenté 
au Chapitre 5. Brièvement, l’algorithme segmente d’abord le tissu, puis calcule une carte d’intérêt 
à partir de l’amplitude du gradient 2D dans l’image. Cette carte d’intérêt sert à guider la sélection 
aléatoire des ROIs vers des structures présentant de grandes variations de contraste (p. ex. des amas 
de fibres). 
Toutes les données acquises avec la plateforme 2R-SOCT sont enregistrées sous format Nifti. Ce 
format a été choisi, car on peut écrire des informations supplémentaires dans les fichiers en plus 
des données, telles que la résolution de l’image et la position des moteurs du support à échantillon. 
C’est aussi un format de données fréquemment utilisé en neuro-imagerie. La position au sein de la 
mosaïque 3X est également contenue dans le nom de fichier de chaque volume OCT. À la fin d’une 
séance d’imagerie, les données sont transférées par FTP à un des deux serveurs de stockage formés 
de 45 disques durs de 3TO configurés en RAID6. Ce choix de redondance tolère la perte de jusqu’à 
deux disques par serveur sans perdre les données. Pour éviter les longs temps de transfert pour les 
grands jeux de données, il est également possible de retirer le disque dur utilisé pour l’acquisition 
et de le placer dans le serveur de reconstruction, les deux ordinateurs étant munis de changeurs de 
disque rapides.  
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3.2.3 Reconstruction des données 
La reconstruction des données d’histologie sérielle nécessite trois étapes principales : la 
coregistration XY des images, l’assemblage des volumes pour chaque tranche de tissu, puis 
l’assemblage des tranches en un seul volume. Le code de reconstruction a été développé pour 
pouvoir être utilisé avec plusieurs modalités d’imagerie optique (OCT, microscopie confocale, 
microscopie 2-photons), car plusieurs trancheurs au sein du laboratoire étaient en fonction ou en 
cours de développement au début de cette thèse. De plus, la méthode peut reconstruire des jeux de 
données mêmes si la position des images n’a pas été enregistrée en cours d’acquisition. Seule 
l’information sur la position dans la mosaïque est nécessaire. Cette information est incluse dans le 
nom du fichier. 
Coregistration XY 
Chaque volume doit être recalé avec ses voisins afin de connaître leur position exacte dans le 
référentiel du trancheur. Plusieurs métriques de similitude peuvent être utilisées pour déterminer la 
ressemblance des volumes voisins et pour trouver le décalage entre eux : p.ex. la corrélation de 
phase (Foroosh et al., 2002; Preibisch et al., 2008), la corrélation croisée normalisée (Rankov et 
al., 2005) ou l’information mutuelle (Avants, Tustison, Song, et al., 2011). La corrélation de phase 
a été sélectionnée, car elle permet d’obtenir la meilleure translation entre les images sans avoir à 
procéder à une optimisation des paramètres de transformation. Les moteurs du support à échantillon 
sont précis au micron près. On peut donc utiliser un modèle de déplacement des moteurs pour 
estimer la position de chaque volume mesuré, et cela, en fonction de quelques paramètres 
d’acquisition : soit l’angle 𝜙 entre les moteurs X et Y du support à échantillon, l’angle 𝜃 entre le 
plan de balayage du laser et le référentiel défini par les moteurs du support, la fraction du 
recoupement en X et Y entre les volumes adjacents (𝑂𝑥  et 𝑂𝑦) et la taille des volumes acquis (𝑛𝑥, 
𝑛𝑦). La position des moteurs est alors donnée par : 
?⃗? (𝑖, 𝑗) = 𝑹(𝜃)[𝑝𝑥𝑰 + 𝑝𝑦𝑹(−𝜙)][1,0]
𝑇 (3. 1) 
 
où I est la matrice identité, 𝑹(𝑥) est la matrice de rotation 2D, et les indices 𝑝𝑥(𝑖) = 𝑛𝑥(1 − 𝑂𝑥)𝑖 
et 𝑝𝑦(𝑗) = 𝑛𝑦(1 − 𝑂𝑦)𝑗 varient en fonction de la position (𝑖, 𝑗) de l’image au sein de la mosaïque. 
Pour estimer les paramètres du modèle à partir des données, on détermine d’abord quels volumes 
contiennent du tissu en comparant l’histogramme des intensités de chaque image avec celui d’une 
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image ne contenant que de l’agarose. Puis, on parcourt tous les volumes d’une tranche en un seul 
passage. Chaque image partageant un voisinage commun est coregistrée avec sa voisine en utilisant 
la corrélation de phase. Lorsque les positions optimales sont calculées pour tous les volumes de 
tissu, les paramètres d’acquisition du trancheur sont estimés. Les positions qui sont calculées par 
la suite à l’aide de ce modèle sont suffisamment précises pour s’affranchir d’une seconde étape 
d’optimisation lorsqu’on utilise des données issues de l’objectif 3X. Le modèle de déplacement 
des supports linéaires présume que les moteurs ne sont pas parfaitement orthogonaux et que les 
déplacements selon chaque axe peuvent être mal calibrés. Il considère toutefois que les données 
sont distribuées en mosaïque et que du tissu est présent dans les données. Ce modèle est décrit en 
de plus amples détails au chapitre suivant. 
Le calcul des positions de chaque image a été nécessaire uniquement pour les données acquises 
avec la première version du système OCT sériel, car les positions de mesure n’étaient pas 
enregistrées en cours d’acquisition. Pour l’OCT bi-résolution, la position cartésienne des moteurs 
linéaires XY était notée pour chaque image. Puisque la précision de positionnement de ces 
composants mécaniques est d’ordre micrométrique, la coregistration XY des images au sein d’une 
tranche n’a pas été nécessaire. Il a toutefois été nécessaire de créer un modèle permettant de 
convertir la position en micro-pas des supports linéaires en positions cartésiennes. Pour le 
deuxième article, le modèle présenté à l’équation 3.1 a été simplifié par : 
𝑝 = 𝑨 𝑝 𝑀 + ?⃗? (3. 2) 
 
où 𝑨 est une matrice de transformation de taille 2 x 2, ?⃗?  est un vecteur de translation,  𝑝  est la 
position 2D cartésienne et  𝑝 𝑀 est la position des moteurs linéaires en micro-pas. Le modèle a été 
simplifié pour faciliter l’estimation de la matrice de transfert. Celle-ci a été calculée à l’aide d’une 
séquence de calibration qui déplaçait un échantillon d’un nombre prédéfini de micro-pas, et qui 
mesurait une image avant et après le déplacement (Figure 3.9). La translation cartésienne entre les 
images a été calculée par corrélation de phase. Ce déplacement a été répété plusieurs fois, avec 
différents nombres de pas et différents vecteurs de déplacement. Finalement, le modèle a été 
inversé pour estimer les valeurs de la matrice de transformation. Le vecteur ?⃗?  a été ajouté pour 
considérer la position correspondant à l’origine pour le système de support linéaire. Ce modèle a 
été utilisé durant les acquisitions 2R-SOCT, de sorte que les mosaïques étaient définies selon leur 
position cartésienne et non selon leur position en micropas utilisés pour le SOCT. 
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Figure 3.9 Exemples de coregistration utilisée pour calibrer les moteurs du support à échantillon. 
(A) Image initiale, (B) Image après un déplacement d’environ 2mm vers la gauche, (C) images 
alignées par corrélation de phase. 
 
Assemblage XY 
Une fois les positions 2D (XY) calculées pour tous les volumes, ceux-ci sont recollés tranche par 
tranche. Pour ce faire, lorsque l’image à ajouter à la mosaïque partage une région commune avec 
les données déjà incluses dans la mosaïque en cours de reconstruction, le masque de leur région de 
recoupement est mesuré. Ce masque est ensuite utilisé pour calculer des poids de mélange 𝛼(𝑥, 𝑦) 
en résolvant numériquement l’équation de Laplace ∇2𝛼(𝑥, 𝑦) = 0 . La solution considère  une 
condition de frontière déterminée par des opérations morphologiques sur les masques de la 
mosaïque et de l’image à ajouter. Cette méthode est décrite en détail dans l’article 1. Les poids de 
mélange sont utilisés pour ajouter les volumes à la mosaïque selon :  
𝑀′(𝑥, 𝑦) = 𝛼(𝑥, 𝑦)𝐼(𝑥, 𝑦) + (1 − 𝛼(𝑥, 𝑦))𝑀(𝑥, 𝑦) (3. 3) 
 
où 𝐼(𝑥, 𝑦), 𝑀(𝑥, 𝑦) et 𝑀′(𝑥, 𝑦) sont l’image à ajouter, la région correspondante dans la mosaïque 
et la mosaïque modifiée respectivement. Ce mélange par poids issus de l’équation de diffusion a 
pour avantage que les conditions de frontières entre toutes les images sont lissées et donc qu’il n’y 
a pas de transitions brusques entre chaque région de la mosaïque. De plus, la méthode est adaptée 
aux calculs 2D et 3D des poids de mélange. 
 
Assemblage des volumes en Z 
Quelques étapes de prétraitement sont faites sur les tranches XY assemblées avant de les joindre 
en un seul volume. D’abord, la PSF confocale du microscope 3X est extraite des volumes d’agarose 
en régressant le profil axial de l’intensité d’un faisceau gaussien dans un milieu homogène 
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(Équation 2.19) sur le profil moyen de la réflectivité dans l’agarose. Ensuite, un modèle de 
l’atténuation du signal avec la profondeur dans le tissu est utilisé pour estimer cette propriété 
optique (Équation 2.18). Cette carte d’atténuation résolue spatialement ?̂?(𝑥, 𝑦, 𝑧) est utilisée pour 
retirer la variation du signal OCT avec la profondeur. 
𝐼′(𝑥, 𝑦, 𝑧) =
𝐼(𝑥, 𝑦, 𝑧)
𝑒𝑥𝑝[−2∫ ?̂?(𝑥, 𝑦, 𝑧)
𝑧
0
𝑑𝑧]
(3. 4) 
 
Le tissu est segmenté en 3D afin de détecter l’interface eau/tissu. Ceci est nécessaire, car la majorité 
des volumes OCT contient une portion d’eau au-dessus du tissu et cette région doit être retirée lors 
de l’assemblage. Les segmentations pour chaque tranche de tissu sont combinées et leur 
recoupement est optimisé pour être au plus de 50 microns. La translation axiale entre chaque 
tranche de tissu est estimée par un algorithme de recherche exhaustive employant la corrélation 
entre les gradients 2D dans chaque tranche. Finalement, l’intersection des segmentations du tissu 
entre chaque tranche est utilisée pour calculer des poids de mélange en résolvant l’équation de 
Laplace en 3D et chaque volume est assemblé. 
3.3 IRM de diffusion 
Tous les cerveaux ex vivo de souris ont été imagés avant l'histologie sérielle avec une séquence 
d'IRM de diffusion à grande résolution angulaire (HARDI) et à plusieurs couches. Les mesures ont 
été obtenues par une séquence standard de spin écho 3D  (P. W. Jones, 1999). Le scanner employé 
était un Agilent 7 Tesla équipé de gradients de 600 mT/m et contrôlé par le logiciel VnmrJ. 
L’antenne était formée d’une seule boucle de forme cylindrique (Figure 3.10A). L’échantillon 
(crâne de souris) était placé dans une seringue étanche remplie de fomblin et dégazée avec une 
chambre à vide pour retirer les bulles d’air. Cette seringue était ensuite fixée dans un porte-
échantillon conçu pour pouvoir positionner le cerveau au centre de la machine IRM. L’axe 
antérieur postérieur du cerveau était orienté perpendiculairement à l’axe long de l’IRM. Des 
séquences sonde (scout) ont ensuite été utilisées pour repérer l’échantillon et pour définir la 
position du FOV à imager. La taille du FOV était de 16 x 12 x 8 mm, et le FOV était séparé en 
voxel isotropique de 125 microns. Le champ a été uniformisé (shimming), puis une séquence 
d’acquisition HARDI à plusieurs couches était initiée. Elle consistait en 70 angles de gradient 
séparés en 3 couches,  en sus de 7 acquisitions avec un gradient nul réparties uniformément au 
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cours de l’expérience. Le choix des angles et des couches a été fait à l’aide d’une méthode de 
répulsion électrostatique sur plusieurs couches (Caruyer et al., 2013). Une acquisition durait 
environ 48h. Suite à la session d’imagerie, le crâne était retiré de la fomblin, et le cerveau était 
extrait du crâne (Spijker, 2011; Sultan, 2013). L’organe était finalement conservé dans du PFA 
(4%) à 4oC.  
 
Figure 3.10 Étapes d’une acquisition IRM. (A) Échantillon placé dans une seringue étanche et 
antenne (B) Dégazage de la fomblin, (C) porte-échantillon, (D) agrandissement du porte-
échantillon contenant la seringue étanche, (E) Interface de contrôle VnmrJ et d’une séquence de 
sonde pour repérer le crâne de souris, (F) Machine IRM 7T. 
 
Le prétraitement des données IRMd comprend plusieurs étapes. D’abord, tous les cerveaux ont été 
alignés sur un cerveau de référence afin de suivre la convention d’orientation neurologique.  Un 
cerveau moyen publié par le centre d’imagerie des souris de l’université de Toronto a été utilisé 
pour cette tâche (Dorr et al., 2008). Les cerveaux ont ensuite été segmentés afin de retirer le crâne 
des données avec une technique employant l’outil ANTs (Avants, 2017) . La technique combine la 
création d’une carte de probabilité de présence de cerveau, une segmentation des tissus en plusieurs 
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classes et des étapes de coregistration déformables.  Suite à l’alignement des données et à la 
segmentation des cerveaux, plusieurs étapes de débruitage des données ont été employées. Celles-
ci consistaient en une réduction des courants Eddy et des mouvements de l’échantillon, en une 
correction des inhomogénéités de champ, en une réduction du bruit Ricien par moyennage non 
local et par la correction des variations temporelles du signal de fond au cours de l’expérience IRM.  
Les données IRMd débruitées ont été analysées avec 3 modèles. Le premier modèle est pour 
l’analyse des tenseurs de diffusion (DTI), le second est pour la reconstruction du signal HARDI et 
l’extraction des distributions d’orientation des fibres (fODF). Le dernier modèle est NODDI 
(Zhang et al., 2012), et il est utilisé pour calculer la dispersion d’orientation des neurites et de la 
fraction volumique de l’eau intracellulaire.  Pour les modèles DTI et HARDI, les outils d’analyse 
scilpy3 développés à l’université de Sherbrooke par le groupe du Pr Maxime Descoteaux ont été 
employés (Dell’Acqua et al., 2013; Descoteaux et al., 2009). Pour le modèle NODDI, le module 
python AMICO4 a été utilisé (Daducci et al., 2015). 
3.4 Analyse multimodale 
La comparaison multimodale entre les mesures OCT et IRMd a servi deux buts : mieux comprendre 
l’origine du signal OCT, et démontrer que le pipeline d’imagerie 2R-SOCT peut être utilisé pour 
valider ou complémenter les mesures de neuro-imagerie pour des études de groupe avec des 
cerveaux de souris. Des opérations fréquemment utilisées en IRM ont été adaptées pour les données 
d’histologie sérielle, soient la création d’un cerveau moyen à partir de plusieurs volumes provenant 
de différents individus (Avants et al., 2010), l’alignement des données sur un atlas de référence 
(Avants et al., 2008), la segmentation des tissus en plusieurs classes (Avants, Tustison, Wu, et al., 
2011), et la coregistration multimodale. Ceci permet d’être en mesure de comparer l’IRMd avec 
l’OCT (Kuan et al., 2015).  
La plupart des techniques utilisées pour les analyses multimodales et multisujets requièrent 
l’alignement d’images provenant de plusieurs sources ou de plusieurs sujets. Le recalage d’image 
est un thème classique dans le domaine du traitement d’image. Les algorithmes de recalage peuvent 
être séparés en trois parties distinctes : un modèle de transformation des données, une méthode 
                                                 
3 https://bitbucket.org/account/user/sciludes/projects/SCILPY 
4 https://github.com/daducci/AMICO 
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pour comparer l’image transformée avec une image de référence, et les techniques d’optimisation 
utilisés pour trouver les transformations optimales pour recaler deux images. Deux types de 
transformations sont considérées lors du recalage : les transformations linéaires globales et les 
transformations locales non linéaires. Les transformations linéaires (Translation, rotation, 
homothétie, affine, projective...) peuvent être représentées sous forme matricielle par : 𝑇(𝑥) =
𝐵𝑥 + 𝑢, où B est une matrice de transformation, x est la position d’un pixel dans l’image et u est 
une translation. Quelques exemples de transformations linéaires 2D sont représentés à la figure 
suivante. En plus du modèle de transformation, le recalage nécessite une technique d’interpolation, 
qui peut varier en complexité, allant par exemple de l’interpolation par plus proche voisin à 
l’interpolation par B-spline.  
 
 
Figure 3.11 Transformations linéaires 2D. Reproduction de la figure 2 de l’article (Szeliski, 2006) 
 
Une seconde partie essentielle aux techniques de recalage est l’évaluation de la similarité entre 
paires d’images. Plusieurs mesures de similarités existent. Les mesures utilisent l’intensité dans 
l’image pour quantifier la similarité. Quelques mesures iconiques sont la somme des différences 
absolues, la somme des différences au carré, la corrélation croisée, ou l’information mutuelle. Une 
autre approche est la similarité géométrique, c’est-à-dire qu’un ensemble de primitives sont 
détectées dans chaque image et la transformation optimale est évaluée en calculant la distance entre 
chaque paire de primitives correspondantes.  
La variabilité intersujet et intermodale a pour conséquence que les transformations globales 
linéaires ne sont pas suffisantes pour représenter de façon précise dans un même référentiel les 
images du cerveau. Il faut donc utiliser en plus des transformations linéaires des méthodes 
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d’alignement non linéaire pour représenter dans un même référentiel des cerveaux issus de 
plusieurs individus. Dans une comparaison de 14 algorithmes de déformation non linéaires, (Klein 
et al., 2009) ont montré que les outils de ANTs (Avants et al., 2009) et la déformation 
difféomorphique symétrique (SyN, (Avants et al., 2008)) étaient parmi les techniques donnant les 
meilleurs résultats. Ce formalisme de registration a donc été utilisé pour aligner les données SOCT. 
Cet outil fait entres autre partie du module python Nipype servant à définir et exécuter des pipelines 
d’analyse en neuro-imagerie (Gorgolewski et al., 2011). Nipype a été utilisé puisqu’il peut 
s’intégrer facilement avec les algorithmes de reconstruction qui ont été développés pour le SOCT 
dans cette thèse. De plus (Kuan et al., 2015) du Allen Institute ont montré que pour effectuer des 
alignements multimodaux entre histologie et IRM, l’utilisation d’un cerveau moyen intermédiaire 
permettait d’obtenir de meilleurs résultats. Ainsi, la méthode d’alignement multimodale mise en 
place pour les données SOCT a d’abord calculé un cerveau de souris moyen OCT avec un 
algorithme de normalisation décrit par (Avants et al., 2010). Cet algorithme  utilise ANTs et la 
méthode de déformation non linéaire SyN pour optimiser de façon itérative l’apparence et la forme 
d’un cerveau moyen. Le cerveau de souris moyen a été calculé pour une résolution réduite de 50 
microns/pixel, et a utilisé 4 cerveaux OCT assemblés ainsi que leur version miroir lorsque réfléchi 
le long de l’axe médial. Le cerveau moyen a été aligné sur le cerveau de souris moyen du Allen 
Institute pour profiter de son atlas exhaustif des structures du cerveau (Lein et al., 2007). Pour les 
autres cerveaux acquis par SOCT, les données ont été d’abord alignées sur le cerveau moyen OCT, 
puis les matrices de transformation et les champs de déformation calculés pour faire correspondre 
les cerveaux moyens OCT et Allen ont été utilisés. Ainsi, chaque cerveau de souris SOCT a été 
représenté dans le référentiel de coordonnées commun du Allen Institute (Allen Institute, 2015). 
Des étapes d’alignement similaires ont été réalisées pour aligner les données IRMd dans le 
référentiel du Allen Institute. Dans ce cas, les cerveaux moyens intermédiaires étaient soit un 
cerveau moyen de l’anisotropie fractionnelle (Jiang & Johnson, 2010) pour le premier article ou 
des données pondérées selon le temps de relaxation spin-spin T2 (Dorr et al., 2008) pour le 
deuxième article. Pour faire correspondre les ROIs 40X acquis par le 2R-SOCT et les données 
IRMd, un volume d’étiquettes a été généré pour lequel des blocs de mêmes dimension et position 
ont été placés dans le cerveau de souris 3X. Les matrices et champs de déformation calculés lors 
de l’étape d’alignement multimodal ont ensuite été appliqués de façon séquentielle au volume 
d’étiquettes, de sorte qu’il a été placé dans le même référentiel que les données IRMd. 
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CHAPITRE 4 ARTICLE 1 : WHOLE MOUSE BRAIN IMAGING USING 
OCT: RECONSTRUCTION, NORMALIZATION, SEGMENTATION 
AND COREGISTRATION TO DIFFUSION MRI 
Ce premier article est en lien avec le 1er et le 3e objectif de la thèse. Il présente la méthode de 
reconstruction des volumes SOCT en un seul cerveau. Les données utilisées pour cette publication 
ont été acquises par la première version du système d’histologie sérielle par OCT, c’est-à-dire le 
système à un seul bras développé par Alexandre Castonguay. Une méthode d’extraction et de 
compensation de l’atténuation optique avec la profondeur a été développée en se basant sur un 
modèle de diffusion à un seul photon. C’est également pour cette publication qu’ont d’abord été 
adaptées les techniques d’alignement multimodal des cerveaux de souris OCT sur des données 
IRMd et de création de cerveaux moyens. Finalement, une comparaison entre IRMd et OCT a été 
réalisée en utilisant un algorithme de segmentation des tissus issu de la littérature IRM. Cette 
comparaison a permis de mieux comprendre l’origine du contraste OCT dans la matière blanche. 
Cet article a été publié dans le journal Neurophotonics le 11 juillet 2017. Il s’agit d’une version 
améliorée et beaucoup plus détaillée du compte rendu (Joël Lefebvre, Castonguay, & Lesage, 
2017b), qui a été le sujet d’une présentation orale lors de la conférence SPIE Photonics West – 
BiOS en février 2017. Une figure de cet article a été présentée en page couverture du journal 
Neurophotonics pour le volume 4 (4) et plusieurs images ont également été utilisée comme matériel 
promotionnel de la conférence SPIE Photonics West en 2018. 
 
Authors : Joël Lefebvre1, Alexandre Castonguay1, Philippe Pouliot1,2, Maxime Descoteaux3, 
Frédéric Lesage1,2 
1École Polytechnique de Montréal, Montréal, Québec, Canada 
2Institut de Cardiologie de Montréal, Montréal, Québec, Canada 
3Université de Sherbrooke, Sherbrooke Connectivity Imaging Laboratory, Sherbrooke, Québec, 
Canada 
Abstract. An automated massive histology setup combined with an optical coherence tomography 
(OCT) microscope was used to image a total of n = 5 whole mouse brains. Each acquisition 
generated a dataset of thousands of OCT volumetric tiles at a sampling resolution of 4.9 × 4.9 × 
6.5 𝜇𝑚. This paper describes techniques for reconstruction and segmentation of the sliced brains. 
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In addition to the measured OCT optical reflectivity, a single scattering photon model was used to 
compute the attenuation coefficients within each tissue slice. Average mouse brain templates were 
generated for both the OCT reflectivity and attenuation contrasts and were used with an n-tissue 
segmentation algorithm. To better understand the brain tissue OCT contrast origin, one of the 
mouse brains was acquired using dMRI and coregistered to its corresponding assembled brain. Our 
results indicate that the optical reflectivity in a fiber bundle varies with its orientation, its fiber 
density, and the number of fiber orientations it contains. The OCT mouse brain template generation 
and coregistration to dMRI data demonstrate the potential of this massive histology technique to 
pursue cross-sectional, multimodal, and multisubject investigations of small animal brains. 
Keywords: massive histology; image reconstruction; optical coherence tomography; tissue 
segmentation; diffusion MRI; brain normalization 
4.1 Introduction 
Conventional histology is widely used to explore the microstructural properties of tissue samples 
or to validate macroscale measurements made with other imaging modalities such as MRI 
(Calamante et al., 2012). In spite of the versatility and maturity of this technique for identifying 
various biological tissue components, it can be labor intensive and difficult to implement when 
microscopic measurements over whole organs are required. For example, the BigBrain project 
required around 1000h of acquisition time alone to scan a whole human brain and each tissue slice 
had to be manually processed to fix defects introduced by the cutting process (Amunts et al., 2013). 
To address these technical limitations, an optical microscope can be combined with a motorized 
tissue slicing apparatus to automatize the acquisition process and thus cover large samples even 
with a limited field of view. Many imaging modalities can be used in such a way and are reported 
in the literature: scanning electron microscopy (Kremer et al., 2015), quantitative histopathology 
using block-face photography (Vandenberghe et al., 2016), multiphoton scanning microscopy (Oh 
et al., 2014b; Price et al., 2006; Ragan et al., 2012), CARS microscopy (Y. Fu et al., 2008), or 
polarization-sensitive optical coherence tomography (PS-OCT) (Magnain et al., 2014; H. Wang et 
al., 2015; H. Wang, Zhu, & Akkin, 2014; H. Wang, Zhu, Reuter, et al., 2014), to name a few. In 
this paper, optical coherence tomography (OCT) was combined with a vibratome and a motorized 
stage to measure the intrinsic brain tissue contrast. This setup possesses two advantages over 
conventional histology: (1) no prior staining is required and (2) multiple depth measurements can 
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be acquired simultaneously, thus allowing for in situ slicing, thicker tissue slices, and faster image 
acquisition times. 
In Ref. (Leahy et al., 2013) it was shown that the OCT reflectivity contrast in brain tissue is mainly 
caused by myelinated fibers and, in a smaller proportion, to cell body densities within the tissue. 
This work further suggested that white matter fiber contrast depends on their orientation in relation 
to the direction of the microscope optical axis (MOA). The backscattering signal is higher when 
the fibers are orthogonal to the sampling beam rather than parallel to it. The tissue optical 
attenuation with depth introduces an additional spatially dependent contrast. In a review of optical 
properties of biological tissues (Jacques, 2013), it is reported that white brain matter exhibits larger 
scattering coefficients and anisotropy ratio than gray brain matter. Also, A-line signal attenuation 
was found to be a good indicator for differentiating white and gray matter in conventional OCT 
(H. Wang et al., 2011). Furthermore using a PS-OCT microscope combined with a vibratome, Liu 
et al. (Liu et al., 2016) showed that the signal attenuation was significantly different among the 
granular layer (GL), the molecular layer (ML), and the white matter fibers in ex vivo mouse 
cerebellum. Thus, the apparent attenuation coefficients may be used to segment the distribution of 
myelinated fibers within whole brains imaged with a massive histology setup using OCT as the 
imaging modality. 
This paper describes the following. First, the tissue preparation and acquisition protocol are 
presented along with a description of an in-house automated high-throughput histology setup. 
Then, the reconstruction algorithms developed to assemble the thousands of OCT volumetric tiles 
into a single volume are summarized, followed by the method used to measure the apparent optical 
attenuation from the OCT A-lines reflectivity signal. Four mouse brains (n = 4) were imaged using 
this technique and were coregistered to get a template of OCT reflectivity and attenuation contrasts 
at a downsampled isotropic resolution of 50 𝜇𝑚 per voxel. Using these OCT brain templates, the 
individual brains were mapped to a common coordinate reference frame, which allowed direct 
comparisons of their contrasts. A tissue segmentation method that enabled the separation of 
myelinated axons from other cerebral tissue components was then applied on the OCT brains. The 
labels obtained from the OCT brain template tissue classification procedure were used as priors to 
segment a fifth reconstructed mouse brain. This fifth mouse brain was imaged using diffusion MRI 
before the automated histology acquisition, and the assembled brain was coregistered to the MRI 
data. Finally, the optical reflectivity and attenuation contrasts were compared with dMRI derived 
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metrics: fractional anisotropy (FA), maximal apparent fiber density (AFD_max) (Raffelt et al., 
2012), number of fibers orientations within a voxel (Dell’Acqua & Catani, 2012), and fiber bundle 
orientation. Note that this paper is an extended and revised version of a conference proceeding 
(Joël Lefebvre, Castonguay, & Lesage, 2017b) presented at the SPIE Photonics West-BiOS 
conference in February 2017.  
Similar serial OCT scanners were reported previously in other publications to image rats (H. Wang 
et al., 2011; H. Wang, Zhu, & Akkin, 2014) and mice brains (Liu et al., 2016), as well as human 
brain samples (Magnain et al., 2014; H. Wang, Zhu, Reuter, et al., 2014). The novelty of our 
method lies in an improved depth-resolved signal attenuation model and the ability to create OCT 
brain templates using the advanced normalization tools (ANTs) (Avants, 2017). This paper 
contributes to understanding the OCT contrast mechanism within brain tissue using diffusion MRI 
metrics and multimodal image registration. The presented methodology could be used to pursue 
multimodal investigations with multiple subjects using serial optical coherence tomography 
scanners. 
4.2 Methods 
4.2.1 Tissue Preparation 
The Animal Research Ethics Committee of the Montréal Heart Institute approved all surgical 
procedures in accordance with the Canadian Council on Animal Care recommendations. Five 
C57Bl/6 mouse brains were used for this study; the brains are part of another ongoing investigation. 
The tissue preparation procedure followed the methodology presented by Ragan et al (Ragan et al., 
2012). Briefly, mice were anaesthetized under 2% isoflurane and perfused with 20 ml phosphate 
buffered saline and then by a mixture of 4% paraformaldehyde with 1% gadolinium. Each mouse 
brain was skull extracted and embedded in 4% agarose cylindrical blocks for serial imaging. 
4.2.2 dMRI Acquisition 
One of the brains was imaged ex vivo with a standard three-dimensional (3-D) spin echo diffusion 
MRI sequence (D. K. Jones et al., 1999), using an Agilent 7 Tesla scanner equipped with 600 mT∕m 
gradients and a custom-built 1-loop cylindrical coil. Sequence parameters were: TE = 0.021 s, TR 
= 0.4 s, 30 gradient-encoding directions with b = 2079 s∕mm2 and five acquisitions with b = 0, δ = 
5ms, Δ = 12 ms, gradient amplitude = 320 mT∕m, FOV = 19.2 × 12.8 × 12.8 mm, and an acquisition 
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matrix of 128 × 96 × 96 giving a resolution of 150 × 133 × 133 μm, for a total acquisition time of 
36 h. The diffusion MRI data preprocessing consisted of three steps: (1) correction of the field 
homogeneity artefacts (Tustison et al., 2010), (2) reduction of the Rician noise bias (Descoteaux et 
al., 2008), and (3) volume resampling to 0.133 mm isotropic resolution (Dyrby et al., 2014). Motion 
artefacts corrections were unnecessary due to the ex vivo nature of the sample. Then, in-house 
implementations (Dell’Acqua et al., 2013; Descoteaux et al., 2009) of diffusion tensor imaging and 
high angular resolution diffusion imaging reconstructions were performed using the Dipy library 
(Garyfallidis et al., 2014). The FA was computed from the local diffusion tensors with a non-
negative least square method. The constrained spherical deconvolution of Dipy (Descoteaux et al., 
2009; J-Donald Tournier et al., 2007) was used to reconstruct the fiber orientation distribution 
functions (fODF). The principal directions of diffusion in each voxel and the AFD_max 
(Dell’Acqua & Catani, 2012; Raffelt et al., 2012) were extracted from the fODF. AFD_max is the 
maximal value of the fODF on the sphere, and it can be interpreted as the maximum of the apparent 
fiber density (AFD). Finally, the number of fiber orientations (NuFO) within a voxel was computed 
with the method presented by (Dell’Acqua et al., 2013) and using a data-driven threshold set to 1.5 
times the AFD_max values in the ventricles. The purpose of this threshold in the ventricles was to 
remove noisy peaks of the fODF, which are simply high-frequency peaks with low fODF 
amplitude. The ventricles are used because NuFO should be 0 there. 
4.2.3 SS-OCT and Image Acquisition 
An in-house automated high-throughput histology setup combined with a swept-source optical 
coherence tomography (SS-OCT) microscope was used to image the agarose embedded rodent 
brains (Figure 4.1). The SS-OCT system was reported in previous publications (Castonguay et al., 
2015; Frédéric Lesage et al., 2015). The swept-source laser was operated at a central wavelength 
of 𝜆0 = 1310 nm with a tuning bandwidth of Δ𝜆 = 100 nm (Axsun, 1310 Swept Source Engine). 
A cropped Blackman apodization function was used to reduce the side lobes caused by the 
rectangular shape of the swept-source spectrum. The 3X microscope objective (Thorlabs, LSM04 
Scan Lens) was enclosed in a 3-D printed watertight immersion chamber ending with a glass 
coverslip. This immersion chamber had two purposes: protect the scanning lens from the water and 
biological tissue debris created by the slicing process and impose a constant air/water column in 
the sample arm. The measured SS-OCT system resolutions in water were 𝑟𝑥,𝑦 = 8 𝜇𝑚 laterally and 
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𝑟𝑧 = 10 𝜇𝑚 axially. Its sensitivity was 98.5 dB, and its sensitivity roll-off along depth was 
−0.01 𝑑𝐵/𝜇𝑚. 
 
Figure 4.1 (a) Main components of the serial massive histology setup. (b) Parameters of the motor 
displacement model. (c) Volume rendering of a reconstructed brain (visualization made with the 
Blender software (Blender Online Community, 2016). 
Imaging was achieved by sequentially cutting thin tissue slices (around 200 μm) with a vibrating 
blade (Ragan et al., 2012) and by moving the sample under the microscope objective with a 
motorized stage (Zaber, T-LSR150B). At each motor position, the sampling beam was raster 
scanned over the objective’s field of view using galvanometric mirrors. An OCT A-line was 
acquired for each sampling point, thus resulting in a mosaic of volumetric OCT tiles for each tissue 
slice. After a slice acquisition, the sample was moved axially using a motorized jack (Thorlabs, 
L490MZ/M), and this process was repeated until the whole tissue was sliced and imaged. 
Thousands of OCT volumetric tiles were acquired, each covering a size of 𝛥𝑥 ×  𝛥𝑦 ×  𝛥𝑧 =
 2.5 ×  2.5 ×  0.8 mm3 with an anisotropic sampling resolution of 4.9 ×  4.9 ×  6.5 𝜇𝑚3. The 
volumes were assembled using the postprocessing reconstruction method presented in Sec. 4.2.4. 
The SS-OCT full depth range was 5 mm, but only 0.8 mm A-lines were kept for the data 
reconstruction. This range spanned depths between 195 to 975 μm from the zero-delay position of 
the OCT. This range usually comprises water and tissue. Indeed, due to variations in cutting depths, 
the water-tissue interface was typically located between 395 and 570 μm from the zero-delay 
position. The upper and lower limits of the 0.8 mm depth range were chosen (1) to ensure that there 
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was an overlap between consecutive tissue slices, (2) to remove the auto-correlation artefacts and 
internal reflections due to the coverslip, (3) to remove the areas affected by complex ambiguity 
artefacts, and (4) to remove deeper sample areas where the signal was dominated by multiple 
scattered photons or by noise. 
4.2.4 Volume Reconstruction 
The data reconstruction consisted of three steps: (1) tile registration, (2) XY slices stitching, and 
(3) Z slices stitching.  
First, a displacement model of the motorized sample stage was used to estimate each tile position 
within the mosaic. The displacement parameters used were the tile overlaps (𝑂𝑥, 𝑂𝑦), the angle 𝜙 
between the 𝑋 and 𝑌 motor axes, and the angle 𝜃 between the laser scanning reference frame and 
the motorized stage reference frame [Figure 4.1(b)]. Given a tile at the grid position (𝑖, 𝑗) within 
the mosaic, its associated motor position  ?⃗? (𝑖, 𝑗) was given by 
?⃗? (𝑖, 𝑗) = 𝑹(𝜃)[𝑝𝑥𝑰 + 𝑝𝑦𝑹(−𝜙)][1,0]
𝑇 (4. 1) 
where 𝑰 is the identity matrix, 𝑹(𝑋) is the two-dimensional (2-D) rotation matrix, (𝑛𝑥, 𝑛𝑦) 
designates the tile shape, and  
𝑝𝑥(𝑖) = 𝑛𝑥(1 − 𝑂𝑥)𝑖,   𝑝𝑦(𝑖) = 𝑛𝑦(1 − 𝑂𝑦)𝑗 (4. 2) 
are the cumulative horizontal and vertical motor displacements, respectively, necessary to move 
the stage to the mosaic tile (𝑖, 𝑗). To estimate the displacement model parameters from the data, the 
translations (𝑑𝑥, 𝑑𝑦) between adjacent tiles within a single tissue slice were estimated using a 
phase-correlation-based pairwise registration method (Preibisch et al., 2008). Then, by 
distinguishing between the average vertical displacements (𝑑𝑥𝑗 , 𝑑𝑦𝑗) from tiles (𝑖, 𝑗) → (𝑖, 𝑗 + 1) 
and the average horizontal displacements (𝑑𝑥𝑖 , 𝑑𝑦𝑖) from tiles (𝑖, 𝑗) → (𝑖 + 1, 𝑗), the model 
parameters were estimated using 
𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (−
𝑑𝑦𝑖
𝑑𝑥𝑖
) (4. 3) 
?̂? = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑑𝑦𝑗
𝑑𝑥𝑗
) + 𝜃 (4. 4) 
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?̂?𝑥 =
{
 
 
 
 1 −
𝑑𝑥𝑖
𝑛𝑥
, 𝑖𝑓 𝜃 = 0
1 +
𝑑𝑦𝑖
𝑛𝑥 𝑠𝑖𝑛(𝜃)
, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(4. 5) 
?̂?𝑦 =
1 − 𝑑𝑦𝑗
𝑛𝑦 𝑠𝑖𝑛(?̂? − 𝜃)
(4. 6) 
Finally, the displacement model described by the extracted parameters (𝜃, ?̂?, ?̂?𝑥, ?̂?𝑦) was used to 
compute the XY tile positions for each tissue slice. The advantages of using this model instead of 
directly computing the tile positions via image registration are that it is more robust to noise and it 
gives accurate position at multiple resolutions even when there is missing information. Moreover, 
it takes advantage of the motors’ high displacement resolution (< 1 μm). 
The OCT volumes were then stitched within each tissue slice using weighted average linear 
blending over neighboring tiles overlap areas 
𝑀′(𝑥, 𝑦) = 𝛼(𝑥, 𝑦)𝐼(𝑥, 𝑦) + [1 − 𝛼(𝑥, 𝑦)]𝑀(𝑥, 𝑦) (4. 7) 
where 𝑀(𝑥, 𝑦)  is the mosaic, 𝐼(𝑥, 𝑦) is a tile, and 𝛼(𝑥, 𝑦) is the spatially varying blending weights 
(Figure 4.2). These were obtained by solving the Laplace equation ∇2𝛼(𝑥, 𝑦) = 0 over the overlap 
area with the boundary condition 
𝛿𝛼(𝑥, 𝑦) = {
1, 𝑖𝑓 (𝑥, 𝑦) ∈ 𝛺𝐼 ∖ 𝛿𝛺𝐼 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(4. 8) 
where 𝛻2 is the Laplace operator, 𝛿𝛼(𝑥, 𝑦) is the boundary of the overlap area, 𝛺𝐼 stands for the 
domain of tile I, and 𝛿𝛺𝐼  is its boundary. In other words, 𝛿𝛼(𝑥, 𝑦) is null except when the overlap 
area boundary lies within the tile I, in which case 𝛿𝛼(𝑥, 𝑦) = 1. The Laplace equation was solved 
using the 5-stencil (in 2-D) or 7-stencil (in 3-D) finite difference approaches with a Jacobi iteration 
scheme (LeVeque, 2007). The blending weights 𝛼(𝑥, 𝑦) given by the diffusion equation ensured a 
smooth transition between neighboring tiles. Also, the equation above can be solved in 2-D/3-D 
and for complex overlap geometries. Indeed, the Laplace formulation does not rely on an overlap 
geometry; it only depends on the boundary condition. For example, when stitching tissue slices 
together to get a 3-D volume, the overlap geometries between adjacent slices were constrained by 
data masks to remove tissue slicing defects. An additional parameter 𝑤 ∈ [0,1] was used to modify 
the blending width within the overlap area, thus resulting in the modified blending weights 𝛼′(𝑥, 𝑦) 
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𝛼′(𝑥, 𝑦) =
{
 
 
 
 0, 𝑖𝑓 𝛼(𝑥, 𝑦) <
𝑤
2
1, 𝑖𝑓 𝛼(𝑥, 𝑦) > 1 −
𝑤
2
𝛼(𝑥, 𝑦) −
𝑤
2
1 − 𝑤
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(4. 9) 
The parameter 𝑤 was used to control the blending seams visibility. When 𝑤 = 0, there is no 
transition between the mosaic and the new tile. The extent of the blending area increases as 𝑤 
becomes larger. When 𝑤 = 1, the blending is done over the whole overlap area. In other words, 𝑤 
controls the steepness of the blending. A value of 𝑤 = 0.3 was used for the reconstruction 
presented in this study. Image blending acts as a spatial compounding that reduces the speckle 
noise in the overlap areas only. This results in a grid-shaped artifact in the reconstructed slices as 
no denoising occurs inside the tiles. Using the modified blending weights 𝛼′(𝑥, 𝑦), the spatial 
extent of the grid-shaped artifact was reduced. 
 
Figure 4.2 Laplace blending example. (a) A tile 𝐼(𝑥, 𝑦) (red) is added to the mosaic 𝑀(𝑥, 𝑦) (blue). 
The Laplace equation is solved over the overlap area (violet). (b) Laplace blending weights solved 
for this geometry. The contour lines traced inside the overlap area indicate the extent of the 
modified blending weights for different values of the blending width parameter 𝑤. 
The last data reconstruction step was to stitch the tissue slices together to get a complete 3-D 
volume. The depth translations between consecutive tissue slices were computed as follows. First, 
the whole OCT reflectivity tissue slices were smoothed using a 2-D XY Gaussian kernel of 
standard deviation 𝑘 = 25 𝜇𝑚. Then, the image structure boundaries within each mosaic were 
enhanced by computing the normalized 2-D XY image gradient magnitude. Using the normalized 
gradient maps, the cross correlation between each depth position of the n’th+1 slice and the last 
depth position of the n’th slice were computed. The depth associated with the maximum image 
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gradient cross correlation was selected as the optimal translation between the n’th and n’th + 1 
slices. This procedure was repeated for all adjacent slices. 
The use of the image gradient for this registration process was motivated by the OCT depth-
dependent signal attenuation. Indeed, the tissue contrast at the bottom of a slice is attenuated by all 
the structures encountered by the sampling beam. These scattering structures are removed by the 
slicing process, which increases the signal measured at corresponding positions in the next slice. 
When using the OCT reflectivity to compute the depth translation between slices, the algorithm 
tended to align the top tissue layers together as they exhibited similar contrasts solely due to the 
fact that they are not affected by signal attenuation. Instead, the normalized image gradient modulus 
delineates the brain and fiber tracts boundaries and is not affected by signal attenuation. 
Another aspect that needs to be considered when stitching the tissue slices together is the roughness 
and denivelation of the water/tissue interface: the slicing process does not always result in a clear 
cut and the tissue deformations can introduce holes in the reconstructed data. This is taken into 
consideration by detecting the water/tissue interface depth for each A-line and creating a data mask 
to keep only the pixel under the interface in the assembled volume. Finally, the tissue slices were 
stitched together using the 3-D blending weights given by solving the Laplace equation 
∇2𝛼(𝑥, 𝑦, 𝑧) = 0 and the water/tissue masks. The 3-D Laplace equation was solved with a 7-stencil 
finite difference approach with a Jacobi iteration scheme. The boundary conditions were defined 
in the same way as for the 2-D case explained above, except that the domain of the moving volume 
being added was constrained by the tissue mask. 
4.2.5 Optical Attenuation Estimation 
Vignetting effects were compensated for in each tile prior to using the stitching algorithm. The 
tissue tiles containing agarose were first identified by applying the Li threshold method (Li & Tam, 
1998) to separate them into background and foreground volumes. The background mosaic tiles 
were averaged together, and their Z-axis average intensity projection (AIP) was computed. This 
agarose AIP was used to compensate for the 2-D vignetting effect introduced by both optic 
misalignment and beam scanning (Tomaževič et al., 2002). 
As described in van Leeuwen et al. (van Leeuwen et al., 2003), the sampling beam of a single-
mode fiber reduces to a Gaussian beam, and its confocal point-spread function (PSF) adds a depth-
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dependent intensity contrast to each A-line. To compensate for this effect, multiple A-lines in 
agarose were averaged [see Figure 4.3(a)]. Then, a tissue model affected by the axial component 
of the Gaussian beam PSF ℎ(𝑧) was fitted on the average agarose profile to find the beam 
parameters: the focal plane depth 𝑧𝑓 and the effective Rayleigh length 𝑧𝑅 
ℎ(𝑧) = [(
𝑧 − 𝑧𝑓
𝑧𝑅
)
2
+ 1.0]
2
(4. 10) 
A single PSF profile was synthesized using the extracted parameters and used to normalize each 
A-line in the dataset. This method assumes that the depth-dependent signal attenuation in agarose 
is negligible compared with the signal roll-off introduced by the microscopes axial PSF. 
The signal attenuation within each A-line was then computed. The common approach to tissue 
attenuation estimation is to fit an exponential function on an average A-line and to report the 
extracted signal decay with depth obtained from this regression. The fitted equation is usually a 
single-scattered photon model and assumes that the attenuation coefficient is constant over the A-
line scanning range. In addition to the loss of axial resolution, another drawback of this approach 
is the artefact that appears when the A-line traverses inhomogeneous tissues (e.g., as shown for 
deeply embedded fiber bundles using PS-OCT (H. Wang, Zhu, & Akkin, 2014)). To address these 
limitations, depth-resolved local tissue attenuation coefficients were estimated using the method 
introduced by Vermeer et al. (Vermeer et al., 2014), which assumes that detected photons have 
experienced a single scattering event. A second assumption of this model is that the backscattering 
photons measured are a fixed fraction of the attenuated photons. Following this model, the 
attenuation at a given depth 𝑖 is given by 
?̂?(𝑖) =
1
2𝛥
𝑙𝑜𝑔 [1 +
𝐼(𝑖)
∑ 𝐼(𝑗)∞𝑗=𝑖+1
] (4. 11) 
where 𝛥 is the axial resolution. Another assumption of this model is that most photons have been 
attenuated by the end of the A-line scanning range. This is not always the case, depending on the 
tissue being scanned. This results in artificially high attenuation values that become larger as the 
A-line depth increases. To relax this condition, an extended version of the Vermeer model was 
used (Hohmann et al., 2015) [Figure 4.3(b)]. The average attenuation within the tissue was 
computed for each A-line using the smoothed axial gradient of the signal. The average attenuation 
coefficient was used to extrapolate the signal below the A-line  scanning range. The Vermeer model 
was used with these extended A-lines. The final attenuation maps were cropped to only keep values 
68 
within the original scanning range. Finally, the attenuation maps were stitched together using the 
same mosaic positions and blending weights as for the OCT reflectivity tiles [Figure 4.3(c), right]. 
These estimated attenuation coefficient maps were used to compute an attenuation correction bias 
field 𝐵(𝑥, 𝑦, 𝑧) profile for each A-line using Beer–Lambert’s law. The original OCT tissue slices 
were normalized by these attenuation correction fields during the slice stitching process, which 
allowed for reducing signal intensity discontinuities between consecutive tissue slices [Figure 
4.3(c)] 
𝐵(𝑥, 𝑦, 𝑧) = 𝑒𝑥𝑝 [−2∫ ?̂?(𝑥, 𝑦, 𝑧)𝑑𝑧
𝑧
0
] (4. 12) 
𝐼′(𝑥, 𝑦, 𝑧) =
𝐼(𝑥, 𝑦, 𝑧)
𝐵(𝑥, 𝑦, 𝑧)
(4. 13) 
 
Figure 4.3 (a) Example of an axial PSF extraction from an average A-line within agarose. (b) 
Schematic of the A-line signal extrapolation method used to reduce attenuation coefficients biases. 
(c) AIPs over 250 μm of a horizontal slice from a reconstructed mouse brain. (Left)  original OCT 
reflectivity contrast, (middle) reflectivity contrast compensated for the depth-dependent signal 
attenuation, and (right) the computed attenuation coefficient map. The white arrow indicates the 
direction of the MOA. The tissue was cut along the coronal plane with the cerebellum facing the 
microscope. 
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4.2.6 OCT Brain Template Creation 
An average OCT brain template was created to be able to compare the contrasts and segmentation 
results of each individual brain (see Figure 4.4). As will be discussed in Sec. 4.2.8, this OCT 
template was also used by the multimodal registration of the OCT brains with the dMRI data. The 
template creation methodology is based on existing algorithms in the literature (Avants et al., 2010; 
Kuan et al., 2015) and uses the ANTs (Avants, 2017). The normalization process was done with a 
subset of the assembled brains (𝑛 = 4). Furthermore, to get a symmetric template, the 
normalization also included the brain’s mirror version obtained by flipping them along the 
midsagittal plane. Each brain was first aligned to the Allen mouse brain reference template (Allen 
Institute for Brain Science, 2016) using rigid and affine transforms and a mutual information 
metric. The average volume obtained by this coarse alignment was used as an initial reference 
template for the normalization procedure. The normalization was done iteratively, using the 
average template of iteration k as a reference for the 𝑘 + 1 iteration. Each iteration consisted of a 
sequence of rigid, affine, and symmetric normalization diffeomorphic (SyN, (Avants et al., 2008)) 
registrations done at four scales each and using the mutual information metric. A total of 𝑀 = 20 
normalization iterations were done. Finally, the OCT mouse brain templates were registered to the 
Allen mouse brain template using a sequence of rigid, affine, and SyN registrations. For 
computational reasons, the template creation was done at a subsampled resolution of 50 μm per 
voxel. These OCT mouse brain templates will be publicly available on our laboratory website (F 
Lesage, 2017). 
 
Figure 4.4 (a) Horizontal slices of the OCT reflectivity brains used for the template creation. (b) 
Mirrored version of the brain shown in (a) that were also used by the template creation algorithm. 
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(c) Resulting OCT reflectivity brain template after M . 20 iterations. All brains were downsampled 
to an isotropic resolution of 50 μm per voxel. 
4.2.7 OCT Brain Image Segmentation 
Given the observed visual contrast between white and gray matter, the Atropos algorithm (Avants, 
Tustison, Wu, et al., 2011), an n-tissue segmentation method developed for MRI data and part of 
ANTs, was used for segmenting the brain tissue from the combination of the OCT reflectivity and 
attenuation contrasts. The reflectivity and attenuation contrasts were combined to form a 4-D 
matrix, the first three dimensions being the X-, Y-, and Z-axes and the fourth dimension being a 
two-length vector with elements being the reflectivity and attenuation contrasts. A Markov random 
field with a radius of 1 × 1 × 1 voxel and weight 𝑤 = 0.3 was used to regularize the segmented 
volumes. The mathematical expression of the multivariate n-tissue segmentation method is 
described elsewhere (Avants, Tustison, Wu, et al., 2011). All brains were registered to the Allen 
mouse brain common coordinate framework (CCF) (Allen Institute for Brain Science, 2016) prior 
to the tissue classification procedure, which allowed visual comparisons of the segmented tissue 
classes with the Allen mouse brain atlas. This segmentation procedure was applied to all individual 
brains and to the OCT brain  template. 
The segmentation algorithm was initialized using K-means clustering combined with a Gaussian 
mixture model (GMM) (Pedregosa et al., 2012). The optimal number of classes 𝑛 was determined 
by computing the Bayesian information criterion (BIC) for varying values of 𝑛. The GMM 
associated with the minimum BIC value was chosen (Scikit-Learn Online Community, 2017). 
Using this criterion, the optimal number of classes was found to be 𝑛 = 5. Thus, the tissue was 
segmented into five classes corresponding to (1) low and (2) high attenuation gray matter, white 
matter fibers (3) parallel and (4) orthogonal to the direction of the MOA, and (5) other white matter 
regions exhibiting high attenuation and reflectivity contrasts. These tissue class names were chosen 
based on the visual comparisons of the segmented labels with the Allen mouse brain atlas structures 
and based on the reflectivity and attenuation statistics per tissue label (see the results section and 
Figure 4.7). To restrict the segmentation process to tissue voxels only, the brain and ventricles were 
masked prior to the Atropos algorithm application. The brain tissue was segmented with a global 
intensity threshold determined by the Otsu method combined with a morphological watershed 
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algorithm. The ventricles were excluded from this segmentation process by delineating them using 
the ITKSNAP (Yushkevich et al., 2006) tool prior to the Atropos algorithm application. 
Finally, the tissue labels obtained from the OCT brain template segmentation were used by the 
Atropos algorithm as a priori information to guide the segmentation in other assembled brains. An 
advantage of this approach is a reduction in the effect of acquisition variability and artefacts on the 
segmentation results by imposing an a priori bias to the classification problem. This was done with 
the fifth mouse brain that was also acquired with dMRI. The volume was first coregistered to the 
symmetric OCT template. Then, the Atropos algorithm was used as described above, but by 
replacing the initialization step by the OCT brain template’s tissue label map and using a prior 
weight of 𝑤 = 0.15. The average reflectivity and attenuation coefficients per tissue classes were 
then computed and reported in Figure 4.7. 
4.2.8 OCT and dMRI Coregistration and Comparison 
In qualitative estimates of the attenuation coefficient maps, white matter with different orientations 
was apparent in images suggesting a compensation for fiber orientation (e.g., see the anterior 
commissure in Figure 4.9). To validate this, an assembled brain was coregistered to a FA map 
obtained from a dMRI acquisition of the same animal (Figure 4.5). Registration templates were 
used to align the two imaging modalities together as this method was found to be more robust than 
directly aligning the individual brains (Kuan et al., 2015). To summarize the registration algorithm, 
the OCT reflectivity and attenuation maps were aligned to the OCT brain templates. Then, the 
precomputed transforms from the OCT brain template to the Allen mouse brain were applied. 
Similar registration steps were done with the dMRI metrics. The FA volume was first aligned to a 
publicly available dMRI mouse brain template (Jiang & Johnson, 2010). This FA template was 
then coregistered to the Allen mouse brain. Thus, both the  OCT brain volumes and the dMRI data 
were mapped to the Allen mouse CCF, which allowed voxelwise comparisons of the contrasts. All 
registrations were done with ANTs with a sequence of rigid, affine, and SyN transforms at four 
scales and using the mutual information similarity metric. The coregistration was done at a 
resampled isotropic resolution of 50 μm to match the resolution of the OCT brain template. 
The angles between the direction of the MOA of the OCT brain and the fiber bundle orientations 
given by the water diffusion data were computed. The OCT signal dependence on fiber orientation 
could then be investigated. Other MRI metrics were also compared with the reflectivity and 
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attenuation contrasts: the FA, the AFD_max, and the number of fibers orientations within a voxel 
(NuFO). Plots of the average OCT reflectivity and attenuation signal as a function of these dMRI 
metrics were generated as follows. First, each dMRI metric was separated into 32 equidistant 
intervals. Then, 3-D masks indicating the spatial location in the brain of the voxels included in each 
dMRI metric interval were created. These masks were applied to the OCT reflectivity and 
attenuation maps. The plots in Figure 4.8 report the average reflectivity and attenuation values for 
each dMRI metric value interval. The error intervals are expressed as the standard error of the mean 
(𝑆𝐸𝑀 = 𝜎/√𝑁), with 𝑁 being the number of voxels in each interval and 𝜎 being the standard 
deviation of the reflectivity/attenuation values for these voxels. 
 
Figure 4.5 Example of the multimodal registration algorithm. The OCT brain template generated 
in this work and a publicly available dMRI mouse brain template (Jiang & Johnson, 2010) were 
used as intermediary registration templates. Each arrow indicates the registration of a given 
volume onto another (for example the OCT brain was mapped to the OCT brain template and then 
mapped to the Allen mouse brain). 
4.3 Results 
4.3.1 Volumes Acquisition and Reconstruction 
Typically, an acquisition of a mouse brain using a 3X microscope objective generated a mosaic of 
shape 7 × 5 × 70 at a sampling resolution of 4.8 × 4.8 × 6.5 𝜇𝑚3. This represents around 320 GB 
of disk space. Figure 4.6 shows a reconstructed coronal brain tissue slice at the original 
microscope’s sampling resolution. Due to the large amount of data, the OCT volumes were 
73 
resampled prior to reconstruction at an isotropic resolution of 25 μm per voxel, which resulted in 
a final brain volume size of around 300 MB. Figure 4.3(c) shows a horizontal section within an 
assembled brain at a resolution of 25 μm∕voxel with three contrasts: (1) OCT reflectivity, (2) 
compensated OCT reflectivity, and (3) estimated signal attenuation. The compensated OCT map 
was obtained by dividing the OCT reflectivity signal by the cumulated attenuation for a given depth 
(Eq. 4.12). This normalization removed the signal attenuation caused by the sampling depth and 
by highly scattering structures traversed by the sampling beam. The remaining contrast in the 
compensated OCT map was due to local differences of refractive index in the brain microstructure. 
Indeed, the attenuation compensation increased the backscattering signal under highly scattering 
structures (e.g., under the corpus callosum or the arbor vitae). It also uniformized the backscattering 
contrast in homogeneous areas such as in the neocortex. For the white matter fibers, the 
backscattering contrast was higher due to the layered structure of the myelin sheaths. Also, (Leahy 
et al., 2013) proposed that the backscattering coefficient changes based on the fiber tract orientation 
in relation to the direction of the incident beam. Our data corroborate this model, as illustrated by 
the anterior commissure olfactory and temporal limbs in Figure 4.9. 
 
Figure 4.6 (a) AIP of an OCT reflectivity tissue slice reconstructed at the original anisotropic 
sampling resolution of 4.8 × 4.8 × 6.5 𝜇𝑚3. Neither the axial PSF nor the XY vignetting effect 
were compensated for in this example to better represent the raw data aspect. Each volumetric tile 
has a field of view of 2.5 × 2.5 × 0.8 𝑚𝑚3 and an overlap with their neighbors of around 0.5 mm. 
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The arrows indicate the mammillothalamic tracts (red), the columns of the fornix (blue), and the 
corpus callosum and the striatum (green). (b) Coronal, sagittal, and horizontal slices within the 
delineated yellow region in (a), showing fibers in the striatum and the corpus callosum. The tissue 
was sliced along the coronal plane, with the cerebellum facing the microscope objective. 
The stitching algorithms were implemented in Python and were integrated as a suite of tools in a 
private galaxy server (Afgan et al., 2016) running in a Docker container (Docker Inc, 2017) on an 
8 cores ∕ 32 GB RAM computer (64 bits). This implementation strategy was chosen to allow 
multiple users to launch data reconstructions simultaneously. The galaxy server can be installed on 
a cluster engine to provide more processing power and thus reduce computing time if needed. The 
tissue preparation and acquisition process took ∼10 h (including perfusion, surgery, agarose 
embedding, and slicing). The reconstruction with the galaxy server took another 3 h per brain. Tests 
were done with the stitching algorithm on a computing cluster (called Briarée and located at Calcul 
Québec) using 4 nodes of 12 cores each and 24 GB of RAM per node. The reconstruction time 
using the computing cluster was reduced to about 1 h for brains at the full resolution. Thus, the 
acquisition process using this high-throughput histology setup took between 1∕2 and 1 day overall 
to image and reconstruct a whole mouse brain in 3-D at an isotropic resolution of 25 μm per voxel.  
4.3.2 Attenuation Coefficients Estimation 
The 3-D attenuation map resulted in a higher contrast for all white matter fibers in the brain (see 
Figure 4.9), even those parallel to the optical axis. For example, in the anterior commissure the 
olfactory and temporal limbs exhibit low and high OCT reflectivity contrasts, respectively, but a 
high attenuation value compared with gray matter. The average OCT reflectivity ⟨𝑅⟩ and 
attenuation coefficients ⟨𝜇⟩ measured for each tissue class are reported in Figure 4.7. To 
summarize, the largest attenuation coefficient was found in the fibers orthogonal to the optical axis 
(24 ± 5 𝑐𝑚−1), followed by the myelin-rich tissue (20 ± 3 𝑐𝑚−1), the fibers parallel to the optical 
axis (20 ± 5 𝑐𝑚−1), the high attenuation gray matter (15 ± 2 𝑐𝑚−1), and the low attenuation gray 
matter (11 ±  1 𝑐𝑚−1). For the reflectivity contrast, the gray matter classes and the fibers parallel 
to the direction of the sampling beam had similar reflectivity (around 0.23). The myelin rich tissue 
(0.35 ± 0.05) and the fibers orthogonal to the direction of the incident beam (0.55 ± 0.1) exhibited 
larger reflectivity values. These results were computed using the OCT template segmentation 
labels. Similar results were obtained with the individual brain segmentation labels. Interestingly, 
the histograms in Figure 4.7 show that it was the combination of reflectivity and attenuation that 
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allowed the separation of each tissue class. Thus, if the segmentation was only based on the 
reflectivity contrast, it would have not been possible to separate the gray matter and fibers parallel 
to the MOA as they all have similar reflectivity values. Similarly, a segmentation based solely on 
the attenuation coefficient contrast would not be able to separate the three white matter classes as 
they all have similar attenuation coefficients. 
The largest attenuation coefficient variations were within both fiber bundle classes. One cause of 
this variability is that the fibers in each group are not precisely orthogonal or parallel to the direction 
of the MOA, thus introducing intermediary attenuation values. In addition, the Markov random 
field regularization and the resolution downsampling can introduce partial volume effects that mix 
the contrasts from different tissue components. Other sources of attenuation coefficients variations 
include coregistration errors, artefacts introduced by the attenuation model, tissue slicing defects, 
and global brain orientation variations. 
 
Figure 4.7(a) Scatterplot of the OCT reflectivity and attenuation contrasts by tissue classes 
obtained from the OCT brain template segmentation results. For each label, N = 750 sample voxels 
were selected randomly. (b) Average FA computed for each segmented tissue label. (c) OCT 
reflectivity and (d) attenuation coefficient histograms per tissue classes. The average values per 
76 
label are expressed as mean ± standard deviation. The label colors are the same as shown in 
Figure 4.9. 
4.3.3 Correlation Between dMRI and OCT 
The correlations between the diffusion MRI metrics and the optical contrasts are shown in Figure 
4.8. These comparisons were made on a single assembled brain that was coregistered to its FA 
map. This map was measured for the same animal after its sacrifice and before skull extraction and 
histological acquisition. A threshold value of FA = 0.4 was used to separate the voxels into tissue 
and white matter tracts. This FA threshold was chosen to extract both the single-direction fiber 
tracts (FA > 0.6) and the crossing fiber areas, which are associated with FA values between 0.4 
and 0.6 (Dell’Acqua et al., 2013). 
The optical contrast variation with fiber bundle orientation as measured by dMRI is shown in 
Figure 4.8(b). Consistent with observations reported previously in the literature (Leahy et al., 
2013), the OCT signal was higher for fibers orthogonal to the direction of the MOA. For example, 
in Figure 4.6(a), the mammillothalamic tracts (red arrows) and columns of the fornix (blue arrows) 
are parallel to the MOA and appear darker than the surrounding tissue, as opposed to the corpus 
callosum and striatum (green arrows), which contain fibers parallel to the MOA. This characteristic 
was also observed for the attenuation coefficients. This can be explained in part by the attenuation 
model assumption that states that the measured backscattered signal is a fixed fraction of the 
attenuated light. This assumption results in a linear relationship between reflectivity and 
attenuation, which can be observed in the Figure 4.7 scatterplot. 
The multimodal comparison of OCT with diffusion MRI also revealed that reflectivity and 
attenuation in fibers orthogonal to the direction of the incident beam increase with FA Figure 
4.8(a). For fibers that are parallel to the incident beam, a negative correlation is observed between 
these measures. This result can be explained with partial volume effects and the orientation 
dependence of the OCT signal in fiber bundles. Each fiber bundle orientation population within a 
voxel will exhibit a different orientation-dependent OCT contrast Figure 4.8(b). For crossing fiber 
areas, low reflectivity (parallel) and high reflectivity (orthogonal) fibers are mixed and contribute 
to the measured OCT signal in different proportions. As FA becomes larger, the fibers within a 
bundle will be better aligned. If the bundle main orientation is orthogonal to the MOA, the 
reflectivity signal will increase as the proportion of low reflectivity parallel fibers in the bundles 
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diminishes. This partial volume effect is consistent with the observed negative correlation of OCT 
contrast with the number of fibers orientations within a voxel [NuFO, Figure 4.8(f)]. Some causes 
of FA variations in white matter are the presence of crossing fibers, fiber dispersion, fiber bundle 
density, or microstructural architecture of the cellular membranes (A. L. Alexander et al., 2007). 
These fiber bundles characteristics should be considered when interpreting OCT contrasts in white 
matter. 
Another source of OCT contrast variation seems to be the fiber bundle density, as shown by the 
negative correlation of both reflectivity and attenuation with the AFD_max (Figure 4.8(e)). The 
observed decrease of the OCT signal with density is counterintuitive and will require further 
investigation. A hypothesis to explain this effect is that the scattering anisotropy of fiber bundles 
increases with fiber density, in which case forward scattering becomes prominent, thus reducing 
the perceived reflectivity of the fiber bundle. The decrease of attenuation with density could be due 
to the use of an attenuation model that assumes a constant fraction of backscattered photons to 
attenuated photons. Future work focusing on fiber bundles exhibiting various density values is 
planned, including Monte Carlo simulations that can help better understand the origin of the OCT 
contrast. 
 
Figure 4.8 Correlation between the dMRI metrics and the OCT contrasts. The average reflectivity 
(a) and attenuation coefficient (d) are plotted as a function of FA for different fiber bundle 
orientations. Also, these OCT contrasts are reported as a function of the angle between the fibers 
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and the direction of the MOA (b), the AFD_max (e), and the number of fibers orientations within 
a voxel (NuFO, f). The error intervals represent the standard error of the mean (𝜎/√𝑁). (c) Main 
tissue orientations given by the dMRI acquisition. The white arrow represents the direction of the 
MOA given by coregistering the assembled brain with the FA volume. The average values in (e) 
and (f) were computed within the fiber bundles only by imposing a threshold of FA > 0.4. 
 
4.3.4 Tissue Segmentation 
The tissue classification was first performed on all individual brains and on the OCT brain template 
without using prior information to guide the segmentation. The segmentation results for the brain 
template are reported in Figure 4.9. Based on visual inspection, the five segmented tissue classes 
for each brain were similar. Quantitatively, an average Dice similarity coefficient of 0.82 ± 0.03 
was obtained when comparing the segmentation results among all the individual brains. This Dice 
score indicates that the segmentation method is accurate when similar classification initialization 
was used for each brain. The segmentation differences among individual samples can be caused by 
coregistration errors, morphological differences among the individual brains, or differences in 
cutting artifacts, for example. 
The optical contrast dependencies on fiber orientations were used by the segmentation algorithm 
to distinguish between fiber tracts and myelin-rich brain tissues. Indeed, the average FA values per 
tissue label [Figure 4.7(b)] show that the fiber bundles orthogonal (yellow) and parallel (green) to 
the MOA exhibit a larger FA signal than those in the myelin-rich tissue (red). For example, the 
medulla (Figure 4.9, red) contains many densely packed crossing fibers that result in high 
reflectivity and attenuation contrasts and in a low water diffusion FA, as opposed to the 
spinocerebellar tract (Figure 4.9, green) that was classified as a parallel fiber tract due to its 
remaining orientation-dependent contrast. The low FA values computed in each tissue class can be 
caused by misclassification errors or by crosstalk between each label. This arises from the design 
of the segmentation method, which only considers the combined reflectivity and attenuation 
contrasts distributions without prior morphological information. As a consequence, different tissue 
types exhibiting similar contrasts can be classified into the same class, or voxels inside a single 
morphological structure are classified into different labels. An example of this misclassification 
can be seen in Figure 4.9 where part of the corpus callosum was labeled as orthogonal fibers 
(yellow) and as myelin-rich tissue (red). 
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The segmentation results reveal that another source of OCT contrast seems to be related to the 
density of myelinated fibers in brain tissue, as defined by the ratio of neuronal cell bodies to 
neurites (myelinated axons and dendrites) volume fractions. Using optical coherence microscopy, 
(Srinivasan et al., 2012) showed that the cell bodies exhibit lower scattering coefficients than 
myelinated fibers, which increase the signal attenuation in myelin rich tissue. This contrast 
mechanism could be responsible for the distinct classification of the thalamus and hypothalamus 
(Figure 4.9, light blue), the medulla (Figure 4.9, red), and the neocortex (Figure 4.9, dark blue). 
Indeed, the scatterplot in Figure 4.7(a) reveals that each of these tissue areas is associated with 
increasing reflectivity and attenuation values. Similarly, using polarization sensitive OCT, (Liu et 
al., 2016)  showed that the attenuation coefficient was significantly different among the MLs, the 
GLs, and the white matter regions of mice’s cerebellar slices. In histology, the granular and 
molecular layers are delineated based on their neuronal cell body densities, with the molecular 
layer being sparse and the granular layer being densely packed (Mescher & Junqueira, 2013). This 
relationship between the OCT contrast and neurite density will be evaluated in future work. 
 
Figure 4.9 Five-tissue segmentation results using an OCT/attenuation mouse brain template 
(n = 4). (a)–(c) A coronal slice and (d)–(f) a horizontal slice. (a) and (d) The OCT reflectivity 
contrast, (b) and (e) the estimated attenuation coefficients, and (c) and (f) the segmentation results 
for the same slices. The white arrow indicates the direction of the MOA. The red and green arrows 
in (d) point to the temporal and olfactory limbs of the anterior commissure, respectively. The green 
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and yellow labels represent white matter fiber bundles parallel and orthogonal to the MOA, the 
dark and light-blue labels contain mostly gray matter tissues, and the red label represents other 
tissues with high myelin content (e.g., medulla, pons, and midbrain). 
 
4.4 Discussion 
This paper presented a massive histology setup that combined an automated tissue slicing apparatus 
with an OCT microscope. An image reconstruction method adapted to the large number of 
volumetric tiles generated by this microscope was summarized, and the challenges were presented. 
The depth-resolved local tissue attenuation coefficients were estimated using a single scattering 
model. Average symmetric mouse brain templates were generated for both OCT reflectivity and 
attenuation contrasts. These templates were used to perform a multimodal registration of an 
assembled OCT brain with a dMRI brain acquired for the same animal. Finally, a multivariate 
segmentation method based on the Atropos algorithm was used to label brain tissue automatically 
into five components: (1) low and (2) high attenuation gray matter, (3) myelin-rich brain tissue, 
and white matter fibers (4) parallel and (5) orthogonal to the direction of the MOA. 
The main goal of this paper was to investigate the OCT contrast to help future interpretations of 
serial OCT acquisitions. Thus, the dMRI data were used to better understand the OCT contrast 
mechanisms within brain tissue. The data showed that the OCT signal within a fiber bundle depends 
on its orientation, density, and NuFO. Furthermore, the separation of gray matter into high and low 
attenuation groups indicates that the neurite volume fraction of brain tissue might be an additional 
factor influencing the OCT contrast. These hypotheses will be investigated in a future multimodal 
study. 
The multimodal comparisons relied on the precise coregistration of the assembled OCT brain with 
the MRI data. Indeed, small brain structure misalignment may cause the comparison of white fiber 
bundles in MRI with surrounding brain tissue in the assembled OCT brain. As the AFD_max, 
NuFO, and main diffusion orientation metrics are defined in fiber bundles only, perfect alignment 
of the white matter anatomical features was necessary. Missing anatomical structures (e.g., missing 
cerebellum) and acquisition-related deformations can introduce registration errors. To alleviate this 
effect, intermediary registration templates were used (Kuan et al., 2015). The elaboration of an 
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acquisition protocol to limit and prevent tissue deformations between each modality would be 
required if more subjects need to be analyzed. 
The OCT brain template created for this study can be used in a number of ways. For example, it 
can be used in cross-sectional studies to follow the alteration of white matter in animal models of 
arteriosclerosis or normal aging and generate mouse brain templates at multiple aging stages. 
Combined with measurement of the microvasculature in the same brains using confocal 
microscopy or two-photon microscopy, this could give insight into the role of neurovascular 
impairments on the development of neuropathologies. Also, the attenuation contrast combined with 
local image texture analysis can be used to measure various fiber properties (e.g., orientation, 
density, and dispersion), which could feed tractography algorithms designed to obtain structural 
connectomes in ex vivo brains. Also, the reconstruction algorithm developed can stitch other types 
of tissue (such as aorta (P. L. Tardif et al., 2016) or heart) and other optical modalities (e.g., 
multiphotons microscopy, CARS microscopy, and fluorescence confocal microscopy). 
The segmentation algorithm presented in this paper does not use a priori morphological 
information to guide the classification. It is only based on the intrinsic reflectivity and attenuation 
contrasts of brain tissue as measured by the OCT microscope. A limitation of this approach is that 
the segmentation results are highly sensitive to the initialization and to any OCT contrast variations. 
Another limitation of the segmentation method is that the reported tissue class names were based 
on visual inspection of the segmented structures when compared with the Allen mouse brain atlas. 
The labels were not validated using other independent measurements (e.g., with conventional 
histology or with an existing white matter segmentation). The segmentation method was used 
mainly to gain insight into the principal contrast mechanisms of OCT in brain tissue. The 
classification errors and variability show that naively associating OCT contrast with white matter 
might not be adequate, and we aimed to identify other factors that could explain the observed 
contrast. Ways to improve the tissue classification method could be to (1) use additional contrasts 
(e.g., retardance and birefringence measured by PS-OCT (H. Wang et al., 2011) or texture based 
measures. (H. Wang et al., 2015)) and (2) use an atlas-based approach to add morphological a priori 
information (Badea et al., 2012; Kuan et al., 2015). 
In the review of biological tissue optical properties by (Jacques, 2013), the average reduced 
scattering coefficient 𝜇𝑠
′  reported for brain tissues at a wavelength of 1300 nm is 5.19 cm-1. This 
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value is an average of 8 𝜇𝑠
′
 reported in the literature (Bevilacqua et al., 1999; Sandell & Zhu, 2011; 
Yi & Backman, 2012), with 𝜇𝑠
′
 between 2 and 8.5 cm-1 depending on the area probed or the 
measurement protocol. The attenuation coefficient values measured in the present experiment 
range from 11 to 23 cm-1. A few tissue preparation and acquisition-related aspects could explain 
this discrepancy. Brain perfusion, tissue extraction, agarose embedding, waiting time between 
tissue preparation and acquisition, or even the duration of the MRI acquisition could all have an 
impact on the optical properties of the tissue. For example, the brains were all perfused with 
gadolinium to increase their MRI signal. This could increase the tissue absorption coefficient and 
thus introduce a bias in the attenuation values estimated. Another indication that the MRI 
acquisition could have an impact on tissue optical properties was observed during the slicing 
process. When compared with mouse brain sliced for another ongoing study, the mouse brains that 
were imaged with MRI ex vivo were affected by more cutting errors (cutting plane denivelation, 
water–tissue interface rugosity, tissue tearing, and floating fibers). These cutting errors suggest 
mechanical property changes that could also impact the tissue optical properties. This tissue 
alteration may be caused by thermal deposition during the MRI acquisitions. Further  investigation 
is needed to validate this hypothesis. 
Some attenuation coefficient variations could also arise from the algorithm used to estimate this 
optical property from the Alines data. For instance, one reason for this discrepancy could be that 
the measured attenuation is modulated by the agarose profile. Indeed, for PSF extraction, the 
agarose attenuation was considered negligible. If this is not the case, a bias is introduced in all other 
measured attenuation values because those are given relative to agarose attenuation. Also, the PSF 
was assumed to be the same for all A-line lateral positions. This hypothesis does not hold true when 
large fields of view are scanned or when some parts of the microscope are misaligned. In such 
cases, the focal plane is curved and the PSF profile intensity should vary laterally. A better PSF 
extraction method considering the tissue geometry, optical aberrations, and a spatially varying 
confocal PSF will improve the attenuation estimation results. Such a model could also use the ray 
transfer matrix formalism to model the microscope setup and could integrate agarose attenuation 
measurements for calibration. An alternative to PSF extraction is to measure the background signal 
in agarose or water prior to tissue acquisition. Other sources of variability may come from partial 
volume effects, attenuation artefacts, noise sources associated with the data acquisition, and 
labeling errors. 
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The assumption that all photons have been attenuated by the end of the A-line did not always hold. 
Thus, the attenuation map diverged toward large values as the scan depth increased. This effect 
was more visible in gray matter tissue and agarose because of their lower attenuation coefficients. 
Also, this effect was more important when the slices exhibit large water–tissue interface depth 
denivelation due to cutting errors. In this work, this limitation was addressed by extrapolating the 
reflectivity signal under each A-line and then using this extended A-line to compute the attenuation 
using the Vermeer model. The extrapolation approach can introduce artefacts because it is blind to 
any morphological structures that are under the A-line depth scanning range. A better approach 
could take advantage of the underlying tissue slices revealed by the automated histology and use 
signal extension by interpolation instead of extrapolation. Other possible solutions are to introduce 
a regularization function to relax this assumption for deeper tissue (Smith et al., 2015) or to use a 
more complete tissue attenuation model that considers multiple scattering events and scattering 
anisotropy (Thrane et al., 2004; Turchin et al., 2005). 
Finally, some segmentation errors were caused by the attenuation artefacts introduced when the A-
lines traversed a highly scattering medium (e.g., brain tissue) followed by a low scattering medium 
(e.g., water or agarose). This situation was encountered in ventricles and around the brain bottom 
side borders. This caused the attenuation to be artificially high in these transition areas, which were 
mistakenly considered as white matter by the segmentation algorithm. A similar artefact arose 
when transitioning from low to high scattering tissue (e.g., gray to white matter). These areas 
resulted in negative attenuation coefficients and were thus assigned a null value. These two 
artefacts will be taken into account by improving the tissue interaction model to consider tissue 
transition explicitly. 
4.5 Conclusion 
The reconstruction method developed resulted in 3-D maps of the tissue optical reflectivity and 
attenuation in whole rodent brains. To get an accurate estimation of the tissue attenuation 
coefficient, the microscope’s confocal axial PSF was estimated from the data and used to normalize 
each OCT A-line prior to the stitching process. An average mouse brain template was generated 
for both the reflectivity and attenuation contrasts, and these templates were used to segment 
myelinated fibers in the assembled brains. Finally, dMRI was used to get insight into the OCT 
contrast origin in brain tissue. The OCT signal dependence on fiber bundles microstructure and 
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orientation, and on the neurite density in gray matter, should be considered when interpreting OCT 
data in brain tissue. Future work will combine attenuation and reflectivity data to measure local 
microstructural properties of myelinated axons, and these measures will be compared with 
equivalent observations from MRI acquisitions. 
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CHAPITRE 5 ARTICLE 2: FULLY AUTOMATED DUAL-RESOLUTION 
SERIAL OCT AIMED AT DMRI VALIDATION IN WHOLE MOUSE 
BRAINS 
Ce deuxième article aborde les 2e et 3e objectifs de la  thèse. Il présente le système OCT sériel bi-
résolution (2R-SOCT) développé à partir du SOCT existant. L’OCT à faible résolution (3X) sert 
de repère stéréotaxique pour l’OCT à haute résolution (40X). Les cerveaux de souris imagés avec 
le SOCT sont utilisés dans le pipeline de coregistration multimodale développé pour le premier 
article. Ainsi, les données 2R-SOCT sont alignées avec des mesures d’IRM de diffusion (IRMd) 
acquises pour les mêmes échantillons avant la session d’imagerie histologique. Deux stratégies de 
sélection des régions d’intérêts 40X ont été développées (manuelle et automatique). Les données 
générées avec ce système ont été comparées à l’IRMd et elles ont révélé une bonne correspondance 
entre les microstructures observées par OCT 40X et plusieurs métriques IRMd (anisotropie 
fractionnelle, nombre d’orientations de fibres, densité apparente des fibres, dispersion des 
orientations et fraction volumique intracellulaire). Cet article a été soumis au journal 
Neurophotonics le 23 juillet 2018. Il s’agit d’une version améliorée et beaucoup plus détaillée du 
compte rendu (J. Lefebvre et al., 2018), qui a été le sujet d’une présentation orale lors de la 
conférence SPIE Photonics West – BiOS en février 2018. 
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Abstract. An automated dual-resolution serial optical coherence tomography (2R-SOCT) scanner 
was developed. The novel serial histology system combines a low-resolution (15𝜇𝑚/voxel) 3X 
OCT with a high-resolution (1.5 𝜇𝑚/voxel) 40X OCT to acquire whole mouse brains at low 
resolution, and to target specific regions of interest (ROIs) at high resolution. The 40X ROIs 
positions were selected either manually by the microscope operator or using a new automated ROI 
position selection algorithm. Additionally, a multimodal and multiresolution registration pipeline 
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was developed in order to align the 2R-SOCT data onto diffusion MRI data acquired in the same 
ex vivo mouse brains prior to automated histology. Using this new imaging system, 3 whole mouse 
brains were imaged and 250 high resolution 40X 3D ROIs were acquired. The capability of this 
system to perform multimodal imaging studies was demonstrated by labeling the ROIs using a 
mouse brain atlas and by categorizing the ROIs based on their associated dMRI metrics. This 
revealed a good correspondence of the tissue microstructure imaged by the high resolution OCT 
with various dMRI metrics such as fractional anisotropy, number of fiber orientations, apparent 
fiber density, orientation dispersion and intracellular volume fraction. 
Keywords. Serial histology, Diffusion MRI, Optical Coherence Tomography, Whole mouse brain 
imaging, Multimodal registration 
 
5.1 Introduction 
Automated blockface histology is a maturing imaging technology that combines a tissue slicing 
apparatus, a motorized sample stage and a microscope in order to image whole samples in 3D at 
high resolution. The common principle shared by all serial blockface histology methods is the 
repeated removal of small tissue layers to reveal new sample cross-sections. This destructive 
imaging approach circumvents the limited penetration depth of light in tissue, and the motorized 
stage enables the acquisition of entire sample cross-sections even with an imaging system using 
limited field-of-view (FOV) optics. Advantages of blockface imaging include the low quantity of 
sample deformation introduced by the tissue slicing process, its simple sample preparation protocol 
and overall short acquisition time when compared to other serial histology methods such as serial 
histopathology (Vandenberghe et al., 2016) or serial electron microscopy (Kremer et al., 2015; 
Salo et al., 2018). In neuroimaging, automated blockface histology was reported with various 
optical modalities, ranging from confocal microscopy (Khan et al., 2015), fluorescence two-photon 
microscopy (Oh et al., 2014a; Price et al., 2006; Ragan et al., 2012), CARS microscopy (Y. Fu et 
al., 2008), optical coherence tomography (OCT) (Joël Lefebvre, Castonguay, Pouliot, et al., 2017), 
polarization sensitive OCT (Magnain et al., 2014; H. Wang et al., 2015; H. Wang, Zhu, & Akkin, 
2014; H. Wang, Zhu, Reuter, et al., 2014), and photoacoustic microscopy (Wong et al., 2017). 
Serial histology was used to study myelinated fibers (H. Wang et al., 2017, 2018), the neuronal 
connectome (Kleinfeld et al., 2011; Oh et al., 2014a), the neurovasculature (Frédéric Lesage et al., 
2015), Alzheimer's disease (Delafontaine-Martel et al., 2018), etc.  
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When designing a serial histology system, or when performing an imaging study with such a 
system, a key aspect to consider is the imaging resolution. Using the tissue intrinsic contrast, high 
resolution OCT can resolve fine tissue microstructure, such as the neuronal cell bodies (Leahy et 
al., 2013) and individual myelin fibers (Ben Arous et al., 2011). Despite this advantage, high 
resolution objectives are used at the expense of longer acquisition times, dataset size increase, as 
well as more complex and resource-intensive data reconstruction. For example, to acquire an entire 
mouse brain with a 40X objective offering sampling resolution of 1 micron over FOVs  of 
0.5x0.5x0.25 mm3 would require an estimated acquisition time of 60 days with our current serial 
OCT imaging system (Joël Lefebvre, Castonguay, Pouliot, et al., 2017), and would necessitate 
around 700 TB of disk space to store the dataset. On the other hand, low-resolution objectives offer 
the advantage of faster acquisition time and small datasets size at the expense of sacrificing tissue 
microstructure feature detectability. Nonetheless, low resolution serial histology is sometimes 
desirable. In previous work, a serial OCT system (Joël Lefebvre, Castonguay, Pouliot, et al., 2017) 
was used with a 3X objective to perform whole mouse brain acquisitions at a resolution of 15 
microns per voxel. The assembled SOCT mouse brains were then exploited to compute an average 
mouse brain template (Joël Lefebvre, Castonguay, & Lesage, 2017a), which was coregistered to 
diffusion MRI (dMRI) brain data. The relatively poor resolution of the SOCT data did not allow 
for direct brain microstructure visualization, but the images are still useful in animal group studies 
(Castonguay et al., 2017, 2018; P. L. Tardif et al., 2016) and brain-wide investigation of the origin 
of OCT contrast in neuronal tissue. To take advantage of both the fast acquisition and 
reconstruction aspects of low-resolution serial histology and of the additional information provided 
by high-resolution OCT, a novel dual-resolution serial OCT scanner (2R-SOCT) was developed in 
this work. This system was then used in a multimodal study demonstration to compare the high 
resolution OCT images acquired automatically with the 2R-SOCT imaging pipeline with dMRI 
data acquired in the same mouse brains prior to serial histology. 
This paper is organized as follows. First, the tissue preparation and acquisition protocol are 
presented. The dMRI acquisition and analysis are reported. This analysis resulted in various dMRI 
metrics: the fractional anisotropy (FA), the maximal apparent fiber density (Raffelt et al., 2012) 
(ADF_max), the number of fiber orientations (Dell’Acqua & Catani, 2012) (NuFO), the orientation 
dispersion index (OD), and the intra-cellular volume fraction (Zhang et al., 2012) (IC_VF). The 
new dual-resolution serial OCT system is then presented in detail, including the optical design, 
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automation procedure and OCT data reconstruction algorithms. This is followed by a description 
of the whole brain OCT volume reconstruction procedure, which was adapted from our previously 
published methodology (Joël Lefebvre, Castonguay, Pouliot, et al., 2017). The dual-resolution 
acquisition paradigm is then described, including two ROI selection strategies (manual and 
automatic), followed by the automated acquisition process and data reconstruction algorithms. For 
this study, 3D brain imaging data effectively comes from three imaging modalities (dMRI, low 
resolution whole brain serial OCT and high resolution OCT). A multimodal and multiresolution 
registration was developed to compare all modalities. The last part of the methodology section 
describes an application of the dual-resolution serial OCT histology imaging pipeline to target 
white matter fibers and to compare the high resolution OCT data with their corresponding dMRI 
signal. Note that this paper is an extended and revised version of a conference proceeding (J. 
Lefebvre et al., 2018) presented at the SPIE Photonics West-BiOS conference in February 2018. 
The novelty of our proposed dual resolution serial OCT scanner lies in the fully automated 
acquisition procedure that allows accurate and repeatable positioning of high resolution images 
within whole mouse brains. The two objectives configuration of the 2R-SOCT system benefits 
from the advantages of both types of OCT: the 3X OCT volumes are assembled into a single brain 
which can be aligned to mouse brain templates and other imaging modalities, and the 40X OCT 
volumes are able to resolve individual myelinated fibers and neuronal cell bodies (Srinivasan et 
al., 2012). Furthermore, the proposed system does not only work with dual-resolution OCT, but 
could also be adapted to other optical modalities. For example, using the lower resolution OCT to 
provide the stereotactic reference for a two-photon fluorescence laser scanning microscope. 
Another innovation of the 2R-SOCT technique is the automated acquisition procedure for the high-
resolution images which remove user bias in the selection of ROIs within the  mouse brain. To our 
knowledge, the imaging pipeline presented in this paper is the first one to enable fully automated 
serial histology acquisitions at both low and high resolutions and the registration of the acquired 
data to a reference template. This allows to compare the high resolution images to dMRI metrics 
in a fully automated and repeatable way. We anticipate that this new imaging technology will prove 
useful in multimodal MRI validation studies 
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5.2 Methodology 
5.2.1 Animal Sacrifice and Tissue Preparation 
For this study, the Animal Research Ethics Committee of the Montréal Heart Institute approved all 
surgical procedures in accordance with the Canadian Council on Animal Care recommendations. 
A total of n = 3 C57Bl/6 mouse brains were used. At sacrifice, the mice were anesthetized with 2-
3% isoflurane and perfused transcardially with 20 ml phosphate buffered saline and then by a 
mixture of 4% paraformaldehyde (PFA) with 1% gadolinium (Gadovist) to reduce the T1 decay 
time and thus accelerate the dMRI acquisitions. Each mouse head was separated from its body and 
the skull was cleaned to remove muscles, lower jaw, vertebrae and other tissues. The brain/skull 
was imaged in Fomblin with a high angular resolution diffusion imaging (HARDI) MRI sequence 
described in the next section. After a dMRI acquisition, the brain was extracted from its skull and 
was embedded in a 4% agarose cylindrical block for serial imaging. The agarose gel was oxidized 
to create covalent cross-links between the embedding medium and brain tissue, thus avoiding tissue 
separation during the serial histology acquisition. A drawback of the oxidation procedure is that it 
renders the agarose brittle, which can cause structural damages while slicing with the vibratome. 
To avoid this effect, the 4% oxidized agarose cylindrical blocks were embedded in larger un-
oxidized agarose cylinders that provided better structural support. The agarose preparation and 
oxidation procedures followed the methodology presented by (Ragan et al., 2012). In between 
tissue preparation steps and imaging sessions, the samples were kept in 4% PFA at 4∘𝐶. 
5.2.2 Diffusion MRI Acquisition and Analysis 
All fixed mouse brains were imaged prior to serial histology with a standard three-dimensional 
spin echo diffusion MRI sequence (P. W. Jones, 1999), using an Agilent 7 Tesla scanner equipped 
with 600 mT/m gradients and a custom-built 1-loop cylindrical coil (17 mm diameter, 20 mm long). 
The dMRI sequence parameters were: TE = 0.022 s, TR = 0.4 s, 70 gradient-encoding directions 
separated into 3 shells (6 directions with b = 400 s/mm2, 15 directions with b = 1066 s/mm2, 42 
directions with b = 2000 s/mm2 and seven interlaced acquisitions with b = 0), 𝛿 = 5 ms, Δ = 12 ms, 
gradient amplitude 312.5 mT/m, FOV = 16 x 12 x 8 mm, and an acquisition matrix of 128 x 96 x 
64 giving an isotropic resolution of 125 𝜇m, for a total acquisition time of 48 hours. In order to 
obtain uniform angular coverage, the HARDI acquisition was designed using a generalization of 
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electrostatic repulsion to multishell (Caruyer et al., 2013). The fixed mouse brains were kept in 
their skull and stored in PFA at 4∘𝐶 until the dMRI acquisition session. On the acquisition day, the 
sample to be imaged was removed from PFA and pat-dried, placed in a modified 10 ml syringe 
filled with Fomblin and maintained in place with soft foam. Air bubbles were removed from the 
Fomblin using a vacuum chamber. Finally, the syringe sample holder was positioned in the MRI 
machine with a custom-built stereotactic platform. 
The dMRI data preprocessing consisted in multiple registration, segmentation and denoising steps 
as follows. First, all diffusion weighted images (DWI) and their associated b-vectors were coarsely 
rotated by 𝜋/2 angle increments until they were aligned with the neurological display convention. 
Then, the first 𝑏0 volumes of each DWI brains were extracted and used to compute an average 
anatomical brain template. This made use of the open source toolkit Advanced Normalization Tools 
(ANTS (Avants, 2017)) and an iterative optimal shape and appearance template construction 
method(Avants et al., 2010). This optimal anatomical template was further aligned to the publicly 
available DSURQE T2-weighted ex vivo mouse brain template (Dorr et al., 2008) using rigid 
transformations. All DWI data were finally aligned to the anatomical template using rigid 
transformations, and the same rotations were applied to their associated b-vectors. 
Most preprocessing algorithms and dMRI analysis performed in this study required brain 
segmentation; these were generated using the brain extraction procedure provided in the ANTs 
toolkit. Briefly, a small subset of the DWI data (n = 4 brains out of 17 samples measured for another 
ongoing study) was manually segmented using the 3DSlicer software (Fedorov et al., 2012). The 
3D masks obtained for each brain were then combined by applying the transformations computed 
previously to map these brains to the anatomical template, thus providing a brain extraction 
probability mask. A brain segmentation was obtained for each brain using the antsBrainExtraction 
procedure implemented in the Nipype neuroimaging data processing framework (Gorgolewski et 
al., 2011). This method first performs a non-linear registration of the data onto the anatomical 
template, then it performs an n-tissue segmentation with the Atropos method (Avants, Tustison, 
Wu, et al., 2011). The pre-computed brain extraction probability mask guides the process. Finally, 
the resulting masks were inspected in 3DSlicer to remove any segmentation errors. 
The remaining diffusion MRI preprocessing steps were performed to reduce noise and imaging 
artefacts. These denoising steps included eddy current and sample bulk movement compensation 
(Andersson & Sotiropoulos, 2016), correction of the field homogeneity artefacts (Tustison et al., 
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2010), reduction of the Rician noise bias (Descoteaux et al., 2008) and an in-house time-varying 
signal bias compensation procedure. The last denoising step was required due to the sample 
temperature variation throughout the acquisition, which induced time-varying water diffusivity. 
This is a known effect associated with fixed sample imaging (D. C. Alexander et al., 2010; 
Calabrese et al., 2015). To reduce the dMRI signal drift, the isotropic nature of diffusion in the 
cerebrospinal fluid (CSF) was exploited. First, the ventricles were segmented by thresholding the 
voxels in b0 images based on their intensity. Then, an average signal time profile was computed in 
the CSF by selecting 1000 voxels at random in the segmented ventricles. Assuming that the signal 
should be isotropic for each b-value in the CSF, the average signal was computed for each shell. A 
synthetic time profile was thus generated using the estimated average value for each shell. The 
signal drift was extracted by subtracting the synthetic multishell isotropic profile from the 
measured average time profile within the CSF. Finally, the signal drift was smoothed temporally 
using a Gaussian filter with 𝜎 = 1 sub-scan. The time-varying signal was compensated by adding 
the computed drift bias to all DWI voxels. 
Three dMRI analyses were performed on the data. First, in-house implementations (Dell’Acqua et 
al., 2013; Descoteaux et al., 2009) of diffusion tensor imaging (DTI) and HARDI reconstructions 
were performed using the Dipy library (Garyfallidis et al., 2014). Fractional anisotropy (FA) was 
computed from the local diffusion tensors with a non-negative least square method. The 
constrained spherical deconvolution of Dipy (Descoteaux et al., 2009; J-Donald Tournier et al., 
2007) was used to reconstruct the fiber orientation distribution functions (fODF). The principal 
directions of diffusion in each voxel and the AFD_max (Dell’Acqua & Catani, 2012; Raffelt et al., 
2012), were extracted from the fODF. AFD_max is the maximal value of the fODF on the sphere, 
and it can be interpreted as the maximum of the apparent fiber density (AFD). The number of fiber 
orientations (NuFO) within a voxel was computed with the method presented by.(Dell’Acqua et 
al., 2013) and using a data-driven threshold set to 1.5 times the AFD_max values in the ventricles. 
The purpose of this threshold is to remove noisy peaks of the fODF, which are simply high-
frequency peaks with low fODF amplitude. The ventricles are used because NuFO should be null 
there. 
The last dMRI analysis performed was the neurite orientation dispersion and density imaging 
procedure (NODDI) (Zhang et al., 2012). The AMICO python implementation (Daducci et al., 
2015) of the NODDI model was used, with isotropic diffusivity 𝑑𝑖𝑠𝑜 = 1.0 × 10
−3 𝑚𝑚2/𝑠, 
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longitudinal diffusivity 𝑑∥  =  0.6 × 10
−3 𝑚𝑚2/𝑠 and regularization parameters 𝜆1 = 0.5 and 
𝜆2 = 1.0 × 10
−3. Furthermore, the AMICO ex vivo option was used, which adds a fourth 
constrained water compartment to the NODDI model. This represents the water trapped by the 
tissue fixation. The choice of ex vivo diffusivity values for the isotropic and intracellular 
compartments was guided by previous values used in the literature (D. C. Alexander et al., 2010; 
Daducci et al., 2015; Zhang et al., 2012). The NODDI fitting procedure resulted in two maps: 
orientation dispersion (OD) and the intracellular volume faction (IC_VF). 
5.2.3 Dual Resolution Swept-Source Serial OCT 
A dual resolution swept-source serial optical coherence tomography (2R-SOCT) microscope was 
developed (Figure 5.1). This system is based on our previous single-resolution serial OCT design 
(Joël Lefebvre, Castonguay, Pouliot, et al., 2017). The setup consists of 3 main components: (1) a 
fiber-based Michelson interferometer, (2) dual-resolution free-space sample and reference arms 
and (3) an automated histology apparatus. The fiber-based Michelson interferometer input was a 
swept-source laser operated at a central wavelength of 𝜆0 = 1310 𝑛𝑚 with a tuning bandwidth of 
Δ𝜆 = 100 𝑛𝑚 (Axsun, 1310 Swept Source Engine). The swept-source laser generated a k-clock 
used to trigger the OCT volume scans and to acquire interference fringes which are linearly 
distributed wavenumbers. The swept-source laser output was coupled to a 90/10 fiber coupler 
(Thorlabs, FC1310-70-10-APC); 90% of the laser power was targeted toward the sample arm and 
10% to the reference arm. Single mode fiber optical circulators (Thorlabs, CIR-1310-50-APC) 
were used in each arm to guide the laser output toward the sample and reference arms using fiber 
optic collimators, and then to collect the output coming from each arm and send it toward the 
photodetector. A polarization controller (General Photonics, PolaRITE PLC) was used in the 
reference arm to adjust the contrast of the back reflected light interference fringes. The reference 
and sample signals were combined in a 50/50 fiber coupler (Thorlabs, FC1310-70-50-APC) and 
sent to a balanced photodetector (Thorlabs, PDB120C-AC). The interference fringes were recorded 
on a computer using a fast 12 bit waveform digitizer (Alazartech, model ATS9350, 500 MS/s). 
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Figure 5.1 Main components of the dual-resolution serial OCT setup. FC: Fiber coupler, COL: 
Collimator, PC: Polarization Controller, BPD: Balanced Photodetector, FM: Motorized flip 
mirror, DCC: Dispersion  Compensation Cube, ODC: Objective Dispersion Compensator, ND: 
Variable Neutral Density Filter, M: Mirror, ADC: Analog-Digital Converter, FPGA: Field-
programmable Array, DAQ: Data acquisition Card. 
 
The fiber-based Michelson interferometer outputs were connected to dual-resolution free-space 
sample and reference arms by fixed focus fiber collimators (Thorlabs, F280APC-C). The laser 
beam was scanned laterally with a small beam diameter galvanometer system (Thorlabs, GVS002). 
For low-resolution imaging configuration, the galvanometer mirrors output was sent directly to a 
3X telecentric scanning lens (Thorlabs, LSM04 Scan Lens) using two optical lenses (𝐿1 and 𝐿2,3𝑋) 
in a telescope configuration. The 3X objective was enclosed in a custom-made watertight 
immersion chamber terminated by a wedged optical window (Thorlabs, WW11050-C). This 
immersion chamber had two purposes: 1) protect the scanning lens from the water and biological 
tissue debris created by the slicing process and 2) impose a constant air/water column in the sample 
arm. For high-resolution imaging configuration, a motorized flip mirror (Thorlabs, MFF101/M) 
was introduced between the first and second lenses of the 3X telescope. The laser beam was thus 
deviated into a second arm and a second telescope lens (𝐿2,40𝑋), to end up in a 40X water-dipping 
microscope objective (Nikon, N40X-NIR). The telescope lenses focal lengths (𝐿1  =  60 𝑚𝑚, 
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𝐿2,3𝑋  =  75 𝑚𝑚, 𝐿2,40𝑋  =  125 𝑚𝑚), the distance between the 3X and 40X arms (𝐷 = 50 𝑚𝑚) 
and the immersion chamber height (𝐻 =  40 𝑚𝑚) were optimized based on the target microscope 
objective aperture and on the axial distance between the 3X and 40X planes. As a result, the low-
resolution objective focal plane was located 6.5 mm above the high-resolution focal plane. The 
free-space reference arm could be switched between 3X / 40X arms in a similar manner using a 
motorized flip mirror. Dispersion compensation prisms (Thorlabs, PS908L-C) were located in each 
reference arm to physically compensate for optics induced light dispersion. Additionally, an 
objective specific dispersion compensator (Thorlabs, LSM04DC) was added to the 3X reference 
arm. Finally, variable neutral density filters were added to control the intensity of the measured 
interference fringes. The motorized flip mirrors were controlled directly by the acquisition 
computer via USB and the galvanometer system was controlled with a data acquisition card 
(National Instrument, NI-USB-6351). 
The automated histology apparatus was the last component of this dual-resolution serial OCT 
system. The sample was placed in a water-filled acrylic glass container and was maintained in place 
using a custom-made 3D printed sample holder. Automated serial imaging was achieved by 
sequentially cutting thin tissue slices (around 200 𝜇𝑚) with a vibrating blade and by moving the 
sample under the microscope objective with a motorized stage (Zaber, T-LSR150B). At each motor 
position, the sampling beam was raster scanned over the objective FOV using galvanometric 
mirrors. An OCT A-line was acquired for each lateral sampling point, thus resulting in a mosaic of 
volumetric OCT tiles for each tissue slice. An overlap fraction of 20% was chosen between 
neighboring tiles to make sure that all tissue areas were covered by the acquisition. After a slice 
acquisition, the sample was moved axially using a motorized jack (Thorlabs, L490MZ/ M), and 
this process was repeated until the whole tissue was sliced and imaged. The vibratome, XY stage 
and Z labjack were all computer controlled using serial port communication. A python3 toolkit was 
developed to control the serial OCT automated histology acquisitions. The communication with 
the National Instrument card used the nidaqmx python package, and the serial communication with 
the other devices was performed with the pyserial package. Virtual COM ports were allocated to 
the USB devices (mirror flippers, motorized labjack) to be able to use the same RS-232 
communication protocol as for the other devices. The fast waveform digitizer was controlled with 
the Alazartech Python SDK version 7.1.5. Finally, PyQt5 and the pyqtgraph package were used to 
103 
develop a graphical user interface (GUI) that allowed visualization of the acquired data during the 
acquisition. 
Using python, the OCT volume reconstruction was achieved during the acquisition. After each 
OCT volumetric tile acquisition by the waveform digitizer, the data was transferred directly into 
memory. The reference interference fringe was computed from the data as the average fringe for a 
given tile, and this reference was then subtracted from the measured signal. To limit the side lobes 
introduced by the wavelength swept-source profile, a Gaussian apodization function (𝜇 =
1310 𝑛𝑚, 𝜎 = 20 𝑛𝑚, which corresponds to a PSF of FWHM = 7.5 microns) was multiplied with 
each fringe. The A-lines at each raster scan position were obtained by computing the inverse 
Fourier transforms of the preprocessed signal. Only half of the axial range of the reconstructed 
volumes was recorded due to the Hermitian nature of real-valued signals. The volumes were 
recorded on a hard disk drive using the Nifti1 file format. In order to reduce the acquisition time, 
the high resolution OCT volumes acquired with the 40X objective were reconstructed offline, i.e. 
after the serial histology acquisition. 
5.2.4 Whole Brain OCT Volume Reconstruction 
The data reconstruction method used to assemble the low resolution OCT volumetric tiles into a 
single three-dimensional brain was presented in a previous publication (Joël Lefebvre, Castonguay, 
Pouliot, et al., 2017). A key difference with our previous reconstruction model is that the precise 
tile positions were recorded during the acquisition for each volume, and these positions were used 
for the reconstruction instead of those given by registration. This modification accelerates the data 
acquisition and reconstruction procedures, and it provides a common reference frame for the dual-
resolution acquisition paradigm described in the next section. Using the recorded XY tile positions, 
diffusion-based blending weights were computed for each overlap areas between neighboring tiles 
and were used to stitch the images together. Then, the tissue attenuation coefficient was estimated 
from the data using a single-scattering model combined with the confocal axial point-spread 
function (PSF) of the system. The extracted attenuation coefficients were used to compensate the 
depth-dependent OCT contrast in tissue. The axial translation between consecutive tissue slices 
was given by the labjack motor microstep position. Using these recorded positions, the slices were 
assembled into a single brain volume using 3D diffusion-based blending weights. The tissue masks 
used for the whole brain reconstruction were optimized to ensure an overlap thickness of about 100 
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microns between consecutive slices. The whole brain reconstruction procedure was performed at 
an isotropic resolution of 25 microns per voxel. 
5.2.5 Dual-Resolution Acquisition and Reconstruction 
Two types of dual-resolution acquisitions were performed: (1) fixed focus 40X OCT mosaic 
acquisitions, and (2) dynamic focusing 40X OCT acquisitions, also known as optical coherence 
microscopy (OCM). In order to define the ROIs to be imaged, we developed a custom GUI, which 
allowed the visualization of the last acquired brain slice as an average intensity projection image 
(AIP). The displayed AIP, which was assembled during the acquisition, was located within the 
GUI viewport at its accurate Cartesian position given by the recorded motor positions. Using the 
GUI, any number of ROIs could be added by the microscope operator using either 0.5 mm width 
square ROIs for the OCM acquisitions or multiple connected line segments ROIs for the fixed 
focus mosaic acquisitions. The polygon defined by the closed-shaped poly-line ROIs were 
converted into mosaics of 0.5 mm square tiles with 20% overlap fraction between adjacent tiles. 
Each ROI characteristics could be modified within the GUI, including the axial position of the first 
focal plane within the brain tissue, the axial thickness of the OCM acquisition, the spacing between 
consecutive OCT acquisitions, etc. For this study, the ROIs were defined manually using the GUI 
for one brain. 
A second automatic ROI selection strategy was employed for the two other brains. The ROI 
locations were generated randomly for a given slice by first segmenting the tissue within the AIP, 
then by computing a 2D bias probability map to guide the random ROI selection toward fibers and 
tissue areas exhibiting large contrast variations. To avoid acquiring images outside brain tissues, 
only ROI positions located within the segmented tissue and at least 250 microns from the 
agarose/tissue boundary were kept. Also, a parameter was used to control the maximum overlap / 
minimum margin between any pairs of ROIs. This weighted random ROI position selection 
procedure was developed to demonstrate the capacity of our system to perform fully automatic 2R-
SOCT acquisitions. 
Once all ROIs were selected for a given slice, the automatic dual-resolution acquisition began. For 
the OCM acquisitions, the sample was first moved to its 3X ROI Cartesian position and a small 
volume with the same 40X OCM ROI field of view was acquired. Then, the sample was moved to 
its corresponding 40X position using the calibrated displacement between the 3X and 40X arms. 
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The water/tissue interface was found by acquiring multiple low sampling resolution 40X OCT 
volumes distanced axially by 50 microns. Once the water/tissue interface was located, the initial 
axial position was set and multiple 40X OCT volumes were acquired within the brain, separated 
axially by 16 microns. The interference fringe data were recorded on the computer for later offline 
OCM reconstructions. After the 40X dynamic focusing acquisition, the sample was moved back to 
the 3X arm and the dual resolution acquisition continued with the other ROIs defined for this slice. 
The acquisition procedure for the dual-resolution fixed focus mosaics was similar, with the 
exception that multiple 40X OCT volumes were acquired at a single axial position and that the 
center of the mosaic was used to find the water/tissue interface for the whole dataset. 
The high-resolution OCM volumes were assembled from the sequences of OCT volumes acquired 
at multiple sample heights. The OCT volumes were blended together using the Gabor-based fusion 
methodology (Rolland et al., 2010). Briefly, all OCT volumes were computed from the recorded 
interference fringes using the reconstruction method presented in section 5.2.3. The third OCT 
volume in a given dynamic-focusing dataset was used to extract the focal plane shape. The focal 
plane axial position for each A-Line was estimated by finding the maximum signal of the volume 
convolved with the derivative of a 2D Gaussian, and by fitting a quadratic equation on this extracted 
focal profile. For every OCT volume the fitted focal plane was shifted axially and the axial position 
associated with the maximum correlation between the shifted focal plane and the intersected voxel 
intensities was chosen as the focal plane height. Finally, the OCM volume was assembled by 
computing trapezoidal-shaped blending weights using the detected focal plane for each OCT 
volume. The reconstruction was performed at a sampling resolution of 1.5 microns/pixel. Due to 
the small wavelength bandwidth of the swept-source laser, the axial resolution was much lower 
than the lateral resolution, limiting the subsequent OCM image analyses to 2D en face planes only. 
The use of a different acquisition laser, modification of the OCT reconstruction model or other 
post-processing techniques could reduce this resolution anisotropy. 
5.2.6 Multimodal and Multiresolution Registration 
The precise alignment of the OCT and dMRI data is crucial in order to compare these imaging 
modalities. In previous works (Castonguay et al., 2018; Joël Lefebvre, Castonguay, & Lesage, 
2017b; Joël Lefebvre, Castonguay, Pouliot, et al., 2017), we developed a multimodal registration 
procedure to map the assembled 3X OCT brains onto MRI images acquired on the same ex vivo 
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samples prior to serial histology. This multimodal registration technique required intermediate 
registration templates for each imaging modality (dMRI and OCT) as represented in Figure 5.2. 
Both registration templates were further aligned to the Allen mouse brain common coordinate 
framework (Allen Institute, 2015) (CCF) for brain structure identification. Each volume 
registration step was performed with a series of rigid and affine transformations, and by using the 
mutual information as a similarity metric. The ANTs tools were utilized to perform all registrations. 
The MRI registration template was the publicly available 40 microns DSURQE T2-weighted MRI 
ex vivo mouse brain atlas originally published by (Dorr et al., 2008) from the Mouse Imaging 
Center (MICe). The first b0 volume acquired during the dMRI session was used to perform the 
registration, and then transformations were applied to each b-value within the diffusion weighted 
image. For the 3X OCT brain, the registration template was a 25 microns mouse brain template 
published previously by our group (Joël Lefebvre, Castonguay, & Lesage, 2017a; Joël Lefebvre, 
Castonguay, Pouliot, et al., 2017). 
Multiresolution and multimodal stereotactic correspondence, or the precise positioning of the OCM 
volumes within the dMRI mouse brain, was obtained by a combination of acquisition-related 
procedures and post-acquisition registration techniques described in Appendix A. 
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Figure 5.2 Multimodal and multiresolution coregistration workflow. In this illustration, all 
templates are shown at a resolution of 25 microns, the 3X OCT slice is at a resolution of 15 microns, 
the 40X OCM images are at a resolution of 1 micron and the FA map is shown at a resolution of 
125 microns. 
 
5.2.7 Multimodal Signal Comparison 
The last part of this methodology was to compare the 40X OCM images with the dMRI data 
measured in the same brains prior to the automated histology (Figure 5.3). The goal was to 
demonstrate the capability of the 2R-SOCT imaging pipeline to perform multimodal and 
multiresolution studies. First, the average dMRI metrics associated with each 40X ROI was 
measured using the ROI overlay volumes that were registered to the MRI data. The average was 
performed over all the dMRI voxels encompassed by each 40X ROI. Secondly, the ROI overlay 
volume was coregistered to the Allen mouse brain common coordinate framework (Allen Institute, 
2015). All brain structures within the 40X ROIs were thus extracted from the Allen mouse brain 
atlas (Lein et al., 2007). The first ontological level in this atlas is separated into: (1) Basic cell 
groups and regions, (2) fiber tracts, and (3) ventricular systems. For the purpose of this 
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demonstration, all ROIs containing at least one structure classified within the “fiber tracts” 
ontological category were selected. Finally, this subset of the 40X ROIs was further separated 
based upon their dMRI metric average values. The ROIs were separated into 4 groups, using the 
25%, 50%, and 75% quantiles of their associated dMRI metric as group discriminators. This was 
performed for the fractional anisotropy (FA), the number of fiber orientations (NuFO), the 
maximum of the apparent fiber density (AFD_MAX), the NODDI orientation dispersion index 
(OD) and the NODDI intracellular volume fraction (IC_VF). The 40X images classified with this 
multimodal and atlas-based selection criteria were finally inspected to assert if they exhibit brain 
structures commonly associated with low (<25% quantile) and high (>75% quantile) values of each 
of these dMRI metrics. Finally, a few image features were computed within the 40X ROIs (average 
and standard deviation of reflectivity and attenuation). These features were categorized within each 
pair of  low / high dMRI metrics and were compared in a quantitative way using Student’s t-tests. 
 
 
Figure 5.3 Multimodal signal comparison performed between the 2R-SOCT and the dMRI data. 
The 3X SOCT (Green) is used to image a whole mouse brain that serves as a stereotactic reference 
to locate the 40X ROIs (red) within the dMRI volumes (blue). Scale bar: 2mm. 
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5.3 Results 
5.3.1 2R-SOCT Imaging System Characterization 
The axial and lateral resolutions of the dual-resolution serial OCT system were measured using an 
USAF1951 resolution target (Thorlabs, R1L1S1N) and an OCT calibration phantom (Arden 
Photonics, APL - OP01). All measurements were done in water (Figure 5.4). For the 3X arm 
characterization, the PSF pattern of the OCT phantom was imaged. The location of all points within 
an average b-scan was found and a 2D Gaussian profile was fitted on each of the PSFs. Using this 
method, the average lateral and axial resolutions of the 3X arms were 𝑟𝑥𝑦 = 17.5 𝜇𝑚 and 𝑟𝑧 =
12 𝜇𝑚. This is consistent with the resolution estimated with the USAF1951 resolution target using 
the 10/90 criteria and the last visible group element method (G5E6, 𝑟𝑥𝑦 = 17.54 𝜇𝑚). The lateral 
resolution of the 40X arm was measured using the resolution target only, because the engraving 
width given by the manufacturer of the OCT phantom (d < 2 microns) is larger than the OCT 40X 
resolution. The measured lateral resolution of the 40X arm was 𝑟𝑥𝑦 = 1.3 𝜇𝑚. The axial resolution 
of the 40X arm (𝑟𝑧 = 7 𝜇𝑚) was estimated by moving a mirror along the Z direction and by 
measuring the FHWM of the intensity peak around the focus. To calibrate the automatic translation 
between the 3X and 40X arms, the concentric circles of the resolution target were used. 
 
Figure 5.4 Dual resolution OCT characterization. (A) USAF1951 resolution target measured with 
the 3X arm. The last visible group element was G5E6. (B) Average b-scan of the OCT phantom 
PSF pattern. The red dots indicate the position of the detected PSF. The plots are the lateral and 
axial PSF profiles extracted from the image and the inset is the fitted PSF. These measures were 
done with the 3X arm. (C) USAF1951 resolution target measured with the 40X arm. All 
acquisitions were done in water. 
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5.3.2 Dual-Resolution Acquisitions 
An example of a fixed-focus dual-resolution mosaic acquisition is shown in Figure 5.5. The ROI 
to be imaged was selected manually with a custom GUI using the average intensity projection of 
the last acquired 3X OCT tissue slice (Figure 5.5A). A 3X OCT mosaic was acquired at the defined 
ROI position with a sampling resolution of 10 microns (Figure 5.5B). Then, after the calibrated 
sample translation from the 3X to the 40X arm, the same region was acquired with the 40X 
objective at a sampling resolution of 1.5 microns (Figure 5.5C). For this example, the raw data was 
assembled as is without compensating for vignetting effect or applying blending to the overlap 
areas in order to better illustrate the dual-resolution serial histology mosaicing approach. It shows 
that the in situ motor displacement model allows positioning each tile at their exact Cartesian 
position in the scanner reference frame, thus removing the need to perform image registration to 
assemble the data. 
 
Figure 5.5 Example of a dual resolution fixed-focus mosaic acquisition. (A) Manual selection of 
the region of interest to be imaged (Green polygon) (B) 3X OCT mosaic acquired at the defined 
ROI position. (C) Same region acquired with the 40X objective. Each mosaic tiles have a FOV of 
0.5 × 0.5 𝑚𝑚2 and an overlap of 20%. Scale bar: 250 microns. 
 
Individual myelinated fibers appear in the neocortex, as shown in the high-resolution mosaic of 
Figure 5.5C. Also, larger fiber bundles can be observed in the corpus callosum. It is important to 
note that due to the orientation dependent OCT contrast of myelinated fibers (Leahy et al., 2013; 
Joël Lefebvre, Castonguay, Pouliot, et al., 2017), only the fibers that are orthogonal to the laser 
beam optical axis will appear bright in these images. Fibers that are parallel to the optical axis 
exhibit a dark contrast (e.g. the mammillothalamic tracts in the 3X mosaic or the cingulum bundle 
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in the 40X mosaic of Figure 5.5). Another source of OCT contrast in gray matter was hypothesized 
to be the neurite density, as defined by the ratio of neuronal cell bodies to neurites (myelinated 
axons and dendrites) (Joël Lefebvre, Castonguay, Pouliot, et al., 2017; Srinivasan et al., 2012). 
This may be responsible for the visible structures in the neocortex or the hippocampus of the 40X 
mosaic. The ventricles and vessels appear in the ex vivo OCT images as dark areas. The vessels 
have a tubular or circular shape based on their orientation with the slicing plane. The 
microvasculature density could thus be another factor that affects the measured OCT contrast in ex 
vivo brain tissue. 
An example of the second type of dual resolution acquisition (dynamic-focusing OCT or OCM) is 
shown in Figure 5.6 for the corpus callosum. This brain area illustrates fiber bundle characteristics 
affecting the water diffusion signal analysis in dMRI, such as fiber orientation dispersion, fiber 
crossing and heterogeneity of fiber density and sizes. All OCM acquisitions exhibited high signal 
attenuation and a degradation of the lateral PSF with depth. Each OCM acquisition took around 6 
minutes to perform all movements, acquire a 3X version of the ROI, find the water-tissue interface 
and acquire the 40X OCT dataset as raw interference fringe volumes. The offline OCM volume 
reconstruction took another 5 minutes per ROI. For the first brain in this study, the OCM ROI 
positions were selected manually, and due to the long acquisition time per dual-resolution position, 
the number of ROIs was limited to 4-5 areas every 4-5 slices, which extended the acquisition time 
to about 3-4 days. 
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Figure 5.6 Dual resolution OCT acquisition showing the corpus callosum and cingulate bundle in 
a mouse brain. (A) Low resolution OCT volume used to target the high resolution ROI (red 
rectangle). (B) Maximum intensity projection and (C) Average intensity projection of the high-
resolution OCM volume acquired. (D) Average intensity projections over 30 microns of the OCM 
volume. The scale bars are of size 0.5 mm for the 3X image and 100 microns for the 40x image. 
 
For the second type of dual-resolution acquisition, the ROI positions could either be selected using 
the same GUI as for the dual-resolution mosaic images, or they could be generated automatically 
from the last acquired 3X OCT tissue slice. Figure 5.7 shows the various image processing steps 
needed to select random ROI positions, as well as a 3D rendering of the 40X ROIs generated for a 
mouse brain acquired with this method. Each OCM volumes spanned a d of 0.5x0.5x0.25 mm3 and 
were assembled at an isotropic sampling resolution of 1.5 microns using the Gabor-based OCM 
image fusion method. Figure 5.8 shows the average intensity projections of all dual-resolution 
ROIs acquired within a single mouse brain. Visual inspection of the ROI AIPs reveals that the 2R-
SOCT system and template matching algorithm have successfully associated the 40X OCM 
volumes to their 3X OCT locations in each mouse brain slices. The difference between a few 
3X/40X image pairs is mostly due to an axial range difference between the 3X and 40X AIPs. 
Indeed, the 3X OCT volume contains tissue from up to 800 microns deep, as of the 40X OCM 
volume axial range is going from the axial position of the water-tissue interface up to 250 microns 
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deep. To characterize the ROI positioning accuracy and repeatability of the 2R-SOCT imaging 
system, a template matching registration was performed using as reference the position chosen by 
the microscope operator or the position generated by the automated ROI position selection 
algorithm. Average lateral shifts of Δ𝑥 = 24 ± 31 𝜇𝑚 and Δ𝑦 = 142 ± 72 𝜇𝑚 (mean ± std) were 
measured between the reference and registered ROIs positions. As the template matching was 
performed at the down sampled 3X OCT mosaic image resolution of 25 microns/pixel, the 
measured position shift in the X direction corresponds to 1-2 pixels; thus part of the shift can be 
explained by image discretization. The larger lateral shift in the Y direction could be caused by the 
way the sample stage is assembled. Indeed, the Y-axis linear stage is mounted on top of the X-axis 
linear stage and is only supported at its center which acts as a pivot point. When performing a 
translation between the 3X and 40X objectives, the weight load is transferred from one side to the 
other of the pivot point. This can introduce minute linear stage displacements that affect principally 
the y-axis positions. A different XY stage configuration, for example using rail-guided linear stages 
to offer more support and reduce load-induced deformations, could help to reduce this effect. 
 
Figure 5.7 Automated 40X OCT ROIS generation method. (A) Average intensity projection of a 
3X OCT mouse brain tissue slice, (B) Tissue mask and 0.25mm margin from the Agarose/Tissue 
boundary (red line), (C) Probability bias used to guide the random ROI generation. (D) 25 ROIs of 
shape 0.5x0.5mm generated for this slice. (E) 3D rendering of the 40X ROIs (red) generated for an 
automated 2R-SOCT. 
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Figure 5.8 Average intensity projections of the dual-resolution ROIs acquired automatically within 
a single mouse brain. (Left) OCT ROIs acquired with the low-resolution 3X objective and (Right) 
the same OCM ROIs acquired with the high-resolution 40X objective. Each ROI is of size 0.5x0.5 
mm2. 
5.3.3 Comparison Between the dMRI and 2R-SOCT 
A multimodal comparison was performed between the OCM ROIs and the dMRI data. A total of 
n = 250 ROIs were acquired across three brains. For one brain the ROI positions were chosen 
manually during the acquisition by the microscope operator, and for the two other mouse brains 
the ROI positions were selected automatically with the method presented above. A 3D rendering 
of all ROI 3D FOVs aligned to the Allen mouse brain template is presented in Video 1 (Figure 
5.9). As seen in this video, a few ROIs were located outside of the brain, mostly toward the anterior 
part. This is due to a tissue segmentation error when imaging near the olfactory bulb, thus ROI 
positions were generated in agarose instead of in the tissue. This problem could be addressed with 
improved tissue segmentation approaches. Furthermore, after the OCT brain registration onto the 
Allen mouse brain template, a few ROIs that were acquired in the medulla were outside of the FOV 
and were thus ignored in the multimodal comparison. Using the Allen mouse brain template, a 
subset of n = 114 ROIs were selected among all acquired OCM volumes as they intersected at least 
one fiber tract structure. 
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Figure 5.9 3D rendering of all 40X ROIs of this study from three 2R-SOCT mouse brain 
acquisitions. All ROI overlay volumes were aligned to an OCT mouse brain template, shown here 
as a grayscale average intensity. The ROI position of the blue and red blocks were selected 
automatically by the 2R-SOCT ROI selection method, and the green blocks were selected manually 
by the microscope operator. This is a still frame from the video. (Video1, MP4, 2.2 MB) 
 
For this demonstration, 40X images associated with low and high dMRI metric values are shown 
in Figure 5.10 for selected examples. The brain structures obtained with the multimodal and atlas-
based ROI selection criteria exhibit characteristics that are in accordance with each metric value. 
First, fractional anisotropy is known to be affected by the presence of crossing fibers, fiber 
dispersion, fiber bundle density, and by the microstructural architecture of the cellular membranes 
(A. L. Alexander et al., 2007). For example, a 40X ROI containing the retrosplenial area (RSP) and 
part of the cingulum bundle (cing) was classified in the low FA group. In this case, the low FA 
value is due to the low myelin fibers density of this brain area. Indeed, the myelin fibers seen in 
this ROI have a smaller diameter and are not as tightly packed as the fibers in the fimbria (fi) near 
the septofimbrial nucleus (SF), which was classified in the high FA group. Secondly, low values 
of the NuFO metric are associated with fiber tracts and strongly aligned bundles, as shown here in 
the corpus callosum (cc). On the contrary, high NuFO values are measured in fiber crossings areas. 
This is observed for example in the gigantocellular reticular nucleus (GRN) as shown in Figure 
5.10. Similarly, the AFD_max is another metric computed from the fiber orientation distribution 
function and is interpreted as the apparent fiber density within a dMRI voxel. The OCM images 
classified within the low AFD_max group show a low density of myelin fibers, as exemplified by 
the supplemental somatosensory area (SSs) where the external capsule (ec) projects fibers in the 
cortex. On the opposite, high AFD_max is an indicator of high fiber density and was associated 
with the olfactory and temporal limbs of the anterior commissure (aco, act) in this example. The 
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last two dMRI metrics that were compared with the OCM data are orientation dispersion index 
(OD) and the intracellular volume fraction (IC_VF) from the NODDI model. Low orientation 
dispersion is usually observed in the most coherent white matter as illustrated in Figure 5.10 by the 
genu of the corpus callosum (ccg). As for the high OD values, the original NODDI publication 
(Zhang et al., 2012) states that high orientation dispersion is expected in “white matter structures 
composed of bending and fanning axons [and in] the cerebral cortex and subcortical gray matter 
structures characterized by sprawling dendritic processes in all directions”. For example, the 
caudoputamen (CP) near the external capsule (ec) was classified as having high orientation 
dispersion. Finally, the intracellular volume fraction is an indication of the neurite density as it is 
related to the water diffusion constrained by the dendrites and neurons. To illustrate, an ROI 
containing the epithalamus (EPI) and the dentate gyrus molecular (DG-mo) and granule cell (DB-
sg) layers were classified within the low IC_VF group, and an ROI containing 4 different fiber 
tracts (the superior cerebellar peduncle decussation (dscp), the mammilotegmental tract (mtg), the 
doral tegmental decussation (dtd), and the crossed tectospinal pathway (tspc)), was classified 
within the high IC_VF category. This qualitative comparison between the 2R-SOCT data and the 
dMRI metrics shows that such a new imaging pipeline will enable multiresolution and multimodal 
studies using small animal brains. Furthermore, by implementing various image processing 
techniques to analyze the OCM data, such as texture analysis, cell segmentation or fiber diameter 
/ orientation extraction, the 2R-SOCT system will provide additional information that could be 
used to perform quantitative multimodal validation studies. 
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Figure 5.10 Examples of 40X ROIs associated with low and high dMRI metric values. Each image 
spans a FOV of 0.5x0.5 mm2 and is an average intensity projection over 250 microns. The yellow 
annotations indicate the brain structures and their volume fraction within the ROIs. The acronyms 
follow the Allen Mouse Brain convention. (RSP): Retrosplenial Area, (cing): Cingulum Bundle, 
(SF): Septofimbrial Nucleus, (TRS): Triangular Nucleus of Septum, (fi): Fimbria, (cc): Corpus 
Callosum, (dhc): Dorsal Hippocampal Commissure, (GRN): Gigantocellular Reticular Nucleus, 
(PRNc): Pontine Reticular Nucleus, Caudal part, (tspc): Crossed Tectospinal Pathway, (SSs): 
Supplemental Somatosensory Area, (SSp): Primary Somatosensory Area, (CP): Caudoputamen, 
(ec): External Capsule, (aco): Anterior Commissure, olfactory limb, (act): Anterior Commissure, 
temporal limb, (HY): Hypothalamus, (ccg): Genu of the Corpus Callosum, (fa): Corpus callosum, 
Anterior Forceps, (STR): Striatum, (SH): Septohippocampal Nucleus, (IG): Induseum Griseum, 
(EPI): Epithalamus, (DG-mo): Dentate Gyrus - Molecular Layer, (DB-sg): Dentate Gyrus – 
Granule Cell Layer, (sm): Stria Medullaris, (MB): Midbrain, (dscp): Superior Cerebellar Peduncle 
Decussation, (mtg): Mammilotegmental Tract, (dtd): Doral Tegmental Decussation, (tspc): 
Crossed Tectospinal Pathway. 
 
A quantitative comparison between the OCM and the dMRI values was performed (Figure 5.11). 
Image features were extracted from each 40X ROIs AIPs: the average normalized reflectivity ⟨𝑟𝑁⟩, 
the average attenuation coefficient ⟨𝜇⟩, the normalized reflectivity standard deviation 𝜎𝑟, and the 
attenuation coefficient standard deviation 𝜎𝜇. The OCM image features associated with each 40X 
ROI containing at least one fiber tract structure were classified based on the dMRI metric groups 
computed for the qualitative comparison. For each feature (⟨𝑟𝑁⟩, ⟨𝜇⟩, 𝜎𝑟, 𝜎𝜇) and for each pair of 
low / high dMRI metrics (FA, AFD_MAX, NuFO, OD, IC_VF), a T-test was performed with a 
statistical significance level of 𝛼 = 0.05/𝑛, were 𝑛 = 20 is the Bonferroni correction for multiple 
comparisons. This revealed that 𝜎𝑟 was significantly higher for the ROIs classified within the 
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low/high FA groups (p < 0.00001), and for the ROIs classified within the low/high AFD_max 
groups (p < 0.001). A hypothesis to explain this effect is that the presence of a fiber bundle within 
a 40X ROI increases tissue heterogeneity, thus broadening the OCT reflectivity value range. As 
the fiber bundle density increases, the overall reflectivity will increase in the FOV because more 
myelin fibers contribute to photon backscattering. The OCT signal for other dMRI metrics also 
seems to change between groups, although no statistically significant differences were measured. 
Some of the changes observed in Figure 5.11 include an increase of ⟨𝜇⟩ (p=0.02) and 𝜎𝜇 (p = 0.05) 
with FA, as well as a reduction of 𝜎𝑟 (p=0.02) and ⟨𝜇⟩ (p=0.04) with OD. A hypothesis to account 
for the higher attenuation with increases in FA is that as the fiber bundles become more strongly 
aligned, more myelin fibers are encountered by the photons and each reflection contributes to the 
sampling beam attenuation. This is consistent with our previous findings in whole mouse brains 
imaged with SOCT only (Joël Lefebvre, Castonguay, Pouliot, et al., 2017).  Furthermore, the 
reduction of  𝜎𝑟 and ⟨𝜇⟩ as the neurite orientation dispersion increases may be linked to myelin 
sheets and the anisotropic scatterers within the dendrites and axons that redirect the light in more 
directions, thus the overall reflectivity values range within the 40X ROIs decrease. This tissue thus 
appears as homogeneous. For gray matter, the neurites are less myelinated thus the tissue 
reflectivity will also decreases. 
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Figure 5.11 Comparison between simple OCM image features the dMRI metrics. Each histogram 
represents the OCM values classified within the low (blue) and high (orange) dMRI metric 
quantiles. The red stars indicate significant differences obtained from a T-test between all pairs of 
Low/High metric values, corrected for multiple comparisons (p < 0.0025). 
5.4 Discussion 
A few design choices of the 2R-SOCT system introduced limitations that could be improved in 
future implementations of similar serial microscopes. First, the same swept-source laser was used 
for both 3X and 40X arms. The narrow bandwidth (Δ𝜆 = 100 𝑛𝑚) of the swept-source laser 
resulted in isotropic sampling for the 3X arm but in a high sampling anisotropy between the axial 
and lateral directions for the 40X OCM volumes. This anisotropy limits the usefulness of the 3D 
aspect of the 40X measures due to the poor axial resolution. Using a source with a larger bandwidth 
or distinct laser sources for each OCT arms could resolve this problem at the expense of increased 
cost and system complexity. Improving the axial resolution might also be possible by performing 
axial PSF deconvolution (Ralston et al., 2005) or interferometer synthetic aperture microscopy 
(Ralston et al., 2007). Another imaging artefact caused by the optical design of the microscope is 
the focal plane curvature. This was characterized by detecting the water/tissue interface within each 
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OCM volume and by next decomposing this surface into Zernike polynomials (Barrett & Myers, 
2003; Lakshminarayanan & Fleck, 2011) 𝑍𝑗(𝑥, 𝑦) of index 𝑗 ≤ 5, thus only considering low order 
aberrations. Typically, a focal plane depth denivelation of around 70 microns was measured 
between the center and the FOV boundary. For all OCM volumes, the field curvature geometry 
was near-spherical. Indeed, the three largest Zernike coefficients were, in decreasing order of their 
absolute normalized amplitude, the piston term 𝑍0 (|𝑐0| = 0.5), the defocus term 𝑍4 (|𝑐4| = 0.26) 
and the vertical astigmatism term 𝑍5 (|𝑐5| = 0.19). The defocus term is a consequence of the large 
galvanometric mirror scanning angles necessary to get a lateral FOV of 0.5mm with the 40X 
objective. The vertical astigmatism is caused by the two 45o mirrors used to guide the sampling 
beam toward the 40X arm and by the scan-induced delay (Ahsen et al., 2013). A different optical 
design, smaller lateral FOVs, the use of a lower magnitude objective or an inline scan-induced 
delay compensation method could help to diminish this deformation. 
The acquisition time for a single low-resolution slice was approximately 5 minutes for a 4 × 3 
mosaic of 5 × 5 × 2.5 𝑚𝑚3 volumetric OCT tiles with 20% overlap. If no additional dual-
resolution acquisition is performed, this amounts to a total of about 5.5 hours per brain. The serial 
histology acquisition takes an approximate 15 seconds per tile, and 2 minutes to move the samples 
to the vibratome blade and cut a tissue slice. For the 3X mosaic, the limiting factor for the 
acquisition time is the in-line OCT volume reconstruction. Indeed, the acquisition code is single-
threaded which means that the volume has to be assembled before the next tile can be acquired. 
Using a different acquisition strategy (e.g. save the data directly on disk without reconstruction, 
reconstruction in a different thread or using a dedicated image processing server), the acquisition 
time per tile could be reduced to 6 seconds (whole brain in about 3 hours), which would now be 
limited by the swept-source laser sweep rate. Moreover, a different vibratome geometry and sample 
stage movement optimization could further reduce the tissue cutting time. This would reduce 
significantly the acquisition time when performing multiple subject studies, and it would also be 
beneficial for larger sample acquisitions. To further accelerate the serial histology procedure, faster 
swept-source lasers could be employed, or the raster scan design could be replaced by a full-field 
OCT configuration. The 40X OCM acquisition procedure was another factor that significantly 
increased the imaging time. Indeed, whole volumetric scans were performed for each focus depth 
within the tissue, despite the fact that most signal originates from the vicinity of the focal plane due 
to the small depth-of-field of the 40X objective. The acquisition of the volumetric interference 
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fringes is a consequence of the FD-OCM acquisition scheme. Furthermore, the OCM acquisition 
speed was slower due to the depth scanning method, which consisted in adjusting the depth of 
sample holder for each 40X OCT volumes.  Different acquisition strategies, such as reconstruction 
using GPUs, Gabor fusion master-slave OCT (Cernat et al., 2017) or dynamic focusing objective 
lens for axial scanning (Murali & Rolland, 2007) could help to reduce the time required to obtain 
OCM volumes. 
For this demonstration of the 2R-SOCT imaging pipeline, the dual resolution ROIs were either 
selected manually by the operator during the acquisition or in a fully automated way by employing 
a ROI selection algorithm. The manual selection method is useful to target specific brain areas and 
to investigate at high resolution particular details observed during the serial histology acquisition. 
As for the automated ROI selection strategy, it offers the advantage of eliminating operator bias in 
the ROI positions, and it diminishes the total acquisition time as no user interaction is required, 
thus allowing for more dual-resolution ROIs to be acquired during an imaging session. 
Furthermore, the probability maps used to guide the random position selection can be adapted to 
use various image features and thus provide an additional degree of freedom during experimental 
design. In future work, this automatic ROI selection methodology could be combined with an in 
situ slice-to-volume registration procedure (Ferrante & Paragios, 2017) to an OCT mouse brain 
template. Using such a strategy could allow fully automated dual-resolution serial OCT protocols 
adapted to various experimental designs, such as automatic validation of dMRI in preselected fiber 
crossing areas, automatic multimodal studies with ROIs generated from user-defined segmentation 
of the OCT mouse brain template prior to the serial histology procedure, or acquisitions guided by 
previously computed statistical parametric maps obtained from another imaging modality. 
Upon inspection of the brain structures associated with each ROI, it appears that each structure’s 
volume fraction is often lower than could be anticipated when observing the 40X ROI AIPs. For 
example, in Figure 5.10 the ROI associated with a high AFD_max value seems to mostly contain 
the olfactory limb of the anterior commissure (aco), but this fiber tract only amounts to 29% of this 
ROI volume fraction.  This can be explained as follows. First, the volume fractions were computed 
from the atlas labels contained within each 3D ROI FOV coregistered to the Allen mouse brain 
template. Any registration errors can thus impact the structure volume fractions. The registration 
was performed with a series of rigid and affine transforms only, thus smaller local morphological 
differences between the mouse brains and the template were not compensated. Another explanation 
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for this volume fraction discrepancy is the image deformations and artefacts present in the 40X 
data. Indeed, the focal plane curvature, the presence of water above the tissue in the assembled 
OCM volumes and the OCM reconstruction method itself can all reduce the effective axial FOV 
of the 40X ROIs, thus some structures that were intersected by the ideal 40X FOV might not be 
present in the effective FOV. Last, this visual discrepancy between the reported volume fractions 
and the structures visible in the AIPs might only be a consequence of the 2D representation of a 
3D FOV.  
The larger size of the 40X ROI FOVs (0.5 mm) compared to the dMRI voxel size (0.125 mm) had 
for consequence that the average dMRI metrics per ROIs were affected by partial volume effects. 
For example, the maximum FA value measured for an ROI containing a fiber tract was 0.58. One 
option to reduce this effect in future investigations with the 2R-SOCT would be to split the ROIs 
into subvolumes of 125 microns prior to multimodal comparisons. A drawback of smaller ROIs is 
an increase sensitivity to data misalignment and registration errors, which in turn would increase 
the need to include non-linear deformations into the multimodal registration pipeline. Finally, the 
naïve comparison of simple OCM image features with dMRI was shown to be limited. There was 
a lot of cross talks between each dMRI groups, and the statistical significance was low. The use of 
more complex image processing techniques, for example to extract information about the fiber 
volume fractions, fiber density, or orientation, could provide more information about the tissue 
microstructure in future dMRI validation studies with the 2R-SOCT platform. Nonetheless, the 
qualitative comparisons have shown that the novel 2R-SOCT imaging pipeline is able to target 
specific area in the brain and that the high resolution ROIs can be located with good precision 
within diffusion MRI data. 
5.5 Conclusion 
A novel dual-resolution serial OCT imaging system was developed. The low resolution OCT 
volumes acquired with a 3X objective were used to image whole mouse brains. The high-resolution 
OCM volumes acquired with the 40X objective were able to resolve individual myelinated fibers 
and other brain tissue structures. Moreover, the 2R-SOCT data were coregistered to dMRI data 
acquired for the same mouse brains prior to histology. This fully automated dual-resolution serial 
histology pipeline was used in a qualitative validation example, revealing the correspondence 
between various dMRI metrics and fiber architecture. Our new imaging pipeline demonstrates the 
123 
usefulness of this imaging modality to perform multimodal validation studies, and opens the way 
to new interesting applications, such as small animal neuropathology multimodal cross-sectional 
studies. Finally, the 2R-SOCT imaging pipeline presented is not limited to OCT and OCM. Indeed, 
any imaging modality could be used in the second arm, provided that the optical elements are 
adapted to the wavelength and type of signal to be measured. Such a dual-modality serial OCT 
scanner could be used for example to evaluate colocalization in whole mouse brains of the 
microvasculature changes measured with a two-photon fluorescence microscopy, with the white 
matter distribution mapped with the SOCT. 
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5.7 Appendices 
5.7.1 Appendix A: Stereotactic Correspondence between the 3X and 40X OCT 
The precise positioning of the OCM volumes within the dMRI mouse brain was obtained by a 
combination of acquisition-related procedures and post-acquisition registration techniques. First, 
the motorized sample stage was used to ensure an accurate and consistent correspondence of the 
3X and 40X images. Although the linear stages employed for sample displacements possess sub-
micron accuracy, the X and Y linear stages were not perfectly orthogonal, thus introducing a 
deformation when performing mosaics. To compensate this effect, a simple transformation model 
was developed to characterize the motorized sample stage assembly. This model describes the 
sample 2D Cartesian positions as a combination of the linear stages microstep positions. The model 
was:  𝑝 = 𝑨 𝑝 𝑀 + ?⃗? , where 𝑨 is a 2 × 2 transform matrix, ?⃗?  is a translation vector, 𝑝  is the 2D 
Cartesian position and 𝑝 𝑀 is the microstep position of each linear stage. The transform matrix was 
calibrated for each linear stage by performing a displacement by predefined number of microsteps, 
by recording an image at each location and by then extracting the real translation performed 
between the initial image and the translated one using phase correlation. The linear stage origin 
location was taken into account by adding a translation ?⃗? . This model was used to precisely convert 
linear stage position to 2D Cartesian positions. This accurate position was recorded for each 3X 
OCT tile, thus eliminating the need to perform pairwise image registration during the data 
reconstruction.  
Another calibration was performed in order to directly relate the images acquired by the 3X and 
40X arms of the microscope. Using a resolution target, images of concentric circles were acquired 
using both the 3X and 40X objectives. The 2D Cartesian coordinate corresponding to each image 
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position was recorded, and the translation between both arms was measured. Consequently, images 
acquired with the 40X objective were mapped directly into the assembled 3X OCT brain slices 
during the 2R-SOCT acquisition process. A second offline registration procedure was employed to 
validate and refine the ROI positions for the subsequent multimodal comparison. A template 
matching algorithm (OpenCV) was used to find the lateral 40X ROI positions within an assembled 
3X tissue slice. The similarity between the 40X templates and the 3X image patches was assessed 
with the normalized cross-correlation (Lewis, 1995). This registration procedure was necessary 
due to positional errors caused by the linear stages when performing large displacements to move 
the samples from the 3X to the 40X objectives. Next, to be able to locate the 40X ROIs within the 
assembled 3X brains and the dMRI volumes, an ROI overlay volume was generated. The overlay 
generation method used the registered 40X lateral positions and the tissue slices positions 
computed for the 3X OCT whole brain reconstruction. The resulting overlay volumes had the same 
dimension as the assembled brains, and each ROI was represented by a 3D block of similar FOV 
and position. Each block was assigned a different label to know which 3D FOV corresponds to 
which 40X ROI. Finally, to get a stereotactic correspondence between the high resolution 40X 
ROIs and their MRI counterparts, the affine matrices obtained during the 3X OCT and dMRI brain 
registration onto the Allen mouse brain were applied sequentially on the 40X ROI overlay volumes. 
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CHAPITRE 6 DISCUSSION GÉNÉRALE 
Les travaux réalisés pour cette thèse et présentés dans les articles précédents ont été menés pour 
atteindre l’objectif général du projet, soit le développement d’un pipeline d’imagerie basée sur 
l’histologie sérielle par OCT pour réaliser des études de groupes animales multimodales combinant 
histologie et IRMd. D’abord, une méthode de reconstruction des données SOCT a été mise en place 
afin d’assembler les images qui étaient déjà acquises au sein du laboratoire. En utilisant des outils 
d’analyse développés pour la neuro-imagerie par IRM, des méthodes de recalage des cerveaux, de 
calcul d’un cerveau moyen, et de segmentation des tissus ont été adaptées pour être utilisées avec 
les cerveaux de souris reconstruits. Ces outils ont permis de réaliser une première comparaison 
entre IRMd et OCT. Cette comparaison a confirmé la dépendance du contraste OCT avec 
l’orientation des fibres de matière blanche, et a indiqué que quelques propriétés structurelles des 
amas pouvaient influencer le contraste, comme leur densité, le diamètre et le nombre d’orientations 
des fibres, les croisements de fibres, la proportion de neurites par rapport à la matière grise, etc. En 
plus de la réflectivité du tissu, le coefficient d’atténuation local a été extrait en adaptant un modèle 
de diffusion à un seul photon. Ces cartes d’atténuation sont utiles à la fois pour réduire les variations 
d’intensité avec la profondeur de la réflectivité lors de l’assemblage des données, et aussi comme 
indicateurs supplémentaires des propriétés des tissus neuronaux. La combinaison de la réflectivité 
et de l’atténuation a été mise à profit pour classifier les tissus en 5 groupes distincts pour le premier 
article. L’exploitation du ratio entre atténuation et réflectivité pourrait être un indicateur de 
l’inclinaison des fibres par rapport à l’axe optique du microscope.  
L’OCT sériel dans le premier article employait un objectif 3X offrant une résolution quasi 
isotropique autour de 15 microns par voxel. Afin de distinguer des détails fins de la myéline avec 
l’OCT, il faut toutefois utiliser une résolution plus petite. Pour tirer profit du pipeline multimodal 
développé pour le SOCT-3X, le système d’imagerie sériel a été modifié en incluant un second bras 
OCT à haute résolution. Ainsi, les données à faible résolution ont servi de repère stéréotaxique 
pour les acquisitions à haute résolution. Un tel système est une solution au compromis qu’il faut 
inévitablement faire entre résolution et quantité de données lors de la conception d’un système 
d’histologie massive. Les images acquises par histologie sérielle bi-résolution ont été intégrées au 
pipeline d’imagerie et de traitement mis en place pour le SOCT. Ainsi, les ROIs 40X ont pu être 
comparées directement à leur voxel correspondant dans des volumes IRMd acquis pour les mêmes 
cerveaux. Une comparaison sommaire des  données, basée sur un atlas et utilisant les métriques 
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IRMd pour classifier les ROIs 40X, a révélé que les caractéristiques microstructurales des fibres 
attendues pour chaque métrique IRM étaient bel et bien observées. Ceci confirme le potentiel du 
système d’histologie bi-résolution par OCT pour réaliser des études multimodales et 
multirésolution avec plusieurs animaux.  
6.1 Objectif 1 
Le premier objectif spécifique de cette thèse était l’élaboration d’une méthode de reconstruction 
des données d’histologie sérielle par OCT, et la mise en place d’un pipeline de coregistration pour 
aligner les cerveaux de souris OCT aux images IRMd. Quelques choix faits au cours de 
l’élaboration des méthodes de traitement d’images ont des limitations qui pourraient être adressées 
aux cours de  projets avec ce type de données. 
Le calcul des positions de chaque image au sein de la mosaïque a soit utilisé un modèle de 
déplacement des moteurs linéaires du support à échantillon, soit utilisé directement les positions 
enregistrées par ces moteurs au cours de l’acquisition.  Dans les deux cas, le modèle suppose que 
tous les volumes d’une même tranche de tissu ont été acquis à une hauteur fixe du support à 
échantillon. Donc, aucune coregistration dans la direction axiale n’est faite et la majorité des calculs 
pour estimer la translation entre images voisines est réalisée avec une projection 2D des intensités 
en fonction de la profondeur. Ce choix permet d’accélérer les calculs, et il est justifé parce que  
pour l’OCT 3X, la grande profondeur de champ ne requiert pas d’ajuster la hauteur du focus dans 
le tissu pour chaque position au sein de la mosaïque. Toutefois, lorsqu’un objectif à plus grand 
grossissement est utilisé, il est essentiel d’ajuster la hauteur de l’échantillon pour chaque position 
latérale. En effet, la profondeur de champ pour les objectifs à grand NA est plus faible. Le modèle 
de reconstruction pourrait donc être adapté pour considérer les translations axiales lors de la 
coregistration. Cette modification n’impliquerait pas de modification du modèle de fusion 
d’images, puisqu’il est déjà développé pour recevoir des positions 3D. En effet,  il est utilisé pour 
assembler les tranches de tissus en 1 seul volume.  
En ce qui concerne encore  la coregistration des données, le modèle suppose que les positions 
obtenues par les moteurs linéaires sont précises au micron près et qu’aucune variation aléatoire 
n’est introduite lors de l’acquisition. Ceci est une hypothèse valable lorsque les données sont 
assemblées à faible résolution (p.ex. à 25 microns), mais pourrait représenter une limitation pour 
des reconstructions à plus haute résolution. Un schéma d’optimisation locale des positions, qui 
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considère le réseau de voisinage (neighborhood graph) formé par les images d’une même mosaïque 
pourrait  être ajouté au modèle de calcul des positions pour faire des ajustements sous-
micrométriques. Un autre défi d’intérêt pour des acquisitions avec un objectif à plus grand NA 
consiste en les aberrations optiques et déformations d’images dans ces jeux de données. De plus, 
la faible longueur de Rayleigh de ces objectifs a pour conséquence qu’une dégradation de la PSF 
latérale apparaît plus la zone imagée est éloignée du plan focal. Des algorithmes de prétraitement 
des données, de débruitage et de déconvolution sont essentiels à ajouter au prétraitement des 
données si un grand NA est utilisé pour acquérir les cerveaux entiers avec le SOCT. 
Les cerveaux de souris entiers ont été assemblés à une résolution réduite de 25 microns / voxel, 
afin de diminuer le temps de calcul, de  visualiser les données reconstruites et de  faire les 
coregistrations multimodales en des temps raisonnables. Bien entendu, des méthodes de 
reconstruction multirésolution seraient un atout important pour l’histologie sérielle afin de pouvoir 
exploiter l’entièreté des données à leur pleine résolution. Ceci nécessiterait le développement d’un 
serveur de visualisation similaire à celui utilisé par le Allen Institute qui permet de naviguer à 
plusieurs résolutions dans les données sans avoir à tout conserver en mémoire. Également, 
l’utilisation des données SOCT à leur pleine résolution pourrait ouvrir la voie à d’autres types 
d’analyse autres que les études morphométriques, tel que l’analyse des textures et des patrons de 
speckles. L’intégration des pipelines d’assemblage à des serveurs de calculs, une fonctionnalité du 
code développé pour le 1er article mais qui n’est pas nécessaire lorsque les données sont assemblées 
à basse résolution, devient alors essentielle. Un aspect exploré au cours de ce projet, mais qui n’a 
pas été intégré au pipeline d’imagerie faute de temps et de priorité, est la combinaison des serveurs 
de données et de reconstruction en un seul serveur. Ce serveur permettrait  à la fois de conserver 
les images acquises par les systèmes d’histologie sérielle, de les assembler, de les coregistrer 
automatiquement à des cerveaux de références. Il servirait aussi  à archiver les multiples 
expériences réalisées en laboratoire. De plus, la quantité croissante de données générées par les 
systèmes d’histologie vont nécessiter le développement de méthodes de compression des images 
efficaces pour l’OCT, tel que la compression par transformée en curvelets (Jian et al., 2010).   
Une autre contribution importante au premier objectif de cette thèse est l’intégration du modèle 
d’atténuation avec la profondeur du tissu pour assembler les données SOCT. Toutefois, ce modèle 
a  quelques défauts. Il suppose que la rétroréflexion est une fraction constante du faisceau atténué. 
Ceci est une hypothèse valide que pour les tissus homogènes. De plus, le modèle représente les 
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changements d’interfaces (par exemple tissu/eau, ou tissu/CSF) par des zones de grande 
atténuation. Une amélioration du modèle pour considérer ces limitations serait utile. Une façon de 
complémenter le modèle d’atténuation actuel serait d’exploiter les images des mêmes tissus acquis 
à plusieurs profondeurs. En effet, les données SOCT 3X sont en mesure d’imager plus 
profondément dans le tissu que les 200 microns conservés par la reconstruction. Il serait donc 
possible d’extraire de l’information sur la diffusion multiple dans les zones de tissus profondes.  
Une autre information qui pourrait être extraite des données OCT est l’orientation locale de la 
texture. L’article 1 montre que la dépendance entre réflectivité, atténuation et orientation de la 
matière blanche pourrait être utilisée pour extraire l’inclinaison des amas de fibres par rapport à 
l’axe optique du microscope. Ceci permettrait de calculer des cartes d’orientation de fibres pour 
les jeux de données SOCT existants. 
6.2 Objectif 2 
Le second objectif spécifique de cette thèse était le développement d’un OCT bi-résolution intégré 
au système d’histologie sériel déjà en place. Ceci a été fait une fois le pipeline de reconstruction et 
de coregistration développé pour le SOCT.  Afin de profiter du système OCT existant, l’OCM a 
été conçu pour utiliser le même laser à balayage et le même système de miroirs galvanométriques. 
D’autres configurations auraient toutefois été possibles. En conservant la même source laser, le 
système aurait pu utiliser un commutateur optique fibré pour diriger la lumière vers deux systèmes 
de miroirs galvanométriques et deux télescopes distincts sans nécessité de déviation du faisceau 
par des miroirs 45o. Un avantage de cette configuration est la simplification de l’alignement 
optique, mais la lumière récoltée contiendrait  du signal parasite provenant des 2 bras de l’OCT. 
Une autre configuration utiliserait un changeur d’objectif motorisé. Ce système doit toutefois 
utiliser le même télescope pour tous les objectifs présents dans le dispositif, donc il faudrait 
s’assurer que les conditions d’utilisation de chaque objectif  soient les mêmes, peu importe leur 
grossissement. Ces composants optomécaniques nécessitent aussi un plus grand espace physique, 
ce qui qui n’est pas compatible avec le bassin d’immersion utilisé pour l’histologie massive. Le 
système aurait pu encore être conçu en utilisant deux sources de lumière différentes. Par exemple, 
une diode super luminescente à grande largeur de bande aurait pu être utilisée dans le second bras, 
offrant une meilleure résolution axiale pour l’OCM. La configuration à 2 sources offre la possibilité 
d’utiliser une modalité optique différente, telle que la microscopie confocale, la microscopie à 
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fluorescence 2-photons ou la microscopie Raman, au détriment d’une augmentation de la 
complexité du système optique. 
Le grand grossissement de l’objectif sélectionné (40X) a permis d’obtenir une résolution latérale 
d’environ 1.3 micron; la profondeur de champ du microscope était d’environ 8 microns. Cette 
résolution anisotropique a pour conséquence que seules des projections 2D des données 40X ont 
été exploitées lors des comparaisons de l’OCM avec l’IRM. Ceci limite en effet la capacité de 
détecter les fibres de myélines individuelles en 3D ou les corps cellulaires des neurones. Pour 
obtenir une résolution isotrope, il serait nécessaire de remplacer la source laser à balayage par une 
source à plus large bande. En effet, la résolution axiale obtenue grâce au sectionnement par 
cohérence de l’OCT est inversement proportionnelle à sa largeur de bande. Pour obtenir une 
résolution isotropique avec l’objectif 40X actuel, il faudrait une source de largeur Δ𝜆 ≈ 580 𝑛𝑚. 
Une telle largeur de bande nécessiterait le remplacement du laser à balayage par un laser 
Ti:Sapphire (Drexler, 2004). Une autre conséquence de la faible profondeur de champ de l’objectif 
40X est qu’il est nécessaire d’ajuster la profondeur du plan focal manuellement afin d’obtenir un 
volume 3D avec l’OCM. La méthode actuelle ajuste la hauteur de l’échantillon avec le support 
motorisé. D’autres solutions, telles que l’utilisation d’une lentille à focale variable ou l’OCT de 
type maître-esclave, permettraient d’accélérer le mesurage. 
Deux méthodes de sélection des ROIs ont été développées pour le 2R-SOCT (manuelle et 
automatique). Une troisième méthode supervisée serait une extension utile du système actuel. Elle 
consisterait en la préparation d’une carte d’acquisition pour guider la sélection des ROIs lors de 
l’acquisition. Cette carte pourrait être une segmentation manuelle des structures en utilisant un 
cerveau de souris moyen. Par la suite, durant la prise de mesures chaque tranche acquise avec le 
SOCT serait coregistrée sur le cerveau moyen pour détecter sa position, et les régions croisées dans 
la carte d’acquisition supervisée seraient utilisées pour générer des régions d’intérêts à imager avec 
le 40X. Un tel schéma d’acquisition supervisé pour le 2R-SOCT permettrait d’adapter le pipeline 
d’imagerie sérielle à diverses études de neuro-imagerie multimodale. Par exemple, des ROIs 40X 
ciblant uniquement des régions de croisement de fibres pourraient être imagés pour une expérience 
de validation dMRI. 
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6.3 Objectif 3 
Le troisième objectif spécifique de cette thèse était la comparaison de l’OCT et de l’IRMd. Les 
données IRM ont permis de mieux comprendre l’origine du contraste en OCT pour les tissus 
neuronaux. Le premier article a comparé directement le contraste des fibres de matière blanche 
entre OCT et IRM de diffusion. Pour ce faire, une méthode de coregistration multimodale a été 
mise en place. La comparaison a révélé une dépendance entre le contraste OCT et l’orientation des 
fibres de matière blanche. Le contraste est plus faible lorsque les fibres sont parallèles à l’axe 
optique, et plus élevé lorsqu’elles sont orthogonales à celui-ci. Cette même relation a été observée 
pour l’atténuation. Ce résultat confirme des observations faites dans d’autres articles ayant étudié 
les tissus neuronaux avec l’OCT. 
Dans le second article, la microstructure des tissus respectait bien les hypothèses de modélisation 
pour expliquer les variations de contrastes des métriques calculées. Des comparaisons qualitatives 
ont été faites entre les images OCM et les métriques issues de l’IRM, telles que la dispersion des 
orientations ou la densité apparente des fibres. Pour faire une comparaison quantitative, quelques 
étapes supplémentaires devraient être faites lors de l’analyse. D’abord, les données IRM et OCT 
ont été alignés sur un même repère en utilisant des transformations rigide et affine seulement.  Ce 
choix de transformations a été fait pour éviter les déformations excessives introduites par une 
méthode d’alignement difféomorphique. Ces erreurs d’alignement étaient dues à des portions de 
tissu manquantes et à une différence de contraste entre l’OCT et les autres modalités. Les structures 
n’étaient pas toutes visibles dans les données et la méthode de transformation difféomorphique 
tentait donc d’aligner des structures qui ne sont pas les mêmes en réalité. Les erreurs d’alignement 
et la limitation aux transformations rigides et affines ont pour conséquence que les ROIs 40X ne 
sont pas toujours positionnées au bon endroit dans les données IRMd. Les erreurs semblaient être 
plus importantes près des extrémités antérieures et postérieures des cerveaux. Une étude a permis 
d’identifier ces régions (lobes olfactifs et cervelet) comme étant celles présentant le plus de 
déformations lors du processus d’histologie sériel (Castonguay et al., 2018). L’évaluation 
quantitative de la corrélation entre OCT haute résolution et l’IRM devra donc résoudre ces 
problèmes d’alignement.  
Un autre facteur à considérer pour une analyse quantitative est la taille des images 40X. Les champs 
de vue pour les expériences étaient de 0.5x0.5x0.25 mm3, ce qui représente environ 4x4x2 voxels 
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IRMd ayant une résolution isotropique de 125 microns. Pour évaluer la correspondance entre les 
images OCT et les voxels IRM, il faudrait donc sous-sectionner chaque volume OCM en blocs de 
125 microns de largeur. De plus, un FOV de 0.5 mm est très large pour un objectif 40X, de sorte 
que plusieurs aberrations optiques et déformations spatiales sont présentes dans les images. Il faut 
donc tenir compte de ces effets lorsque les blocs OCM sont formés pour correspondre aux voxels 
IRM. Finalement, les mesures IRMd considèrent des voxels 3D, alors que l’analyse 3D des 
volumes OCM est limitée par l’anisotropie de la résolution optique due aux facteurs mentionnés 
précédemment, tels que la largeur de bande du laser et la faible profondeur de champ de l’objectif. 
Tout de même, les images acquises avec le système actuel pourraient être analysées en 2D afin, 
entre autres,  d’estimer l’orientation 2D des fibres, les segmenter, calculer le diamètre ou la densité 
des amas de fibres à partir de la texture de l’image, ou pour détecter les corps cellulaires.   
 
140 
CHAPITRE 7 CONCLUSION  
L’intérêt croissant pour l’histologie sérielle en neurosciences s’explique par la nécessité de 
cartographier à haute résolution et dans des cerveaux entiers des phénomènes neurophysiologiques 
qui ne sont pas visibles à plus faible résolution avec les techniques d’imagerie conventionnelles. 
Le pipeline d’imagerie multirésolution, ainsi que les méthodes de reconstruction des données 
histologiques développées pour cette thèse, offre une nouvelle approche au dilemme entre 
résolution et quantité de données lors des études par histologie sérielle. Il s’agit également d’un 
outil fort utile pour étudier l’origine du contraste OCT dans le cerveau, à cause de  la quantité 
phénoménale de données générées pour un seul échantillon et de la possibilité de valider les 
hypothèses avec d’autres modalités.  
L’OCT permet d’acquérir rapidement et en 3D des images dont le contraste provient de la 
microstructure du tissu. Les propriétés optiques du tissu accessible à l’OCT sont les changements 
d’indices de réfraction, leur coefficient de diffusion et l’anisotropie de la diffusion. Pour obtenir 
des informations d’ordre moléculaire, il faudrait toutefois utiliser d’autres modalités optiques. Par 
exemple, pour cartographier le réseau vasculaire on pourrait utiliser un microscope 2-photons avec 
un agent de contraste injecté dans les vaisseaux sanguins. Une avenue possible pour le système 
d’imagerie développé au cours de ce doctorat serait de combiner l’OCT sériel avec un 
microscope 2-photons pour le second bras afin d’imager simultanément les cerveaux entiers avec 
ces deux modalités complémentaires. De plus, la modification du système OCT actuel pour le 
rendre sensible à la polarisation de la lumière permettrait d’évaluer l’orientation des fibres de 
matières blanche directement à partir de la biréfringence du tissu. Un tel système d’histologie 
sérielle multimodale présenterait plusieurs défis techniques au point de vue optique et d’analyse 
d’images, mais offrirait une opportunité unique pour étudier plusieurs neuropathologies, telles que 
la maladie d’Alzheimer, en permettant la colocalisation de la matière blanche et de la vasculature 
dans des cerveaux de souris entiers. 
Comme dernière remarque, la quantité gigantesque de données générée par les systèmes 
d’histologie massive est à exploiter, par exemple en employant des réseaux de neurones profonds, 
des données d’histologie sérielle par OCT et leurs images IRM associées. Cela ouvre la voie à des 
projets d’analyse et d’intelligence machine qui permettraient de mieux comprendre le cerveau et 
l’origine du contraste OCT et IRM dans les tissus. 
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