In this work, an immersed boundary finite element method is proposed which is based on a hierarchically refined cartesian b-spline grid and employs the non-symmetric and penalty-free version of Nitsche's method to enforce the boundary conditions. The strategy allows for h-and p-refinement and employs a so-called ghost penalty term to stabilise the cut cells. An effective procedure based on hierarchical subdivision and sub-cell merging, which avoids excessive numbers of quadrature points, is used for the integration of the cut cells. A basic Laplace problem is used to demonstrate the effectiveness of the cut cell stabilisation and of the penalty-free Nitsche method as well as their impact on accuracy. The methodology is also applied to the incompressible Navier-Stokes equations, where the SUPG/PSPG stabilisation is employed. Simulations of the lid-driven cavity flow and the flow around a cylinder at low Reynolds number show the good performance of the methodology. Excessive ill-conditioning of the system matrix is robustly avoided without jeopardising the accuracy at the immersed boundaries or in the field.
Introduction
For more than a decade, the focus of many researchers has been on the development of finite element methods which allow for the modelling of problems in fluid or solid mechanics, featuring complex geometries, without requiring extensive resources for mesh generation.
One strategy is based on using the same basis functions for design and for analysis, thereby eliminating the need for mesh generation. The concept of Isogeometric Analysis, first published in [1] , is based on the employment of NURBS, which are commonly used in CAD models, as basis functions for finite element analysis. This approach has since been followed by a large community, resulting in a wealth of publications, see, for instance, [2, 3, 4, 5] and references therein. A related strategy, based on subdivision surfaces and initially developed for elastic shells, was proposed in [6] .
The present work follows the alternative approach which has been derived from the field of immersed boundary methods. Here, a suitable model of the surface geometry is immersed in a background mesh, where the basis functions are defined. An appropriate strategy is used to project the boundary conditions onto the background mesh. Hence, the definition of basis functions fitted to the complex problem geometry is not required. Efficient algorithms can be used to achieve local refinement of the background mesh. The parts of the background mesh which lie outside of the physical domain are generally referred to as the 'fictitious' domain. Depending on the methodology, the basis functions in the fictitious domain may be active or inactive.
The present work is also motivated by developments in the field of computational fluid-structure interaction. Modelling strategies based on body fitted meshes and arbitrary Lagrangian-Eulerian formulations (see, for instance, [7, 8] and references therein) are limited not only by the complex geometry of real world problems, but also by topology changes of the fluid domain. However, the robust modelling of such topology changes is crucial for the simulation of many industrial processes. This includes most types of valves, mixers and extruders. For such problems, immersed boundary, or rather immersed interface, methods offer an attractive alternative, which has been investigated recently in, for instance, [9, 10, 11] . Earlier work in this area is presented in [12] and references therein. Partitioned strategies for the resolution of the strong coupling between the fluid and solid phases, described for instance in [13, 14] and references therein, are generally applicable in the context of body fitted as well as immersed models.
In general, an immersed boundary finite element method requires four key ingredients: (i) a background mesh with suitable basis functions, (ii) a strategy for the imposition of the boundary conditions, (iii) a stabilisation procedure for degrees of freedom with partial support (cut cell stabilisation) and (iv) a sufficiently accurate integration scheme for cut cells. Depending on the treatment of the boundary conditions, the cut cell stabilisation may not be required (see, for instance, [11, 15] ). The choices made in the present work are elaborated in the following paragraphs.
Background mesh: In the present work, a cartesian grid with b-spline basis functions is employed. It allows for efficient h-and p-adaptivity and has been used in the context of immersed boundary methods in, for instance, [9, 11, 15, 16, 17, 18, 19, 20] . The local refinement can be structured in an efficient hierarchical manner (see, for instance, [21, 22, 23] and references therein).
Boundary conditions: The imposition of the boundary conditions in the background mesh can be achieved by using Lagrange multipliers or penalty methods (see, for instance, [10, 11, 12] ). More recent methodologies are based on Nitsche's method [9, 15, 17, 18, 20, 24, 25, 26, 27] , resulting in a scheme that is consistent and does not require additional variables. Nitsche's method, as originally proposed in [28] , allows for the weak imposition of Dirichlet boundary conditions by adding certain boundary terms, including a penalty term, to the weak form of the governing equations. In the original, symmetric form of Nitsche's method, the penalty term is required to ensure coercivity of the formulation and does not jeopardise consistency. A modified version, namely the non-symmetric and penalty-free Nitsche method, has been proven and demonstrated to perform well for the advection-diffusion equation [29] as well as for linear elasticity [30] . The absence of the penalty parameter is particularly attractive in the context of complex numerical systems, such as those resulting from immersed methods, where several numerical concepts interact with each other and the number of artificial parameters should be restricted to a minimum. In this work the non-symmetric and penalty-free Nitsche method is employed in the context of an immersed method and applied to the Poisson problem as well as to the incompressible Navier-Stokes equations.
Cut cell stabilisation: Many basis functions in the vicinity of the interface possess little support inside the physical domain. In the context of a finite element method this leads to ill conditioned system matrices. In fact, the matrix condition number often increases by many orders of magnitude. This is not generally a problem for direct solvers, however, it is detrimental for the convergence of iterative solvers or leads to excessive requirements on the pre-conditioner. Thus, it is advisable to employ an appropriate stabilisation technique. In [17, 22, 31] , the degrees of freedom with partial support are eliminated by replacing them with appropriate extrapolations of the internal degrees of freedom. While this strategy is very effective, its robust implementation is non-trivial. Strategies based on the local computation of the penalty parameter for Nitsche's method are presented in [15, 32, 33] and proven to provide a stabilising effect for cut cells. In [26, 27] a so-called ghost penalty term is proposed which enforces a suitable amount of smoothness of the solution across all edges or faces in the vicinity of the immersed boundary. The present work employs a basic extension of the ghost penalty term to higher order basis functions.
Integration of cut cells: The spatial integration is typically based on auxiliary subdivisions of the cut cells, which can be integrated based on standard Gauss quadrature (see, for instance, [10, 18, 21, 27] ). The present work employs a hierarchical strategy and, beyond a user controlled depth, merges the sub-cells in the vicinity of the interface. It is demonstrated in Section 3.3 that this procedure renders accurate results without requiring excessive numbers of quadrature points.
In the present work, the proposed methodology is applied to the Poisson equation and to the incompressible Navier-Stokes equations. Since equalorder interpolations are used for the velocity and the pressure fields, the latter requires the employment of a suitable stabilisation technique. The strategy adopted in this work is based on standard SUPG/PSPG stabilisation (see, for instance, [34, 35, 36] and references therein). A selected Laplace problem, the flow in a lid-driven cavity and the flow around a circular cylinder are used to study the performance of the proposed methodology.
As described above, the present work is related to [15, 17, 18, 20] , which also propose immersed methodologies based on Nitsche's method and b-spline grids. However, it differs from the above approaches as it employs the parameter-free version of Nitsche's method and the ghost penalty strategy for cut cell stabilisation. Further differences consist in the adopted cut cell integration scheme and in the employment of the SUPG/PSPG finite element formulation for the Navier-Stokes equations. The present work is also related to [26, 27] where the ghost penalty term is proposed, but considered only in the context of linear finite element discretisation and linear Poisson and Stoke's problems. Finally, the non-symmetric and penalty-free Nitsche method presented in [29, 30] is, in the present work, applied in the context of an immersed method.
Thus, the key contributions of the present work may be summarised as follows:
• ghost penalty based cut cell stabilisation applied to higher order b-spline basis functions,
• non-symmetric and penalty-free Nitsche method applied in the context of an immersed method,
• non-symmetric and penalty-free Nitsche method applied to the incompressible Navier-Stokes equations,
• integration of cut cells with sub-cell merging,
• comprehensive study of accuracy and matrix condition numbers.
The remainder of this article is structured as follows: In Section 2, the bspline grid, the non-symmetric and penalty-free Nitsche method, the cut cell stabilisation and the integration scheme for cut cells are described. In Sections 3 and 4, the proposed variational formulations and some numerical examples are presented for, respectively, the Poisson and the incompressible Navier-Stokes equations. Conclusions are drawn in Section 5.
Computational ingredients

Hierarchically Refined B-Spline Grids
This section provides a brief description of hierarchically refined b-spline grids. More information is presented in, for instance, [11, 17, 21, 22, 37, 38] and references therein.
b-splines are piecewise continuous polynomial functions. Consider the knot vector {ξ 0 , ξ 1 , . . . , ξ n+a+1 }, where a is the degree of the polynomials and n is the number of basis functions defined in the interval [ξ 0 , ξ n+a+1 ]. The b-spline basis functions N i,a can then be defined recursively by
and
The basis function N i,a spans from knot ξ i to knot ξ i+a+1 and is C a−1 continuous in [ξ i , ξ i+a+1 ]. Since this work is restricted to uniform b-splines the knots for each basis function are uniformly spaced, i. e. ξ i+1 − ξ i = ∆ξ = const. Linear, quadratic and cubic uniform b-spline basis functions are displayed in Figure 1 .
In the presence of local refinement, multiple layers of knot vectors with different spacing are employed. The two-scale relation, on which the refinement is based and which is graphically illustrated in Figure 1 , may be expressed as
where α i are functions of binomial coefficients, given as,
Thus, any b-spline function of order a can be represented as a linear combination of a + 2 b-splines of the same order which are defined on a knot vector with knot spacing ∆ξ/2. Based on this principle, local refinement of the spatial resolution can be achieved by replacing a low level basis function by the appropriate set of basis functions on the next level. This approach is followed in the present work and, for instance, in [23, 39] . The alternative methodology described in [21] allows for more targeted refinement. It is based on the refinement of selected elements and generally leads to the introduction of fewer basis functions on the next higher level. The lower level basis functions are removed once the refinement is sufficiently complete. An efficient computer implementation of hierarchical b-spline grids is typically based on tree data structures and involves complex algorithms. In higher dimensions, b-spline basis functions are constructed from tensor products. Thus, for two spatial dimensions, the basis functions are
The support of linear, quadratic and cubic uniform b-spline functions in two dimensions is illustrated in Figure 2 . The evaluation of the basis functions and their derivatives can be implemented in a relatively straightforward manner, especially in the case of the cartesian grids considered in this work. In literature and in the remainder of this article, the knot spans which, in Fig 
Non-symmetric and Penalty-Free Nitsche's Method
In the context of the variational formulation of a differential boundary value problem, Nitsche's method, which was first published in [28] , can be used to weakly impose Dirichlet boundary conditions. The strategy is closely related to the penalty method and to Lagrange multipliers. However, in contrast to the former, Nitsche's method is consistent and, in contrast to the latter, it does not introduce a new type of solution variables. In the following, in preparation for Sections 3.1 and 4.1, Nitsche's method is outlined on the basis of the Poisson problem.
Consider the boundary value problem
where Γ denotes the boundary of Ω. A finite element formulation based on Nitsche's method leads to the following problem: Find u h ∈ U h such that,
where U h denotes the appropriate space of polynomials on the discretised domain. The characteristic element size is denoted by h, while γ is a dimensionless penalty parameter. The formulation is consistent independently of the choice of γ.
It is proven in [29] and in [30] for, respectively, the advection-diffusion problem and for compressible and incompressible elasticity, that the nonsymmetric and penalty-free version of Nitsche's method is also consistent and stable. Thus, the problem given by Equation (8) can be reformulated as follows:
In Sections 3.1 and 4.1, this version of Nitsche's method is used in an immersed boundary finite element method for, respectively, the Laplace equation and the incompressible Navier-Stokes equations. The Laplace problem is covered by the analysis presented in [29] , while the corresponding formulation of the incompressible Navier-Stokes equations is motivated by the findings in [29, 30] but, to the knowledge of the authors, has not been presented elsewhere. The recent work in [20] also employs the non-symmetric and penalty-free version of Nitsche's method in the context of an immersed strategy with application to the Laplace equation and to linear elasticity. Early work on the non-symmetric version of Nitsche's method is presented in [40] .
Cut Cell Stabilisation
An intuitive and effective strategy for cut cell stabilisation is based on substituting the degrees of freedom which possess insufficient support with an extrapolation of the solution variables from the inside of the domain towards the boundary (see [17, 22] ). For complex boundary geometries, the computer implementation of this methodology is, however, not straightforward.
The present work follows the approach described in [27] , which uses ghost penalty terms. The fundamental idea of this technique is to weakly enforce an appropriate amount of smoothness of the solution across the edges between the cut cells and across the edges between the cut cells and the interior cells (see Figure 4 ). For linear finite element basis functions, the second derivatives vanish and the penalty term is applied to the jump of the first derivative normal to the inter-element edge. Thus, in the context of a linear finite element discretisation for the two dimensional Poisson problem of Section 2.2, the ghost penalty term associated with edge k reads
where γ, h and l k denote, respectively, a non-dimensional penalty parameter, the characteristic element size and the length of edge k. The operator [[•] ] k evaluates the jump of (•) across the inter-element edge k. In the three dimensional case, corresponding ghost penalty terms are constructed for inter-element faces.
The present work uses a cartesian background mesh with b-spline basis functions of arbitrary polynomial degree a. In this case, the ghost penalty term has to be applied to the highest non-zero derivative, since all lower derivatives of the solution variable are continuous across the inter-element edges. Appropriate powers of the characteristic element size h are used to maintain dimensional consistency. Thus, for an arbitrary polynomial degree a, Equation (10) is rewritten as
where, in the two dimensional setting, x i is the spatial coordinate along edge k and x j is the coordinate perpendicular to x i . Given the purpose of the ghost penalty term, it does not seem necessary to accurately evaluate the integral in Equation (11) . Thus, in the present work, the ghost penalty terms are evaluated as
where the operator [[•]]k evaluates the jump of (•) across the inter-element edge k at the centre of the edge. The expression in Equation (12) also utilises the observation that, on cartesian b-spline meshes, the length l k of edge k and the characteristic element size h are generally identical. In case of adaptively refined meshes, edge k may be separating a large and a small element. In this case, l k is set equal to the edge length of the smaller element. In the context of the Navier-Stokes equations, the factors in front of the jump terms are modified as described in Section 4.1. 
Hierarchical integration of Cut Cells
The integration of the cells which are fully contained inside the problem domain is performed in a standard manner based on Gauß quadrature. In the two dimensional setting, 2×2, 3×3 and 4×4 Gauß points are employed for, respectively, a = 1, a = 2 and a = 3.
A commonly adopted strategy for the integration of cut cells is based on the triangulation of the cut cell and the subsequent employment of standard Gauß quadrature. In the two dimensional setting this is a standard procedure whereas, in three dimensions, it requires the consideration of numerous special cases and is rather cumbersome (see, for instance, [27] ). Additional effort is needed if the immersed boundary is represented by curved lines or surfaces. An alternative strategy is based on hierarchically subdividing the cut cells into smaller areas and using standard Gauß quadrature for the subcells (see, for instance, [10, 18, 21] ). If the integral must be computed with a high degree of accuracy, this approach typically leads to excessive numbers Gauß point in resolved sub-cell quadrature point in merged sub-cell of quadrature points. Its significant advantage, however, lies in the fact that it only requires an 'inside-outside' algorithm to determine if a cell lies inside or outside of the physical domain or needs to be further divided. Such algorithms are standard in the field of computer graphics and efficient versions are available.
In this work, a modification of the latter approach is proposed: The cut cells and the cut sub-cells are hierarchically subdivided whereby, beyond a specified depth d resolve , the integration points are merged together, i. e. single quadrature points located at the centroid of the higher level sub-cells are used. The total depth of the subdivision hierarchy is denoted by d merge . This is illustrated in Figure 5 for d resolve = 2 and d merge = 4. Hence, this strategy leads to sub-optimal positioning of the integration points near the interface, but it allows for the accurate representation of the integration area without introducing large numbers of quadrature points. The performance of this approach is assessed in Section 3.3.
Poisson equation
Variational formulation
The Poisson problem is described by Equations (6) and (7) and repeated here for convenience, ∆u + f = 0 in Ω (13)
Using the immersed boundary methodology based a cartesian background mesh with hierarchical b-splines, the non-symmetric and penalty-free Nitsche method and ghost penalty terms for cut cell stabilisation, all of which have been described above, the variational problem to be solved reads:
where the space U h is based on the cartesian b-spline mesh. The number of edges where ghost penalty terms need to be applied is denoted by K.
Laplace equation on a square domain
The Laplace equation, i. e. Equation (13) with f = 0, is solved on a two dimensional square domain with 0 < x < 1 and 0 < y < 1. Dirichlet boundary conditions are applied such that, for y = 0, φ = sin(x/π), and φ = 0 on all other edges. The exact solution can be expressed as
This problem has also been used for similar demonstrational purposes in [18, 33] . All system matrix condition numbers presented in this section and in the remainder of the article have been evaluated exactly with MatLab (MathWorks). For clarity, this Laplace problem is referred to as 'aligned', whereas the one described in Section 3.3 is 'tilted'.
Effect of cut cells on system matrix condition number
A grid of 20×20 elements is used to create background meshes with linear, quadratic and cubic b-spline basis functions. Meshes of varying size are generated such that the boundary of the physical domain is always immersed in the layer of elements adjacent to the mesh boundary. In this way, the cut cell ratio, obtained by dividing the resolved part of a cut element by its total size, is varied between 0.01 and one. Figure 6 shows the background mesh and the immersed boundary for a cut ratio of 0.30. For each computation the condition number of the system matrix is evaluated. Figure 6 shows the contour plot of a typical solution. The dependency of the matrix condition number on the cut ratio is displayed in Figure 7 . For a = 1, 2, 3, the diagram shows the condition numbers obtained with and without cut cell stabilisation (γ = 0.05 and γ = 0, respectively).
The following observations are made:
Without stabilisation. Without stabilisation, the condition numbers rise as the cut cell ratio decreases. For cut ratios of less than 0.2 this rise accelerates significantly and, as the proportion of the cut element inside the computational domain tends towards zero, the condition numbers are 10 6 (a = 1) to 10 22 (a = 3) times higher than for cut ratios near one. This is due to the well-known destabilising effect of small cut cells and arises from those degrees of freedom which possess too little support inside the computational domain. This observation confirms the need for an efficient stabilisation technique. With stabilisation. For all orders a considered, the application of the ghost penalty based cut cell stabilisation is effective. Down to a cut cell ratio in the region of 0.5 the condition numbers are similar to those obtained without stabilisation. For smaller cut ratios the condition numbers are reduced by several orders of magnitude and their accelerated increase observed without stabilisation is suppressed.
Effect of b-spline basis function order. The condition numbers for higher orders of b-spline basis functions are several orders of magnitudes higher than those for lower orders. This is a well-known property of b-spline based discretisations (see, for instance, [41] and references therein).
Effect of cut cells on solution accuracy
Accuracy for body fitted mesh. Prior to the assessment of the accuracy of the immersed method, the convergence rates obtained for body fitted meshes are evaluated. For this purpose, background meshes with N = 5, 10, 20, ..., 320 elements along the domain edges are generated. Analogously to the immersed case, the Dirichlet conditions along the mesh boundary are applied by means of the non-symmetric penalty-free version of Nitsche's method. The L 2 norm of the error is computed and displayed in Figure 8 . The observed rates of convergence are optimal for all orders a. In [20, 29] , the authors employ mathematical analysis to show that the theoretical rate of convergence in the L 2 norm of the non-symmetric penalty-free Nitsche method is sub-optimal. However, similar to the results presented in this work, all numerical examples in [20, 29] also exhibit optimal convergence rates in the L 2 norm. Accuracy for immersed method. Next, the error of the solution is evaluated for a number of immersed cases. The cut ratios considered are 1/64, 1/2 and 63/64. For these values, the hierarchical integration strategy described in Section 2.4 leads to exact integration of the computational domain. Thus, inaccurate integration can be excluded as a cause for poor rates of convergence. The ghost penalty parameter is set to γ = 0.05. Figures 9 to 11 show the rates of convergence for a = 1, 2, 3, respectively. In all cases, the slopes of the diagrams are identical to those obtained for the body fitted mesh, but the error magnitude has changed. For a = 3 and a = 2, the error has increased by approximately one order of magnitude whereas, for a = 1, the error has decreased rather than increased. This may be attributed to the fact that the degrees of freedom with the smallest support inside the computational domain have less impact on the solution for higher than for lower orders a. For large a, they are more strongly influenced by the stabilisation than by the governing equation. 
Choice of ghost penalty parameter γ
In order to study the effect of the ghost penalty parameter γ on the solution accuracy and on the matrix condition number, the computation is performed with the cut ratio 1/64 and 20 × 20 elements for different values of γ. For each computation the solution error and the system matrix condition number are evaluated.
Solution accuracy. Figure 12 shows the dependency of the error on γ. It is observed that the error is constant for small values of γ. For quadratic and cubic b-spline basis functions it rises to a higher level at approximately γ = 10 −4 and γ = 10 −8 , respectively. Once γ exceeds a critical value in the region of 0.1 the error rises abruptly and steeply for all orders a. For γ > 0.1, the poor quality of the solution near the boundaries becomes visible in the contour plots (not shown here). Matrix condition number. The matrix condition numbers for γ = 0 are 1.04e+8, 4.11e+16 and 1.76e+25 for a = 1, 2, 3, respectively. For ghost penalty parameters γ ≥ 1.e − 14 the matrix condition numbers are shown in the diagram in Figure 13 . For all orders a considered, the minimum of the condition number is clearly visible and located in the region 0.001 < γ < 0.5. It is noted that the optimal value of γ is smaller for higher order basis functions than for lower. The ratios between the condition numbers obtained without any stabilisation and those obtained with optimal γ are approximately 10 6 , 10 11 and 10 15 for a = 1, 2, 3, respectively.
The comparison of Figures 12 and 13 shows that the values of γ which render the smallest matrix condition numbers lie close to the critical values beyond which the stabilisation jeopardises the accuracy of the solution. However, the condition numbers can be reduced by several orders of magnitude if γ is chosen within a wide interval of smaller values.
3.2.4.
Non-symmetric and penalty-free Nitsche's method All computations described in Sections 3.2.1 to 3.2.3 employ the nonsymmetric and penalty-free version of Nitsche's method. In all cases, the boundary conditions are accurately satisfied and the behaviour of the solution near the boundary is excellent. 
Laplace equation on a tilted domain
The problem investigated here is the same as in Section 3.2. However, the square computational domain is now rotated by 30 degrees and immersed in a larger uniform background mesh as shown in Figure 14 . Using background meshes with 5, 10, 20, ..., 320 elements along each edge, the solution error is evaluated based on three different sets of integration parameters which are in the following referred to as fine, coarse and merged, see Table 1 . The fine integration scheme requires very large numbers of quadrature points. For the coarse scheme, the number of quadrature points is significantly smaller. The merged strategy fully exploits the sub-cell merging as described in Section 2.4 and renders only marginally more quadrature points than the coarse scheme, while the integrated area is still represented accurately.
Solution Accuracy: Figure 15 shows the solution errors as obtained with fine integration. For a = 1, 2, 3, the graphs converge at the optimal rates. The performance of the coarse and merged schemes is shown in Figures 16  to 18 . The contour plot of a typical solution is displayed in Figure 14 . For linear basis functions and the coarse integration scheme, the rate of convergence is initially optimal, but quickly deteriorates as the mesh is refined. For a = 2 and a = 3, the optimal rates of convergence are lost at even coarser levels of discretisation. Remarkably, the merged integration procedure renders solutions of the same accuracy as the fine scheme. Thus, the merging of quadrature points as described in Section 2.4 avoids excessive numbers of quadrature points in cut elements without jeopardising the solution accuracy. It is also concluded that the merged and coarse schemes possess a sufficient number of quadrature points on the immersed boundary. elements along each edge and the merged integration scheme, the computations are repeated for a range of ghost penalty parameters γ. In Figures 19 and 20, the solution error and the condition numbers of the system matrix, respectively, are displayed against γ. For γ = 0.01, the condition number is reduced by a factor of nearly 10 7 compared to γ = 0. For small values of γ, the solution error is affected little by the cut cell stabilisation, but it rises sharply if γ > 0.01. This behaviour is consistent with the observations made in Section 3.2. 
Incompressible Navier-Stokes equations
Variational formulation
The incompressible Navier-Stokes equations read
where the domain boundary Γ = Γ g ∪ Γ t consists of distinct Dirichlet and Neumann sections. The quantities u and p denote, respectively, the velocity vector and the pressure, while the parameters ρ and µ represent, respectively, the fluid density and the fluid viscosity. Equation (18) (∇ + ∇ T ) denotes the symmetric gradient operator. The section Γ g of the domain boundary includes all immersed boundaries, whereas Γ t is restricted to parts of the boundary of the background mesh.
The variational formulation, proposed for the computational setting discussed above, reads: Find u h ∈ U h and p h ∈ P h such that, for all v h ∈ U h and q h ∈ P h ,
where U h and P h are appropriate approximation spaces, based on the cartesian background mesh with hierarchical b-splines. The first two integrals of Equation (21) represent the standard Galerkin terms. They are followed by the sum of the SUPG/PSPG stabilisation terms of all elements, which are discussed further below. The integrals over the Dirichlet boundary Γ g arise from the non-symmetric and penalty-free version of Nitsche's method, while the last term in Equation (21) represents the ghost penalty based cut cell stabilisation.
Since equal orders of interpolation are used for the velocity and for the pressure, it is necessary to stabilise the pressure field and, for advection dominated problems, also the velocity field. In this work, a standard SUPG/PSPG technique is employed (see for instance [34] ). Following [35] and references therein, the stabilisation parameters are defined as
For the evaluation of the stabilisation parameters in cut cells, the characteristic element size h is evaluated, in the two dimensional setting, as
where A ′ is the intersection of the cell area and the physical domain Ω.
Lid-Driven Cavity Flow
The lid-driven incompressible fluid flow in a square cavity is examined in this widely used benchmark problem. The length of the sides of the cavity is one and the no-slip boundary condition is applied at the left, right and bottom boundaries of the cavity. At the lid, the normal velocity is fixed at zero, while the prescribed tangential velocity varies according to
The dimensionless parameter α controls the sharpness of the discontinuity of the boundary conditions in the corners. In this example, α = 500 is used. The fluid density is set to 1. For the viscosity, the values of 0.01 and 0.001 are employed, corresponding to Reynolds numbers 100 and 1000, respectively. The cavity is immersed in a square background mesh with 20 or 40 large elements along each edge of the cavity and two or three levels of adaptive refinement in the top corners as shown in Figures 21 and 22 . In order to assess the performance of the cut cell stabilisation, only 1/64 (1/32 for the denser mesh) of the area of the largest elements in the layer adjacent to the mesh boundary is located inside the cavity. A range of values for the ghost penalty parameter γ is considered. As the problem is defined by pure Dirichlet boundary conditions, a standard penalty term is used to enforce zero pressure at the bottom centre of the cavity. For Re = 1000, the lid velocity is raised from zero to 1 in five increments. In all cases, the Newton procedure renders asymptotically quadratic convergence of the residual. Figures 21 and 22 show contour plots of the pressure and the velocity magnitude for a = 1, 2, 3 and Re = 100 and Re = 1000, respectively. The ghost penalty parameter employed is γ = 0.001. The pressure field does not exhibit any spurious oscillations. For all orders a considered, the PSPG/SUPG stabilisation strategy is effective in the far field as well as close to the immersed boundaries. The inaccuracies which can be observed for a = 1 near the top corners of the cavity are due to the coarseness of the mesh and disappear quickly with some additional refinement. The velocity profiles along the horizontal and vertical cuts through the centre of the cavity are shown in Figure 23 . The results obtained for a = 2 and a = 3 coincide with the reference solution presented in [42] while, as expected, for Re = 1000 the linear basis functions require additional mesh refinement.
Quality of the solutions:
Matrix condition numbers: For Re = 100, the condition numbers of the system matrix associated with the converged solution at the end of the Newton procedure are evaluated. The dependency on the ghost penalty parameter γ is displayed in Figure 24 . Values γ > 1 lead to solutions which show spurious behaviour near the lid. Taking into account the condition numbers associated with γ = 0 (given in the caption of Figure 24 ), it is evident that the cut cell stabilisation is effective and achieves reduction factors of more than 10 8 , 10 10 and 10 12 for a = 1, 2, 3, respectively. Lid driven cavity flow with Re = 100; condition number of system matrix against γ for 20 elements along the edge and cut ratio 1/64; note that, for γ = 0, the condition numbers are 8.51e+11, 3.89e+17, 3.66e+23 with a = 1, 2, 3, respectively.
Flow Around a Cylinder
The flow around a cylinder at Reynolds number Re = 40 is investigated in this section. The computational domain is a square with sides of 30 unit lengths. The cylinder has a diameter of one unit length and is offset from the bottom left corner by 10 horizontal and 15 vertical unit lengths. Slip boundary conditions are applied at the top and bottom boundaries. The prescribed inflow profile on the left boundary is uniform with u = {1, 0}
T . The outflow boundary on the right is free. The fluid viscosity and density are 0.025 and 1, respectively.
Details of the adaptively refined background meshes are shown in Figure  25 . The smallest elements are contained in a small circular region around the cylinder where four levels of refinement are used. The inflow, outflow and slip wall boundaries coincide with the mesh boundary. Here, the Dirichlet boundary conditions are also applied by means of the non-symmetric and penalty-free version of Nitsche's method. At the immersed boundary of the cylinder, the ghost penalty parameter is set to γ = 10 −3 unless otherwise stated. In all computations, the cylinder is represented by 60 straight line segments. The Newton procedure renders asymptotically quadratic convergence as shown in Table 2 .
Quality of the solutions: Contour plots of the pressure and the velocity magnitude are shown in Figure 25 . In all cases, the pressure does not exhibit any spurious oscillations in the field or near the boundaries. Table 3 . For a = 1, the results converge at a significantly lower rate. This is attributed to the PSPG/SUPG stabilisation which, for linear basis functions, is based on the incomplete representation of the residual. Matrix condition numbers: Using a = 2 and the background mesh with 4812 degrees of freedom, the computations are repeated for a range of ghost penalty parameters γ. In Figures 28 and 29 , the drag coefficients and the condition numbers of the system matrix of each converged solution, respectively, are displayed against γ. It is observed that the cut cell stabilisation can reduce the matrix condition number by a factor of more than 10 9 . The minimum matrix condition number of 1.03e+6 is obtained for γ = 1. However, it is also observed that, for 0 ≤ γ ≤ 0.1, the drag coefficient is not affected by the stabilisation, whereas it deteriorates as γ increases beyond 1. This agrees well with the observations made for the Laplace problem in Sections 3.2 and 3.3. For a = 1, 2, 3, the condition numbers obtained with γ = 0 and γ = 0.001 are given in Table 4 . 
Conclusions
An immersed boundary finite element method based on a hierarchical cartesian b-spline grid and a parameter-free version of Nitsche's method has been proposed. The cut cells are stabilised with ghost penalty terms and integrated with a modified hierarchical quadrature scheme. The performance of the methodology has been extensively tested for the Poisson and for the incompressible Navier-Stokes equations.
All results obtained are accurate and free of spurious oscillations. The cut cell stabilisation is effective and robust. The ghost penalty parameter can be chosen within a wide interval, such that it is large enough to ensure stability, but sufficiently small not to jeopardise the solution accuracy. For the Navier-Stokes equations, the combination of the SUPG/PSPG and the cut cell stabilisation does not cause any spurious behaviour of the solution near the immersed boundaries. The proposed integration scheme for the cut cells has been shown to avoid excessive numbers of quadrature points while still maintaining the solution accuracy.
Future work will be directed at the employment of the presented framework in the context of moving boundary flows and fluid-structure interaction.
