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Abstract 
Binding site motifs are short sequences of similar patterns found in DNA or protein. They have 
an important role in Bioinformatics as they reveal the transcription factors that control the gene 
expression. Hence, several motif discovery tools have been developed. We reviewed nine Web 
tools for finding binding site motifs in ChIP-Seq data. The results showed that they reported 
various results for an identical dataset. This is largely due to the fact that different tools use 
different strategies and possess unique features for detecting the motifs. Therefore, using 
multiple tools and methods is generally advised because the motifs commonly reported by them 
are more likely to be biologically significant. Besides, numerous studies show that using multiple 
tools and methods indeed improved the accuracy of the motif detection generally. However, the 
results from multiple tools and methods need to be compared for identifying the common 
significant motifs. Existing tools and methods for motif similarity comparison do not allow 
comparing multiple datasets concurrently for extracting the common significant motifs. Instead, 
they only allow motif comparisons within a dataset or between two datasets. To compare more 
than two datasets, pair-wise comparisons are performed first. The results are then checked 
against each other manually. This is a time-consuming process and it becomes impractical for 
comparing large datasets and large number of datasets. Moreover, the results from individual 
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motif finders on the same datasets vary significantly. Theorefore, it may not be reliable for 
getting results from individual tools. To address this issue, we developed MOTIFSIM algorithm 
for comparing multiple DNA motif datasets concurrently to extract (1) the common (global) 
significant motifs from multiple tools, (2) the motifs reported by some tools but not by others 
(the global and local significant motifs), and (3) the best matches for each motif in the collection 
of motifs from multiple tools. We performed an extensive assessment for MOTIFSIM. The pair-
wise comparison results show that its performance is better than the un-gapped Smith-Waterman 
algorithm and four distance metrics namely average Kullback-Leibler, average log-likelihood 
ratio, Chi-Square distance, and Pearson Correlation Coefficient. The clustering results also 
demonstrate that MOTIFSIM achieves similar or even better performance than RSAT Matrix-
clustering tool. Furthermore, the findings indicate if the motif detection does not require a special 
tool for detecting a specific type of motif then using multiple motif finders and combining with 
MOTIFSIM for obtaining the common significant motifs, it improved the results for DNA motif 
detection. 
 We implemented MOTIFSIM algorithm into software tools with several usefulnesses. 
First, it allows finding similarity in multiple DNA motif datasets concurrently. Second, the 
results obtained are faster than the manual comparisons. Third, the results are validated to be 
more reliable than those from individual de novo motif finders. Fourth, it allows comparing large 
datasets and large number of datasets. Fifth, the results can be matched with motif database for 
obtaining similar motifs. Sixth, similar motifs found in the results can be merged into new motifs 
to reduce the number of redundant motifs. Lastly, the results can be visualized by motif trees. 
 The implementations were carried out as follows. First, the command-line MOTIFSIM 
was developed for comparing motifs locally in standalone mode. Second, the cluster-based 
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MOTIFSIM was developed for comparing motifs on-line with a user-friendly interface. The 
users can save the datasets and results on-line for retrieval. The Web traffic is also balanced with 
HAProxy loader balancer. We performed three case studies in which we compared the cluster-
based MOTIFSIM with STAMP tool for pair-wise motif similarity detection. The results reveal 
that 83% or higher of global significant motifs found by MOTIFSIM were detected by STAMP 
tool. Third, the cloud-based MOTIFSIM was developed for comparing large-scale motif datasets 
on Amazon Web Services cloud. It provides additional on-line storage space for datasets and 
results. The tool is also scalable with the expandable services from AWS. Furthermore, its 
performance is better than the cluster-based tool. The version 2.0 of both command-line 
MOTIFSIM and cluster-based MOTIFSIM offered numerous technical improvements to further 
support the motif comparison and analysis. The version 2.1 of both tools offered three new 
features including matching motifs with the reference database, merging similar motifs, and 
clustering motifs into motif trees. 
 Running several motif finders for an identical dataset manually is a hassle. This practice 
may require several manual installations and configurations of different tools on a local machine 
or it may require several manual runs of different motif finders residing on several different Web 
servers. To facilitate this process, numerous motif discovery pipelines have been developed. 
They can be standalone applications for standalone servers or pipelining Web servers. Recent 
development tends to be pipelining Web servers, which eliminate the complications of software 
installations and configurations required by standalone applications in order to serve more users 
via the Web. Generally, the pipelines incorporated multiple algorithms or tools. They were 
designed to complement individual motif finders for achieving better accuracy. The results can 
be clustered and ranked for obtaining the top significant motifs. Some pipelines allow verifying 
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the results with the reference databases. Although existing pipelines were designed with their 
unique integrations and the methods for ranking and selecting the significant motifs, they do not 
allow obtaining different comparison results for multiple tools and methods. They generally 
report the top ranked results either from individual motif finders or from a combination of 
multiple predictive algorithms and tools. To address this issue, we developed MODSIDE, which 
is a motif discovery pipeline and similarity detector. MODSIDE was designed for not only 
delivering the predictive results from individual motif finders but also the comparison results for 
multiple tools. The pipeline integrated four de novo motif finders: ChIPMunk, MEME, Weeder, 
and XXmotif. It also incorporated a motif similarity detection tool MOTIFSIM. We assessed 
MODSIDE in two aspects. First, we evaluated MODSIDE and its adopted motif finders on 
sixteen benchmark datasets. The statistical results demonstrate MODSIDE achieves better 
accuracy than individual motif finders. Second, we compared MODSIDE with two popular motif 
discovery pipelines: MEME-ChIP and RSAT peak-motifs. The comparison results reveal that 
MODSIDE attains similar performance as RSAT peak-motifs but better accuracy than MEME-
ChIP. In addition, MODSIDE is able to deliver various comparison results that are not offered by 
MEME-ChIP, RSAT peak-motifs, and other existing motif discovery pipelines. 
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Chapter 1 
Introduction 
1.1 Problem Definition 
Transcription factors (TFs) are proteins that can bind to several regions of DNA. The binding 
regions are short sequences of DNA called transcription factor binding sites (TFBSs). They 
typically range from 8-10 to 16-20 bp [141]. The TFs bind to DNA in a particular way that the 
binding sites are similar and they differ only by some nucleotides from one another [141]. 
Several similar binding sites form a binding site motif. The binding between TFs and DNA has 
an important role in gene expression as it controls several vital processes in development, 
responses to environmental stresses, diseases, and many others [22]. Detecting binding site 
motifs can reveal the TFs that control the gene expression. Thus, numerous motif finders have 
been developed such as MEME [17], DREME [11], MEME-ChIP [79], CisFinder [118], RSAT 
peak-motifs [123], PScanChIP [142], and W-ChIPMotifs [58] among many others. We reviewed 
nine Web tools for finding binding site motifs in ChIP-Seq data [125]. The results revealed that 
different tools reported different results for an identical dataset. This is largely due to the fact 
that different tools implemented different algorithms and possess unique features for discovering 
the motifs. Hence, using multiple tools and methods has been advised because the motifs 
commonly reported by them are more likely to be biologically significant [125]. Nevertheless, 
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the results from multiple tools and methods need to be compared for identifying the common 
significant motifs. Existing tools and methods for motif similarity detection include STAMP 
[82], TOMTOM [43], MATLIGN [61], CompariMotif [33], Bayesian method [44], Alignment-
Free method [139] among a few others. However, these tools and methods do not allow 
comparing multiple motif datasets concurrently for extracting the common significant motifs. 
Instead, they only allow motif comparisons within a dataset or between two datasets.  
1.2 Motivations 
To compare more than two datasets, pair-wise comparisons are performed first. Then, the results 
are checked against each other manually for obtaining the common significant motifs. This is a 
time-consuming process that we have experienced in our review of nine motif finding Web tools. 
It can take hours for comparing several datasets. Moreover, it becomes impractical for 
comparing large datasets or a large number of datasets. In addition, the results from individual 
motif finders for the same datasets vary significantly. Thus, it may not be reliable for obtaining 
the results from individual tools. These limitations motivated us to develop MOTIFSIM (MOTIF 
SIMilarity) algorithm and implemented it in software tools with the following useful features. 
First, it allows finding similarity in multiple DNA motif datasets concurrently for extracting: (1) 
the common (global) significant motifs, (2) the motifs reported by some tools but not by others 
(the global and local significant motifs), and (3) the best matches for each motif in the collection 
of motifs from multiple tools. Second, the results obtained must be faster than the manual 
comparisons. Third, the results are validated to be more reliable than those from individual de 
novo motif finders because of the improved prediction accuracy rate. Fourth, it is capable for 
comparing large datasets and large number of datasets, which are impractical for manual 
comparisons. Fifth, the results can be matched with the motifs in the reference database for 
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obtaining similar motifs. Sixth, the similar motifs reported by multiple tools can be merged into 
new motifs if they are redundant motifs. Seventh, the results can be visualized via motif trees. 
Lastly, the motif discovery and the motif similarity detection are integrated into a single task that 
can be carried out on a pipelining Web server that has the following advantages. First, it 
eliminates the complications of manual software installations and configurations required by 
standalone applications as it can serve users via the Web. Second, it allows running multiple 
tools at once on the same server and eliminates the manual runs of the same dataset on several 
different motif finders residing on the same standalone server or on several different Web 
servers. Third, it delivers not only the results from individual motif finders but also the 
comparison results from the pipeline itself. 
1.3 Dissertation Organization 
This dissertation is organized into six chapters. Chapter 1 introduces the problem definition and 
the motivations for doing this research. Chapter 2 reviews nine Web tools for finding binding site 
motifs in ChIP-Seq data. Chapter 3 presents the MOTIFSIM algorithm and its assessment. 
Chapter 4 describes the implementations of MOTIFSIM algorithm into software tools. Chapter 5 
presents the motif discovery pipeline and similarity detector, MODSIDE, and its assessment. 
Chapter 6 summarizes the contributions of this dissertation and discusses some future directions 
of our research works. 
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Chapter 2 
A Survey of Motif Finding Web tools for Detecting 
Binding Site Motifs in ChIP-Seq Data 
2.1 Introduction 
The Next Generation Sequencing (NGS) technology has revolutionized the genetics studies of 
RNA-Seq for transcriptome analysis and ChIP-Seq for DNA-proteins interaction [28]. ChIP-Seq 
has become the method of choice for genome-wide characterization of transcription factor 
binding, polymerase binding, and histone modifications [141]. The identification of binding sites 
by transcription factors, polymerase, or histone modification marks plays a crucial role for 
identifying the regulatory elements that regulate the gene expression. Several peak calling tools 
have been developed for detecting the binding sites in ChIP-Seq. These tools identify the binding 
sites using a common method of calculating the density of read counts called peaks. Peak calling 
tools generate peak sequences in various sizes and different formats. The actual binding sites are 
often short sequences embedded in these peak sequences. The actual DNA region, which 
interacts with a single transcription factor (TF), typically ranges from 8-10 to 16-20 bp [141]. In 
addition, the binding sites for TF in ChIP-Seq are usually located in close proximity of the 
summit points of the peaks [142]. Zambelli et al. describes the TFs bind to the DNA in a 
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sequence specific way that they recognize sequences that are similar but not identical and differ 
by only some nucleotides from one another [141]. Thus, identifying the conserved motifs in 
these sequences reveals the same TF binding to them. Motif finding is one of the well-known 
studies in Bioinformatics. Many tools have been developed for motif finding. Recent motif 
finding development provides user-friendliness via Web interface. In this work, we surveyed 
nine motif finding Web tools that are capable for finding motifs in ChIP-Seq data. These tools 
are listed in Table 2.1. 
2.2 Review 
2.2.1 General Approaches for Motif Finding 
Motifs are short sequences of a similar pattern found in sequences of DNA or protein. Consider t 
input nucleotide sequences of length n and an array , , , … , 	 of starting positions with 
each position comes from each sequence. An alignment matrix is a matrix of t × l, which 
contains t sequences of starting positions from each sequence with length l where l is the size of 
an l-mer. A profile matrix is a matrix of 4 × l containing 4 rows for four nucleotides (A, C, G, T) 
and l columns. Each entry in the profile matrix is the frequency of each nucleotide in the 
alignment matrix. The consensus score is the sum of highest frequencies from each column in the 
profile matrix. The motif finding problem can be stated simply as follows. Given t input 
nucleotide sequences of length n, we want to find a set of l-mers with one from each sequence 
such that they maximize the consensus score. Thus, we need to consider all 
 −  + 1	 possible 
starting positions or candidates for motifs. That is the number of candidates for motifs is 
exponential of the number of input sequences. In fact, motif finding is an NP-complete problem 
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[30]. There are several different approaches for finding motifs such as profiles, consensuses, 
projection, graph representations, clustering, and tree-based [141][1, 73]. 
2.2.1.1 Profiles 
This approach uses a Position Weight Matrix (PWM) for representing the frequency of four 
possible nucleotides appearing in each position of the motif [73]. The PWM is a matrix of 4 × l 
containing 4 rows for four nucleotides (A, C, G, T) and l columns where l is the size of the motif. 
Using a PWM, the most likely location of the motif within each sequence can be calculated [73]. 
Some examples of profile-based algorithms can be found in [13, 54, 70, 76, 112]. 
2.2.1.2 Consensuses 
In this approach, a consensus string is formed for each profile, which is constructed for each of 
the possible sets of starting locations in the alignment of the sequences. The best consensus with 
highest score is chosen to describe the motifs in the sequences [73].  
Some examples of consensus-based algorithms are WINNOWER [102], CONSENSUS [49], and 
ProfileBranching [104]. 
2.2.1.3 Projection 
This approach solves the (l, k) motif problem where each instance of a motif of length l differs 
from the original motif by exactly k positions. These k positions are used as hashing functions for 
all possible contiguous sequences of l nucleotides. The potential motif sequences are put in the 
buckets based on their hashing functions. If the number of l-mers hash to the same bucket 
exceeds a threshold, they are considered as good candidates for motifs. The algorithm searches 
these buckets for the candidates of motifs [73].  
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Some examples of projection-based algorithms are PROJECTION [21] and Uniform Projection 
Motif Finder (UPMF) [109]. 
2.2.1.4 Graph Representations 
This approach recasts the motif finding problem into graph solving problem in which nodes 
correspond to substrings of input sequences and edges connecting nodes correspond to similar 
substrings [141]. Thus, the motifs can be found by detecting cliques [146] or maximum density 
sub-graphs [38]. 
2.2.1.5 Clustering 
The motif finding can be transformed into finding the clusters in which the substrings of the 
input sequences forming the motif should be clustered together, and the rest should belong to a 
background cluster [141]. Thus, the cluster finding can be solved using appropriate clustering 
strategies like self organizing maps [71, 83]. 
2.2.1.6 Tree-based 
This approach models the motif finding using tree-based data structure and it uses tree-based 
algorithms to solve the motif detection. Al-Turaiki et al. modelled the motif finding problem 
using Trie data structure and transformed the motif finding into mining frequent patterns in large 
datasets [1]. Mohapatra et al. transformed the motif finding into generalized suffix tree and 
developed a tree-based algorithm for finding motifs [91]. 
2.2.2 Motif Finding Web Tools 
2.2.2.1 General Features of Motif Finding Web Tools 
The implementation of motif finding Web tools generally falls into two categories. The first 
category is pipeline implementation, which incorporates existing tools into a Web tool/Web 
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service. The second category involves implementing novel algorithms into a Web tool/Web 
service. Generally, motif finding Web tools allow uploading input sequences of DNA, protein, or 
binding sites. The users can customize the motif finding strategy before submitting the request. 
The results can be displayed on the browser or can be downloaded. However, different motif 
finding Web tools provide different customizations for finding motifs as well as different result 
formats. Some Web tools have restrictions on the size of input sequence, the number of peaks, or 
the size of the upload file. Others provide flexibility for input file formats and allow creating an 
account for storing the results on the server. Some Web tools require email address for notifying 
the result. All motif finding Web tools have their own features for verifying discovered motifs 
with one or more motif reference databases such as JASPAR [114], TRANSFAC [86], CisView 
[117], UniProbe [93], and user’s reference. Some Web tools allow selecting one or more motif 
reference databases while others use their own pre-selected references. Some Web tools provide 
the options for selecting the reference genome, motif size, and the number of motifs to discover.  
In the following section, we observe the features, approach, strengths and weaknesses of each 
motif finding Web tool. 
2.2.2.2 MEME 
MEME [17] (Multiple EM for Motif Elicitation) is a Web service available on MEME suite [12]. 
MEME allows running motif detection on its Website or through several mirror sites. It can be 
downloaded and installed locally. MEME is a de novo motif finding tool, which was designed 
for finding un-gapped motifs in unaligned DNA or protein sequences. MEME only accepts ≤ 
60,000 characters in the input file, which must be in fasta format. The input sequence’s length 
should be ≤ 1,000 bp and as short as possible. MEME suggests removing duplicate sequences 
and sequences with low information that may not contain the motif prior to running the tool. 
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MEME allows specifying the length of the motif and the number of motifs to discover. It also 
allows entering the number of sites for each motif if there is a prior knowledge about the number 
of occurrences that the motif has in the dataset. MEME requires specifying how the user believes 
the occurrences of the motifs are distributed among the sequences, for example, zero or one per 
sequence. MEME includes the option in the results on the browser for verifying the discovered 
motifs with the reference database. Its initial version allowed verifying the discovered motifs 
with JASPAR [114] or BLOCKS [48] reference database. In its later versions, MEME allows 
using TOMTOM [43] for verifying the discovered motifs. The earlier versions of MEME 
required email address for notifying the results. The later versions do not have this requirement. 
MEME does not have the option for creating an account or storing the results on the server. 
MEME includes other options such as performing discriminative motif discovery, uploading file 
containing a background Markov model, searching a given strand or both the given strand and 
the reverse strand, and looking for palindromes [17].  
A summary of MEME’s features can be found in Table 2.1. 
 MEME provides three different output formats: HTML, XML, and text. The output 
shows the motifs as local multiple alignments of the input sequences. It allows sending motifs to 
MAST [15] Web server for searching the sequences that match discovered motifs. MEME also 
provides other options in HTML output for forwarding one or all motifs to other Web-based 
programs for further analysis. For each motif, MEME reports the E-value, the number of sites 
found, motif’s logo, motif’s blocks format, motif’s block diagrams, position-specific scoring 
matrix, position-specific probability matrix, and so on [17]. 
 MEME algorithm extends the expectation maximization (EM) algorithm [14]. The EM 
algorithm for motif finding presented by Lawrence et al. has the following drawbacks. It is not 
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clear how to select the starting point and when to stop trying different starting points. It assumes 
there is exactly one appearance of the shared motif appearing in each sequence of the dataset but 
this is not always the case. MEME algorithm overcomes these limitations. MEME selects 
starting points based on all sub-sequences of sequences in the training dataset. It also eliminates 
the assumption of the shared motif appearing in each sequence. MEME removes the appearances 
of a motif after it is discovered and keeps searching for additional shared motifs in the dataset 
[14]. 
 Because MEME erases the previous discovered motifs when it searches for new motifs, 
MEME can only model a single motif at a time and it does not detect alternative binding motifs, 
which are motifs for co-factors. 
2.2.2.3 GLAM2 
We included GLAM2 for finding consensus motifs [27] as there is a possibility of having 
deletion or insertion (indels) in the binding sites of the peak sequences from ChIP-Seq. 
 GLAM2 [39] (Gapped Local Alignment of Motifs) is a de novo motif finding Web tool, 
which was designed for finding motifs with indels in unaligned DNA or protein sequences. The 
tool can be installed locally or can be run on MEME suite [12]. GLAM2 only accepts input 
sequences in fasta format with ≤ 60,000 characters in the input file. GLAM2 contains several 
features that can be customized for the motif finding. These features include aligned columns, 
alignment replicates, iterations without improvement, insertion, deletion, shuffling, and 
examining forward and reverse strands. The ealier versions of GLAM2 required email address 
for notifying the results. The later versions do not have this requirement. GLAM2 does not have 
the option for creating an account to store the results on the server [39].  
A summary of GLAM2’s features can be found in Table 2.1. 
  
11 
 
 GLAM2 provides three different output formats: HTML, text, and MEME text format. It 
reports the best motifs found with their start and end positions, sites, strand, marginal score, and 
motif’s logo. GLAM2 has a scanning method called GLAM2SCAN, which is used for scanning 
the alignment of the motif results against the sequence databases. This method is also included in 
the HTML output. GLAM2’s HTML output contains an option for verifying the discovered 
motifs with the references using TOMTOM [43] program. Other options in the HTML output 
include viewing the alignment, viewing Position Specific Probability Matrix (PSPM), and 
finding replications that are similar to the best motif found [39]. 
 The PSPM is a 4 × l matrix containing 4 rows for four nucleotides (A, C, G, T) and l 
columns where l is the size of the motif. Each entry in the matrix is the frequency of a nucleotide 
in the multiple alignments of the sequences. This frequency is represented by a probability value.  
 GLAM2 implemented a generalization of the gapless Gibbs sampling algorithm. It 
examines the input sequences and returns an alignment of segments of these sequences. Each 
sequence appears in at most one segment of the alignment. GLAM2 assumes a motif is defined 
by residue preferences at certain positions called key positions. However, the key positions can 
be deleted or the residues can be inserted between these key positions in a particular motif. 
GLAM2 implemented a scoring scheme for alignments in which any identical residues or similar 
residues alignment happens in the same key position is rewarded while deletions and insertions 
are penalized. However, the penalty is not severe if deletions and insertions constantly occur in 
the same locations. Using this scoring scheme, GLAM2 calculates the marginal score, which 
reflects how well each segment matches the other segments. GLAM2 finds a motif alignment 
with maximum score by using the scoring scheme. Because the number of possible alignments is 
too large, GLAM2 uses a heuristic optimization method called simulated annealing for finding 
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the motif alignment with maximum score. This method takes an initial alignment and constantly 
makes changes to it. These changes increase the score and also decrease the score. GLAM2 
performs two types of changes called site sampling and column sampling. The changes are 
applied until the score fails to improve. To verify the high score motif found, the whole 
procedure is repeated for a number of times from different random starting alignments. 
GLAM2’s performance can also be controlled by several given parameters as described above 
[39]. 
 GLAM2 is time consuming and its running time scales linearly with the sequence’s 
length. GLAM2 works best for small datasets and short motifs. It is difficult for GLAM2 to 
analyze sequences longer than a few thousand residues and it is impractical for GLAM2 to 
analyze sequences that are ≥ 10,000 bp [39].  
GLAM2 can only model a single motif at a time and it does not detect alternative binding motifs. 
2.2.2.4 CisFinder 
CisFinder [118] is a de novo motif finding Web tool for finding over-represented short DNA 
motifs. It implemented the novel CisFinder algorithm. The tool accepts input sequences in fasta 
and plain text delimited formats. CisFinder accepts four main file types: sequences, motifs, 
search results, and repeats. It was designed for processing large input dataset up to 50 Mb. 
CisFinder allows uploading the control file or using the public control file provided by the tool. 
It provides several analysis tools such as identifying motifs, improving motifs, clustering motifs, 
comparing motifs, showing motif, searching motif, and showing search results. It allows 
downloading and deleting each of four main file types. CisFinder provides several different 
parameters for customizing the motif finding. It does not allow specifying the motif size. 
However, it allows selecting motif reference databases such as JASPAR [114], CisView [117], 
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or user’s reference. CisFinder allows using a Guest account or setting up a user account for using 
the tool. Registered users can store the results on the server while Guest user has only one full 
session [118].  
A summary of CisFinder’s features can be found in Table 2.1. 
 CisFinder’s output can be in HTML and text formats. The output contains the elementary 
motifs and the cluster motifs with both can be saved or downloaded. The elementary motifs are 
listed by name, logo, pattern, frequency, enrichment ratio, information content of the motif, 
score, FDR, and so on. The cluster motifs are listed by name, logo, pattern, number of motifs in 
the cluster, frequency, enrichment ratio, information content of the motif, score, FDR, 
palindrome, method of motif clustering, and so on [118]. 
 CisFinder algorithm is based on the estimation of position frequency matrices (PFMs). 
This estimation is calculated from n-mer word counts in the test set and the control set of 
sequences. CisFinder contains five main features. First, the algorithm is based on detecting over-
represented short words in a sequence and clustering them. Second, the algorithm examines 
words with gaps and expands PFMs over the gaps and neighboring regions. Third, it uses real 
control sequences to compare against test sequences for processing repeat regions without 
removing repeat sequences because TF binding sites are often located in repeat regions. Fourth, 
it implements exhaustive searches for all over-represented DNA motifs in a single run and 
combines motifs only at the clustering step. Finally, it includes several other functions such as 
comparing motifs with the reference databases, searching for motifs that match PFMs, 
visualizing sequences and TF binding motifs with CisView [117] or UCSC genome browser 
[89], and extracting of sequence fractions and subsets of sequences [118]. 
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 CisFinder provides the flexibility for input file formats and file types. It can process large 
datasets and provides several tools for motif analysis. CisFinder algorithm can accurately 
identify PFMs of TF binding motifs [118]. CisFinder runs much faster than MEME [12], Weeder 
[100], and RSAT [135][118]. It can detect alternative binding motifs as well as binding motifs of 
potential co-factors. Finally, it can find motifs with a low level of enrichment [118]. 
2.2.2.5 W-ChIPMotifs 
W-ChIPMotifs [58] is a de novo motif finding Web tool for ChIP-based high throughput data. It 
only accepts input sequences in fasta format. W-ChIPMotifs does not specify either the 
maximum input file size or the maximum sequence length. The tool does not have the options for 
specifying motif size and number of motifs to discover. W-ChIPMotifs incorporated STAMP 
[82] tool for inferring phylogenetic information and verifying the discovered motifs with the 
reference databases. It requires specifying human or mouse species, user’s name, email, and 
transcription factor before submitting the request. The tool allows supplying the control file. 
However, it does not allow either creating an account or storing the results on the server [58].  
A summary of W-ChIPMotifs’s features can be found in Table 2.1. 
 The results of W-ChIPMotifs contain two files in PDF format via email only. One file 
contains the found motifs and the other contains the matched similar motifs from STAMP. The 
discovered motifs are listed by name, logo, confidence level, PWMs, core and PWM scores, P-
values, and Bonferroni correction P-value. The matching motifs from STAMP are listed by 
name, E-value, alignment, and logo. A phylogenetic tree for matching motifs is also included 
[58]. 
 W-ChIPMotifs is based on the previous ChIPMotifs program [58]. The tool is a pipeline 
system, which incorporated three motif finding tools: MEME [12], MaMF [50], and Weeder [99] 
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for motif detection [58]. W-ChIPMotifs optimizes the significance of the found motifs using 
bootstrap re-sampling method and Fisher test. It identifies about less than 10 candidate motifs for 
constructing n PWMs for each candidate motif. Then, it uses a bootstrap re-sampling method to 
infer the optimized PWM scores. If the control data is not supplied W-ChIPMotifs uses the 
default control dataset based on the species selected by the user. It generates negative control 
dataset by randomizing the input sequences with each sequence for 100 times. The generated 
negative control dataset no longer corresponds to the original sequences but it shares the same 
nucleotide frequencies and it is used for scanning the identified motifs. W-ChIPMotifs uses 
Fisher test and P-value for identifying the significant cutoff for the scores [58]. 
 W-ChIPMotifs can only model a single motif at a time and it does not detect alternative 
binding motifs. However, it combines three existing motif finding tools for maximizing the 
chance obtaining true motifs. 
2.2.2.6 DREME 
DREME [11] (Discriminative Regular Expression Motif Elicitation) is a motif finding Web tool 
available from MEME suite [12]. It was designed for finding short (≤ 8 bases), core DNA-
binding motifs of eukaryotic TFs and it is able to process very large ChIP-Seq datasets [11]. 
DREME is capable for finding binding motifs for cofactor TFs. It only accepts input sequences 
in fasta format. DREME allows setting E-value cutoff but it does not allow specifying motif size. 
DREME includes the option in the output for verifying the found motifs with the reference 
databases using TOMTOM [43] program. The ealier versions of DREME required email address 
for notifying the results. The later versions do not have this requirement. DREME requires 
selecting comparison source, which is set to shuffled sequences by default. It allows specifying 
  
16 
 
the type of strand to use. DREME does not allow either creating an account or storing the results 
on the server [11].  
A summary of DREME’s features can be found in Table 2.1. 
  DREME provides three different output formats: HTML, XML, and text. The found 
motifs are listed by name, logo, and E-value. The motif’s details include the number of positive 
and negative strands matching that motif, P-value, E-value, and enriched matching words for that 
motif. DREME allows submitting the discovered motifs to other programs within MEME suite 
[12] for further analysis. The found motif can be downloaded as a position weight matrix or a 
custom logo [11]. 
 DREME algorithm is based on a simplified form of regular expression. Its motif 
detection is exhaustive for exact words and heuristic for words with wildcards. To identify the 
significant, discriminative motifs, the algorithm uses the Fisher’s Exact test for calculating the 
significance of relative enrichment of each motif in two sets of sequences. One set is the set of 
ChIP-Seq peak regions and the other is either similar data from a different ChIP-Seq experiment 
or shuffled versions of the first sequences. The algorithm counts only the number of sequences 
containing a motif in each dataset. When the motif with highest significance is found, all of its 
non-overlapping occurrences in the first set of sequences are aligned to create a position specific 
probability matrix. To find multiple, non-redundant motifs in a set of sequences, the algorithm 
erases the best motif found by setting all its occurrences to a special letter that cannot match any 
motif. Then, the algorithm repeats the search for motifs [11]. 
 DREME is much faster than MEME [12], Weeder [100], and NestedMICA [31][11]. Its 
runtime scales linearly with the size of the dataset [11]. 
2.2.2.7 MEME-ChIP 
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MEME-ChIP [79] is a Web service designed for analyzing ChIP-Seq datasets and it is available 
from MEME suite [12]. MEME-ChIP provides several analysis tools such as motif discovery, 
motif enrichment analysis, motif visualization, binding affinity analysis, and motif identification. 
MEME-ChIP is a pipeline system, which incorporated MEME and DREME into a Web service. 
MEME-ChIP only accepts input sequences in fasta format. It does not have restrictions on the 
size of input sequence and the number of upload sequences. Thus, MEME-ChIP can analyze 
very large ChIP-Seq datasets. It allows setting E-value cutoff as well as selecting motif size and 
number of motifs to return. MEME-ChIP allows verifying the found motifs with several motif 
reference databases. It provides universal options, MEME options, DREME options, and 
CentriMo [16] options for customizing the motif detection. The earlier versions of MEME-ChIP 
required email address for notifying the results. The later versions do not have this requirement. 
MEME-ChIP does not have the options for creating an account to store the results on the server 
[79].  
A summary of MEME-ChIP’s features can be found in Table 2.1. 
 MEME-ChIP provides three different output formats: HTML, XML, and text. The output 
can be viewed in MEME output format, DREME output format, as well as in CentriMo [16] and 
TOMTOM [43] report formats [79]. 
 MEME-ChIP incorporated two complementary motif finding algorithms MEME and 
DREME [79]. MEME implemented the multiple EMs while DREME used the regular expression 
approach. DREME is capable for detecting very short motifs that are not found by MEME. 
MEME-ChIP used TOMTOM [43] for verifying the discovered motifs by MEME and DREME 
with the reference databases [79]. MEME-ChIP also used AME algorithm [87] for detecting very 
low levels of enrichment of binding sites for motif enrichment analysis [79]. MEME-ChIP used 
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MAST [15] and AMA [23] algorithms for visualizing motifs as well as for binding strength 
analysis [87][79]. 
2.2.2.8 CompleteMOTIFs 
CompleteMOTIFs [68] is a de novo motif finding Web tool, which was designed for finding 
over-represented transcription factor binding motifs from ChIP-Seq. CompleteMOTIFs is a 
pipeline system, which incorporated MEME [12], Weeder [99], and ChIPMunk [66] into a Web 
tool. It accepts input sequences in fasta, BED, and GFF formats. CompleteMOTIFs accepts file’s 
size ≤ 500,000 bp for MEME and Weeder. It accepts ≤ 5,000,000 bp in input file for ChIPMunk. 
CompleteMOTIFs allows selecting the motif reference database as well as allows supplying 
user’s reference in Position Specific Scoring Matrices. It also requires specifying the type of the 
background sequence and the reference genome used in the motif finding. Other options for 
customizing the motif detection include setting P-value cutoff, specifying the types of 
nucleotides shuffling, and the number of times for nucleotides shuffling. CompleteMOTIFs 
allows specifying the motif size for running MEME only. It does not allow specifying the 
number of motifs to discover. CompleteMOTIFs allows using a Guest account or setting up a 
user account for using the tool. Registered users can store the results on the server. 
CompleteMOTIFs also provides annotation analysis and eight boolean logic operations for file 
manipulation. It also provides two utilities: convert BED to fasta, and convert fasta to BED [68].  
A summary of CompleteMOTIF’s features can be found in Table 2.1. 
 CompleteMOTIF’s output can be in both HTML and text formats. The output can be 
viewed in MEME [12], Weeder [99], and ChIPMunk [66] formats depending on the selections 
when submitting the request. The motif results can be verified with JASPAR [114] and 
TRANSFAC [86] databases using Patser [49] scanning method. The top 10 motifs with their 
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logos can be viewed on the browser. The tool also shows the motif clustering result from 
STAMP [82]. All results can be downloaded in a zip file [68]. 
 CompleteMOTIF incorporated three existing motif finding tools into a Web tool. 
However, the results are specific to each tool selected by the user. Each tool has its own 
approach for finding motifs. MEME used the multiple EMs algorithm [12]. Weeder implemented 
a suffix tree based exhaustive enumeration algorithm [99]. ChIPMunk implemented an iterative 
algorithm that combines greedy optimization with bootstrapping [66]. 
2.2.2.9 RSAT peak-motifs 
RSAT peak-motifs [123] is a pipeline system for finding motifs in ChIP-Seq data. It can be used 
as a stand-alone application and Web services. RSAT peak-motifs provides several selective 
categories for customizing the motif detection as follows [123].  
Uploading Input 
RSAT peak-motifs accepts different types of input sequences such as raw, multi, tab, fasta, 
wconsensus, and IG formats. The input sequences can be uploaded in a .gz compressed file. It 
can also take the input from other Web server via URL. The input sequences can be masked into 
lowercase, uppercase, or non-dna. RSAT peak-motifs does not have limitations for the size of the 
sequence and the number of peaks in the input. It also allows uploading the control sequences 
[123]. 
Reducing Peak Sequences 
RSAT peak-motifs provides the flexibility for selecting the number of top sequences to retain for 
the motif finding. It allows reducing peak sequences by a number of base pairs on each side of 
the peak center for the motif detection [123]. 
Motif Discovery Parameters 
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RSAT peak-motifs provides the options for finding over-represented words, words with a 
positional bias, words with local over-representation, and over-represented spaced word pairs. It 
allows selecting oligomer lengths 6, 7, and 8 characters. RSAT peak-motifs also includes several 
selections for Markov order of the background model. The users can select between 1 to 10 
motifs to discover per algorithm as well as selecting a single strand or both strands for the motif 
detection. RSAT peak-motifs provides several options for selecting different reference databases 
including user’s database and known reference motifs for verifying with the discovered motifs 
[123].  
Locating and Visualizing Motifs 
RSAT peak-motifs allows searching putative binding sites in the peak sequences. It includes 
several options for selecting Markov order of the background model for sequence scanning. It 
also allows visualizing peaks and sites on the genome browser [123]. 
Output Option 
RSAT peak-motifs provides two output options: displaying the results on the browser or 
emailing the results to the user. The latter requires the user’s email address [123].  
A summary of RSAT peak-motifs’s features can be found in Table 2.1. 
 All motif results can be downloaded in a zip file. All matrices can be downloaded in 
TRANSFAC format. RSAT peak-motifs displays the detailed results in several different 
categories such as sequence compositions and statistics, number of discovered motifs by 
algorithm, number of discovered motifs with motif comparison, individual motifs and their 
matrices, motif locations or sites, and motif comparisons [123]. 
 RSAT peak-motifs is a computational pipeline that incorporated several algorithms. The 
algorithms used for motif finding are RSAT dyad-analysis [136], RSAT local-word analysis 
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[122], MEME [12], and ChIPMunk [66][123]. RSAT peak-motifs also implemented the pattern 
matching algorithm called matrix-scan-quick from RSAT [133][123]. It used RSAT compare-
motifs algorithm for motif comparison. The implementation of motif finding relies on a 
combination of tried and tested algorithms, which integrated in the software suite RSAT. The 
motif finding also used complementary criteria for detecting the motifs [123]. 
2.2.2.10 PscanChIP 
PscanChIP [142] is a motif finding Web tool for ChIP-Seq data. It only accepts input sequences 
in BED format. PscanChIP assumes that the region is centered on the point of maximum 
enrichment within the peak and it only analyzes 150 bp around the summit for that region. It 
does not provide the options for selecting the motif size and the number of motifs to return. 
PscanChIP requires selecting human or mouse species with its associated assembly. It allows 
selecting the background model and the motif reference databases such as JASPAR [114], 
TRANSFAC [86], and user’s database. PscanChIP does not allow either creating an account or 
storing the results on the server [142].  
A summary of PscanChIP’s features can be found in Table 2.1. 
 PscanChIP’s output can be in HTML and text formats. The results include several 
categories such as binding profile name, binding profile ID, local enrichment P-value, local over- 
or under- representation, global enrichment P-value, global over- or under- representation, 
Spearman correlation coefficient, preferred position, position bias P-value, and so on. For each 
matrix in the results, PscanChIP shows the matrix’s detailed information, its position weight 
matrix (PWM), motif’s logo, and all occurrences [142].  
 PscanChIP is based on the previous Pscan tool for promoter analysis. It computes the 
global enrichment, which is used for identifying the motifs that are overrepresented in the 
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regions. It also calculates local enrichment, which is used for identifying motifs with significant 
preference for binding within the regions. In addition, PscanChIP evaluates the motif positional 
bias within the input regions. It can identify the actual binding sites for the TF and the secondary 
motifs corresponding to other TFs that tend to bind the same region [142]. 
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Table 2.1. A summary of motif finding Web tools. 
Web Tool Pipeline Accept File 
Format 
Maximum File Size Maximum 
Sequence 
Length 
P-Value 
Option 
Motif’s 
Size 
Option 
# of 
Motifs 
Option 
Ref. Database 
MEME No Fasta ≤  60000 characters < 1000 bp No Yes Yes JASPAR,  BLOCKS, 
UniProbe, …., user database 
GLAM2 No Fasta ≤  60000 characters ≤ 10000 bp No No No JASPAR,  UniProbe, …., user 
database 
CisFinder No Fasta, plain text 
delimited 
Unspecified ≤ 50 Mb FDR 
option 
No Yes JASPAR, CisView, …., user’s 
database 
W-ChIPMotifs Yes Fasta Unspecified Unspecified No No No JASPAR, TRANSFAC, …., 
user database 
CompleteMOTIFs Yes Bed, fasta, gff ≤  500000 bp for 
MEME, Weeder, ≤  
5000000 for 
ChIPMunk 
Unspecified Yes Yes for 
MEME 
No JASPAR, TRANSFAC 
DREME No Fasta Unspecified Unspecified E-value  
option 
No No JASPAR,  UniProbe, …., user 
database 
MEME-ChIP Yes Fasta Unlimited Unlimited E-value  
option 
Yes Yes JASPAR,  UniProbe, …., user 
database 
RSAT peak-
motifs 
Yes Raw, multi, tab, 
fasta, 
wconsensus, IG 
Unlimited Unlimited No Yes Yes JASPAR, UNIPROBE, 
DMMPMM, RegulonDB, …, 
user database 
PScanChIP No Bed Unlimited 100 -150 bp No No No JASPAR, TRANSFAC 
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Table 2.1. A summary of motif finding Web tools (continue). 
Web Tool Approach Ref. 
Database 
Option 
Ref. 
Genome 
Option 
Log in 
Required 
Email 
Required 
User 
Account 
Option 
Published 
Year 
Current 
Version 
Ref. 
MEME Implemented  Multiple EM No No No Yes No 2006 4.9.1 17 
GLAM2 Implemented novel Gapped Local 
Alignment of Motifs algorithm 
No No No Yes No 2008 4.9.1 39 
CisFinder Implemented novel CisFinder 
algorithm 
Yes No Optional Optional Optional 2009 Unspecified 118 
W-ChIPMotifs Used existing ChIPMotifs program 
and incorporated other existing 
tools: MEME, MaMF, and Weeder 
No Human 
and 
Mouse 
only 
No Yes No 2009 Unspecified 58 
CompleteMOTIFs Integrated existing tools: MEME, 
Weeder, and ChIPMunk  
Yes Yes Optional Optional Optional 2011 Unspecified 68 
DREME Implemented novel discriminative 
regular expression motif elicitation 
algorithm (DREME)  
No No No Yes No 2011 4.9.1 11 
MEME-ChIP Integrated existing tools: MEME 
and DREME 
No No No Yes No 2011 4.9.1 79 
RSAT peak-
motifs 
Implemented RSAT oligo-analysis, 
RSAT dyad-analysis, RSAT local-
word analysis, MEME, ChlPMunk 
Yes No No Optional No 2012 Unspecified 123 
PScanChIP Used existing Pscan algorithm Yes Yes No No No 2013 1.0 142 
  
25 
 
2.2.3 Peak Calling Tools 
There are many factors, which can affect the result of the motif finding such as the quality of the 
antibody used, read length, sequencing error, read mapping procedure, peak caller, and so on. 
Here we only mentioned the closest influence factor, which is the peak calling tool in this 
section. We recommend the users to select the peak calling tool that is relevant to the type of 
research being conducted. We also provided a summary for a number of peak calling tools in 
Table 2.2.3. Besides, the control data is important for the background model validation. Thus, it 
is better to run the peak calling tool using both input and control data. 
 The peak finding process contains three essential steps: pre-processing, mapping, and 
peak finding [64]. The pre-processing step removes erroneous and low quality reads. The 
mapping step maps the reads back to the reference genome. It is critical as multiple reads can be 
mapped to multiple locations in the genome. Thus, the mapping can be handled by increasing the 
specificity using unique reads only or increasing the sensitivity by allowing multiple alignments 
of reads. Finally, the peak finding step identifies significant peak signals among background 
signals [64].  
 Several algorithms have been developed for identifying true peaks. There are three types 
of peaks in ChIP-Seq data: punctate regions contain a few hundred base pairs or less, localized 
but broader regions contain up to a few kilobases, and broad regions contain up to several 
hundred kilobases. Different peak categories associate with different types of binding events. For 
example, the punctate region is a signature of a sequence specific transcription factor such as 
NRSF or CTCF. A combination of punctate and broader regions associates with proteins such as 
RNA polymerase II. Broad regions can associate with histone marks and other chromatin domain 
signatures [101].  
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 Different peak finding tools implement different algorithms for targeting these types of 
peaks. Thus, the users should select a peak finding tool that is relevant to the type of research 
being conducted for maximizing the chance obtaining the best possible peak sequences for 
finding the motifs. There are software tools such as peakROTS [34] and the tool presented by 
Schweikert et al. [116] that are capable for assisting the users for optimizing the peak calling as 
well as choosing relevant software package for their analysis. The users may need to consider 
these tools. Here we provide an overview for each tool and hope the users may find it useful. 
 peakROTS implemented a generic data-adaptive procedure that allows to optimally 
adjust the parameters of a given software package to the properties of each ChIP-Seq dataset 
independently. It allows avoiding poor parameter settings for a given dataset. It can provide the 
direction for selecting peak calling parameters. It notifies the users whether or not the quality of 
the data and/or the software parameters of a selected software package are sufficient for reliable 
binding site detections. It also recommends the users to choose the package that is optimal for a 
given dataset [34]. 
 Schweikert et al. presented a tool, which implemented a combination and fusion analysis 
method. This tool provides a general assessment of available technologies and systems for 
assisting researchers to select a suitable system for their ChIP-Seq analysis. It also offers an 
alternative approach for increasing true positive rates and decreasing false positive rates. The 
tool can take different peak sequence outputs of the same dataset generated by different peak 
calling tools. It analyzes these peak sequence outputs and combines them in such a way that it 
can produce a better output from all peak sequence outputs it analyzes. Then, the improved peak 
sequence output can be used for further analysis [116].  
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Table 2.2.3. A summary of peak calling tools. 
Tool Algorithm Approach Published 
Year 
Language Operating 
System 
BayesPeak BayesPeak algorithm Used Hidden Markov model (HMM) for 
finding peaks 
2011 R and C Linux, 
Windows, 
and Mac OS 
X 
BroadPeak Maximal-segment algorithm, Gibbs 
sampling algorithm, Ruzzo–Tompa 
algorithm 
Probabilistic model  2013 R N/A 
CisGenome Two-pass algorithm Implemented a modular design, use sliding 
window for peak detection 
2008 C, C++ Windows, 
Mac, and 
Linux 
DROMPA (DRaw and 
Observe Multiple enrichment 
Profiles and Annotation) 
Sliding window Two-step procedure, DROMPA peak-
calling program 
2013 ANSI-C Linux 
F-Seq F-Seq Density Estimation algorithm Kernel density estimation 2008 Java Unix, Linux 
FindPeaks  Used directional reads module for 
identifying peaks 
Implemented a modular architecture 2008 Java Linux, 
Windows, 
and Mac OS 
X 
GEM (Genome wide Event 
finding and Motif discovery) 
Genome wide event finding and 
motif discovery (GEM) 
Probabilistic model 2012 Java N/A 
GLITR (GLobal Identifier of 
Target Regions) 
GLITR algorithm Used ChIP-Seq Peak Finder framework 2009 Perl and 
Python 
N/A 
GLMNB (Negative binomial 
generalized linear model) 
Sliding window Generalized Linear Model with Negative 
binomial distribution 
2012 N/A N/A 
Hpeak (Hidden Markov model 
(HMM)-based Peak-finding 
algorithm) 
HMM-based algorithm Hidden Markov Model (HMM) 2010 Perl and 
C++ 
Linux, 
Windows, 
and Mac OS 
MACS (Model-based 
Analysis of ChIP-Seq) 
MACS algorithm (use shift and 
sliding window algorithm) 
Model-based Analysis of ChIP-Seq 2008 Python Linux 
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NEXT-peak (the normal-
exponential two-peak) 
NEXT-peak algorithm Normal-exponential two-peak (NEXT-
peak) model 
2013 C++ Linux 
PeakRanger Same algorithm as PeakSeq for 
identifying broad regions. 
Summit-valley-alternator algorithm 
Build the read coverage profile 2011 C++ Linux, Mac 
OS, and 
Windows 
PeakSeq PeakSeq - two-pass strategy Two-pass strategy 2009 C and Perl N/A 
QuEST (Quantitative 
Enrichment of Sequence 
Tags) 
Construct profiles and use shifting 
method  
Statistical framework - Kernel Density 
Estimation approach 
2008 C++ Linux, Mac 
OS 
SeqSite Two-step strategy: detect tag-
enriched regions and then pinpoint 
binding sites in the detected regions 
Poisson model 2011 C/C++ Windows, 
Mac OS X, 
and Linux 
SICER Scoring scheme Spatial clustering approach 2009 Python Linux, Unix 
SIPeS (Site Identification 
from Paired-end Sequencing) 
SIPeS algorithm Used dynamic fragment pileup value for 
peak calling 
2010 C Linux 
SISSRs (Site Identification 
from Short Sequence Reads) 
Site Identification from Short 
Sequence Reads (SISSRs) 
algorithm 
Sliding window 2008 Perl Linux, 
UNIX 
Sole-Search Sole-Search program Implemented several different analysis 
steps for peak calling 
2010 Java N/A 
T-PIC (Tree shape Peak 
Identification for ChIP-Seq) 
Tree shape Peak Identification for 
ChIP-Seq (T-PIC) algorithm 
Tree-based statistics 2011 R and Perl N/A 
USeq Collection of algorithms and 
software for peak calling 
Implemented several different methods for 
peak calling 
2008 Java Linux, Mac 
OS X, and 
Windows 
W-ChIPeaks PELT algorithm and BELT 
algorithm 
 
Statistical methods control false discovery 
rate 
2011 PHP, Perl, 
Java and 
C++ 
N/A 
ZINBA (Zero-Inflated 
Negative Binomial Algorithm) 
Zero-Inflated Negative Binomial 
Algorithm (ZINBA) 
Statistical framework 2011 C and R Mac OS X 
and 
Linux/Unix 
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Table 2.2.3. A summary of peak calling tools (continue). 
Tool Software 
Features 
Latest 
Release 
Version 
Latest 
Release 
Year 
Website Maintenance Ref. 
BayesPeak Support multicore 1.12.0 N/A http://compbio.sysbiol.cam.ac.uk/Resources/
BayesPeak/csbayespeak.html 
Yes 24 
BroadPeak N/A One 
version 
2013 http://jordan.biology.gatech.edu/page/softwa
re/broadpeak/ 
Yes 137 
CisGenome Stand-alone 
system, command 
mode and GUI 
v2.0 2011 http://www.biostat.jhsph.edu/~hji/cisgenome
/ 
Yes 56 
DROMPA (DRaw and Observe Multiple 
enrichment Profiles and Annotation) 
N/A 1.4.0 2013 http://www.iam.u-
tokyo.ac.jp/chromosomeinformatics/rnakato/
drompa/ 
Yes 92 
F-Seq N/A 1.84 2011 http://fureylab.web.unc.edu/software/fseq/ Yes 20 
FindPeaks  Command line 4.0 N/A http://vancouvershortr.sourceforge.net/ Yes 36 
GEM (Genome wide Event finding and Motif 
discovery) 
Stand-alone 
software 
2.3 2013 http://cgs.csail.mit.edu/gem/ Yes 42 
GLITR (GLobal Identifier of Target Regions) N/A N/A N/A N/A N/A 132 
GLMNB (Negative binomial generalized linear 
model) 
N/A 1.0 2012 http://sourceforge.net/projects/glmnb/ N/A 140 
Hpeak (Hidden Markov model (HMM)-based 
Peak-finding algorithm) 
N/A V2.1 2009 http://www.sph.umich.edu/csg/qin/HPeak/ N/A 106 
MACS (Model-based Analysis of ChIP-Seq) stand-alone, no 
GUI, open source 
1.4.2 2012 http://liulab.dfci.harvard.edu/MACS/ Yes 148 
NEXT-peak (the normal-exponential two-peak) N/A 1.1 2013 http://ww2.odu.edu/~nxkim/nextpeak/ Yes 63 
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PeakRanger Support parallel 
cloud computing 
1.16 2012 http://ranger.sourceforge.net/ Yes 37 
PeakSeq N/A 1.1 2011 http://info.gersteinlab.org/PeakSeq N/A 113 
QuEST (Quantitative Enrichment of Sequence 
Tags) 
Open source, non-
profit use 
2.4 2009 http://mendel.stanford.edu/SidowLab/downl
oads/quest/ 
No 133 
SeqSite Academic use 
only 
1.1.2 2010 http://bioinfo.au.tsinghua.edu.cn/software/se
qsite/ 
Yes 138 
SICER N/A v1.1 2011 http://home.gwu.edu/~wpeng/Software.htm Yes 143 
SIPeS (Site Identification from Paired-end 
Sequencing) 
Non-profit use 2.0 2010 http://gmdd.shgmo.org/Computational-
Biology/ChIP-Seq/download/SIPeS 
N/A 144 
SISSRs (Site Identification from Short Sequence 
Reads) 
N/A v1.4 2008 http://sissrs.rajajothi.com/ N/A 60 
Sole-Search Web-based 
software 
N/A N/A N/A No 88 
T-PIC (Tree shape Peak Identification for ChIP-
Seq) 
N/A One 
version 
2011 http://www.math.miami.edu/~vhower/tpic.ht
ml 
N/A 51 
USeq GUI 8.6.6 2013 http://useq.sourceforge.net/ Yes 94 
W-ChIPeaks Web tool 1.0.1 2012 http://motif.bmi.ohio-state.edu/W-ChIPeaks/ Yes for 
BELT only 
69 
ZINBA (Zero-Inflated Negative Binomial 
Algorithm) 
Support multi-
core clusters 
2.02.03 2012 http://code.google.com/p/zinba/ Yes 110 
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2.3 Results and Discussion 
2.3.1 Datasets 
We used five datasets from ChIP-Seq experiments in Shen et al. [119] in Table 2.3.1 for our 
motif discovery. These datasets came from mouse liver tissues, which have been sequenced on 
Illumina Genome Analyzer II and aligned to the mouse reference genome mm9. The output 
alignments are in bam format [119]. 
 We ran MACS [148] on each dataset for obtaining the output peak file in bed format 
using P-value cutoff 0.00001 for peak detection. However, these peak sequence datasets are 
large and different motif finding Web tools accept the datasets with different limited sizes. Thus, 
we reduced the size of these datasets appropriately so that they can be accepted by the motif 
finding Web tools. In addition, each motif finding Web tool accepts different formats for peak 
sequence dataset. Therefore, we prepared the format for each peak sequence dataset 
appropriately for each motif finding Web tool. We used a utility BED to fasta conversion from 
CompleteMotifs [68] for converting the peak sequence outputs from MACS to fasta format for 
the Web tools that only accept fasta format. The details for each dataset are in Table 2.3.1. 
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Table 2.3.1. Dataset’s properties. 
Dataset Mark GEO 
Accession 
Number of 
Sequences 
Shortest 
Sequence 
(residues) 
Longest 
Sequence 
(residues) 
Total 
Length 
(residues) 
Size 
(FASTA 
format) 
Size 
(BED 
format) 
Ref. 
DM230 PolII (RNA polymerase II) GSM722763 105 157 1728 47242 49 KB 5 KB 119 
DM05 p300 (co-activator protein) GSM722762 142 130 1214 50318 53 KB 7 KB 119 
DM254 CTCF (insulator binding 
protein) 
GSM722759 4009 94 2374 1518265 1604 KB 181 KB 119 
DM01 H3K4me1 (histone H3 
lysine 4 monomethylation) 
GSM722760 2001 175 8520 1856431 1871 KB 88 KB 119 
DM721 H3K27ac (H3 lysine 27 
acetylation) 
GSM851275 4005 255 16542 5429909 5423 KB 180 KB 119 
  
33 
 
2.3.2 Results 
We used two small datasets DM230 and DM05 in fasta format for running MEME [12], GLAM2 
[39], W-ChIPMotifs [58], and CompleteMOTIFs [68] as these tools are unable to process large 
datasets. The parameters used for running MEME for both datasets are in Appendix A, Table A1. 
We used all default parameters provided by GLAM2 for running both datasets. These parameters 
can be found in Appendix A, Table A2. For running W-ChIPMotifs, we selected the mouse 
species and left the transcription factor blank for running both datasets. For running 
CompleteMOTIFs, we used the parameters in Appendix A, Table A3 for both datasets. As of this 
writing, the motif finding jobs for both datasets have not completed by CompleteMOTIFs 
although these jobs have been submitted for over two months. 
 We used all five datasets in fasta format for running CisFinder [118], DREME [11], 
MEME-ChIP [79], and RSAT peak-motifs [123]. The parameters used for running all five 
datasets for these Web tools are in the Appendix A, Tables A4-A7. CisFinder produced a large 
number of motifs for each dataset as it can detect local over-represented motifs, alternative 
binding motifs, binding motifs of potential co-factors, and motifs with a low level of enrichment. 
 We also used all five datasets in bed format for running PScanChIP [142]. The 
parameters used for running these datasets are in the Appendix A, Table A8. PScanChIP reported 
all global and local over-represented motifs with their global and local P-values for each motif. 
We used P-value ≤ 0.05 as a threshold for filtering both global and local over-represented motifs 
in the results. The number of global over-represented motifs and local over-represented motifs 
after applying the filter for each dataset are in the Appendix A, Table A9. A summary of all 
results reported by each Web tool are also in the Appendix A, Table A9. 
2.3.3 Discussion 
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It is difficult to compare motif results from different motif finding tools even for the same peak 
sequence dataset because of the following reasons. Different motif finding Web tools 
implemented different algorithms, which determine the results of the motif finding. In addition, 
each motif finding Web tool has its own parameters set up for finding motifs. The default 
parameters and the parameters selected by the users have an influence on the motif results. Thus, 
Tompa et al. suggested using a combination of different motif finding tools for maximizing the 
chance obtaining the significant motifs [124]. Moreover, the motifs reported by multiple tools 
are more reliable. On the other hand, multiple motif finding tools that implement different 
algorithms report identical motifs for the same dataset prove the consistency and reliability of 
these tools. However, in reality it is hard for these motif finding tools to agee on the same set of 
motifs that are exactly matched. Thus, we looked for similarities between these motifs reported 
by different motif finding tools. We used STAMP [82] for this purpose by comparing the 
similarities between two set of motif results from two different motif finding Web tools. We 
implemented this pair-wise comparison for all motif finding Web tools for each dataset. Since 
STAMP has its own required input formats and the formats of the motif results from different 
motif finding Web tools vary, we prepared the motif results in the formats required by STAMP 
for running this tool. Besides, different motif finding Web tools provide different settings for 
getting the maximum number of motifs to discover. Thus, we obtained a variety number of 
motifs in the results from these tools for each dataset. Among them CisFinder reported the 
largest number of motifs. However, STAMP is not able to process large motif datasets. Hence, 
we reduced CisFinder’s motif datasets to ≤ 100 motifs in each dataset for STAMP to process. 
 We validated all motifs used for similarity comparisons with two reference databases: 
JASPAR [114] and UniProbe [93] for mouse species by using TOMTOM [43] program with P-
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value cutoff ≤ 0.01. All discovered motifs in each dataset by MEME, GLAM2, W-ChIPMotifs, 
MEME-ChIP, and PScanChIP were found in either JASPAR or UniProbe. All discovered motifs 
by CisFinder for four datasets DM230, DM05, DM254, and DM721 were found in either 
JASPAR or UniProbe except for one motif in the dataset DM01 was not found in both databases. 
In addition, all discovered motifs by DREME for three datasets DM230, DM254, and DM721 
were found in either JASPAR or UniProbe except for 2 motifs in the dataset DM01 were not 
found in both databases. Besides, RSAT peak-motifs showed two motifs that were not found in 
both references with one from the dataset DM254 and the other from the dataset DM01. All 
other discovered motifs by RSAT peak-motifs in other datasets were found in either JASPAR or 
UniProbe. In general, most of discovered motifs reported by each tool in each dataset used for 
similarity comparisons were found in the references for mouse species. All validation results can 
be found in column 4 of the Appendix A, Table A11. 
 We performed the similarity comparisons as follows. For each Web tool, we compared its 
motif result with the motif result in every other Web tool for the same dataset by using the matrix 
type in the Appendix A, Table A10. We performed this pair-wise comparison for all datasets for 
each Web tool. The pair-wise comparisons of motif results between these tools for the same 
dataset reveal the number of best matches by similarities between them. However, the resemble 
matches may not be one to one correspondence. The comparison results are in the Appendix A, 
Table A11. Most of discovered motifs by MEME were also found by CisFinder and W-
ChIPMotifs. Besides, most of discovered motifs by GLAM2 were also found by all other tools 
except for MEME-ChIP.  
 For two small datasets DM230 and DM05, nearly all discovered motifs by CisFinder 
were also found by all other tools except for MEME-ChIP. For other three datasets, most of 
  
36 
 
discovered motifs by CisFinder were also found by DREME and MEME-ChIP. However, RSAT 
peak-motifs and PScanChIP do not show a large number of similar motifs with CisFinder.  
 The output of W-ChIPMotifs includes the frequencies of nucleotides but they are not in 
the form of matrices. Thus, we converted these frequencies into raw PSSMs [121], which were 
used to compare with the motif results from other Web tools. Raw PSSM is defined in [121] as 
follows. It is an l × 4 matrix containing 4 columns for four nucleotides (A, C, G, T) and l rows 
for the size of the motif. Each entry in the matrix is the frequency value of a nucleotide in the 
multiple sequence alignments. The matrix is leaded by a character “>” followed by some 
characters, which can be the name of the matrix. The results show most of discovered motifs by 
W-ChIPMotifs were also found by MEME and CisFinder. However, other tools do not show a 
significant number of similar motifs with W-ChIPMotifs. 
 DREME reported only one motif for the dataset DM230. This motif was found by all 
other tools except for MEME-ChIP. DREME did not report any motif for the dataset DM05 
although other tools reported a number of motifs for this dataset. For other three datasets, most of 
discovered motifs by DREME were also found by all other tools. However, PScanChIP does not 
show a large number of similar motifs with DREME. 
 MEME-ChIP integrated MEME and DREME into a pipeline, which maximizes the 
chance for obtaining the motifs that a single tool may miss because these tools are complement 
to each other. We used the parameter settings for this tool as used for running individual tool. 
However, MEME-ChIP did not report any motif for the dataset DM230 although MEME 
returned 20 motifs and DREME returned one motif. For the dataset DM05, MEME-ChIP 
reported 4 motifs, which were found by MEME but other tools do not show much similarities for 
this dataset. For other three datasets, most of discovered motifs by MEME-ChIP were also found 
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by all other tools. However, PScanChIP does not show consistent motif similarities with MEME-
ChIP.  
 For RSAT peak-motifs, most of discovered motifs by this tool for all datasets were also 
found by CisFinder. However, other tools do not show a lot similar motifs with RSAT peak-
motifs. 
 PScanChIP does not allow exporting the motif results in matrix format for further 
analysis. To acquire the motif results in PSSMs format, we manually followed each motif’s link 
to the JASPAR database site for obtaining the corresponding matrix in JASPAR format for each 
motif. The comparison results show most of discovered motifs by PScanChIP for all datasets 
were also found by CisFinder. However, other tools do not show much similar motifs with 
PScanChIP. 
 In general, CisFinder shows consistent results comparing to the results from other tools as 
it produced a large number of motifs for each dataset. The capability to detect large number of 
motifs makes CisFinder consistent as some Web tools missed reporting the motifs that were 
found by others. We suggest the users to use multiple Web tools that implement different 
algorithms for their motif finding for obtaining significant motifs, overlapping resemble motifs, 
and non-overlapping motifs. 
 To date RSAT peak-motifs is the only Web tool that can take the input from other Web 
server via URL. This feature eliminates the uploading delay and speeds up the motif finding. 
2.4 Conclusions 
In this work, we surveyed nine motif finding Web tools that are capable for finding binding site 
motifs. For each Web tool, we observed its features, approach, strengths and weaknesses. We 
pointed out the results of motif finding depending on several factors and discussed the closest 
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influence factor, which is the peak calling tool. We presented that different peak calling tools 
implement different algorithms for targeting different types of peaks. Thus, it is critical for the 
users to pick a suitable peak calling tool for the type of research being conducted so that it can 
maximize the chance for obtaining the best possible peak sequences for finding the motifs. We 
also presented the tools that are able to assist the users for optimizing peak calling result as well 
as for choosing relevant software package for their analysis. We also performed comparisons for 
nine motif finding Web tools using five different datasets from ChIP-Seq experiments. We 
showed that comparing motif results from different motif finding Web tools is difficult because 
each tool has its own parameter settings as well as implementing different algorithms for finding 
the motifs. In addition, the default parameter settings and user’s selected parameters have an 
influence on the motif results. Thus, we compared the motif results from different motif finding 
Web tools based on their similarities using STAMP [82] tool. We performed pair-wise 
comparison between two set of motifs from two different Web tools for all datasets. The 
comparison results showed that CisFinder reported consistent results comparing to other Web 
tools as it was able to detect a large number of motifs that were not reported by other Web tools. 
Since each motif finding Web tool has its own advantages for detecting motifs that other Web 
tools may not discover, we suggested the users to use multiple Web tools that implement 
different algorithms for obtaining the significant motifs, overlapping resemble motifs, and non-
overlapping motifs. 
 We observed that newer motif finding Web tools have the capability to find the global 
over-represented motifs, local over-represented motifs, and alternative motifs. These newer tools 
can process large datasets with long sequences. We also observed that recent motif finding 
development tends to exploit the Web for providing ease of use to the users. 
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2.5 Future Work 
From the observations above, we see that the future of the motif finding development for ChIP-
Seq should be Web tool design with user-friendly interface. It should be developed as a pipeline 
system, which integrates a number of specialized motif finding tools for ChIP-Seq. Such system 
would allow the users to run a combination of specialized tools for maximizing the chance 
obtaining the significant motifs, overlapping resemble motifs, and non-overlapping motifs. The 
future tool should be able to detect the global over-represented motifs, local over-represented 
motifs, and alternative motifs. It should be able to process large datasets with long sequences 
generated from the NGS technology. The future tool should be able to take the input from other 
Web server via URL for circumventing the uploading delay and speeding up the motif detection. 
It is also a plus if the future tool can probe the user for the type of research being performed and 
provide advisory features prior to running the tool. Finally, the future tool should provide a 
number of convenient result formats for further analysis. 
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Chapter 3 
MOTIFSIM Algorithm and Assessment 
3.1 Introduction 
Several motif finders have been developed for detecting binding site motifs. Previous studies 
show that the results reported by different motif finders for the same dataset vary significantly 
[125]. This is largely due to the fact that different tools adopted different strategies that may be 
tailored for different motif groups. It is generally advisable to use multiple tools for the same 
dataset as the motifs commonly reported by different tools are more likely to be biologically 
significant [125]. However, the results reported by multiple tools from the same dataset need to 
be compared in order to identify common ones, as well as those reported by some tools but not 
by others. Existing tools and methods in the literature for finding motif similarity include 
STAMP [82], TOMTOM [43], MATLIGN [61], Habib et al [44], CompariMotif [33] and Xu et 
al [139], among a few others. These tools do not allow comparing more than two motif datasets 
concurrently to extract the common significant motifs. Instead, they only allow motif 
comparisons within a dataset or between two datasets. In order to make motif comparisons in 
more than two datasets, pair-wise comparisons are performed first and the results are then 
checked against each other manually. Note that this is a lengthy and time-consuming process. In 
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addition, it becomes impractical for comparing large datasets and large number of datasets. 
Furthermore, the results from individual motif finders for the same datasets vary significantly. 
Therefore, it may not be reliable for getting results from individual tools. These difficulties 
motivated us to develop a novel MOTIFSIM (MOTIF SIMilarity) algorithm and implemented it 
in software tools with several usefulnesses. First, it allows finding similarity in a single or 
multiple DNA motif datasets concurrently to extract (1) the common (global) significant motifs, 
(2) the motifs reported by some tools but not by others (global and local significant motif), and 
(3) the best matches for each motif in the collection of motifs from multiple tools. Second, the 
results obtained are faster then the manual comparisons. Third, the results are validated to be 
more reliable than those from individual de novo motif finders. Fourth, it allows comparing large 
datasets and large number of datasets. Fifth, the results can be matched with motif database for 
obtaining similar motifs. Sixth, similar motifs in the results can be merged into new motifs to 
reduce the number of redundant motifs. Finally, the results can be visualized by motif trees. 
3.2 Scoring Method for Similarity Detection 
The common method for motif similarity detection is column-to-column comparison. In this 
study, we took a different approach for detecting similarity between two motifs. Instead of 
performing column-to-column comparison, we performed element-to-element comparison for 
the entire overlapping window between two matrices. The motif format used in this study is the 
position specific probability matrix (PSPM) [72]. MOTIFSIM adopted the matrix of l × 4 with l 
rows and 4 columns, where l represents the motif length and the four columns represent A, C, G, 
and T nucleotides respectively. Each entry in this matrix is a probability value of a nucleotide. 
The sum of the four values associated with the four nucleotides A, C, G, and T in each row must 
be 1. An illustration of a motif in PSPM is in Figure 3.2.1. MOTIFSIM converts the motifs in 
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various formats from different motif finders to PSPMs, calculates their reverse complements, and 
combines them into one list. The procedures for converting various motif input formats to 
PSPMs are described in the Appendix B.  
 
 
Figure 3.2.1. An illustration of a motif in a position specific probability matrix used by 
MOTIFSIM. The four columns represent A, C, G, and T nucleotides respectively. The length of 
this motif is seven, which is the number of rows in the matrix. Each element in the matrix is a 
probability value of a nucleotide. 
 
 To detect the similarity between them, MOTIFSIM performs pair-wise comparisons on 
the entire motif list in matrix format. The pair-wise comparison is carried out by performing 
element-to-element comparisons for the entire overlapping window between two matrices. The 
maximum overlapping window can be the size of the matrix while the minimum overlapping 
window is limited to four columns. The forward alignment begins at the first row on the top and 
progressively shifts downward while the backward alignment begins at the last row at the bottom 
and progressively shifts upward. For each position in both forward and backward alignments 
including their reverse complements, a similarity score between two matrices is calculated using 
the element-to-element comparison approach. Figure 3.2.2 illustrates forward and backward 
comparison of two matrices. 
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Figure 3.2.2. Comparisons of two matrices in both forward and backward shifting 
directions. Matrix pi compares with matrix pi+1. Top left figure shows matrix pi compares with 
matrix pi+1 in forward shifting direction starting at position 1 on the top and shift downward. The 
bottom left figure shows the comparison of same two matrices but in backward shifting direction 
starting at the bottom and shift upward. Top right and bottom right figures show the shifting 
moves to position 2 for both forward and backward directions. 
 
3.3 MOTIFSIM Algorithm 
The novel algorithm contains the following steps. 
1. Combine motifs from multiple datasets with different formats into one list M. 
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In this step, motifs from n input datasets in different formats are converted to PSPMs and 
combined into one list M. Their reverse complements are also calculated for comparisons. 
2. Perform pair-wise comparisons on the entire list M. 
This step performs forward and backward comparisons on each pair of the matrices including 
their reverse complements in M as follows. 
For each matrix pi (i from 1 to m) in M, perform forward and backward pair-wise comparisons 
on: 
i. pi with pi+1, pi+2, pi+3, ..., pm. 
ii. pi reverse complement with pi+1, pi+2, pi+3, ..., pm. 
iii. pi with pi+1 reverse complement, pi+2 reverse complement, pi+3 reverse complement, ..., pm 
reverse complement. 
iv. pi reverse complement with pi+1 reverse complement, pi+2 reverse complement, pi+3 reverse 
complement, ..., pm reverse complement. 
3. Calculate similarity score between two motifs 
The similarity score between two matrices in step (2) is calculated as follows. 
For each position in steps (2.i - 2.iv), for each pair of matrices (pi, pi+1) in a pair-wise 
comparison: 
i. Calculate the absolute value of the difference between each pair of corresponding matrix 
elements , and 	, in the overlapping window between two matrices  and 
	. The details for calculating this absolute value of the difference 
,	, , , 	, can be found in the Appendix B, Figure B1. 
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ii. Calculate the average of the differences for each overlapping window between two 
matrices. The complement of this value is the similarity s(i,i+1) between two matrices at 
that overlapping window.  s(i,i+1) is calculated as follows. 
,	 = 1 − 1 ,	, , , 	,
 
where l is the number of elements in the overlapping window. Higher value of s(i,i+1) 
indicates more similarity between two matrices at that overlapping window. 
iii. Apply similarity filter on s(i,i+1) by using the similarity cutoff t selected by the user. All 
s(i,i+1) values falling below this threshold are filtered out. 
iv. Calculate the distance Ds(i,i+1) between s(i,i+1) and the maximum of (s(i,i+1), s(i,i+2), s(i,i+3), ..., 
s(i,m)). Smaller Ds(i,i+1) shows higher similarity between two matrices. 
v. Calculate the distance Do(i,i+1) between overlap window o(i,i+1) and the maximum 
overlapping window of (o(i,i+1), o(i,i+2), o(i,i+3), ..., o(i,m)). Smaller Do(i,i+1) shows longer 
overlapping between two matrices. 
vi. The similarity score Sim(i,i+1) between two matrices is the average of Ds(i,i+1) and Do(i,i+1). 
Smaller Sim(i,i+1) indicates higher similarity between two matrices. 
Steps (iv-vi) above balance out the scores s(i,i+1) for long overlapping windows and short 
overlapping windows between two matrices by taking the average of Ds(i,i+1) and Do(i,i+1) to 
derive the similarity score Sim(i,i+1). 
4. Identify and report top k global significant motifs (k best matches) based on similarity score 
Sim(i,i+1). 
The global significant motifs are those reported by multiple tools. They are identified by 
comparing motifs in a dataset with motifs in other datasets. To select the top k global significant 
motifs, the similarity scores Sim(i,i+1) between every pair of motifs in M are sorted in ascending 
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order. The top k motifs with their k best matches in ascending order are selected using a 
similarity cutoff. 
5. Identify and report k global and local significant motifs (k global and local best matches) 
based on similarity score Sim(i,i+1). 
The sorted list above is also used for selecting the k global and local significant motifs, which are 
identified by comparing motifs locally in the same dataset as well as with other motifs in other 
datasets. The top k motifs with their k best matches in ascending order are selected using 
similarity threshold for top k global and local significant motifs. 
6. Identify and report k best matches for each motif in M using similarity score Sim(i,i+1). 
The best matches for each motif are identified by comparing each motif against other motifs in 
M. The motifs are reported in the order they are entered and combined in M. The top k best 
matches in ascending order for each motif are selected using a similarity cutoff. 
Algorithm’s Complexity 
We observed the complexity of each step of the implementation of the algorithm as well as for 
the entire algorithm. In the first step, which converts the motifs to PSPMs and combine them into 
one list, the time complexity is O(n×l) where n is the number of input files and l is the size of 
input file. The space complexity is O(m2) where m is the size of the combined list M. The second 
and third steps have the time complexity is O(m2) and space complexity is O((m×p)2) where p is 
the size of the matrix. The main computation of the fourth step is sorting the similarity scores 
calculated in the previous step using standard C++ sort function called Introsort, which has the 
complexity of O((m×p) log(m×p)). The fifth and sixth steps use the sorted list from the previous 
step for selecting the motifs reported in the results. Thus, the complexity is insignificant because 
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the list is sorted. The overall time complexity for the algorithm is O(m2) and the overall space 
complexity is O((m×p)2). 
3.4 Evaluation 
We evaluated the performance of MOTIFSIM in three aspects. First, we compared the pair-wise 
comparison technique of MOTIFSIM with the un-gapped Smith-Waterman (USW) algorithm 
[120] and four common distance metrics namely average Kullback-Leibler (AKL) [67], average 
log-likelihood ratio (ALLR) [145], Chi-Square distance (CS) [62], and Pearson Correlation 
Coefficient (PCC) [103]. Second, we compared MOTIFSIM with a recent RSAT matrix-
clustering tool for motif clustering [25]. Finally, we assessed the performances of nineteen motif 
finders and the accuracy of MOTIFSIM for identifying the common significant motifs from 
multiple tools. 
3.4.1 Assessing MOTIFSIM Algorithm for Pair-wise Motif 
Comparison 
We evaluated MOTIFSIM for both string-based and matrix-based pair-wise comparisons. For 
string-based comparison, we compared MOTIFSIM with the USW algorithm. The motifs are in 
IUPAC string format [95]. The IUPAC degenerate codes provide the flexibility for representing 
a base for instance that can be an A or C or G or T. The coding conventions can be found in [95]. 
The rudimentary method for comparing two strings is to align them and transform one into 
another by using minimum edit distance with a series of operations containing insertion, deletion, 
and substitution [59]. The alignment of two motifs can be carried out by using the dynamic 
programming. In Biology, certain kinds of deletions or insertions happen more likely than others. 
Therefore, weighted minimum edit distance is used to calculate the cost of transforming one 
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string to another. In weighted edit distance, the penalties for insertion, deletion, and substitution 
are defined usually in the form of matrix, for example, PAM and BLOSUM matrices for protein 
sequence comparison [59], and NUC.4.4 matrix for IUPAC nucleotide sequence comparison 
[85]. There are two common pair-wise sequence alignment methods namely the Needleman-
Wunsch algorithm (global alignment) and the Smith-Waterman algorithm (local alignment) [59]. 
The details for Smith-Waterman (SW) algorithm can be found in [59]. We chose USW as it has 
been studied by Mahony et al. for motif similarity comparison and the authors showed it is more 
efficient when it is used with other column metric [81]. We implemented NUC.4.4 substitution 
matrix for the un-gapped Smith-Waterman algorithm for this comparison [85]. For matrix-based 
comparison, we assume the columns are independent in the matrices. We compared MOTIFSIM 
with AKL, ALLR, CS, and PCC. These distance metrics have been used in several studies for 
measuring similarity between motifs [35, 62, 81, 115, 147]. We used a minimum overlapping 
window of four columns for pair-wise comparisons as presented in [125]. For each overlapping 
position between two matrices in both forward and backward directions including their reverse 
complements, we calculated a similarity score between them by using AKL, ALLR, CS, PCC, 
and MOTIFSIM. 
Un-gapped Smith-Waterman Algorithm 
The SW algorithm is a local pair-wise sequence alignment for finding the local regions that have 
highest similarity between two sequences. In this assessment, we did not allow gaps for local 
alignment. The USW pair-wise sequence alignment returns a best raw score S. To obtain the 
statistical significance for this raw score, we calculated the expected number of un-gapped 
alignments with score S found with random sequences by using equation (1) [32]. 
	 = 
 ! (1) 
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where S is a raw score of the alignment, m and n are the lengths of two sequences, K and λ are 
Karlin-Altschult statistics parameters, and E is the E-value of the score S. BLAST uses K = 0.132 
and λ = 0.316 [2, 18, 19]. In this evaluation, we used K = 0.1 and λ = 0.3. Since we compared a 
given motif with several other motifs, we selected the smallest E-value for determining the best 
match for a given motif. This E-value is the expected number of sequences that produce the same 
or better score by chance. To perform a pair-wise comparison using MOTIFSIM, we used a 
similarity threshold of 75% or more. This threshold has been evaluated in our previous study and 
showed to be efficient for comparison [126]. 
Distance Metrics 
Table 3.4.1 shows four distance metrics for comparing with MOTIFSIM. The AKL is the 
weighted average of log-likelihood ratio distance between two distributions [81]. We adopted it 
from Mahony et al. [81]. The authors subtract the AKL score from 10 to convert it into a 
similarity score. The ALLR was adopted from Schones et al. [115]. It is a weighted sum of two 
log-likelihood ratios that was introduced by Wang and Stormo [115]. We used a prior probability 
of 0.25 for base b for this distance metric. We also implemented the PCC from Schones et al. 
[115]. The PCC is a popular metric for measuring the correlation between two sets of variables. 
In this case, they are two aligned columns of two matrices. We calculated the score for an 
alignment position between two matrices by taking the sum of individual column comparison 
scores for three distance metrics above. We adopted the Fisher-Irwin exact test that was used by 
Schones et al. [115] for calculating the P-value of a similarity score obtained at an alignment 
position of two columns X and Y. The P-value for an alignment position between two matrices is 
the product of P-values of the individual columns [115]. We used a P-value ≤ 0.05 for filtering 
out insignificant scores as they indicate a significant dissimilarity between two matrices. Thus, a 
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larger P-value indicates more similar between two matrices. We selected the largest P-value to 
represent the best alignment between two matrices. 
 The χ  test and its variants have been used widely for measuring the distance between 
position frequency matrices [35, 62, 81, 97, 147]. We adopted the χ distance from Kielbasa et 
al. [62] for comparing with MOTIFSIM. We calculated the  " distance for the aligned columns 
at position i by using the equation in Table 3.4.1. We used a threshold ≤ 7.81, which corresponds 
to a P-value ≤ 0.05 for selecting a significant similarity score at each position [62]. The distance 
D between two matrices is obtained by counting the number of " scores that exceed the 
threshold of 7.81 in the alignment of two matrices [62]. Thus, a smaller D value represents a 
better match between two motifs. We selected the smallest D among all possible alignments 
between two motifs to represent the best score between them. 
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Table 3.4.1. Four distance metrics used in pair-wise comparisons with MOTIFSIM. 
 
Metric Formula Description Ref. 
Average 
Kullback-
Leibler 
(AKL) 
#$%, &	
= 10 −
∑ )*+	 × -. )*+	)/+	 	+	∑ )/+	 × -.
)/+	)*+	
12341234
2  
X and Y are two aligned columns of two matrices in 
comparison. 
)*+	  is the frequency of base  +	 ∈ 	 7#, 8, 9, :;	 in 
column X and likewise for	)/+	 in column Y. #$%, &	  is the similarity score at an alignment 
position for two columns X and Y. 
 
[81] 
Average Log-
likelihood 
Ratio 
(ALLR) 
#$$< =
∑ 
2= × -. >)2?2 @	+	∑ 
2? × -. >
)2=2 @12341234
∑ 
2= + 
2?	1234  

2= is the count of base +	 ∈ 	 7#, 8, 9, :;		in column X 
and likewise for 
2? in column Y. )2 = 
2 A⁄  is the frequency of base b where N is the 
total count of all bases in a column. 
2  is the  prior probability for base b. 
 
[115] 
Pearson 
Correlation 
Coefficient 
(PCC) 
C88%, &	 = ∑ %2 −%D	 × &2 − &D	
1234
E∑ %2 − %D	 	×	∑ &2 − &D	12341234
 
%2 is the count of base  +	 ∈ 	 7#, 8, 9, :;	in column X 
and likewise for &2 in column Y. %D is the average count of bases in column X and 
likewise for &D in column Y. 
 
[115] 
χ Distance 
 
" =	  GAH,)2,	 −	AI,.2,J

AI,AH,G)2,	 +	.2,J234,K,L,1
 
)2, is the entries of overlapping parts at position i in 
matrix f of the two matrices f and g in comparison 
.2, is the entries of overlapping parts in matrix g AI, = ∑ )2,2  , and	AH, = ∑ .2,2 . 
 
[62] 
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MOTIFSIM 
The core of MOTIFSIM algorithm is pair-wise alignments of position specific probability 
matrices (PSPMs). The similarity score of an alignment can be selected by using the percentage. 
In our previous study [126], it showed a 75% or more to be an efficient threshold for filtering the 
motifs. Hence, we used this threshold here again for comparisons. 
3.4.2 Motif Clustering Comparison 
The core of Matrix-clustering is pair-wise comparisons of Position Specific Scoring Matrices. 
The similarity between motifs is measured by using RSAT compare-matrices, which allows 
combining several distance metrics for similarity calculation [25]. The tool builds a global 
hierarchical tree from bottom up by using the similarity scores calculated from pair-wise 
comparisons [25]. MOTIFSIM also performs pair-wise comparisons on PSPMs. The similarity 
scores calculated by MOTIFSIM are used to build the distance matrices, which are fed into 
hclust function in R for building the trees [128]. The hclust function also implemented the 
hierarchical clustering algorithm. 
 We compared the performances of both tools for clustering the motifs that were selected 
from the Jaspar database [84]. The method for selecting the motifs is presented in the Datasets 
section. We used the default setting provided by each tool to run the experiments. The results 
were generated in multiple formats including tree format for comparisons. We obtained the count 
for the motifs that were correctly classified into their family in the database by each tool for each 
dataset. A family can have at least two or more members. The count was then used for 
calculating the percentage of correct classification by each tool. 
3.4.3 Measuring the Significance of the Global Significant Motif 
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We used the assessment method, the benchmark sequence datasets, and the on-line assessment 
tool from Tompa et al. for this evaluation [124]. We measured the performances of nineteen 
motif finders on various benchmark sequence datasets [124]. For each tool T and each dataset D, 
we have a set of known binding sites and a set of predicted binding sites. Thus, the performance 
of T on D can be measured at nucleotide level and at site level [124]. At the nucleotide level, we 
calculated four statistics namely sensitivity (nSn), positive predictive value (nPPV), specificity 
(nSP), and correlation coefficient (nCC). Similarly, at site level, we calculated two statistics that 
are sensitivity (sSn) and positive predictive value (sPPV). These statistics are presented in the 
Appendix B [124]. 
 The motifs generated by various tools for an identical sequence dataset were fed into 
MOTIFSIM for generating the global significant motifs [126]. Since MOTIFSIM identifies a list 
of common significant motifs from a pool of motifs reported by various tools, we selected the 
best common significant motif based on two criteria. First, it must represent the popular vote by 
majority of the tools. Second, it has the highest rank of similarity score. Since we know the 
origin of the common significant motif, its significance can be calculated by using six statistics 
above. We assessed the correctness of the motif reported by each tool and this assessment covers 
the selected motif from MOTIFSIM. We then compared the correctness for identifying the 
known motif of each tool including MOTIFSIM. 
3.4.4 Datasets 
The motif datasets that were used in the assessment came from sixteen benchmark sequence 
datasets in Table 3.4.4.1 [124]. The sequence datasets came from Homo sapiens, Mus musculus, 
and Saccharomyces cerevisiae species. They can be generic or Markov type [124]. To generate 
the generic type, the promoter sequences were randomly selected and the known binding sites of 
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the same species were implanted into the sequences. To generate the Markov type, the random 
sequences were generated by using Markov chain order of 3 and the known binding sites of the 
same species were implanted into those sequences. Each known binding site embedded in a 
sequence belongs to a specific transcription factor in the TRANSFAC database [86]. We selected 
different benchmark datasets so that each sequence in a dataset contains at least one or more 
embedded sequences of the same transcription factor. These sequence datasets has been used to 
run nineteen motif finders [17, 66, 78, 77, 111, 123, 124] in Table 3.4.4.2 for generating the 
motifs that were subsequently used in this assessment. Some general characteristics of these tools 
can also be found in Table B1 in the Appendix B. In addition, we selected 46 motifs from the 
TRANSFAC database. Each selected motif has at least one or more closely, structural members 
of the same species in the database. The aim is to measure the performances of USW, AKL, 
ALLR, PCC, CS, and MOTIFSIM for identifying the known motif among several similar motifs 
of the same species in the TRANSFAC database. The performance of each method is measured 
by using the number of motifs that were correctly identified by each method for the same set of 
datasets. 
 
Table 3.4.4.1. Sixteen benchmark sequence datasets from Tompa et al. [124]. They are 
grouped by species. Each sequence dataset has an embedded transcription factor. 
Sequence 
Dataset 
Dataset 
Type 
Species Transcription 
Factor 
Number of 
Sequences 
Sequence 
Length 
hm01g Generic Homo sapiens AP-1 18 2000 
hm04g Generic Homo sapiens c-Jun 13 2000 
hm08m Markov Homo sapiens CREB 15 500 
hm15g Generic Homo sapiens NF-1 4 2000 
hm17g Generic Homo sapiens NF-kappaB 11 500 
hm19g Generic Homo sapiens Sp1 5 500 
hm22g Generic Homo sapiens USF1 6 500 
hm22m Markov Homo sapiens USF1 6 500 
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mus04m Markov Mus musculus C/Ebalpha 7 1000 
mus06g Generic Mus musculus GATA-1 3 500 
mus10g Generic Mus musculus Sp1 13 1000 
mus11m Markov Mus musculus Sp1 12 500 
yst02g Generic Saccharomyces cerevisiae GAL04 4 500 
yst03m Markov Saccharomyces cerevisiae GCN4 8 500 
yst06g Generic Saccharomyces cerevisiae MCM1 7 500 
yst09g Generic Saccharomyces cerevisiae CAR1 16 1000 
 
 The data that were used in the first phase of the assessment contain 158 motifs. They can 
be found in the Appendix B, Table B2. The first one hundred and four are on-line predicted 
motifs, which were generated by thirteen tools in [124]. The predicted motifs came from nine 
sequence datasets in Table 3.4.4.1 [124]. Since thirteen tools are older tools, we assessed six 
additional newer tools in Table 3.4.4.2. Because nine sequence datasets used by Tompa et al. to 
run older tools produced low performance results in their study, we selected seven additional 
sequence datasets to run the newer tools. They are marked with asterisk (*) in Table 3.4.4.2. The 
objective was to observe if a sequence dataset had any influence on the performance of each tool. 
We followed the procedure suggested by Tompa et al. for selecting the top three motifs for each 
sequence dataset and we calculated six statistics above for each motif. We used nCC for 
selecting the best motif reported by each tool for each sequence dataset. The next eight motifs in 
the collection came from five newer tools that are ChIPMunk [66], DMINDA [78], MEME (v. 
4.11.4) [17], peak-motifs [123], and XXmotif [77]. The following forty-six motifs in the 
collection came from the TRANSFAC database. For each motif in the collection, we performed 
pair-wise comparisons with motifs of the same species in the TRANSFAC database by using 
USW, AKL, ALLR, PCC, CS, and MOTIFSIM.  
 The second phase of the assessment used four datasets containing motifs selected from 
the Jaspar database [84]. They can be found in Table 3.4.4.3. The datasets came from four 
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taxonomic groups namely Fungi, Insects, Plants and Vertebrates. Each dataset comprises motifs 
from different families. The goal was to cluster them into a proper family, which they belong in 
the Jaspar database. The details of each dataset can be found in the Appendix B, Tables B3-B6.        
 Lastly, the data that were used in the third phase of the assessment include 137 motifs. 
They can be found in the Appendix B, Table B7. The first thirty-three are predicted motifs, 
which were generated by six newer tools. The rest are predicted motifs generated by thirteen 
older tools. 
  
 
57
 
Table 3.4.4.2. Nineteen motif finders used in the assessment. An x mark associates a sequence dataset with a tool. The sequence 
datasets are grouped by species. Thirteen tools in italic face are older tools used by Tompa et al. [124]. The rest are newer tools. The 
datasets with (*) were used to run newer tools. 
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Table 3.4.4.3. Four datasets used in motif clustering comparisons. The motifs in each dataset 
were selected from the Jaspar database [84]. 
Dataset Number of Motifs Taxonomic Group 
pfm_fungi 78 Fungi 
pfm_insect 42 Insects 
pfm_plant 65 Plants 
pfm_vertebrate 73 Vertebrates 
 
3.5 Results and Discussion 
3.5.1 Pair-wise Motif Comparison 
We obtained the number of motifs that were correctly identified by each method per sequence 
dataset for 112 predicted motifs in the collection. Subsequently, we calculated the percentage of 
motifs that were correctly identified by each method. MOTIFSIM attains 31% comparing to 22% 
for USW, 1% for AKL, 0% for ALLR, 0% for PCC, and 15% for CS as shown in Table 3.5.1.1. 
 
Table 3.5.1.1. Performance comparisons for USW, AKL, ALLR, PCC, CS, and 
MOTIFSIM for the predicted motifs in the collection. The number of motifs that were 
correctly identified by each method per sequence dataset is listed. The percentage of motifs that 
were correctly identified by each method per dataset was also calculated. 
  
Number of Motifs Correctly Identified  % of Motifs Correctly Identified 
Sequence 
Dataset 
USW AKL ALLR PCC CS MOTI
FSIM 
Total 
# of 
Tools 
USW AKL ALLR PCC CS MOTI
FSIM 
hm08m 0 0 0 0 0 1 12 0% 0% 0% 0% 0% 8% 
hm17g 2 0 0 0 3 2 5 40% 0% 0% 0% 60% 40% 
hm22m 1 0 0 0 2 1 10 10% 0% 0% 0% 20% 10% 
mus04m 0 0 0 0 0 2 12 0% 0% 0% 0% 0% 17% 
mus06g 1 1 0 0 1 2 13 8% 8% 0% 0% 8% 15% 
mus10g 3 0 0 0 0 5 11 27% 0% 0% 0% 0% 45% 
mus11m 2 0 0 0 0 3 11 18% 0% 0% 0% 0% 27% 
yst02g 6 0 0 0 7 6 11 55% 0% 0% 0% 64% 55% 
yst03m 3 0 0 0 1 9 13 23% 0% 0% 0% 8% 69% 
yst06g 5 0 0 0 2 3 11 45% 0% 0% 0% 18% 27% 
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yst09g 2 0 0 0 1 1 3 67% 0% 0% 0% 33% 33% 
Total 25 1 0 0 17 35 112 22% 1% 0% 0% 15% 31% 
 
 We repeated the calculations above but for the selected motifs from the TRANSFAC 
database in the collection. We also obtained the number of motifs that were correctly identified 
by each method per species as shown in Table 3.5.1.2. Again, we calculated the percentage of 
motifs that were correctly identified by each method. MOTIFSIM attains 98% comparing to 61% 
for USW, 100% for AKL, 100% for ALLR, 100% for PCC, and 85% for CS. Although 
MOTIFSIM has a slightly lower percentage than AKL, ALLR, and PCC for this portion of 
comparison, the average percentage of both comparisons demonstrates it has higher overall 
performance than other methods. Specifically, MOTIFSIM attains 64.5% comparing to 41.5% 
for USW, 50.5% for AKL, 50% for ALLR, 50% for PCC, and 50% for CS as shown in Table 
3.5.1.3. In general, different methods exhibit various performances on different datasets. 
However, the overall results show MOTIFSIM outperforms other methods. 
 
Table 3.5.1.2. Performance comparisons for USW, AKL, ALLR, PCC, CS, and 
MOTIFSIM for the selected motifs from TRANSFAC database in the collection. The 
number of motifs that were correctly identified by each method per species is listed. The 
percentage of motifs that were correctly identified by each method per species was also 
calculated. 
  
Number of Motifs Correctly Identified  % of Motifs Correctly Identified 
Species USW AKL ALLR PCC CS MO
TIF
SIM 
Total # 
of 
Motifs 
by 
Species 
USW AKL ALLR PCC CS MOT
IFSI
M 
Homo sapiens 11 19 19 19 17 19 19 58% 100% 100% 100% 89% 100% 
Mus musculus 7 15 15 15 14 14 15 47% 100% 100% 100% 93% 93% 
Saccharomyce
s cerevisiae 4 5 5 5 4 5 5 80% 100% 100% 100% 80% 100% 
Drosophila 
melanogaster 6 7 7 7 4 7 7 86% 100% 100% 100% 57% 100% 
Total 28 46 46 46 39 45 46 61% 100% 100% 100% 85% 98% 
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Table 3.5.1.3. Average percentage for the predicted motifs and the selected motifs by each 
method. MOTIFSIM achieves higher performance than other methods. 
Percentage of Motifs Correctly Identified 
Motif Category USW AKL ALLR PCC CS MOTIFSIM 
Predicted motifs 22% 1% 0% 0% 15% 31% 
Selected motifs from TRANSFAC 61% 100% 100% 100% 85% 98% 
Average percentage 41.5% 50.5% 50% 50% 50% 64.5% 
 
3.5.2 Motif Clustering 
To compare the performances of MOTIFSIM and Matrix-clustering, we obtained the motif tree 
for the result generated by each tool for each dataset. We used Phylodendron tool to generate the 
motif trees for the results from Matrix-clustering [40]. The trees are shown in the Appendix B, 
Figures B2-B9. We calculated the percentage of motifs that were correctly classified into their 
family by each tool per dataset. MOTIFSIM achieves 62% for Fungi and 57% for Insects 
datasets comparing to 58% and 55% respectively from Matrix-clustering. For Plants and 
Vertebrates datasets, both tools achieve similar results of 97% and 90% respectively. The 
comparison results are in Table 3.5.2 and Figure 3.5.2. 
 
Table 3.5.2. Comparison results for Matrix-clustering and MOTIFSIM for four taxonomic 
datasets. The number of motifs that were correctly classified and the percentage of correct 
classification by each tool for each dataset are shown. MOTIFSIM has a similar or better 
performance than Matrix-clustering.  
Dataset 
Total 
Number 
of Motifs 
MOTIFSIM Matrix Clustering 
# of Motifs 
Correctly 
Clustered 
% of Correct 
Classification # of Motifs Correctly Clustered 
% of Correct 
Classification 
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Fungi 78 48 62% 45 58% 
Insect 42 24 57% 23 55% 
Plant 65 63 97% 63 97% 
Vertebrate 73 66 90% 66 90% 
 
 
 
Figure 3.5.2. Performance comparison for MOTIFSIM and Matrix-clustering on four 
taxonomic datasets. MOTIFSIM attains similar or better performance than Matrix-clustering. 
 
 
3.5.3 Significance of the Global Significant Motif 
We measured the performances of all tools including MOTIFSIM by calculating six statistics 
presented above for the best motif produced by each tool for the same sequence dataset. Since 
the selected global significant motif from MOTIFSIM came from one of the motif finders, its 
correctness can be measured by using six statistics above. The results of different tools including 
MOTIFSIM for each sequence dataset are in the Appendix B, Figures B10-B25. Figures B10-
B12 show the results for six newer tools including MOTIFSIM for the sequence datasets hm01g, 
hm04g, and hm15g respectively. In Figure B10, the selected global significant motif from 
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MOTIFSIM came from peak-motifs. This tool has a better performance than other tools. Figures 
B11 and B12 show seven tools failed to identify the known motif. However, Figure B13 
indicates all five newer tools and MOTIFSIM successfully identified the known motif for the 
sequence dataset hm17g. The selected global significant motif from MOTIFSIM came from 
peak-motifs. STEME was absent in this figure because it did not report any significant motif. 
Figures B14-B16 show the results for three or four newer tools including MOTIFSIM for the 
sequence datasets hm19g, hm22g, and yst09g respectively. Other newer tools were absent in 
these figures since they did not report any significant motif. The results for older tools including 
MOTIFSIM are shown in Figures B17-B25. In Figure B17, the selected global significant motif 
from MOTIFSIM came from YMF. This tool has a better performance than other tools. 
Generally, some tools exhibit better performance than others for some sequence datasets. We 
calculated the average statistics for six newer tools including MOTIFSIM. The result reveals 
STEME has a poorer performance than other tools as shown in Figure 3.5.3.1. We also 
calculated the average statistics for thirteen older tools including MOTIFSIM.  The result in 
Figure 3.5.3.2 indicates Weeder and YMF attain better performance than other tools. 
MOTIFSIM is in an intermediate range comparing to Weeder and YMF. However, it achieves 
better performance than ten other tools except for Oligodyad-analysis, Weeder, and YMF. 
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Figure 3.5.3.1 Average statistics for six newer motif finders and MOTIFIM on seven 
additional sequence datasets. STEME shows a lower performance than other tools. 
 
 
Figure 3.5.3.2. Average statistics for thirteen older motif finders and MOTIFSIM on nine 
sequence datasets that were used by Tompa et al. [124]. MOTIFSIM attains better 
performance than ten other tools except for Oligodyad-analysis, Weeder, and YMF. 
  
64 
 
 
3.6 Discussion 
Using multiple tools for finding motifs is generally advised because the motifs reported by 
multiple tools are more likely to be biologically significant. In this assessment, the predicted 
motif was not verified with the known motif for the objective of measuring the performance of 
each tool. In general, the results show that some tools have better performance than others. Some 
tools show poor performance and some even failed to identify the known motif. However, the 
observation for Figure 3.5.3.1 indicates the top two performers: peak-motifs and DMINDA 
outperform other tools while MEME and STEME exhibit lower performance than others with 
STEME is at the lowest rank. Since each tool has its unique approach for detecting the motifs, 
the method that each tool used generally falls into one of the two common categories: profile-
based method and consensus-based method. We observed the type of method that each tool is 
based on in Table B1 in the Appendix B. DMINDA is a graph-based method and peak-motifs is 
a word-based method, which is a subcategory of the consensus-based method. Both MEME and 
STEME are profile-based methods. However, STEME exhibits a significant lower performance 
than MEME, which can be caused by its nature design and implementation although its 
algorithm has similar properties to MEME [111]. In Figure 3.5.3.2, the top three performers are 
Weeder, YMF, and Oligodyad-analysis. They outperform other tools while AlignACE, MITRA, 
and GLAM are the bottom three performers with GLAM is at the lowest rank. All top three 
performers in this figure are consensus-based methods. AlignACE and GLAM are profile-based 
methods. Although MITRA is a consensus-based method, it falls into the list of three bottom 
performers. This can be explained by the nature design and implementation of the tool. The 
profile-based methods are faster than consensus-based methods but they have lower accuracy 
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than consensus-based methods because they tend to be trapped in a local optimum [57]. The 
observations for Figures 3.5.3.1 and 3.5.3.2 confirm this fact except for MITRA. 
 Regardless of the poor performance, MOTIFSIM always reports the majority vote motif 
at the highest rank of similarity score. When we observe the performances of various tools on 
several sequence datasets, it shows that MOTIFSIM is more reliable for identifying the motifs 
that are more trustworthy than those reported by the poor performance tools. This is crucial 
particularly for the de novo motif finders because they do not use the reference database for 
verifying the found motifs. Thus, it may not be reliable for obtaining the results from individual 
de novo motif finders. The observation also indicates that using multiple tools for finding motifs 
and combining with MOTIFSIM for attaining the common significant motifs, it improved the 
results for DNA motif detection. This improvement is suitable for the general motif detection. If 
the motif discovery involves finding a specific type of motif by using a special tool, then using 
different types of motif finders may not be useful and MOTIFSIM is not recommended. On the 
other hand, because MOTIFSIM is specialized for motif similarity detection, the tool is useful 
for obtaining the common significant motifs from the results generated by several motif finders 
of the same type or by various motif finders of different types for the general motif detection. 
Besides, individual motif finders can be specialized for targeting different types of motifs. 
Hence, the users should select the most suitable method for their research for obtaining the best 
possible result. 
3.7 Conclusions 
We compared the pair-wise comparison technique of MOTIFSIM with USW, AKL, ALLR, 
PCC, and CS for measuring similarity between DNA motifs. The comparison results show that 
MOTIFSIM achieves better performance than five methods above. We also compared 
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MOTIFSIM with Matrix-clustering tool for clustering the motifs. The classification results on 
four taxonomic datasets demonstrate MOTIFSIM attains similar or better results than Matrix-
clustering. Furthermore, we evaluated the performances of nineteen motif finders and the 
accuracy of MOTIFSIM for identifying the common significant motifs. The comparison results 
reveal that some motif finders achieve better performance than other tools. Some failed to 
identify the known motif. However, when the motif detection does not require a special tool for 
finding a specific type of motif then using multiple tools for finding motifs and combining with 
MOTIFSIM for attaining the common significant motifs, it improved the results for DNA motif 
detection. Since individual motif finders can be specialized for different types of motifs, it is 
advisable to select the most suitable method for a particular type of research in order to achieve 
the best possible result. 
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Chapter 4 
Motif Similarity Detection Tools 
4.1 Command-line MOTIFSIM 
We implemented the MOTIFSIM algorithm in a command-line MOTIFSIM tool that runs in a 
standalone mode for users to use locally. The tool was written in C++ and OpenMP for 
multithreaded utilization. It is easy to use and can be run on Windows and Linux environments. 
4.1.1 Version 1.0 
Input 
The tools requires specifying the number of files to read, the number of best matches, similarity 
cutoff in percentage, the number of threads, input file location, input file name, input file format, 
and output file location. It accepts nine different input formats including TRANSFAC [86], 
TRANSFAC-like [121], Position Specific Scoring Matrix (PSSM), Jaspar [114], MEME's 
output, consensus sequence [121], sequence alignment [121], matrices in horizontal and  vertical 
formats. The details for each input format and input parameters are described in the user manual, 
which can be found in the Appendix C and on the tool’s website. 
Output 
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The tool generates the results in two text files. One includes motif's detail in PSPMs. The other 
does not have this information. Each result file includes two sections: Input and Results. The 
Input section contains input parameters. The Results section includes three subsections for (1) 
the global significant motifs, (2) the global and local significant motifs, (3) and the best matches 
for each motif. The details for the output are described in the user manual, which can be found in 
the Appendix C and on the tool’s website. 
4.1.2 Version 2.0 
We improved the initial version with the technical improvements below in the second version. 
• Automatically recognize input formats. The tool can automatically detect the format of 
the motifs. Besides, motifs in different formats can be mixed and matched in the same 
file for comparison.  
• Combined motifs list. We added a combined motifs list in the results containing the input 
motifs from all datasets. They are in PSPMs and in the order of the datasets are entered 
and combined. 
• Additional global significant motifs list. We included an additional global significant 
motifs list in Text format in the results for further analysis.  
• Consensus sequences and motif alignment in IUPAC format. We added the consensus 
sequences for each motif and its reverse complement in the results. The motif alignment 
in IUPAC format is also included in the results for better visualization. 
Figure 4.1 shows an example of comparing four datasets generated by four different motif 
finders. The datasets can be found on the tool’s website. The comparison was carried out by 
selecting 10 best matches, 75 % or greater for similarity cutoff, and 1 thread. The input format 
was unspecified. 
  
69 
 
 
 
Figure 4.1. Comparing four motif datasets using command-line MOTIFSIM 2.0. The input 
parameters consist of 10 best matches, ≥ 75 % for similarity cutoff, 1 thread, and unspecified 
input file format. The dataset’s information and runtime are included. 
 
4.1.3 Version 2.1 
Version 2.1 contains three additional features: (1) matching motifs with the motif database, (2) 
merging similar motifs, and (3) visualizing motifs via motif trees. These features are presented in 
the section 4.2.3. The tool provides three additional options for selecting the new features above. 
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They are described in the user manual, which can be found in the Appendix C and on the tool’s 
website. Figure 4.1.3 shows an example of comparing four motif datasets generated by DREME 
[11], MEME-ChIP [79], PScanChIP [142], and RSAT peak-motifs [123] by using the command-
line MOTIFSIM version 2.1. These datasets can be found on the tool’s website.  
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Figure 4.1.3. Comparing four motif datasets by using the command-line MOTIFSIM 2.1. 
The input parameters consist of top 10 significant motifs, 10 best matches, ≥ 75 % for similarity 
cutoff, 1 thread, unspecified input file format, UniPROPE [93] for database matching in mouse, 
option “Y” for generating motif tree, option “Y” for combining similar motifs, and option “All” 
for output file type. The dataset’s information and runtime are also included. 
 
4.2 Cluster-based MOTIFSIM 
To further support the motif similarity comparison and analysis, we developed the cluster-based 
MOTIFSIM with the followings advantages. First, it serves more users via the Web. Second, it 
provides a user-friendly Web interface with convenience for users to save the datasets and 
experimental results on-line for retrieval. Third, the tool is scalable as the Web traffic is balanced 
by a load balancer.   
4.2.1 Version 1.0 
4.2.1.1 Implementation 
Design 
The front-end of the cluster-based MOTIFSIM was implemented in HTML and JavaScript. The 
back-end of the tool was implemented in PHP, SQL, and C++ with OpenMP. We employed 
MySQL for back-end database. The tool was deployed on a Linux cluster server with load 
balancing. The Web traffic is balanced by using HAProxy (High Availability Proxy) load 
balancer [45]. Figure 4.2.1.1.1 shows the network architecture of the cluster-based MOTIFSIM. 
HAProxy is a fast, reliable, high performance, and open source TCP/HTTP load balancer [45]. 
We used HAProxy’s Round Robin load balancing algorithm for alternating Web traffic to 
different nodes. HAProxy also performs health checks periodically via TCP connections to back-
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end nodes before forwarding the traffic. If a node fails a health check, web traffic is not 
forwarded to this node until it becomes healthy again [45]. 
Usage 
The motif datasets generated by various motif detection tools are fed into MOTIFSIM for 
comparisons. The tool can be used with or without user registration. Registered users can store 
the datasets and results on the Website for an extended period. The users can also upload datasets 
or use existing datasets for similarity comparisons. This version allows comparing up to ten 
motif datasets simultaneously. 
Input Formats 
The tool accepts various input formats including TRANSFAC [86], TRANSFAC-like [121], 
Position Specific Scoring Matrix (PSSM), Jaspar [114], MEME's output, consensus sequence 
[121], sequence alignment [121], and matrices in horizontal or vertical formats. The details and 
examples of each input format are described in the user manual available on the tool’s website. 
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Figure 4.2.1.1.1. Network architecture of the cluster-based MOTIFSIM. HAProxy load 
balancer directs Web traffic to different Apache web server nodes on the cluster. 
 
Input Parameters 
The tool requires specifying the file type (uploaded by users, or existing files), number of input 
files, file format, number of best matches, and similarity cutoff in percentage. The details of each 
input parameter can be found in the user manual on the tool’s website. 
Output 
The tool generates the results in two text files. One includes the motif's detail in position specific 
probability matrices and the other does not have this information. Each result file has the Input 
and Results sections. The Input section contains the input parameters and the properties of each 
dataset. The Results section includes three subsections for reporting the global significant motifs, 
the global and local significant motifs, and the best matches for each motif respectively. The 
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details of the output file are also described in the user manual. The results can be viewed on the 
browser or can be downloaded for off-line use. 
 Figure 4.2.1.1.2 shows the cluster-based MOTIFSIM Web interface where users can 
upload or use existing input files to run the tool. The figure shows an example of comparing five 
existing motif files: MEME_DM230.txt in MEME output format, DREME_DM230.txt in 
MEME output format, PScanChIP_DM230.txt in Jaspar format, RSAT_peak-motifs_DM230.txt 
in TRANSFAC-like format, and W-ChIPMotifs_DM230.txt in PSSM format [125]. These files 
were generated by MEME [17], DREME [11], PScanChIP [142], RSAT peak-motifs [123], and 
W-ChIPMotifs [58] respectively for the same ChIP-Seq dataset DM230 in the Appendix C, 
Table C1 [125]. The selected number of best matches was 10 and the cutoff for similarity was ≥ 
75%. The results can be viewed or downloaded via the link at the bottom of the page. The input 
files and their comparison results can also be found in the sections Download Test Datasets and 
Download Sample Test Results in the user manual on the tool’s Website. We also provided 
several other test datasets as well as sample test results for downloading or on-line viewing. They 
can be found via the links in the user manual. The users can also contact us directly via the 
Contact page on the tool’s Website. 
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Figure 4.2.1.1.2. MOTIFSIM Web interface. A portion of the clustered-based MOTIFSIM 
Web interface showing an example of comparing five existing motif datasets with 10 best 
matches selected and ≥ 75% for similarity cutoff. 
 
4.2.1.2 Results and Discussion 
4.2.1.2.1 Datasets 
We evaluated the cluster-based MOTIFSIM on several motif datasets reported in [125]. They 
were generated by MEME, DREME, PScanChIP, RSAT peak-motifs, and W-ChIPMotifs for 
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each ChIP-Seq dataset in the Appendix C, Table C1. The motif datasets reported by different 
tools for each ChIP-Seq dataset used in each case study can be found in the Appendix C, Table 
C2. In each case study, we compared the global significant motifs identified by the cluster-based 
MOTIFSIM with the motif results generated by STAMP [82] by using pair-wise comparison on 
each pair of motif datasets. The advantage of using STAMP is that it accepts the motif datasets 
from various formats. However, STAMP can only compare two datasets at a time. 
4.2.1.2.2 Case Study 1  
We compared five motif datasets generated by five motif finders in the Appendix C, Table C2 
for the ChIP-Seq dataset DM230 by using the cluster-based MOTIFSIM. We selected 10 best 
matches and used 75% or more for the similarity cutoff in this experiment. STAMP was used to 
perform pair-wise comparisons on these five motif datasets with the filters on E-value ≤ 0.05 and 
10 best matches. For each global significant motif found by the cluster-based MOTIFSIM, we 
performed a manual lookup to find which motif finder reported it by using the results from pair-
wise comparisons. Table 4.2.1.2.2 shows the tools reported the same motif in both cluster-based 
MOTIFSIM comparison and STAMP comparison. The motif name came from its motif dataset 
and the logo was generated by STAMP. The third column shows a best match in UniPROBE 
database [93] for mouse for the motif. The numbers in the last two columns indicate the number 
tools reported the same motif in the cluster-based MOTIFSIM comparison and in STAMP 
comparison respectively. The results show that all global significant motifs identified by the 
cluster-based MOTIFSIM are also discovered by STAMP. These motifs were reported by 
multiple motif finders in the cluster-based MOTIFSIM comparison and in STAMP comparison. 
We matched the motif finders reported the same motif in both the cluster-based MOTIFSIM 
comparison and STAMP comparison. The result shows an 83% match between them. 
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Table 4.2.1.2.2. Comparisons for the global significant motifs identified by the cluster-
based MOTIFSIM with the motif results reported by STAMP for the ChIP-Seq dataset 
DM230. The motif name came from the motif dataset and the logo was generated by STAMP. 
The third column shows a best matched motif found in UniPROBE database for mouse. The 
numbers in the last two columns indicate the number of motif finders reported the same motif in 
both the cluster-based MOTIFSIM comparison and in STAMP comparison. The tool’s name is 
also included. 
Motif Name Motif's Logo UniProbe 
Database 
(Mouse) Match 
MOTIFSIM 
(number of Tools 
and Tool's Name) 
STAMP (number 
of Tools and 
Tool's Name) 
wbgTAAATAww 
 
Foxa2 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
2 
MEME 
RSAT_peak-motifs 
 
SP1 
 
SP1 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
5 
DREME 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
Motif 21 
 
Smad3_secondary 
5 
DREME 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
5 
DREME 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
ArntAhr 
 
ArntAhr 
5 
DREME 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
4 
DREME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
TFW1 
 
E2F1 
5 
DREME 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
4 
DREME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
TFW2 
 
Myc 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
5 
DREME 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
HIF1AARNT 
 
HIF1AARNT 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
2 
PScanChIP 
RSAT_peak-motifs 
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TFAP2A 
 
TFAP2A 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
4 
DREME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
wwAAATAATAtw 
 
Glis2_secondary 
3 
MEME 
RSAT_peak-motifs 
W-ChIPMotifs 
3 
MEME 
RSAT_peak-motifs 
W-ChIPMotifs 
tkAAATAATAtw 
 
Glis2_secondary 
3 
MEME 
RSAT_peak-motifs 
W-ChIPMotifs 
3 
MEME 
RSAT_peak-motifs 
W-ChIPMotifs 
 
4.2.1.2.3 Case Study 2 
We repeated the procedure described in Case study 1 for five motif datasets detected by five 
motif finders: MEME, MEME-ChIP, PScanChIP, RSAT peak-motifs, and W-ChIPMotifs for the 
ChIP-Seq dataset DM05. The result in Table 4.2.1.2.3 show an 85% match between the cluster-
based MOTIFSIM and STAMP. 
Table 4.2.1.2.3. Comparisons for the global significant motifs identified by the cluster-
based MOTIFSIM with the motif results reported by STAMP for the ChIP-Seq dataset 
DM05. The motif name came from the motif dataset and the logo was generated by STAMP. 
The third column shows a best matched motif found in UniPROBE database for mouse. The 
numbers in the last two columns indicate the number of motif finders reported the same motif in 
both the cluster-based MOTIFSIM comparison and in STAMP comparison. The tool’s name is 
also included. 
Motif Name Motif's Logo UniProbe 
Database 
(Mouse) Match 
MOTIFSIM 
(number of Tools 
and Tool's Name) 
STAMP (number 
of Tools and 
Tool's Name) 
TFW3 
 
Zfp691_primary 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
TFW1 
 
Mtf1_primary 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
3 
MEME 
RSAT_peak-motifs 
W-ChIPMotifs 
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ZEB1 
 
ZEB1 
4 
MEME 
MEME-CHIP 
PScanChIP 
W-ChIPMotifs 
4 
MEME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
Motif 3 
 
 
Zfp691_primary 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
4 
MEME 
MEME-CHIP 
PScanChIP 
W-ChIPMotifs 
Motif 48 
 
Gcm1_secondary 
4 
MEME 
MEME-CHIP 
PScanChIP 
W-ChIPMotifs 
4 
MEME 
MEME-CHIP 
PScanChIP 
W-ChIPMotifs 
TFF1 
 
Sox4_primary 
3 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
Motif 37 
 
Hnf4a_secondary 
3 
MEME 
PScanChIP 
RSAT_peak-motifs 
5 
MEME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
Motif 50 
 
Ehf_secondary 
3 
MEME 
MEME-CHIP 
PScanChIP 
2 
MEME 
MEME-CHIP 
 
NR4A2 
 
NR4A2 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
cCGCGGrCACG 
 
Zfp161_primary 
4 
MEME 
PScanChIP 
RSAT_peak-motifs 
W-ChIPMotifs 
3 
MEME 
PScanChIP 
RSAT_peak-motifs 
 
 
4.2.1.2.4 Case Study 3 
Again, we repeated the procedure described in Case study 1 for four motif datasets detected by 
four motif finders: DREME, MEME-ChIP, PScanChIP, and RSAT peak-motifs for the ChIP-Seq 
dataset DM721. The comparison result in Table 4.2.1.2.4 shows a 90% match between the 
cluster-based MOTIFSIM and STAMP. 
  
Table 4.2.1.2.4. Comparisons for the
based MOTIFSIM with the motif results reported by STAMP for 
DM721. The motif name came from 
The third column shows a best match
numbers in the last two columns indicate the number of 
both the cluster-based MOTIFSIM comparison and in STAMP comparison. 
also included. 
Motif Name Motif's Logo 
Motif 18 
ZEB1 
Motif 7 
Motif 21 
Motif 4 
Motif 2 
Motif 20 
ArntAhr 
Motif 13 
 
80 
 global significant motifs identified by the 
the ChIP-
the motif dataset and the logo was generated by STAMP. 
ed motif found in UniPROBE database for mouse
motif finders reported the same motif 
The t
UniProbe 
Database 
(Mouse) Match 
MOTIFSIM 
(number of Tools 
and Tool's Name) 
 
Gm397_secondary 
3 
DREME 
MEME-CHIP  
RSAT_peak-motifs 
 
ZEB1 
3 
DREME 
PScanChIP 
RSAT_peak-motifs 
 
Sox12_secondary 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
 
Sox15_secondary 
3 
DREME 
MEME-CHIP 
RSAT_peak-motifs 
 
Sp4_primary 
3 
DREME 
PScanChIP 
RSAT_peak-motifs 
 
Sox7_secondary 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
 
Eomes_secondary 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
 
ArntAhr 
4 
DREME 
MEME-CHIP  
PScanChIP 
RSAT_peak-motifs 
 
Irf3_secondary 
4 
DREME 
MEME-CHIP  
PScanChIP 
cluster-
Seq dataset 
. The 
in 
ool’s name is 
STAMP (number 
of Tools and 
Tool's Name) 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
3 
DREME 
MEME-CHIP 
RSAT_peak-motifs 
3 
DREME 
MEME-CHIP 
RSAT_peak-motifs 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
4 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
4 
DREME 
MEME-CHIP 
PScanChIP 
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RSAT_peak-motifs RSAT_peak-motifs 
Motif 14 
 
Gm397_secondary 
4 
DREME 
MEME-CHIP  
PScanChIP 
RSAT_peak-motifs 
4 
DREME 
MEME-CHIP  
PScanChIP 
RSAT_peak-motifs 
 
4.2.1.2.5 Discussion 
Using multiple tools for finding motifs has the advantage of discovering the motifs that a single 
tool may miss. In addition, the common significant motifs reported by multiple tools are more 
likely to be biologically significant. However, there was no existing tool for identifying these 
motifs automatically in the past. With the cluster-based MOTIFSIM, these motifs now can be 
easily identified automatically as the global significant motifs. The results in the case studies 
show that the cluster-based MOTIFSIM is efficient for identifying the common significant 
motifs from multiple tools. Moreover, the cluster-based MOTIFSIM is able to identify the 
similar motifs reported by a single tool as well as by some tools but not by others. These motifs 
are reported as the global and local significant motifs. Furthermore, the cluster-based 
MOTIFSIM can identify the best matches for every motif in the combined motif list from 
multiple tools. The future development of the cluster-based MOTIFSIM includes the 
employment of a cloud computing platform to provide even more powerful computing services 
for larger motif datasets from the Next Generation Sequencing (NGS) technology and provide 
more storage space for storing uploaded datasets and the results. 
4.2.1.3 Conclusions 
The cluster-based MOTIFSIM is simple and easy to use. Without this development, finding 
similarity in multiple DNA motif datasets is a time-consuming process, which requires pair-wise 
comparisons by a motif similarity detection tool such as STAMP. The results from all the pair-
wise comparisons are then manually checked against each other. Moreover, the manual checking 
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process is impractical for comparing large datasets or a large number of datasets. Our tool was 
designed to automate this process and provide Bioinformatics researchers with a user-friendly 
and efficient tool for the analysis. Moreover, the tool is scalable as Web traffic is balanced via 
the HAProxy load balancer and the compute kernel is multithreaded to allow efficient resource 
utilization. 
4.2.2 Version 2.0 
We improved the intitial version of the tool with several technical improvements in the second 
version 2.0. They are presented in the followings. 
• Automatically recognize motif input formats. The new version can automatically detect 
motif’s format. In addition, the motifs in different formats can be mixed and matched in 
the same input file and the tools can automatically recognize their formats. 
• Insert motif input on the browser. In addition to upload and use existing files, the new 
versions allows inserting as many as twenty motif files on the browser for running the 
tool. 
• Increase number of motif datasets for comparison. The initial release of the tool allowed 
comparing up to ten motif datasets simultaneously. The new version allows comparing up 
to twenty motif datasets concurrently. 
• Option for the number of top significant motifs, output file type, and output file format. 
The new version provides more flexibility for the users to select the input and output 
parameters. We added an option for the number of top significant motifs. This is a cutoff 
for the number of top significant motifs to be generated in the results for the global 
significant motifs as well as for the global and local significant motifs. This option also 
allows the users to select as many as fifty top significant motifs. In addition, the users can 
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select the output file type and output file format for the results. The output file type 
option allows selecting the global significant motifs or selects everything otherwise. The 
output file format option allows selecting a desire output format. 
• HTML and PDF formats with sequence logos. We added the HTML and PDF format 
options for generating the results. The conversion of HTML to PDF is supported by the 
Prince software package [105]. We also added the sequence logos for each motif and its 
reverse complement for these formats. The sequence logos are created by WebLogo 
software package [29]. 
• Combined motifs list. We added a combined motifs list containing motifs from all 
datasets in the results. The motifs are in position specific probability matrices [72] and 
they are in the order of the datasets that are entered by the user. 
• Additional global significant motifs list. We include an additional global significant 
motifs list in the results for further analysis. The list can be generated in HTML, PDF, 
Text, or in all three formats. 
• Consensus sequences and motif alignment in IUPAC format. We include the consensus 
sequences for each motif and its reverse complement in the results. The motif alignment 
in IUPAC format is also added in the results for better visualization. 
• Job submission history. We added a job submission history to the tool for the users to 
view and access their submitted jobs. The private jobs can only be accessed by the job’s 
owner. The public jobs are accessible to everyone. 
• Job search. Unregistered users can keep the submitted jobs and the results private. The 
results can be retrieved via the Search Job ID page. 
• Email notification. Registered users now receive an email notification when a submitted 
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job is completed and available for downloading and viewing. 
• Other Improvement. We added the Input and Results sections to the result page of the 
tool. The users can view the combined motifs and the results when a job is completed 
without leaving the page.  
Figures C1-C4 in the Appendix C demonstrate the improvements described above. 
4.2.3 Version 2.1 
In addition to the technical improvements above, version 2.1 provides three new features to 
further support the motif comparisons and analysis. The global significant motifs as well as 
every motif in the combined list can be compared with the motifs in a database for obtaining 
similar motifs. In addition, it is often desired to combine similar motifs into new motifs to reduce 
the number of redundant motifs. Version 2.1 also provides such option for combing similar 
motifs reported for the global significant motifs, the global and local significant motifs, as well 
as the best matches for each motif. Besides, the users can visualize the relationship between 
motifs via the motif trees. These features are described in the followings. 
4.2.3.1 Matching Motifs with Motif Database 
To match the global significant motifs as well as every motif in the combined list with the motifs 
in a database, we implemented a slightly modified version of our novel MOTIFSIM algorithm 
[126]. Instead of comparing motifs with each other in the combined list as in the original 
algorithm, we compare the global significant motifs and every motif in the combined list with 
each motif in a database using the same technique as described in the original algorithm. 
Currently, version 2.1 supports Jaspar version 2016 [84], Transfac free version [86], and 
UniPROBE [93] databases. 
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4.2.3.2 Merging Similar Motifs 
To merge similar motifs reported in the results [126], we merge the motif and its best matches 
iteratively into new motifs in a pair-wise passion. First, the motif and its most similar one in the 
best matches list are merged into the new motif from their best alignment calculated by using the 
similarity score [126]. To merge two motifs from their best alignment, we take the average of the 
overlapping portion between them and carry over the hanging portions from the left, right, or 
both sides from the alignment into the new motif. Figure 4.2.3.2.1 illustrates this process. To 
ensure the new motif is still within the similarity threshold with its parents, we compare the new 
motif back with each of its parent by using the similarity percentage [126]. If one of the 
similarity percentages is out of the threshold [126], the process stops. Otherwise, the new motif 
is then merged with the next similar motif in the best matches list. This process goes on until the 
list is exhausted or the similarity percentage falls outside the threshold. Figure 4.2.3.2.2 shows an 
example of merging motif GTCGCG and its five best matches from highest to lowest. The process 
starts by merging motif GTCGCG with its first best match from their best alignment. The merged 
motif GBCGCGCGGC is subsequently merged with the next best match in the list. The process 
goes on until the list is exhausted and it results in the final merged motif SSGCGCSGCGGCSS. 
All merged motifs fall within the similarity percentage with their parents. 
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Figure 4.2.3.2.1. Pair-wise merging of two similar motifs. (A) Alignment of two similar 
motifs CCGCCGCC and SSSCGSSGCSSS by using similarity percentage [126]. The merged 
motif is SSCCGCSGCCSS. The motifs are in IUPAC format. (B) The details for merging of two 
motifs in (A). The motifs are in position specific probability matrix [72]. The motif CCGCCGCC 
in the left is aligned with the motif SSSCGSSGCSSS in the middle. The result merged motif 
SSCCGCSGCCSS is in the right. The rectangle box shows the overlapping portion between two 
motifs. The average of corresponding elements between two motifs in the rectangle box is 
equivalent to the bold element in the merge motif SSCCGCSGCCSS. The elements that are not in 
bold in the merged motifs are carried over from the motif SSSCGSSGCSSS. They are in two 
rows on the top and in the bottom of the merged motif SSCCGCSGCCSS. (C) Motif logos for the 
alignment and merged motif in (A). 
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Figure 4.2.3.2.2. Merging of a motif and its best matches. The motifs are in IUPAC format. (A) Motif GTCGCG and its five best 
matches from highest to lowest. (B) Pair-wise merging of motif GTCGCG and its best matches. The merging starts with motif GTCGCG 
and its first best match CGGCYBCGCG. The merged motif GBCGCGCGGC is subsequently merged with the second best match in the 
list. The process goes on until the list is exhausted and it results in the final merged motif SSGCGCSGCGGCSS. All merged motifs lie 
within the similarity percentage with their parents. The pair-wise matching details are also included. 
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4.2.3.3 Motif Trees 
Version 2.1 provides an option for generating the motif tree for visualizing the relationship 
between motifs. The tree is built by using hclust function in R [107]. This function implemented 
the hierarchical clustering algorithm. The distance matrix, which is used to feed into hclust for 
building the tree, contains the best similarity scores [126] between motifs. To generate the motif 
tree for all motifs in the combined list, the tool builds the distance matrix containing the best 
similarity scores between motifs and then feeds it into hclust function for generating the tree. The 
motif tree for the global significant motifs and their best matches is generated by using a subset 
of this distance matrix, which contains only the best similarity scores between the global 
significant motifs and their best matches. 
Usage 
As its previous versions, version 2.1 is simple and easy to use as well. The detailed example for 
running the tool can be found in the Appendix C. Further instructions can be found in the user 
manual on the tool’s website. 
4.2.3.4 Results and Discussion 
We presented the use of the cluster-based MOTIFSIM 2.1 in two case studies. The datasets used 
in the case studies were produced by several motif finders including CisFinder, DREME, 
MEME-ChIP, PScanChIP, and RSAT peak-motifs for the same peak data. The peak datasets 
were generated from ChIP-Seq datasets, which were produced by ChIP-Seq experiments on 
mouse liver tissue for two marks, H3 lysine 27 acetylation (H3K27ac) and histone H3 lysine 4 
monomethylation (H3K4me1) [125]. The ChIP-Seq datasets can be found in Table 4.2.3.4.1 and 
the motif datasets are in Table 4.2.3.4.2. Since different motif finders implemented different 
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algorithms and possess unique features for detecting the motifs, the results reported by them vary 
for the same ChIP-Seq dataset. In particular, four motif finders in Table 2 report different 
number of motifs for the same ChIP-Seq dataset DM01. These numbers differ significantly from 
one tool to another. Thus, it is useful to identify the common significant motifs reported by them 
because they are more significant. MOTIFSIM can identify such motifs and reports them as the 
global significant motifs. It can also identify the global and local significant motifs as well as 
best matches for every motif in each dataset.  
Table 4.2.3.4.1. ChIP-Seq datasets. The datasets were generated from ChIP-Seq experiments 
on mouse liver tissue [125]. 
ChIP-Seq 
Dataset 
Mark Species/Tissue GEO Accession 
DM721 H3K27ac (H3 lysine 27 acetylation) Mouse/Liver GSM851275 
DM01 H3K4me1 (histone H3 lysine 4 monomethylation) Mouse/Liver GSM722760 
 
 
Table 4.2.3.4.2. Motif datasets used in Case Studies. The datasets came from experiments in 
[125]. 
Case 
Study 
Motif Dataset Motif Input 
Format 
Number of 
Motifs 
Motif Finder ChIP-
Seq 
Dataset 
1 CisFinder_DM721_Cluster Position Specific 
Scoring Matrix 
153 CisFinder DM721 
2 DREME_DM01 Output from MEME 51 DREME DM01 
MEME-CHIP_DM01 Output from MEME 9 MEME-CHIP DM01 
PScanChIP_DM01 Jaspar 27 PScanChIP DM01 
RSAT_peak-motifs_DM01 TRANSFAC-like 40 RSAT peak-
motifs 
DM01 
 
 In Case Study 1, we presented the use of the cluster-based MOTIFSIM 2.1 for identifying 
similar motifs in a single dataset. In Case Study 2, we repreated the process as in Case Study 1 
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but for identifing similar motifs in multiple datasets. In both case studies, we used the same input 
parameters for comparing motifs. These parameters include top 10 significant motifs, 5 best 
matches for each motif, and 75% or greater for similarity cutoff. The option All was used for 
selecting both output file type and output file format. Additionally, the results were further 
compared with the motifs in the UniPROBE database for mouse. We also generated the motif 
trees for visualizing the relationship between motifs. We also chose to combine the similar 
motifs reported in the results. 
4.2.3.4.1 Case Study 1 
In this case study, we identified the similar motifs in a single dataset produced by CisFinder in 
Table 4.2.3.4.2. This tool reported 153 cluster motifs. We ran the cluster-based MOTIFSIM 2.1 
on this dataset by using the input parameters described above. Table 4.2.3.4.3 shows the top 10 
significant motifs reported by the tool. The five best matches for the 1st and 5th significant motifs 
are showed in Table 4.2.3.4.4. These best matches are not only similar to their top significant 
motif but they are also similar to each other. In particular, motif C125 has the first best match in 
UniPROBE database for mouse is Sox7_secondary, which is also the second best match in this 
database for motif C017. Likewise, motif C021 and motif C070 share the same motif 
Sox12_secondary in UniPROBE database for mouse as the first best match for motif C012 and 
as the second best match for motif C070. In addition, motif C053 has the first best match in the 
UniPROBE database for mouse is Gli1_v016060_primary, which is also the third best match in 
this database for motif C071. Thus, by analyzing these similar motifs, it is useful for determining 
whether they are redundant motifs. The cluster-based MOTIFSIM 2.1 also provides the option 
for combining similar motifs. Tables 4.2.3.4.5 and 4.2.3.4.6 show the merging for motif C108 
and its five best matches as well as for motif C023 and it best matches respectively. The detailed 
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merging results can be found in the user manual on the tool’s website. We further matched each 
motif in the dataset with the motifs in UniPROBE database for mouse. Table 4.2.3.4.7 shows the 
first best match in the database for each top 10 significant motif. The detailed matching results 
for each motif with the database can be found in the user manual on the tool’s website. To 
visualize the relationship between motifs, we generated a motif tree in Figure 4.2.3.4.1 for all 
motifs in the dataset. In this figure, the most similar pair of motifs by similarity score is placed in 
one cluster. The cluster is joined with the next similar motif. Similar clusters are joined until it 
forms a complete motif tree. The motif is labeled by concatenating its ID with its name for easy 
differentiation as the same motif may appear multiple times in the combined list because it is 
reported by multiple motif finders. 
Table 4.2.3.4.3. Top 10 global and local significant motifs in Case Study 1. Motifs are listed 
by ID, name, and logos. 
No. Dataset # Motif ID Motif  Name Motif Logo 
1 1 108 C108 
 
2 1 25 C025 
 
3 1 70 C070 
 
4 1 78 C078 
 
5 1 23 C023 
 
6 1 104 C104 
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7 1 18 C018 
 
8 1 65 C065 
 
9 1 84 C084 
 
10 1 54 C054 
 
 
Table 4.2.3.4.4. Five best matches for the 1st and 5th significant motifs in Table 4.2.3.4.3. The 
best-matched motifs are listed in the order of similarity from highest to lowest. 
ID Motif 
Name 
Logo Best Matches (Highest to Lowest by Similarity) 
Logo Motif  
Name 
108 C108 
  
C125 
 
C021 
 
C053 
 
C017 
 
C070 
23 C023 
 
 
C004 
 
C104 
 
C054 
C003 
 
C008 
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Table 4.2.3.4.5. Merging motif C108 and its five best matches in Table 4.2.3.4.4. The merging begins with motif C108 and its first 
best match C125. The combined motif is subsequently merged with the second best match C021. The process stops with the final 
merged motif VDSTSTSTBTSTCBSTVTSW. All merged motifs fall within the similarity threshold with their parents. The pair-wise 
alignment of motifs, matching format of each motif, matching direction, matching position, and the number of overlaps are included. 
Motif Alignment Combined Motif Format Direction Position #  Overlap 
C108 
C125 
--RBACWGASAWASVY 
SKASWYASAGRWASMS ASACAGASAWASMBSK 
Original Motif 
Original Motif Backward 1 14 
Combined Motif 
C021 
ASACAGASAWASMBSK 
MKAGMVAGAKAGMK-- AKASASAGATASMKSK 
Original Motif 
Original Motif Forward 1 14 
Combined Motif 
C053 
AKASASAGATASMKSK-- 
RMACRGAGAAAYCCTGKY RHACAGAGAAABCBBKKY 
Original Motif 
Original Motif Forward 1 16 
C017 
Combined Motif 
MRYVBGBTTTCTCTGTHK-- 
--SWSTCTCTSWSTCTCWSW MRCWSKSTHTCTCTSTVTSW 
Reverse Complement 
Reverse Complement Forward 3 16 
C070 
Combined Motif 
MRCWSKSTHTCTCTSTVTSW 
RBSTCTVTCTBTCVC----- VDSTSTSTBTSTCBSTVTSW 
Original Motif 
Reverse Complement Forward 1 15 
 
  
 
9
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Table 4.2.3.4.6. Merging motif C023 and its five best matches in Table 4.2.3.4.4. Merging starts with motif C023 and ends with the 
merged motif GSCBCVSSCCSSCCCCCCCCSSCCCCSSSC. All merged motifs fall within similarity threshold with their parents. Pair-
wise matching information is included. 
Motif Alignment Combined Motif Format Direction Position 
#  
Overlap 
C023 
C004 
------------SSGGSGDBGSGGSS- 
SSSSSSGSGGSSSSGGSSSSSGSSSSS SSSGGSGGSGSGGSSSSSSSSGSGGSS 
Reverse Complement 
Reverse Complement Backward 2 14 
Combined Motif 
C104 
SSSGGSGGSGSGGSSSSSSSSGSGGSS 
-----SSGGHGGGGKGGSS-------- SSSGGSSGGVGGGGSSGSSSSGSGGSS 
Original Motif 
Reverse Complement Forward 6 14 
Combined Motif 
C054 
SSSGGSSGGVGGGGSSGSSSSGSGGSS 
-----SSGGGGGGGHGGSS-------- SSSGGSSGGBGGGGBGGSSSSGSGGSS 
Original Motif 
Reverse Complement Forward 6 14 
Combined Motif 
C003 
-SSSGGSSGGBGGGGBGGSSSSGSGGSS-- 
GSSGGGGGSSGGGGGGKGGVMGGSHGKGSC GSSSGGGGGSGGGGGBGGGSVGGSVGBGSC 
Original Motif 
Reverse Complement Forward 2 27 
Combined Motif 
C008 
GSCBCVSCCVSCCCBCCCCCSCCCCCSSSC 
------SSCCSSCCCCSSCCSS-------- GSCBCVSSCCSSCCCCCCCCSSCCCCSSSC 
Reverse Complement 
Original Motif Forward 7 16 
 
  
 
9
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Table 4.2.3.4.7. Matching top 10 significant motifs with motifs in UniPROBE [93] database for mouse. The first best match in 
the database for each significant motif is included. Motif ID, motif name, motif logo, and motif format are included. 
     UniPROBE Database Matching 
Motif ID Motif Name Motif Logo Motif Format Motif ID Motif Name Motif Logo Motif Format 
108 C108 
 
Reverse Complement UP00101 Sox12_secondary 
 
Reverse Complement 
25 C025 
 
Reverse Complement UP00080 Gata5_secondary 
 
Original Motif 
70 C070 
 
Reverse Complement UP00011 Irf6_secondary 
 
Original Motif 
78 C078 
 
Reverse Complement UP00011 Irf6_secondary 
 
Original Motif 
23 C023 
 
Original Motif UP00539 Gli2_v016060_secondary Original Motif 
104 C104 
 
Original Motif UP00539 Gli2_v016060_secondary Original Motif 
18 C018 
 
Original Motif UP00028 Tcfap2e_secondary 
 
Original Motif 
65 C065 
 
Original Motif UP00080 Gata5_secondary 
 
Reverse Complement 
84 C084 
 
Reverse Complement UP00099 Ascl2_primary 
 
Reverse Complement 
54 C054 
 
Original Motif UP00043 Bcl6b_secondary 
 
Original Motif 
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Figure 4.2.3.4.1. A motif tree for all cluster motifs in the dataset. The tree was created by 
using a distance matrix consisting of best similarity scores between motifs [126]. Motif ID is 
concatenated with motif name at the label of the tree.     
 
4.2.3.4.2 Case Study 2 
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This case study demonstrates the use of the cluster-based MOTIFSIM 2.1 for identifying similar 
motifs in multiple datasets generated by four motif finders including DREME, MEME-ChIP, 
PScanChIP, and RSAT peak-motifs for the same ChIP-Seq dataset DM01 in Table 4.2.3.4.2. 
These motif finders report different number of motifs. Thus, it is useful to identify the common 
motifs reported by them. The cluster-based MOTIFSIM 2.1 identities such motifs as the global 
significant motifs. It also identifies the global and local significant motifs, as well as best 
matches for each motif in the combined motif list. The top 10 global significant motifs are in the 
Appendix C, Table C3. Each global significant motif and its best matches were reported by at 
least two motif finders. The top 10 global and local significant motifs are also in the Appendix C, 
Table C4. In this table, the 9th global and local significant motif, Motif 25, and its five best 
matches were reported by all four tools. However, the 5th global and local significant motif, 
ssCkGGYCCCsg, and its five best matches were reported by only one tool which is RSAT peak-
motifs. The motif ssCkGGYCCCsg and its best matches can be found in the Appendix C, Table 
C5. This observation allows the users to determine whether these similar motifs are redundant 
motifs. The analysis can be carried out further for any motif and its best matches.  
 The similar motifs reported in the results for the global significant motif, the global and 
local significant motif, as well as for each motif in this case study were combined into new 
motifs. The detailed merging results can be found in the user manual on the tool’s website. In 
addition, we further compared the global significant motifs, the global and local significant 
motifs, and each motif in the combined motif list with the motifs in UniPROBE database for 
mouse to obtain the similar motifs. The Appendix C, Tables C5-C6 show the first best match in 
the database for each global significant motif as well as for each global and local significant 
motif respectively. The detailed matching results with the database can be found in the user 
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manual on the tool’s website. In addition, the relationship between motifs for the global 
significant motifs and their best matches, as well as for all motifs in the combined list can be 
further observed through the motif trees in the Appendix C, Figures C10-C11. 
4.2.3.5 Conclusions 
The cluster-based MOTIFSIM 2.1 and the command-line MOTIFSIM 2.1 contain several 
technical improvements as well as additional features to further support the motif comparison 
and analysis. The newer version allows combining similar motifs. It also supports the 
comparisons for the global significant motifs as well as every motif with the motifs in the 
reference database. Additionally, the relationship between motifs can be visualized through the 
motif trees. The cluster-based MOTIFSIM 2.1 and the command-line MOTIFSIM 2.1 including 
their user manuals, test datasets, and test results are freely available at http://motifsim.org. 
4.3 Cloud-based MOTIFSIM 
4.3.1 Introduction 
In this work, we developed the cloud-based MOTIFSIM [127] on Amazon Web Services (AWS) 
cloud [8]. This is an extended version from our cluster-based tool to further support detecting 
similarity in multiple large-scale DNA motif datasets generated from the next-generation 
sequencing (NGS) technology. Many cloud service providers such as AWS, Google cloud [41], 
Microsoft Azure [90], Rackspace [108], and so on offer various services including the elasticity 
for computing resources, unconstrained data storage, and powerful computing resources, among 
many others. AWS is the most popular one among these vendors and its services are most 
relevant for supporting our tool. We utilize these services to further assist researchers in finding 
similarity in large DNA motif datasets. The cloud-based MOTIFSIM provides th users more on-
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line storage space for the datasets and results. It accepts various input formats generated from 
several different motif detection tools. The users can use the tool with or without registration. 
Registered users can keep the datasets and the results online for an extended period. The users 
can use existing datasets, upload datasets, or insert datasets on the browser to run the tool. 
Currently, it allows detecting similarity in as many as twenty DNA motif datasets 
simultaneously. The input formats can be mixed and matched. The tool can automatically detect 
the format for each motif. Since the motifs produced by several different motif finders for the 
same dataset vary significantly, the tool can assist the users to identify the common significant 
motifs and their best matches as well as to provide the users the best matches for each motif for 
further analysis. The users can filter the motifs by selecting different input/output parameters. 
They can select as many as fifty top common significant motifs and they can pick as many as 
fifty best matches to be created for each motif for analysis. In addition, the users can specify the 
similarity between motifs and designate the type of output to be created and the preferred output 
file format. Registered users are notified by emails for receiving of submitted datasets and when 
the results are available for downloading and viewing. All users can check the status of a 
submitted job on the Job Status page at the tool’s website. The results reported to the users 
include the combined motifs from all datasets, the global significant motifs, the global and local 
significant motifs, as well as best matches for every motif in each dataset [126]. The global 
significant motifs are the top common significant motifs with their best matches from different 
datasets. The global and local significant motifs are top common significant motifs with their 
best matches from different datasets or within a dataset. The results can be generated in HTML, 
PDF, Text, or in all three formats. The conversion of HTML to PDF is performed by using 
Prince software package [105]. The sequence logos for each motif and its reverse complement 
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are generated by using WebLogo software package [29]. The results presented to the users 
include two sections: Input and Results. The input section includes the input parameters and 
dataset’s information. The results section consists of three subsections for the global significant 
motifs, the global and local significant motifs, and best matches for each motif. Figures 4.3.1.1 - 
4.3.1.4 show the Input and Results sections in HTML format. 
 
Figure 4.3.1.1. The Input section of the results. Input parameters, file names, and motif counts 
are included.  
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Figure 4.3.1.2. A subsection of the results reports the global significant motifs. The top 
global significant motifs and their best matches are listed in descending order of similarity. Motif 
information and matching details are included. 
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Figure 4.3.1.3. A subsection of the results reports the global and local significant motifs. 
The top global and local significant motifs and their best matches are listed in descending order 
of similarity. The motif information and matching details are included. 
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Figure 4.3.1.4. A subsection of the results reports the best matches for each motif. The 
motifs are listed by datasets and in the order of the datasets are entered. The best matches for 
each motif are listed in descending order of similarity. The motif information and matching 
details are also included. 
 
4.3.2 Materials and Methods 
4.3.2.1 Algorithm 
The cluster-based MOTIFSIM implemented a novel algorithm [126] for detecting similarity in 
multiple DNA motif datasets concurrently. In this extended cloud-based version of our cluster-
based tool, we improved the steps 4 and 5 of the original algorithm by allowing the flexibility for 
choosing q number of top significant motifs. Since this improvement does not affect the overall 
quality of the original algorithm, we do not re-assess the algorithm here as it has been evaluated 
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in [126]. The algorithm including the improvement in steps 4 and 5 can be found in the 
Appendix C. 
4.3.2.2 Implementation 
AWS provides various services including computing, storage, content delivery, database, 
networking, management tools, security and identity, application services, and so on [8]. All 
current services provided by AWS as of this writing can be found in the Appendix C, Figure 
C12. The computing service offers the Elastic Compute Cloud (EC2) [4] instances, which are 
virtual servers for building our tool’s infrastructure. We utilize Amazon Simple Storage Service 
(Amazon S3) [6] for backup of our application and database. We use MySQL from the database 
service for our back-end database. The Web address of the cloud-based MOTIFSIM is provided 
by Amazon Route 53 Domain Name System (DNS) Web service [5]. In addition, we 
implemented the AWS Identity and Access Management (IAM) service [9] to manage user’s 
access to the tool. We also employ Amazon Simple Email Service (Amazon SES) [7] to provide 
email notifications to the users for their submitted jobs and the results. Our tool’s infrastructure 
was built and managed by using AWS OpsWorks, which is a configuration management service 
that allows configuring and operating applications by using Chef [10].             
 The cloud-based MOTIFSIM was deployed on an AWS Opsworks Linux application 
server stack with three layers as shown in Figure 4.3.2.2 [10]. The details for AWS Opsworks 
and application server stack can be found in the Appendix C. Each layer in the stack can be set 
up and managed independently. The layer can have as many instances as needed to handle the 
traffic or workload. AWS Opsworks provides horizontal scaling as well as scaling up or down 
features to allow each layer to respond to a dynamic environment [10]. The elastic load balancer 
layer of the tool runs on an EC2 t2.micro instance at the baseline and can be scaled up to a higher 
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capacity instance. HAProxy [45] is employed in this layer to balance incoming traffic. AWS 
provides various EC2 instances with different capacities and prices. All current EC2 instances 
provided by AWS as of this writing can be found in the Appendix C, Table C7. To find the most 
relevant instances for running our PHP application server layer, we tested several instances of 
different types including general purpose, compute optimized, and memory optimized instances. 
We found the EC2 r3 memory optimized instances are most relevant to our PHP application 
server layer. The results are presented in the Results and Discussion section. The master node in 
this layer runs on an EC2 r3.large instance while the worker nodes run on EC2 r3.8xlarge 
instances. The database layer runs on an EC2 t2.micro instance at the baseline and can be scaled 
up to a higher capacity instance. We employ Amazon CloudWatch to monitor EC2 instances to 
better respond to the Web traffic and the workload via CloudWatch notifications [3]. The details 
for Amazon CloudWatch can be found in the Appendix C. The front-end of the cloud-based 
MOTIFSIM was implemented in CSS, HTML, and JavaScript. Its back-end was implemented in 
PHP, SQL, and C++ with OpenMP for multithreading. 
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Figure 4.3.2.2. The three layers of the cloud-based MOTIFSIM stack: the elastic load 
balancer layer containing HAProxy load balancer; the application server layer containing PHP 
application servers; and the Amazon Relational Database Server (RDS) layer containing 
MySQL. Each layer can be set up and managed independently [10]. 
 
4.3.3 Results and Discussion 
4.3.3.1 Datasets 
We evaluated the cloud-based MOTIFSIM on various single and combined motif datasets of 
different sizes produced by different motif detection tools including CisFinder [118], DREME 
[11], MEME-ChIP [79], PScanChIP [142], and RSAT peak-motifs [123]. The datasets are 
organized into Groups 1-9 in Table 4.3.3.1.1. Those within a group were produced by different 
motif detection tools for the same peak dataset, which was created from the ChIP-Seq data that 
came from ChIP-Seq experiment. 
 
Table 4.3.3.1.1. Motif datasets used for evaluating the cloud-based MOTIFSIM. Each group 
can have a single or multiple datasets. Data in groups 1-5 came from the experiments in [125]. 
Group Motif Dataset Format Number 
of Motifs 
Motif Detection 
Tool 
ChIP-Seq 
Dataset 
1 CisFinder_DM721_Cluster PSSM 153 CisFinder DM721 
DREME_DM721 Output from MEME 16 DREME DM721 
MEME-CHIP_DM721 Output from MEME 11 MEME-ChIP DM721 
PScanChIP_DM721 Jaspar 37 PScanChIP DM721 
RSAT_peak-motifs_DM721 TRANSFAC-like 40 RSAT peak-motifs DM721 
2 CisFinder_DM254_Cluster PSSM 528 CisFinder DM254 
DREME_DM254 Output from MEME 45 DREME DM254 
MEME-CHIP_DM254 Output from MEME 24 MEME-ChIP DM254 
PScanChIP_DM254 Jaspar 39 PScanChIP DM254 
RSAT_peak-motifs_DM254 TRANSFAC-like 63 RSAT peak-motifs DM254 
3 CisFinder_DM01_Cluster PSSM 642 CisFinder DM01 
DREME_DM01 Output from MEME 51 DREME DM01 
MEME-CHIP_DM01 Output from MEME 9 MEME-ChIP DM01 
  
107 
 
PScanChIP_DM01 Jaspar 27 PScanChIP DM01 
RSAT_peak-motifs_DM01 TRANSFAC-like 40 RSAT peak-motifs DM01 
4 CisFinder_DM721_Elementary PSSM 1000 CisFinder DM721 
5 CisFinder_DM01_Elementary PSSM 2000 CisFinder DM01 
6 CisFinder_DM721_Full_elementary  PSSM 3371 CisFinder DM721 
7 CisFinder_DM01_Full_elementary  PSSM 5672 CisFinder DM01 
8 CisFinder_DM254_Full_elementary  PSSM  7168 CisFinder DM254 
9 CisFinder_DM254_Full_elementary PSSM 7168 CisFinder DM254 
CisFinder_DM01_Full_elementary PSSM 5672 CisFinder DM01 
CisFinder_DM721_Full_elementary PSSM 3371 CisFinder DM721 
CisFinder_DM01_Elementary PSSM 2000 CisFinder DM01 
CisFinder_DM721_Elementary PSSM 1000 CisFinder DM721 
CisFinder_DM01_Cluster PSSM 642 CisFinder DM01 
CisFinder_DM254_Cluster PSSM 528 CisFinder DM254 
CisFinder_DM721_Cluster PSSM 153 CisFinder DM721 
 
PSSM = Position Specific Scoring Matrix 
 
 Groups 1-5 were created from trimmed peak datasets in the experiments described in 
[125] as some motif detection tools accept limited peak dataset size. They are single datasets of 
substantial sizes and combined datasets required for evaluating the tool. To acquire larger 
datasets, we used full peak datasets produced by the MACS [148] peak caller using the 
procedure described in [125]. These full peak datasets came from three ChIP-Seq datasets 
generated by the experiments in Shen et al. on mouse liver tissue for histone H3 lysine 4 
monomethylation (H3K4me1), insulator binding protein (CTCF), and histone H3 lysine 27 
acetylation (H3K27ac) [119]. The ChIP-Seq datasets can be found in Table 4.3.3.1.2. 
 We ran CisFinder on the full peak datasets as this tool accepts large datasets and 
produces a large number of motifs. Groups 6-8 came from these full peak datasets. Group 9 is a 
combination of datasets from different groups so that it allows forming a large combined dataset 
containing 20,534 motifs used for evaluating the tool as well as for finding the most suitable EC2 
instances for supporting the PHP application server layer. 
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Table 4.3.3.1.2. ChIP-Seq datasets. The datasets were generated from ChIP-Seq experiments 
on mouse liver tissue [119]. 
ChIP-Seq 
Dataset 
Mark Species/Tissue GEO 
Accession 
DM01 H3K4me1 (histone H3 lysine 4 monomethylation) Mouse/Liver GSM722760 
DM254 CTCF (insulator binding protein) Mouse/Liver GSM722759 
DM721 H3K27ac (histone H3 lysine 27 acetylation) Mouse/Liver GSM851275 
 
4.3.3.2 Results 
We ran the experiments on the data in Groups 1-9 using various EC2 instances including general 
purpose, compute optimized, and memory optimized instances as shown in Table 4.3.3.2.1. 
These instances range from medium to high capacity.  
Table 4.3.3.2.1. Different types of EC2 instances used for data groups 1-9 [96]. Instance 
property and price provided by AWS are included as of this writing. 
Instance vCPU Memory (GiB) Instance Storage (GB) Linux/UNIX Usage (per 
Hour) for US East Region 
General Purpose - Current Generation 
m4.xlarge 4 16 EBS Only $0.239 
m4.2xlarge 8 32 EBS Only $0.479 
m4.4xlarge 16 64 EBS Only $0.958 
m4.10xlarge 40 160 EBS Only $2.394 
Compute Optimized - Current Generation 
c4.2xlarge 8 15 EBS Only $0.419 
c4.4xlarge 16 30 EBS Only $0.838 
c4.8xlarge 36 60 EBS Only $1.675 
Memory Optimized - Current Generation 
r3.xlarge 4 30.5 1 x 80 SSD $0.333 
r3.2xlarge 8 61 1 x 160 SSD $0.665 
r3.4xlarge 16 122 1 x 320 SSD $1.330 
r3.8xlarge 32 244 2 x 320 SSD $2.660 
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The runtimes were collected for different groups on different instances types. Table C8 in the 
Appendix C shows the runtimes for groups 1-9 on several instance types. The graph in Figure 
4.3.3.2.1 compares the runtimes between different EC2 instance types for groups 1-9. The EC2 
r3.8xlarge instance is capable for processing large datasets while other instances were not able to 
complete the large jobs. Hence, the EC2 r3.8xlarge instance is the most suitable instance for 
supporting our PHP application.  
 The experimental results showed the memory optimized instance types are the most 
pertinent for the tool, as large datasets require a more powerful EC2 instance with a considerable 
amount of memory and several virtual CPUs to process the massive comparisons. The EC2 
r3.8xlarge instance shows this capability for processing large datasets in Groups 6-9. 
 
Figure 4.3.3.2.1. Runtime comparison between different EC2 instance types for groups 1-9. 
The number in parentheses indicates the total number of motifs within a group. The EC2 
r3.8xlarge instance is capable of handling large datasets. 
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Comparison of Runtimes between the Cluster-based MOTIFSIM and the Cloud-based 
MOTIFSIM Implementations 
To evaluate the performance of the cloud-based MOTIFSIM over the cluster-based MOTIFSIM, 
we compared the runtimes of both tools on three groups of datasets in [126]. Each group in [126] 
consists of multiple motif datasets. We previously evaluated our cluster-based tool using these 
groups of datasets [126]. Our cluster-based tool is powered by a Linux cluster of Apache Web 
servers. Each Apache Web server node consists of 4 cores and 8 GiB of memory. Since we use 
the EC2 r3.8xlarge instance for our PHP application, this instance is more powerful than the 
Apache Web server node. Thus, the performance of the cloud-based MOTIFSIM was expected 
to be higher than the cluster-based tool on these groups of datasets. We ran the cloud-based 
MOTIFSIM on these groups of data using the same input parameters as previously used in [126]. 
As expected, the runtime is over two times faster than the cluster-based tool as shown in Table 
4.3.3.2.2 and in Figure 4.3.3.2.2. The performance of the cloud-based tool is obviously higher 
than the cluster-based tool but it is not substantial in term of memory and the number of cores 
comparing to the cluster-based tool since these datasets are small. However, for larger datasets, it 
is expected to show a substantial higher performance than the cluster-based tool. 
 
Table 4.3.3.2.2. Runtimes for data groups 1-3 in [126] on a Linux Apache Web server node 
and on an EC2 r3.8xlarge instance. Input parameters are included. 
Dataset 
Group 
Total 
# of 
Motifs 
Runtime for 
cloud-based 
tool (second) 
Runtime 
for cluster-
based tool 
(second) 
Input Parameters 
# of 
Significant 
Motifs 
# of Best 
Matches 
% 
Similarity 
Cutoff 
Output 
File 
Type 
Output 
File 
Format 
1 56 34.31 75.03 10 10 ≥ 75% All All 
2 94 59.56 137.65 10 10 ≥ 75% All All 
3 104 65.44 146.58 10 10 ≥ 75% All All 
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Figure 4.3.3.2.2. Comparison of runtimes between the cluster-based MOTIFSIM and the 
cloud-based MOTIFSIM for data groups 1-3 in [126]. The number in parentheses indicates 
the total number of motifs within a group. The experiment was run on a Linux Apache Web 
server node and on an EC2 r3.8xlarge instance. Same input parameters were used for both tools.  
 
4.3.3.3 Discussion 
Different motif finders report different results for the same peak dataset. The datasets in Group 1 
were produced by five different motif finders. The number of motifs reported differs from one 
tool to another. CisFinder obviously reported many more motifs than other tools. Thus, it is 
helpful to know which motifs these tools commonly reported. The global significant motifs 
identified by our tools are such motifs. The cloud-based MOTIFSIM can identify these motifs in 
large multiple DNA motif datasets. The top ten global significant motifs for Group 1 can be 
found in Table C9 of the Appendix C. In addition, the tool provides the users with the global and 
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local significant motifs reported by any motif finders. Furthermore, it provides the best matches 
for every motif in each dataset for the users to analyze any motif. 
4.3.4 Conclusions 
The cloud-based MOTIFSIM inherits all features of its cluster-based tool version 2.0. The 
application server layer of the tool is leveraged by the latest EC2 r3 memory optimized instances. 
The worker node runs on an r3.8xlarge instance, which has 32 virtual CPUs and 244 GB of 
memory, to allow massive comparisons on large datasets. The tool can be scaled out to handle 
heavy traffic and workload. Its capability can be expanded as AWS constantly offers better 
services including latest technologies to the users. The cloud-based MOTIFSIM is the first and 
currently only tool to allow finding similarity in large single or multiple DNA motif datasets 
simultaneously with its unique features. The tool was designed to further assist researchers in 
using the latest and powerful computing resources available from AWS. The cloud-based 
MOTIFSIM including user manual, test datasets, and test results are freely available at 
http://cloudbasedmotifsim.org. 
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Chapter 5 
Motif Discovery Pipeline and Similarity Detector 
5.1 Introduction 
Detecting binding site motifs can reveal the transcription factors that control the gene expression. 
Hence, numerous tools and methods have been developed for finding binding site motifs. 
Nevertheless, the results reported from different tools for an identical dataset are diverse. This is 
largely due to the fact that different tools implemented different algorithms and possesses unique 
features for discovering the motifs. Therefore, using multiple tools and methods has been 
suggested as it improved the accuracy of the motif detection [46, 52, 53, 80]. The suggestion has 
inspired the development of several motif discovery pipelines. They can be standalone 
applications on standalone servers or pipelining Web servers. Recent development tends to be 
pipelining Web servers, which eliminate the complications of software installations and 
configurations required by standalone applications in order to serve more users via the Web. 
Another advantage is that it allows running multiple tools and methods at once on the same 
server and eliminates the manual runs of the same dataset on several different motif finders 
residing on the same standalone server or on several different Web servers. 
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 The research community has seen several motif discovery pipelines such as W-
ChIPMotifs [58], GimmeMotifs [134], CompleteMOTIFS [68], MEME-ChIP [79], RSAT peak-
motifs [123], MotifLab [65], and Promzea [74] among many others. Generally, the pipelines 
incorporated multiple algorithms or tools. They were designed to complement individual motif 
finders for achieving better accuracy. The results can be clustered and ranked for obtaining the 
top significant motifs. Some pipelines allow verifying the results with the reference databases 
such as TRANSFAC [86], Jaspar [84], and UniPROBE [93] by using a motif comparison tool 
such as STAMP [82] or TOMTOM [43]. 
 Table 5.1 gives a summary of some current pipelines. We briefly discuss some of their 
general limitations here. W-ChIPMotifs was designed for mouse and human species only. There 
is no option for running different combinations of motif finders in the pipeline. The results 
include the top ranked motifs and their matches from the reference database by using STAMP 
tool. GimmeMotifs is a standalone application that has several functions including motif finding. 
However, the results from motif discovery module only present the top ranked motifs and their 
matches in the reference database. CompleteMOTIFS allowed selecting the tools to run the motif 
discovery. The results showed the top ten predicted motifs from each selected tool and their 
matches in the reference database via STAMP tool. However, this pipeline is no longer available 
for use. MEME-ChIP reports the predicted motifs from each tool and their matches in the 
reference database by using TOMTOM. RSAT peak-motifs allows selecting the motif discovery 
algorithms and it reports the predicted motifs from each selected algorithm with their matches in 
the reference database. MotifLab is a standalone application with a wide-range of functions 
including motif discovery. As other pipelines, only the top ranked motifs are presented in the 
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results. Promzea is specialized for maize, rice, and Arabidopsis thaliana. It presents only the top 
predicted motifs that are not verified with the reference database. 
 Although existing pipelines were designed with their unique integrations and the methods 
for ranking and selecting the significant motifs, they do not allow obtaining different comparison 
results for multiple tools and methods. They generally report the top ranked results either from 
individual motif finders or from a combination of multiple predictive algorithms and tools. 
 In this work, we incorporated four de novo motif finders namely ChIPMunk [66], MEME 
[17], Weeder [98], and XXmotif [77] into a pipeline called MODSIDE [129]. The pipeline also 
integrated a motif similarity detection tool MOTIFSIM [128]. All adopted tools are open-source 
software. We chose ChIPMunk, MEME, and Weeder as they are widely used and some of their 
features are complemented. Since XXmotif is a general-purpose motif finder and it has some 
advanced features over three other motif finders, we adopted it for the pipeline. The features of 
these motif finders are presented in the Implementation section. We chose MOTIFSIM for 
similarity detection because of its unique features that are not offered by all existing pipelines. 
They include (1) the common (global) significant motifs from multiple tools, (2) the motifs 
detected by some tools but not by others (the global and local significant motifs), and (3) the best 
matches for each motif in the motif collection of multiple tools. Besides the unique features, 
MOTIFSIM also possesses other useful features for verifying the predicted motifs with the 
reference databases, merging similar motifs, and clustering predicted motifs into motif trees. 
MODSIDE pipeline delivers not only the results from individual motif finders but also the 
comparison results from the pipeline itself. 
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Table 5.1. Characteristics of some existing motif discovery pipelines. 
 
Pipeline Components Function Input 
Format 
Reference 
Database 
Target 
Species 
Platform Year Ref. 
W-ChIPMotifs Weeder, MaMF, 
Weeder, STAMP 
Predict motifs from 
ChIP-Seq data 
FASTA TRANSFAC, 
Jaspar 
Mouse 
Human 
Web portal 2009 [58] 
CompleteMOTIFS MEME, Weeder, 
ChIPMunk, Patser, 
STAMP 
Predict motifs from 
ChIP-Seq data 
FASTA, 
BED, GFF 
TRANSFAC, 
Jaspar, User-
defined file 
Unspecified Web portal 2011 [68] 
GimmeMotifs BioProspector, GADEM, 
Improbizer, MDmodule, 
MEME, MoAn, 
MotifSampler, Trawler, 
Weeder 
Predict motifs from 
ChIP-Seq data 
BED, FASTA Jaspar Unspecified Standalone 
application 
2011 [134] 
MEME-ChIP MEME, DREME, 
CentriMo, TOMTOM, 
SpaMo 
Predict motifs from 
ChIP-Seq data 
FASTA Jaspar, 
UniProbe, User-
defined file, 
etc… 
Unspecified Web portal, 
Web-services, 
Command line 
tool 
2011 [79] 
RSAT peak-motifs Oligo-analysis, Position-
analysis, Local-word 
analysis, Dyad-analysis 
Predict motifs from 
ChIP-Seq data 
FASTA Jaspar, 
UniProbe, 
REGULONDB, 
User-defined 
file, etc… 
 
Unspecified Web portal, 
Standalone 
application 
2012 [123] 
MotifLab AlignAce, 
BioProspector, 
ChIPMunk, MEME, 
MotifSampler, Priority, 
Weeder 
 
Analyze regulatory 
sequence regions, 
Predict binding site 
motifs 
FASTA, 
BED, etc… 
TRANSFAC, 
Jaspar, ScerTF 
Unspecified Standalone 
application 
2013 [65] 
Promzea BioProspector, MEME, 
Weeder, PSCAN, FIMO, 
Clover 
Predict co-
regulatory 
motifs 
cDNA 
FASTA, 
microarray 
probe-set ID, 
BED 
None Maize, Rice, 
Arabidopsis 
thaliana 
Web portal 2013 [74] 
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5.2 Implementation 
5.2.1 Motif Discovery 
5.2.1.1 MEME 
MEME (Multiple Expectation Maximization for Motif Elicitation) is a well-known motif 
discovery tool developed for targeting un-gapped motifs in unaligned DNA or protein sequences 
[17]. MEME algorithm is based on a profile-based method that implemented the expectation 
maximization (EM) [17]. The profile-based methods are faster than consensus-based methods 
but they suffer from lower accuracy because they tend to be trapped in a local optimum [57]. 
MEME algorithm removes the previous discovered motifs when it searches for new motifs. 
Thus, it can only model a single motif at a time and it does not detect alternative binding motifs, 
which are motifs for co-factors [125]. MEME also requires removing duplicate sequences and 
those with low information prior to running the tool [125]. Another drawback of MEME is 
splitting variable-length patterns into two or more separate motifs [17]. MEME was originally 
designed for discovering short motifs. However, its later versions allow finding longer motifs. 
MEME possesses numerous features for discovering motifs. These features are presented in the 
Appendix D. We adopted version 4.11.4 for the pipeline. 
5.2.1.2 ChIPMunk 
ChIPMunk is a fast heuristic motif finder developed for analyzing high-throughput sequencing 
data [66]. ChIPMunk is also a profile-based method. Its algorithm implemented an iterative 
approach that combines the greedy optimization with bootstrapping. ChIPMunk evaluates the 
motif profiles based on the Kullback Discrete Information Content (KDIC). It employs a greedy 
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approach for discovering the motif profiles with high KDIC values. The motif profiles are ranked 
based on Position Weight Matrix (PWM) scores. They are subsequently improved by an EM 
iterative process. ChIPMunk’s performance is better than MEME in term of runtime and 
prediction quality [75].  
ChIPMunk was originally designed for discovering the motifs in PWMs for transcription factor 
binding sites. It was later adapted for handling ChIP-Seq data. ChIPMunk contains numerous 
attributes that are presented in the Appendix D for finding motifs. We adopted version 7 for the 
pipeline. 
5.2.1.3 Weeder 
Weeder was designed for finding DNA motifs [98]. Its algorithm is based on a pattern-driven 
approach, which is a sub-category of the consensus-based method [57]. Weeder algorithm 
implemented a suffix tree based exhaustive enumeration and extended it for searching longer 
patterns [98]. The algorithm was designed for finding subtle similarities in small datasets, rather 
than large similarities in large datasets [141]. Due to the nature of consensus-based method, 
Weeder is significantly slower than MEME and ChIPMunk but its prediction quality is higher. 
Weeder also comprises several attributes for finding DNA motifs. They are presented in the 
Appendix D. We adopted version 1.4.2 for the pipeline. 
5.2.1.4 XXmotif 
XXmotif is a general-purpose method, which was designed for finding enriched motifs in 
nucleotide sequences [47]. However, unlike other motif finders, XXmotif is capable for 
optimizing the statistical significance of PWMs directly. It can also score conservation and 
positional clustering of motifs [77]. XXmotif algorithm is a combination of the pattern-based 
enumerative approach and the iterative PWM refinement [47]. The algorithm consists of 
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masking stage, pattern stage, and PWM stage. The masking stage masks out the repeat regions, 
compositionally biased segments, and homologous segment pairs. The pattern stage calculates 
enrichment P-values of degenerate seed patterns. The PWM stage optimizes candidate PWMs 
iteratively [77]. The experimental results in [47] showed XXmotif has faster runtime and higher 
sensitivity than MEME and Weeder. In addition, the masking stage makes XXmotif more 
sophisticated, as this stage does not exist in MEME, ChIPMunk, and Weeder. As other tools, 
XXmotif provides a wide-range of features for finding motifs. We adopted its current version for 
the pipeline. 
5.2.2 Motif Comparison 
The pipeline incorporated MOTIFSIM version 2.2. MOTIFSIM allows comparing the results 
from multiple tools for attaining the common significant motifs, the motifs reported by some 
tools but not by others, as well as the best matches for each predicted motif in the motif 
collection for multiple tools. The results from multiple tools can be verified with the reference 
database such as TRANSFAC, Jaspar, or UniPROBE. Since the predicted motifs reported by a 
single tool or multiple tools can be redundant motifs. MOTIFSIM provides an option for 
merging them to reduce the number of redundant motifs. The new motif is formed only of it is 
within the similarity threshold with both of its parents [128]. Another useful feature of 
MOTIFSIM is clustering the motifs into motif trees. The tree describes the relationship between 
motifs. MOTIFSIM calculates the similarity scores between motifs and builds two distance 
matrices. One is for the global significant motifs and the other is for every motif in the motif 
collection of multiple tools. The distance matrices contain the best similarity scores between 
motifs. MOTIFSIM uses the distance matrices to build the motif trees by using hclust function in 
R. This function implemented the hierarchical clustering algorithm [128]. Hence, the motifs that 
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reside in the same branch of the tree are more similar to one another. The height of the branch 
also shows the degree of similarity. The motifs that are connected by shorter branches are more 
similar than those that are connected by taller branches. 
5.2.3 MODSIDE Web Interface 
MODSIDE was written in PHP, HTML, and JavaScript. The Web interface is publicly available 
at http://modside.org/. An overview of MODSIDE’s workflow is in Figure 5.2.3. The pipeline 
accepts input in FASTA format. It can be run with at least two or more motif finders. The 
significant motifs are selected by using P-value ≤ 0.5 for ChIPMunk, E-value ≤ 0.5 for MEME 
and XXmotif, and the built-in significant score in Weeder. The descriptions for these thresholds 
are presented in the Appendix D. The motif similarity detection and analysis module come from 
MOTIFSIM, which provides multiple options for comparing and analyzing the motifs. The 
options include the number of top significant motifs, the number of best matches, similarity 
cutoff, database matching, motif tree, and combining similar motifs. The results from individual 
motif finder are accessible for downloading and viewing. The comparison results from 
MOTIFSIM can be obtained in multiple formats. The job history can be retrieved by using Job 
ID via the Search Job page after the job is completed. 
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Figure 5.2.3. Workflow of MODSIDE. The pipeline takes DNA input sequences in FASTA 
format. The motif discovery module has ChIPMunk, MEME, Weeder, and XXmotif. They can 
be run in a combination of at least two tools. The significant motifs are selected by using P-value 
≤ 0.05 for ChIPMunk, E-value ≤ 0.05 for MEME and XXmotif, and the built-in significant score 
in Weeder. The selected motifs are subsequently fed into MOTIFSIM for comparisons. The 
comparison results include the global (common) significant motifs, the global and local 
significant motifs, and the best matches for each motif in the motif collection of multiple tools. 
MOTIFSIM also provides the options for generating the motif trees, merging similar motifs, and 
verifying the predicted motifs with the reference database. 
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5.3 Results 
5.3.1 Datasets 
The pipeline was assessed on sixteen benchmark sequence datasets from Tompa et al. in Table 
5.3.1 [124]. They came from Homo sapiens, Mus musculus, and Saccharomyces cerevisiae 
species. The datasets can be generic or Markov type [124]. The generic type was generated by 
obtaining the promoter sequences randomly and implanted the known binding sites of the same 
species into those sequences. The Markov type was obtained by generating random sequences 
using Markov chain order of 3 and then implanted the known binding sites of the same species 
into those sequences. Each binding site embedded in a sequence belongs to a specific 
transcription factor in the TRANSFAC database. The transcription factor embedded in each 
sequence is listed in Table 5.3.1. We selected the benchmark datasets so that each sequence in a 
dataset has at least one or more embedded binding sites of the same transcription factor. These 
benchmarks were used to run MODSIDE with all motif finders selected. They were also used to 
run MEME-ChIP and RSAT peak-motifs. 
 
Table 5.3.1. Sixteen benchmark sequence datasets [124]. The datasets are grouped by species. 
Each dataset has a transcription factor embedded. Each dataset has different number of 
sequences and sequence length. 
 
Sequence 
Dataset 
Dataset 
Type 
Species Transcription 
Factor 
Number of 
Sequences 
Sequence 
Length 
hm01g Generic Homo sapiens AP-1 18 2000 
hm04g Generic Homo sapiens c-Jun 13 2000 
hm08m Markov Homo sapiens CREB 15 500 
hm15g Generic Homo sapiens NF-1 4 2000 
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hm17g Generic Homo sapiens NF-kappaB 11 500 
hm19g Generic Homo sapiens Sp1 5 500 
hm22g Generic Homo sapiens USF1 6 500 
hm22m Markov Homo sapiens USF1 6 500 
mus09g Generic Mus musculus POU2F1 2 500 
mus10g Generic Mus musculus Sp1 13 1000 
mus11m Markov Mus musculus Sp1 12 500 
yst01g Generic Saccharomyces cerevisiae ABF1 9 1000 
yst02g Generic Saccharomyces cerevisiae GAL04 4 500 
yst03m Markov Saccharomyces cerevisiae GCN4 8 500 
yst06g Generic Saccharomyces cerevisiae MCM1 7 500 
yst09g Generic Saccharomyces cerevisiae CAR1 16 1000 
 
5.3.2 Evaluation 
We evaluated MODSIDE in two phases. In the first phase, we assessed the accuracy of 
MODSIDE by comparing its results with the results from individual motif finder in the pipeline. 
The objective is to observe the efficiency of the pipeline and its motif finders. We used the 
assessment method, the benchmark sequence datasets, and the on-line assessment tool from 
Tompa et al. for this evaluation [124]. Tompa et al. introduced a comprehensive method for 
assessing computational tools for discovery of transcription factors binding sites. They built 
fifty-two benchmark datasets for evaluating thirteen tools in their assessment. The technique 
used for creating these datasets was presented in the Datasets section. We employed six statistics 
from Tompa et al. for this evaluation. They are presented in the Appendix D. The authors also 
built an assessment tool, which calculates several statistics including those used in this 
evaluation. The benchmark datasets and the assessment tool are available on-line. They can be 
used for assessing existing and future tools as well. We measured the accuracy of ChIPMunk, 
MEME, Weeder, XXmotif, and MODSIDE on sixteen benchmark datasets. For each tool T and 
each dataset D, we have a set of known binding sites and a set of predicted binding sites. Thus, 
  
124 
 
we can measure the accuracy of T on D at the nucleotide level and at the site level. At the 
nucleotide level, we calculated four statistics: Sensitivity (nSn), Positive Predictive Value 
(nPPV), Specificity (nSP), and Correlation coefficient (nCC). At the site level, we calculated two 
statistics that are Sensitivity (sSn) and Positive Predictive Value (sPPV). Since different tools 
produce different numbers of significant motifs by using the thresholds presented in the section 
MODSIDE Web Interface, we selected all significant motifs from each tool. We compared the 
significant motifs from these tools for the same sequence dataset by using MOTIFSIM for 
obtaining the global significant motifs [128]. Since MOTIFSIM identifies a set of common 
significant motifs reported by four tools, we selected the best common significant motif based on 
two criteria. First, it must represent the popular vote by majority of the tools. Second, it has the 
highest rank of similarity score. We assessed the accuracy of the top significant motif reported 
by each tool by using six statistics above. We then compared the accuracy for identifying the 
known motif of each tool including MODSIDE. 
 In the second phase, we compared MODSIDE with MEME-ChIP and RSAT peak-motifs 
for the following reasons. First, they are widely used. Second, they have no limitation for input 
species. Third, they have a user-friendly Web interface. Fourth, MEME-ChIP is based on a 
profile-based method, which has a lower accuracy while RSAT peak-motifs is based on a word-
based method or consensus-based method, which has a higher accuracy. Hence, we expected to 
see RSAT peak-motifs outperforms MEME-ChIP. Alternatively, MODSIDE has a combination 
of both profile-based method and consensus-based method. This characteristic makes it 
interesting to observe the performance of each pipeline. In addition, all three pipelines have no 
limitation for input sequences as well as file size. Finally, like MODSIDE, both MEME-ChIP 
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and RSAT peak-motifs have a feature for reporting the results of individual motif finders. Table 
5.3.2 shows the characteristics of each pipeline. 
 We used the default setting provided by each pipeline to run the benchmark datasets in 
Table 5.3.1. The significant motifs were selected by using a similarity cut-off of ≥ 75% for 
MODSIDE and an E-value of ≤ 0.05 for MEME-ChIP and RSAT peak-motifs. We selected the 
top significant motif from each pipeline for each sequence dataset. We then calculated six 
statistics above for each top significant motif. 
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Table 5.3.2. Characteristics of MEME-ChIP, RSAT peak-motifs, and MODSIDE. 
 
Pipeline Components Function Input 
Format 
Reference 
Database 
Target 
Species 
Sequence 
Limit 
File 
Size 
Limit 
Approach Platform 
MEME-
ChIP 
MEME, 
DREME, 
CentriMo, 
TOMTOM, 
SpaMo 
Predict motifs from ChIP-Seq 
data 
FASTA Jaspar, 
UniProbe, User-
defined file, 
etc… 
N/A None None Profile-based 
method 
Web portal, 
Web-
services, 
Command 
line tool 
RSAT 
peak-
motifs 
Oligo-
analysis, 
Position-
analysis, 
Local-word-
analysis 
Predict motifs from ChIP-Seq 
data 
FASTA Jaspar, 
UniProbe, 
REGULONDB, 
User-defined 
file, etc… 
 
N/A None None Word-based 
method 
Web portal, 
Standalone 
application 
MODSIDE ChIPMunk, 
MEME, 
Weeder, 
XXmotif, 
MOTIFSIM 
Predict motifs in general and 
motifs from ChIP-Seq data 
Provide the common (global) 
significant motifs, the global 
and local significant motifs, 
the best matches for each 
motif in a combined motif list 
from multiple tools 
Merge similar motifs 
Generate motif trees 
FASTA Jaspar, 
TRANSFAC, 
UniPROBE 
N/A  None None Profile-based 
method 
Consensus-
based method 
Web portal 
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5.3.3 Results 
5.3.3.1 MODSIDE versus ChIPMunk, MEME, Weeder, and XXmotif 
We measured the accuracy of each tool by calculating six statistics in the Evaluation section for 
the top significant motif produced by each tool for the same sequence dataset. The results of four 
motif finders and MODSIDE on sixteen benchmark datasets are in Figures D1-D16 in the 
Appendix D. The absent tools in the figures did not report any significant motif. They either 
failed to detect any motif or their reported motifs did not pass the significant threshold. This is 
due to the nature design and implementation of each tool. MEME and XXmotif did not report 
any significant motif for ten sequence datasets: hm08m, hm19g, hm22g, hm22m, mus09g, 
mus11m, yst01g, yst02g, yst03m, and yst06g. XXmotif failed to detect the known motif NF-
kappaB although other tools identified it for sequence dataset hm17g. Besides, XXmotif and 
MEME did not report any significant motif for the sequence datasets mus10g and yst09g 
respectively. We calculated the average statistics for each tool including MODSIDE on sixteen 
sequence datasets. The average result reveals MODSIDE attains better accuracy than individual 
motif finders. Figure 5.3.3.1 shows MODSIDE in the top rank followed by Weeder, MEME, 
ChIPMunk, and XXmotif respectively. The calculation can also be found in Table D1 in the 
Appendix D. 
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Figure 5.3.3.1. Average statistics for ChIPMunk, MEME, Weeder, XXmotif, and 
MODSIDE on sixteen benchmark datasets. Four statistics at the nucleotide level are 
Sensitivity (nSn), Positive Predictive Value (nPPV), Specificity (nSp), and Correlation 
Coefficient (nCC). Two statistics at the site level are Sensitivity (sSn) and Positive Predictive 
Value (sPPV) [124]. MODSIDE achieves better accuracy than other tools. 
 
5.3.3.2 MODSIDE versus MEME-ChIP and RSAT peak-motifs 
We compared the accuracies of MEME-ChIP, RSAT peak-motifs, and MODSIDE by calculating 
six statistics for the top significant motif from each pipeline for each sequence dataset in Table 
5.3.1. The statistical results are in the Appendix D, Figures D17-D32. Most of the figures do not 
show MEME-ChIP as it did not report any significant motif except for the dataset hm04g in 
Figure S18. This is due to the nature design and implementation of MEME-ChIP and its 
components. All pipelines failed to identify the known motifs for the datasets hm01g, hm04g, 
hm15g, hm22g, mus09g, and yst01g. Again, this is due to the nature design and implementation 
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of each pipeline and its components. For the rest of the datasets, either RSAT peak-motifs or 
MODSIDE can identify the known motifs with various degrees of accuracies. However, both 
RSAT peak-motifs and MODSIDE successfully identified the known motif NF-kappaB for the 
dataset hm17g. We calculated the average statistics for each pipeline on all sequence datasets as 
shown in Figure 5.3.3.2 and in Table D2 in the Appendix D. MEME-ChIP shows a poorer 
accuracy than RSAT peak-motifs and MODSIDE. Again, this can be caused by the nature design 
and implementation of MEME-ChIP as presented above. However, both RSAT peak-motifs and 
MODSIDE expose a similar performance, as their average accuracies are quite similar. 
Nevertheless, MODSIDE has more advantages than MEME-ChIP and RSAT peak-motifs 
because it offers various comparison results that are not offered by MEME-ChIP, RSAT peak-
motifs, and other existing pipelines.  
 
Figure 5.3.3.2. Average Statistics for MEME-ChIP, RSAT peak-motifs, and MODSIDE on 
sixteen benchmark datasets. MEME-ChIP has a lower accuracy than RSAT peak-motifs and 
MODSIDE. Both MODSIDE and RSAT peak-motifs achieve similar accuracy. 
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5.4 Conclusions 
We developed MODSIDE for motif discovery and similarity detection. The pipeline delivers the 
predicted motifs from ChIPMunk, MEME, Weeder, and XXmotif. It also provides various 
comparison results for multiple motif finders. The comparison results include the common 
significant motifs, the motifs detected by some tools but not by others, as well as the best 
matches for each predicted motif in the collection of multiple tools. Besides, the pipeline allows 
comparing the predicted motifs with the reference databases for obtaining similar motifs. It also 
allows merging similar motifs and clustering the results into motif trees. We assessed MODSIDE 
and its motif finders on sixteen benchmark datasets. The statistical results reveal MODSIDE 
attains better accuracy than its adopted motif finders. We also compared MODSIDE with 
MEME-ChIP and RSAT peak-motifs. The comparison results show MODSIDE and RSAT peak-
motifs achieve similar performance while MEME-ChIP has a lower accuracy than other two 
pipelines. Although the performance of MODSIDE is comparable to RSAT peak-motifs, it offers 
various comparison results that are not offered by RSAT peak-motifs and other existing motif 
discovery pipelines. 
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Chapter 6 
Conclusion and Future Work 
 In Chapter 1, we presented the problems and the motivations for doing this research. We 
also outlined the chapters and the points we delivered in each chapter to the readers. 
 In Chapter 2, we presented a review of nine motif finding Web tools for finding binding 
site motifs in ChIP-Seq data. These tools include MEME, GLAM2, CisFinder, W-ChIPMotifs, 
DREME, MEME-ChIP, CompleteMOTIFs, RSAT peak-motifs, and PscanChIP. We observed 
the features, approach, strengths and weaknesses of each tool. Although they have distinct and 
useful features for discovering the motifs, the results reported by them for an identical dataset 
vary significantly. We pointed out that there are many factors can affect the result of the motif 
finding such as the quality of antibody used, read length, sequencing error, read mapping 
procedure, peak caller, and so on. We recommended the users to select the peak calling tool that 
is relevant to the type of research being conducted. We also presented the tools that are able to 
assist the users for optimizing peak calling result as well as for choosing relevant software 
package for their analysis. We also pointed out the cause for reporting various results for an 
identical dataset by different motif finders is because they implemented different algorithms and 
possess unique features for discovering the motifs. Therefore, using multiple tools and methods 
has been suggested because the common significant motifs reported by them are more likely to 
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be biologically significant. We also observed that newer motif finding Web tools have the 
capability to find the global over-represented motifs, local over-represented motifs, and 
alternative motifs. These newer tools can process large datasets with long sequences. In addition, 
recent motif finding development tends to exploit the Web for providing ease of use to the users.  
From our observations, we see the future development of motif finding for ChIP-Seq has the 
followings. First, it should be a Web tool with a user-friendly interface. Second, it should be 
developed as a pipeline system, which integrates a number of specialized motif finding tools for 
ChIP-Seq. Such system would allow the users to run a combination of specialized tools for 
maximizing the chance obtaining significant motifs, overlapping resemble motifs, and non-
overlapping motifs. Third, it should be able to detect the global over-represented motifs, local 
over-represented motifs, and alternative motifs. Fourth, it should be able to process large datasets 
with long sequences generated from the NGS technology. Fifth, it should be able to take the 
input from other Web server via URL for circumventing the uploading delay and speeding up the 
motif detection. Sixth, it is also a plus if the future tool can probe the user for the type of research 
being performed and provide advisory features prior to running the tool. Finally, the future tool 
should provide a number of convenient result formats for further analysis. 
 In Chapter 3, we demonstrated the time consuming process that we have experienced in 
our review in Chapter 2 for the manual comparisons of multiple motif datasets to find the 
common significant motifs. This manual process is impractical for comparing large datasets and 
a large number of datasets. There was no existing tool that can handle this kind of comparison. 
This problem motivated us to develop MOTIFSIM algorithm and implement it in software tools 
for detecting similarity in a sinle or multiple DNA motif datasets concurrently and extracting the 
common (global) significant motifs. It further allows finding the motifs reported by some tools 
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but not by others (the global and local significant motifs). Furthermore, it allows finding the best 
matches for each motif in the collection of motifs from multiple tools. This chapter also 
illustrates the scoring method of MOTIFSIM algorithm for similarity detection. The details of 
MOTIFSIM algorithm are also presented. We also conducted an extensive assessment for 
MOTIFSIM. We evaluated MOTIFSIM for pair-wise motif comparisons in both string-based and 
matrix-based approaches. For string-based comparison, we compared MOTIFSIM with the un-
gapped Smith-Waterman algorithm. For matrix-based comparison, we compared MOTIFSIM 
with four common distance metrics: average Kullback-Leibler, average log-likelihood ratio, Chi-
Square distance, and Pearson Correlation Coefficient. The pair-wise comparison results showed 
that MOTIFSIM attains better performance than the un-gapped Smith-Waterman algorithm and 
four distance metrics. We also evaluated MOTIFSIM for motif clustering by comparing it with 
RSAT Matrix-clustering tool. The clustering results also demonstrated that MOTIFSIM achieves 
similar or even better performance than RSAT Matrix-clustering. Lastly, we evaluated the 
performances of nineteen motif finders and the accuracy of MOTIFSIM for identifying the 
common significant motifs from multiple tools. The comparison results reveal that some motif 
finders achieve better performance than other tools. Some failed to identify the known motif. 
However, the findings indicate if the motif detection does not require a special tool for detecting 
a specific type of motif then using multiple motif finders and combining with MOTIFSIM for 
obtaining the common significant motifs, it improved the results for DNA motif detection. 
  In Chapter 4, we presented the implementations of MOTIFSIM algorithm into software 
tools and their versions with technical improvements as well as new features added. We also 
performed the case studies in which we show the efficiency and usefulness of the tools. First, we 
presented the command-line MOTIFSIM version 1.0, which we developed for researchers to run 
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locally in stand-alone mode. The tool is simple and easy to use. The version 2.0 of the command-
line tool has several technical improvements to further assist researchers for motif comparisons 
and analysis. The next version 2.1 of the command-line tool offers three new features including 
matching motifs with the reference database, merging similar motifs, and visualizing motifs via 
motif trees. Second, we presented the cluster-based MOTIFSIM version 1.0 with a user-friendly 
Web interface for researchers to run the tool on-line without using local resources. The tool is 
simple and easy to use and it serves more users via the Web. In addition, it provides the on-line 
storage space for the datasets and results. The tool also has a balanced Web traffic by using 
HAProxy load-balancer. We performed three case studies to compare MOTIFSIM with STAMP 
for pair-wise motif comparisons. The results showed that MOTIFSIM is efficient for the motif 
similarity detection. In addition, the tool possesses its unique features for comparing multiple 
motif datasets concurrently, which is not offered by STAMP and other existing tools for motif 
similarity detection. We further support the researchers with the next version 2.0 of the cluster-
based MOTIFSIM. This version contains several technical improvements to facilitate the motif 
comparisons and analysis. In addition to the technical improvements, version 2.1 of the cluster-
based tool provides three new features including matching motifs with the reference database, 
combining similar motifs, and visualizing motifs via motif trees. We also conducted two case 
studies in which we demonstrated the usefulness of the tool as well as its new features. Lastly, 
we presented the cloud-based MOTIFSIM version 1.0, which is an extended version of our 
cluster-based MOTIFSIM version 2.0 to further support detecting similarity in multiple large-
scale DNA motif datasets generated from the next-generation sequencing (NGS) technology. In 
this version, we improved steps 4 and 5 of the original algorithm by allowing flexibility for 
choosing q number of top significant motifs. The tool was deployed on Amazon Web Services 
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(AWS) cloud. The tool utilizes several services from AWS to support the users. These services 
include Simple Storage Service (S3), MySQL database, Route 53 Domain Name System (DNS) 
Web service, Identity and Access Management (IAM), Simple Email Service (Amazon SES), 
AWS OpsWorks, CloudWatch, and Elastic Compute Cloud (EC2). The worker node of the tool 
runs on an r3.8xlarge instance, which has 32 virtual CPUs and 244 GB of memory to allow 
massive comparisons on large datasets. We evaluated the cloud-based MOTIFSIM on several 
datasets with the largest one containing 20,534 motifs. The results showed that the tool is 
capable for handling large-scale motif datasets. The cloud-based MOTIFSIM is the first and 
currently only tool to allow finding similarity in large single or multiple DNA motif datasets 
with its unique features. It was designed to further assist researchers in using the latest and 
powerful computing resources available from AWS. 
 In Chapter 5, we presented MODSIDE, which is a motif discovery pipeline and similarity 
detector. The tool was developed to integrate the motif discovery and similarity detection into 
one system, which is accessible to anyone via the Web. This development eliminates the 
complications of software installations and configurations required by standalone applications in 
order to serve more users via the Web. Another advantage is that it allows running multiple tools 
and methods at once on the same server and eliminates the manual runs of the same dataset on 
several different motif finders residing on the same standalone server or on several different Web 
servers. The tool delivers not only the results from individual motif finders but also the 
comparison results from the pipeline itself. This feature does not exist in any current motif 
discovery pipelines. MODSIDE incorporated four open-source de novo motif finders: 
ChIPMunk, MEME, Weeder, and XXmotif. The pipeline also integrated an open-source motif 
similarity detection tool MOTIFSIM. We adopted ChIPMunk, MEME, and Weeder as they are 
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widely used and some of their features are complemented. We adopted XXmotif as it is a 
general-purpose motif finder and it has some advanced features over three other motif finders. 
We employed MOTIFSIM because of its unique features for obtaining: (1) the common (global) 
significant motifs from multiple tools, (2) the motifs detected by some tools but not by others 
(the global and local significant motifs), and (3) the best matches for each motif in the motif 
collection of multiple tools. Besides the unique features, MOTIFSIM also allows verifying the 
predicted motifs with the reference databases, merging similar motifs, and clustering predicted 
motifs into motif trees. We evaluated MODSIDE by comparing it with its adopted motif finders. 
The results revealed that MODSIDE attains better accuracy than individual motif finders. We 
also compared MODSIDE with two popular motif discovery pipelines: MEME-ChIP and RSAT 
peak-motifs. The comparison results showed that MODSIDE achieves better accuracy than 
MEME-ChIP but comparable to RSAT peak-motifs. However, MODSIDE has more advantages 
than MEME-ChIP and RSAT peak-motifs because it offers various comparison results that are 
not offered by MEME-ChIP, RSAT peak-motifs, and other existing motif discovery pipelines. 
 Lastly, this chapter summarizes the contributions of this dissertation and presents some 
future directions of our research. 
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Appendices 
Appendix A 
 Support Tables for Chapter 2 
Table A1. Parameters selected for running MEME motif finding Web tool. 
Parameter Value 
Distribution of Motif occurrences Zero or one per sequence 
Number of different motifs (maximum number of motifs to find)  10000 
Minimum motif width 6 
Maximum motif width 14 
 
 
Table A2. Parameters used for running GLAM2 motif finding Web tool. 
 
Parameter Value 
Minimum aligned sequences 2 
Minimum aligned columns 2 
Maximum aligned columns 50 
Initial aligned columns 20 
Number of alignment replicates 10 
Maximum iterations without improvement 2000 
Deletion pseudocount 0.1 
No-deletion pseudocount 2 
Insertion pseudocount 0.02 
No-insertion pseudocount 1 
Examine both strands Yes 
Shuffle sequence letters No 
Embed sequences Yes 
  
146 
 
 
 
 
Table A3. Parameters used for running CompleteMOTIFs motif finding Web tool. 
 
Parameter Value 
Select an organism mm9 
Select motif databases Jaspar-CORE, Transfac 
Type of background sequence User input sequences (default) 
Type of nucleotide shuffling di-nucleotide (Markov order 1) (default) 
Number of times for nucleotide shuffling 1000 (default) 
P-value cutoff 0.05 (default) 
De novo motif discovery MEME (minimum motif width = 3 and maximum motif 
width = 14), Weeder (minimum motif width = 6 and 
maximum motif width = 12 by default), ChIPMunk 
(minimum motif width = 3 and maximum motif width = 13 
by default) 
 
 
Table A4. Parameters used for running CisFinder motif finding Web tool. 
 
Parameter Value 
Use repeats for search No 
FDR 0.05 
Count motif once per sequence No 
Minimum enrichment ratio (test versus control) 1.5 
Match threshold for clustering 0.75 
Clustering method Similarity 
Search in strands Both 
Adjust for CG/AT ratio and CpG No 
Score motifs by  Z+ratio 
Maximum enrichment in repeats (ratio) 1000 
Maximum number of motifs to find 1000000 
 
 
Table A5. Parameters used for running DREME motif finding Web tool. 
 
Parameter Value 
Select comparison source Shuffle sequences (default) 
Treatment of reverse complement strands Use both strands (default) 
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E-value (expected number of false positives) ≤ 0.05 (default) 
Count (maximum number of motifs to find)  ≤ 1000000 
 
 
Table A6. Parameters used for running MEME-ChIP motif finding Web tool. 
 
Parameter Value 
Universal Option  
Scan both DNA strands Use both strands (default) 
MEME Options  
Expected motif size distribution Zero or one occurrence per sequence (default) 
Maximum number of motifs to find 1000000 
Minimum motif width 6 
Maximum motif width 14 
Minimum sites per motif 2 (default) 
Maximum sites per motif 600 (default) 
DREME Options  
E-value (expected number of false positives) ≤ 0.05 (default) 
Count (maximum number of motifs to find)  ≤ 1000000 
CentriMo Options  
Minimum acceptable match score ≤ 5 (default) 
E-value threshold ≤ 10 (default) 
Include sequence IDs Yes (default) 
 
 
Table A7. Parameters used for running RSAT peak-motifs motif finding Web tool. 
 
Parameter Value 
Information on the methods used in peak-motifs  
Mask None (default) 
Reduce peak sequences  
Cut peak sequences +/- 500 bp on each side of peak centers 
(default) 
Motif discovery parameters  
Discover over-represented words Yes 
Discover words with a positional bias Yes 
Oligomer length 6, 7 (default) 
Markov order (m) of the background model for oligo- Automatic (adapted to sequence length) 
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analysis (k-mers) (default) 
Number of motifs per algorithm 10 (maximum by default) 
Search on Both strands 
Compare discovered motifs with databases  
Compare discovered motifs with known motifs from 
databases 
JASPAR core Vertebrates 
Locate motifs and export predicted sites as custom 
UCSC tracks 
 
Search putative binding sites in the peak sequences Yes 
Markov order m = 1 
 
 
Table A8. Parameters used for running PScanChIP motif finding Web tool. 
 
Parameter Value 
Organism Mus musculus 
Assembly mm9 
Background Mixed 
Descriptors  Jaspar 
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Table A9. A summary of the motif results for each dataset and Web tool. 
 
Tool Dataset Uploaded 
Format 
Running Time P-value/ E-
value Selection 
Number of Motifs Found 
MEME DM230 Fasta 45 min 23 sec N/A 20 
MEME DM05 Fasta 120 min N/A 46 
GLAM2 DM230 Fasta 1 min 34 sec N/A 10 
GLAM2 DM05 Fasta 1 min 25 sec N/A 10 
CisFinder DM230 Fasta 1 sec FDR = 0.05 185 (100 elementary motifs + 85 clusters of motifs) 
CisFinder DM05 Fasta 1 sec FDR = 0.05 224 (142 elementary motifs + 82 clusters of motifs) 
CisFinder DM254 Fasta 1 min 9 sec FDR = 0.05 2528 (2000 elementary motifs + 528 clusters of motifs) 
CisFinder DM01 Fasta 53 sec FDR = 0.05 2642 (2000 elementary motifs + 642 clusters of motifs) 
CisFinder DM721 Fasta 60 sec FDR = 0.05 1153 (1000 elementary motifs + 153 clusters of motifs) 
W-ChIPMotifs DM230 Fasta 67 min N/A 11 
W-ChIPMotifs DM05 Fasta 76 min N/A 11 
CompleteMOTIFs DM230 Fasta > 2 months P-value = 0.05 N/A 
CompleteMOTIFs DM05 Fasta > 2 months P-value = 0.05 N/A 
DREME DM230 Fasta 11 sec E-value ≤ 0.05 1 
DREME DM05 Fasta 5 sec E-value ≤ 0.05 0 
DREME DM254 Fasta 82 min 30 sec E-value ≤ 0.05 45 
DREME DM01 Fasta 112 min 30 sec E-value ≤ 0.05 51 
DREME DM721 Fasta 123 min 35 sec E-value ≤ 0.05 16 
MEME-ChIP DM230 Fasta 2 min 48 sec E-value ≤ 0.05 0 
MEME-ChIP DM05 Fasta 2 min 20 sec E-value ≤ 0.05 4 (1 by DREME and 3 by MEME) 
MEME-ChIP DM254 Fasta 27 min E-value ≤ 0.05 24 (21 by DREME and 3 by MEME) 
MEME-ChIP DM01 Fasta 16 min 30 sec E-value ≤ 0.05 9 (6 by DREME and 3 by MEME) 
MEME-ChIP DM721 Fasta 22 min 50 sec E-value ≤ 0.05 11 (8 by DREME and 3 by MEME) 
RSAT peak-motifs DM230 Fasta 2 min 30 sec N/A 10 
RSAT peak-motifs DM05 Fasta 4 min 33 sec N/A 17 
RSAT peak-motifs DM254 Fasta 14 min N/A 39 
RSAT peak-motifs DM01 Fasta 17 min 50 sec N/A 40 
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RSAT peak-motifs DM721 Fasta 33 min N/A 40 
PScanChIP DM230 Bed 3 sec N/A 14 unique global over-represented motifs (14 global over-represented 
motifs with global P-value ≤ 0.05, 0 local over-represented motif) 
PScanChIP DM05 Bed 3 sec N/A 16 unique global over-represented or local over-represented motifs (14 
global over-represented motifs with global P-value ≤ 0.05, 2 local over-
represented motifs with local P-value ≤ 0.05) 
PScanChIP DM254 Bed 23 sec N/A 63 unique global over-represented or local over-represented motifs (44 
global over-represented motifs with global P-value ≤ 0.05, 60 local over-
represented motifs with local P-value ≤ 0.05) 
PScanChIP DM01 Bed 12 sec N/A 27 unique global over-represented motifs (27 global over-represented 
motifs with global P-value ≤ 0.05, 0 local over-represented motif) 
PScanChIP DM721 Bed 25 sec N/A 37 unique global over-represented or local over-represented motifs (36 
global over-represented motifs with global P-value ≤ 0.05, 2 local over-
represented motifs with local P-value ≤ 0.05) 
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Table A10. Matrix types for motifs comparisons. 
 
Tool Matrix Type Sources 
MEME Position-specific probability 
matrices 
MEME’s output 
GLAM2 Letter-probability matrices GLAM2’s output 
CisFinder Raw PSSMs CisFinder’s output 
W-ChIPMotifs Raw PSSMs Manually converted nucleotide’s frequencies 
in the output to raw PSSMs 
DREME Letter-probability matrices DREME’s output 
MEME-ChIP Letter-probability matrices MEME-ChIP’s output 
RSAT peak-motifs TRANSFAC matrices RSAT peak-motifs’s output 
PScanChIP Raw PSSMs Manually collected from JASPAR database 
Web site 
 
 
  
 
152
 
Table A11. Comparing motif results between each motif finding Web tool with other motif finding Web tools for the number of best 
matched motifs using E-value ≤ 0.05 for each dataset. 
 
Tool Dataset # of 
motifs 
# of motifs found in 
JARPAR/UniProbe for 
Mouse (P-value ≤ 0.01) 
MEME GLAM2 CisFinder W-
ChIPMotifs 
DREME MEME-
ChIP 
RSAT 
peak-
motifs 
PScanChIP 
MEME DM230 20 20  2 (10 %) 20 (100 %) 20 (100 %) 1 (5 %) 0 (0 %) 16 (80 %) 2 (10 %) 
MEME DM05 46 46  21 (46 %) 42 (90 %) 36 (78 %) 0 (0 %) 32 (70 %) 23 (50 %) 24 (52%) 
GLAM2 DM230 10 10 10 (100 %)  10 (100 %) 10 (100 %) 10 (100 %) 0 (0 %) 10 (100 %) 10 (100 %) 
GLAM2 DM05 10 10 10 (100 %)  10 (100 %) 8 (80 %) 0 (0 %) 5 (50 %) 7 (70 %) 7 (70 %) 
CisFinder DM230 85 85 73 (86 %) 80 (94 %)  84 (99 %) 64 (75 %) 0 (0 %) 79 (93 %) 79 (93 %) 
CisFinder DM05 82 82 81 (99 %) 72 (88 %)  66 (80 %) 0 (0 %) 26 (32%) 77 (94 %) 63 (77%) 
CisFinder DM254 100 100 N/A N/A  N/A 100 (100 %) 97 (97 %) 66 (66 %) 81 (81 %) 
CisFinder DM01 100 98 N/A N/A  N/A 100 (100 %) 89 (89 %) 73 (73 %) 55 (55 %) 
CisFinder DM721 100 100 N/A N/A  N/A 99 (99 %) 93 (93 %) 77 (77 %) 70 (70 %) 
W-ChIPMotifs DM230 11 11 10 (91 %) 7 (64 %) 11 (100 %)  7 (64 %) 0 (0 %) 9 (82 %) 7 (64 %) 
W-ChIPMotifs DM05 11 11 11 (100 %) 7 (64 %) 10 (91 %)  0 (0 %) 5 (45 %) 4 (36 %) 4 (36 %) 
DREME DM230 1 1 1 (100 %) 1 (100 %) 1 (100 %) 1 (100 %)  0 (0 %) 1 (100 %) 1 (100 %) 
DREME DM05 0 0 0 (0 %) 0 (0 %) 0 (0 %) 0 (0 %)  0 (0 %) 0 (0 %) 0 (0 %) 
DREME DM254 45 45 N/A N/A 45 (100 %) N/A  45 (100 %) 39 (87 %) 42 (93 %) 
DREME DM01 51 49 N/A N/A 50 (98 %) N/A  46 (90 %) 50 (98 %) 37 (73 %) 
DREME DM721 16 16 N/A N/A 16 (100 %) N/A  15 (94 %) 16 (100 %) 11 (69 %) 
MEME-ChIP DM230 0 0 0 (0 %) 0 (0 %) 0 (0 %) 0 (0 %) 0 (0 %)  0 (0 %) 0 (0 %) 
MEME-ChIP DM05 4 4 4 (100 %) 3 (75 %) 2 (50 %) 2 (50 %) 0 (0 %)  1 (25 %) 2 (50 %) 
MEME-ChIP DM254 24 24 N/A N/A 24 (100 %) N/A 24 (100 %)  22 (92 %) 23 (96 %) 
MEME-ChIP DM01 9 9 N/A N/A 9 (100 %) N/A 9 (100 %)  9 (100 %) 4 (44 %) 
MEME-ChIP DM721 11 11 N/A N/A 11 (100 %) N/A 11 (100 %)  10 (91 %) 10 (91 %) 
RSAT peak-motifs DM230 10 10 6 (60 %) 2 (20 %) 7 (70 %) 6 (60 %) 2 (20 %) 0 (0 %)  4 (40 %) 
RSAT peak-motifs DM05 17 16 14 (82 %) 8 (47 %) 15 (88 %) 9 (53 %) 0 (0 %) 3 (18 %)  16 (94 %) 
RSAT peak-motifs DM254 39 38 N/A N/A 33 (85 %) N/A 39 (100 %) 35 (90 %)  29 (74 %) 
RSAT peak-motifs DM01 40 39 N/A N/A 32 (80 %) N/A 38 (95 %) 19 (48 %)  12 (30 %) 
RSAT peak-motifs DM721 40 40 N/A N/A 32 (80 %) N/A 33 (83 %) 31 (78 %)  13 (33 %) 
PScanChIP DM230 14 14 4 (29 %) 7 (50 %) 14 (100 %) 11 (79 %) 9 (64 %) 0 (0 %) 10 (71 %)  
PScanChIP DM05 16 16 15 (94 %) 10 (63 %) 16 100 %) 9 (56 %) 0 (0 %) 8 (50 %) 13 (81 %)  
PScanChIP DM254 63 63 N/A N/A 58 (92 %) N/A 60 (95 %) 55 (87 %) 36 (57 %)  
PScanChIP DM01 27 27 N/A N/A 25 (93 %) N/A 26 (96 %) 15 (56 %) 20 (74 %)  
PScanChIP DM721 37 37 N/A N/A 37 (100 %) N/A 28 (76 %) 20 (54 %) 27 (73 %)  
  
Appendix B 
Support Materials for Chapter 3
Conversion of Different Motif Input Formats to Position Specific 
Probability Matrices (PSPMs)
The procedures for converting different motif input formats to PSPMs 
are slightly different because of their different structures. An illustration of a PSPM used by 
MOTIFSIM is in Figure 3.2.1. 
1. TRANFAC,  TRANFAC-like, Position 
matrix formats to PSPMs 
We applied the same conversion procedure for these motif input formats because they have 
four columns for A, C, G, and T nucleotides. The sum of four values for A, C, G, and T in 
each row for each input format must be identical. To convert the input matrix (green matrix 
below) to a PSPM (yellow matrix below), each element in a PSPM is calculated by taking the 
value of each element in the input matrix divided by the sum of the four values i
in the input matrix. The sum of the four values for A, C, G, and T in each row of a PSPM 
must be 1. 
 
A C G 
73 81 407 
44 578 0 
485 65 0 
0 570 52 
79 0 0 
0 0 622 
 
2. Jaspar and Horizontal matrix formats to PSPMs
The Jaspar and horizontal matrix 
nucleotides respectively. The sum of four values in each column must be identical. To 
convert the input matrix (blue matrix below) to a PSPM (yellow matrix below), we divide the 
value of each element in each 
same column. The results of the entire column are transposed to make the entire row for the 
PSPM. 
              
A [ 8 13 0 3 2 
C [ 1 0 0 0 2 
G [ 3 1 13 11 0 
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[72] used by MOTIFSIM 
Specific Scoring Matrix (PSSM), and vertical 
T Sum A C G
61 622   0.1174 0.1302 0.6543
0 622 
 
0.0707 0.9293 0.0000
72 622 0.7797 0.1045 0.0000
0 622   0.0000 0.9164 0.0836
543 622   0.1270 0.0000 0.0000
0 622   0.0000 0.0000 1.0000
 
formats have four rows represent A, C, G, and T 
column of the input matrix by the sum of four values in that 
        A C G
0 14 3 ] 0.5714 0.0714 0.2143
13 0 8 ] 0.9286 0.0000 0.0714
0 0 2 ] 0.0000 0.0000 0.9286
n each row 
 T Sum 
 0.0981 1 
 0.0000 1 
 0.1158 1 
 0.0000 1 
 0.8730 1 
 0.0000 1 
 T Sum 
 0.1429 1 
 0.0000 1 
 0.0714 1 
  
T [ 2 0 1 0 10 
Sum 14 14 14 14 14 
              
              
              
 
3. Consensus sequence format to PSPMs
Each letter in a consensus sequence is converted to one row of a PSPM using the IUPAC 
nucleotide code [55] in the table below.
  
4. Sequence alignment format to PSPMs
First, the sequence alignment is converted to a profile matrix, which has four rows 
representing A, C, G, and T nucleotides. Then, the profile matrix is converted to a PSPM. An 
example of this conversion is below. 
           
AACACGTGGC 
  A 3 3 2
GCCACGTGCC 
 
C 1 1 3
CGCATGTGCA G 1 1 0
AAAACGTGTT 
  T 0 0 0
AAACCCTTTG 
  Sum 5 5 5
           
Sequence Alignment     Profile Matrix
           
           
           
           
IUPAC Nucleotide Code 
A 
C 
G 
T (or U) 
R 
Y 
S 
W 
K 
M 
B 
D 
H 
V 
N 
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1 0 1 ] 0.2143 0.0000 0.7857
14 14 14   0.1429 0.1429 0.0000
        0.0000 0.9286 0.0000
        1.0000 0.0000 0.0000
        0.2143 0.5714 0.1429
 
 
 
 
                 A C G 
 4 0 0 0 0 0 1   0.6000 0.2000 0.2000 
 1 4 1 0 0 2 2 
 
0.6000 0.2000 0.2000 
 0 0 4 0 4 1 1 0.4000 0.6000 0.0000 
 0 1 0 5 1 2 1   0.8000 0.2000 0.0000 
 5 5 5 5 5 5 5   0.0000 0.8000 0.0000 
                 0.0000 0.2000 0.8000 
 
            0.0000 0.0000 0.0000 
                 0.0000 0.0000 0.8000 
                 0.0000 0.4000 0.2000 
                 0.2000 0.4000 0.2000 
                       
Base Corresponding Row in  PSPM
Adenine 1.0000      0.0000      0.0000      0.0000
Cytosine 0.0000      1.0000      0.0000      0.0000
Guanine 0.0000      0.0000      1.0000      0.0000
Thymine (or Uracil) 0.0000      0.0000      0.0000      1.0000
A or G 0.5000      0.0000      0.5000      0.0000
C or T 0.0000      0.5000      0.0000      0.5000
G or C 0.0000      0.5000      0.5000      0.0000
A or T 0.5000      0.0000      0.0000      0.5000
G or T 0.0000      0.0000      0.5000      0.5000
A or C 0.5000      0.5000      0.0000      
C or G or T 0.0000      0.3333      0.3333      0.3333
A or G or T 0.3333      0.0000      0.3333      0.3333
A or C or T 0.3333      0.3333      0.0000      0.3333
A or C or G 0.3333      0.3333      0.3333      0.0000
any base 0.2500      0.2500      0.2500      0.2500
 0.0000 1 
 0.7143 1 
 0.0714 1 
 0.0000 1 
 0.0714 1 
T Sum 
0.0000 1 
0.0000 1 
0.0000 1 
0.0000 1 
0.2000 1 
0.0000 1 
1.0000 1 
0.2000 1 
0.4000 1 
0.2000 1 
    
 
 
 
 
 
 
 
 
 
 
0.0000 
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                            Position Specific Probability Matrix   
 
 
Calculating the Absolute Value of the Difference Between Each Pair 
of Corresponding Matrix Elements 
The difference between two corresponding matrix elements ,   and  	,  in the overlapping 
window between two matrices  and 	 is calculated by subtracting element ,  from 
element 	,  . The difference can be positive or negative. Therefore, the absolute value of the 
difference is calculated. The example below illustrates this process. The bold rectangle is the 
overlapping window. The difference between the first element (red) in matrix  (yellow) and the 
first element (red) in matrix 	 (green) is calculated in the first element (red) of the deference 
matrix ,	 (purple).  
 
Figure B1. Calculating the absolute value of the difference between two matrices. The bold 
rectangle is the overlapping window. The difference between the first element (red) in matrix  
(yellow) and the first element (red) in matrix 	 (green) is calculated in the first element (red) 
of the deference matrix ,	 (purple). 
 
Statistics Used in Evaluation 
Tompa et al. measured the correctness of a tool T on a dataset D at both nucleotide level and at 
site level. At the nucleotide level, true positives (nTP), false negatives (nFN), false positive 
(nFP), and true negative (nTN) are defined as follows [124]. 
• nTP: the number of nucleotide positions in both known sites and predicted sites. 
• nFN: the number of nucleotide positions in known sites but not in predicted sites. 
• nFP: the number of nucleotide positions not in known sites but in predicted sites. 
• nTN: the number of nucleotide positions in neither known sites nor predicted sites. 
At the site level, a predicted site is considered overlapping a known site if they overlap by at 
least one-quarter the length of the known site. Similarly, true positives (sTP), false negatives 
(sFN), and false positives (sFP) are also defined as follows [124].  
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• sTP: the number of known sites overlapped by predicted sites. 
• sFN: the number of known sites not overlapped by predicted sites. 
• sFP: the number of predicted sites not overlapped by known sites. 
Further, at nucleotide level (x = n) or site level (x = s), six statistics used in this validation are 
defined as follows [124]. 
• Sensitivity: M
 = *1N*1N*OP	 
xSn gives the portion of known sites that are predicted. 
• Positive Predictive Value: MCCQ = *1N*1N*ON	 
xPPV gives the portion of predicted sites that are known. 
• Specificity: 
C = R1PR1PRON	 
 nSP gives the portion of nucleotides that are known neither in known sites nor in 
predicted sites. 
• Correlation Coefficient: 

88 = 
:C × 
:A	 − 
SA × 
SC	T
:C + 
SA	
:A + 
SC	
:C + 
SC	
:A + 
SA	 
nCC is the Pearson product-moment coefficient of correlation. It measures the correlation 
between two sets of positions, which are the known nucleotide positions and the 
predicted nucleotide positions. nCC has the value ranging from -1 for perfect no 
correlation to +1 for perfect correlation. If the predicted motifs exactly match with the 
known binding sites, then nCC would be +1. Otherwise, if each nucleotide position was 
predicted to be in the motif randomly and independently, then the expected value of nCC 
would be 0 for no correlation [124]. 
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Table B1. Characteristics of 13 older motif finders used by Tompa et al. [124] and 6 newer motif finders. The older tools are in 
italic face. The function, approach, and type of method for each tool are listed. 
 
Tool Function Approach Type Year Ref. 
AlignACE Discover DNA regulatory motifs within 
unaligned non-coding sequences 
clustered by whole-genome mRNA 
quantitation. 
Use Gibbs sampling method. Profile-based 
method 
1998 [124] 
ANN-Spec Discover DNA binding site motifs. Use an Artificial Neural Network and a 
Gibbs sampling method. 
Profile-based 
method 
2000 [124] 
ChIPMunk Fast heuristic motif finder developed for 
analyzing high-throughput sequencing 
data. 
Implemented an iterative approach that 
combines the greedy optimization with 
bootstrapping. 
Profile-based 
method 
2010 [66] 
Consensus Discover motifs in DNA and protein 
sequences. 
Use multiple sequence alignment approach 
with maximum information content. 
Profile-based 
method 
1999 [124] 
DMINDA An integrated Web server with multiple 
functions for (1) de novo DNA motif 
finder, (2) scanning motif instances of a 
query motif, (3) motif comparison and 
clustering of identified motifs, and (4) 
co-occurrence analyses of query motifs 
in given promoter sequences. 
Implemented BOBRO algorithm for 
prediction of cis-regulatory motifs in a given 
set of promoter sequences. The algorithm is 
based on finding motifs through finding 
cliques in a graph. 
Graph-based 
method 
2014 [78] 
GLAM Discover DNA motifs. Use gapless local alignment of multiple 
sequences based on several enhancements to 
the Gibbs sampling alignment method. 
Profile-based 
method 
2004 [124] 
Improbizer Discover motifs in DNA or RNA 
sequences. 
Use a variation of the expectation 
maximization algorithm. 
Profile-based 
method 
2004 [124] 
MEME (older 
version) 
Target un-gapped motifs in unaligned 
DNA or protein sequences. 
Implemented Multiple Expectation 
Maximization for Motif Elicitation. 
Profile-based 
method 
Unspecified [124] 
MEME (v. 4.11.4) Target un-gapped motifs in unaligned 
DNA or protein sequences. 
Implemented Multiple Expectation 
Maximization for Motif Elicitation. 
Profile-based 
method 
2017 [17] 
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MITRA Discover DNA motifs. Implemented a mismatch tree algorithm 
(MITRA) to discover composite patterns.  
Consensus-
based method 
2002 [124] 
MotifSampler Discover DNA motifs. Extended Gibbs sampling algorithm for 
motif finding with a higher-order 
background model. 
Profile-based 
method 
2001 [124] 
Oligodyad-analysis Discover DNA motifs. Implemented the dyad analysis method, 
which is based on the observation of 
regulatory sites consisting of a pair of highly 
conserved trinucleotides. The method counts 
the number of occurrences of each possible 
spaced pair of trinucleotides and assess its 
statistical significance.  
Word-based 
method 
2000 [124] 
peak-motifs Predict motifs from ChIP-Seq data. Implemented Oligo-analysis, Position-
analysis, and Local-word-analysis. 
Word-based 
method 
2011 [123] 
QuickScore Discover DNA motifs. Based on an exhaustive search algorithm and 
estimates the probabilities of frequent words. 
Consensus-
based method 
2004 [124] 
SeSiMCMC Discover DNA motifs. Use a modification of the Gibbs sampling 
algorithm to find structured motifs and non-
structured motifs in a set of unaligned DNA 
sequences. 
Profile-based 
method 
2005 [124] 
STEME Discover motifs in large datasets. Implemented the Expectation Maximization 
(EM) approximation and extended it to fully-
fledged motif finder with similar properties 
to MEME. 
Profile-based 
method 
2014 [111] 
Weeder Target DNA motifs. Implemented a suffix tree based exhaustive 
enumeration and extended it for searching 
longer patterns. 
Consensus-
based method 
Unspecified [124] 
XXmotif General-purpose method designed for 
finding enriched motifs in nucleotide 
sequences. 
Use a combination of the pattern-based 
enumerative approach and the iterative PWM 
refinement. 
Profile-based 
method 
Consensus-
based method 
2012 [77] 
YMF Discover motifs in DNA or RNA 
sequences. 
Based on enumerative method and search for 
motifs with greatest z-scores. 
Consensus-
based method 
2003 [124] 
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Table B2. Motif collection used in the first phase of the assessment. The first one hundred 
and twelve are predicted motifs [124]. The rests are motifs from TRANSFAC database [86]. The 
origin indicates whether a motif was generated by a tool or it came from the TRANSFAC 
database. The sequence dataset and the species also indicate where the motif came from. 
No. Motif Predicted 
Motif 
Origin Sequence 
Dataset 
Species 
1 AlignACE_hm08m x AlignACE 
hm08m 
 
Homo sapiens 
 
2 ANN-Spec_hm08m x ANN-Spec 
3 GLAM_hm08m x GLAM 
4 Improbizer_hm08m x Improbizer 
5 MEME_hm08m x MEME (older version) 
6 MITRA_hm08m x MITRA 
7 MotifSampler_hm08m x MotifSampler 
8 oligodyad-analysis_hm08m x oligodyad-analysis 
9 QuickScore_hm08m x QuickScore 
10 SeSiMCMC_hm08m x SeSiMCMC 
11 Weeder_hm08m x Weeder 
12 YMF_hm08m x YMF 
13 ANN-Spec_hm22m x ANN-Spec 
hm22m Homo sapiens 
14 GLAM_hm22m x GLAM 
15 Improbizer_hm22m x Improbizer 
16 MEME_hm22m x MEME (older version) 
17 MITRA_hm22m x MITRA 
18 MotifSampler_hm22m x MotifSampler 
19 oligodyad-analysis_hm22m x oligodyad-analysis 
20 SeSiMCMC_hm22m x SeSiMCMC 
21 Weeder_hm22m x Weeder 
22 YMF_hm22m x YMF 
23 AlignACE_mus04m x AlignACE 
mus04m Mus musculus 
24 ANN-Spec_mus04m x ANN-Spec 
25 Consensus_mus04m x Consensus 
26 GLAM_mus04m x GLAM 
27 Improbizer_mus04m x Improbizer 
28 MEME_mus04m x MEME (older version) 
29 MITRA_mus04m x MITRA 
30 MotifSampler_mus04m x MotifSampler 
31 oligodyad-analysis_mus04m x oligodyad-analysis 
32 SeSiMCMC_mus04m x SeSiMCMC 
33 Weeder_mus04m x Weeder 
34 YMF_mus04m x YMF 
35 AlignACE_mus06g x AlignACE 
mus06g Mus musculus 
36 ANN-Spec_mus06g x ANN-Spec 
37 Consensus_mus06g x Consensus 
38 GLAM_mus06g x GLAM 
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39 Improbizer_mus06g x Improbizer 
40 MEME_mus06g x MEME (older version) 
41 MITRA_mus06g x MITRA 
42 MotifSampler_mus06g x MotifSampler 
43 oligodyad-analysis_mus06g x oligodyad-analysis 
44 QuickScore_mus06g x QuickScore 
45 SeSiMCMC_mus06g x SeSiMCMC 
46 Weeder_mus06g x Weeder 
47 YMF_mus06g x YMF 
48 AlignACE_mus10g x AlignACE 
mus10g Mus musculus 
49 ANN-Spec_mus10g x ANN-Spec 
50 Consensus_mus10g x Consensus 
51 GLAM_mus10g x GLAM 
52 Improbizer_mus10g x Improbizer 
53 MITRA_mus10g x MITRA 
54 oligodyad-analysis_mus10g x oligodyad-analysis 
55 QuickScore_mus10g x QuickScore 
56 SeSiMCMC_mus10g x SeSiMCMC 
57 Weeder_mus10g x Weeder 
58 YMF_mus10g x YMF 
59 AlignACE_mus11m x AlignACE 
mus11m Mus musculus 
60 ANN-Spec_mus11m x ANN-Spec 
61 Consensus_mus11m x Consensus 
62 GLAM_mus11m x GLAM 
63 Improbizer_mus11m x Improbizer 
64 MEME_mus11m x MEME (older version) 
65 MITRA_mus11m x MITRA 
66 MotifSampler_mus11m x MotifSampler 
67 SeSiMCMC_mus11m x SeSiMCMC 
68 Weeder_mus11m x Weeder 
69 YMF_mus11m x YMF 
70 ANN-Spec_yst02g x ANN-Spec 
yst02g Saccharomyces 
cerevisiae 
71 GLAM_yst02g x GLAM 
72 Improbizer_yst02g x Improbizer 
73 MEME_yst02g x MEME (older version) 
74 MITRA_yst02g x MITRA 
75 MotifSampler_yst02g x MotifSampler 
76 oligodyad-analysis_yst02g x oligodyad-analysis 
77 QuickScore_yst02g x QuickScore 
78 SeSiMCMC_yst02g x SeSiMCMC 
79 Weeder_yst02g x Weeder 
80 YMF_yst02g x YMF 
81 AlignACE_yst03m x AlignACE 
yst03m Saccharomyces 
cerevisiae 
82 ANN-Spec_yst03m x ANN-Spec 
83 Consensus_yst03m x Consensus 
84 GLAM_yst03m x GLAM 
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85 Improbizer_yst03m x Improbizer 
86 MEME_yst03m x MEME (older version) 
87 MITRA_yst03m x MITRA 
88 MotifSampler_yst03m x MotifSampler 
89 oligodyad-analysis_yst03m x oligodyad-analysis 
90 QuickScore_yst03m x QuickScore 
91 SeSiMCMC_yst03m x SeSiMCMC 
92 Weeder_yst03m x Weeder 
93 YMF_yst03m x YMF 
94 ANN-Spec_yst06g x ANN-Spec 
yst06g Saccharomyces 
cerevisiae 
95 GLAM_yst06g x GLAM 
96 Improbizer_yst06g x Improbizer 
97 MEME_yst06g x MEME (older version) 
98 MITRA_yst06g x MITRA 
99 MotifSampler_yst06g x MotifSampler 
100 oligodyad-analysis_yst06g x oligodyad-analysis 
101 QuickScore_yst06g x QuickScore 
102 SeSiMCMC_yst06g x SeSiMCMC 
103 Weeder_yst06g x Weeder 
104 YMF_yst06g x YMF 
105 ChIPMunk_hm17g x ChIPMunk 
hm17g Homo sapiens 
106 DMINDA_hm17g x DMINDA 
107 MEME_hm17g x MEME 
108 peak-motifs_hm17g x peak-motifs 
109 XXMotif_hm17g x XXMotif 
110 ChIPMunk_yst09g x ChIPMunk 
yst09g Saccharomyces 
cerevisiae 111 DMINDA_yst09g x DMINDA 
112 peak-motifs_yst09g x peak-motifs 
113 Abdominal-B 
 
TRANSFAC database 
  
  
  
  
  
  
  
Drosophila 
melanogaster 
114 Adf-1 
 
115 BR-C-Z1 
 
116 Dfd 
 
117 E74A 
 
118 Ftz 
 
119 Ovo 
 
120 AP-4 
 
TRANSFAC database 
  
  
  
  
  
  
  
  
  
  
  
  
  
Homo sapiens 
121 Arnt 
 
122 ATF6 
 
123 CDP-CR1 
 
124 c-Myc:Max 
 
125 CREB 
 
126 E47 
 
127 Egr-3 
 
128 Elk-1 
 
129 FOXO1 
 
130 Freac-2 
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131 GATA-X 
 
  
  
  
  
  
  
132 MEIS1A:HOXA9 
 
133 NF-kappaB 
 
134 Nkx2-2 
 
135 RORalpha1 
 
136 STAT1 
 
137 STAT4 
 
138 STAT5A_homodimer 
 
139 AP-2alpha 
 
TRANSFAC database 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
Mus musculus 
140 Arnt 
 
141 c-Myc:Max 
 
142 c-Rel 
 
143 FOXO1 
 
144 HFH-3 
 
145 HSF1 
 
146 Ik-1 
 
147 IRF-1 
 
148 MEIS1A:HOXA9 
 
149 Nkx2-2 
 
150 Pax-6 
 
151 STAT1 
 
152 STAT4 
 
153 STAT5A_homodimer 
 
154 ADR1 
 
TRANSFAC database 
  
  
  
  
  
Saccharomyces 
cerevisiae 
155 GAL4 
 
156 HAP2-3-4 
 
157 HSF 
 
158 MATa1 
 
 
 
 
Table B3. Motif dataset for Fungi group. The motifs are grouped by family that they belong in 
the Jaspar database [84]. The dataset contains 78 motifs belong to 11 families. 
No. Motif ID Motif Name Family 
1 MA0265.1 ABF1 
BetaBetaAlpha-zinc finger Family 
2 MA0277.1 AZF1 
3 MA0333.1 MET31 
4 MA0366.1 RGM1 
5 MA0373.1 RPN4 
6 MA0396.1 STP3 
7 MA0397.1 STP4 
8 MA0402.1 SWI5 
9 MA0413.1 USV1 
10 MA0298.1 FZF1 
Factors with multiple dispersed zinc fingers 11 MA0364.1 REI1 
12 MA0368.1 RIM101 
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13 MA0370.1 RME1 
14 MA0378.1 SFP1 
15 MA0394.1 STP1 
16 MA0395.1 STP2 
17 MA0440.1 ZAP1 
18 MA0295.1 FHL1 
Forkhead box (FOX) factors 
19 MA0296.1 FKH1 
20 MA0297.1 FKH2 
21 MA0317.1 HCM1 
22 MA0929.1 NCU00019 
23 MA0276.1 ASH1 
GATA-type zinc fingers 
24 MA0289.1 DAL80 
25 MA0293.1 ECM23 
26 MA0300.1 GAT1 
27 MA0301.1 GAT3 
28 MA0302.1 GAT4 
29 MA0307.1 GLN3 
30 MA0309.1 GZF3 
31 MA0389.1 SRD1 
32 MA0281.1 CBF1 
Helix-Loop-Helix Family 
33 MA0321.1 INO2 
34 MA0322.1 INO4 
35 MA0357.1 PHO4 
36 MA0409.1 TYE7 
37 MA0266.1 ABF2 
High Mobility Group (Box) Family 
38 MA0344.1 NHP10 
39 MA0345.1 NHP6A 
40 MA0346.1 NHP6B 
41 MA0371.1 ROX1 
42 MA0387.1 SPT2 
43 MA0356.1 PHO2 
Homeodomain Family 
44 MA0393.1 STE12 
45 MA0406.1 TEC1 
46 MA0426.1 YHP1 
47 MA0433.1 YOX1 
48 MA0319.1 HSF1 
HSF factors 49 MA0336.1 MGA1 50 MA0377.1 SFL1 
51 MA0381.1 SKN7 
52 MA0274.1 ARR1 
Leucine Zipper Family 
53 MA0279.1 CAD1 
54 MA0284.1 CIN5 
55 MA0286.1 CST6 
56 MA0303.1 GCN4 
57 MA0310.1 HAC1 
58 MA0332.1 MET28 
59 MA0335.1 MET4 
60 MA0349.1 OPI1 
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61 MA0382.1 SKO1 
62 MA0415.1 YAP1 
63 MA0416.1 YAP3 
64 MA0417.1 YAP5 
65 MA0418.1 YAP6 
66 MA0419.1 YAP7 
67 MA0278.1 BAS1 
Myb/SANT domain factors 
68 MA0351.1 DOT6 
69 MA0421.1 NSI1 
70 MA0359.1 RAP1 
71 MA0363.1 REB1 
72 MA0384.1 SNT2 
73 MA0403.1 TBF1 
74 MA0350.1 TOD6 
75 MA0288.1 CUP9 
TALE-type homeo domain factors 76 MA0318.1 HMRA2 
77 MA0328.2 MATALPHA2 
78 MA0408.1 TOS8 
 
 
 
Table B4. Motif dataset for Insects group. The motifs are grouped by family that they belong 
in the Jaspar database [84]. The dataset contains 42 motifs belong to 7 different families. 
 
No. Motif ID Motif Name Family 
1 MA0010.1 br 
BetaBetaAlpha-zinc finger Family 
2 MA0531.1 CTCF 
3 MA0049.1 hb 
4 MA0126.1 ovo 
5 MA0244.1 slbo 
6 MA0086.1 sna 
7 MA0205.1 Trl 
8 MA0015.1 Cf2 
Factors with multiple dispersed zinc fingers 9 MA0533.1 su(Hw) 
10 MA0446.1 fkh 
Forkhead box (FOX) factors 11 MA0458.1 slp1 
12 MA0449.1 h 
Helix-Loop-Helix Family 13 MA0249.1 twi 
14 MA0210.1 ara 
Homeodomain Family 
15 MA0211.1 bap 
16 MA0212.1 bcd 
17 MA0214.1 bsh 
18 MA0215.1 btn 
19 MA0217.1 caup 
20 MA0219.1 ems 
21 MA0220.1 en 
22 MA0221.1 eve 
23 MA0222.1 exd 
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24 MA0224.1 exex 
25 MA0225.1 ftz 
26 MA0226.1 hbn 
27 MA0227.1 hth 
28 MA0228.1 ind 
29 MA0229.1 inv 
30 MA0230.1 lab 
31 MA0231.1 lbe 
32 MA0232.1 lbl 
33 MA0233.1 mirr 
34 MA0245.1 slou 
35 MA0452.2 Kr 
More than 3 adjacent zinc finger factors 36 MA0454.1 odd 
37 MA0456.1 opa 
38 MA0011.1 br(var.2) 
Other factors with up to three adjacent zinc fingers 
39 MA0012.1 br(var.3) 
40 MA0013.1 br(var.4) 
41 MA0443.1 btd 
42 MA0460.1 ttk 
 
 
 
Table B5. Motif dataset for Plants group. The motifs are grouped by family that they belong in 
the Jaspar database [84]. The dataset contains 65 motifs belong to 6 different families. 
No. Motif ID Motif Name Family 
1 MA0973.1 CDF2 
Dof-type 
2 MA0974.1 CDF3 
3 MA0981.1 DOF1.8 
4 MA0020.1 Dof2 
5 MA0982.1 DOF2.4 
6 MA0977.1 DOF2.5 
7 MA0021.1 Dof3 
8 MA1071.1 DOF5.3 
9 MA0983.1 DOF5.6 
10 MA0984.1 DOF5.7 
11 MA0053.1 MNB1A 
12 MA0064.1 PBF 
13 MA0987.1 PHYPADRAFT_140773 
14 MA0989.1 PHYPADRAFT_153324 
15 MA1022.1 PHYPADRAFT_38837 
16 MA1013.1 GATA10 
GATA-type zinc fingers 
17 MA1014.1 GATA11 
18 MA1015.1 GATA12 
19 MA1016.1 GATA15 
20 MA1017.1 GATA8 
21 MA1018.1 GATA9 
22 MA0950.1 ATHB-12 HD-ZIP factors 
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23 MA1026.1 ATHB-15 
24 MA0951.1 ATHB-16 
25 MA0952.1 ATHB-51 
26 MA0953.1 ATHB-6 
27 MA0954.1 ATHB-7 
28 MA0990.1 EDT1 
29 MA1024.1 HAT1 
30 MA0096.1 bZIP910 
Leucine Zipper Family 
31 MA0097.1 bZIP911 
32 MA0128.1 EmBP-1 
33 MA0127.1 PEND 
34 MA0129.1 TGA1A 
35 MA0945.1 ARR1 
Myb/SANT domain factors 
36 MA0121.1 ARR10 
37 MA0946.1 ARR11 
38 MA0947.1 ARR14 
39 MA0948.1 ARR18 
40 MA0949.1 ARR2 
41 MA0972.1 CCA1 
42 MA0579.1 CDC5 
43 MA0575.1 F3A4.140 
44 MA0034.1 Gam1 
45 MA1020.1 GT-1 
46 MA1027.1 KAN1 
47 MA0054.1 myb.Ph3 
48 MA0574.1 MYB15 
49 MA0576.1 RAX3 
50 MA1098.1 ARALYDRAFT_484486 
TCP domain 
51 MA1097.1 ARALYDRAFT_493022 
52 MA1095.1 ARALYDRAFT_495258 
53 MA1096.1 ARALYDRAFT_496250 
54 MA1054.1 ARALYDRAFT_897773 
55 MA1019.1 Glyma19g26560.1 
56 MA1031.1 OJ1581_H09.2 
57 MA1050.1 OsI_08196 
58 MA1062.1 TCP15 
59 MA0587.1 TCP16 
60 MA1063.1 TCP19 
61 MA1064.1 TCP2 
62 MA1065.1 TCP20 
63 MA1066.1 TCP23 
64 MA1035.1 TCP4 
65 MA1067.1 TCP5 
 
 
 
Table B6. Motif dataset for Vertebrates group. The motifs are grouped by family that they 
belong in the Jaspar database [84]. The dataset consists of 73 motifs belong to 9 families. 
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No. Motif ID Motif Name Family 
1 MA0003.3 TFAP2A 
AP-2 
2 MA0810.1 TFAP2A(var.2) 
3 MA0872.1 TFAP2A(var.3) 
4 MA0811.1 TFAP2B 
5 MA0812.1 TFAP2B(var.2) 
6 MA0813.1 TFAP2B(var.3) 
7 MA0524.2 TFAP2C 
8 MA0814.1 TFAP2C(var.2) 
9 MA0815.1 TFAP2C(var.3) 
10 MA0102.3 CEBPA 
C/EBP-related 
11 MA0466.2 CEBPB 
12 MA0836.1 CEBPD 
13 MA0837.1 CEBPE 
14 MA0838.1 CEBPG 
15 MA0639.1 DBP 
16 MA0019.1 Ddit3::Cebpa 
17 MA0043.2 HLF 
18 MA0025.1 NFIL3 
19 MA0604.1 Atf1 
CREB-related factors 
20 MA0018.2 CREB1 
21 MA0638.1 CREB3 
22 MA0839.1 CREB3L1 
23 MA0608.1 Creb3l2 
24 MA0840.1 Creb5 
25 MA0609.1 Crem 
26 MA0024.3 E2F1 
E2F-related factors 
27 MA0864.1 E2F2 
28 MA0469.2 E2F3 
29 MA0470.1 E2F4 
30 MA0471.1 E2F6 
31 MA0758.1 E2F7 
32 MA0865.1 E2F8 
33 MA0739.1 Hic1 
Factors with multiple dispersed zinc fingers 
34 MA0738.1 HIC2 
35 MA0131.2 HINFP 
36 MA0155.1 INSM1 
37 MA0029.1 Mecom 
38 MA0138.2 REST 
39 MA0073.1 RREB1 
40 MA0116.1 Znf423 
41 MA0464.2 BHLHE40 
Hairy-related factors 
42 MA0636.1 BHLHE41 
43 MA1099.1 Hes1 
44 MA0616.1 Hes2 
45 MA0821.1 HES5 
46 MA0822.1 HES7 
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47 MA0823.1 HEY1 
48 MA0649.1 HEY2 
49 MA0914.1 ISL2 
HD-LIM factors 
50 MA0700.1 LHX2 
51 MA0135.1 Lhx3 
52 MA0704.1 Lhx4 
53 MA0658.1 LHX6 
54 MA0705.1 Lhx8 
55 MA0701.1 LHX9 
56 MA0702.1 LMX1A 
57 MA0703.1 LMX1B 
58 MA0007.3 Ar 
Steroid hormone receptors (NR3) 
59 MA0112.3 ESR1 
60 MA0258.2 ESR2 
61 MA0592.2 Esrra 
62 MA0141.3 ESRRB 
63 MA0643.1 Esrrg 
64 MA0113.3 NR3C1 
65 MA0727.1 NR3C2 
66 MA0498.2 MEIS1 
TALE-type homeo domain factors 
67 MA0774.1 MEIS2 
68 MA0775.1 MEIS3 
69 MA0070.1 PBX1 
70 MA0782.1 PKNOX1 
71 MA0783.1 PKNOX2 
72 MA0796.1 TGIF1 
73 MA0797.1 TGIF2 
 
 
 
Table B7. Motif collection was used in the third phase of the assessment. Motif type 
indicates whether a motif was generated by a newer tool or it came from Tompa et al [124]. The 
generated motifs came from 6 newer tools. The on-line motifs were collected from 13 older tools 
in Tompa et al [124]. 
No. Motif Total # of Motifs Motif Type Sequence 
Dataset 
1 ChIPMunk_Motif1_hm01g  
6 Generated motif hm01g 
2 DMINDA_Motif-32_3rd_ hm01g  
3 MEME_Motif3_3rd_ hm01g  
4 peak-motifs_Motif7_3rd_ hm01g  
5 STEME_Motif1_1st_ hm01g  
6 XXMotif_Motif1_1st_ hm01g  
7 ChIPMunk_Motif1_ hm04g  
6 Generated motif hm04g 
8 DMINDA_Motif-16_2nd_ hm04g  
9 MEME_Motif1_1st_ hm04g  
10 peak-motifs_Motif1_1st_ hm04g  
11 STEME_Motif3_3rd_ hm04g 
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12 XXMotif_Motif3_3rd_ hm04g  
13 ChIPMunk_Motif1_ hm15g  
6 Generated motif hm15g 
14 DMINDA_Motif-19_1st_ hm15g  
15 MEME_Motif1_1st_ hm15g  
16 peak-motifs_Motif1_2nd_ hm15g  
17 STEME_Motif3_3rd_ hm15g  
18 XXMotif_Motif2_2nd_ hm15g  
19 ChIPMunk_Motif1_1st_ hm17g  
5 Generated motif hm17g 
20 DMINDA_Motif-16_1st_ hm17g  
21 MEME_Motif1_1st_ hm17g  
22 peak-motifs_Motif1_2nd_ hm17g  
23 XXMotif_Motif1_1st_ hm17g  
24 ChIPMunk_Motif1_1st_ hm19g  
3 Generated motif hm19g 25 DMINDA_Motif-29_2nd_ hm19g  
26 peak-motifs_Motif1_2nd_ hm19g  
27 ChIPMunk_Motif1_1st_ hm22g 
4 Generated motif hm22g 28 DMINDA_Motif-22_3rd_ hm22g 29 peak-motifs_Motif2_3rd _hm22g 
30 STEME_Motif1_1st _hm22g 
31 ChIPMunk_Motif1_1st_ yst09g 
3 Generated motif yst09g  32 DMINDA_Motif-8_1st_ yst09g 
33 peak-motifs_Motif3_1st_ yst09g 
34 AlignACE_hm08m 
12 On-line motif hm08m 
35 ANN-Spec_hm08m 
36 GLAM_hm08m 
37 Improbizer_hm08m 
38 MEME_hm08m 
39 MITRA_hm08m 
40 MotifSampler_hm08m 
41 oligodyad-analysis_hm08m  
42 QuickScore_hm08m 
43 SeSiMCMC_hm08m 
44 Weeder_hm08m 
45 YMF_hm08m 
46 ANN-Spec_hm22m 
10 On-line motif hm22m 
47 GLAM_hm22m 
48 Improbizer_hm22m 
49 MEME_hm22m 
50 MITRA_hm22m 
51 MotifSampler_hm22m 
52 oligodyad-analysis_hm22m 
53 SeSiMCMC_hm22m 
54 Weeder_hm22m 
55 YMF_hm22m 
56 AlignACE_mus04m 
12 On-line motif mus04m 57 ANN-Spec_mus04m 58 Consensus_mus04m 
59 GLAM_mus04m 
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60 Improbizer_mus04m 
61 MEME_mus04m 
62 MITRA_mus04m 
63 MotifSampler_mus04m 
64 oligodyad-analysis_mus04m 
65 SeSiMCMC_mus04m 
66 Weeder_mus04m 
67 YMF_mus04m 
68 AlignACE_mus06g  
13 On-line motif mus06g 
69 ANN-Spec_mus06g 
70 Consensus_mus06g 
71 GLAM_mus06g 
72 Improbizer_mus06g 
73 MEME_mus06g 
74 MITRA_mus06g 
75 MotifSampler_mus06g  
76 oligodyad-analysis_mus06g  
77 QuickScore_mus06g 
78 SeSiMCMC_mus06g 
79 Weeder_mus06g 
80 YMF_mus06g 
81 AlignACE_mus10g 
11 On-line motif mus10g 
82 ANN-Spec_mus10g 
83 Consensus_mus10g 
84 GLAM_mus10g 
85 Improbizer_mus10g 
86 MITRA_mus10g 
87 oligodyad-analysis_mus10g 
88 QuickScore_mus10g 
89 SeSiMCMC_mus10g 
90 Weeder_mus10g 
91 YMF_mus10g 
92 AlignACE_mus11m 
11 On-line motif mus11m 
93 ANN-Spec_mus11m 
94 GLAM_mus11m 
95 Improbizer_mus11m 
96 MEME_mus11m 
97 MITRA_mus11m 
98 MotifSampler_mus11m 
99 SeSiMCMC_mus11m 
100 Consensus_mus11m 
101 Weeder_mus11m 
102 YMF_mus11m 
103 ANN-Spec_yst02g  
11 On-line motif yst02g 
104 GLAM_yst02g 
105 Improbizer_yst02g 
106 MEME_yst02g 
107 MITRA_yst02g 
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108 MotifSampler_yst02g 
109 oligodyad-analysis_yst02g 
110 QuickScore_yst02g 
111 SeSiMCMC_yst02g 
112 Weeder_yst02g 
113 YMF_yst02g 
114 AlignACE_yst03m 
13 On-line motif yst03m 
115 ANN-Spec_yst03m 
116 Consensus_yst03m 
117 GLAM_yst03m 
118 Improbizer_yst03m 
119 MEME_yst03m 
120 MITRA_yst03m 
121 MotifSampler_yst03m 
122 oligodyad-analysis_yst03m 
123 QuickScore_yst03m 
124 SeSiMCMC_yst03m 
125 Weeder_yst03m 
126 YMF_yst03m 
127 ANN-Spec_yst06g 
11 On-line motif yst06g 
128 GLAM_yst06g 
129 Improbizer_yst06g 
130 MEME_yst06g 
131 MITRA_yst06g 
132 MotifSampler_yst06g 
133 oligodyad-analysis_yst06g 
134 QuickScore_yst06g 
135 SeSiMCMC_yst06g 
136 Weeder_yst06g 
137 YMF_yst06g 
 
 
  
 
Figure B2. Motif tree for Fungi dataset 
for the result obtained by Matrix-
classification of 78 motifs into their families.
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in Table B3. The tree was generated by Phylodendron 
clustering tool [25, 40]. The tool achieves 58%
 
 
 correct 
  
173 
 
 
 
Figure B3. Motif tree for Fungi dataset in Table B3. The tree was generated by MOTIFSIM 
tool [128]. The tool achieves 62% correct classification of 78 motifs into their families. 
 
  
 
 
Figure B4. Motif tree for Insect
Phylodendron for the result obtained by Matrix
correct classification of 42 motifs into their families.
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s dataset in Table B4. The tree was generated by 
-clustering tool [25, 40]. The tool achieves 55
 
 
% 
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Figure B5. Motif tree for Insects dataset in Table B4. The tree was generated by MOTIFSIM 
tool [128]. The tool achieves 57% correct classification of 42 motifs into their families. 
 
 
 
 
 
 
  
 
Figure B6. Motif tree for Plant
for the result obtained by Matrix-
classification of 65 motifs into their families.
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s dataset in Table B5. The tree was generated by Phylodendron 
clustering tool [25, 40]. The tool achieves 97%
 
 
 correct 
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Figure B7. Motif tree for Plants dataset in Table B5. The tree was generated by MOTIFSIM 
tool [128]. The tool achieves 97% correct classification of 65 motifs into their families. 
 
 
 
  
 
Figure B8. Motif tree for Vertebrate
Phylodendron for the result obtained by Matrix
correct classification of 73 motifs into their families.
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s dataset in Table B6. The tree was generated by 
-clustering tool [25, 40]. The tool achieves 90
 
 
% 
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Figure B9. Motif tree for Vertebrates dataset in Table B6. The tree was generated by 
MOTIFSIM tool [128]. The tool achieves 90% correct classification of 73 motifs into their 
families.
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Figure B10. Performance comparison for six newer motif finders and MOTIFSIM on 
dataset hm01g. The selected global significant motif (best match for this dataset) 
from MOTIFSIM came from peak-motifs. 
Figure B11. Performance comparison for six newer motif finders and MOTIFSIM on 
dataset hm04g. The selected global significant motif (best match for this dataset) from 
MOTIFSIM came from DMINDA. 
Figure B12. Performance comparison for six newer motif finders and MOTIFSIM 
on dataset hm15g. The selected global significant motif (best match for this dataset) 
from MOTIFSIM came from XXMotif. 
Figure B13. Performance comparison for five newer motif finders and MOTIFSIM on 
dataset hm17g. The selected global significant motif (best match for this dataset) from 
MOTIFSIM came from peak-motifs. 
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Figure B14. Performance comparison for three newer motif finders and MOTIFSIM 
on dataset hm19g. The selected global significant motif (best match for this dataset) 
from MOTIFSIM came from peak-motifs. 
Figure B15. Performance comparison for four newer motif finders and MOTIFSIM 
on dataset hm22g. The selected global significant motif (best match for this dataset) 
from MOTIFSIM came from ChIPMunk. 
Figure B16. Performance comparison for three newer motif finders and MOTIFSIM 
on dataset yst09g. The selected global significant motif (best match for this dataset) 
from MOTIFSIM came from DMINDA. 
Figure B17. Performance comparison for twelve older motif finders from Tompa et al. 
[124] and MOTIFSIM on dataset hm08m. The selected global significant motif (best match 
for this dataset) from MOTIFSIM came from YMF. 
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Figure B18. Performance comparison for ten older motif finders from Tompa et al. 
[124] and MOTIFSIM on dataset hm22m. The selected global significant motif (best 
match for this dataset) from MOTIFSIM came from YMF. 
Figure B19. Performance comparison for twelve older motif finders from Tompa et al. 
[124] and MOTIFSIM on dataset mus04m. The selected global significant motif (best 
match for this dataset) from MOTIFSIM came from YMF. 
Figure B20. Performance comparison for thirteen older motif finders from Tompa et 
al. [124] and MOTIFSIM on dataset mus06g. The selected global significant motif 
(best match for this dataset) from MOTIFSIM came from QuickScore. 
Figure B21. Performance comparison for eleven older motif finders from Tompa et al. 
[124] and MOTIFSIM on dataset mus10g. The selected global significant motif (best 
match for this dataset) from MOTIFSIM came from QuickScore. 
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Figure B22. Performance comparison for eleven older motif finders from Tompa et 
al. [124] and MOTIFSIM on dataset mus11m. The selected global significant motif 
(best match for this dataset) from MOTIFSIM came from YMF. 
Figure B23. Performance comparison for eleven older motif finders from Tompa et al. 
[124] and MOTIFSIM on dataset yst02g. The selected global significant motif (best match 
for this dataset) from MOTIFSIM came from QuickScore. 
Figure B24. Performance comparison for thirteen older motif finders and 
MOTIFSIM on dataset yst03m. The selected global significant motif (best match for 
this dataset) from MOTIFSIM came from QuickScore. 
Figure B25. Performance comparison for eleven older motif finders from Tompa et al. 
[124] and MOTIFSIM on dataset yst06g. The selected global significant motif (best match 
for this dataset) from MOTIFSIM came from GLAM. 
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Appendix C 
Support Materials for Chapter 4 
MOTIFSIM Manual 
Version 1.0 
Introduction 
MOTIFSIM is a software tool for detecting similarity in multiple motif datasets. It accepts nine 
different motif input formats and reports the results in two text files. The tool combines all input 
datasets into one list and performs pair-wise comparisons on the entire list. MOTIFSIM converts 
all input motifs into position specific probability matrices for comparisons. The tool reports the 
global significant motifs, the global and local significant motifs, as well as the best matches for 
each motif in the combined list or in a single dataset. MOTIFSIM is written in C++ and OpenMP 
for multithreaded utilization. It can be downloaded at http://biogrid-
head.engr.uconn.edu/motifsim/ for Windows and Linux environments. 
How to Use MOTIFSIM? 
Motif Input Format 
MOTIFSIM accepts nine different motif input formats, which are listed in the table below.  
Input 
Format 
Example Restriction 
TRANSFAC NA Test1 
XX 
DE Test1 
XX 
P0 A C G T 
01 4 36 5 5 C 
02 39 0 9 2 A 
03 10 30 0 10 C 
04 2 1 38 9 G 
05 4 3 5 38 T 
06 9 0 31 10 G 
07 4 6 21 10 G 
08 1 9 10 30 T 
XX 
 
NA Test2 
XX 
DE Test2 
XX 
P0 A C G T 
01 0 40 10 0 C 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
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02 38 0 10 2 A 
03 0 30 10 10 C 
04 2 11 28 9 G 
05 9 3 10 28 T 
XX 
 
TRANSFAC
-like 
DE Test1 
01 4 31 5 5 C 
02 29 0 9 2 A 
03 0 30 0 10 C 
04 2 1 28 9 G 
05 4 3 5 28 T 
06 9 0 31 0 G 
XX 
 
DE Test2 
01 0 40 10 0 C 
02 38 0 10 2 A 
03 0 30 10 10 C 
04 2 11 28 9 G 
05 9 3 10 28 T 
06 50 0 0 0 A 
07 0 50 0 0 C 
08 0 0 50 0 G 
09 0 0 0 50 T 
XX 
 
Columns 2, 3, 4, and 5 in 
the matrix represent A, 
C, G, and T values 
respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
 
DE sscCCCGCGcs 
1 5 15 9 5 
2 4 18 10 2 
3 0 23 8 3 
4 1 29 4 0 
5 0 28 6 0 
6 0 27 7 0 
7 0 0 34 0 
8 0 34 0 0 
9 0 2 32 0 
10 4 16 8 6 
11 0 11 18 5 
XX 
 
DE atactttggc 
1 1 0 0 0 
2 0 0 0 1 
3 1 0 0 0 
4 0 1 0 0 
5 0 0 0 1 
6 0 0 0 1 
7 0 0 0 1 
8 0 0 1 0 
9 0 0 1 0 
10 0 1 0 0 
XX 
 
Columns 2, 3, 4, and 5 in 
the matrix represent A, 
C, G, and T values 
respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
PSSM >TFW3    
73 81 407 61 
Columns 1, 2, 3, and 4 in 
the matrix represent A, 
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44 578 0 0 
485 65 0 72 
0 570 52 0 
79 0 0 543 
0 0 622 0 
 
>TFW1    
0 0 1 39 
0 0 0 40 
4 1 33 2 
6 25 2 7 
7 2 25 6 
2 33 1 4 
40 0 0 0 
39 1 0 0 
 
C, G, and T values 
respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
Jaspar >NR4A2 
A  [ 8 13  0  3  2  0 14  3 ] 
C  [ 1  0  0  0  2 13  0  8 ] 
G  [ 3  1 13 11  0  0  0  2 ] 
T  [ 2  0  1  0 10  1  0  1 ] 
 
>RORA_1 
A  [15  9  6 11 21  0  0  0  0 25 ] 
C  [ 1  1 12  2  0  0  0  0 25  0 ] 
G  [ 2  0  4  5  4 25 25  0  0  0 ] 
T  [ 7 15  3  7  0  0  0 25  0  0 ] 
 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
MEME’s 
output 
----------------------------------------
---------------------------------------- 
 Motif 1 position-specific 
probability matrix 
----------------------------------------
---------------------------------------- 
letter-probability matrix: alength= 4 w= 
11 nsites= 142 E= 6.0e-015  
 0.000000  0.598592  0.176056  0.225352  
 0.000000  0.626761  0.000000  0.373239  
 0.000000  0.000000  0.000000  1.000000  
 0.000000  0.408451  0.514085  0.077465  
 0.091549  0.823944  0.028169  0.056338  
 0.133803  0.690141  0.000000  0.176056  
 0.042254  0.281690  0.000000  0.676056  
 0.007042  0.683099  0.197183  0.112676  
 0.197183  0.000000  0.000000  0.802817  
 0.000000  0.084507  0.690141  0.225352  
 0.091549  0.605634  0.169014  0.133803  
 
----------------------------------------
---------------------------------------- 
 Motif 2 position-specific 
probability matrix 
----------------------------------------
---------------------------------------- 
letter-probability matrix: alength= 4 w= 
14 nsites= 24 E= 6.3e-010  
 0.833333  0.000000  0.166667  0.000000  
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
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 0.000000  1.000000  0.000000  0.000000  
 0.875000  0.000000  0.000000  0.125000  
 0.083333  0.875000  0.041667  0.000000  
 0.958333  0.000000  0.000000  0.041667  
 0.125000  0.875000  0.000000  0.000000  
 0.833333  0.166667  0.000000  0.000000  
 0.000000  0.750000  0.000000  0.250000  
 0.666667  0.000000  0.208333  0.125000  
 0.000000  0.833333  0.041667  0.125000  
 0.791667  0.125000  0.083333  0.000000  
 0.000000  1.000000  0.000000  0.000000  
 0.708333  0.000000  0.083333  0.208333  
 0.000000  0.958333  0.000000  0.041667 
 
Consensus 
sequence 
>C001 
CYCYYSHGGCCASMAGAGGGCRCYAGATCCCCT 
 
>C002 
WWWWWWWWWWWWAAAAAAAAAWWAAWWWWW 
 
>C003 
VTGYRYRYACACACACAYRCAYRYR 
 
>C004 
SNSVCCCSBCCCCCSCCCCCSSY 
 
>C005 
SCSCSSSSSCSSCSCCSSSSCCSSSSSSC 
 
>C006 
TWWWAAAAAAWWAAAAWWAAAAAAAAAA 
 
>C007 
MYVGAGGCCAGAAGAGGGCAYCAGATYCCHT 
 
Motif is in IUPAC 
format. 
One empty line must be 
present to separate two 
motifs.  
Sequence 
Alignment 
>Test1 
GATACGTGGCAAAACCCTGGG 
GCCACGT-CCGGGAACCTGGG 
CGCATGTGCACCAATTACACC 
ACGACGTGTTCCCAAATTTTT 
CACACGTGCCCCCCAAGTTTG 
GGGGGTTACACCCTTTTAAAA 
CCAAGTTTAAGGGGTTTTGGA 
AAACCGGTTAAAACCTTGCGC 
 
>Test2 
CCCAATAGCTTTT-TTTTTTAAACCCCC-CC 
GGGTGTGCGCGACCACCAAAATTTTAAAAAA 
AAACCCTTTGGGCCCGGGTTAAACCCCGGGG 
TTTTTTCCCAAACCCAAAGGGTTTTTCGCCC 
CACAAAAACCGGTTTTTTGCCGCGCCCCAAA 
CCAAAAAACCCTT-TTTTCCCAAAAGGGGGG 
CACAAACACCCCCCCCCAAAATTT-TGGGCG 
 
One empty line must be 
present to separate two 
motifs. 
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Matrix 
(Horizontal) 
7 10 6 13 4 21 0 22 
1 4 3 4 10 0 2 1 
4 2 6 4 2 2 0 0 
11 7 8 2 7 0 21 0 
 
27 0 1 27 27 20 
0 0 9 0 0 0 
0 0 0 0 0 1 
0 27 17 0 0 6 
 
Rows 1, 2, 3, and 4 
represent A, C, G, and T 
values respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
Matrix 
(Vertical) 
0.450000  0.250000  0.000000  0.300000 
0.800000  0.000000  0.000000  0.200000 
0.850000  0.000000  0.150000  0.000000 
1.000000  0.000000  0.000000  0.000000 
0.750000  0.000000  0.250000  0.000000 
0.400000  0.300000  0.050000  0.250000 
0.850000  0.100000  0.000000  0.050000 
0.850000  0.150000  0.000000  0.000000 
1.000000  0.000000  0.000000  0.000000 
0.500000  0.100000  0.400000  0.000000 
 
0.000000  0.812500  0.125000  0.062500 
0.375000  0.000000  0.000000  0.625000 
0.062500  0.000000  0.937500  0.000000 
0.562500  0.125000  0.187500  0.125000 
0.000000  0.000000  1.000000  0.000000 
0.062500  0.937500  0.000000  0.000000 
 
Columns 1, 2, 3, and 4 
represent A, C, G, and T 
values respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
 
Running MOTIFSIM 
The tool can be run by using the command line on Windows and Linux. An example for running 
MOTIFSIM on Windows for comparing two motif datasets, which are included with the tool, is 
below. 
C:\Path> motifsim-v1-0-wins64 
Please, enter number of files to read (must be > 0): 
2 
Please, enter number of best matches (must be > 0 and <= 50): 
5 
Please, select a cutoff for similarity (>= 0.5, >= 0.6, >= 0.7, >= 0.75, >= 0.8, >= 
0.85, >= 0.9): 
0.75 
Please, enter number of threads (must be >= 1): 
1 
Maximum number of threads available on your machine is 1. 
This is the maximum number of threads can be allocated to run this program. 
 
Please, enter input file's location (full path, for example, C:\MyDocuments\ for 
Windows and /home/MyFolder/ for Linux): 
 
C:\Enter\Location\of\Input\Files\ 
 
Enter input file names and formats (for example: 1). See user manual for each format: 
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(1) TRANSFAC 
(2) TRANSFAC-like 
(3) PSSM 
(4) Jaspar 
(5) MEME output 
(6) Consensus sequence 
(7) Sequence Alignment 
(8) Matrices (Horizonal) 
(9) Matrices (Vertical) 
 
Please, enter file name (in text format .txt, name without spaces): 
PScanChIP_DM05.txt 
Please, enter file format: 
4 
Please, enter file name (in text format .txt, name without spaces): 
W-ChIPMotifs_DM05.txt 
Please, enter file format: 
3 
Please, enter output file's location (full path, for example, C:\MyDocuments\ for 
Windows and /home/MyFolder/ for Linux): 
 
C:\Location\To\Save\Output\Files\ 
 
Your input files, types, and counts are: 
File Name                      File Type      Count of Motifs     Dataset # 
PScanChIP_DM05.txt             4              16                  1 
W-ChIPMotifs_DM05.txt          3              11                  2 
 
Your output files have been saved in C:\Location\To\Save\Output\Files\ 
 
Input Parameters 
The required input parameters are listed in the table below. 
Parameter Description 
Number of files Number of motif datasets that needs to be compared. It must 
be > 0. MOTIFSIM can also compare motifs in a single 
dataset. 
Number of best matches The users are required to select the number of best matched 
motifs. This value is currently limited to ≤ 50. The number of 
best matches is the number of motifs that are most similar to 
motif i (i from 1 to m) in a combined motif list M. This 
threshold is used for selecting the numbers of most similar 
motifs to motif i and report them in the result files. These best 
matched motifs are listed in order of similarity with the most 
similar one on the top of the list. 
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Similarity cutoff Cutoff values are >= 0.5, >= 0.6, >= 0.7, >= 0.75, >= 0.8, >= 
0.85, and >= 0.9. A value >= 0.75 indicates a match of 75 % or 
greater between two motifs. We suggest to set a cutoff >= 0.75 
as this value showed a good start for threshold in our case 
studies. If a higher cutoff value is set, fewer similar motifs will 
be  returned in the results. However, these motifs are much 
more similar to the motif being compared. 
Number of threads Number of threads to run the tool. It must be between 1 and 
the maximum number of threads available on the machine. 
Input file's location Full path to input file location (for example, for example, 
C:\MyDocuments\ for Windows and /home/MyFolder/ for 
Linux). 
Enter input file name File name in text format without space including extension .txt  
Enter file format Select a number represents a format listed in the menu below. 
(1) TRANSFAC 
(2) TRANSFAC-like 
(3) PSSM 
(4) Jaspar 
(5) MEME output 
(6) Consensus sequence 
(7) Sequence Alignment 
(8) Matrices (Horizonal) 
(9) Matrices (Vertical) 
Enter output file's location Full path (for example, C:\MyDocuments\ for Windows and 
/home/MyFolder/ for Linux). 
 
Output files 
MOTIFSIM reports the results in two text files namely Results.txt and 
Results_Without_Motif_Details.txt. The former includes motif's detail in position 
specific probability matrices. The latter does not have this information. Each result file includes 
two sections: Input and Results. The Input section contains the input parameters entered. The 
Results section includes three subsections: (1) global significant motifs, (2) global and local 
significant motifs, and (3) best matches for each motif. The number of significant motifs as well 
as the number of best matches generated by the tool are selected by the users when entering the 
cutoff for best matches. Other output information can be found in the table below. 
Output Information Description 
Dataset # Dataset is numbered from 1, 2, 3, … , n in the order they are 
entered.  
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Motif ID Each motif in the combined list is assigned a unique ID, which 
is an integer from 1, 2, 3, … n, in the order of the dataset 
enters. 
Motif Name Motif name in the input file if available. 
Matching Format of First 
Motif 
Matching format of the first motif in the comparison. The 
format can be the original motif or its reverse complement. 
Matching Format of Second 
Motif 
Matching format of the second motif in the comparison. The 
format can be the original motif or its reverse complement. 
Direction Matching can be in forward or backward direction. 
Position # Matching position number. Starting at position 1 on the top if 
it is in forward direction or at the bottom if it is in a backward 
direction.  
# of Overlap The number of overlapping columns when matching two 
motifs. 
Similarity Score This score is described in our algorithm. 
 
Memory Use 
MOTIFSIM requires over 2G of RAM for comparing more than 250 motifs.
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MOTIFSIM Command-line Manual 
Version 2.1 
 
Introduction 
The command-line MOTIFSIM is a software tool for detecting similarity in a single or multiple 
DNA motif datasets. It accepts nine different input formats from several motif finders and 
generates multiple results. The tool combines all input datasets into one list and performs pair-
wise comparisons on the entire list. MOTIFSIM converts all input motifs into position specific 
probability matrices for comparisons. The tool reports the global significant motifs, the global 
and local significant motifs, as well as the best matches for each motif in a combined list or in a 
single dataset.  
Version 2.1 allows merging similar motifs discovered in the results. It also allows comparing the 
global significant motifs as well as every motif in the combined list with a motif database. In 
addition, the relationship between motifs can be visualized via motif trees.  
Version 2.1 for Linux platform provides more options for generating output file format. The 
results can be generated in HTML and PDF formats.  
MOTIFSIM is written in C++ and OpenMP for multithreaded utilization. It can be downloaded 
at http://motifsim.org for Windows and Linux environments. 
How to Use MOTIFSIM? 
Motif Input Format 
MOTIFSIM accepts nine different motif input formats in the table below.  
 
Input 
Format 
Example Restriction 
TRANSFAC NA Test1 
XX 
DE Test1 
XX 
P0 A C G T 
01 4 36 5 5 C 
02 39 0 9 2 A 
03 10 30 0 10 C 
04 2 1 38 9 G 
05 4 3 5 38 T 
06 9 0 31 10 G 
07 4 6 21 10 G 
08 1 9 10 30 T 
XX 
 
NA Test2 
XX 
DE Test2 
XX 
P0 A C G T 
01 0 40 10 0 C 
02 38 0 10 2 A 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
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03 0 30 10 10 C 
04 2 11 28 9 G 
05 9 3 10 28 T 
XX 
 
TRANSFAC
-like 
DE Test1 
01 4 31 5 5 C 
02 29 0 9 2 A 
03 0 30 0 10 C 
04 2 1 28 9 G 
05 4 3 5 28 T 
06 9 0 31 0 G 
XX 
 
DE Test2 
01 0 40 10 0 C 
02 38 0 10 2 A 
03 0 30 10 10 C 
04 2 11 28 9 G 
05 9 3 10 28 T 
06 50 0 0 0 A 
07 0 50 0 0 C 
08 0 0 50 0 G 
09 0 0 0 50 T 
XX 
 
Columns 2, 3, 4, and 5 in 
the matrix represent A, 
C, G, and T values 
respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
 
DE sscCCCGCGcs 
1 5 15 9 5 
2 4 18 10 2 
3 0 23 8 3 
4 1 29 4 0 
5 0 28 6 0 
6 0 27 7 0 
7 0 0 34 0 
8 0 34 0 0 
9 0 2 32 0 
10 4 16 8 6 
11 0 11 18 5 
XX 
 
DE atactttggc 
1 1 0 0 0 
2 0 0 0 1 
3 1 0 0 0 
4 0 1 0 0 
5 0 0 0 1 
6 0 0 0 1 
7 0 0 0 1 
8 0 0 1 0 
9 0 0 1 0 
10 0 1 0 0 
XX 
 
Columns 2, 3, 4, and 5 in 
the matrix represent A, 
C, G, and T values 
respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
PSSM >TFW3    
73 81 407 61 
44 578 0 0 
Columns 1, 2, 3, and 4 in 
the matrix represent A, 
C, G, and T values 
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485 65 0 72 
0 570 52 0 
79 0 0 543 
0 0 622 0 
 
>TFW1    
0 0 1 39 
0 0 0 40 
4 1 33 2 
6 25 2 7 
7 2 25 6 
2 33 1 4 
40 0 0 0 
39 1 0 0 
 
respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
Jaspar >NR4A2 
A  [ 8 13  0  3  2  0 14  3 ] 
C  [ 1  0  0  0  2 13  0  8 ] 
G  [ 3  1 13 11  0  0  0  2 ] 
T  [ 2  0  1  0 10  1  0  1 ] 
 
>RORA_1 
A  [15  9  6 11 21  0  0  0  0 25 ] 
C  [ 1  1 12  2  0  0  0  0 25  0 ] 
G  [ 2  0  4  5  4 25 25  0  0  0 ] 
T  [ 7 15  3  7  0  0  0 25  0  0 ] 
 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
MEME’s 
output 
-------------------------------------------- 
Motif 1 position-specific probability matrix 
-------------------------------------------- 
letter-probability matrix: alength= 4 w= 11 
nsites= 142 E= 6.0e-015  
 0.000000  0.598592  0.176056  0.225352  
 0.000000  0.626761  0.000000  0.373239  
 0.000000  0.000000  0.000000  1.000000  
 0.000000  0.408451  0.514085  0.077465  
 0.091549  0.823944  0.028169  0.056338  
 0.133803  0.690141  0.000000  0.176056  
 0.042254  0.281690  0.000000  0.676056  
 0.007042  0.683099  0.197183  0.112676  
 0.197183  0.000000  0.000000  0.802817  
 0.000000  0.084507  0.690141  0.225352  
 0.091549  0.605634  0.169014  0.133803  
 
-------------------------------------------- 
Motif 2 position-specific probability matrix 
--------------------------------------------
letter-probability matrix: alength= 4 w= 14 
nsites= 24 E= 6.3e-010  
 0.833333  0.000000  0.166667  0.000000  
 0.000000  1.000000  0.000000  0.000000  
 0.875000  0.000000  0.000000  0.125000  
 0.083333  0.875000  0.041667  0.000000  
 0.958333  0.000000  0.000000  0.041667  
 0.125000  0.875000  0.000000  0.000000  
 0.833333  0.166667  0.000000  0.000000  
 0.000000  0.750000  0.000000  0.250000  
 0.666667  0.000000  0.208333  0.125000  
 0.000000  0.833333  0.041667  0.125000  
 0.791667  0.125000  0.083333  0.000000  
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
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 0.000000  1.000000  0.000000  0.000000  
 0.708333  0.000000  0.083333  0.208333  
 0.000000  0.958333  0.000000  0.041667 
 
Consensus 
sequence 
>C001 
CYCYYSHGGCCASMAGAGGGCRCYAGATCCCCT 
 
>C002 
WWWWWWWWWWWWAAAAAAAAAWWAAWWWWW 
 
>C003 
VTGYRYRYACACACACAYRCAYRYR 
 
>C004 
SNSVCCCSBCCCCCSCCCCCSSY 
 
>C005 
SCSCSSSSSCSSCSCCSSSSCCSSSSSSC 
 
>C006 
TWWWAAAAAAWWAAAAWWAAAAAAAAAA 
 
>C007 
MYVGAGGCCAGAAGAGGGCAYCAGATYCCHT 
 
Motif is in IUPAC 
format. 
One empty line must be 
present to separate two 
motifs.  
Sequence 
Alignment 
>Test1 
GATACGTGGCAAAACCCTGGG 
GCCACGT-CCGGGAACCTGGG 
CGCATGTGCACCAATTACACC 
ACGACGTGTTCCCAAATTTTT 
CACACGTGCCCCCCAAGTTTG 
GGGGGTTACACCCTTTTAAAA 
CCAAGTTTAAGGGGTTTTGGA 
AAACCGGTTAAAACCTTGCGC 
 
>Test2 
CCCAATAGCTTTT-TTTTTTAAACCCCC-CC 
GGGTGTGCGCGACCACCAAAATTTTAAAAAA 
AAACCCTTTGGGCCCGGGTTAAACCCCGGGG 
TTTTTTCCCAAACCCAAAGGGTTTTTCGCCC 
CACAAAAACCGGTTTTTTGCCGCGCCCCAAA 
CCAAAAAACCCTT-TTTTCCCAAAAGGGGGG 
CACAAACACCCCCCCCCAAAATTT-TGGGCG 
 
One empty line must be 
present to separate two 
motifs. 
Matrix 
(Horizontal) 
7 10 6 13 4 21 0 22 
1 4 3 4 10 0 2 1 
4 2 6 4 2 2 0 0 
11 7 8 2 7 0 21 0 
 
27 0 1 27 27 20 
0 0 9 0 0 0 
0 0 0 0 0 1 
0 27 17 0 0 6 
 
Rows 1, 2, 3, and 4 
represent A, C, G, and T 
values respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
Matrix 0.450000  0.250000  0.000000  0.300000 Columns 1, 2, 3, and 4 
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(Vertical) 0.800000  0.000000  0.000000  0.200000 
0.850000  0.000000  0.150000  0.000000 
1.000000  0.000000  0.000000  0.000000 
0.750000  0.000000  0.250000  0.000000 
0.400000  0.300000  0.050000  0.250000 
0.850000  0.100000  0.000000  0.050000 
0.850000  0.150000  0.000000  0.000000 
1.000000  0.000000  0.000000  0.000000 
0.500000  0.100000  0.400000  0.000000 
 
0.000000  0.812500  0.125000  0.062500 
0.375000  0.000000  0.000000  0.625000 
0.062500  0.000000  0.937500  0.000000 
0.562500  0.125000  0.187500  0.125000 
0.000000  0.000000  1.000000  0.000000 
0.062500  0.937500  0.000000  0.000000 
 
represent A, C, G, and T 
values respectively. 
One empty line must be 
present to separate two 
motifs.  
Space or tab can be used 
to separate matrix’s 
elements. 
 
Running MOTIFSIM 
MOTIFSIM can be run on Windows and Linux environments. Below are the examples for 
running MOTIFSIM 2.1 on Windows and Linux. The examples show comparing two motif 
datasets, which are included with the tool. 
Running MOTIFSIM 2.1 on Windows 
H:\11-21-16>motifsim_v2-1-wins64.exe 
Please, enter number of files to read (must be > 0): 
2 
Please, enter number of top significant motifs (must be > 0 and <= 50): 
10 
Please, enter number of best matches (must be > 0 and <= 50): 
5 
Please, select a cutoff for similarity (>= 0.5, >= 0.6, >= 0.7, >= 0.75, >= 0.8, >= 0.85, >= 
0.9): 
0.75 
Please, enter number of threads (must be >= 1): 
1 
Maximum number of threads available on your machine is 1. 
This is the maximum number of threads can be allocated to run this program. 
 
Please, enter input file's location (full path, for example, C:\MyDocuments\ for Windows and 
/home/MyFolder/ for Linux): 
H:\11-21-16\dataset\ 
 
Enter input file names and formats (for example: 1). See the user manual for each format: 
 
(1) TRANSFAC 
(2) TRANSFAC-like 
(3) PSSM 
(4) Jaspar 
(5) MEME output 
(6) Consensus sequence 
(7) Sequence Alignment 
(8) Matrices (Horizonal) 
(9) Matrices (Vertical) 
(10) Unspecified 
 
Please, enter file name (in text format .txt, name without spaces): 
PScanChIP_DM05.txt 
Please, enter file format: 
10 
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Please, enter file name (in text format .txt, name without spaces): 
W-ChIPMotifs_DM05.txt 
Please, enter file format: 
10 
 
Enter database name by selecting a number in the list below: 
 
(1) Jaspar 2016 (All) 
(2) Jaspar 2016 (Fungi) 
(3) Jaspar 2016 (Insects) 
(4) Jaspar 2016 (Nematodes) 
(5) Jaspar 2016 (Plants) 
(6) Jaspar 2016 (Urochordates) 
(7) Jaspar 2016 (Vertebrates) 
(8) Transfac (Free version) 
(9) UniPROBE (Human) 
(10) UniPROBE (Mouse) 
(11) UniPROBE (Parasite) 
(12) UniPROBE (Worm) 
(13) UniPROBE (Yeast) 
(14) None 
 
10 
Would you like to generate phylogenetic tree? (Y or N): 
Y 
Would you like to combine similar motifs? (Y or N): 
Y 
Please, enter an output file type (Global-Only, All): 
All 
please, enter output file's location (full path, for example, C:\MyDocuments\ for Windows and 
/home/MyFolder/ for Linux): 
H:\11-21-16\result\ 
 
Reading input ... 
 
Your input files, types, and counts are: 
 
File Name                      Count of Motifs     Dataset # 
PScanChIP_DM05.txt             16                  1 
W-ChIPMotifs_DM05.txt          11                  2 
 
Processing input ... 
 
 
Your output files have been saved in H:\11-21-16\result\ 
 
Runtime: 298.873 seconds. 
 
Running MOTIFSIM 2.1 on Linux 
user@user-Inspiron-5535:~/motifsim_commandline_v2.1$ ./motifsim_v2-1-linux64 
Please, enter number of files to read (must be > 0): 
2 
Please, enter number of top significant motifs (must be > 0 and <= 50): 
10 
Please, enter number of best matches (must be > 0 and <= 50): 
5 
Please, select a cutoff for similarity (>= 0.5, >= 0.6, >= 0.7, >= 0.75, >= 0.8, >= 0.85, >= 
0.9): 
0.75 
Please, enter number of threads (must be >= 1): 
1 
Maximum number of threads available on your machine is 4. 
This is the maximum number of threads can be allocated to run this program. 
 
Please, enter input file's location (full path, for example, C:\MyDocuments\ for Windows and 
/home/MyFolder/ for Linux): 
./dataset/ 
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Enter input file names and formats (for example: 1). See the user manual for each format: 
 
(1) TRANSFAC 
(2) TRANSFAC-like 
(3) PSSM 
(4) Jaspar 
(5) MEME output 
(6) Consensus sequence 
(7) Sequence Alignment 
(8) Matrices (Horizonal) 
(9) Matrices (Vertical) 
(10) Unspecified 
 
Please, enter file name (in text format .txt, name without spaces): 
PScanChIP_DM05.txt 
Please, enter file format: 
10 
Please, enter file name (in text format .txt, name without spaces): 
W-ChIPMotifs_DM05.txt 
Please, enter file format: 
10 
 
Enter database name by selecting a number in the list below: 
 
(1) Jaspar 2016 (All) 
(2) Jaspar 2016 (Fungi) 
(3) Jaspar 2016 (Insects) 
(4) Jaspar 2016 (Nematodes) 
(5) Jaspar 2016 (Plants) 
(6) Jaspar 2016 (Urochordates) 
(7) Jaspar 2016 (Vertebrates) 
(8) Transfac (Free version) 
(9) UniPROBE (Human) 
(10) UniPROBE (Mouse) 
(11) UniPROBE (Parasite) 
(12) UniPROBE (Worm) 
(13) UniPROBE (Yeast) 
(14) None 
 
10 
Would you like to generate phylogenetic tree? (Y or N): 
Y 
Would you like to combine similar motifs? (Y or N): 
Y 
Please, enter an output file type (Global-Only, All): 
All 
Please, enter an output file format (Text, HTML, PDF, All): 
All 
please, enter output file's location (full path, for example, C:\MyDocuments\ for Windows and 
/home/MyFolder/ for Linux): 
./result/ 
 
Reading input ... 
 
Your input files, types, and counts are: 
 
File Name                      Count of Motifs     Dataset #       
PScanChIP_DM05.txt             16                  1               
W-ChIPMotifs_DM05.txt          11                  2               
 
Processing input ... 
 
 
Your output files have been saved in ./result/ 
 
Runtime: 668.135 seconds. 
 
Input Parameters 
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The input parameters and description are listed in the table below. 
 
Input 
parameter 
Description 
Number of files The number of motif datasets for comparison. It must be ≥ 1. MOTIFSIM 
can also compare motifs in a single dataset. 
Number of top 
significant 
motifs 
The tool currently supports a maximum of 50 top significant motifs. This is 
a cutoff for the number of top global significant motifs as well as the 
number of top global and local significant motifs generated in the results.  
Number of best 
matches 
The tool currently supports a maximum of 50 best matches. The number of 
best matches is the number of motifs that are most similar to motif i (i from 
1 to m) in a combined motif list M. This value is used for selecting the 
number of most similar motifs to motif i and report them in the results. 
These best matched motifs are listed in order of similarity with the most 
similar one on the top of the list. 
Similarity 
cutoff 
Currently, the tool supports cutoff values ≥ 0.5, ≥ 0.6, ≥ 0.7, ≥ 0.75, ≥ 0.8, ≥ 
0.85, and ≥ 0.9. A value ≥ 0.75 indicates a match of 75 % or greater 
between two motifs. We suggest using a cutoff ≥ 0.75 as this value shows a 
good threshold in our case studies. If a higher cutoff value is used, fewer 
similar motifs are generated in the results. However, these motifs are much 
more similar to the motif being compared. 
Number of 
threads 
The number of threads for running the tool. It must be between 1 and the 
maximum number of threads available on the user’s machine. 
Input file's 
location 
Full path to input file location (for example, C:\MyDocuments\ for 
Windows and /home/MyFolder/ for Linux). 
Input file name File name without space including extension. File format must be in text 
(.txt). 
Input file 
format 
From version 2.0 and later, the tool can automatically detect the input 
format for each motif. Motifs in different formats can be mixed in one input 
file. The users can select the input format using an option from 1 through 9 
below or by letting the tool to detect the input format for each motif by 
choosing option 10 in the list. 
(1) TRANSFAC 
(2) TRANSFAC-like 
(3) PSSM 
(4) Jaspar 
(5) MEME output 
(6) Consensus sequence 
(7) Sequence Alignment 
(8) Matrices (Horizonal) 
(9) Matrices (Vertical) 
(10) Unspecified 
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Database name The users can select a motif database for comparing with the global 
significant motifs, the global and local significant motifs, as well as every 
motif in the combined list. Currently, the tool supports Jaspar 2016 [84], 
Transfac [86] (free version), and UniPROBE [93] databases. The list of 
database names is below. If users do not want to compare motifs with a 
motif database, they can choose the last option in the list.  
(1) Jaspar 2016 (All) 
(2) Jaspar 2016 (Fungi) 
(3) Jaspar 2016 (Insects) 
(4) Jaspar 2016 (Nematodes) 
(5) Jaspar 2016 (Plants) 
(6) Jaspar 2016 (Urochordates) 
(7) Jaspar 2016 (Vertebrates) 
(8) Transfac (Free version) 
(9) UniPROBE (Human) 
(10) UniPROBE (Mouse) 
(11) UniPROBE (Parasite) 
(12) UniPROBE (Worm) 
(13) UniPROBE (Yeast) 
(14) None 
Motif tree The motif tree can be generated for the global significant motifs as well as 
for the entire combined motif list. The tree is built using hclust function in R 
[107]. This function implements the hierarchical clustering algorithm. The 
tool generates the distance matrix for building the tree. This matrix contains 
best similarity scores between motifs. Users can choose option Y for 
generating the motif tree and N if not. 
Combine 
similar motifs 
Similar motifs discovered in the results can be combined into new motifs. 
Two similar motifs can be combined into a new motif if the new motif 
satisfies the similarity threshold with both of its parents. The users can 
choose option Y for combining similar motifs and N if not. 
Output file type The users can choose between Global-Only and All. The first option 
generates only the global significant motifs in the results. The second option 
generates everything and it requires longer time for processing large 
datasets. 
Output file 
format 
The tool provides four options for output file format: Text, HTML, PDF, 
and All. The option All generates all formats. HTML, PDF, and All require 
longer time for processing large datasets. 
For Windows environment, the tool supports Text format only. 
Output file's 
location 
Full path (for example, C:\MyDocuments\ for Windows and 
/home/MyFolder/ for Linux). 
 
 
Output Files 
MOTIFSIM generates multiple results, which can be in different formats for Linux. The result 
files are described in the table below. 
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 Output file name (without Job ID prefix) Description Supported 
Platform 
1. input_motifs.txt This file contains motifs 
from all datasets. The motifs 
are in position specific 
probability matrices. They 
are in the order of the 
datasets are entered by the 
user. 
Windows 
and Linux 
2. HTML_Results.html The results in HTML format. 
Motif's logos are included. 
Linux 
3. HTML_Results.pdf The results in PDF format. 
Motif's logos are included. 
Linux 
4. Results.txt The results in Text format. 
Motifs are in position 
specific probability matrices. 
Windows 
and Linux 
5. Results_Without_Motif_Details.txt The results in Text format. 
Motif's detail is not included. 
Windows 
and Linux 
6. HTML_Results_Database_Matching.html The results match with motif 
database in HTML format. 
Motif's logos are included. 
Linux 
7. HTML_Results_Database_Matching.pdf The results match with motif 
database in PDF format. 
Motif's logos are included. 
Linux 
8. Results_Database_Matching.txt The results match with motif 
database in Text format. 
Motifs are in position 
specific probability matrices. 
Windows 
and Linux 
9. Results_Database_Matching_Without_Motif_Details.txt The results match with motif 
database in Text format. 
Motif's detail is not included. 
Windows 
and Linux 
10. HTML_Global_Matching_Results.html This file contains only the 
global significant motifs in 
HTML format. 
Linux 
11. HTML_Global_Matching_Results.pdf Same as in (10) but the file is 
in PDF format. 
Linux 
12. Results_Global_Matching.txt Same as in (10) but the file is 
in Text format. 
Windows 
and Linux 
13. HTML_Results_Database_Matching_Global_Matching.html This file contains only the 
global significant motifs that 
match with a motif database. 
The results are in HTML 
format. Motif's logos are 
included. 
Linux 
14. HTML_Results_Database_Matching_Global_Matching.pdf Same as in (13) but the file is 
in PDF format. 
Linux 
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15. Results_Database_Matching_Global_Matching.txt This file contains only the 
global significant motifs that 
match with a motif database. 
The results are in Text 
format. Motifs are in position 
specific probability matrices. 
Windows 
and Linux 
16. Results_Combined_Motifs_Global_Matching.txt This file contains combined 
motifs for the global 
significant motifs and their 
best matches. The motifs are 
combined in a pair-wise 
fashion. The motifs are in 
IUPAC format. Pair-wise 
matching information is 
included. 
Windows 
and Linux 
17. Results_Combined_Motifs_Global_and_Local_Matching.txt This file contains combined 
motifs for the global and 
local significant motifs and 
their best matches. The 
motifs are combined in a 
pair-wise fashion. The motifs 
are in IUPAC format. Pair-
wise matching information is 
included. 
Windows 
and Linux 
18. Results_Combined_Motifs_Best_Matches.txt This file contains combined 
motifs for every motif and its 
best matches. The motifs are 
combined in a pair-wise 
fashion. The motifs are in 
IUPAC format. Pair-wise 
matching information is 
included. 
Windows 
and Linux 
19. Motif _Tree.html The motif tree demonstrates 
the relationship between 
motifs in the entire combined 
list. The file is in HTML 
format. 
Linux 
20. Global_Matching_Motif_Tree.html The motif tree demonstrates 
the relationship between 
motifs for the global 
significant motifs and their 
best matches. The file is in 
HTML format. 
Linux 
21. Motif _Tree.png Same as in (19) but the file is 
in PNG image format. 
Windows 
and Linux 
22. Global_Matching_ Motif _Tree.png Same as in (20) but the file is 
in PNG image format. 
Windows 
and Linux 
 
Each result file has two sections: Input and Results. The Input section lists input parameters 
entered by the user.  
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The result files (numbers 2-5 in the table above) have three subsections for: (1) global significant 
motifs, (2) global and local significant motifs, and (3) best matches for each motif.  
The results match with motif database (numbers 6-9 in the table above) show best matches in a 
motif database for each motif in the combined list.  
The global matching result files (numbers 10-12 in the table above) contain only the global 
significant motifs and their best matches.  
The result files (numbers 13-15 in the table above) contain only the global significant motifs and 
their best matches in a motif database.  
Other output information can be found in the table below.  
 
Output Information Description 
Dataset # Dataset is numbered from 1, 2, 3, … , n in the order they are 
entered by the user.  
Motif ID Each motif in the combined list is assigned a unique ID, which 
is an integer from 1, 2, 3, … n, in the order of the dataset enters. 
Motif name Motif name in the input file if available. 
Matching format of first 
motif 
Matching format of the first motif in the comparison. The 
format can be the original motif or its reverse complement. 
Matching format of second 
motif 
Matching format of the second motif in the comparison. The 
format can be the original motif or its reverse complement. 
Direction Matching can be in forward or backward direction. 
Position # Matching position number. Starting at position 1 on the top if it 
is in a forward direction or at the bottom if it is in a backward 
direction.  
# of overlap The number of overlapping columns when matching two 
motifs. 
Similarity score This score is described in [126]. 
Alignment Alignment of two motifs in IUPAC format. 
 
Dependencies 
The dependencies are required only for Linux platform. The tool requires installing Prince [105] 
software package for converting HTML to PDF format. The users can use a free version of 
Prince for this conversion. To obtain this version and instructions for installing the software, 
please go to https://www.princexml.com/download/ . The tool also requires WebLogo [29] 
software package version 3.4, which is available at 
https://github.com/WebLogo/weblogo/tree/3.4, for creating motif’s logo. Lastly, the tool requires 
installing R and its four packages: ggplot2, ggdendro, dendextend, and ape, for drawing the motif 
tree.  
Source Code 
The source code in C++ is available on the tool’s website for downloading.  
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Databases 
The tool supports Jaspar 2016, Transfac (free version), and UniPROBE databases. These 
database files are included with the source code zip file for downloading. The databases folder 
must reside in the same location with the executable file. 
WebLogo 
weblogo-3.4 is also included with the source code zip file for downloading. The folder weblogo-
3.4 must reside in the same location with the executable file. 
Memory Usage 
MOTIFSIM requires over 2G of RAM for comparing more than 250 motifs. 
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Table C1. ChIP-Seq Datasets [125]. 
  
Dataset Mark Species/Tissue GEO Accession 
DM230 PolII (RNA polymerase II) Mouse/Liver GSM722763 
DM05 p300 (co-activator protein) Mouse/Liver GSM722762 
DM721 H3K27ac (H3 lysine 27 acetylation) Mouse/Liver GSM851275 
 
 
 
Table C2. Motif Datasets [125]. 
 
Case 
Study 
Motif Dataset Motif Input Format Number 
of Motifs 
ChIP-Seq 
Dataset 
1 DREME_DM230 MEME’s output 1 DM230 
MEME_DM230 MEME’s output 20 DM230 
PScanChIP_DM230 Jaspar 14 DM230 
RSAT_peak-motifs_DM230 TRANSFAC-like 10 DM230 
W-ChIPMotifs_DM230  PSSM 11 DM230 
2 MEME_DM05 MEME’s output 46 DM05 
MEME-ChIP_DM05 MEME’s output 4 DM05 
PScanChIP_DM05 Jaspar 16 DM05 
RSAT_peak-motifs_DM05 TRANSFAC-like 17 DM05 
W-ChIPMotifs_DM05  PSSM 11 DM05 
3 DREME_DM721 MEME’s output 16 DM721 
MEME-ChIP_DM721 MEME’s output 11 DM721 
PScanChIP_DM721 Jaspar 37 DM721 
RSAT_peak-motifs_DM721 TRANSFAC-like 40 DM721 
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Figure C1. Technical improvements and additional features. The top left figure shows the 
options for inserting motifs on the browser and the maximum of 20 datasets for concurrent 
comparison. The top right figure shows the options for top significant motifs, number of best 
matches, cutoff in percentage for similarity, motif database for matching, motif tree, combined 
similar motifs, output file type, and output file format. The bottom figure shows the input motifs 
(combined motifs) list as part of the results. The dataset’s information is also included. 
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Figure C2. Technical improvements and additional features. A portion of the global 
significant motifs results in HTML format. It shows motif logos, consensus sequences, and motif 
alignment in IUPAC format. 
 
 
 
Figure C3. Technical improvements and additional features. A portion of job submission 
history for public account. The submitted jobs can be accessed and retrieved by Job IDs.  
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Figure C4. Technical improvements and additional features. The result page of a submitted 
job with two sections: Input and Results. The Input section reports the input motifs from all 
datasets. The Results section reports multiple results in different formats. 
 
Running Cluster-based MOTISIM 2.1 
The tool is simple and easy to use. The details for input parameters are described in the user 
manual on the tool’s website. Figure C5 shows an example of comparing the same set of four 
datasets as in Figure 4.1.3 in section 4.1.3 and it uses the same input parameters as in Figure 
4.1.3 except for the HTML as output file format. 
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Figure C5. Comparing four existing motif datasets using cluster-based MOTIFSIM 2.1. 
The datasets are the same as in Figure 4.1.3. The input parameters are the same as in Figure 4.1.3 
except for the option HTML was used for the output file format.  
 
 
Results 
The results generated by both the command-line tool and the cluster-based tool version 2.1 
include the followings. 
1. Combined motifs list. This list contains all motifs from different datasets. 
2. Global significant motifs. These are common significant motifs reported by several 
different motif finders. The users can generate a different number of these motifs for 
analysis. 
3. Global and local significant motifs. Besides the global significant motif, it is useful to 
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know which motifs are common in the entire combined motif list. The global and local 
significant motifs are such motifs. They are significant motifs generated by any motif 
finder. 
4. Best matches for each motif. The users can analyze any motif and its best matches from 
this result. 
5. Best matches in motif database for global significant motifs. The users are provided the 
best matches in a motif database for the global significant motifs. 
6. Best matches in motif database for the global and local significant motifs. Similar to (5) 
but for the global and local significant motifs. 
7. Best matches in motif database for each motif. Similar to (5) but for every motif in the 
entire combined motif list. 
8. Combined motifs for the global significant motifs. The global significant motifs and their 
best matches are merged into new motifs. This result shows pair-wise merging of two 
motifs into a new motif. The new motif is then merged with the next best match in the list 
to form the next new motif. The list ends with the final new motif. 
9. Combined motifs for the global and local significant motifs. Same as described in (8) but 
for the global and local significant motifs. 
10. Combined motifs for each motif and its best matches. Same as described in (8) but for 
each motif in the entire combined motif list. 
11. Motif tree for the global significant motifs. This result allows the users to observe the 
relationship between the global significant motifs and their best matches through a motif 
tree. 
12. Motif tree for the entire combined motif list. The users can observe the relationship 
between motifs in the entire motif list through a motif tree.     
The details for different results are described in the user manual on the tool’s website. Figures 
C6-C9 show the results in HTML format for the datasets in Figure C5. The Input section in 
Figure C6 reports the input parameters, submitted datasets, and motif counts. Figure C7 shows a 
portion of the global significant motifs section reporting the top global significant motifs and 
their best matches. The motifs are in the order of similarity from highest to lowest. The motif’s 
detail and matching information are also included. Figures C8-C9 show the portions of the 
sections reporting the global and local significant motifs, and the best matches for each motif. 
All results for this example can be found in the user manual on the tool’s website. 
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Figure C6. Input section of the results. The Input section of the results in HTML format for the 
datasets in Figure C5. The input parameters and dataset’s information are included. 
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Figure C7. A portion of the global significant motifs section in HTML format. The section 
shows the first motif of the top 10 global significant motifs for the datasets in Figure C5. The 
motif’s detail and matching information are included. 
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Figure C8. A portion of the global and local significant motifs section in HTML format. 
The section shows the first motif of the top 10 global and local significant motifs for the datasets 
in Figure C5. The motif’s detail and matching information are included. 
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Figure C9. A portion of the best matches for each motif section in HTML format. The 
section shows the first motif and its first best match for the datasets in Figure C5. The motif’s 
detail and matching information are included. 
 
Table C3. Top 10 global significant motifs in Case Study 2. The tools that reported the motifs 
are also included. 
 
No. Dataset 
# 
Motif 
ID 
Motif  Name Motif Logo Tool reported 
Motif 
1 3 69 NKX3-1 
 
DREME 
PScanChIP 
RSAT_peak-motifs 
2 2 53 Motif 53 
 
DREME 
MEME-CHIP 
RSAT_peak-motifs 
3 1 25 Motif 25 
 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
4 1 24 Motif 24 
 
DREME 
MEME-CHIP 
RSAT_peak-motifs 
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5 2 54 Motif 54 
 
DREME 
MEME-CHIP 
 
6 3 64 ARID3A 
 
DREME 
PScanChIP 
RSAT_peak-motifs 
7 1 6 Motif 6 
 
DREME 
RSAT_peak-motifs 
8 4 94 yrTCWCAAy
r 
 
PScanChIP 
RSAT_peak-motifs 
9 2 55 Motif 55 
 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
10 4 96 mdAAcCAACG 
 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
 
 
 
Table C4. Top 10 global and local significant motifs in Case Study 2. The tools that reported 
the motifs are also included. 
 
No. Dataset 
# 
Motif 
ID 
Motif  Name Motif Logo Tool reported 
Motif 
1 3 69 NKX3-1 
 
DREME 
PScanChIP 
RSAT_peak-motifs 
2 4 94 yrTCWCAAyr 
 
PScanChIP 
RSAT_peak-motifs 
3 3 77 Sox5 
 
PScanChIP 
RSAT_peak-motifs 
4 2 53 Motif 53 
 
DREME 
MEME-CHIP 
RSAT_peak-motifs 
5 4 102 ssCkGGYCCCsg 
 
RSAT_peak-motifs 
6 4 95 rmATGCTAww 
 
PScanChIP 
RSAT_peak-motifs 
7 4 105 ccGCAGCCss 
 
RSAT_peak-motifs 
8 1 24 Motif 24 
 
DREME 
MEME-CHIP 
RSAT_peak-motifs 
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9 1 25 Motif 25 
 
DREME 
MEME-CHIP 
PScanChIP 
RSAT_peak-motifs 
10 4 109 aaCAAAAACaa 
 
PScanChIP 
RSAT_peak-motifs 
 
 
Table C5. Five best matches for the 5th global and local significant motif. The best-matched 
motifs are listed in the order of similarity from highest to lowest. 
 
ID Motif Name Logo Best Matches (Highest to Lowest by Similarity) 
Logo Motif  Name 
102 ssCkGGYCCCsg 
 
 
csCCaGCTCCCgs 
 
cswGGGCCCwsg 
 
ccCCmCaCCCCcc 
 
hsCCAGGCCTGGsr 
 
cbCCAGCTCmyk 
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Table C5. Matching top 10 global significant motifs with the motifs in UniPROBE [93] database for mouse. The first best match 
in UniPROBE database for each global significant motif is included. Matching motif format, motif ID, and motif name are included. 
 
    UniPROBE Database Matching 
Motif 
ID 
Motif Name Motif Logo Motif Format Motif ID Motif Name Motif Logo Motif Format 
69 NKX3-1 
 
Reverse Complement UP00154 Dlx3 
 
Reverse Complement 
53 Motif 53 
 
Original Motif UP00026 Zscan4_secondary 
 
Reverse Complement 
25 Motif 25 
 
Original Motif UP00180 Hoxd13 
 
Reverse Complement 
24 Motif 24 
 
Original Motif UP00097 Mtf1_primary 
 
Reverse Complement 
54 Motif 54 
 
Reverse Complement UP00018 Irf4_primary 
 
Reverse Complement 
64 ARID3A 
 
Original Motif UP00212 Lhx5 
 
Original Motif 
6 Motif 6 
 
Original Motif UP00093 Klf7_primary 
 
Original Motif 
94 yrTCWCAAyr Reverse Complement UP00004 Sox14_secondary 
 
Reverse Complement 
55 Motif 55 
 
Original Motif UP00173 Hoxc13 
 
Reverse Complement 
96 mdAAcCAACG Reverse Complement UP00227 Duxl 
 
Reverse Complement 
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Table C6. Matching top 10 global and local significant motifs with motifs in UniPROBE [93] database for mouse. The first best 
match in UniPROBE database for each global and local significant motif is included. Matching motif format, motif ID, and motif 
name are included. 
 
    UniPROBE Database Matching 
Motif 
ID 
Motif Name Motif Logo Motif Format Motif ID Motif Name Motif Logo Motif Format 
69 NKX3-1 
 
Reverse Complement UP00154 Dlx3 
 
Reverse Complement 
94 yrTCWCAAyr 
 
Reverse Complement UP00004 Sox14_secondary 
 
Reverse Complement 
77 Sox5 
 
Reverse Complement UP00034 Sox7_primary Reverse Complement 
53 Motif 53 
 
Original Motif UP00026 Zscan4_secondary 
 
Reverse Complement 
102 ssCkGGYCCCsg Reverse Complement UP00033 Zfp410_secondary 
 
Reverse Complement 
95 rmATGCTAww 
 
Reverse Complement UP00035 Hic1_primary 
 
Reverse Complement 
105 ccGCAGCCss 
 
Reverse Complement UP00036 Myf6_secondary 
 
Reverse Complement 
24 Motif 24 
 
Original Motif UP00097 Mtf1_primary 
 
Reverse Complement 
25 Motif 25 
 
Original Motif UP00180 Hoxd13 
 
Reverse Complement 
109 aaCAAAAACaa 
 
Reverse Complement UP00025 Foxk1_secondary 
 
Reverse Complement 
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Figure C10. Motif tree for the global significant motifs and their best matches. The tree was 
generated by using a distance matrix consisting of the best similarity scores between motifs. 
Motif ID is concatenated with motif name at the label of the tree. 
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Figure C11. Motif tree for all motifs in the combined motif list. The tree was generated by 
using a distance matrix consisting of the best similarity scores between motifs. Motif ID is 
concatenated with motif name at the label of the tree.  
 
 
Algorithm 
The original algorithm [126] including the improvement in steps 4 and 5 is below. 
1. Combine motifs from multiple datasets with different formats into one list M 
Motifs and their reverse complements from n input datasets in different formats are converted to 
position specific probability matrices and combined into one list M. 
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2. Perform pair-wise comparisons on the entire list M 
Perform forward and backward comparisons on each pair of the matrices including their reverse 
complements in M. 
For each matrix pi (i from 1 to m) in M, perform forward and backward pair-wise comparisons 
on: 
v. pi with pi+1, pi+2, pi+3, ..., pm. 
vi. pi reverse complement with pi+1, pi+2, pi+3, ..., pm. 
vii. pi with pi+1 reverse complement, pi+2 reverse complement, pi+3 reverse complement, ..., pm 
reverse complement. 
viii. pi reverse complement with pi+1 reverse complement, pi+2 reverse complement, pi+3 reverse 
complement, ..., pm reverse complement. 
3. Calculate similarity score between two motifs 
The similarity score between two matrices in step (2) is calculated as follows. For each position 
in steps (2.i - 2.iv), for each pair of matrices (, ) in a pair-wise comparison: 
i. Calculate the absolute value of the difference between each pair of corresponding 
matrix elements ,and 	, in the overlapping window between two matrices  
and 	.  
ii. Calculate the average of the differences for each overlapping window between two 
matrices. The complement of this value is the similarity ,	 between two matrices at 
that overlapping window.  ,	 is calculated as follows. 
,	 = 1 − 1 ,	,
, , 	, 
where l is the number of elements in the overlapping window. Higher value of ,	 
indicates more similarity between two matrices at that overlapping window. 
iii. Apply similarity filter on ,	 by using the similarity cutoff t selected by the user. All ,	 values falling below this threshold are filtered out. 
iv. Calculate the distance Ds(i,i+1) between ,	 and the maximum of (s(i,i+1), s(i,i+2), s(i,i+3), 
..., s(i,m)). Smaller Ds(i,i+1) shows higher similarity between two matrices. 
v. Calculate the distance Do(i,i+1) between overlap window o(i,i+1) and the maximum 
overlapping window of (o(i,i+1), o(i,i+2), o(i,i+3), ..., o(i,m)). Smaller Do(i,i+1) shows longer 
overlapping between two matrices. 
vi. The similarity score Sim(i,i+1) between two matrices is the average of Ds(i,i+1) and Do(i,i+1). 
Smaller Sim(i,i+1) indicates higher similarity between two matrices. 
Steps (iv-vi) above balance out the scores s(i,i+1) for long overlapping windows and short 
overlapping windows between two matrices by taking the average of Ds(i,i+1) and Do(i,i+1) to 
derive the similarity score Sim(i,i+1). 
4. Identify and report top q global significant motifs with k best matches based on similarity 
score Sim(i,i+1) 
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To select the top q global significant motifs, the similarity scores Sim(i,i+1) between every pair of 
motifs in M are sorted in ascending order. The top q motifs with their k best matches in 
ascending order are selected using a similarity cutoff. 
5. Identify and report top q global and local significant motifs with k best matches based on 
similarity score Sim(i,i+1) 
The sorted list above is also used for selecting q global and local significant motifs. The top q 
motifs with their k best matches in ascending order are selected using a similarity cutoff. 
6. Identify and report k best matches for each motif in M using similarity score Sim(i,i+1) 
The best matches for each motif are identified by comparing each motif against other motifs in 
M. The motifs are reported in the order they are entered and combined in M. The top k best 
matches in ascending order for each motif are selected using a similarity cutoff. 
 
 
 
 
 
Figure C12. Current services as of this writing provided by AWS for the US East region 
[8]. Services are organized into different categories. 
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Application Server Stack 
Cloud-based applications often need a group of related resources to be created and managed 
altogether [10]. These resources include load balancers, application servers, and database 
servers. The group of resources is organized as a stack [10], as shown in Figure C13. Each layer 
can have as many virtual servers or instances as needed to handle the traffic or workload. The 
stack greatly facilitates the management of cloud-based applications. Each level in a stack can be 
managed independently and easily. The stack also provides flexibility for each level so instances 
can be added or removed to balance the traffic or workload. 
 
 
Figure C13. A simple application server stack [10]. The stack consists of three layers: load 
balancer, application server, and database server [10].  
 
 
 
AWS OpsWorks 
AWS provides OpsWorks, which is an application management service, to facilitate the 
deployment and management of various application types and sizes [10]. The cloud-based 
application can be deployed, accessed, and managed easily via a console Web interface on AWS 
OpsWorks. The interface allows defining the application’s architecture as well as specifying the 
components with package installation, software configuration, and resources [10]. This service 
also allows automating the application based on time or workload to scale it with a dynamic 
environment [10]. AWS OpsWorks employs Chef, an open source systems integration 
framework, to allow building and managing an application’s architecture and its life cycle via 
source code [26]. 
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AWS OpsWorks Stack 
Cloud-based applications deployed on AWS OpsWorks have an OpsWorks stack, which is an 
application server stack. An OpsWorks stack consists of three layers: an elastic load balancing 
layer, an application server layer, and an Amazon Relational Database Server (RDS) layer. An 
example of AWS OpsWorks stack is shown in Figure C14 [10]. The elastic load balancer can be 
HAProxy [45] to distribute incoming traffic uniformly across the application servers. The 
application server can be a static Web server, a PHP application server, a Java application server, 
and so on [10]. The role of an application server is to process the workload and deliver the 
content to the user. The database server can be MySQL database server to provide a back-end 
data storage for the application servers. Each layer on the stack can be expanded or shrunk by 
adding or removing instances to scale it with the traffic or workload. This feature is called 
horizontal scaling [10]. In addition, instances can be upgraded from low capacity instances to 
high capacity instances for handling heavy workload and they can be downgraded when the 
workload is reduced or no longer exist. This feature is called scaling up or down [10]. 
 
 
Figure C14. A basic application server stack with AWS OpsWorks [10]. The OpsWorks 
stack has three layers: the elastic load balancing layer contains the load balancer, the application 
server layer can have as many as application server instances, and Amazon Relational Database 
Server (RDS) layer includes Amazon RDS instance [10]. 
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Table C7. On-demand Linux instances with capacities and prices for the US East region 
[96]. Instances are listed by types including general purpose, compute optimized, GPU, memory 
optimized, and storage optimized [96]. 
Instance vCPU ECU Memory (GiB) Instance Storage (GB) Linux/UNIX Usage (per Hour) 
General Purpose - Current Generation 
t2.nano 1 Variable 0.5 EBS Only $0.0065 
t2.micro 1 Variable 1 EBS Only $0.013 
t2.small 1 Variable 2 EBS Only $0.026 
t2.medium 2 Variable 4 EBS Only $0.052 
t2.large 2 Variable 8 EBS Only $0.104 
m4.large 2 6.5 8 EBS Only $0.120 
m4.xlarge 4 13 16 EBS Only $0.239 
m4.2xlarge 8 26 32 EBS Only $0.479 
m4.4xlarge 16 53.5 64 EBS Only $0.958 
m4.10xlarge 40 124.5 160 EBS Only $2.394 
m3.medium 1 3 3.75 1 x 4 SSD $0.067 
m3.large 2 6.5 7.5 1 x 32 SSD $0.133 
m3.xlarge 4 13 15 2 x 40 SSD $0.266 
m3.2xlarge 8 26 30 2 x 80 SSD $0.532 
Compute Optimized - Current Generation 
c4.large 2 8 3.75 EBS Only $0.105 
c4.xlarge 4 16 7.5 EBS Only $0.209 
c4.2xlarge 8 31 15 EBS Only $0.419 
c4.4xlarge 16 62 30 EBS Only $0.838 
c4.8xlarge 36 132 60 EBS Only $1.675 
c3.large 2 7 3.75 2 x 16 SSD $0.105 
c3.xlarge 4 14 7.5 2 x 40 SSD $0.210 
c3.2xlarge 8 28 15 2 x 80 SSD $0.420 
c3.4xlarge 16 55 30 2 x 160 SSD $0.840 
c3.8xlarge 32 108 60 2 x 320 SSD $1.680 
GPU Instances - Current Generation 
g2.2xlarge 8 26 15 60 SSD $0.650 
g2.8xlarge 32 104 60 2 x 120 SSD $2.600 
Memory Optimized - Current Generation 
r3.large 2 6.5 15 1 x 32 SSD $0.166 
r3.xlarge 4 13 30.5 1 x 80 SSD $0.333 
r3.2xlarge 8 26 61 1 x 160 SSD $0.665 
r3.4xlarge 16 52 122 1 x 320 SSD $1.330 
r3.8xlarge 32 104 244 2 x 320 SSD $2.660 
Storage Optimized - Current Generation 
i2.xlarge 4 14 30.5 1 x 800 SSD $0.853 
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Instance vCPU ECU Memory (GiB) Instance Storage (GB) Linux/UNIX Usage (per Hour) 
i2.2xlarge 8 27 61 2 x 800 SSD $1.705 
i2.4xlarge 16 53 122 4 x 800 SSD $3.410 
i2.8xlarge 32 104 244 8 x 800 SSD $6.820 
d2.xlarge 4 14 30.5 3 x 2000 HDD $0.690 
d2.2xlarge 8 28 61 6 x 2000 HDD $1.380 
d2.4xlarge 16 56 122 12 x 2000 HDD $2.760 
d2.8xlarge 36 116 244 24 x 2000 HDD $5.520 
 
 
Amazon CloudWatch 
The Amazon CloudWatch is a service for monitoring cloud resources and applications via 
CloudWatch notifications [3]. It provides several different metrics for monitoring various 
resources and applications [3]. The users can set up alarms to manage resources automatically or 
to receive notifications so that they can quickly respond to different situations. 
 
 
Table C8. Runtimes for dataset groups 1-9 on different EC2 instance types. Dash (-) 
indicates the job was unable to complete. For groups 1-5, the input parameters include 10 
significant motifs, 10 best matches, ≥ 75% for similarity cutoff, and “All” for both output file 
type and output file format. Groups 6-7 have the same input parameters as in groups 1-5 except 
for the output file format is in HTML. Group 8 also has the same input parameters as in groups 
1-5 except for the output file format is in Text. Group 9 has the input parameters including 50 
significant motifs, 5 best matches, ≥ 85% for similarity cutoff, Global Only for output file type, 
and HTML for output file format. 
Instance Type vCPU Memory (GiB) Dataset Group Number of motifs Runtime (seconds) 
General Purpose 
m4.xlarge 4 16 Group 1 257 216.88 
Group 2 699 1013.71 
Group 3 769 1238.09 
Group 4 1000 1903.61 
Group 5 2000 - 
Group 6 3371 - 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
m4.2xlarge 8 32 Group 1 257 192.43 
Group 2 699 812.47 
Group 3 769 984.38 
Group 4 1000 1462.75 
Group 5 2000 5277.31 
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Group 6 3371 - 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
m4.4xlarge 16 64 Group 1 257 168.38 
Group 2 699 631.92 
Group 3 769 763.82 
Group 4 1000 1095.46 
Group 5 2000 3949.39 
Group 6 3371 13115.20 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
m4.10xlarge 40 160 Group 1 257 186.32 
Group 2 699 760.37 
Group 3 769 890.53 
Group 4 1000 1321.85 
Group 5 2000 4874.09 
Group 6 3371 15538.80 
Group 7 5672 49460.80 
Group 8 7168 - 
Group 9 20534 - 
Compute Optimized 
c4.2xlarge 8 15 Group 1 257 160.19 
Group 2 699 684.51 
Group 3 769 824.85 
Group 4 1000 1239.41 
Group 5 2000 - 
Group 6 3371 - 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
c4.4xlarge 16 30 Group 1 257 147.02 
Group 2 699 587.19 
Group 3 769 700.08 
Group 4 1000 990.29 
Group 5 2000 3598.57 
Group 6 3371 - 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
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c4.8xlarge 36 60 Group 1 257 161.47 
Group 2 699 671.20 
Group 3 769 783.62 
Group 4 1000 1169.09 
Group 5 2000 4272.80 
Group 6 3371 14195.30 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
Memory Optimized 
r3.xlarge 4 30.5 Group 1 257 225.98 
Group 2 699 1019.30 
Group 3 769 1227.74 
Group 4 1000 1905.32 
Group 5 2000 7038.44 
Group 6 3371 - 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
r3.2xlarge 8 61 Group 1 257 204.18 
Group 2 699 811.15 
Group 3 769 966.02 
Group 4 1000 1431.84 
Group 5 2000 5069.68 
Group 6 3371 15061.50 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
r3.4xlarge 16 122 Group 1 257 185.75 
Group 2 699 711.97 
Group 3 769 832.17 
Group 4 1000 1175.60 
Group 5 2000 3830.91 
Group 6 3371 12185.90 
Group 7 5672 - 
Group 8 7168 - 
Group 9 20534 - 
r3.8xlarge 32 244 Group 1 257 193.32 
Group 2 699 754.29 
Group 3 769 889.96 
Group 4 1000 1313.56 
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Group 5 2000 4614.31 
Group 6 3371 14591.00 
Group 7 5672 47754.40 
Group 8 7168 83279.20 
Group 9 20534 379929.00 
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Table C9. Top 10 global significant motifs for Group 1. Each motif is reported by multiple motif detection tools. A best match in 
UniPROBE [93] database for mouse is included for each motif. 
 
No. Dataset 
# 
Motif 
ID 
Motif  Name Logo UniProbe Database 
(Mouse) Match 
Tool Reported 
Motif  
1 2 166 Motif 166 
 
Irf3_secondary 
CisFinder 
DREME 
RSAT_peak-motifs 
2 2 157 Motif 157 
 
SP1 
CisFinder 
DREME 
PScanChIP 
3 5 244 ssCGCCsCCrCCCss 
 
SP1 CisFinder RSAT_peak-motifs 
4 3 172 Motif 172 
 
EWSR1-FLI1 
CisFinder 
DREME 
MEME-CHIP 
5 2 160 Motif 160 
 
Gata1 
CisFinder  
DREME 
RSAT_peak-motifs 
6 5 229 wwWAAAAAwa 
 
Srf_secondary CisFinder RSAT_peak-motifs 
7 3 171 Motif 171 
 
FOXO3 
CisFinder 
MEME-CHIP 
RSAT_peak-motifs 
8 3 173 Motif 173 
 
Eomes_secondary 
CisFinder 
MEME-CHIP 
 
9 4 183 ZEB1 
 
ZEB1 
CisFinder 
PScanChIP 
RSAT_peak-motifs 
10 2 169 169 
 
Vax1_3499.1 
CisFinder 
DREME 
PScanChIP 
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Appendix D 
 Support Materials for Chapter 5 
Motif Finders and Features 
MEME 
MEME possesses numerous features for discovering the motifs. The motif discovery mode 
currently provides three options including classic, discriminative, and differential enrichment 
modes. MEME accepts different input sequence types such as DNA, RNA, and protein. The site 
distribution feature provides three options for specifying the occurrences of the motifs. They 
include zero or one occurrence per sequence, one occurrence per sequence, and any number of 
repetitions. Other features that can be specified include the number of discovered motifs, the 
background model, motif length, the number of motif sites for each motif, searching direction for 
DNA and RNA strands, limiting the search to palindromes, and shuffling the sequences [17]. 
ChIPMunk 
ChIPMunk has numerous attributes for finding motifs. The Mode attribute allows specifying 
different types of input sequences such as basic sequences, sequences with prior reliability data, 
sequences with positional prior data, and single-stranded mode for RNA motif discovery. 
ChIPMunk can take input sequences in extended multifasta format. The Speed mode attribute 
provides a fast mode for quickly checking the data for putative pattern and a precise mode, 
which is a detailed analysis for providing more robust results. Like MEME, ChIPMunk also 
allows specifying the occurrences of motif per sequence such as one occurrence per sequence 
and zero or one occurrence per sequence. Other attributes include motif length, motif shape, and 
background model [66]. 
Weeder 
Weeder comprises several attributes for finding DNA motifs. These attributes include organism, 
motif length, searching direction for DNA strand, occurrences of motifs in the sequences, and 
highest scoring motifs of each run [98]. 
XXmotif 
XXmotif also has a wide-range of features for finding motifs. These features include input 
format, background model, occurrences of motifs per sequence, searching direction for DNA 
strand, order of background-model, similarity threshold for merging motifs/PWMs, types of seed 
patterns, number of gaps in seed, pseudocounts, number of sequences of alignments, and 
masking option for input set [77]. 
 
Statistics Used in Evaluation 
Tompa et al. measured the correctness of a tool T on a dataset D at both nucleotide level and at 
site level. At the nucleotide level, true positives (nTP), false negatives (nFN), false positive 
(nFP), and true negative (nTN) are defined as follows [124]. 
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• nTP: the number of nucleotide positions in both known sites and predicted sites. 
• nFN: the number of nucleotide positions in known sites but not in predicted sites. 
• nFP: the number of nucleotide positions not in known sites but in predicted sites. 
• nTN: the number of nucleotide positions in neither known sites nor predicted sites. 
At the site level, a predicted site is considered overlapping a known site if they overlap by at 
least one-quarter the length of the known site. Similarly, true positives (sTP), false negatives 
(sFN), and false positives (sFP) are also defined as follows [124].  
• sTP: the number of known sites overlapped by predicted sites. 
• sFN: the number of known sites not overlapped by predicted sites. 
• sFP: the number of predicted sites not overlapped by known sites. 
Further, at nucleotide level (x = n) or site level (x = s), six statistics used in this validation are 
defined as follows [124]. 
• Sensitivity: M
 = *1N*1N*OP	 
xSn gives the portion of known sites that are predicted. 
• Positive Predictive Value: MCCQ = *1N*1N*ON	 
xPPV gives the portion of predicted sites that are known. 
• Specificity: 
C = R1PR1PRON	 
 nSP gives the portion of nucleotides that are known neither in known sites nor in 
predicted sites. 
• Correlation Coefficient: 

88 = 
:C × 
:A	 − 
SA × 
SC	T
:C + 
SA	
:A + 
SC	
:C + 
SC	
:A + 
SA	 
nCC is the Pearson product-moment coefficient of correlation. It measures the correlation 
between two sets of positions, which are the known nucleotide positions and the 
predicted nucleotide positions. nCC has the value ranging from -1 for perfect no 
correlation to +1 for perfect correlation. If the predicted motifs exactly match with the 
known binding sites, then nCC would be +1. Otherwise, if each nucleotide position was 
predicted to be in the motif randomly and independently, then the expected value of nCC 
would be 0 for no correlation [124]. 
 
 
 
Table D1. Average statistics for ChIPMunk, MEME, Weeder, XXmotif, and MODSIDE on 
sixteen benchmark datasets. Four statistics at the nucleotide level are Sensitivity (nSn), 
Positive Predictive Value (nPPV), Specificity (nSp), and Correlation Coefficient (nCC). Two 
statistics at the site level are Sensitivity (sSn) and Positive Predictive Value (sPPV) [124]. 
 
Tool Name nSn nPPV nSp nCC sSn sPPV 
ChIPMunk 0.0291 0.1344 0.9943 0.0493 0.0490 0.1406 
MEME 0.0569 0.0776 0.3087 0.0633 0.0688 0.0875 
Weeder 0.1278 0.1406 0.9690 0.1038 0.2384 0.1254 
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XXMotif 0.0189 0.0580 0.2493 0.0320 0.0240 0.0625 
MODSIDE 0.1329 0.1798 0.9754 0.1285 0.2407 0.1714 
 
 
Table D2. Average statistics for MEME-ChIP, RSAT peak-motifs, and MODSIDE on 
sixteen benchmark datasets.  
Tool Name nSn nPPV nSp nCC sSn sPPV 
MEME-ChIP 0.0000 0.0000 0.0622 -0.0003 0.0000 0.0000 
RSAT peak-
motifs 0.1073 0.1628 0.9903 0.1150 0.1447 0.2066 
MODSIDE 0.1329 0.1798 0.9754 0.1285 0.2407 0.1714 
 
  
 
234
 
 
 
 
 
 
 
 
 
 
Figure D1. Performance comparison for four motif finders and MODSIDE on 
dataset hm01g. The selected global significant motif (best match for this 
dataset) from MODSIDE is Motif4 came from Weeder. 
Figure D2. Performance comparison for four motif finders and MODSIDE on 
dataset hm04g. The selected global significant motif (best match for this 
dataset) from MODSIDE is Motif3 came from Weeder. 
Figure D3. Performance comparison for ChIPMunk, Weeder, and MODSIDE 
on dataset hm08m. MEME and XXmotif did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif7 came from Weeder. 
Figure D4. Performance comparison for four motif finders and MODSIDE on 
dataset hm15g. The selected global significant motif (best match for this 
dataset) from MODSIDE is Motif7 came from Weeder. 
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Figure D5. Performance comparison for ChIPMunk, MEME, Weeder, and 
MODSIDE on dataset hm17g. XXmotif did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif5 came from MEME. 
Figure D6. Performance comparison for ChIPMunk, Weeder, and 
MODSIDE on dataset hm19g. MEME and XXmotif did not report any 
significant motif. The selected global significant motif (best match for this 
dataset) from MODSIDE is Motif7 came from Weeder. 
Figure D7. Performance comparison for ChIPMunk, Weeder, and MODSIDE 
on dataset hm22g. MEME and XXmotif did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif7 came from Weeder. 
Figure D8. Performance comparison for ChIPMunk, Weeder, and 
MODSIDE on dataset hm22m. MEME and XXmotif did not report any 
significant motif. The selected global significant motif (best match for this 
dataset) from MODSIDE is Motif5 came from Weeder. 
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Figure D9. Performance comparison for ChIPMunk, Weeder, and MODSIDE 
on dataset mus09g. MEME and XXmotif did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif6 came from Weeder. 
Figure D10. Performance comparison for ChIPMunk, MEME, Weeder, and 
MODSIDE on dataset mus10g. XXmotif did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif4 came from Weeder. 
Figure D11. Performance comparison for ChIPMunk, Weeder, and MODSIDE 
on dataset mus11m. MEME and XXmotif did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif1 came from Weeder. 
Figure D12. Performance comparison for ChIPMunk, Weeder, and 
MODSIDE on dataset yst01g. MEME and XXmotif did not report any 
significant motif. The selected global significant motif (best match for this 
dataset) from MODSIDE is Motif3 came from Weeder. 
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Figure D13. Performance comparison for ChIPMunk, Weeder, and MODSIDE 
on dataset yst02g. MEME and XXmotif did not report any significant motif. The 
selected global significant motif (best match for this dataset) from MODSIDE is 
Motif1 came from Weeder. 
Figure D14. Performance comparison for ChIPMunk, Weeder, and 
MODSIDE on dataset yst03m. MEME and XXmotif did not report any 
significant motif. The selected global significant motif (best match for this 
dataset) from MODSIDE is Motif1 came from Weeder. 
Figure D15. Performance comparison for ChIPMunk, Weeder, and MODSIDE 
on dataset yst06g. MEME and XXmotif did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif6 came from Weeder. 
Figure D16. Performance comparison for ChIPMunk, Weeder, XXmotif, and 
MODSIDE on dataset yst09g. MEME did not report any significant motif. 
The selected global significant motif (best match for this dataset) from 
MODSIDE is Motif6 came from Weeder. 
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Figure D17. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset hm01g. MEME-ChIP did not report any significant motif. 
Figure D18. Performance comparison for MEME-ChIP, RSAT peak-motifs, 
and MODSIDE on dataset hm04g. 
Figure D19. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset hm08m. MEME-ChIP did not report any significant motif. 
Figure D20. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset hm15g. MEME-ChIP did not report any significant motif. 
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Figure D21. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset hm17g. MEME-ChIP did not report any significant motif. 
Figure D22. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset hm19g. MEME-ChIP did not report any significant motif. 
Figure D23. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset hm22g. MEME-ChIP did not report any significant motif. 
Figure D24. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset hm22m. MEME-ChIP did not report any significant motif. 
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Figure D25. Performance comparison for RSAT peak-motifs and MODSIDE on 
dataset mus09g. MEME-ChIP did not report any significant motif. 
Figure D26. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset mus10g. MEME-ChIP did not report any significant motif. 
Figure D27. Performance comparison for RSAT peak-motifs and MODSIDE on 
dataset mus11m. MEME-ChIP did not report any significant motif. 
Figure D28. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset yst01g. MEME-ChIP did not report any significant motif. 
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Figure D29. Performance comparison for RSAT peak-motifs and MODSIDE on 
dataset yst02g. MEME-ChIP did not report any significant motif. 
Figure D30. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset yst03m. MEME-ChIP did not report any significant motif. 
Figure D31. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset yst06g. MEME-ChIP did not report any significant motif. 
Figure D32. Performance comparison for RSAT peak-motifs and MODSIDE 
on dataset yst09g. MEME-ChIP did not report any significant motif. 
