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HYPERGEOMETRIC FUNCTIONS 
III. l. Introduction 
The theory of hypergeometric functions to be developed in this chapter 
is essentially very similar to Riemann's theory on ordinary hypergeometric 
functions [ 1]. For the generalized hypergeometric functions we are 
studying, part of Riemann's program has been realized by E. Goursat [2]. 
In fact our theorem 3.2 generalizes a result of Goursat ( [2], II). The 
theorem in question contains a "global" characterization of hyper-
geometric functions. By this we mean a definition of the following kind: 
The functions are holomorphic outside a finite set of points, which are 
called singular points. The behaviour at the singular points is prescribed. 
In contrast with Riemann, Goursat does not calculate the monodromy 
group of the generalized hypergeometric functions from their global 
definition. This task will be accomplished in section 4 of ~he present 
chapter, in which it is treated as a special Riemann-Hilbert problem. 
For the general Riemann-Hilbert problem we refer to [8] and [9]. 
However, we do not assume the reader to be acquainted with this theory. 
Another important difference with Goursat's paper lies in the weaker 
conditions bn the exponents. In the present chapter we shall be able to 
obtain stronger results by means of the methods of chapter II. 
In section 3, we shall first deal with a somewhat simpler problem, 
viz. a global characterization of the solution space of a certain system of 
linear differential equations (3.3). This system is intimately connected 
with the hypergeometric differential equation, which will be deduced 
in the second part of section 3. 
Section 2 is a summary of definitions and theorems to be used in the 
subsequent sections. 
III. 2. Analytical preliminaries 
With a view to further references some well-known results from the 
theory of Riemann surfaces and analytical differential equations will be 
summarized here without proof. Moreover, we shall introduce notations 
and definitions to be used in the sequel. 
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A. As before, let Z be the complex number sphere. Let a, b and c 
be three different points of Z. One of them may be the point at infinity. 
In that case, however, some formulae in the present chapter need slight 
changes which will be left to the reader. 
We want to find the fundamental group J'l:l(Z'), where Z' =Z- {a, b, c}. 
(For homotopy theory we refer to [4], [5] or [6]). Let C be the circle 
through a, b and c. The sequence c, b, a induces an orientation on C. 
Let zo ¢ C be a point of Z such that C encircles zo in the positive direction. 
When the positive number 12 is smaller than all spherical distances of 
the pairs chosen from a, b, c, z0 , we consider circles Ca, Cb, Cc with radius 
te, which are positively oriented with respect to the centres at a, b and c, 
respectively. Let la be the shortest arc joining zo to any point of Ca, 
and define lb and lc similarly. Finally, define the composite paths 
/a, /b and /c by 
/a=laCala-1 , /b=lbCblb-1 , /c=lcCclc-1. 
Then fa, /b and fc are closed paths with end-points at zo, satisfying 
lcfb/ a= I. The homotopy classes off a, /b and /c (with respect to the point zo) 
will be denoted by £X,(3 andy, respectively. Then we have y(3£X= 1, and it can 
be proved that n1(Z') is the free group generated by £X and f3 ([5], S. 60). 
B. Let W denote the universal covering surface of Z', and p the 
projection of W onto Z' (cf. [5], [6]). At each point w of W we can 
consider p to be a local parameter. W is a simply connected Riemann 
surface. If a point Wo is chosen once and for all such that p(wo)=zo, then 
a germ of a function in z0 that can be continued analytically along 
every path on Z', defines a function on W by the monodromy theorem. 
For instance, in a neighbourhood of zo, we can define functions log (z-a), 
log (z-b), log (z-c) satisfying the above condition. The corresponding 
functions on W will be denoted log (w-a), log (w-b) and log (w-e), 
respectively. A covering transformation g; of W is a conformal mapping 
of W onto itself with p o g;=p. It is a well-known fact that n1(Z') can 
be regarded as the group of all covering transformations of W, and that 
this group acts transitively on the set of points over any point z E Z' 
(i.e. the set {wlw E W and p(w)=z}). 
C. When Sa is the interior of the circle Ca, and Sa'=Sa-{a}, then 
each component of p-1(Sa') is simply connected. This can be proved as 
follows: Let f be a closed path on the component in question. Then p(f) 
is a closed path on Z' and homotopic to the identity. On the other hand, 
p(f) is a closed path on Sa', whence homotopic to some integral power 
iXn of iX. If n would be different from 0, we would have found a non-trivial 
relation in n1(Z'). This is impossible. We may regard such a component 
ofp-1(Sa') as the universal covering surface of Sa'· When W1 and W2 
are components of p-1(Sa'), it follows from the transitivity of n1(Z') 
that an element g; E n1(Z') exists which maps w1 onto w2. 
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D. When m and n are positive integers we denote by Mmxn(W) the 
linear space (over the complex number field) of all matrices with m rows 
and n columns the elements of which are meromorphic functions on W. 
Instead of Mmxl(W), Mlxl(W) we shall write Mm(W) and M(W), respec-
tively. To each t5 E :11:1(Z') corresponds a linear mapping b* of Mmxn(W) 
onto itself, defined by (b* f) (w) = f(bw) for every f E Mmxn( W) and wE W. 
One easily verifies that (be)*= e* b* for every o, e E :7H(Z'), and that e* 
is the identity mapping, if e is the identity element of :n1(Z'). When V 
is a subspace of MmXn( W) which is invariant under o*' then the restriction 
of o* to v will also be denoted by o*. 
We shall also consider meromorphic differentials w on W and m x n 
matrices Q consisting of such differentials. Q will be called a meromorphic 
differential matrix on W. When o E :n1(Z'), and w is a meromorphic 
differential on W which is represented by g(z) dz (z=p(w)) in a neigh-
bourhood of w0 E W, then g(z) dz also represents a meromorphic differential 
in a neighbourhood of o-lw0 • This differential will be called o* w. Similarly 
we can define o* Q. Finally, when f E Mmxn(W), and similarly the mero-
morphic differential matrix Q on W, are invariant under all trans-
formations o*(o E :n1(Z')), it can easily be shown that meromorphic 
matrices /I and g on Z' exist such that f=/lop, f2=g(z)dz(z=p(w)). 
E. Next we consider the linear differential equation 
(3.1) dy = Qy, 
where f2=g(z)dz is a meromorphic differential n xn matrix on Z', and the 
unknown y is a column vector with n elements. Evidently, (3.1) can be 
written in the form of a system of n first order differential equations in 
the elements of the vector y. Instead of y we can also take an unknown 
n x n matrix Y in (3.1). 
A solution of the equation (3.1) is an element y of Mn(W) satisfying 
the equation. 
We shall use the following well-known result from the theory of 
differential equations ( [7], Chap. 3, § 7): When Z1 is a point of Z' and A 
is a non-singular constant n x n matrix, then there exists a neighbourhood 
U of z1 and a unique n x n matrix Y(z) which is holomorphic on U and 
satisfies (3.1) with Y(z1)=A. Moreover, det Y(z)#O at every point zEU. 
It easily follows from this theorem that if Y is a matrix defined in a 
neighbourhood of z0, such that Y(z) is holomorphic at zo, dY =f2Y on U 
and det Y(zo)#O, then Y can be continued analytically along every path 
on Z' (with initial-point z0). Hence, a holomorphic matrix Y(w) is defined 
on W (see B). The determinant of this matrix vanishes nowhere on W. 
Y(w) is called a fundamental matrix of solutions of the system (3.1). 
From the result mentioned above it is clear that o* Y = YT, where Tis a 
constant non-singular matrix. Hence, when V C Mn(W) is the n-dimen-
sional solution space of (3.1) the mapping o* induces an automorphism of V. 
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III. 3. Hypergeometric functions 
Let V be ann-dimensional subspace of Mm( W) satisfying the conditions: 
(A) V is mapped onto itself by b* for every b E n1(Z'). 
(B) The elements of V are of finite order at the points a, b and c. 
Then we can define exponents at the points a, b and c in the following 
way. Let W1 be a component of p-1(Sa') (section 2 C). Then the elements 
of V can be restricted to W 1 and these restrictions constitute an 
n-dimensional linear space v1. 
The theory of chapter II, section 2 can be applied to V1 . In this way 
exponents iXl, ... , iXn are found (iXb ... , iXn need not be different. Each 
exponent is written down as often as the multiplicity indicates). It follows 
from the transitivity of n1(Z') in connection with (A), that this definition 
does not depend on the choice of the component. Similarly we define 
exponents {31, ... , f3n at b and exponents y1, ... , Yn at c. We put 
(3.2) L =iX1 + ··· +<Xn+/31 + ··· +f3n+Y1 + ··· +yn. 
Next we introduce a new concept and state the first principal theorem 
of this section. 
Definition 3.1. Let V be an n-dimensional linear subspace of 
Mn( W). Then Vis called degenerate if there exists a matrix X E Mnxn( W) 
whose columns generate V, whereas det X vanishes identically on W. 
In the subsequent theorem we assume that n > 2 and <Xi+ f3n =F 0 for 
i, h= 1, ... , n. 
Theorem 3.1. Let V be ann-dimensional subspace (over the complex 
number field) of Mn(W) satisfying: 
(H1) The elements of V are holomorphic on W. 
(H2) V is non-degenerate. 
(H3) The elements of V are of finite order at a, b, c. 
(H4) b* is an automorphism of V for every b E n1(Z'). 
Then 
(H5) 
(H6) 
L is a non-positive integer. If, moreover, V satisfies 
L = 0 (this is the Riemann-relation, cf. [8], S. 242). 
The (n-1)-dimensional initial-value problem at c is solvable, 
then V is the solution space of a system of hypergeometric differential 
equations, which for z =F oo can be written as 
(3.3) dy =T-1 { A1 _ B1 + -A1+B1}Ty. dz z-a z-b z-c 
In this system T is a constant non-singular matrix and A1 and B1 are 
the matrices of formula (1.2), and the polynomials P(x) and Q(x) of 
formula (1.1) satisfy 
(3.4) 
~ P(x) =xn+p1xn-1 + ... +Pn= (X-iX1) ... (X-iXn), 
( Q(x) = xn+ q1xn-1 + ... + qn = (x+ /31) .. . (x + f3n), 
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where iXI, .•. , iXn are the exponents at a, and fh, ... , fJn are the exponents 
at b. Conversely, the solution space of the system of differential equations 
(3.3) satisfies the conditions (Hl)-(H6). 
Proof. Assume that (Hl)-(H4)hold. Let the columns of Y(w) EMnxn(W) 
generate V. Since V is non-degenerate, Y(w) has an inverse Y(w)-I, 
which is holomorphic on W possibly with the exception of poles. Now 
consider the meromorphic differential matrix Q on W, defined by 
(3.5) D= (dY(w)) Y(w)-I. 
If <5 IS an element of 7ti(Z'), then- by (H4)- a non-singular constant 
matrix D can be found such that 
<5* Y(w) = Y(w) D. 
It is obvious that b*(dY(w)) = (dY(w))D. Hence, Q is invariant under 
<5* and so, by section 2 E of the present chapter, Q is a meromorphic 
differential on Z'. By a well-known identity of Jacobi ([7], Ch. 1, theorem 
7.3) we have 
(3.6) w=TrQ=d log det Y(w). 
First we investigate tlie singularities of w at the points a, b and c. Using 
theorem 2.5, formula (2.8) we find 
(3.7) { iXI + ... +~Xn+k(a) ( ) } d w= +'!f!Z z 
z-a 
in a neighbourhood of a. Here, k(a) is the order-Of det U(z) at the point a. 
This is a non-negative integer, since U(z) is holomorphic in virtue of 
theorem 2.5 and det U(z) ¢. 0 by (H2). Further, '!f!(z) is holomorphic at 
z =a. At the points b and c expansions analogous to (3. 7) hold. The 
remaining singularities of w are at the points ZI = p( WI), where WI is any 
zero of det Y(w). A simple calculation shows that w has a first order 
pole at z1, where the residue of w equals the order of det Y(w) at WI, 
i.e. a positive integer. Thus we have proved that w is an abelian differential 
of the third kind on Z. Since the sum of the residues of w is equal to zero, 
we see that ~ is a non-positive integer. 
Next assume that ~ = 0. It is then evident from the above considerations 
that the only singularities of w are the points a, b and c, and that the 
numbers k(a), k(b) and k(c) are all equal to 0. This, however, means that 
det Y(w) vanishes nowhere on W, and that a, b and c are weak singular 
points of V (definition 2.3). Let us return to the differential matrix Q 
of formula (3.5). As det Y(w) has no zeros on W, Q is a holomorphic 
differential matrix on Z'. Next we consider the singularities of Q at the 
points a, b and c. By theorem 2.6 we have 
Q = {~ + A(z)}dz 
z-a 
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in a neighbourhood of z=a. A(z) is holomorphic at z=a. A is a constant 
matrix and the eigenvalues of A are £X1, ... , iXn. Similar results hold at 
the points b and c. Hence, 
e = Q - { ___:!__ + ~ + _Q_} dz 
z-a z-b z -c 
is holomorphic at all points of Z, possibly with the exception of the 
point =· Applying the residue theorem to 8 and noticing that Q is 
holomorphic at =, we find 
(3.8) 
Finally, assume that (H6) holds. From theorem 2.8 it is clear that rank 
0.;;; 1 in this case. By theorem 1.1 there exists a constant non-singular 
matrix T such that A =T-1A1T and B= -T-1B1T, where A 1 and B1 
are given by (1.2) and the constants p1, ... , Pn, q1, ... , qn by (3.4). 
Next we prove the last statement of theorem 3.1. 
Consider the system of differential equations (3.3), where A1 and B1 
have the eigenvalues iXl, ... , iXn and -{h, ... , -f3n, respectively and rank 
(-A1 +B1).;;;1. The properties (H1), (H2), (H4) follow from section 2 E 
of the present chapter. By theorem 2.7 the elements of the solution 
space V of (3.3) are of finite order at a, b and c and the points a, b and c 
are weak singularities of V. Hence, theorem 2.6 can be applied, and it 
follows that the exponents at these points are the eigenvalues of 
A 1, -B1 and -A1 +B1, respectively. The sum of these eigenvalues is 
equal to zero. This proves (H3) and (H5). Finally (H6) follows from the 
special case r= 1 of theorem 2.8. 
In the next theorem we assume that a= 0, b = = and c = 1. 
Theorem 3.2. Let V be an n-dimensional linear subspace of M(W) 
which satisfies : 
(HF1) The elements of V are holomorphic on W. 
(HF2) The elements of V are of finite order at 0, = and 1. 
(HF3) a* is an automorphism of V for every o E n1(Z'). 
Then I, the sum of the exponents at 0, = and 1, is an integer not 
exceeding !n(n-1). When V also satisfies 
(HF4) I= in(n-1), 
(HF5) The (n-1)-dimensional initial-value problem at 1 is solvable, 
then V its the solution space of the hypergeometric differential equation 
Conversely, the solution space V of the differential equation (3.9) is an 
n-dimensional subspace of M(W) which satisfies (HF1)-(HF5) (HF means 
hypergeometric function). 
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Remark. The equation (3.9) can be put in the form 
(3.10) ( 1-z)f}ny +(PI- zql)f}n-ly+ ... + (Pn -zqn)Y= 0, 
where Pb ... , Pn and q1, ... , qn are given by (3.4). 
Sometimes a third form of the hypergeometric differential equation is 
useful. Introducing LJkP(x) and LJkQ(x) the differences of the k-th order 
of the polynomials P(x) and Q(x) given by formula (3.4), we deduce 
from (3.10) the equivalent equation 
(3.11) 
Proof of theorem 3.2. Let V satisfy the conditions (HF1)-(HF3) 
and let {y1, ... , Yn} be a base of V. Consider the matrix 
(3.12) ( 
Yl·········Yn) f}yl f}yn 
Y(w) = B(y1, ... , Yn) = : ... · 
f}n-ly1 ••• f}n-lyn 
We first prove that det Y(w)- 0 on W would imply that a constant 
linear relation exists between y1, ... , Yn· This can be seen as follows: 
There exist positive integers i1, ... , ik < n such that B(yi1, •.. , Yik) does 
not vanish identically, whereas B(yil, ... , Yik, Yi) = 0 for all values of i. 
Hence, y1, ... , Yn is a set of solutions of the k-th order equation 
B(yil, ... , Yik, y) = 0. Since k < n, there exists a constant linear relation 
between Yb ... , Yn· This contradicts the fact that' {y1, ... , Yn} is a base of V. 
So det Y does not vanish identically, whence the space V1 generated 
by the columns of the matrix Y(w) is non-degenerate. Clearly, V1 satisfies 
the conditions (H1)-(H4) of the preceding theorem (where a=O, b=oo 
and c= 1). Now, part of the proof of that theorem can be repeated. We 
know that the differential matrix Q (cf. (3.5)) is meromorphic on Z'. 
From the special structure of Y(w) we derive that 
0 1 0 ...... 0 
. ·. 0 dz 
0 ............ 0 1 z 
-tn(z) ......... -t1(z) 
where t1(z), ... , tn(z) are meromorphic functions on Z'. In analogy to 
formula (3.7) we find 
{ iXl+ ... +iXn+k(O) ( )} d (I)= + 'ljJ z z, 
z 
where VJ(z) is holomorphic at 0 and iXI, ... , iXn are the exponents of V at 
the point 0. (In virtue of theorem 2.9 the exponents of V at 0 and those 
of V1 are equal. The same thing is true for the exponents at oo. The 
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situation at the point 1 is different). In the same way we find 
{ /h + ... + f3n + k( ex:>) ( ) } d w = +cpu u, 
u 
where u is a local parameter at= and where cp(u) is holomorphic at u= 0. 
Next we shall prove that 
(3.13) _ {Y1+ ... +yn-!n(n-1)+k(1) ( )}d w- 1 +X z z, z-
where Yb ... , Yn are the exponents at 1 of V and x(z) is holomorphic at 
the point l. When 
X(w) = ( ~: • • ";:) , rJ = (z-1)!, 
'r]n-1y1 'r]n-1yn 
we consider the linear space V2 generated by the columns of X(w). Then 
the exponents of v2 are equal to those of v (cf. theorem 2.9) and so we 
find by theorem 2.5 that det X(w) = (z -1)Yr+ ... +Yn lL(z), where lL(z) is holo-
morphic at z= l. Since we have the identities 
Y1·········Yn Y1·········Yn 
Y1' det y = zln<n-1) Yn' 
Y1 (n-1) ... Yn (n-1) 
Y1' 
, det X = (z- 1 )!n<n-1) Yn' 
we see that det Y =zln(n-1l(z-1)-ln(n-1) det X holds. From these results 
formula (3.13) follows at once. 
Then, by the arguments used in the proof of theorem 3.1, we can 
show that ! is an integer which does not exceed !n(n-1). Continuing 
the argument of theorem 3.1 we see that the additional assumption 
!=!n(n-1) implies that Q is a holomorphic differential on Z'. So we 
have proved that the elements of V satisfy the differential equation 
(3.14) {}ny + fi(z){}n-1y + ... + tn(z)y= 0, 
where t1, ... , tn are holomorphic functions on Z'. Now we apply theorem 
2.10 to the equation (3.12). We infer that ti(z) is holomorphic at 0 and 
ex:> (i= 1, ... , n). 
Next we prove that tt(z) has a pole with order <i at z=1 (1,;;;;;i,;;;;;n). 
Assume that the opposite is true. Let j be the smallest integer such that 
t1(z) has at z= 1 a pole with order >j. We can write the equation (3.14) 
in the equivalent form 
ndny n-1dn-1y, -'- -
z d + s1(z) z d 1 , ... , Bn(z) y- 0, zn zn-
where 
26 Series A 
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(Ail, ... , Aii are integers). It follows from our assumption that 8j(z) has 
a pole with order >j at z= 1. On account of theorem 2.10 this contradicts 
the fact that V is of finite order at z = 1. 
Assume that (HF5) holds. Then theorem 2.11 (with r= 1) can be 
applied to our equation (3.14), and it follows that ti(z) has at most a 
simple pole at 1. Therefore ti(z) has the form 
ti(z) = Ai + ,UiZ 
z-1 (i= 1, ... , n), 
where Ai and ,Ui are constants. These constants can be calculated from 
the exponents a1, ... ,an, fh, ... , f3n (cf. theorem 2.10), and then the 
equation (3.14) can be written in the form (3.10). 
Finally, we prove the second part of theorem 3.2. By the method of 
section 2 E we can prove (HF1) and (HF3). (HF2) follows from theorem 
2.10. The exponents at 0, =and 1 are a1, ... ,an; (31, ... , f3n; 0, 1, ... , n-2, 
n-1-(a1+ ... +f3n), as can be seen by applying theorem 2.10 formulae 
(2.22) and (2.23) to the singular points 0, = and 1, respectively. (As for 
the exponents at the point 1 one may start from equation (3.11) multiplied 
by (1-z)n-1, and then use formula (2.23)). Hence (HF4) holds. Finally, 
(HF5) can be proved by the special case r= 1 of theorem 2.11. 
Remark. The special assumption a=O, b== and c= 1 is not an 
essential restriction. For, if a, b and c are different points of Z, there 
exists a conformal mapping cp of Z onto itself such that cp(O)=a, cp(=)=b, 
cp(1)=c. Let V1 satisfy the conditions (HF1)::'(HF5), where 0, =, 1 are 
replaced by a, b and c, respectively. 
Then consider the space V = {! o cp If E V1}. It can easily be verified 
that V satisfies the conditions (HF1)-(HF5) of theorem 3.2. The converse 
is also true. When V satisfies the conditions (HF1)-(HF5) of theorem 3.2 
and V 1 = {f o cp-11 f E V}, then V 1 has the properties (HF1 )-(HF5) (where 
0, =, 1 are to be replaced by a, b, c, respectively). Therefore we may 
consider the space V 1 to be the solution space of a differential equation, 
which is obtained from (3.9) by the substitution u=cp(z). 
III. 4. A special Riemann-Hilbert problem 
In this section n is an integer > 2, and f(x) and g(x) are relatively 
prime polynomials of degree n. We assume that f(O)=!=O. We consider 
the problem of finding n-dimensional subspaces V of Mm( W) satisfying 
(RH means Riemann-Hilbert): 
(RH1) V is mapped onto itself by a* for every a E n1(Z'). 
(RH2) The linear transformation a* and (/3*)-1 of V have characteristic 
polynomials f(x) and g(x), respectively. There exists a subspace H, 
dim H;;.n-1, the elements of which are invariant under y*. 
(RH3) The elements of V are of finite order at a, b and c. 
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By theorem 1.2 transformations ex*, {3*, y* satisfying (RH21) are 
uniquely determined in the sense of that theorem. 
First we consider the case m = n. 
Theorem 3.3. Let complex numbers cx1, ... , iXn, {31, ... , f3n be deter-
mined such that e2"i"', ... , e2"i"n, and e- 2nifh, ... , e- 2nifin are the zeros of 
the polynomials f(x) and g(x), respectively. Then the solution space V 
of every system of hypergeometric differential equations (3.3) has the 
properties (RH 1 )-(RH3). 
Proof. As f(x) and g(x) are relatively prime, none of the numbers 
cxt+f31 (i,j=1, ... ,n) is an integer. So theorem 3.1 can be applied to 
the solution space V of the system (3.3). (RH1) and (RH3) follow from 
(H4) and (H3), respectively. From the theorems 2.6 and 2.7 we derive 
that the eigenvalues of ex* and {3* are e2"i"', ... , e2"'i"n and e2"ifJ,, ... , e2"if!n, 
respectively. So ex* and (fJ*)-1 have the characteristic polynomials f(x) 
and g(x). 
Now assume that A+ (1/2ni) log Do of theorem 2.6 has rank < 1. Then 
it follows that rank (D -1) < l. For, as A+ ( 1 f2ni) log Do consists of blocks 
along the diagonal corresponding to the different eigenvalues of A, at 
most one of those blocks may differ from 0. The block in question has 
the form (cf. theorem 2.6) 
(
.:x ...... o) ( e 1 ...... o ) 
. . 1 . . . . 
: . . : + -2....., log : ... > 1: , 
· ·. · nt · ·. 
O ...... .X O ......... e 
.X= [Re ex] and e = e2"i"', 
and the rank is less than or equal to 1. This leaves only two possibilities 
- 1 (0 0) 1 (1 1) 
(X + 2ni log e and 0 0 -+- 2ni log 0 1 . 
In the first case only one column or row of D -1 may differ from 0, as 
can be seen from the method by which Do was constructed from D 
(theorem 2.6). In the second case we see by the same theorem that 
D = D0, and so D has only one element 1 outside the diagonal. This leads 
also to the result rank (D -1) < 1. Applying this fact to the matrix 
- A1 + B1 of formula (3.3), we find that the elements of a subspace 
H of V with dim H > n- 1 are invariant under y*. Hence, (RH2) is also 
satisfied. 
Theorem 3.3 provides only one special solution of the Riemann-Hilbert 
problem. However, by the next theorem a survey of all solutions of the 
Riemann-Hilbert problem is obtained. The simple proof is left to the 
reader. 
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Theorem 3.4. Let the columns of xl and x2 E MnXn(W) generate 
spaces V1 and V2 which satisfy the conditions (RH1)-(RH3) (with m=n). 
Assume that vl is non-degenerate. Then there exists ann X n matrix R(z) 
of rational functions on Z, such that 
(3.15) X2(w) =R(p(w)) X1(w). 
Conversely, let R( z) be a non -singular n x n rna trix of rationalfunctions on Z. 
If the columns of xl E Mnxn(W) generate a space vl which satisfies the 
conditions (RH1)-(RH3) then the same thing holds for the space V2 
generated by the columns of x2 (defined by (3.15)). 
It is not difficult to see that by theorem 3.4 the case mi=n can be 
reduced to the case m = n. 
Finally, we notice that the matrix Y(w) of formula (3.12), where 
y1, ... , Yn are linearly independent solutions of equation (3.9), is a funda-
mental matrix for the hypergeometric differential system (in the case 
that a=O, b=oo, C= 1). It follows that the space generated by the 
columns of Y satisfies (RH1)-(RH3), where m=n. Hence, the solution 
space of the equation (3.9) solves the Riemann-Hilbert problem with m= l. 
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