Abstract. Let G = (V, E) be a graph with V = {1, 2, . . . , n}, in which we allow parallel edges but no loops, and let S + (G) be the set of all positive semi-definite n × n matrices A = [a i,j ] with a i,j = 0 if i = j and i and j are non-adjacent, a i,j = 0 if i = j and i and j are connected by exactly one edge, and a i,j ∈ R if i = j or i and j are connected by parallel edges. The maximum positive semi-definite nullity of G, denoted by M + (G), is the maximum nullity attained by any matrix
Introduction. Let A = [a i,j
] be a symmetric matrix in which some of the off-diagonal entries are prescribed to be zero and some of the off-diagonal entries are prescribed to be nonzero. Can we give a reasonable upper bound for the multiplicity of the smallest eigenvalue of A? Let us formulate this in a different way. Let G = (V, E) be a graph with vertex-set V = {1, 2, . . . , n}. All graphs in this paper are allowed to have parallel edges but no loops. Let S(G) be the set of all symmetric n × n matrices A = [a i,j ] with (i) a i,j = 0 if i = j and i and j are non-adjacent, (ii) a i,j = 0 if i = j and i and j are connected by exactly one edge, and (iii) a i,j ∈ R if i = j or i and j are connected by multiple edges.
Let S + (G) be the set of all positive semi-definite A ∈ S(G). It is clear how to adjust the definition of S + (G) for the case that the vertex-set of G is not of the form {1, 2, . . . , n} but a subset thereof. We denote for any matrix A the nullity of A by nul(A). What is the largest possible nullity attained by any A ∈ S + (G)? In other Although we state our results for graphs that may have parallel edges, it is easy to translate them to graphs without parallel edges. One way to do this is as follows: Let G be obtained from a graph G by removing all edges in the parallel class of an edge e, and let G be obtained from G by removing all edges but e in the parallel class of e. Then M + (G) = max{M + (G ), M + (G )}. Another way to translate results for graphs that may have parallel edges to graphs without parallel edges is stated in Lemma 2.11.
The outline of the paper is as follows. In the next section, we give formulas
, and two other graphs, if G has a 2-separation (G 1 , G 2 ). We do this for graphs in which we allow multiple edges as well as for graphs in which we do not allow multiple edges. As a corollary, we obtain that the graph G obtain from identifying a vertex in a graph G and a vertex in some tree satisfies M + (G ) = M + (G). In Section 3, we show that M + (G) − c G is invariant on the class of graphs that have the same cycle matroid. We also show that suspended trees G have M + (G) ≤ 2, from which we obtain the corollary that M + (G) − c G ≤ 2 if G has a cycle matroid isomorphic to the cycle matroid of a suspended tree.
2.
1-and 2-separations of graphs. Let (G 1 , G 2 ) be a (≤ 2)-separation of a graph G. In this section, we give formulas for M + (G) in terms of M + (G 1 ), M + (G 2 ), and, in case that (G 1 , G 2 ) is a 2-separation, the maximum positive semi-definite nullity of two other specified graphs.
The proofs of the following lemma and theorem are standard.
Let R and C be finite sets. An R × C matrix A = [a i,j ] is one whose set of row indices is R and set of column indices is C. An ordinary m × n matrix is then a {1, . . . , m} × {1, . . . , n} matrix. To obtain theorems similar to Theorem 2.2 for 1-and 2-separations, we will use the following lemma.
Lemma 2.3. Let V be a finite set and let
is positive definite and |S| is as large as possible.
)n i,i = 0 and |S∪{i}| > |S|, contradicting that we had chosen S such that |S| is as large as possible. Hence, n i,i = 0 
Proof. From Lemma 2.1 it follows that
yields a matrix that belongs to S + (G 1 ) and whose nullity is equal to From Theorems 2.4 and 2.6, we obtain: Theorem 2.7. Let G 1 be a graph and let T be a tree disjoint from
and at least one of i and j does not belong to 
This matrix operation is also called sub-direct sum of B and C; see [1] . The matrix A is positive semi-definite and belongs to S + (G). 
We show now that
For this, we must show that at least one of the following holds:
We use the following notation. For t = 1, 2, let S t = V t ∩ S, let
and let f t be the number of edges between r 1 and r 2 in G t . To shorten the remainder of the proof, we set, for t = 1, 2, q t = 0 if p t = 0 and q t = 1 if p t = 0.
For t = 1, 2, we define the symmetric
If q 1 + f 1 = 1 and
If q 1 + f 1 = 1 and q 2 + f 2 = 0, then one of the following holds: 1. p 1 = 0, p 2 = 0, there is exactly one edge between r 1 and r 2 in G 1 , and there are no edges between r 1 and r 2 in G 2 , or 2. p 1 = 0, p 2 = 0, and there are no edges between r 1 and r 2 in G 1 and in G 2 .
In the first case, p 1 + p 2 = 0 and there is exactly one edge between r 1 and r 2 in G.
In the second case, p 1 + p 2 = 0 and there are no edges between r 1 and r 2 in
The case with q 1 + f 1 = 0 and q 2 + f 2 = 1 is similar.
Corollary 2.9. Let (G 1 , G 2 ) be a 2-separation of a graph G, and let H 1 and H 2 be obtained from G 1 and G 2 , respectively, by adding an edge between the vertices of
We will use the following lemma in the proof of Lemma 2.11. 
Proof. By Whitney's 2-Isomorphism Theorem, G can be obtained from G by a sequence of vertex identifications, vertex cleavings, and twistings. To prove the theorem, it suffices to show the theorem for the case where G is obtained from G by one of these operations.
We assume first that the operation is vertex identification. Let G 1 and G 2 be vertex-disjoint graphs such that G is obtained from identifying u 1 of G 1 and u 2 of
The proof for vertex cleaving is similar.
We assume now that the operation is twisting. Let A suspended tree is a graph obtained from a tree T by adding a new vertex v and connecting this vertex to some of the vertices in T by edges, possibly by parallel edges. We call v a suspended vertex. Proof. We prove the lemma by induction on the number of vertices in G. By Theorem 2.7, we may assume that G is 2-connected. If G has at most three vertices, then clearly M + (G) ≤ 2. If G has more than three vertices, let (G 1 , G 2 ) be a 2-separation such that the suspended vertex belongs to V (G 1 ) ∩ V (G 2 ), and V (G 1 ) \ (V (G 1 ) ∩ V (G 2 )) = ∅, and V (G 2 ) \ (V (G 1 ) ∩ V (G 2 )) = ∅. Then G 1 and G 2 are suspended trees with fewer vertices, and so M + (G 1 ) ≤ 2 and M + (G 2 ) ≤ 2. Let H 1 and H 2 be obtained from G 1 and G 2 , respectively, by adding an additional edge between the vertices in V (G 1 ) ∩ V (G 2 ). Then H 1 and H 2 are suspended trees with
