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基于卷积神经网络的单色布匹瑕疵快速检测算法 
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摘  要: 针对布匹生产企业存在人工检测布匹瑕疵效率低、误检率、漏检率高的问题, 提出一种基于深度卷积神经
网络的单色布匹瑕疵检测算法. 首先由于布匹瑕疵的数据规模远小于大型深度卷积神经网络的数据规模, 如果采用
大型卷积神经网络, 计算量大且容易导致过拟合, 因此设计了浅层的卷积神经网络结构; 然后提出双网络并行的模
型训练方法, 用一个大网络指导小网络的训练过程, 提高模型的训练效果; 最后为了使得深度卷积神经网络模型脱
离 GPU 的限制, 能够在普通电脑、移动设备、嵌入式设备中高速运行, 且保证模型检测精度, 提出结合特征图优化
卷积核参数的模型压缩算法. 实验结果表明该算法可实现高准确率、高检测速度, 在 PC 机的 CPU 模式下, 检测速度
为 135 m/min, 准确率可达到 96.99%. 
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A Fast Monochromatic Fabric Defect Fast Detection Method Based on Convolu-
tional Neural Network 
Wu Zhiyang1), Zhuo Yong1)*, Li Jun1), Feng Yongjian1), Han Bingbing2), and Liao Shenghui1) 
1) (College of Aerospace Engineering, Xiamen University, Xiamen  361102) 
2) (College of Software Engineering, Xiamen University, Xiamen  361005) 
Abstract: Low efficiency, high false detection rate and high loss of manual fabric defect detection are problems 
lying in fabric manufacturing enterprises. Taking the problems as a starting point, this paper proposes a mono-
chromatic fabric defect detection algorithm based on deep convolutional neural networks. Firstly, as the data scale 
of fabric defect is far smaller than that of large deep convolutional neural networks, it not only requires a large 
amount of calculation but is also likely to results in overfitting if large convolutional neural networks are adopted. 
Thus, we adopt shallow convolutional neural networks. Then, we propose a double network parallel model train-
ing method. The training process of using a large network to instruct a small network improves the training effect 
of the model. Finally, in an effort to make the deep convolutional neural network model release from GPU, to 
make it operate on computers, mobile and embedded devices at high speed, and to guarantee its detection accu-
racy, we propose a model compression algorithm combining optimization of convolution kernel parameters by 
feature maps. The results indicated that this fabric defect detection algorithm achieved high accuracy and high 
detection speed. In the mode of CPU on personal computers, its detection speed reaches 135 meters per minute 
and its accuracy reaches 96.99%. 
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???????????, CNN ???????
???????. ???????????? CNN
??: 2012 ?? AlexNet[7], 2014 ?? VGGNet[8], 
2015 ?? ResNet[9], 2016 ?? DenseNet[10]. CNN
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2  双网络并行训练结构 
???????????????? 2 ??, 
????? ReLU?? LRN?; AlexNet????
?????????, ? 5? C, 3? P, 3? FC, 1
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表 1  本文模型 CNN 设计 
???? ?? ?? ?? 
??? ???   
Conv_1 C 90/5×5 2 
ReLU_1 ???   
Pooling_1 P 2×2 2 
Conv_2 C 90/1×1 1 
ReLU_2 ???   
Conv_3 C 200/3×3 1 
ReLU_3 ???   
Pooling_2 P 3×3 2 
Pooling_3 P 4×4 2 
FC FC 8  
Conv_4 C 256/7×7 1 
Softmax ?????   
 
crossL ? OurNet? AlexNet????????




1= [ log (1 ) log(1 )]
N
i i i i
i
L t s t
N
s       (3) 
??, N=256×6×6, t? AlexNet????? P??
???????; s???????? Conv_4??
????????.  
??????? , AlexNet ???????
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??????; ??????????????.  
(2) ????????????, ?????
??????????????????????
????, ??, ??????? Conv_1, Conv_2
????????? 90, ??????? Conv_3
?????? 200. 







? OurNet ????????????????, 
???????????? , ????????
???.  
3  模型压缩算法 
?????????? : ????????
??????; ??????????, ????
????. ???????????? CNN ??
????? PC 机??????????????
???, ?????.  
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1( , ; ) arg min || ( ) ( ) ||2 n w b mJ w b x x xФ Ф      
(5) 
???(4), ??? SmallNet? 1 ???????, 
??????? i???????????. ??, 
x??? i??????, Фm?????????, 




??Фm??, ???? 3?Фn?Фm????. ?
?, SmallNet??? 100????????. 
Step4. ???? Step2~Step3, ????????
???. 
Step5. ??????????, ?? Step1~Step4, 
???????????. 
Step6. ????????????? fine-tuning. 
4  实验结果与分析 
4.1  建立布匹瑕疵样本库 






???????????, ? 7 ????????
?????????????, ?? 4??.  
 
 
a. ??      b. ??    c. ?????    d. ?? 
 
 e. ??      f. ??       g. ??       h. ?? 
? 4  ???? 
 
??????????????? 2048×4096, 
????????? 90 cm×45 cm, ??????
3? 6?, ? 18???, ???????????
???? , ????????????????
???????, ?????? 2 000 ???, ?
?????? 100×100 ??? 227×227 ?? 2 ?
??.  
4.2  双网络并行训练与结果对比 
??????? 64 ?? Linux ?????
NVIDIA GTX Geforce 1080 GPU?????, ??
??????? PC??; ??Windows 10, Inter(R) 
i5-4570 3.2 GHz CPU, 4 GB ??; ??????
caffe, ????? https://github.com/BVLC/caffe, 
????? Python 2.7???Matlab2014b??.  
???????????????????
??????? 70%, 20%, 10%????????
???????. ???????? 10 ?, ??
??????????????: ??????
??? 128???????? 0.000 1??????







??: ??? OurNet ????, ???????
AlexNet ????????. ??, ?(1)????





???????, ????, ? =0.23 ?, ??
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??????, ???? 2 ??. ??, ????
????????????(????? 1)???
??, ??????????????(????




? 6  ??????????? 
 
    表 2  不同训练方式得到的模型识别准确率对比 %
???? ?? ?? ????? ?? ?? ?? ?? 
?? 99.2(86.1) 97.2(86.7) 95.2(77.9) 100.0(87.7) 98.3(81.2) 99.3(84.4) 97.5(86.2) 
?? 99.3(86.5) 98.9(88.2) 98.3(76.2) 99.2(76.4) 96.2(90.1) 98.2(76.5) 100.0(88.1) 
?? 98.5(72.2) 98.2(76.1) 96.0(65.9) 98.7(83.2) 99.2(86.2) 97.2(75.2) 98.2(76.6) 
??? 98.1(90.2) 98.2(66.3) 98.2(76.8) 99.3(81.9) 96.8(88.3) 98.2(66.7) 96.7(66.9) 
??? 99.2(88.4) 97.5(86.3) 98.4(80.2) 100.0(86.7) 97.6(66.7) 98.9(83.2) 98.2(68.7) 
??? 99.1(86.2) 99.2(74.2) 95.1(83.5) 97.9(87.5) 100.0(76.2) 97.6(87.2) 99.5(76.3) 
??? 100.0(81.6) 99.1(78.6) 96.2(76.7) 98.2(88.6) 96.2(70.5) 99.4(91.2) 99.2(86.5) 
??? 98.5(86.2) 98.7(79.4) 98.2(76.1) 98.3(90.1) 95.9(91.2) 99.2(86.7) 98.7(72.2) 
??? 98.6(88.2) 99.0(86.2) 98.7(85.2) 99.1(83.8) 96.2(86.4) 99.0(80.2) 97.2(81.2) 
 
??, ????? CNN ?????????
??? SVM????, SVM???? LibSVM[19], 
????? RBF(radial basis function), ? 
2( , ) exp( | | ).K u v u v    
????????????????? : ?
???? 141.2, ?????? 3??; ??, ??
???????????? , ????????
???????. ????, ????? SVM ?
??????????????????.  
 
表 3  本文算法与 SVM 算法识别准确率对比 %
???? ???? SVM?? 
?? 99.3 73.7 
?? 99.1 76.8 
????? 98.8 65.7 
?? 99.1 81.5 
?? 98.7 67.6 
?? 99.0 63.8 
?? 99.2 70.1 
 




???? Weight sum ?? [16], ?????




第 4.2 ?)?????(Android)???? 6 ???
????????????????? , ???
?????????????????, ??, ?
??????? Android5.0???2.2 GHz CPU.  
????????????????? , ?
???????(10%~60%)????? 6 ? CNN
??, ?????????????; ?????
??????, ???????? 6 ???. ??
??????? 4??.  
???? , ??????????????
1 MB, ????????? PC????????
???; ??????, ????? PC ????
????, ??????????, ??????
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????. ?????????? 60%(????
C ? 60%???)???????, ??, ???
???????????? 50%. ??: ????
?????, ?? CNN ???????????
????, ??????? C ????????
?, ??????, ?????????????




?. ????, ?????????, ?????
?????????? , ??????????
??????????, ? 2?????????
???????????, ????? 10%?, ?
????????? 10.73%; ???? 60%? , 
????? 26.30%.  
 








??/KB CPU Android 1 2 
10 169.71 706 20.95 28.30 99.28 85.55 
20 150.84 574 19.52 26.01 98.53 83.37 
30 132.00 456 17.02 23.59 97.33 79.13 
40 113.13 352 14.68 21.23 96.98 73.69 
50 94.27 260 11.24 18.69 96.22 71.09 
60 75.43 182 9.83 16.82 85.99 59.69 
 
??????????????, ? APoZ[17], 
Thinet[18]?????????????????
???????????????, ???? 5?
?. ??, Weight sum+????????: ??
Weight sum ?????????, ??????
??????????; ??????????
?. ????, ????(Weight sum+?????  
 




sum APoZ Thinet Weight  
sum APoZ Thinet
10 98.33 98.14 99.13 99.28 98.88 99.26
20 97.25 97.02 97.75 98.53 98.42 98.62
30 96.57 95.24 97.42 97.33 97.15 97.95
40 94.65 94.11 97.20 96.98 96.32 97.43
50 93.32 93.11 95.53 96.22 96.15 96.99





?, ????? Weight sum+?????????
50%?, ??????? 0.77%??. ?????
?, ?? Weight sum+???????????.  
4.4  模型压缩算法结果分析 





??????. ?????????, ??, ??
?????????????????????
??????????, ??? ReLU?????, 
??????????? 0, ?????????
????? 0, ??????. ??, ?????
?????????????.  
(2) ?? 5????, ?? Weight sum, ApoZ
? Thinet? 3???, ? 2??????????
????????????; ? Thinet ????
???????????? , ????????







4.5  布匹检测速度测试 
??????????????? 4096×2048, 
????????? 0.9 m×0.45 m, ??????
???? 15 cm?, ?????? 3? 6?? 18?
??, ????????????? 15 cm×15 cm, 
?? 7??.  




? 7  ??????? 
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? 11.24 ms, ? 18?????????? 11.24 ms× 
18 = 202 ms, ???????? 0.45 m. ??? , 
1 min ????(60/0.202)×0.45 m = 135 m. ???
?? , ??????????????????
?, ???????? 130~133 m/min ???, ?
?????????????????????
??????. ????????????? 6~7
?, ???????布匹检验.  
5  结  语 
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