In this work we present a very efficient way of solving a spinor version of a time-dependent Gross-Pitaevskii equation (GP). The method we use is a modification of the well known Split Operator Method (SOM) -applied to the case of F = 1 spinor Bose-Einstein condensates. We focus here on F = 1 case for an educational purpose only -the extension to higher values of F is straightforward. Our extension of the SOM to the spinor version has many advantages: it is fast, stable, and keeps constant all the physical constraints (constants of motion) at very high level.
Introduction
The first dilute atomic Bose-Einstein condensates (BEC) were realized experimentally in 1995 by the groups of: E. Cornell and C. Wieman [1] for rubidium, W. Ketterle [2] for sodium, and R. Hulet [3] for lithium atoms. In these experiments, magnetic moments (associated with the electrons' and nucleus' spins) of very low energy atoms followed the external trapping magnetic field. Because of spin-spin interactions the projection of magnetic moments can change and thus atoms are no longer kept by the magnetic trap and they escape, so eventually only one component gas remains trapped (with frozen spin degree of freedom), and is described by the scalar wave function [4] .
After experiments with optical traps the atoms' spin degree of freedom is not constrained to a single component only [5] what allows to study a spin dynamics due to interactions. But in this case the condensate wave function is no longer a single scalar function. It has now 2F + 1 components describing condensates of atoms of all possible spin projections of the total atom spin F. Such a system is known as a spinor condensate [7] . In this work we show a method for a simulation of the dynamics of spinor condensates.
The paper is organized as follows. In section 2 we introduce the GP equation for the scalar condensate and extend it to a spinor BEC. In the next section we rewrite the GP equation in dimensionless form. In section 4 we briefly describe a well known version of SOM for the case of a single GP equation. Next, we generalize this method to the spinor case (sections 5 and 6) and study its performance, in particular a conservation of constants of motion (section 7). We conclude in section 8.
Description of a condensate -from the second quantization to the mean-field approximation
We start with the Heisenberg equation of motion written in the second quantization formalism
whereψ(r) is a bosonic field operator, which annihilates an atom at position r. The single-particle HamiltionianĤ 0 describes the contribution from the kinetic and potential energies and equalŝ
where m is a mass of an atom, V trap = 1 2 mω 2 (x 2 + y 2 + z 2 ) is a trapping potential (without any loss of generality we assume here a spherically-symmetric trap).Ĥ c is the Hamiltonian related to the contact interactions which for a scalar condensate equalsĤ c = gψ † (r)ψ(r)
with the constant g = 4π 2 a s /m characterizing the atom-atom interaction (a s is the scattering length -the parameter which is sufficient to describe the low temperature collisions [4] ).
In the case of a condensate of F = 1 atoms one has the spinor field operator 1 Repeated indicies should be summed. 2 we use standard definition of F = (F x , F y , F z ) with
The equation of motion in a matrix form looks as follows
Unfortunately, we can not solve the above set of equations because of their operator character. One needs additional approximations. From now on we will totally neglect the quantum fluctuations and make the following substitution for the field operatorsψ(r) (andψ
where ψ(r) is a complex function which we often call an order parameter [4] . Obviously, this is only an approximation. 3 Nevertheless this kind of treatment is justified [9] and agrees well with many experiments [14] . In the case of a spinor condensate we have (ψ 1 (r),ψ 0 (r),ψ −1 (r))
where ψ i (r), i = 1, 0, −1 are complex wave functions. The Heisenberg equation (1) with an additional condition (9) leads us to the well known Gross-Pitaevskii equation
It is worth to notice that the above equation has the form of the Schrödinger equation with an additional non-linear term g|ψ(r)| 2 which takes into account the mean field energy due to interactions with between bosons. For the spinor condensates one can obtain
Before we start to explain how to solve Eqs. (12) or (13) numerically, let us first introduce dimensionless units.
Dimensionless formulation
We use the oscillatory units. We define a unit of time as τ = 1/ω and a unit of length as α = mω which is the characteristic length scale for the harmonic oscillator. Also we define the unit of energy as E = ω. With the help of these units we rewrite Eq. (12) as
where the coupling constant g is now expressed in units of Eα 3 . For the spinor case one has
where
Having formulated equations of interest in a dimensionless version, we can start to explain how to integrate them numerically.
Split Operator method -a scalar version
In this section we present SOM for a scalar order parameter [11, 12, 13] . Advanced readers might skip this section and move directly to the next one, where we introduce our extension.
Our goal is to find ψ(t) satisfying (14) with the initial condition at t = 0 given by ψ(0). To this end we divide the time t into N intervals ∆t such that t = N∆t. Then, assuming that ∆t is small, we can write (with the first order of accuracy in ∆t)
where H(t) is the right hand-side operator from (14) . In particular one has
Using e A+B ≈ e A e B from the Baker-Hausdorff theorem 4 we obtain
The above approximation is getting justified when ∆t ≪ 1 (because commutator of the A and B operators appearing in the Baker-Hausdorff theorem is ∆t-dependent, giving (∆t) 2 dependency in total). We split a single time-step ∆t evolution (19) into two steps: first, we define an auxiliary function which we transform to the k-space (using the Fourier transform) first
and then we evaluate the expression:
In k-space it becomes a simple multiplication:
Doing this, we have computed the order parameter at time t + ∆t, but it is still in momentum space. So, the last step is to return to the coordinate space (with the help of the inverse Fourier transform)
It is worth to notice that we utilized the Fourier transforms to compute the evolution driven by the 'kinetic part' of the Hamiltonian -by doing so we got much better estimation of the Laplace operator than the estimation given by other many-point numerical schemes. That is why the SOM is a very accurate method for solving differential equations of a type of Eq. (14).
Split Operator method -a spinor version
In this section we introduce our extension to the SOM. For F = 1 atoms the order parameter ψ consists of three components ψ = (ψ + , ψ 0 , ψ − ) which satisfies the equation similar to the Eq. (14) i ∂ ∂t
Here by V(r, t) we denoted the sum of the trapping potential and the term appearing in the right-hand side of Eq. (15) describing the interactions between atoms. Then we use the scheme described in the previous section and obtain
Again, we introduce an auxiliary function ψ 1 (this time as a 3-component vector), which we are going to transform to the momentum space. But first we need a careful treatment of a 'potential term' exp [−i∆tV(r, t)] since V(r, t) is a matrix. The evolution in the position space requires calculation of the following expression:
To calculate (26) we bring the V(r, t) matrix to the diagonal form:
which, after utilizing the expression exp x = n x n n! , gives
The above expansion greatly simplifies after applying V n = PD n P −1 formula. One gets
Next we can collect terms with D n back to the exponential form
One can see now that we converted a problem of calculating (26) to calculation of the exponential function of a D matrix which is diagonal. So, we have
The idea of calculating (26) by diagonalizing V(r, t) is the essence of our extension of the original SOM 5 . A reader can think about (31) as a result of taking infinite terms in the Taylor expansion of the evolution operator
Utilizing (31) allows to overcome many problems: 1) we do not need to worry about the number of terms one should use to calculate right-hand side of (32) to achieve a good enough accuracy, and 2) diagonalization of small matrices (3 × 3 for F = 1 atoms or 7 × 7 for F = 3 atoms, like 52 Cr atoms) is significantly more efficient than calculating the right-hand side of (32), even assuming that only a few terms are taken into account.
Once we successfully calculated the evolution due to the potential part of the Hamiltonian, we can follow remaining SOM steps as described in the previous section: first we use (31) to calculate an auxiliary spinor function
Next we move to the k-space with ψ 1ψ
in order to calculate the evolution according to the kinetic energy part in the Hamiltoniañ
Finally we come back to the coordinate space
This sequence of steps propagates the initial wavefunction over the time interval ∆t: ψ(t) → ψ(t + ∆t). It is clear from the above scheme, that SOM in a spinor version requires diagonalization of a 3 × 3 matrix at every spatial point on the grid and 3 × 2 = 6 Fourier transforms -a pair of forward and backward ones for each component of ψ i (here i goes from 1 to 3, because we deal with F = 1 atoms). We will discuss this in the next section, where we are going to present an algorithm with all the details included.
Algorithm
In this section we present a detailed algorithm of a time evolution of a vector ψ. We start at t = 0 with ψ(t = 0) and compute ψ(t = t f in ) at the final time t = t f in . To do this, we split time into N equal intervals ∆t (later we will discuss the proper discretization, i.e. the optimal choice of N). Next, for each time step ∆t one has to do the following 1. Compute the V(r, t) matrix on the whole grid (24), using the definitions (16) of H c and a given trapping potential and store it a temporary array. 2. For each point of the grid (a) build a temporary A 3x3 matrix out of the matrix V(r, t), (b) diagonalize the A 3x3 matrix, saving its eigenvectors and eigenvalues, (c) build matrices P and P † from the eigenvectors, which we need to calculate (31), (d) transform the spinor to the basis in which A 3x3 is diagonal, i.e. multiply ψ = (ψ + , ψ 0 , ψ − )
T by the P † as the first step to calculate (31), (e) perform ψ i := ψ i exp(−iλ i ∆t), Eq. (31), (f) multiply the last result by P in a matrix way, i.e. return to the original basis. That ends the (31) for a given grid point. Building of P (and P −1 ) in the step (2c) requires a bit of care -it is important to use proper ordering of components returned by a particular diagonalization procedure used. We have checked that analytical diagonalization is hard to implement even for a F = 1 atoms system 6 , and almost impossible for higher values of F. Thus it is better to use numerical procedures based on rotations algorithms. We use routines from lapack (eispack) packages (like zheev or ch) which are fast and give a good accuracy.
One can easily apply parallelization in order to speed up the algorithm. We focus on OpenMP technique [18], since it is very easy to implement here and extremely efficient on modern computers, which typically offer 6-30 cores on a single machine [19] . In particular, the first and the second steps should be done for every point on a grid, but each point could be calculated independently. That makes them an excellent candidates to apply OpenMP parallelizatoin. The last step involves the Discrete Fourier Transform routine and thus strictly depends on a grid size. Parallelization in this case is less efficient than in two previous steps [20] , but one can compute the Discrete Fourier Transform for a given Zeeman component on a separate core [21] of the processor. We will return to optimization issues at the end of the next section.
Accuracy tests
We will present accuracy tests for real time propagation only, having already calculated the initial state by the imaginary-time propagation technique [16] applied to our extension to the SOM. We focus on real time propagation because the GP-equation (15) conserves the energy
the total norm
with N i = |ψ i (r)| 2 d 3 r (i = +, 0, −), and the magnetization
The expressions (37), (38) and (39) are not any constraints for imaginary time-evolution, since both the norm and the energy decreases monotonically in every step of imaginary-time evolution till the steady state is reached [16] . Therefore after a single step of computations the wavefunction is normalized.
To test the conservation of the constants of motion (37-39) we chose a system of 3 × 10 4 87 Rb atoms, with a 0 = 5.387 nm and a 2 = 5.313 nm (according to Ref. [22] ) as a contact interaction parameters, confined in a pancake trap (ω x = ω y = 2π × 100 Hz, ω z = 2π × 2000 Hz). We start with all the atoms in m F = 0 component and monitor the evolution of the system. Since the contact interactions (6) allow for the transfer of atoms from the initial state to the m F = ±1 states, one could expect the appearance of the spin dynamics. This dynamics was already investigated in [23] but here we will focus mainly on the numerical properties, refereeing the reader to Ref. [23] for a deeper understanding of the physical background. We performed fully 3D simulations on a Cartesian grid of 2 5 2 5 2 4 points, with the spatial steps equal to ∆x = ∆y = 0.6, ∆z = 0.1 in oscillatory units (we have chosen ω x as a unit of energy, thus the oscillatory unit of length equals α = 1.07961µm). Fig. 1 shows the conservation of total energy of a spin-1 gas for different time steps ∆t.
It is not surprising that the biggest time step leads to the worst conservation of energy -left panel of Fig. 1 . Because ∆t plays crucial role in the SOM (compare ∆t dependence of commutators in the Baker-Hausdorff theorem (4)) we expected this behavior. Even in the worst case presented here the energy is preserved with accuracy better than 0.1%, which is acceptable in many simulations. It is worth to notice that going into smaller ∆t (for example decreasing it by a factor of 2) is enough to significantly improve accuracy (by a factor of 2). Decreasing ∆t even more gives even better conservation of (37). It is important that we can easily control the accuracy by modifying ∆t. Fig. 1 shows a few interesting features: 1) conservation of the total energy starts to be worse at particular time (t ≈ 280τ), and 2) we note an almost linear behavior of E /E 0 curves -so one might be worried about conservation of the energy for longer evolution time (t > 600τ). To clarify the second issue we would like to remind the reader that we are dealing with ultracold atoms and that the typical lifetime of the condensate is of the order of a few seconds [4, 9, 10] . That is why there is no need to continue the evolution more than here (1 s). Let us note however, that extending the total time by a factor of 5 (up to 5 seconds, which is a large evolution time from the point of view of real experiments) we get the total energy conserved with 1% accuracy (for ∆t = 0.0005τ) or even better -with 0.5% accuracy (in case of ∆t = 0.00025τ). That gives us an excellent level of conservation of the total energy, and moreover -we can control it by a proper choice of ∆t. We will address the first feature mentioned in this paragraph later on in this section, after discussion of the conservation of the second constant of motion.
Another quantity that we want to monitor is the total norm defined as N tot = N 0 + N − + N + . We present the conservation of the norm on the left panel in Fig. 2 . Similarly to the conservation of the total energy, here also we can see ∆t dependence, but for all analyzed ∆t steps the dynamics, presented on the right frame of Fig. 2 , looks the same. Again, even for the biggest ∆t chosen we conserve N tot with accuracy better than 1%. Obviously decreasing ∆t improves the accuracy. Right frame of Fig. 2 shows a spin dynamics -please note that the dynamics is not trivial, even when we start with negligible number of atoms in two components (N + , N − ≪ N 0 ). In fact our initial state is not Fig. 3 shows how the spinor SOM conserves the total magnetization (39) in the absolute numbers (total number of atoms in the system is N tot = 30000). It is clear that this quantity is also kept at extremely low value and magnetization should be treated as a constant during the whole time evolution, for every ∆t chosen.
Before we move to the analysis of the accuracy of SOM with respect to the spatial steps, let us go back to Figs. 1 to 3. All these figures have one thing in common -something non-trivial happens around time t ≈ 280τ. This is the time when a large number of atoms is transferred from initially populated component to the other states. One might wonder if this characteristic time at which a spin dynamics is triggered depends on the initial condition. As we have already mentioned, initially we assume N tot = 30000 atoms in m F = 0 component and almost zero atoms in m F = ±1 states. To trigger the spin dynamics we need some seed in initially empty components, and in fact we used a seeding field in m F = ±1 states. The seed was implemented by choosing a complex random number at each point of the spatial grid. The seed plays a role of quantum fluctuations which are present in a real system. The quantum fluctuations are missing in the mean-field description (we have neglected all the quantum fluctuations, Eq. (11)). To see the spin dynamics 7 the seed must be present at t = 0. We have checked, that changing the amount of seed (i.e. values of N + (0) 7 By spin dynamics we understand situation with non-negligible transfer of atoms from one component to the other. From Eq. (15) it follows that ψ 1 satisfies the equation
and N − (0) being the total number of atoms in m F = +1, −1 states at t = 0) results in shifting the time at which the significant transfer of atoms starts. For example for initial N + (0) = N − (0) = 10 −12 the visible spin dynamics begins around t ≈ 280τ (Figs. 1 to 3) , but for N + (0) = N − (0) = 10 −1 it happens at t ≈ 100τ (Fig. 4) . The time at which the spin dynamics is triggered depends monotonically on the amount of the seed. What is important is that the value of the seed does not change qualitatively the dynamics -it changes only the time at which the non-trivial dynamics begins. From the comparison of Fig. 1,3 and Fig. 4 we can conclude that although the transfer of atoms starts at different times, the conservation of the total energy (as well as the magnetization) is of the same order in all situations. 2 5 2 5 2 4 points. Note that a large transfer of atoms to m F = ±1 states starts much earlier than in the simulations presented in Fig. 1,3 but the accuracy measured by a degree of conservation of the total energy and total norm remains the same.
We have also checked the other initial conditions by introducing imbalance in populations of m F = ±1 states at t = 0. For example we put a large number of atoms to the m F = +1 state and almost nothing to m F = −1. This is completely different situation than the one considered in Ref. [23] . In Fig. 5 we show the energy and the magnetization as a function of time. It is clear that even when the value of the seed is large the constants of motion are extremely well preserved by SOM algorithm. Next we want to ensure a reader that SOM is extremely accurate (in terms of the conservation of constants of motion) with regards to the spatial steps. In order to investigate this we increased the grid size by a factor of 2 for every spatial direction (we change the grid from 2 5 2 5 2 4 points to the grid of 2 6 2 6 2 5 points), at the same time decreasing spatial steps in each direction by the factor of 2. We also compare results for different time steps used, by increasing the time step in some simulations (∆t = 0.001τ). Fig. 6 summarizes our analysis.
One can expect that decreasing the spatial steps and keeping the same space volume covered by the grid should result in better conservation of the constants of motion. Also opposite is true, i.e. increasing the grid size and keeping and if ψ 1 (0) = ψ −1 (0) = 0 the right hand side vanishes, i.e. the ψ 1 field is constant what corresponds to a 'spin frozen' situation. To account for quantum fluctuations we need some small initial fields ψ 1 (0) and ψ −1 (0). constant the spatial steps results in better behaviour of constants of motion. In general it is so indeed, but here we want to demonstrate that we have already good enough numerical grid. Fig. 6 proves that taking finer spatial steps changes the total atom number at most by one atom. Also the conservation of the energy remains at the same level. Fig. 7 , on the other hand, shows that the both constants of motion are not affected much also in the case when the grid size is increased. At the end of this section we will give a reader a brief idea about the CPU time needed to perform SOM in a spinor version. We are not going to do a detailed analysis of an optimization, we only aim to show how fast the method is on a modern desktop computer [19] .
We have collected data for two different grid sizes (2 17 and 2 14 points) for three different time steps already discussed here. In every run we fixed the end time of the simulation to be 5 ms (t f in = 3.14τ) giving 3141, 6283, 12566 as the total number of time-steps needed to finalize the benchmark simulation. Moreover, every short-period simulation was repeated 10 times in order to improve statistics.
In our benchmark simulations the end time is 200 times shorter than the one presented in Figs. 1-7 . One can see that the spinor SOM calculations are very fast -total CPU time for the simulations corresponding to the total evolution time equal to 1s is only 200 minutes for a single core, and gets reduced almost by a factor of two when 2 cores are utilized, or even more (to be precise: 2.45) when all 4 physical cores are used. Additional Intel Hyper-Threading technology available for this processor should speed-up execution time further, but here going from 4 physical cores to 8 units with HT technologies accelerated calculations only slightly -about 15%. Also it is seen from 14 points. The first column shows a total wall clock time in seconds, the second column shows the ratio of a wall clock time for the larger grid to the smaller one (i.e. t 1 /t 2 , where t 1 is a wall clock time for the simulation with 2 17 points, and t 2 for 2 14 points). Details of the machine and compilation parameters are the same as in the caption of the Table 1 .
When we change the number of grid points in the simulation (by increasing grid size twice in each direction) the similar scaling in execution time applies (as a function of ∆t and number of cores used). One can expect that increasing the number of grid points by a factor of 8 will enlarge wall clock time by the same amount, and this is indeed true -compare the data presented on Table 2 .
Conclusions
To summarize, we have presented the extended version of the SOM algorithm which turns out to be a very efficient in simulating the evolution of spinor BEC systems. In fact, this algorithm can be used to describe the evolution of any multicomponent system. It might be a spinor condensate of rubidium, chromium, erbium, or dysprosium atoms as well as the mixture of bosonic species. The algorithm can be also applied to systems consisting of indistinguishable or distinguishable fermionic atoms. We have shown that the combination of OpenMP, FFTW and lapack implementations to the spinor SOM algorithm can be run very efficiently even on a typical desktop computer. We have proven that the algorithm conserves the constants of motion to a very high accuracy.
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