Abstract. In this paper we present an effective recommendation algorithm using a refined neighbor selection and attributes information on the goods. The proposed algorithm exploits the transitivity of similarities using a graph approach. The algorithm also utilizes the attributes of the items. The experiment results show that the recommendation system with the proposed algorithm outperforms other systems and it can also overcome the very large-scale dataset problem without deteriorating prediction quality.
Introduction
A recommender system using collaborative filtering which we call it CF, calculates the similarity between the test customer and each of other customers who have rated the items that are already rated by the test customer. Since CF is based on the ratings of the neighbors who have similar preferences, it is very important to select the neighbors properly to improve prediction quality.
With millions of customers and items, a recommender system running on an existing algorithm will suffer seriously the scalability problem. Therefore, there are demands for a new approach that can quickly produce high quality predictions and can resolve the very large-scale problem. Clustering techniques often lead to worse prediction accuracy than other methods. Once clustering is done, however, performance can be quite good, since the size of a cluster that must be analyzed is much smaller. Therefore, the clustering-based method can solve the very large-scale problem in recommender systems [2] [3] [4] .
The Clustering-Based CF
In CF, p a,i is used to predict the preference of a customer and computed with Equation (1) in [4] . In the Equation w a,k is the Pearson correlation coefficient which can be computed with Equation (2) in [4] .
The k-means clustering method creates k clusters each of which consists of the customers who have similar preferences among themselves. In this method we first select k customers arbitrarily as the initial center points of the k clusters, respectively. Then each customer is assigned to a cluster in such a way that the distance between the customer and the center of a cluster is maximized. The Pearson correlation coefficient can be used as the distance.
If the clustering process is terminated, we choose the cluster with the highest Pearson correlation coefficient from its center to the test customer. Finally, prediction for the test customer is calculated with all the customers in the chosen cluster. The clustering-based neighbor selection method can give a recommendation quickly to the customer when the dataset is quite large, because it selects customers only from the best cluster only as the neighbors [3] .
The Proposed Recommendation Algorithm
We propose an effective recommendation algorithm for clustering-based recommender systems. It uses a refined neighbor selection algorithm(RNSA) that considers both high and low similarities with respect to the test customer and exploits the transitivity of similarity using a graph approach. The proposed algorithm also utilizes the attributes of the items in the process of prediction for high prediction quality.
We regard a portion of the input dataset a complete undirected graph in which a vertex represents each customer and a weighted edge corresponds to the similarity between two endpoints (customers) of the edge. RNSA creates k clusters from the input dataset with the k-means clustering method. Then it finds the best cluster C with respect to the test customer t among the k clusters. RNSA adds the test customer t into the best cluster C and regard it as v. RNSA then searches the unmarked vertices adjacent to v who have the similarities either larger than δ H or smaller than δ L , where δ H and δ L are some threshold values for the Pearson correlation coefficients. Note that as the threshold values changes, so does the size of the neighbors. The search is performed in a breadthfirst manner. That is, we search the adjacent vertices of v according to δ H and δ L to find the neighbors of t, and then search the adjacent vertices of each neighbor of v in turn. The search stops when we have enough neighbors for prediction. The following describes RNSA in detail. When the algorithm is terminated, the test customer t is removed from the set, Neighbors and the set is returned as output.
The Refined Neighbor Selection Algorithm
Input: the test customer t, the input dataset S Output: Neighbors 1. Create k clusters from S with the k -means clustering method; 2. Find the best cluster C for the test customer t; 3. Add the test customer t into the best cluster C and regard it as v ; 4. Add v to Neighbors; 5. If we have enough neighbors then return Neighbors. Otherwise, traverse C from v in a breadth-first manner when visiting vertices (customers). The sim-ilarity of the customer is checked to see if it is either higher than δ H or lower than δ L . If so, let v = the customer. Go to Step 4;  Note that in Step 5 we terminate the algorithm if the number of levels (depths) we search from the test customer added in Step 3 in a breadth-first manner is greater than a fixed value. This value can be determined through various experiments. The test customer t is removed from the Neighbors before returning the set.
For using the attributes in prediction we use Equation (1) proposed by us in [4] as a new prediction formula in order to predict customer's preferences more accurately. In this equation, A(r a,i ) and A(r k,i ) are the averages of customer a and k's attribute values, respectively.
Experimental Results
In order to evaluate the prediction accuracy of the proposed recommendation system, we used the MovieLens dataset of the GroupLens Research Center [5] .
In the MovieLens dataset, one of the valuable attributes of an item is the genre of the movies. And we used the mean absolute error(MAE) as the evaluation metrics. MAE is one of the statistical prediction accuracy metrics for evaluating recommender systems [1] [2] [4] . For the experiment, we have chosen randomly 10% out of all customers in the dataset as the test customers. For each test customer, we have chosen randomly ten movies that are actually rated by the test customer as the test movies. The final experimental results are averaged over the results of ten different test sets for a statistical significance.
We have implemented four recommendation systems for the experiments. The first one is the recommendation system only with the clustering-based CF, called R kcf . The second one is R kcf with the attribute information utilized, called R attr . The third one is R kcf with RNSA, called R rnsa . And the last one is R kcf with both RNSA and the attribute information, called R proposed , which is the proposed recommendation algorithm.
The experimental results are given in Table 1 . We have tested various number of clusters and have provided the results for typical numbers in multiples of 10. We have determined the threshold values which gave us the smallest MAEs through various experiments. After we have tested extensively, we have obtained that a search depth d is 2 for all the cases. It appears that having many neighbors does not necessarily contribute toward better prediction.
The results show that R proposed outperforms other systems for all the cases. We also found that both R rnsa and R attr are better than R kcf and R rnsa is better than R attr . These fact means that the clustering-based recommender system using both refined neighbor selection and attributes can solve the very largescale problem without deteriorating prediction quality.
Conclusions
In this paper we have proposed an effective recommendation algorithm that finds valuable neighbors using a graph approach along with clustering and exploiting the attribute information of the items. The experimental results show the recommendation system with the proposed algorithm outperforms other systems for all the cases. Therefore, the recommendation system with the proposed system can be a choice to resolve the very large-scale problem while it gives high prediction quality.
