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INTRODUCTION
Assessing demographic trends in mortality is of growing interest due to the demographic impacts of aging and extended longevity on the future viability of social security and retirement systems and the associated societal changes. Such trends not only raise basic biodemographic questions about the nature and the limits of human lifespan (Oeppen and Vaupel, 2002; Vaupel et al., 1998 ) but also about the demographic future of aging societies. Two issues are of interest: the analysis of recurring mortality patterns and their structure, and the prediction and forecasting of future cohort mortality.
The starting point of our mortality analysis are Swedish female mortality data for year-of-birth cohorts, available from the Human Mortality Database (www.mortality.org), see Glei, Lundström and Wilmoth (2006) . Thanks to the exceptional quality of official statistics and record keeping, the Swedish cohort mortality data are thought to be among the most reliable long-term longitudinal cohort mortalities available.
To date, this data collection provides information on completely recorded mortalities for longitudinally observed birth cohorts born in the years 1751 to 1975, spanning more than 200 years. For the domain of the log hazard trajectories we choose ages 0 to 80 for our analysis, so as to include as many completely observed log hazard functions as possible. . The striking patterns of lifetable evolution with the overall lowering of mortality from the past to the present and the fairly substantial variation in the shape of the loghazard functions pose two challenges: To model these data by viewing them as a sample of log-hazard functions, and to include the birth year of the cohorts as an important covariate in the modeling, as a successful model needs to flexibly adapt to the shape changes that occur in the Swedish lifetables over the centuries. Due to its inherently nonparametric 2 nature, a functional data approach is expected to address these challenges.
To understand and model the complex shapes and shape changes of the cohort log hazard functions for the Swedish mortality data, an assessment of the dependency structure of mortality, e.g., through the covariance of mortality between different ages within the same cohort, is of prime interest. Thus we are interested in a model for these data that combines the influence of birth year with a model of intra-cohort mortality dependence, allowing for a dependence structure that along with mean functions may change over time.
We refer to this concept as "time-varying principal components of mortality". In addition to modeling the Swedish cohort lifetables, we are also interested in taking advantage of the specific features of this approach (a) to predict mortality for those cohorts that are incompletely observed; and (b) to forecast mortality for cohorts born in the future. Matlab code that implements the proposed procedures is available in an online Supplement to this article.
In this article we pursue two main goals: To demonstrate a novel and useful analysis of the mortality structure inherent in the completely observed cohorts of the Swedish cohort lifetables; and to harness these approaches to predict and forecast cohort mortality. In Section 2 we present the "moving windows approach", devised to meet the first challenge, while details on implementation of the moving-windows modeling approach and the data analysis are provided in Section 3. What we can learn from these data for predicting cohort log hazard functions from incompletely observed cohort mortalities and for forecasting future mortality is the topic of Section 4, followed by concluding remarks (Section 5). 
MODELING COHORT LOG HAZARD FUNCTIONS FOR SWEDISH COHORT LIFETABLES AS FUNCTIONAL DATA
Lifetable Data and Hazard Functions
Several classical parametric models are available for modeling cohort log-hazard functions on their entire domain or on suitable subdomains, usually implemented by maximum likelihood. These include the Heligman-Pollard empirical method (Heligman and Pollard, 1980 ), the Gompertz model, and variants. We were unable to obtain good fits for the Swedish mortality data with the relatively flexible Heligman-Pollard model. The large heterogeneity of the hazard functions over the centuries ( Figure 1 ) makes parametric modeling with its inherent shape restrictions a difficult and unwieldy proposition. Thus faced with the need for an alternative more flexible nonparametric approach for these data, we first obtain a log hazard function nonparametrically from the lifetable data of each cohort.
Demographic lifetable data can be represented by the pairs (N j−1 , d j ), where N j−1 is the number of subjects alive (i.e., at risk) at the beginning of the jth lifetable interval (defining N 0 as the total number of subjects at risk in the beginning of the first lifetable interval) and d j is the number of deaths occurring during the interval. These data are collected for j = 1, 2, . . . until N j−1 = 0 occurs, i.e., until all subjects in a cohort have died.
The corresponding jth time interval of the lifetable is assumed to be [(j − 1)∆, j∆]. The interval length ∆ may vary. In the Swedish mortality lifetables it is one year. If t j denotes the midpoint of the jth interval so that the jth lifetable interval is [t j − ∆/2, t j + ∆/2], the death rate q is q(t j ) = d j /N j−1 , and the central death rateq c (also denoted as m in some demographic and actuarial contexts, e.g., Elandt- Johnson and Johnson, 1980 ) is
When one targets the hazard function (force of mortality), defined as
where T is a continuous random variable denoting age-at-death (survival time) for a subject, discretization biases arise due to the aggregated nature of the lifetable data. Wang,
Müller and Capra (1998) and Müller, Wang and Capra (1997) proposed a transformation approach aimed at minimizing this discretization bias, which we adopt here. The goal is to find a transformation ψ of the central death rateq c such that ψ(q c (t)) = t+∆/2 t−∆/2 h(t) dt which provides the closest possible approximation to h(t), using aggregated information about h in the interval [t − ∆/2, t + ∆/2], as ∆ → 0. This transformation turns out to be
Applying this transformation to the central death rate then leads to
as "observations at t j " of the underlying log-hazard function Z(t) = log{h(t)}, contaminated with zero mean observation errors, j , that reflect deviations of the observed values from the underlying hazard trajectories due to the discretization and random nature of the counts in each lifetable interval of length ∆.
Functional Principal Components for Cohort Log Hazard Functions
The seminal work of Lee and Carter (1992) Previous work along these lines also includes the modeling of mortality functions derived from lifetable data as random functions in Capra and Müller (1997) , the functional modeling of density families in Kneip and Utikal (2001) , and a smooth random-effects model for random density functions (Chiou and Müller, 2001 ). Applications of FDA cover a vast range from ergonomics (Faraway, 1997) to the analysis of gene expression data (Zhao, Marron and Wells, 2004, Müller, Chiou and Leng, 2008) .
Functional Principal Component Analysis (FPCA) provides a decomposition into a systematic part that corresponds to the overall mean function, and a random part; it is motivated by the Karhunen-Loève expansion (Ash and Gardner, 1975) for stochastic processes. Briefly, for the cohort-specific log hazard functions Z(t) = log{h(t)}, t ∈ [0, T ], (see eq. (1), (2)), the Karhunen-Loève representation for these random log hazard functions
where µ(t) is the overall mean function, and ρ k (t) is the kth orthonormal eigenfunction of the auto-covariance operator, a linear operator in the space of square integrable functions, that is generated by the covariance kernel G(t 1 , t 2 ) = cov(Z(t 1 ), Z(t 2 )). The ξ k are the functional principal component scores, from now on referred to as principal components.
These are random variables
Here λ k is the eigenvalue corresponding to the eigenfunction ρ k , k = 1, 2, . . . (see Ash and Gardner, 1975) . As a result, the covariance of the cohort log hazard functions at any two ages t 1 and t 2 can be expressed as The cohort log-hazard functions (2) for n observed cohort lifetables i = 1, . . . , n are then represented as
where m = [T /∆] and the random errors ij are uncorrelated and independent of ξ ki , with
where δ jl = 1 if j = l and 0 otherwise. The above representations form the basis for the proposed mortality modeling and forecasting. According to (5), the additional measurement error is reflected in a non-smooth ridge that sits atop the diagonal of the covariance surface; compare Staniswalis and Lee (1998).
Moving Windows Approach
A major challenge for modeling the Swedish cohort lifetables is how to appropriately include the clearly discernible influence of the birth year of the cohort. Preliminary analysis revealed that not only the mean of the cohort log hazard functions but also their internal dependence structure depend on birth year, which is not surprising as the birth years of the cohorts extend over more than two centuries. In light of (4), it is then plausible that the eigenfunctions in the functional principal component expansion of the cohort loghazard functions not only are smooth but also depend smoothly on the covariate birth year of the cohort.
To model the dependence of both mean and eigenfunctions on the birth year, we consider a moving windows approach. A key feature is the inclusion of both time-varying mean functions and time-varying eigenfunctions in the representation (3). The stochastic (covariance and mean) structure of the cohort log hazard functions is assumed to change smoothly and slowly as a function of cohort birth year X. This implies that this structure is approximately constant for those log-hazard functions for which X falls into a window around a specified level x 0 . Given such a window W(x 0 ) around x 0 , we then aggregate these cohort log hazard functions and treat them as an i.i.d. sample of random functions.
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The mean and covariance structure of these random functions is determined by the window
Formally, assume x 0 is a given birth year and ω > 0 is a window width. Define the
where we assume that the covariate levels (birth years) are discrete and ordered by size, i.e.,
In our application, x 1 = 1751, . . ., and x n = 1914 for complete lifetables. Motivated by (3), we consider a conditional version for the cohort log mortality functions Z, whose covariate falls into the window W(x 0 ), i.e.,
where µ x 0 and ρ k,x 0 are mean and covariance functions as in (3), however restricted to the cohort log mortality functions Z i for which x i ∈ W 0 , and
For the covariance function
Representation (6) 
Implementing the Moving Windows Approach
Model (6) is nonparametric, as no assumption is made on the shape of the hazard functions or the eigenfunctions. The mean function µ x 0 (t) is estimated for each single year of age from 0 to 80, t denoting age of subjects in each cohort, and varies in dependence on the birth year x 0 of the cohort. The dependence on birth year is implemented by averaging over the cohorts with birth year in the window around the birth year x 0 of a given cohort.
The eigenfunctions ρ k,x 0 (t) characterize the main directions of the deviations of the log hazards of individual cohorts from the mean log hazard function within the window. These random deviations are thus decomposed in these eigenfunctions and principal components ξ k,x 0 , which vary according to the size of these deviations for specific cohorts, and play the role of cohort-specific random effects. The principal components need to be estimated separately for each cohort with birth year within the given window. The interpretation of the eigenfunctions is analogous to that of eigenvectors in multivariate PCA. In our model, the eigenfunctions vary in dependence on the birth year of the cohort, as they are calculated only for the cohorts with birth year falling into the window around x 0 .
The essence of fitting this model is that one first obtains the mean log-hazard functions by averaging over cohorts with similar birth years, and then the residuals between the observed log-hazards for a specific cohort and this mean function are decomposed via a functional version of principal component analysis. 
these are guaranteed to be symmetric and nonnegative definite. Fitted correlation surfaces are an immediate consequence. Here L denotes the number of included components.
Once estimates for these fixed component functions have been found, the fitting of cohort log hazard functions requires one to predict the cohort-specific principal components ξ k,x 0 , k ≥ 1 in model (6) . Since lifetables correspond to the log hazard observations in eq.
(2) on a regular dense grid, one may obtain estimates by approximating integrals in eq.
(7) with sums,ξ
where ∆ is the length of the lifetable intervals with ∆ = 1 year for the Swedish lifetables,
and
, as in eq. (2), for the cohort born at time x 0 . These estimates may be further refined by a shrinkage step as in Yao et al. (2003) to adjust for measurement errors, leading toξ
where n x 0 is the number of available observations for the cohort, n x 0 = m = 81 for all These steps result in fitted cohort log hazard functionŝ
for some predetermined number L, reflecting the number of included components and random effects. Results on the consistency of estimated functionsẐ x 0 (11) are provided in Appendix A.1. The fitted cohort log hazard functions in (11) 
Time-Varying Principal Components of Mortality
Analyzing the Swedish lifetable data with the moving windows approach, the time-varying feature of the principal components of mortality for the Swedish log-hazard functions over the centuries is confirmed by Figure 3 , comparing the internal dependence structure of the cohort log hazard functions for cohorts born in 1820 and in 1900. The upper panels of Figure 3 illustrate the smoothed covariance functions. The covariances for the 1820 cohorts are generally lower, while the overall structure is similar although clearly not the same. This becomes more obvious from the fitted correlation surfaces obtained (8) which are shown in the middle panels of Figure 3 . We find nearly constant high correlation among all higher age mortalities, and lower correlations for young age mortalities with older age mortalities.
Interestingly, the range of older ages among which mortality correlations are higher is shorter for the 1820 cohort, where this range includes ages 20 and higher, than it is for the 1900 cohort, where it includes ages 15 and above. This may point to a more general phenomenon of increasing systematic influences and less randomness affecting log-hazard functions of more recently born individual cohorts, and especially so for the log-hazard functions at older ages. This interpretation is also supported by the eigenvalues and the fractions of variance explained for the two selected components (1820: 0.2794 (89.73%), 0.0289 (9.28%); 1900: 2.5796 (98.17%), 0.0427 (1.63%)), meaning that more of the observed variation in log-hazard functions is explained for the more recent cohorts, and especially more of the variation is explained by the first eigenfunction. This points to increasing stability of the more recent log-hazard functions.
The associated eigenfunctions for the 1820 and 1900 cohorts are shown in the bottom panels. They display overall similar shapes but shifted trough and peak locations, as well as changes in amplitude. A local peak is visible in the first eigenfunction, corresponding to increased overall variability of mortality just before age 60 in the 1820 cohort and just before age 40 in the 1900 cohort, so the area of maximum mortality variability has moved earlier for adult mortality. The variability of infant mortality has declined from 1820 to 1900. These features can also be discerned in the covariance surfaces in the top panels. The variability of mortality reflected in the second principal component and visualized in the second eigenfunctions has not changed much from 1820 to 1900. Overall, we find smooth time-variation of the eigenfunctions, supporting the concept of slowly evolving principal components of mortality. This lends support to the assumption that eigenfunctions are approximately constant within suitably chosen windows W(x 0 ), but not constant over the centuries.
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The effect of time-varying principal components of mortality on the evolution of the shapes of log-hazard functions over the 18th-19th centuries is illustrated further through the fitted cohort log hazard functions (11) The moving windows approach naturally addresses the time-varying characteristics of the principal components of mortality that we find for these log-hazard functions. The relative performance when comparing moving windows with a global principal component approach, where one would choose one set of eigenfunctions for the entire sample (full window), irrespective of year of birth, can be quantified through the leave-one-curve-out prediction errors,
and the estimatesρ
x i (t) are obtained by leaving out the ith mortality trajectory, whileξ (9), and we choose (13) with the optimal bin size chosen as 11. We found that increasing the number of components beyond 5 or 6 does not further reduce the prediction errors, which stay approximately constant. More importantly, the prediction errors using the moving windows approach are always smaller then the global approaches, irrespective of the number of components included in the models.
PREDICTING AND FORECASTING LOG-HAZARD FUNCTIONS
Overview
Forecasting future mortality is of major interest for demographic projections and societal planning, affecting social security and health care providers, among many others. Using FDA approaches, Hyndman and Ullah (2007) proposed a two-step robust principal component method of forecasting by predicting coefficients corresponding to the principal components, through time series models such as the traditional ARIMA models and exponential smoothing time series models (Hyndman et al., 2002) . Building on the moving windows approach described above, we consider here a different, completely nonparametric approach. Notably, our approach does not rely on parametric time series structural assumptions for the forecasts. A pertinent problem is that of predicting cohort log hazard functions for cohorts for which complete log hazard functions have not been observed yet, since the birth of the cohort members is too recent so that cohort members are still alive.
We will address this prediction problem by a conditional expectation method intro-duced in Section 4.2. This approach combines the information available in all cohort log mortality functions, whether they have been completely or partially observed, for the purpose of obtaining both mean and covariance functions in windows W(x 0 ). Window-specific eigenvalues and eigenfunctions can be obtained subsequently. While the conditional approach is suitable for the prediction of incompletely observed cohort log hazard functions, our ultimate goal is to forecast log-hazard functions for cohorts that have not been born yet, or have been born very recently, and for which the cohort log hazard functions are essentially unobserved. We refer to this challenge as the forecasting problem and approach it with a functional local linear extrapolation method, applied to the predicted mean and eigenfunctions for the incompletely observed cohorts that were obtained in the preliminary prediction step. For the construction of associated prediction intervals we utilize the bootstrap.
Throughout this section we use the following notation: x * denotes the birth year of a cohort for which one intends to forecast or predict mortality. If the target year x * is beyond the birth year of the last at least partially observed cohort which we denote by x * n , i.e., if x * > x * n , then this is a forecasting problem. We denote a target year x * that leads to a forecasting problem by x * F . If x * ≤ x * n , then x * is the birth year of an incompletely observed cohort, leading to a prediction problem, for which we denote the target year 
Predicting Incompletely Observed Cohort Log Hazard Functions
The conditional method which we describe here borrows strength from all observed functions in order to overcome the problem of incomplete data for a given cohort. The idea is to combine and include all information available in the various log hazard functions which fall into the windows W(x 0 ), whether they have been completely or only partially observed, for the purpose of obtaining both mean and covariance function estimates, followed by the estimation of window-specific eigenvalues and eigenfunctions. The conditional regression method then leads to predictions of the principal components for cohorts with incompletely or partially observed log hazard functions. It is based on three assumptions: Gaussian measurement errors and Gaussian principal components, dense overall designs when combining the available data from all available log hazard functions, and independence of hazard functions and sampling designs. The second assumption is easily seen to be satisfied for our data. As for the other two assumptions, normality is not crucial and it has been shown in previous work that this method is robust to violations; furthermore, normality is expected to be approximately satisfied for the transformed mortalities in eq. (2) on which we base our analysis, and additional transformations towards normality can be easily implemented as needed. We note that the survival schedule itself
is not assumed to be Gaussian. Since log hazard functions are assumed to change only slowly, as calendar time progresses, it is unlikely that one encounters severe violations of the third assumption, although this assumption will not be strictly satisfied.
When the observations for each cohort are sparsely sampled or are incomplete, alternatives to the integral approximations (7) are needed, as these require densely sampled data over the entire domain (time, age). For cohorts with birth years within the last 80-100 years, their current and recent past mortality is not known, as mortality at older ages and error terms ε x * P ,j , the conditional principal components are
). The estimated conditional principal components are then obtained by substituting the corresponding estimates, leading tô
These predicted principal components are then substituted into (11).
Forecasting of Future Cohort Log Hazard Functions
The proposed forecasting of mortality combines two principles: (a) Predicting incompletely observed log hazard functions and their principal components by conditional expectation, pooling information from across all log hazard functions as in (12) Cohorts close to year x * n will contain incomplete information about the cohort hazard functions, due to the fact that members of such cohorts are still alive, so that their old-age mortality has not yet been observed. Keeping in mind the notational convention to denote target years for which prediction is needed by x * P and target years for forecasting by x * F , we define prediction windows W(x * P ) = [x * P −ω, min(x * P +ω, x * n )], where x * P is the covariate of the trajectory to be predicted. Here,ω needs to be chosen large enough so that (a) the set {t j , 1 ≤ i ≤ n, 1 ≤ j ≤ n i |x i ∈ W(x * P )} is relatively dense in [0, T ]; i.e., there are no "gaps", and (b) the set of all pairs {(t j , t l ), 1
. These assumptions are typically satisfied for lifetime data if (x * P −ω) is small enough such that there is at least one i with x i ≥ x * P −ω for which a complete cohort mortality trajectory on [0, T ] is available. For the Swedish cohort mortalities, we therefore choseω = 51 years, such that for x * n = 1975 we have x * n −ω = 1924, the last year for which completely observed cohort log hazard functions up to age 80 were available.
Choosing L = L * as determined in (A.1) and (A.2), the predicted log hazard functions over the entire domain [0, 80] for birth years x * P are then given bŷ
Here {ξ k,x * P } k=1,...,L * are the predicted principal components, obtained through the conditional expectation approach (12), given incomplete cohort log hazard functions at x * P , and Next we consider forecasting log-hazard functions for cohorts born at a time x * F , x * F > x * n , i.e., born after the last observed cohort. Given a forecasting window width b > 0, the proposed forecast isẐ
where extrapolation estimatesμ 
Predicting and Forecasting Swedish Cohort Log Hazard Functions
Assume we wish to construct the mortality forecast for the Swedish 2000 cohort. In a preliminary prediction step we predict the log-hazard functions up to age 80 for the 1924-1975 cohorts which are only incompletely observed. For instance, we need to predict log-hazard functions at age 29 and later for the 1975 cohort, at age 30 and later for the 1974 year-of-birth cohort, and so on, using predictions (13) . As an illustration, the predicted log-hazard function up to age 80 for the year 1975 birth cohort is displayed in Figure 5 , superimposed on the observed raw log-hazard functions log(ψ(q c (t))), which for The resulting forecasts for the functional components are illustrated in Figure 6 for the target year x * F = 2000. The cross-validation forecasting window widthb F CV selected by (A.4) is seven. The grey curves for the meanμ x (t) and the eigenfunctions {ρ k,x (t)}, 1924, 1975] , at later ages (in lighter grey) are obtained by prediction. The resulting forecast for the log-hazard function of the 2000 cohort is demonstrated in Figure 7 , and 20 compared with the estimated log-hazard functions for the 1800 and 1900 cohorts. We find that the forecast for the 2000 cohort implies an immediate sharp drop in the mortality rate at early ages, with the lowest mortality rate occurring around age 3, followed by a steep increase in mortality to age 20. Between ages 20 and 40, mortality rates stay more or less constant, and then steadily rise after age 40.
Throughout, mortality rates of the 2000 cohort stay well below those of the 1800 and 1900 cohorts. This is supported by the 95% bootstrap prediction intervals that are included in the figure. Interestingly, the right tails of the log-hazard functions are roughly parallel and linear for all three cohorts, which suggests that the slope is invariant. Even more remarkable is that in the right tail the average distance of the log-hazard functions appears to be about the same between the three log-hazard functions. This suggests that the size of the decreases in old-age log-hazards has been exponentially increasing since 1800.
DISCUSSION AND CONCLUDING REMARKS
The moving windows approach has proved suitable for modeling mortality trends in pop- We note that a key feature of the proposed forecasting of future cohort mortality is that it includes forecasting of both mean and random components. Accordingly, our forecast for a log-mortality function is based on forecasts of mean functions, eigenfunctions and principal components. Using extrapolation of the dependence structure in addition to the extrapolation of the mean is natural when one aims at forecasting the conditional expectation for a future log mortality function, given past observations on observed mortality. Within a window, as used in the log mortality fitting for completely observed cohort mortality, the log mortality functions are considered i.i.d. and the random components have zero expectation. Thus the departure of one log mortality curve from the mean does not contain information about nearby log mortality functions. However, this changes when moving forward into the future and away from the last windows containing cohorts with observed mortalities. Then the conditional expectation of the targeted future log mortality trajectories is not equal to the forecasts of the mean structure alone but does include random components. The evolution of the first eigenfunction, for example, provides information about the evolution of the conditional mean function, and it is prudent to include this information in the forecast. We thus base our forecast on predicting the overall stochastic structure (mean functions, eigenfunctions and principal components) of log-mortality from previous structure.
To validate our forecasting method, we also investigated forecasts for historical cohorts where the forecast is constructed assuming an analogous data situation as when forecasting the mortality for the 2000 cohort. A good diagnostic whether the forecast will work is provided by plots analogous to those provided in Figure 6 , from which one can gauge whether a linear extrapolation of past observed trends makes sense. This is clearly the case for the year 2000, but is not the case for some years. Selecting as an example the year 1850, judging from the plot analogous to Figure 6 (not shown), the situation is less
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promising than for the year 2000 but the forecast still seems feasible. In the construction of the 1850 forecast, one pretends that the last available mortality rates are up to age 29 for the 1825 cohort and that the most recent cohort with completely observed mortality rates up to age 80 is the 1774 cohort. The comparison of the 1850 cohort log mortality forecast based on three components, including the 95% bootstrap confidence intervals, with the actual raw and fitted log-hazards based on the actual observed mortality data for the 1850 cohort, can be found in Figure 8 . Overall, the forecast seems reasonably accurate, while it is also noteworthy that the reduction in older age mortality has accelerated and is underestimated in the forecast.
While the cohorts from which the lifetables are formed consist of different individuals, entire birth cohorts may be subject to period effects, which can appear as mortality shocks, While each cohort will experience these effects at a different age range, they may have similar impact on cohort mortality for adjacent cohorts. We assume that in the model, these potential dependencies and period effects can be accounted for (a)
by the similarity and continuity of cohort mortality trajectories in adjacent birth years, and (b) may be subsumed in measurement errors as included in model (2), and thus may be viewed as nuisance effects that can be neglected in the analysis. In practice, sporadic shocks will be averaged out during model fitting, while the longer-term slowly occurring changes are accounted for by the changing mean log hazard functions and eigenfunctions.
Advantages of our approach are, first, its inherent flexibility to adjust to arbitrarily shaped cohort log hazard functions, in contrast to popular parametric models which do not go beyond reflecting preconceived shapes and thus are not flexible enough for many demographic applications. Second, we propose extensions of this approach to the fore-casting of future cohort log hazard functions, also retaining a large degree of flexibility.
Third, it provides novel insights into the covariance and correlation structure of mortality and the changes of this structure over time. Fourth, it leads to the useful concept of functional principal components of mortality which are also subject to change over time and provide an adequate decomposition of mortality. Fifth, it does not require complex iterative fitting algorithms and does not suffer from non-convergence as parametric models do, especially in cases where their fit is at best marginal.
In the analysis of Swedish mortality lifetable data the observed smooth time-variation of cohort log hazard functions, and of covariance and correlation surfaces of mortality,
indicates that the basic assumptions of our approach are satisfied. We distinguish prediction of partially observed cohort log-hazard functions from forecasting of cohort log hazard functions for cohorts for which no data are available. Prediction is therefore a first step in the proposed forecasting method, which combines prediction with functional linear extrapolation.
We demonstrate prediction of log-hazard functions for the pre-1975 birth cohorts and forecasting for the more recent cohorts. Besides characteristic shape changes and sharp drops in the mortality of infants and younger adults that are revealed by the proposed approach, the forecast mortality is seen to uniformly decline at all ages, as birth year increases. A noteworthy feature is that the various log-hazard functions are linear and parallel at ages 60-80, suggesting exponentially increasing annual declines of log-hazards in these older age ranges. As with all extrapolation methods, caution needs to be exercised not to over-interpret the findings, as more fundamental changes in mortality may occur in the future, rendering the extrapolation algorithm less appropriate as it reaches further into the future.
In summary, functional data analysis methodology has much to offer for the study of mortality. It is useful for predicting and forecasting cohort log hazard functions, as well as for studying the internal dependence and covariance structure of log hazard functions for human populations.
APPENDIX
A.1 Consistency of Estimated Cohort Log Hazard Functions
We consider the case with no shrinkage whereθ = 0 in (10). We fix a bin center x 0 and assume the bin size is ω, allowing for ω → 0 in the asymptotic setting where the spacing of the measurements is getting denser. One has n ω i.i.d. lifetables for which
, and for each of these lifetables, n i observations of mortality and corresponding log hazards as in (2) . 
Considering the case where L is known and fixed, using the representations (6) and (11), and omitting indices x 0 , this leads to
for a suitable constant C > 0.
Working with the definitions (7) and (9), observing the smoothness assumptions and thatξ k =ξ k in the situation considered here, we find (
) and obtain the asymptotic consistency result
This result demonstrates that integrated squared error of the fitted log-hazard functions converges to 0 asymptotically, with a rate of convergence that is determined by both the number of cohorts with birth year falling into the window and by the number of observations of mortality available per cohort.
A.2 Choice of Bin Size and Number of Components
We first determine a function L * (ω) providing the optimal L for each given bin size ω.
We define L * (ω) to be the smallest value of L such that when averaging over all bins, the first L components explain 90% of the total variance. Formally,
where M is the largest number of components considered and the sum extends over all available bins with window width ω, whose midpoints x 0 form the set J , with |J | denoting the count of its elements. This method is computationally fast and the 90% level worked well in practice.
For each bin center x 0 and given bin size ω, the empirical covariances are
for all 1 ≤ j, l ≤ m and x i ∈ W(x 0 ), which are compared with the fitted covariances
to determine the quality of the fit. The optimal bin size is then found by minimizing the sum of squared distances,
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Combining this with (A.1) yields the choice L * = L * (ω * ). In our application to Swedish mortality data, we include birth years x 0 = 1760, . . . , 1900 in this optimization.
A.3 Auxiliary Estimates for Mortality Forecasting
These are computed in the following two steps:
Step 1 Functional principal component analysis based on moving windows: For a given bandwidth b > 0, and each (12) and the steps outlined before (13), obtain estimates {μ
Step 2 Functional local linear extrapolation: Using the estimates from Step 1, obtain the following locally weighted least squares estimates for both functions as well as first derivatives, centering these estimates at x * n ,
for each t = t j , where t j ∈ (0, 1, 2, . . . 
for all t ∈ [0, T ], where T = 80 in our example.
27
A.4 Choice of Forecasting Window Width, Bootstrap Prediction Intervals and Computational Implementation
Let a = a(x * n , δ), where δ = x * F − x * n . The observed cohort log hazard functions with covariate values in [a, x * n ] are used as the cross-validation sample for selecting b. A reasonable choice is a = x * n − r δ, where we adopt the suggestion of Li and Heckman (2003) to select r = 1. Let x j be a birth year in [a, x * n ] for which we desire the cross-validated prediction error. The cross-validation forecast at x j is then solely based on data of cohorts born prior to (x j − δ), leading to the forward cross-validation squared prediction error (14), except that x * F = x j , i.e., the time frame is shifted back to x j or, equivalently, from x * n to (x j − δ), whereẐ x j may correspond to a fitted or predicted trajectory at x 0 ), eigenfunctions and principal components, and also the fitted covariance matrix; (M6) For prediction, assemble those cohorts falling into the (user-specified) prediction window W(x * P ), then use L * from (M4) and call (M2) for all applicable x * P , applying the conditioning method.
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(B) Mortality forecasting: (M7) Given a forecasting bandwidth b, obtain fits/predictions, including the fitted/predicted mean functions, eigenfunctions and principal components, using the procedures in (A), for each x * P ∈ W(x * n ) (see Step 1 Appendix A.3); (M8)
Using the outputs from (M7), fit the locally weighted least squares estimates for each age and obtain the local linear extrapolations (A.3) for mean functions, eigenfunctions and principal components for each age t and each cohort birth year x * F for which forecasting is desired. Use these to compute the forecast for the log-hazard function; (M9)
Assemble the fits/predictions obtained in (A) for all cohorts with birth years between x * n − (x * F − x * n ) and x n , the forward cross-validation window, and then calculate mortality forecasts for these same cohorts, using for the forecasting only cohorts with birth years 
