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SnS and SnSe are isoelectronic materials with a common phase diagram. Recently, SnSe was found
to be the most efficient intrinsic thermoelectric material in its high-temperature Cmcm phase above
800 K. Making use of first-principles calculations, here we show that the electronic and vibrational
properties of both materials are very similar in this phase and, consequently, SnS is also expected
to have a high thermoelectric figure of merit at high temperature in its Cmcm phase. In fact,
the electronic power factor and lattice thermal conductivity are comparable for both materials,
which ensures a similar figure of merit. As in the case of SnSe, the vibrational properties of SnS in
the Cmcm phase are far from trivial and are dominated by huge anharmonic effects. Its phonon
spectra are strongly renormalized by anharmonicity and the spectral functions of some particular
in-plane modes depict anomalous non-lorentzian profiles. Finally, we show that non-perturbative
anharmonic effects in the third-order force-constants are crucial in the calculation of the lattice
thermal conductivity. Our results motivate new experiments in the high temperature regime to
measure the figure of merit of SnS.
I. INTRODUCTION
Thermoelectricity is a technologically interesting ma-
terial property that allows to transform residual heat
into useful electricity1,2. The efficiency of this energy
transformation is controlled by the dimensionless figure
of merit
ZT = S2σT/κ, (1)
where S is the Seebeck coefficient, σ the electrical con-
ductivity, T the temperature, and κ = κe + κl the sum
of electronic κe and lattice κl thermal conductivities.
Therefore, a good thermoelectric performance requires a
high power factor PF = S
2σ together with a low thermal
conductivity.
Monochalcogenides have proven to be efficient ther-
moelectric materials3–6 mainly due to their strongly
anharmonic lattice that implies a low lattice ther-
mal conductivity7–11. PbTe is an appropriate exam-
ple of the potential technological relevance of thermo-
electric monochalcogenides: it shows a high ZT in the
600 − 800 K temperature range12, as high as 2.2 when
nanostructured13, and has been successfully applied in
spacecrafts14. In the last years SnSe has attracted a great
deal of attention since it was measured to be the most
efficient intrinsic thermoelectric material15. Its figure of
merit soars to 2.6 after a structural phase transition15–18
at around 800 K from the low-symmetry Pnma phase
to the high-symmetry Cmcm. In the high-symmetry
phase the electronic band gap is reduced without af-
fecting its ultralow thermal conductivity, providing the
record ZT . A recent theoretical work shows that the
phase transition19 is second order and non-perturbative
anharmonicity is very important to get a thermal con-
ductivity in agreement with experiments.
SnS is isoelectronic to SnSe and shows very simi-
lar electronic and vibrational properties17,18,20 at low
temperatures. Experimentally it also shows a phase
transition17,18 from the Pnma to the Cmcm structure
and a very low thermal conductivity in the former21,22
phase. Therefore, it is expected to be a very efficient
thermoelectric material in the high temperature phase,
which together with the fact that S is a much more earth
abundant element than Se, makes it a very interesting
candidate for technological applications. Actually, in
Refs. 21 and 22 it is shown how the ZT of undoped
SnS increases very fast before the phase transition as in
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2the case of SnSe. However, as far as we are aware, there
are no experimental transport measurements for the high
temperature phase of SnS. First-principles calculations of
its thermoelectric properties are also absent in the liter-
ature, hindered by the unstable modes obtained within
the harmonic approximation as in the case of SnSe23,24.
In this work, by performing ab initio calculations we
propose that Cmcm SnS is expected to be a very effi-
cient intrinsic thermoelectric material, as good as SnSe
in this phase. We show that the PF of SnSe and SnS are
expected to be very similar in this phase, as long as the
electronic relaxation time is similar in both materials.
By including anharmonicity in the phonon calculation
at a non-perturbative level within the Stochastic Self-
Consistent Harmonic Approximation25–27 (SSCHA), we
show that the phonon spectrum of SnS suffers a strong
anharmonic renormalization. The phase transition is
driven by the collapse of a zone-border phonon. Anhar-
monicity is so large that the spectral function of some vi-
brational modes deviates from the Lorentzian-like shape
as it happens in other monochalcogenides8,11. Finally,
we calculate the lattice thermal conductivity of Cmcm
SnS obtaining ultralow values below ≈ 1.0 Wm−1K−1.
Non-perturbative anharmonic corrections to the third-
order force-constants are important in its calculation as
it happens in SnSe19. There is a clear anisotropy between
in-plane and out-of-plane thermal conductivities. The
similarity of the power factors and the lattice thermal
conductivities of SnSe and SnS suggest that the latter
may be an earth abundant efficient thermoelectric ma-
terial and motivate more experimental effort to measure
its ZT in the high-temperature phase.
This article is organized as follows. In section II we
briefly review the theoretical background for the calcula-
tion of anharmonic phonons, thermal conductivity, and
electronic transport properties. In section III we specify
the computational details. In section IV we discuss the
results of our work. Conclusions are given in section V.
II. THEORETICAL BACKGROUND
A. Electronic transport properties
Within the semiclassical Boltzmann transport theory28
the electrical conductivity and the Seebeck coefficient can
be calculated respectively as
σ(T, µ) = e2
∫ ∞
−∞
dε
[
−∂f(T, µ, ε)
∂
]
Σ(ε) (2)
S(T, µ) =
e
Tσ(T, µ)
∫ ∞
−∞
dε
[
−∂f(T, µ, ε)
∂
]
Σ(ε)(ε− µ),
(3)
where e is the electron charge, µ the chemical potential,
f(T, µ, ε) the Fermi-Dirac distribution function, and Σ(ε)
the transport distribution function. The latter is defined
as
Σ(ε) =
1
ΩNk
∑
nk
τenk|vnk|2δ(ε− εnk), (4)
where Ω is the unit cell volume, Nk the number of k
points in the sum, and εnk, vnk and τ
e
nk are, respec-
tively, the energy, Fermi velocity and relaxation time of
the electronic state with band index n and crystal mo-
mentum k. Our goal here is to compare the power factors
PF (T, µ) = σ(T, µ)S
2(T, µ) of SnSe and SnS coming from
their different band structure without explicitly calculat-
ing the electronic relaxation times. We thus assume that
τenk = τ
e is just the same constant for both compounds.
In these conditions it is easy to see from Eqs. (2)-(4) that
the power factor is proportional to τe. In the following we
will limit ourselves to the analysis of PF (T, µ)/τ
e, which
only depends on the band structure of the compounds.
B. Free energy of strongly anharmonic crystals
We study the vibrational properties of SnS within the
Born-Oppenheimer (BO) approximation, in which the
Hamiltonian H that determines the dynamics of the ions
consists of the ionic kinetic energy and the BO potential
V (R). R denotes Rαs(l) in component free notation,
which specifies the atomic configuration of the crystal. α
is a Cartesian direction, s labels an atom within the unit
cell, and l a lattice vector. From now on, we will use a
single composite index a = (α, s, l) and bold letters to
indicate quantities in component-free notation. We will
keep this composite index for Fourier transformed com-
ponents adding a bar, a¯, to distinguish that in this case
a¯ just denotes a Cartesian index and an atom in the unit
cell.
As it will be shown below and as it happens in Cmcm
SnSe19,23,24, the harmonic approximation collapses for
Cmcm SnS. Truncating the Taylor expansion of V (R) for
this phase at second order and diagonalizing the resulting
harmonic force-constants φ large imaginary frequencies
are obtained. This makes the calculation of any thermo-
dynamic and transport property involving phonons im-
possible at the harmonic level. We overcome this prob-
lem by solving the ionic Hamiltonian within the SSCHA,
a variational method that includes anharmonic effects at
a non-perturbative level in the calculation of the vibra-
tional free energy25–27.
The SSCHA performs a variational minimization of the
free energy with respect to a trial density matrix ρH that
solves an auxiliary harmonic Hamiltonian
H =
∑
a
P 2a
2Ma
+
1
2
∑
ab
(R−R)aΦab(R−R)b, (5)
where P is the kinetic energy and Ma the atomic mass
of atom a. The variational parameters in the mini-
mization are the Φ force-constants, which should not
be confused with the harmonic force-constants φ, and
3the R positions. The R positions are referred as the
centroid positions, i.e., the most probable atomic posi-
tions. The Φ force-constants are related to the broad-
ening of the ionic wave functions around the centroid
positions. At the minimum, the SSCHA yields a free en-
ergy F that takes into account anharmonicity without
approximating the BO potential. The minimization can
be performed by calculating atomic forces and energies in
stochastic atomic configurations in supercells using im-
portance sampling and reweighting techniques25–27. The
supercell atomic configurations are created according to
the probability distribution function related to ρH. Since
the BO energy landscape is sampled stochastically, the
SSCHA method does not use any fit or approximation
on the V (R). It is, therefore, unbiased by the starting
point.
C. Free energy Hessian and second-order phase
transition
In a displacive second-order phase transition, at high
temperature the free energy F has a minimum in a high-
symmetry configuration (Rhs), but, on lowering the tem-
perature, Rhs becomes a saddle point at the transition
temperature Tc. Therefore, the free energy Hessian eval-
uated at Rhs, ∂2F/∂R∂R|Rhs , at high temperature is
positive definite but it develops one or multiple negative
eigendirections at Tc. The SSCHA free energy Hessian
can be computed by using the analytic formula26
∂2F
∂R∂R = Φ +
(3)
ΦΛ(0)[1−
(4)
ΦΛ(0)]−1
(3)
Φ , (6)
with
(n)
Φ =
〈
∂nV
∂Rn
〉
ρH
. (7)
Here 〈〉ρH denotes the quantum statistical average taken
with the density matrix ρH. All these averages are eval-
uated here stochastically as described in Ref. 26. The
(n)
Φ non-perturbative n-th order force-constants should
not be confused with the n-th order perturbative force-
constants
(n)
φ , which are calculated as derivatives of the
BO potential at a reference position 0 and not as quan-
tum statistical averages:
(n)
φ =
[
∂nV
∂Rn
]
0
. (8)
In Eq. (6) the value z = 0 of the fourth-order tensor Λ(z)
is used. For a generic complex number z it is defined, in
components, by
Λabcd(z) = −1
2
∑
µν
F˜ (z, Ω˜µ, Ω˜ν)×√
~
2MaΩ˜µ
eaµ
√
~
2MbΩ˜ν
ebν
√
~
2McΩ˜µ
ecµ
√
~
2MdΩ˜ν
edν , (9)
with Ω˜2µ and e
a
µ the eigenvalues and corresponding eigen-
vectors of
D
(S)
ab = Φab/
√
MaMb, (10)
respectively. In Eq. (9)
F˜ (z, Ω˜µ, Ω˜ν) =
2
~
[
(Ω˜µ + Ω˜ν)[1 + nB(Ω˜µ) + nB(Ω˜ν)]
(Ω˜µ + Ω˜ν)2 − z2
−
(Ω˜µ − Ω˜ν)[nB(Ω˜µ)− nB(Ω˜ν)]
(Ω˜µ − Ω˜ν)2 − z2
]
, (11)
where nB(ω) = 1/(e
β~ω − 1) is the bosonic occupation
number. Evaluating through Eq. (6) the free energy
Hessian at Rhs and studying its spectrum as a func-
tion of temperature, we can predict the occurrence of a
displacive phase transition and estimate Tc. This tech-
nique has been successful to study phase-transition tem-
peratures in high-pressure hydrides, monochalcogenides,
and transition metal dichalcogenides undergoing charge-
density wave transitions11,29,30.
D. Dynamical properties of solids and phonon
frequencies
As shown in Ref. 26, even if the SSCHA is a ground-
state theory, it is possible to formulate a valid ansatz in
order to calculate dynamical properties of crystals such
as phonon spectral functions. The one-phonon Green
function G(z) for the variable
√
Ma(Ra − Ra) can be
calculated as
G−1(z) = z21−M− 12 ΦM− 12 −Π(z). (12)
With this definition, in the static limit the Green function
becomes the dynamical matrix obtained with the free
energy Hessian: G−1(0) = −D(F ), with
D
(F )
ab =
1√
MaMb
∂2F
∂Ra∂Rb . (13)
We will label with ωµ the eigenvalues of D
(F ). The SS-
CHA self-energy is given by
Π(z) = M−
1
2
(3)
ΦΛ(z)[1−
(4)
ΦΛ(z)]−1
(3)
ΦM−
1
2 , (14)
where Mab = δabMa is the mass matrix. We have explic-
itly verified that neglecting
(4)
Φ in Eq. (6) has a completely
4negligible impact on the eigenvalues of D(F ). We consis-
tently neglect
(4)
Φ in Eq. (12) as well. This reduces the
SSCHA self energy to the so-called bubble self energy,
namely
Π(z) ≈ Π(B)(z) = M− 12
(3)
ΦΛ(z)
(3)
ΦM−
1
2 . (15)
The cross section in an inelastic, e.g. neutron, exper-
iment is proportional to the spectral function σ(ω) =
−ωTrImG(ω + i0+)/pi31. Its peaks signal the presence
of collective vibrational excitations (phonons) having cer-
tain energies and linewidth. In order to recognize the
contribution of each phonon mode to this spectral func-
tion, we first take advantage of the lattice periodicity and
Fourier transform the spectral function and the self en-
ergy, and second we neglect the mixing between phonon
modes and assume that Π(z) is diagonal in the basis of
the eigenvectors:
Πµ(q, ω) =
∑
a¯b¯
ea¯µ(−q)Πa¯b¯(q, ω + i0+)eb¯µ(q). (16)
The cross section is then given by
σ(q, ω) =
1
pi
∑
µ
−ωImΠµ(q, ω)
(ω2 − Ω˜2µ(q)−ReΠµ(q, ω))2 + (ImΠµ(q, ω))2
.
(17)
In Eqs. (16) and (17) Ω˜2µ(q) and e
a¯
µ(q) are, respectively,
the eigenvalues and eigenvectors of D(S)(q), the Fourier
transform of Eq. (10).
The cross section calculated as in Eq. (17) does not
have any given lineshape. However, when Πµ(q, ω) is
small compared to Ω˜2µ(q), it is justified to approximate
Πµ(q, ω) ∼ Πµ(q, Ω˜µ(q)), which turns σ(q, ω) into a sum
of Lorentzian functions. In this Lorentzian approxima-
tion the peaks appear at the Ωµ(q) phonon frequencies,
with
Ω2µ(q) = Ω˜
2
µ(q) +ReΠµ(q, Ω˜µ(q)), (18)
and the linewidths are proportional to Im[Πµ(q, Ω˜µ(q))].
E. Thermal conductivity
We calculate the lattice thermal conductivity within
the single mode relaxation time approximation (SMA)32
making use of the eigenvalues and eigenvectors of D(S)(q)
(as it will be shown below it is not possible at the har-
monic level due to the instabilities obtained) as well as
the non-preturbative third-order force-constants
(3)
Φ . In
the SMA the lattice thermal conductivity is written as
follows33:
καβl =
~2
ΩNqkBT 2
×∑
qµ
cαµ(q)c
β
µ(q)Ω˜
2
µ(q)nB(Ω˜µ(q))
[
nB(Ω˜µ(q)) + 1
]
τµ(q),
(19)
where, for the phonon mode µ with momentum q, cαµ(q)
is the Cartesian component α of its lattice group ve-
locity and τµ(q) its lifetime. Nq is the number of q
points used in the sum. The Bose-Einstein occupation of
each mode is given by the Boltzmann Transport Equa-
tion (BTE) and the inverse phonon lifetime (with γµ(q)
the half width at half maximum) is calculated as33
1
τµ(q)
= 2γµ(q) =
pi
~2Nq
∑
q′νη
|
(3)
Φ µνη(q,q
′,q′′)|2
×[(1+nB(Ω˜ν(q′))+nB(Ω˜η(q′′)))δ(Ω˜µ(q)−Ω˜ν(q′)−Ω˜η(q′′))
+2(nB(Ω˜ν(q
′))−nB(Ω˜η(q′′)))δ(Ω˜µ(q)+Ω˜ν(q′)−Ω˜η(q′′))],
(20)
with q+q′+q′′ = G, G being a reciprocal lattice vector.
Here
(3)
Φ µνη(q,q
′,q′′) is the third order force-constants
matrix written in the space of the normal modes:
(3)
Φ µνη(q,q
′,q′′) =
∑
a¯b¯c¯
√
~3
8Ma¯Mb¯Mc¯Ω˜µ(q)Ω˜ν(q
′)Ω˜η(q′′)
× ea¯µ(q)eb¯ν(q′)ec¯η(q′′)
(3)
Φ a¯b¯c¯(q,q
′,q′′), (21)
where
(3)
Φ a¯b¯c¯(q,q
′,q′′) are the Fourier transformed non-
perturbative third-order force-constants. We also cal-
culate the thermal conductivity with the perturba-
tive third-order force-constants by substituting the non-
perturbative
(3)
Φ by the perturbative
(3)
φ in Eqs. (20) and
(21).
III. COMPUTATIONAL DETAILS
We calculate the electronic bands using ab initio Den-
sity Functional Theory (DFT) calculations within the lo-
cal density approximation (LDA)34 and the generalized
gradient approximation in the Perdew Burke Ernzerhof
(PBE) parametrization35 as implemented in the Quan-
tum ESPRESSO36,37 software package. Harmonic
phonons and perturbative third-order force-constants
(3)
φ
are calculated using Density Functional Perturbation
Theory33,38. We use projector augmented wave39 (PAW)
pseudopotentials that include 5s2 5p2 4d10 electrons in
the case of Sn and 3s2 3p4 in the case of S or Se. For
5the perturbative third-order force-constants we use norm-
conserving pseudopotentials which were shown19 to pro-
vide very similar third-order force-constants compared to
the PAW result. A 16×16×16 sampling of the first Bril-
louin zone of the primitive cell and an energy cutoff of
70 Ry are employed for the DFT self-consistent calcu-
lation. For the electronic transport calculations we use
the Boltztrap software package40. For the sum in Eq. 4
we perform a non self-consistent DFT calculation in a
30× 30× 30 sampling of the first Brillouin zone. We use
experimental lattice parameters at the transition tem-
perature as we got better agreement with experiments
for SnSe in a previous work19. The experimental lat-
tice parameters taken from Refs.16,17 are a = 22.13 a0,
b = 8.13 a0, c = 8.13 a0 for SnSe and a = 21.69 a0,
b = 7.84 a0, c = 7.84 a0 (a0 is the Bohr length) for SnS.
The structures of the high temperature Cmcm and low
temperature Pnma phases are shown in Figure 1.
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Figure 1. XY face of the a) Cmcm and b) Pnma structures.
Atomic displacements of modes c) Γ1, d) Y2 and e) Y1. Sn
atoms are red and S green.
Anharmonic phonons and non-perturbative third-
order force-constants are calculated within the SSCHA
using a 2 × 2 × 2 supercell. For the SSCHA calculation
we use forces calculated within DFT. Once we get the
anharmonic force-constants, we substract the harmonic
ones and interpolate the difference to a 6 × 6 × 6 grid.
Then, we add this interpolated difference to the harmonic
dynamical matrices in a 6× 6× 6 grid, which yields an-
harmonic force-constants in a fine grid. By Fourier inter-
polating the latter we can calculate phonon frequencies
at any point in the Brillouin zone. We impose the acous-
tic sum rule to the third-order force-constants with an
iterative method prior to their Fourier interpolation19,33.
The lattice thermal conductivity is calculated with Eq.
(19) using a 10× 10× 10 grid. For the calculation of the
phonon linewidths we use a 20×20×20 mesh in Eq. (20)
with a Gaussian smearing of 1 cm−1 for the Dirac deltas.
IV. RESULTS AND DISCUSSION
A. Electronic transport
Figure 2 (a) shows the electronic band structures of
SnS and SnSe in the high symmetry phase. It shows that
the electronic properties of these materials are very simi-
lar because their electronic band structures are basically
the same as expected for isoelectronic compounds with
the same atomic structure. The major difference is that
the indirect (the conduction and valence bands that con-
stitute the gap are denoted with an arrow in Figure 2 (a))
energy gap (0.45 eV for SnSe and 0.7 eV for SnS) is big-
ger in the case of SnS, in agreement with experiments15,41
and previous calculations20. As expected, the calculated
electronic gaps within LDA underestimate the experi-
mental values (0.86−0.948 eV for SnSe and 0.9−1.142 eV
for SnS). Using these band structures we have calculated
the Seebeck coefficient, which within the approximation
of a constant electronic relaxation time it is independent
of it, and the electrical conductivity over the electronic
relaxation time σ/τe. The Seebeck coefficient is very sim-
ilar for both materials, but σ/τe is slightly larger in the
case of SnSe due to the smaller electronic gap. Using
these two quantities we have calculated PF /τ
e, shown in
Figure 2 (b). As we can see, PF /τ
e is very similar for
both materials, but slightly higher in the case of SnSe.
As we can see, PF /τ
e increases as temperature increases
and the difference between SnSe and SnS is less than
5% at 1000 K. These results make clear that regarding
the electronic transport properties these two materials
are very similar in the high temperature phase provided
that the relaxation time for the electrons is similar for
both materials, which is expected for isoelectronic and
isostructural compounds.
B. Pnma to Cmcm phase transition
As it was already pointed out17,19, symmetry42,43 dic-
tates that it is possible to have a second-order phase
transition between the Cmcm and Pnma phases. The
transition is dominated by the distortion pattern associ-
ated to a non-degenerate mode (Y1) at the zone border
Y point. This means19 that, in a second-order displacive
phase transition scenario, the transition temperature Tc
is defined as ∂2F/∂Q2(T = Tc) = 0 where Q is the order
parameter that transforms the system continuously from
the Pnma (Q 6= 0) to the Cmcm (Q = 0) phase. As the
distortion is dominated by the Y1 phonon, ∂
2F/∂Q2(T )
is proportional to ω2Y1(T ), which we can calculate diago-
nalizing D(F ).
Figure 3 shows ω2Y1(T ) within the LDA and PBE ap-
proximations. As in the case of SnSe19, the second
derivative of the free energy is positive at high tempera-
tures and decreases lowering the temperature. For both
approximations, it becomes negative at the critical tem-
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We include the pressure component Pzz, which is the pressure
in the direction where the atoms move in the transition. This
pressure is calculated including the anharmonic vibrational
energy within the SSCHA as discussed in Ref. 27.
perature Tc, which means that the Pnma phase is not
any longer a minimum of the free energy and the struc-
ture distorts adopting the Pnma phase. Tc strongly de-
pends on the approximation of the exchange-correlation
functional: it is 600 K for LDA and 465 K for PBE.
Our LDA calculation agrees better with the experimental
value, around 900 K17. We associate the discrepancy be-
tween LDA and PBE to the different pressures obtained
in the transition direction, Pzz. In fact, as shown in the
case of SnSe19, Tc depends strongly on the pressure in
this z direction. The pressure in Figure 3 includes an-
harmonic vibrational effects on the energy following the
procedure outlined in Ref. 27. For the same lattice pa-
rameter LDA displays a much smaller pressure, as gen-
erally LDA predicts smaller lattice volumes than PBE.
The underestimation with respect to experiments may
be attributed to the small supercell size used for the SS-
CHA calculations (2×2×2). Even if experimentally Tc is
around 100 K higher in SnS than in SnSe, our LDA cal-
culations give basically the same transition temperature
for both materials as Tc = 616 K in SnSe according to
our previous calculations19. However, within PBE SnSe
does show a lower transition temperature since Tc = 299
K for SnSe K19.
C. Anharmonic phonons
Figure 4 (a) compares the harmonic phonon spec-
trum with the anharmonic one calculated within the
Lorentzian approximation at 800 K within the LDA. In
the anharmonic spectrum shown the phonon energies cor-
respond to the Ωµ(q) values of Eq. (18). The linewidth
obtained in the Lorentzian approximation is also shown.
The phonon spectrum suffers from a huge anharmonic
renormalization. The harmonic spectrum shows broad
instabilities, which are stabilized by anharmonicity. The
Y1 mode is unstable below the transition temperature,
but it is stabilized after the transition. By having a
look at the the phonon linewidths, we can see that two
modes at the Γ point (Γ1 and Γ2) not only suffer a strong
anharmonic renormalization, but they also have a large
linewidth compared to the rest of the modes in the first
Brillouin zone. These modes describe optical in-plane
atomic displacements (see Figure 1, Γ2 has the same
atomic displacements as Γ1 but in the other in-plane di-
rection), which are the same atomic displacements of Y2
and Y3 at the point Y with a different periodicity due to
the different momentum. The Y2 and Y3 in-plane modes
also show a very large linewidth. On the contrary, the
linewidth of mode Y1 is not so large even if it is respon-
sible for the phase transition (see Figure 1).
In strongly anharmonic materials7,8,11,19,29,44, the
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Figure 4. (a) Harmonic and anharmonic [Ωµ(q)] phonon spectra within the Lorentzian approximation. The length of the bars
corresponds to the linewidth (full length of the line is the full width at half maximum). The calculations are done within the
LDA using
(3)
Φ at 800 K and Ω˜µ(q) at 800 K. (b) and (c) σ(ω) spectral functions at the points Γ and Y , respectively, calculated
as in Eq. (17). Solid lines correspond to individual modes and dashed lines are the total spectral functions.
phonon spectral functions σ(q, ω) show broad peaks,
shoulders, and satellite peaks that cannot be captured
by the simple Lorentzian picture. In Figure 4 (b) and (c)
we show the spectral function keeping the full frequency
dependence on the self-energy (see Eq. (17)). The calcu-
lation is done for the Γ and Y points. The great major-
ity of the modes describe a Lorentzian shape. However,
the modes with a large linewidth within the Lorentzian
approximation (see Figure 4 (a)) are those that clearly
deviate from the Lorentzian profile (Γ1, Γ2, Y2, Y3). This
non-Lorentzian shape makes clear that these modes are
strongly anharmonic and the frequency dependence of
the self-energy is crucial to account for their spectral
function. In this case, as we can see in in Figures 4
(b) and (c), the non-Lorentzian shapes of the strongly
anharmonic modes do not create appreciable shoulders
or satellite peak in the total spectral function, however,
their contribution is far from trivial.
D. Lattice thermal transport
In Figure 5 (a) we show the lattice thermal conductiv-
ity of Cmcm SnS as a function of temperature calculated
using
(3)
Φ and
(3)
φ for solving the BTE within the SMA.
We recall that
(3)
Φ are non-perturbative third-order force-
constants calculated using Eq. 7 and
(3)
φ are perturbative
third-order force-constants calculated using Eq. 8. In
Figure 5 (b) we show the lattice thermal conductivities
of Cmcm SnS and SnSe using
(3)
Φ . We can see that the
non-perturbative calculation using
(3)
Φ is lower than the
perturbative one using
(3)
φ for the three Cartesian direc-
tions. This result makes clear that the non-perturbative
anharmonicity is very important to calculate the thermal
conductivity in this kind of thermoelectric materials. By
looking at the values of the lattice thermal conductiv-
ity we can see that both materials show very similar ul-
tralow values, below ≈ 1.0 Wm−1K−1. In-plane results
are slightly higher for SnSe and out-of-plane calculations
higher for SnS, in agreements with another calculation20
where the thermal conductivities of SnS and SnSe for
the low-temperature Pnma phase are calculated with
harmonic phonons and perturbative third-order force-
constants. Theoretical calculations following the same
procedure also show that the thermal conductivities of
Pnma SnSe and SnS are very similar23,45, in agreement
with experiments15,22. Our calculations confirm that in
the high-temperature Cmcm phase the thermal conduc-
tivity of these two compounds is also very similar. Both
materials show a clear anisotropy between in-plane and
out-of-plane calculations in agreement with experimen-
tal results46 for the low-temperature phase close to the
phase transition.
V. CONCLUSIONS
In conclusion, we have calculated the electronic and
vibrational transport properties of Cmcm SnS using
first-principles calculations. We have seen that the
electronic transport properties of SnS and SnSe are
comparable and that a similar power factor is expected
for these isoelectronic and isostructural compounds.
As in the case of SnSe, SnS suffers a second-order
phase transition from the Cmcm to the Pnma phase
driven by the collapse of a zone border phonon. We
have also seen that SnS shows a strongly anharmonic
phonon spectrum. Many phonon modes have a very
large linewidth and show non-Lorentzian profiles in
the spectral function. Finally, we have calculated the
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Figure 5. a) Lattice thermal conductivity of Cmcm SnS calcu-
lated within non-perturbative (NP) and perturbative (P) ap-
proaches. We have used Ω˜µ(q) at 800 K for both and
(3)
Φ at 800
K for the non-perturbative calculation in both cases. Calcula-
tions are within the LDA. b) Lattice thermal conductivity of
Cmcm SnS and SnSe calculated within the non-perturbative
(NP) approach.
lattice thermal conductivity of Cmcm SnS and we have
seen that nonperturbative anharmonicity substantially
corrects the third order force-constants. The thermal
conductivity of both materials is very similar and
ultralow. Therefore, by comparing the electronic and
vibrational transport properties of SnS and SnSe in
the Cmcm high-temperature phase, we conclude both
should be good thermoelectrics. Thus, we suggest
that SnS may be an earth-abundant very efficient
high-temperature thermoelectric material. This work
motivates more experimental effort in this regime for its
characterization.
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