Introduction
One of the most well-known facts about elliptic curves is that an elliptic curve E over C admits an analytic uniformization
where Λ is a lattice in C. This isomorphism is an isomorphism of analytic groups over C, which can be explicitly described using the Weierstrass ℘-function. The isomorphism (1.1) gives a powerful tool for the study of elliptic curves; as a simple example, note that (1.1) implies that for any n ≥ 2 the n-torison of E is isomorphic to (1/n)Λ/Λ ≈ (Z/nZ)×(Z/nZ), which is not so easy to prove with purely algebraic methods.
The primary goal of these notes is to give a concise overview of the nonArchimedean uniformization theory of abelian varieties and curves. The simplest (and the first) example of such uniformization is the analogue of (1.1) due to Tate. In the late 1950's, Tate discovered that an elliptic curve with split multiplicative reduction over a non-Archimedean field is analytically isomorphic to a quotient of the multiplicative group of the field by a lattice. Tate's remarkable discovery was not only important in the theory of elliptic curves, but it also served as a motivation for Tate's creation of rigid-analytic spaces, which is a general theory of p-adic manifolds, in many respects similar to the classical analytic geometry (see Tate's Foreword in [42] ). The next important step in the non-Archimedean uniformization theory was taken by Mumford who in two influential papers [29] and [30] generalized Tate's uniformization to curves with degenerate reduction and to abelian varieties with toric reduction, respectively. Finally, in [23] , Manin and Drinfeld showed how the uniformization of the Jacobian variety of a curve with degenerate reduction is related to the uniformization of the curve itself, in analogy with the classical Abel-Jacobi theorem.
A secondary goal of the notes is to explicate the relation of Grothendieck's monodromy pairing [17] to the non-Archimedean uniformization of abelian varieties. We will see that the monodromy pairing is the valuation of the analogue of the Riemann form in the non-Archimedean setting. This pairing is a very useful tool in some problems arising in arithmetic geometry; cf. [40] . Now we give a more detailed account of this paper's contents. In Section 3, we recall the algebraic construction of the monodromy pairing. This construction might seem somewhat complicated, especially due to the fact that one constructs the pairing -adically for all primes , and then proves that there is a unique Zvalued pairing whose extension of scalars recovers all -adic pairings. We also recall the functorial properties of the monodromy pairing, and give an explicit formula for this pairing in the case of Jacobian varieties. In Section 4, we give a summary of the theory of Tate curves. This section primarily serves as a motivation and a concrete example for our later discussions. An elliptic curve can be thought of as (i) an abelian variety of dimension 1; (ii) a curve of genus 1; (iii) a Jacobian variety of dimension 1. In the next three Sections 5, 6, 7 we discuss how Tate's uniformization can be extended in these three different directions. (A fourth direction in which Tate curves can be generalized, namely the uniformization of hyperelliptic curves, is discussed in Example 6.13.) Section 5 contains the rigid-analytic realization of the monodromy pairing, and analytic proofs of some of its properties. It is quite remarkable how natural Grothendieck's pairing is from the analytic viewpoint. The last Section 8 discusses the function field analogues of Shimura curves arising from quaternion algebras. This section can be considered both as giving explicit examples of Mumford curves, and also as an example of the use of rigid-analytic uniformization in number theory. Here we also explain how the monodromy pairing appears in disguise in the theory of automorphic forms.
The paper contains essentially no proofs -we only sketch the ideas which go into the proofs of the most fundamental theorems. For the details on the monodromy pairing one should consult Grothendieck's original Exposé in SGA 7 [17] ; while writing §3, we also used Brian Conrad's notes on the monodromy pairing [7] , which give an exposition of Grothendieck's work with some simplifications (unfortunately, Conrad's manuscript is still unpublished). For an extensive treatment of non-Archimedean uniformization theorems, besides Mumford's original papers, the reader might consult the following books: [16] for the uniformization of curves and Jacobians, and [11] for the uniformization of abelian varieties. Another nice reference is Manin's semi-expository paper [22] ; this paper contains more detailed proofs of the results in [23] , and also gives an exposition of Mumford's work. This paper has several drawbacks. The most serious one is that to keep it short we do not discuss any of the basics of non-Archimedean geometry. Neither do we discuss Raynaud's approach to rigid-analytic geometry based on formal schemes, although this theory plays a crucial role in the proofs of uniformization theorems. By now there are several books on the subject of non-Archimedean geometry, as well as many excellent expository papers. For a relatively concise account of this theory, including Raynaud's approach, the reader might consult Brian Conrad's lectures at the Arizona Winter School 2007 [42] . Still, we believe that a reader familiar with the Tate curve example, but not familiar with rigid-analytic spaces, should be able to follow the ideas in Sections 5, 6, 7. Another limitation is that we assume that the base field is local. This simplifies some of the technicalities, but is not necessary. In fact, working within the framework of formal geometry, Mumford proves his fundamental results [29, 30] over an arbitrary complete Noetherian normal integral domain.
Notation
Given a field K we denote its algebraic closure by K, and its separable closure by K sep . We denote by G K = Gal(K sep /K) the absolute Galois group of K. From now on, K will be a field equipped with a nontrivial discrete valuation
Let R = {z ∈ K | ord K (z) ≥ 0} be its ring of integers. Let m = {z ∈ K | ord K (z) > 0} be the maximal ideal of R, and k = R/m be the residue field. We fix a uniformizer of R, and assume that the valuation is normalized by ord K ( ) = 1. Assume further that k is a finite field of characteristic p, and define the non-Archimedean absolute value on K by |x| = (#k)
− ord K (x) . Finally, assume K is complete for the topology defined by this absolute value. Overall, our assumptions mean that K is a local field [44] . It is known that every local field is isomorphic either to a finite extension of Q p , or to the field of formal Laurent series k((x)). We denote by C K the completion of K with respect to the extension of the absolute value (which is itself algebraically closed).
Monodromy pairing
3.1. Néron models. Let X be a scheme over K. A model of X over R is an R-scheme X such that X K = X. Néron proved that an abelian variety has a model over R with a particularly nice set of properties:
.1. Let A be an abelian variety over K. There is a model A of A which is smooth, separated, and of finite type over R, and which satisfies the following universal property:
For each smooth R-scheme X and each K-morphism φ K : X K → A there is a unique R-morphism φ : X → A extending φ K .
The model A in the theorem is called the Néron model of A. It is obvious from the universal property that A is uniquely determined by A, up to unique isomorphism. Moreover, the group scheme structure of A uniquely extends to a commutative R-group scheme structure on A , and A(K) = A (R). It is not true that A is necessarily proper, and A is not necessarily stable under base change. The book [4] is a standard reference for the theory of Néron models. The closed fibre A k is usually not connected. Let A 0 k be the connected component of the identity section. There is an exact sequence 
with respect to these homomorphisms is the -adic Tate module of A; this is a free Z -module of rank 2d equipped with a continuous action of
. Hence e n 's are compatible with taking the inverse limits, and in the limit we get a pairing
called the -adic Weil pairing. The elements of G K act as homeomorphisms on K. This implies that G K induces an action onk considered as the residue field of K, so there is a canonical homomorphism G K → G k . The kernel I of this homomorphism is called the inertia subgroup of G K . There is a canonical surjective homomorphism
where the inverse limit is over all n ≥ 1 coprime to p. It is clear that this homomorphism is independent of the choice of a uniformizer . It is known that the kernel of ρ is a pro-p group. From now on we assume that A has semi-abelian reduction. Denote by T (A)
This is not surprising since one can think of T (A)
I as the largest submodule of T (A) which "extends over R". (This can be made rigorous by decomposing each quasi-finite group scheme
f is a finite R-group scheme and H n has empty closed fibre; see [17, 2.2 
Since A and A ∨ are isogenous, the dual abelian variety A ∨ also has semi-abelian reduction. Hence we get a similar filtration on T (A ∨ ). Grothendieck's Orthogonality Theorem [17, Theorem 2.4 
] says that T (A)
I is the orthogonal complement of T (A ∨ ) t with respect to the Weil pairing (3.3) . This implies that if x ∈ T (A) and g ∈ I, then gx − x ∈ T (A) t . Indeed, the Weil pairing is Galois invariant and I acts trivially on Z (1), so for any y ∈ T (A ∨ ) I we have
is a continuous homomorphism. Since the target group is pro-, ϕ must factor through the maximal pro-quotient of I, which is isomorphic to Z (1). Note that ϕ(g) restricted to T (A) I ⊂ T (A) is trivial, so we get a homomorphism
Let M := Hom(Tk, G m,k ) be the character group of T . The character group is a free Z-module equipped with an action of
Denote by T ∨ the toric part of (
Now from (3.5) we get a homomorphism
or equivalently, a pairing
such that for each prime number the pairing
obtained by extension of scalars is the pairing (3.6).
The pairing in Theorem 3.3 is called the Monodromy Pairing. (The name comes from the fact that the pairing (3.6) is constructed using the action of I on T (A), which is a well-known arithmetic analogue of the action of the fundamental group of a punctured complex analytic disk on the first cohomology group of a family of abelian varieties over the disk degenerating at the origin.) The proof of Theorem 3.3 in [17] is quite involved. As a preliminary step, Grothendieck gives an alternative definition of a pairing ·, · : M ⊗ Z M ∨ → Z , which works for all , including = p, and proves that this is equal to (3.6) for = p. This alternative definition relies on the theory of "mixed extensions" [17, §9.3] and works over more general base schemes. We will see later that the monodromy pairing is a very natural pairing from the perspective of non-Archimedean uniformization (in that context the monodromy pairing is a priori Z-valued).
Remark 3.4. The pairing (3.6) can be made more explicit as follows. Suppose x ∈ M and y ∈ M ∨ . By definition, these elements correspond to homomorphisms
The Weil pairing (3.3) induces a perfect duality between T (A) t and
such that y is the homomorphism z → (y , z) For any g ∈ I, the element (g − 1)y is well-defined and lies in T (A) t . Hence (g − 1)y , x is also well-defined. Unwinding the definition of (3.6), one checks that x, y ∈ Z is the element such that for any g ∈ I
where ρ : I → Z (1) is the homomorphism ρ in (3.4) followed by the projection on the th factor. 
−−→ Z is symmetric and positive definite.
(2) There is a short exact sequence of G k -modules, covariantly functorial in A,
where Φ A is the group from (3.1).
These are Theorems 10.4 and 11.5 in [17] . The proof of part (1) eventually reduces to the case of Jacobians, where the statement immediately follows from an explicit formula for the monodromy pairing (see Theorem 3.8). We will prove Theorem 3.5 in the split toric reduction case in §5.4 using non-Archimedean uniformization. Remark 3.7. The monodromy pairing can be used to define a perfect
3.4.
Monodromy pairing for Jacobians. Let X be a smooth, projective, geometrically irreducible curve over K of genus d ≥ 1. A model X of X over R is said to be semi-stable if X is flat and proper, and the closed fibre X k is reduced and has only ordinary double points as singularities. If X has a semi-stable model X over R, then X can be chosen to be regular. (Every curve has a semi-stable model after possibly passing to a finite extension of K; see [4, Theorem 9.2/7] .) Assume X is a regular semi-stable model of X. Let S = {x 1 , . . . , x r } and I = {X 1 , . . . , X h } be the sets of singular points and irreducible components of Xk, respectively. Let Gr(X ) be the dual graph of Xk. Recall that the vertices and edges of Gr(X ) are the elements of I and S, respectively; each singular point lying on X i and X j defines an edge joining the vertices X i and X j . Note that X i = X j is allowed. Denote by x i ∈S Z[x i ] the free Z-module with generators indexed by the singular points, and similarly denote by X j ∈I Z[X j ] the free Z-module with generators indexed by the irreducible components. The simplicial chain complex of Gr(X ) gives the exact sequence
The last map is the augmentation (= "sum of the coefficients"). This isomorphism allows to describe J 0 k in terms of X k . Let X i be the normalization of X i , 1 ≤ i ≤ h. The normalization of X k is the disjoint union X i , and the normalization map X i → X k induces a surjection
whose kernel is the toric toric part T of J 0 k . Moreover, T can be described as follows (see [4, Example 9.2/8]): For 1 ≤ i ≤ r and 1 ≤ j ≤ h, define ε i,j to be 0 if the singular point x i is not on X j or if X j is the only irreducible component through x i . Otherwise, let ε i,j be a fixed choice of ±1 subject to the restriction ε i,j + ε i,j = 0, where X j and X j are the two branches through x i . Then there is an exact sequence
where the first map in the exact sequence is the diagonal embedding. We recognize this exact sequence as the dual of (3.9), or in other terms
The restriction of this pairing to H 1 (Gr(X ), Z) induces via (3.12)) a pairing on M , which is obviously Z-valued, symmetric and positive definite. A Jacobian variety is canonically principally polarized; cf. [25, Theorem 6.6 ]. Hence we get a second pairing on M by using the monodromy pairing and the canonical principal polarization on J as in Remark 3.6. Proof. The proof is discussed in Chapter 12 of [17] (see also [7, 19] ). The proof rests on the so-called Picard -Lefschetz formula frométale cohomology which describes the action of the inertia group on H 
t , which we denote by the same symbols. These elements clearly generate T (J) t . Let g ∈ I and y ∈ T (J). The Picard -Lefschetz formula gives an explicit expression for gy − y ∈ T (J) t in terms of the canonical vanishing cycles (3.14) gy − y = ρ (g)
where ξ : J ∼ −→ J ∨ is the canonical principal polarization and the pairing (·, ·) ,ξ is the composition
Theorem 3.8 can be deduced by plugging this expression into (3.7).
Tate curves
The basic problem considered by Tate was to adapt (1.1) to elliptic curves over K. At first this might seem futile, since K of characteristic 0 does not even have nontrivial discrete subgroups. Tate's great insight was that the classical formulae giving (1.1) make sense p-adically when exponentiated. More precisely, by scaling the lattice in eq1.1 we can assume that Λ = Z + Zτ for some τ with positive imaginary part. Then the map
where q := exp(2πiτ ) satisfies |q| < 1. This isomorphism is explicitly described by power series which depend on q. The amazing thing is that these power series have coefficients in Z, hence can be considered over K, and as such they are convergent everywhere if we assume that the parameter q is a fixed element in
Thus, one might expect that the quotient group K × /q Z is isomorphic to the group of K-rational points of an elliptic curve. In fact, a stronger statement is true: the isomorphism in question is an isomorphism of rigid-analytic groups.
Let 
The theorem implies that, unlike the classical situation, not every elliptic curve over K has an analytic uniformization: a necessary and sufficient condition for the existence of such uniformization is for E to have split toric reduction (a more common terminology for elliptic curves is split multiplicative reduction).
Proof. We only give a sketch; for a detailed proof the reader can consult
is given by explicit formulae similar to those describing (1.1). From this one obtains E q as the curve given by the Weierstrass equation
where a(u) and b(u) are explicit power series in uZ u . If q ∈ m, then the series a(q) and b(q) converge in K and clearly belong to the maximal ideal m. Hence the reduction of the Weierstrass equation of E q modulo m is given by y 2 + xy = x 3 , which is a nodal cubic with singularity at (x, y) = (0, 0). This implies that E q has split toric reduction. The j-invariant of E q is
The map q → j(q) gives a bijection between the sets {q ∈ K × | |q| < 1} and {z ∈ K | |z| > 1}. It is known that an elliptic curve E over K with toric reduction has j-invariant |j(E)| > 1. Hence E is isomorphic over K to E q , where q is such that j(q) = j(E). Finally, one shows that if E has split toric reduction then this isomorphism is defined over K.
The group of connected components of the Néron model of E q can be computed from the analytic uniformization. It follows from the Tate Algorithm [47] that the group of connected components of the Néron model of an elliptic curve with toric reduction is cyclic of order − ord K j(E) . Hence
Another application of the non-Archimedean uniformization is the description of isogenies between two elliptic curves with split toric reduction [48, p. 325]:
Conversely, every isogeny between Tate curves arises in this manner:
Uniformization of abelian varieties

Complex analytic uniformization. Let V be a vector space over C of dimension g. A map H/colonV × V → C is a Hermitian form if it is linear in the first variable, and H(v, w) = H(w, v). This implies that H(v, v) is a real number; we say that
Given a lattice Λ in V , the quotient V/Λ is a compact analytic manifold with a natural group structure. It is well-known that V/Λ is the complex analytic space associated to an abelian variety over C if and only if V/Λ possesses a Riemann form; cf. [28, p. 35] . If g = 1, then a Riemann form always exists. Indeed, without loss of generality we may assume that V = C, Λ = Z ⊕ Zτ , and Im(τ ) > 0. Then it is easy to check that H(v, w) = vw/ Im(τ ) is a Riemann form. If g ≥ 2, relatively few V/Λ have a Riemann form, hence not all such quotients are algebraic; cf [28, p. 36] . Now let A be an abelian variety over C.
* be the dual of the C-vector space of holomorphic 1-forms on A, and
Thus, every abelian variety over C has "analytic uniformization." This is a generalization of (1.1).
Suppose A = V/Λ is an abelian variety and H is a Riemann form. As is explained in [28] , H corresponds to a polarization ξ H : A → A ∨ . We can apply this polarization to the second factor in (3.2) to obtain a pairing
for any m ≥ 2. This pairing has an analytic description. Let x, y ∈ V be such that mx, my ∈ Λ. Then the imagesx,ȳ of x, y in A lie in A [m] , and (see [28, p. 237 
Non-Archimedean Riemann form.
The discussion in §4 suggests that as a possible generalization of the Tate curve example to higher dimensional abelian varieties one can consider the quotients (G
where Λ is a lattice. A theory of such quotients was developed at different levels of generality by Morikawa [27] , Gerritzen [15] , Raynaud [37] and Mumford [30] .
Let
. It is known that analytic characters are all algebraic,
In fact, a stronger statement is true: any holomorphic, nowhere vanishing function on T an is a constant multiple of an algebraic character (see [11, §6.3 
]).
Consider the group homomorphism
g is injective and its image is a lattice in the classical sense. Such Λ is discrete in T an , i.e., the intersection of Λ with any affinoid subset of T an is finite. Hence we can form the quotient G := T an /Λ in the usual way by gluing the Λ-translates of a small enough affinoid U . It is easy to see that G satisfies Kiehl's condition of properness, so G is a proper rigid-analytic group. The Riemann form condition in this setting is the following:
. G is an abelian variety if and only if there is a homomorphism
for all λ, μ ∈ Λ, and the symmetric bilinear form
is positive definite.
Proof. The strategy of the proof is very similar to the proof of the corresponding theorem over C as given in [28, Chapter 1] . The proof can be found in [11, Chapter 6; 15] . The idea is first to describe the line bundles on G. It turns out that every line bundle L on G is determined by a pair (H, d), where H : Λ → X(T an ) is a group homomorphism and d : Λ → K × is a map satisfying
Next, the global sections of a line bundle L on G can be explicitly described using formal theta series. It turns out that enough of these series are convergent, and hence L is ample, if and only if ord K H is positive definite. Finally, one uses rigidanalytic GAGA theorems, proved by Kiehl, to conclude that G is algebraic (every closed analytic subspace of P n,an K is the analytification of a unique closed subscheme of P n K ).
Hence H is symmetric and ord K H is positive definite if n > 0. By Theorem 5.1, G is an elliptic curve, which is the first part of Tate's theorem 4.1. Note that H(q) = χ 1 gives an isomorphism between the lattice and the character group. We will see later that this is a reflection of the fact that E q is principally polarizable.
, and is defined by (α, β) → α n β m ; we denote this character by χ n,m . Fix
2 generated by e 1 = (q 1 , τ) and e 2 = (τ, q 2 ). It is easy to see that Λ is a lattice. Define
by H(e 1 ) = χ 1,0 and H(e 2 ) = χ 0,1 . Then H(e 1 )(e 2 ) = τ = H(e 2 )(e 1 ), so H is symmetric. Next, let e = e a 1 e b 2 ∈ Λ and assume e = 1. Then
with a, b, c ∈ Z holds if and only if a = b = c = 0. Let e 1 = (q, 1) and e 2 = (τ, θ). The subgroup generated by these elements is a lattice, but an injective homomorphism H cannot be symmetric, so G is not algebraizable.
Uniformizable abelian varieties. Given an abelian variety
g /Λ for some lattice Λ. We know from the Tate curve example that not every abelian variety is uniformizable.
Theorem 5.4. An abelian variety over K is uniformizable if and only if it has split toric reduction.
Proof. The reader can find a complete proof of this theorem in [2, 11] (see also [30] ). The key tool is Raynaud's theory [38] relating formal schemes over R and rigid spaces over K (see [3] for a systematic development of this theory).
In one direction, let G = T an /Λ. Fix an affinoid covering U of G. The analytic reduction G of G with respect to such covering is easy to compute since each U ∈ U is isomorphic to an affinoid in T an . One can choose U so that G is a finite union of copies of g-tuple products (P 1 k ) × · · · × (P 1 k ) glued together along coordinate hyperplanes, and the smooth locus of G is an extension of a finite abelian group by G g m,k . Since G is proper, we can use the covering U to construct a formal scheme G over Spf(R) whose Raynaud generic fibre G rig is isomorphic to G. Now assume G is algebraic, i.e., G ∼ = A an . Then Grothendieck's formal GAGA implies that G is also algebraic, i.e., there is a proper scheme G over Spec(R) whose formal completion G along m is isomorphic to G. This scheme G is a model of A, and G k ∼ = G. Since the identity component of the smooth locus of G k is G g m,k , the abelian variety A has split toric reduction.
In the other direction, let A be an abelian variety over K with split toric reduction. Let A be its Néron model, and A 0 be the relative connected component of the identity of A . By assumption A 
Remark 5.6. There are more general uniformization theorems for abelian varieties than Theorem 5.4. In [37] , Raynaud presented a program (without proofs) handling the rigid-analytic uniformization of abelian varieties with semi-abelian reduction. Let A be an abelian variety of dimension g over K with semi-abelian reduction. Let d be the dimension of the toric part of A 0 k . Then there is an analytic group variety S over K which is an extension of an abelian variety B an of dimension g − d and a torus T an of dimension d
There is also a necessary and sufficient condition for the algebraicity of quotients S/Λ similar to Theorem 5.1. The proofs of these results can be found in [2] . 
Proof. It is easy to see that ϕ T is surjective and ϕ Λ is injective. The claim then follows from the snake lemma.
g /Λ is compatible with the action of G K . Hence applying Corollary 5.7 to the isogenies A → A given by multiplication by n , = p, and taking the inverse limits we obtain an exact sequence of G K -modules
This shows that the action of inertia on T (A) is unipotent of level 2, which is a special case of a result of Grothendieck [17, Proposition 3.5].
Analytic monodromy pairing.
In this subsection, to simplify the notation, we denote an analytic torus by T . Let A be an abelian variety with split multiplicative reduction, and T/Λ be its uniformization. Denote This fact is stated in [17, (14.2.5) ], although the first published proof seems to be in [6] . In the case of Jacobians with split toric reduction this is also implicitly contained in [23, p. 246] . The statement of Theorem 5.8 is valid for abelian varieties with semi-abelian reduction, using Raynaud's uniformization mentioned in Remark 5.6. The proof in this more general case is essentially the same as in the toric reduction case; see [6 
Hence there is a pairing
given by evaluation. Passing to the inverse limits, we get the "evaluation" pairing
On the other hand, the Weil pairing
This follows from ( 
Since H is injective with finite cokernel, H A is an isogeny. In fact, one can show that H A is a polarization; cf. [2, §2] . Conversely, let L be an ample line bundle on A, and consider the polarization ϕ L :
We know from the proof of Theorem 5.1 that L corresponds to a homomorphism H : Λ → Λ ∨ satisfying the conditions of Theorem 5.1. One checks that H A = ϕ L .
Proof of Theorem 3.5. Since a polarization is given by H, part (1) is equivalent to the claim that ord K H : Λ ⊗ Λ → Z is symmetric and positive definite. But this is just Theorem 5.1. To prove part (2) we adapt an argument from [12] . (A similar proof also works in the semi-abelian case; see [51, p. 211] .) Let G be the formal completion of A 0 along its closed fibre. Clearly
g , so we see that
We get the commutative diagram in Figure 1 , where u is induced by (5.5 ). An easy diagram chase gives the short exact sequence
(In this last isomorphism we implicitly use the assumption that A has split reduction, so Φ A is a constant group scheme.) Example 5.9. Consider the Tate curve example:
Z . Here Λ = q Z and Λ ∨ is generated by the character χ 1 . Hence u is given by q → χ 1 → ord K χ 1 (q) . This implies
and we obtain an alternative proof of (4.1).
Uniformization of curves
6.1. Complex analytic uniformization. Unlike the case of abelian varieties, it is not immediately clear how to proceed with a generalization of Tate's uniformization for curves of genus ≥ 2. As a motivation, it is helpful to recall the corresponding uniformization theorem over C.
Let H = {z ∈ C | Im(z) > 0} be the Poincaré half-plane. The group of all complex analytic automorphisms of H is PSL 2 (R) = SL 2 (R)/{±1}, with the action of SL 2 (R) given by linear fractional transformations (note that ±1 act trivially). Any discrete subgroup Γ of SL 2 (R) acts discontinuously on H, i.e., for any x, y ∈ H there exists neighborhoods U of x and V of y such that
If the quotient Γ \ H is compact, then it is a projective smooth algebraic curve over C. Conversely, if X is a projective smooth curve over C of genus g ≥ 2, then there is a discrete subgroup Γ ⊂ SL 2 (R) such that X(C) = Γ \ H. Moreover, Γ is Figure 1 isomorphic to the fundamental group of the Riemann surface X(C), and hence is generated by 2g elements γ 1 , . . . , γ g , δ 1 , . . . , δ g subject to a single relation
6.2. Schottky groups. The uniformization of curves over C suggests that a good place to start with the investigation of non-Archimedean uniformization is first to examine discrete torsion-free subgroups of PGL 2 (K). Definition 6.1. A discrete, finitely generated, torsion-free subgroup of PGL 2 (K) is called a Schottky group.
We recall the definition of the Bruhat -Tits tree of PGL 2 (K) on which the subgroups of PGL 2 (K) naturally act; one can deduce a lot of information about a Schottky group from its action on this tree.
Let V be a two-dimensional vector space over K. A lattice in V is a free rank-2 R-submodule of V which generates the K-vector space V . If Λ is a lattice in V , then for any x ∈ K × , xΛ is also a lattice. We call Λ and xΛ equivalent lattices. The equivalence class of Λ is denoted by [Λ] .
It is not hard to show that T is an infinite tree in which every vertex has exactly (#k + 1) adjacent vertices; see [45, Chapter II] . This is the Bruhat -Tits tree of PGL 2 (K).
We denote the set of vertices of T by Ver(T ) and its set of edges along with a choice of orientation by Ed(T ). Since GL 2 (K) acts transitively on the bases of V , it acts transitively on Ver(T ). The stabilizer of the vertex v 0 = [R ⊕ R] is Z(K) GL 2 (R), where Z denotes the center of GL 2 . Therefore, there is a bijection
Similarly, A path without backtracking (or path for short) in T is a possibly infinite subgraph with set of vertices {v i }, such that v i is adjacent to v i+1 and
There is a unique path between any two vertices in T . A half-line in T is a path infinite in one direction. An end of T is an equivalence class of half-lines, two half-lines being equivalent if they differ in a finite graph. The distance between two vertices v, v is the obvious combinatorial distance, i.e., the number of edges in the path connecting those vertices. We denote the distance by d(v, v ) .
Fix a vertex [Λ] of T . The set of vertices of T at distance n from [Λ] is in natural bijection with P 1 (Λ/ n Λ). Taking the inverse limit over n, we get a bijection ∂T := set of ends of
which is independent of the choice of [Λ] . The action of GL 2 (K) on T induced an action of PGL 2 (K) on ∂T = P 1 (K) which agrees with the natural action of this group as the group of K-automorphisms of P Let Γ be a group acting on T . Following [45] , we say that Γ acts with inversion if there is an edge e ∈ Ed(T ) and γ ∈ Γ such that γe =ē, whereē is the edge e but with inverse orientation. We say that Γ acts freely on T if it acts without inversion and no element γ = 1 of Γ leaves a vertex of T fixed. It is known that a group which acts freely on a tree is a free group (see [ 
Then A(γ) is the vertex set of a path infinite in two directions on which γ acts by translation of amplitude m. We call A(γ) the axis of γ.
Proof. This is a simple combinatorial lemma whose proof can be found in [45, p. 63].
Lemma 6.3. A Schottky group acts freely on T .
Proof. As follows from (6.1), the stabilizer of a vertex v ∈ Ver(T ) is compact in PGL 2 (K). Since a Schottky group Γ is discrete by assumption, the stabilizer Stab Γ (v) in Γ is finite. On the other hand, Γ is torsion-free, so Stab Γ (v) = 1. If γ ∈ Γ is such γ(e) =ē for some edge e, then γ 2 fixes the extremities of e, so γ 2 = 1. Hence Γ acts without inversion.
As a consequence, a Schottky group Γ is a free group of finite rank, and every element γ = 1 of Γ has a unique axis A(γ) in T on which γ induces a translation of some amplitude m ≥ 1. It is not hard to show that m is the difference of valuations of the eigenvalues of γ, and the ends of A(γ), considered as elements of P 1 (K), are eigenvectors of γ.
Let T Γ be the minimal connected subgraph of T containing the axes of all elements of Γ. Since for any g, h ∈ Γ we have gA(h) = A(ghg −1 ), the group Γ maps T Γ into itself. Therefore, T Γ is the minimal subtree of T which is Γ-invariant. One can show that Γ \ T Γ is a finite graph and the dimension of H 1 (Γ \ T Γ , Q) is equal to the rank of Γ; see [22, Theorem 6.7; 45, §I.5].
Uniformizable curves.
We have introduced Schottky groups as the analogues of discrete, torsion-free subgroups of SL 2 (R). These latter groups act discontinuously on the analytic space H. Now we would like to introduce the nonArchimedean analogue of H.
The group PGL 2 (K) is the group of automorphisms of the projective line P 1 K . Hence any subgroup Γ of PGL 2 (K) naturally acts on P 1 (C K ). A point x ∈ P 1 (C K ) is called a limit point of Γ if there exists y ∈ P 1 (C K ) and a sequence {γ n ∈ Γ} n≥1 of distinct elements such that lim γ n (y) = x. Let L Γ denote the set of limit points of Γ. If Γ is not discrete, then every point in P 1 (C K ) is a limit point. Indeed, if {γ i ∈ Γ} i≥1 is a sequence of distinct elements such that lim γ i = γ ∈ PGL 2 (K), then for any z ∈ P 1 (C K ) lim γ n (γ 
The proof of the lemma shows that L Γ is the closure of the set of fixed points of elements of Γ in P 1 (C K ); a fixed point of Γ is just an end of an axis A(γ), γ ∈ Γ. Note that L Γ is an infinite set if rank(Γ) ≥ 2 (in fact, L Γ is uncountable).
Example 6.5. Let Γ be a Schottky group. Assume Γ is cocompact, i.e., the quotient Γ \ PGL 2 (K) is compact in the non-Archimedean topology of K. (We will see in §8 that Schottky groups arising from certain quaternion algebras have this property.) Since by (6.1)
and PGL 2 (R) is open in PGL 2 (K), the quotient graph Γ \ T is finite. It is easy to see that this implies T Γ = T , and so L Γ = P 1 (K).
The complement
is the largest subset of P 1 (C K ) where Γ acts discontinuously. One shows that Ω Γ is an admissible open subspace of P 1,an K , and therefore has a natural structure of a connected smooth rigid-analytic space; cf. [1, Chapter 4; 16, p. 92]. This is the analogue of the upper half-plane in this context. From the analogy with the complex case, one might expect that the quotient Γ \ Ω Γ is a projective algebraic curve. We will see shortly that this is indeed the case, but at this point it is instructive to go back to the Tate curve example: Example 6.6. Let Γ be the cyclic subgroup of PGL 2 (K) generated by q 0 0 1 with |q| < 1. In this case, L Γ = {0, ∞}, so Definition 6.7. Let X be a smooth projective curve over K. We say that X has split degenerate reduction if X has a semi-stable model X over R such that the normalizations of all irreducible components of X k are isomorphic to P Proof. This theorem is a paraphrasing of the main results in [29, §3] . The proof essentially constructs a semi-stable regular model of X Γ starting with Γ \ Ω Γ .
There always exists a finite index normal subgroup Γ of Γ such that for any γ ∈ Γ (γ = 1) and any edge e ∈ T the two edges e and γe have no vertex in common. If we prove the theorem for Γ , then the result for Γ will follow by taking the quotient of X Γ under the action of the finite group Γ/Γ . Hence we assume that Γ itself has this property.
The analytic space Ω Γ is closely related to the tree T Γ : the tree T Γ is the skeleton of Ω Γ considered as a Berkovich space, and there is a canonical retraction map r : Ω Γ → T Γ compatible with the action of Γ; see [1, Chapter 4] . The inverse image U e := r −1 (e) of an edge e ∈ T Γ is an affinoid domain of the form
for a finite collection of a's and b's corresponding to the edges leaving the endpoints of e, not counting e itself. The union e∈T Γ U e is an admissible covering of Ω Γ , and Γ acts on this covering by γU e = U γ(e) . Since by the previous assumption γU e ∩ U e = ∅ for all γ ∈ Γ (γ = 1), the quotient Γ \ Ω Γ can be constructed by re-gluing the affinoids U e according to the action of Γ. The link between the analytic and algebraic categories is given by a formal scheme Ω Γ over Spf(R) whose Raynaud generic fibre Ω rig Γ is isomorphic to Ω Γ . To each U e there is an associated formal affine U e such that U rig e = U e . One obtains Ω Γ by gluing U e 's according to the adjacencies of the corresponding edges in T Γ . The underlying topological space Ω Γ,k of Ω Γ is isomorphic to the analytic reduction Ω Γ with respect to the covering e∈T Γ U e . The canonical analytic reduction of U e is isomorphic to a union of two projective lines over k meeting transversally in a k-rational point, and some of their other k-rational points deleted. This implies that Ω Γ,k is an infinite union of P Consider the quotient formal scheme X Γ := Γ \ Ω Γ . It is proper, flat and 1-dimensional. By Grothendieck's algebraization theorem (EGA III (5.1.6)), X Γ is the formal completion of a unique proper and flat curve X Γ over R along its closed fibre. The generic fibre of this curve is the desired X Γ . The completed stalk of O Ω Γ at a singular point of its closed fibre is isomorphic to R u, v /(uv − ). Since Γ acts on Ω Γ without fixed points, this implies that X Γ is regular. Moreover, X Γ has no exceptional components in its closed fibre, so X Γ is the minimal regular model of X Γ .
It is easy to see from the construction that X Γ has split degenerate reduction, and Gr(X Γ ) ∼ = Γ \ T Γ . The genus of X Γ is equal to the arithmetic genus of X Γ,k . Since X Γ,k is degenerate, its arithmetic genus is equal to the dimension of H 1 (Gr(X Γ ), Q). Hence the genus is equal to the rank of Γ. Proof. The proof of this theorem is given in [29, §4] in the context of formal schemes, and in [16, Chapter IV] in the context of rigid-analytic geometry. The idea is essentially to reverse the steps in the proof of the previous theorem.
Let X be a curve with split degenerate reduction. Let X be the minimal regular model of X. Denote by G be the dual graph of X k . Let X be the completion of X along its closed fibre. The fact that X k is a split degenerate curve implies that X has a covering e∈G U e by formal affines of the type that appear in the proof of Theorem 6.8.
Let G → G denote the universal covering of G. Then G is a connected tree. The group of automorphisms Γ of the covering ψ : G → G is isomorphic to the fundamental group of G, so it is a free group of rank g. For an edge e of G, let U e := U ψ(e) . Let X be the formal scheme obtained by gluing U e according to their incidences in G. Denote Ω Γ := X rig . By construction, Γ \ Ω Γ ∼ = X an . A technical argument shows that Ω Γ is isomorphic to an admissible open in P 1,an K , and the action of Γ on Ω Γ extends to automorphisms of P 1,an K . Hence Γ is isomorphic to a subgroup of PGL 2 (K). Since Γ acts discontinuously on Ω Γ , it is discrete in PGL 2 (K), thus Γ is a Schottky group. Remark 6.10. Theorem 6.9 says that a curve with split degenerate reduction is uniformizable by a Schottky group Γ. Unfortunately, it gives no information on how one might find, given a curve X, the corresponding Schottky group Γ as an explicit subsgroup of PGL 2 (K). For example, consider the modular curve X 0 (p) over the unramified quadratic extension of Q p . From the work of Deligne and Rapoport it is known that X 0 (p) has split degenerate reduction, but it is not known whether the Schottky group appearing in its p-adic uniformization is arithmetic. Definition 6.11. A curve X over K is a Mumford curve if X ∼ = X Γ for some Schottky group Γ ⊂ PGL 2 (K). By Theorem 6.9, Mumford curves are exactly the curves having split degenerate reduction.
Remark 6.12. There is a generalization of Theorem 6.8 to higher dimensions. Let
where H α is the union of all K-rational hyperplanes in the n-dimensional projective space P n K . Drinfeld showed in [9] that Ω n has a natural structure of a rigid-analytic space. Note that
is the space appearing in Example 6.5. Let Γ ⊂ PGL n+1 (K) be a discrete, torsion-free, cocompact subgroup. Then Γ acts discontinuously on Ω n . Mustafin [32] proved that the quotient Γ \ Ω n is the analytification of a smooth projective variety X Γ over K. This variety has a model over R whose closed fibre consists of finitely many projective planes P n k intersecting each other transversally. The fact that when n = 1 the rank of Γ is equal to the genus of X Γ generalizes to the following equality (see [43] ). Let
if n is odd; (n + 1)μ(Γ) + 1 if n is even. Example 6.13. So far we have seen only one explicit example of a Schottky group. We will see more such examples in Section 8. Here, thinking of a Tate curve as a hyperelliptic curve of genus 1, we generalize Example 6.6 as follows. Given
Assume the characteristic of K is not 2 and g ≥ 2.
Then the γ s ∈ PGL 2 (K) (s = 1, . . . , g) generate a Schottky group Γ of rank g, and X Γ is a hyperelliptic curve; see [18, Theorem 1] . Moreover, if we denote
then an affine equation of X Γ is given by
Note that if g = 1 and we take β 7. Uniformization of Jacobian varieties 7.1. Complex analytic uniformization. Let X be a smooth projective curve over C with Jacobian J. The uniformization of J(C) described in §5.1 can be rephrased in terms of the cohomology groups of X:
Moreover, the intersection pairing on cycles
gives the Riemann form on J corresponding to the canonical principal polarization of J.
If Γ ⊂ PSL 2 (R) is the discrete subgroup such that Γ \ H ∼ = X(C), then its abelianization Γ := Γ/[Γ, Γ] is isomorphic to H 1 (X(C), Z).
After fixing a point P ∈ H, this isomorphism is given by sending γ to the image in Γ \ H of the geodesic in H connecting P and γP . Hence the Riemann form on J is given by a natural pairing on Γ.
Theta functions.
Now let X ∼ = X Γ be a Mumford curve with a corresponding Schottky group Γ. Let J be the Jacobian variety of X. Raynaud's isomorphism (3.10) implies that J has split toric reduction. Thus, both X and J are uniformizable. From §7.1 one might expect that the rigid-analytic Riemann form on J can be described in terms of a pairing on Γ. In [23] , Manin and Drinfeld produce this pairing using explicit theta functions.
Let D be a divisor of degree 0 on P
This product converges locally uniformly on Ω Γ ; that is, there exists an admissible covering {U n } of Ω Γ such that, given U n and ε > 0, almost all factors satisfy
uniformly for z ∈ U n ; see [22, §2] . (That this is sufficient for the convergence of Θ D,z 0 (z) follows from the non-Archimedean nature of the absolute value.) For any δ ∈ Γ, we can write
where the "automorphy factor"
It is not hard to show that ϑ D (δ) ∈ C × K depends multiplicatively on D and δ, but is independent of z 0 ; see [22, Proposition 2.5] . Now fix z 1 ∈ Ω Γ , and for γ, δ ∈ Γ define
The 
Remark 7.1. In [16] , the theta functions for Γ are defined somewhat differently:
Considering the automorphy factors of Θ D (z) leads to the same results as in [23] , although one must assume ∞ ∈ L Γ to ensure the convergence of Θ D . This is an annoying assumption, but it is not restrictive since one can always achieve this by passing to a finite extension of K and taking a conjugate of Γ. 
is a homomorphism which factors through Γ and induces an isomorphism
There is an obvious Z-valued pairing on this group given by
where e, f ∈ Ed(Γ \ T ) andē denotes the edge e with opposite orientation. This pairing induces a Z-valued pairing on
(This is nothing else than the intersection pairing on cycles, i.e., the pairing defined by the Poincaré duality.) By Theorem 6.8, Γ \ T Γ is the dual graph of the minimal regular model of X Γ over R. It is easy to see that the pairing (7.4) on
is the pairing (3.13) on H 1 (G(X Γ ), Z). Thus, the pairing
induces the canonically polarized monodromy pairing on the character group of J 0 k via the isomorphisms (3.12) and (7.3).
Theorem 7.2. For any γ, δ ∈ Γ, we have
This is Theorem 5 in [23] . It is the non-Archimedean analogue of the fact that the intersection pairing on the first homology group of a Riemann surface induces the Riemann form on the Jacobian. Note also that one obtains an analytic proof of the Picard -Lefshetz formula for curves with degenerate reduction by combining this theorem with Theorems 5.8, 7.3 and the proof of Theorem 3.8 (see [6] for a rigid-analytic proof of the Picard -Lefshetz formula in the general semi-stable reduction case).
Proof of Theorem 7.2. The proof is divided into several steps. First, the formula (7.2) defining the pairing [γ, δ] involves the points z 0 , z 1 , although the result does not depend on them. This is not very convenient to work with. In [23] , it is shown that [γ, δ] can be rewritten as an infinite product whose terms depend only on γ and δ. More precisely, for α ∈ Γ (α = 1) and any ω ∈ Ω Γ let
These are the attractive and repulsive fixed points of α respectively, i.e., the ends of A(α). We orient the axis A(α) from z + α to z − α . Let (α) denote the cyclic subgroup of Γ generated by α. Now
The next step is the observation that
is equal to the number of edges which the paths A(δ) and hA(γ) have in common (with the sign "minus" if the orientations are opposite). The final step is to take ord K of equation (7.6), and use the previous step to rewrite the equation as a multiple sum counting "intersections" of axes of different elements. An appropriate manipulation of these sums shows that ord K [γ, δ] is equal to c γ , c δ . Proof. The proof of this theorem is sketched in [22, 23] . A more detailed proof is given in [16, Chapter VI]. Here we follow [13, (7.4.1)], which gives a concise and very readable proof of the corresponding theorem in the context of Drinfeld modular curves.
Fix a point z 0 ∈ Ω Γ and let
be the map that assigns to z 1 ∈ Ω Γ the homomorphism ϑ z 1 −z 0 ∈ T Γ followed by the projection into A Γ . Note that for any γ ∈ Γ the images of z 1 and γz 1 under ψ are the same, since
, and we get a morphism ψ Γ : X an Γ → A an Γ of analytic varieties over C K . By the GAGA theorems, ψ Γ is a morphism of algebraic varieties defined over C K .
be the morphism that associates to each P ∈ X Γ (C K ) the divisor class of P − P 0 . The universal property of the Jacobian as the Albanese variety yields a unique morphism φ Γ :
. Thus, we need to show that φ Γ is injective and separable. We will only prove the injectivity of φ Γ . The proof of the separability involves an argument with Γ-invariant holomorphic differentials on Ω Γ , which also can be described analytically (see [23] ); for this part of the argument we refer to [13] It is not hard to see that if we choose z 0 algebraic over K, then φ Γ will be an isomorphism of abelian varieties defined over K(z 0 ). Since A Γ and J Γ are defined over K and z 0 is arbitrary, A Γ must be isomorphic to J Γ over K.
Remark 7.4. The previous proof contains an analytic description of the AbelJacobi map j : X Γ → J Γ . After fixing a point z 0 ∈ Ω Γ , this map is defined as
If L Γ = P 1 (K), then j can be defined over K by choosing z 0 ∈ Ω Γ (K). Otherwise, it can be defined over an arbitrary nontrivial extension L of K, since Ω Γ (L) = ∅.
Remark 7.5. The statement of Theorem 7.3 can be generalized to curves with semi-stable reduction. Assume X has a semi-stable model X over R. Let X 1 , . . . , X h be the geometrically irreducible components of X k . Let Γ be the fundamental group of the dual graph Gr(X ). Denote J = Pic 0 X/K . There is an abelian variety B over K whose reduction over k is isomorphic to Example 7.6. Let q ∈ K × be such that |q| < 1. Let Γ be the cyclic group generated by γ =
The numerator and denominator of the expression in the product are nonzero since x and y are not in the same Γ-orbit. As one easily checks, for any
.
Since x and y are nonzero, this expression obviously converges to q as N → ∞.
Z is an elliptic curve, and we recover Tate's theorem.
Arithmetic Schottky groups
8.1. Shimura curves and modular elliptic curves. The purpose of this section is to give examples of non-Archimedean Schottky groups arising from quaternion algebras, along with some applications to the theory of elliptic curves. As before, to motivate the discussion, we recall the corresponding theory over C. Definition 8.1. A quaternion algebra over a field F is a 4-dimensional associative F -algebra with center F which does not possess nontrivial two-sided ideals; cf. [50] . It is known that a quaternion algebra is either a division algebra or is isomorphic to the algebra of 2 × 2 matrices M 2 (F ).
If D is a quaternion algebra over a field F , and L is a field extension of F , then D ⊗ F L is a quaternion algebra over L. It is known that over an algebraically closed field the only quaternion algebra is the matrix algebra. Assume F is a global field, and let S F denote the set of places of F . Denote the completion of F at v ∈ S F by F v , and the ring of integers of F v by O v . Over non-Archimedean F v , up to isomorphism, there are only two quaternion algebrasthe matrix algebra and a unique division quaternion algebra. The same is true if F v = R (the division algebra in this case is the Hamiltonian algebra), but over C the only quaternion algebra is M 2 (C). Let D be a quaternion algebra over F . We
Let R be the set of places which ramify in D. The following fact is a fundamental result in the theory of quaternions: R is a finite set of even cardinality, and conversely, for any choice of a finite set R ⊂ S F of even cardinality not containing complex places there is a unique, up to isomorphism, quaternion algebra over F ramified exactly at the places in R. Assume from now on that D is a maximal order. If Γ is torsion-free, then the genus of X Γ is given by the formula (cf. [50, §IV.2] ):
Remark 8.3. The right-hand side of this formula has an interpretation as a volume. For an appropriately normalized Haar measure on SL 2 (R), which does not depend on D, we have
where ζ(s) is the Riemann zeta function; see [50, p. 109] .
Let f be an integral automorphic form of weight k with respect to Γ; cf. [26, pp. 37 -38] . Since Γ has no cusps, this means f holomorphic on H, and for any γ = a b
From now on we assume that k = 2, and call the integral automorphic forms of weight 2 with respect to Γ simply Γ-forms. We denote the C-vector space of Γ-forms by S (Γ). The Γ-forms are related to differentials on X Γ as follows (see [26, p. 48] ). If f ∈ S (Γ), then f (z)dz is a Γ-invariant holomorphic differential form on H, so it defines a holomorphic 1-form ω f on X Γ . In fact, the correspondence "
The space S (Γ) is equipped with an inner product, called Petersson inner product:
Fix some f ∈ S (Γ) and z 0 ∈ H, and consider the map
This is well-defined, i.e., does not depend on the path from z 0 to γz 0 , because f (z) is holomorphic. An easy calculation shows that Ψ is independent of the choice of z 0 , and for any γ, τ ∈ Γ
Overall, we obtain a homomorphism Ψ f : Γ → C, γ → Ψ(f, z 0 , γ), which is independent of z 0 . This homomorphism has to factor through the abelianization Γ := Γ/[Γ, Γ] of Γ, so Ψ f (γ) depends only on the class of γ in Γ.
As we explained in §7.1, for a fixed z 0 ∈ H there is an isomorphism Γ ∼ = H 1 (X Γ , Z) given by sending γ ∈ Γ to the image in X Γ of the geodesic connecting z 0 and γz 0 in H. Using this isomorphism and (8.2), the uniformization (7.1) of the Jacobian J Γ of X Γ is expressed by the sequence
where
An important role in the arithmetic theory of X Γ is played by the Hecke operators {T m } m≥1 acting on S (Γ); see §2. 7, §2.8 and §5.3 in [26] for the definitions. These operators generate a commutative Z-algebra T Γ , which is a free Z-module of rank equal to the genus of X Γ . The Hecke operators are Hermitian with respect to the Petersson inner product [26 Lemma 8.4. There exist γ 1 , γ 2 ∈ Γ and a positive integer n such that any γ ∈ Γ can be written as
where b i , c i ∈ Z and all but finitely many of them are 0.
Proof. Using the so-called Jacquet -Langlands correspondence and Lemma 1.37 in [8] , one shows that Γ ⊗ Z Q is a free rank-2 module over T Γ ⊗ Z Q. The claim follows from this by an elementary argument. 
where √ a denotes a fixed solution of the equation X 2 = a in F ∞ (which exists since a is monic and has even degree). Now consider the free
This order D is not maximal, but the maximal orders are not hard to describe explicitly either: Fix b ∈ A such that b 2 ≡ r (mod a). Then the free A-module D generated by
is a maximal order. That D is an order is a straightforward calculation. To prove that this is a maximal order it is enough to show that the discriminant of D is (r 2 ), which is again an easy calculation.
From now on we assume that D is a maximal order and R contains a place of even degree. By Lemma 8.8, the image Γ of D × in PGL 2 (F ∞ ) is a cocompact Schottky group. This implies that L Γ = P 1 (F ∞ ); see Example 6.5. To simplify the notation we put Ω = P 1,an F ∞ − P 1 (F ∞ ). All maximal orders in D are conjugate, so the Mumford curve X Γ := Γ\ Ω, up to isomorphism, depends only on R. The curve X Γ is a function field analogue of the Shimura curve discussed in §8.1.
is the absolute value of ℘ v as an element of F ∞ .
Proof. By Theorem 6.8,
where T is the Bruhat -Tits tree of PGL 2 (F ∞ ). The calculation of the dimension of H 1 (Γ \ T , Q) is carried out in [34] in a more general setting of quotients of the Bruhat -Tits building of PGL n (F ∞ ), n ≥ 2, under the action of groups arising from maximal orders in central division algebras over F .
Remark 8.11. The zeta-function of A is defined in analogy with the Riemann zeta-function as
It is easy to check that ζ A (s) = (1 − q 1−s ) −1 . In particular, −ζ A (−1) = (q 2 − 1) −1 . Thus, (8.1) and (8.7) match each other in all terms.
Proof. By Corollary 4.11 in [29] , all automorphisms of a Mumford curve X Γ are defined over K and Aut(X Γ ) ∼ = N (Γ)/Γ, where N (Γ) is the normalizer of Γ in PGL 2 (K).
In our special case, using the Noether-Skolem theorem, one shows that
where Γ the subgroup of those harmonic cochains on T which satisfy f (γe) = f (e) for any γ ∈ Γ and e ∈ Ed(T ). Then 
Denote the space of these functions by S(K ). After fixing a Haar measure μ on
This integral is in fact a finite sum which runs over double coset representatives. Now let D be a maximal order as in §8.2. For any 
. Let V sp denote the group of locally constant C-valued functions on P 1 (F ∞ ) modulo the constant functions. This space has a natural action of GL 2 (F ∞ ) denoted sp: for f ∈ V sp and g ∈ GL 2 (F ∞ ), sp(g)f is the function x → f (xg). This representation of GL 2 (F ∞ ) is the so-called special representation.
The Strong Approximation Theorem [50] gives a bijection (8.8) where Γ is the image of D × in PGL 2 (F ∞ ). Under this bijection, there is an isomorphism (8.9) Har(T , C)
This isomorphism is essentially due to Drinfeld; cf. [9, Proposition 10.3] . For a detailed exposition we refer to [49] . The starting point of the proof is the observation that each harmonic cochain naturally defines a measure on P 1 (F ∞ ) of total mass zero. The right-hand side of (8.9) can be identified with the C-subspace of S(D × ) spanned by automorphic forms which transform like sp, by which we mean that the right GL 2 (F ∞ )-translates of such a form generate a module isomorphic to a finite number of copies of sp.
The quotient Γ\T has no loops. Indeed, for any g ∈ GL 2 (F ∞ ) and v ∈ Ver(T ), the distance between v and gv is congruent modulo 2 to ord F ∞ det(g); see [45, p. 24] . On the other hand, det(g) = Nr(g) ∈ F × q for g ∈ D × . Assume R contains a place of even degree, so Γ is a Schottky group. Using Lemma 8.15 and (8.9), we can identify This is a function field analogue of the space of modular forms (8.2). For each nonzero ideal m A there are Hecke operators T m acting on S (Γ). These operators generate a commutative algebra T Γ over Z, which has rank g(X Γ ) as a Z-module. Furthermore, the integral structure H 1 (Γ \ T , Z) is stable under T Γ , and T m is Hermitian with respect to the Petersson product (·, ·) P . Thus, by the spectral theorem, T Γ ⊗ Q is semi-simple. Using isomorphism (7.3), we consider Γ as a T Γ -module. Since T Γ ⊗ Q acts faithfully on Γ ⊗ Q, Γ ⊗ Q has the same dimension over Q as T Γ ⊗ Q. Since T Γ ⊗ Q is semi-simple, we conclude that Γ ⊗ Q is a free T Γ ⊗ Z Q-module of rank 1. Let f ∈ S (Γ) be an eigenvector for all Hecke operators T m with integer eigenvalues a m ∈ Z. Using rigid-analytic uniformizations, we will construct an elliptic curve E f associated to the eigenspace spanned by f . This construction is motivated by (8.6) , and is modelled on a similar construction for Drinfeld modular curves [12, 13] .
First, since the eigenvalues a m are rational, we can assume that f ∈ Γ. Let J Γ be the Jacobian of X Γ . By Theorem 7. Proof. First, one shows that for any Hecke operator T m and γ, δ ∈ Γ the pairing (7.2) satisfies [T m γ, δ] = [γ, T m δ]. This is a fairly cumbersome calculation based on an explicit formula for the action of T m ; cf. [13, §9] . Next, the fact that Γ ⊗ Q is a free T Γ ⊗ Q-module of rank 1 implies that there is a cyclic T Γ -submodule of Γ of finite index. Now an argument as in Proposition 8. 
It is easy to see that for any nonzero n ∈ Z we have E f ∼ = E nf . If we choose f so that Γ/Zf is torsion-free, then the kernel of π Al f will be connected and reduced, so E f is a strong Weil curve for the modular parametrization by X Γ . Assume this is our choice for f . Composing the Abel -Jacobi map X Γ → J Γ (Remark 7.4) with the projection π Al f : J Γ → E f , we obtain a modular parametrization π f : X Γ → E f . This morphism depends on a choice of z 0 ∈ Ω, but its degree is independent of z 0 . We conclude the paper with a formula for this degree analogous to Lemma 8. 6 .
Let E f be the Néron model of E f over O ∞ and M E f be the character group of (E f ) 0 F q . By functoriality, there is a homomorphism
Let m E f be a generator of 
Proof. To simplify the notation, we drop all subscripts f and M . The idea of this proof is due to Ribet [39] .
Let n = deg(π). The dual morphism (π Al ) ∨ : E → J Γ composed with π Al gives an isogeny E → E. It is not hard to show that this isogeny is the multiplicationby-n map. Let ·, · E denote the monodromy pairing on M E . From Theorem 3.5 we know that the order #Φ E,∞ of the group of connected components of E at ∞ is equal to m E , m E E . Now
where the last equality is due to (3.8 μ ω = #Φ E,∞ .
Combining these equations gives the formula of the theorem.
Remark 8.20. As in the classical case, it is possible to show that E f can be defined over F . As a curve over F , E f has toric reduction at the places in R, split toric reduction at ∞, and good reduction everywhere else. Moreover, every elliptic curve over F with these reduction properties is isogenous to a unique E f . For an explanation of how to deduce this fact from a collection of rather deep theorems of Drinfeld, Laumon, Rapoport, Stuhler and others, we refer to [35, §7] .
