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Abstract 
Human well-being is dependent on the range of goods and services provided by well-
functioning ecosystems. Changes in the condition and function of these ecosystems therefore 
have the potential to impact on human well-being. However, the extent and magnitude of 
these impacts arising from the relationship between environmental condition and well-being 
has not yet been quantified. As a result, natural resource management has suffered from the 
inability to measure the potential benefits arising from ecosystem management or 
improvement (while the costs associated with management are readily identifiable). Aspects 
of human well-being that may be affected by changes in ecosystem condition include human 
health, economic production and social cohesion.  
The aims of the project were therefore to develop a conceptual model identifying potential 
links between ecosystem condition and human well-being; measure the impacts of changes in 
ecosystem condition on social, health and economic aspects of well-being; and develop a 
simple dynamic model that could be used to examine the integrated impacts of changes in 
ecosystem condition on those aspects of well-being over time. The project was focused on the 
coastal waterways of Pumicestone catchment in south-east Queensland and the Douglas 
region in north Queensland.  
A conceptual model based on existing literature was developed to show potential links 
between coastal waterway condition and human well-being. Impacts on social aspects of well-
being were assessed by conducting surveys of residents in the study areas. The surveys 
incorporated indicators of sense of place, social relationships, social cohesion, perceptions of 
the quality of local waterways and recreational use of these waterways. Analysis of survey 
results showed that recreational use of waterways was significantly affected by residents’ 
proximity to the waterways and their perceptions of waterway quality. Recreational visits to 
coastal waterways increased residents’ attachment to their local area, and also increased the 
amount of social contact between residents and, therefore, social networks. Place attachment 
and social networks were significant determinants of self-assessed quality of life. Residents’ 
willingness to contribute to improving their local area and rates of volunteerism were also 
influenced by their attachment to place, providing a potential link back to environmental 
quality. This study provided the first such analysis of links between ecosystem condition and 
social well-being.  
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Health risks arising from coastal waterways include the risk of contracting gastroenteritis 
from water with high bacterial concentrations, the risk of illness arising from consumption of 
contaminated seafood, and the risk of contracting dermatitis arising from contact with toxic 
algae. In the Pumicestone region an analysis of enterococci data indicated that at most 
recreational sites there was a 5-10 % risk of swimmers experiencing gastrointestinal illness. 
Toxicant concentrations in cultured shellfish in Pumicestone were all below risk guidelines, 
although concentrations of zinc and arsenic were close to the guideline and could pose a risk 
to people consuming large amounts of shellfish. An estimated 639 people in the Pumicestone 
catchment experienced severe skin irritation associated with swimming during the toxic 
Lyngbya majuscula bloom in 2001. Health risks from bacterial and shellfish contamination 
and algal blooms were considered very low in the Douglas region, due to the relative lack of 
development and low population. In both study areas, the average amount of exercise 
undertaken was positively related to recreation at coastal waterways.  
Industries likely to be affected by changes in coastal waterway condition include commercial 
fishing, aquaculture and tourism. Impacts on the regional economy of each study area that 
would arise as a result of a reduction in these industries following a decline in ecosystem 
condition were calculated using regional input-output models developed for each study area. 
A 15 % decrease in aquaculture and fishing, and a 10 % decrease in tourism in Pumicestone 
and a 20 % decrease in tourism in Douglas would result in a decrease in gross regional 
production of more than 2 % in Pumicestone and more than 5 % in Douglas.  
A dynamic model incorporating social, health and economic impacts of changes in coastal 
waterway condition was developed to enable assessment of the impacts of different 
management scenarios on well-being. The dynamic model incorporates feedbacks between 
the different sectors which could not be assessed using the more traditional approaches. Three 
scenarios were run; continual environmental degradation, continual environmental 
improvement, and continual degradation with delayed improvement. In view of the continued 
increase in coastal populations all of these scenarios are possible. The deterioration scenario 
resulted in a decrease in indicators of well-being, and the improvement scenario resulted in 
improvements in indicators of well-being. The impacts of the delayed management scenario 
were more complicated in that improvements to quality of life indicators were delayed and 
did not occur even after improvements in waterway condition. This suggests that immediate, 
rather than delayed, management actions to improve waterway condition are more efficient at 
also improving quality of life.  
  7 
This study is one of the first to investigate links between human well-being and the condition 
of natural environments, and provides the first quantitative support that the quality of the 
natural environment can have implications for well-being and human quality of life. As such, 
it offers strong support for continued and accelerated efforts to improve the condition of 
natural environments; the argument that improving the natural environment must entail a loss 
of human welfare can no longer be supported. Management efforts should be applied to all 
areas, as people are most affected by the condition of systems close to them. It must be 
recognised that ‘sacrificing’ areas in very poor condition does have negative impacts on 
people living near those waterways. Ideally, managers should be able to use assessments like 
this to quantify the impacts of management actions or potential developments on the well-
being and quality of life of the human population associated with the ecosystem. This thesis 
provides a conceptual framework and simple model that can be applied for this purpose in 
coastal systems throughout Australia, or modified to suit other types of natural resource 
management issues. Application of this type of integrated modelling has the potential to 
dramatically improve understanding of linked human-ecological systems and therefore 
contribute to continued improvement of management decisions.  
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1. Chapter 1  
General Introduction 
Introduction 
It has been estimated that humans appropriate approximately 38.8 % of potential net 
terrestrial primary production (Vitousek et al. 1986), use approximately 54 % of available 
freshwater runoff, and 26 % of terrestrial evapotranspiration (Postel et al. 1996). The extent of 
human impacts covers wide spatial and temporal scales across many ecosystems and in some 
cases these impacts have jeopardised ecosystems’ ability to continue to support human life. It 
is therefore incumbent on humans to manage their impacts on these ecosystems so that their 
own survival is assured, as is the biodiversity and function of the ecosystems themselves.  
Frequently, human use of the world’s ecosystems has been focused on maximising short-term 
gains. This focus has resulted in a perception that the goals of maintaining natural ecosystems 
and human well-being are in conflict, and that to improve or maintain the condition of 
ecosystems some aspect of human well-being (typically economic production, income or 
jobs) must be sacrificed (Templet and Farber 1994; Rees 1998). Similarly, humans have 
historically seen themselves as independent of natural systems and there has been a perception 
that natural systems can be replaced by purely human-derived systems, with no effect on 
human survival or well-being (Tietenberg 2000). In addition, human well-being has 
frequently been equated primarily with economic production and growth, so that changes in 
other aspects of well-being such as health or social relations have not been explicitly 
considered. Decisions made under these perceptions have frequently led to degradation of 
natural systems, without necessarily increasing overall human well-being (Templet 1998). 
Recently, there has been a growing acknowledgement that human and natural systems are 
intricately linked (Costanza et al. 1989; Maller et al. 2002). Humans are intrinsically 
dependent on resources provided by natural systems for every aspect of survival and well-
being, including food, shelter and recreation (Daily 1997). Changes in natural systems may 
therefore have corresponding impacts on humans and the contribution of ecosystem goods 
and services to human well-being needs to be accounted for when decisions are made 
Chapter 1 Introduction 
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regarding the management of these ecosystems. For example, the millennium assessment 
project aims specifically to assess the consequences of ecosystem change for human well-
being (Reid et al. 2005).  
Quantifying the effect of a change in ecosystem condition on people is a powerful way to 
explain the importance of ecosystem goods and services to managers and decision makers 
(Ulrich et al. 1990; Norgaard and Bode 1998). In terms of environmental decision making, 
people can generally be classified along a continuum of beliefs from ecocentric (beliefs that 
nature deserves consideration as it has intrinsic value) to anthropocentric (beliefs that nature 
deserves consideration as it has value for people) (Kortenkamp and Moore 2001). People at 
the ecocentric end of the spectrum do not need to be convinced of the links between human 
and natural systems and will argue to maintain or enhance natural systems for their intrinsic 
value. However, people at the anthropocentric end of the spectrum require evidence that their 
own well-being is dependent on natural systems before they will act to maintain or improve 
natural systems. Any argument for maintaining or enhancing the functions of natural systems 
must therefore be targeted at the anthropocentric point of view, as it is the people at this end 
of the spectrum who need convincing. The same is true for environmental managers – an 
individual decision-maker may have ecocentric values, but will still need to be able to provide 
justification for their actions to the more anthropocentric members of the public. Accordingly, 
there have recently been many attempts to quantify the economic value of ecosystems to 
humans (Costanza et al. 1997b). Most valuation methods focus on providing a monetary value 
for ecosystems using a variety of economic techniques. However, these techniques rely on 
assumptions that are often inappropriate when valuing ecosystems. A more appropriate 
technique for informing decision making would incorporate information on impacts including 
wider aspects of well-being, such as health, economic resources, and social interactions, 
without requiring these to be expressed in dollar terms.  
A better understanding of the impacts of environmental change on humans is essential if 
management of natural systems is to be improved. The aims of this thesis are therefore to: 
• build on existing literature to develop a conceptual understanding of the links between 
environmental condition and human well-being 
• develop a method for measuring these links that incorporates feedback between 
different components of the natural-human system 
Chapter 1 Introduction 
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• apply this method to the assessment of the effects of changes in environmental 
condition on human well-being in selected case studies. 
This thesis is expected to: 
• add to the theoretical understanding of the links between natural and human systems 
• add to the understanding of the determinants of human well-being  
• quantify some of the links between natural and human systems 
• demonstrate the use of a dynamic modelling tool in assessing the impacts of changes 
in environmental condition on human well-being 
• provide information and methods on the impacts of changes of environmental 
condition on human well-being relevant to natural resource managers.    
This approach will be developed specifically for coastal ecosystems in Australia, although 
the general framework could be more widely applied to other natural resource management 
situations and places. The thesis will contribute both to the theoretical understanding of the 
relationships and interdependencies between natural and human systems, and provide a 
method that can be used to aid decisions making processes in relation to natural resource 
management.   
To fully understand how the impacts on human well-being could be quantified, a good 
understanding of the methods currently used to value natural ecosystems and the types of 
methods that could be considered for the development of a new approach is required. The 
remainder of this chapter is therefore structured in two sections. The first contains an 
overview of the most common methods currently used to value natural systems with emphasis 
on their benefits and limitations. The second part will focus on the method proposed to 
measure and model the links between natural and human systems.  
Current approaches 
Monetary valuation methods 
Most evaluations of ecosystem goods and services have focused on estimating monetary 
valuations. However, as there are rarely markets for ecosystem goods and services, clearly 
defined monetary values do not already exist. Several techniques have therefore been 
developed to estimate values for these services including contingent valuation, choice 
Chapter 1 Introduction 
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modelling, travel cost, replacement value and hedonic pricing techniques (Commonwealth of 
Australia 1995; Haab and McConnell 2002). The details of these specific techniques will not 
be discussed here. Rather, the benefits, limitations and underlying assumptions that are 
common to all monetary valuation techniques will be briefly discussed, to provide 
background for the proposal of an alternative, complementary technique.  
The main argument for valuing ecosystem goods and services in monetary units is that it 
enables direct comparisons of the value of ecosystem goods and services with marketed goods 
and services expressed in the same units (Costanza et al. 1998). It is argued that, for non-
scientists, scientific descriptions of ecosystems are difficult to understand, and that it is 
therefore necessary to express benefits and costs in monetary terms. In the absence of any 
explicit monetary valuation, it has been suggested that ecosystems are implicitly valued at 
zero, and that it is therefore necessary to estimate a monetary value to ensure that these values 
are recognised in decision making (Costanza et al. 1998). For these reasons, attempts to 
provide monetary valuations for ecosystem goods and services are common, and have been 
useful. However, there are some limitations and assumptions inherent in conducting monetary 
valuations.  
One of the assumptions underlying monetary valuations of any goods or services is that 
people act purely to satisfy their own preferences, and that satisfaction of these preferences 
increases their welfare. In fact, welfare is dependent on many factors other than satisfaction of 
personal preferences, including, for example, feelings of freedom, social relations, etc. People 
may also make decisions based on grounds other than preference satisfaction, such as on 
moral, religious, political or scientific grounds (Sagoff 2000; Spash 2000; Sagoff 2003). 
In addition, using individual preferences to value ecosystems assumes that individuals are 
fully informed of the benefits that they would derive from ecosystems and that their 
expression of value includes all these benefits. However, the contribution of many ecosystem 
elements to overall system function is not known, and interactions between ecosystem 
elements is unclear in most cases (Toman 1998). Frequently, the importance of ecosystems or 
their elements may not be recognised until they fail completely (Rees 1998). In this case, 
preference expressions are likely to significantly undervalue ecosystems (Howarth and Farber 
2002). A further problem with using individual preferences as a measure of value is that 
preferences can change over time and may be influenced by education, advertising, changing 
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cultures, or public discussion (Costanza and Folke 1997; Norton et al. 1998). Expressed 
preferences therefore do not necessarily provide a stable and objective measure of value.  
A further problem with this principle is that in many cases it may not be appropriate to value 
goods and services based solely on their utility to consumers. Making decisions based on 
individual consumer preferences may be appropriate when the goal is the efficient allocation 
of scarce resources between potential conflicting uses. However, goals other than economic 
efficiency may also be important, such as sustainability, social equity, complying with 
standards, norms or cultural values (Bingham et al. 1995; Costanza and Folke 1997; Sagoff 
2000; Sagoff 2003). Dollar values do not meet these objectives. 
An alternative method of measuring the contribution of natural systems to human well-being 
is therefore needed that does not rely on consumer perceptions of benefits, or on satisfying 
only the objective of economic efficiency. There are several non-monetary decision making 
tools or techniques that are currently available to meet this need, which are discussed in the 
following section. 
Non-monetary valuation and assessment methods 
Many authors suggest that a more appropriate way to make decisions regarding ecosystems is 
to use deliberative or discourse based methods, such as multiple criteria analysis or citizen 
juries (Sagoff 2000; Wilson and Howarth 2002). The main advantage of these methods is that 
they allow consideration of multiple objectives. One of these objectives can be (and often is) 
monetary, and monetary valuation techniques can be used as an input into these processes. As 
they consider multiple objectives, these techniques use information from different disciplines 
and also use different types of data, including qualitative data, expressed in different units. 
They also assume that participants make decisions as citizens; that is, for the general good, 
rather than as individual consumers (Aldred and Jacobs 2000).  
One of the limitations of these approaches (as with monetary valuation methods) is that they 
assume that the outcomes of any management alternative are fully understood. However, this 
is usually not the case; often the economic costs of conserving the environment and the 
benefits of utilising the environment can be relatively easily measured (for example, in terms 
of jobs or profits), while the benefits of conserving and the costs of utilising the environment 
are less well known.  
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Grappling with interactions and responses in systems where hard information is lacking is not 
peculiar to the assessment of links between natural and human systems. As demonstrated 
elsewhere, it is often necessary in the biophysical sciences to make estimates and to assess 
likely outcomes in the absence of robust data sets (e.g. Arquitt and Johnstone 2004). In these 
situations, the use of models has proven to be a powerful method for identifying the key 
elements and their likely responses or sensitivities (e.g. Arquitt and Johnstone, 2004; 
Costanza and Gottlieb 1998). The construction of conceptual models or causal loop 
(feedback) diagrams can be very useful as a first step in identifying interactions and 
feedbacks, can provide insights into possible effects of assumptions and simplifications made 
in the model and can be used as a basis for a quantitative model. These initial models can also 
be used to identify appropriate indicators for data collection. Where full information is not 
available to validate a model, sensitivity analysis can be used to identify the areas that are 
critical in the model function, as well as those that require further research and data collection. 
The modelling process can also be iterative, and stakeholders can be involved in the process 
from the beginning, making the outcomes from the modelling more readily understood and 
accepted by decision makers. In addition, quantitative models can be used to assess the 
relative strength and importance of particular system links and to make predictions of future 
impacts, where the reliability and precision of the predictions depends on the quality of the 
data on which the model is based. Advances in graphical modelling techniques, where models 
can be constructed using symbols rather than equations, mean that it is no longer necessary to 
have a detailed understanding of programming to be able to construct or understand simple 
models (Hannon and Ruth 1994; Costanza and Gottlieb 1998). These models can also be used 
in conjunction with monetary and non-monetary valuation techniques. 
Desired characteristics of an assessment framework 
From the above description of methods currently used it is possible to distil the characteristics 
or criteria for a method that could be used to assess the impacts of environmental change on 
human well-being. Ideally, any method used should lead to more informed decisions; i.e., it 
should be intelligible, influential and useful to decision makers. In the context of coastal 
managers in Australia, these decision makers are most likely to be local government officers 
or councillors (particularly with regard to planning and development approvals), natural 
resource management regional bodies (particularly in regard to on-ground management 
works) and state government officers (in terms of regional planning and legislation). These 
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managers need to be able to justify and defend any decisions to the general public and special 
interest groups including environment groups and developers. For this reason, the method 
should include a human-focused approach as this is likely to have the strongest impact on 
decision makers and be most readily defensible to a wide variety of stakeholders (Ulrich et al. 
1990; Norgaard and Bode 1998). In addition, the method should be able to be used in 
conjunction with both monetary and discourse based valuation methods, as there is value in 
multiple assessments and different methods may be appropriate in different situations 
(Opschoor 1998; Toman 1998). It should identify, and where possible quantify, links between 
the environmental and human systems. It should not rely on the expression of individual 
preferences as a measure of welfare, but should examine links with aspects of well-being not 
measurable in monetary terms. The outputs from the model, and the assumptions behind it, 
must be transparent. It must be able to deal with multiple (possibly conflicting) objectives, 
and with different data types and units. It should be flexible in that it can be used with 
differing amounts of information and at different levels of detail. It should be able to be used 
to make predictions regarding impacts on human well-being; ideally, these predictions would 
be quantitative, with some measure of confidence. 
Given the degree of complexity of the linked and co-dependent natural-human system, any 
approach needs to include adequate representation of the feedback and integration between 
the various components of the system. To achieve this, a systems-based, integrative approach 
that incorporates information on both the environmental and human systems and feedback 
between these is required. An approach that only considered aspects of the system in isolation 
would not capture the full range of behaviours exhibited by the system, and would therefore 
leave room for surprises and unexpected results (Hannon and Ruth 1994).  
A proposed method for assessing the impacts of changes in coastal ecosystem condition on 
human well-being that meets the criteria above is described in the following section.  
Proposed method for assessing impacts of ecosystem change on human well-being 
The approach proposed here is aimed at resolving the issues discussed in the previous section 
and providing a more robust method for assessing impacts on human well-being. The method 
is based on developing a simple conceptual model that clearly identifies the interactions 
between specific aspects of ecosystem health and human well-being, collecting or collating 
data that can be used to quantify these links, and developing and using a quantitative dynamic 
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model. Such models are a practical way to predict the response of a system to management 
actions and also a means of integrating and incorporating concepts, assumptions and 
objectives into a single tangible process with known accuracy and sensitivity (Hannon and 
Ruth 1994). Semi-quantitative components can also be included where continuous data are 
not available or are not appropriate. Model building is inherent in all decision making; all 
decisions are based on at least a simple mental model of the system under consideration 
(Hannon and Ruth 1994). Constructing an explicit model is therefore useful to allow a clear 
statement of the assumed components and interactions and to allow refinement and 
elaboration of the initial model.  
The proposed method is based on dynamic modelling, which uses a framework of stocks, 
flows and auxiliary variables to represent a system over time (Hannon and Ruth 1994). An 
important feature of system dynamic modelling is the inclusion of feedback loops, which 
define system behaviour over time. Dynamic modelling is a useful technique as it is not 
discipline-specific, but can represent different types of information and different types of 
systems (e.g. a fishery or an economy) using the same techniques. It is therefore ideal for 
modelling integrated human and natural systems.  
Although system dynamics has traditionally been a quantitative modelling tool, there has been 
some discussion as to the relative merits of qualitative and quantitative modelling in different 
situations. Qualitative models can provide much value in terms of identifying and mapping 
feedback loops and triggers within the system, and may be used to suggest possible 
intervention points. Qualitative modelling is particularly useful when used as part of a group 
modelling process, to develop shared understanding of the behaviour of a system. The main 
limitations of qualitative modelling are that it is extremely difficult to predict the behaviour of 
even a very simple feedback loop over time without simulation (Moxnes 2000), and the 
relative strengths of links and feedback loops are not known or assessed in a qualitative 
model. Group modelling is also subject to this constraint; although it might be supposed that, 
particularly with respect to modelling of social well-being, group perceptions of events would 
be at least as reliable (and offer more detail) than quantitative measures, these perceptions 
may be influenced by attitudes and beliefs rather than actions, and may be subject to giving 
socially desirable answers. For example, a group may decide that they believe that people 
would be more likely to visit waterways in better condition, but this belief may be based on 
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their own attitudes and intentions, and measurement of actual visitation rates may reflect 
different motivations, such as ease of access.  
The two main advantages of quantitative models are that the behaviour of the system can be 
assessed with a defined degree of confidence, and the relative strength or importance of 
different model components can be assessed. The main limitation of quantitative modelling is 
the potential lack of data on key variables or links, which may lead to erroneous model output 
and faulty decision making (Wolstenholme 1999). Quantitative modelling is also more likely 
to be valued by decision makers, as they are required to justify decisions on the use of public 
funds, and quantitative assessments are seen as carrying more weight by politicians, the media 
and many members of the general public.  
A modelling project does not necessarily require that only qualitative or quantitative models 
are used. (Wolstenholme 1999) recommends a process of modelling whereby a qualitative 
map (conceptual model) is developed around an issue and problem identification, which is 
then developed into a quantitative model (where necessary), which may in turn be further 
developed to facilitate simulation and learning. The decision as to whether a quantitative 
model is necessary is dependent on the purpose of the model and the audience for which it is 
intended.  
The purpose of this model is to describe the system in a way that captures the feedback and 
interactions between the different components of the system over time, and to enable some 
initial predictions of the relative impacts of scenarios of differing environmental condition on 
well-being. As with most modelling, one of the most important purposes is to examine the 
implications of the assumptions and implicit knowledge used to formulate the model. The 
primary audience is the rather nebulous group of ‘coastal management decision-makers’, 
which primarily  means (in Australia) local and state government officers and elected 
officials. To meet these objectives and inform this audience, it was decided to adopt the initial 
stages of the approach suggested by (Wolstenholme 1999), of first constructing a qualitative 
model (hereafter termed a conceptual model), then developing this further into a quantitative 
model that could be used to test management scenarios. While it was considered important to 
construct the conceptual model initially as an aid to communicating the hypothesised model, 
coastal managers indicated that they required evidence of both the existence and the strength 
of the links and processes depicted in the conceptual model. The conceptual model would 
therefore form the basis of the quantitative dynamic model, and substantial data collection 
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would need to be undertaken for each of the variables and processes described in the model. 
Unfortunately, it is not possible to collect data in a dynamic way; that is, on all the elements 
of a system simultaneously, over a long period of time. The data collection would therefore 
need to be undertaken using more traditional (non-dynamic) methods. These methods also 
have the advantage of being readily understood by coastal managers and discipline-focussed 
researchers who may not be familiar with dynamic modelling techniques.  
Stages of model construction 
The development of a model includes several steps. The first step involves developing the 
conceptual model, deciding on the scope and scale of the model, and identifying key 
interactions and expected behaviour. The second step involves quantifying the conceptual 
model; that is, collecting and interpreting empirical data to estimate quantitative relationships 
between variables. The third stage is the model evaluation, which includes calibration, 
sensitivity analysis, and evaluating the usefulness of the model. Finally, management 
scenarios can be run, and the usefulness of the model evaluated (Grant 1998).  
The first and one of the most important steps in developing a model is the development of an 
initial conceptual understanding and framework. A conceptual model is important to identify 
all the important components and interactions that are relevant, and helps to clarify the scale 
and scope of the model. It can also be a useful first communication tool, and, as it is relatively 
simple to understand and construct, it can be developed in conjunction with stakeholders or 
decision makers. The conceptual model can be used to identify and resolve components or 
links that are well understood, and those that need to be targeted for further research and data 
collection. The conceptual model can also continue to be modified as more data and 
information become available, and the latest version can be a useful tool when 
communicating the results to stakeholders or decision makers. Figure 1-1 provides a 
simplified version of a conceptual model showing links between ecosystem condition and 
aspects of well-being.  
The second stage of model construction involves collecting and collating data that can be used 
to quantify the links identified in the conceptual model. Different methods of data collection 
and analysis will be appropriate for different aspects of the conceptual model. For example, 
the collection and interpretation of social data will require different methods than the 
collection of economic data. The third stage of model building is development of a dynamic 
systems model based on the conceptual model and data collected. Dynamic modelling is 
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useful in that it can incorporate spatial and temporal lags, non-linearities and disequilibrium 
conditions in order to simulate complex behaviour (Cleveland et al. 1996; Costanza and Ruth 
1998).  
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Figure  1-1 Simplified conceptual model of effects of ecosystem condition on human well-
being 
 
Benefits of the modelling approach 
The modelling framework proposed meets the desired characteristics of a method for 
assessing impacts of environmental change. It can be used in conjunction with monetary 
valuation methods; indeed, identification of the links between specific aspects of ecosystems 
and human well-being would provide information that would be useful in improving 
valuations. For example, specific monetary estimates of impacts on economic production, 
employment, and particular health effects could readily be made, without relying on estimates 
derived from consumer preferences. Information from the model would also be very useful in 
multiple objective and discourse based assessment methods, as outputs would be provided for 
multiple indicators that could be assessed and weighted by stakeholders and decision makers 
to obtain a decision of overall impact. The framework includes ‘objective’ indicators of well-
being, rather than relying on the assumption of welfare being equivalent to consumer 
preference satisfaction. The model is integrative, in that it includes indicators of 
environmental condition as well as various aspects of human well-being. The specific 
indicators could be varied from region to region, depending on information available and the 
concerns of the community. As it is a quantitative modelling technique, it can be used to 
predict impacts, and these predictions can be made with a known degree of confidence. This 
is important, as modern decision-making seeks greater ability to deliver litigation free 
decisions.  
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Limitations of the method 
There are several difficulties inherent in modelling joint natural and human systems. For 
example, there are differences in the time scales and resolution between the two systems 
(Bockstael et al. 1995). Economic systems are usually measured on yearly time scales; the 
time scales of social change are relatively unknown, while ecological systems react to some 
impacts in a matter of days, but may take decades to manifest effects from other impacts. The 
spatial extent of human and natural systems are also different; ecological systems work on 
physical boundaries (such as high relief areas forming catchment boundaries), while 
economic and social systems tend to be more open, with changing boundaries that may be 
difficult to define. The resolution of the systems also varies; most ecological variables can be 
measured on small spatial and temporal scales (at sites down to metres, and as frequently as 
daily, or less), while economic and social systems can typically be measured only on regional 
scales, and at yearly intervals (Cleveland et al. 1996). There are also likely to be time lags in 
the links between the two systems. These problems are inherent in any modelling of joint 
human and ecological systems, but can, at least in part, be addressed by the use of a dynamic 
systems model rather than a static statistical model (Cleveland et al. 1996; Costanza and Ruth 
1998).  
Application of model 
It is anticipated that this model could be used by coastal managers to explore the potential 
impacts of management actions on the human population, as well as defining the type and 
extent of information needed for drawing robust conclusions. Currently, system models have 
been used to predict effects of management on ecosystem components (for example, the effect 
of reductions in sewage nutrient concentrations on ambient nutrients and phytoplankton 
populations) (Bell and Amghar 2001; McKergow et al. 2005a; McKergow et al. 2005b). 
However, there is currently no appropriate method for measuring the ensuing benefits to 
people of improvements in ecosystem condition (for example, increased recreation or tourism 
due to the reduction in algal blooms). This model could be used to fill this gap, by predicting 
the social, economic and health effects of ecosystem changes as a result of coastal 
management actions. There is a growing need for such information, as it is becoming 
increasingly common for funding of natural resource management initiatives to require an 
assessment of the potential social and economic impacts of undertaking the management 
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actions. Currently, it is much easier to measure the costs of undertaking management than it is 
to measure the benefits; this method will help to address this imbalance.  
Summary 
Humans have wide ranging impacts on many of the world’s ecosystems. Understanding the 
contribution of ecosystems to human well-being is an important part of improving 
management of these systems. Current methods to value ecosystems rely on economic 
techniques that measure individual preferences rather than contribution to well-being, do not 
adequately reflect contributions of ecosystems to all aspects of human well-being and do not 
incorporate objectives such as ecological sustainability or equity. It is proposed therefore that 
a dynamic model demonstrating the contributions of ecosystems to specific aspects of well-
being, such as health, economic production, employment, recreation and social interaction, 
would be a useful tool in informing and improving environmental management and decision 
making. There is a clear need for an improved understanding of the impacts of environmental 
management on the well-being of the associated human communities. This model would be 
valuable as it is integrative and uses a systems approach, can include multiple objectives, be 
used to make quantitative predictions of impacts, and can be used in parallel with existing 
valuation and decision making techniques.  
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2. Chapter 2 
Conceptual model 
Introduction 
Chapter One identified the need for a new framework for assessing impacts of changes in 
environmental quality on human well-being. The development of a conceptual model is the 
first stage in the proposed process. There is some information available in the literature on 
potential links between environmental condition and human well-being. However, this 
information is currently scattered across different disciplines and has not been assembled in 
an integrated way. Identifying potential impacts on well-being is therefore difficult; links 
between impacts on different aspects of well-being have not been identified and exploring the 
effects of potential management interventions is not possible. Synergistic or antagonistic 
effects that may arise from links and feedbacks between components of well-being also 
cannot be identified. Conceptual models are extremely useful as they represent all aspects of a 
system in one diagram, and clearly show all links between the various components of the 
system (Heemskerk et al. 2003). The aim of this chapter is therefore to develop a conceptual 
model based on current literature that details the potential effects of changes in ecosystem 
condition on human well-being. The conceptual model will form the basis for the 
development of a quantitative dynamic model.  
A general model of environmental condition and human well-being including all ecosystem 
types and regions would be extremely complicated; therefore the model proposed here will 
focus specifically on coastal aquatic ecosystems in Queensland. Coastal ecosystems have 
been chosen as the focus of the study as approximately 87 % of Queenslanders live within 50 
km of the coast (Australian Bureau of Statistics 2002), and the coastal population is 
experiencing more rapid increases than inland populations (Department of Local Government 
and Planning 2002). Analysis of population statistics (Australian Bureau of Statistics 2005a) 
from the Australian Bureau of statistics (ABS) shows that coastal areas (defined as local 
government areas that touch the coast) have experienced a significantly faster rate of growth 
over the period from 1997 to 2004 than non-coastal areas (t-test, p<0.05, mean percentage 
change coastal areas 13.5 %, non-coastal areas 6 %). A map of population change in 
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Queensland is shown in Figure 2-1. Coastal ecosystems are also the most naturally productive 
per unit area of all systems on the planet (Costanza 1993; Costanza et al. 1997b).  
 
 
Figure  2-1 Rate of population change in Queensland local government areas 1997-2004 
 
Population growth has several potential negative impacts on coastal waterways. In general, 
the larger the population, the larger the quantity of waste that needs to be treated and 
disposed, and sewage wastes are typically discharged to estuarine or coastal waters. Sewage 
effluents can (depending on the level of treatment) increase nutrient and bacterial 
concentrations; increased nutrient concentrations lead to algal blooms and bacterial 
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contamination results in health risks to users of coastal waterways (Kay et al. 1999; Cloern 
2001). More people require more houses; land development for housing can result in lost or 
modified coastal habitat. For example, mangroves or salt marshes may be destroyed to create 
canal or waterfront housing; beach dune structures may be modified by building too close to 
the shoreline. In addition, the conversion of other types of land (e.g. agricultural or forested 
land) to housing results in an increase in the overall area of impervious surfaces. This leads to 
increased runoff of sediments, nutrients and toxicants (particularly from motor vehicle use) in 
the stormwater system directly to creeks and estuaries (Brabec et al. 2002; Jeng et al. 2005). 
Sediments can smother benthic organisms and reduce light availability for aquatic plants, as 
well as reducing the aesthetic values of waterways (Eldridge et al. 2004; Lloret et al. 2005). 
Toxicants can be taken up by organisms such as shellfish, can have impacts on populations of 
sensitive species, and can pose a health risk to consumers of seafood (Cairns and Niederlehner 
1994). Increased human populations may have other direct effects, such as increased removal 
of fish as part of recreational fishing activities, or damage to sensitive environments such as 
seagrass beds or reefs through overuse.  
Two study areas were selected as the focus of the study; the Pumicestone catchment in south-
east Queensland and the Douglas region (comprising the Daintree, Mossman and Mowbray 
catchments) in far north Queensland. The Pumicestone catchment is contained in the local 
government areas of Caboolture and Caloundra; the Daintree Mossman and Mowbray 
catchment boundaries closely match the Douglas Shire Council boundary. The increase in 
population in the two study areas was above average from 1997 to 2004; 17 % in Douglas, 
21 % in Caboolture and 27 % in Caloundra (Australian Bureau of Statistics 2005a). The study 
areas were selected to provide a contrast of social and environmental conditions; the 
Pumicestone region is predominantly suburban, and waterway condition is impacted by 
population and development, whereas the Douglas region is largely rural, although there is a 
strong tourism focus in Port Douglas, and contains World Heritage listed rainforest and reef 
areas. Further details on the study areas are given in Chapter Three.  
The first part of this chapter describes the method used to create the conceptual model, and 
presents the conceptual model. The bulk of the rest of the chapter is a review of the literature 
supporting the conceptual model. The literature review is presented in several sections, 
including frameworks for measuring human well-being and links between ecosystem 
condition and social, economic and health aspects of well-being. A brief discussion on 
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measures of ecosystem condition follows. Finally, the link between the conceptual model and 
the research in the following chapters is described.  
Conceptual model development 
The interactions between human well-being and ecosystem condition are very complex. 
Details of these interactions have, to date, been spread throughout the literature of disparate 
scientific disciplines. To gain a real understanding of the dependence of human well-being on 
ecosystem condition, a single coherent framework is required that identifies all the significant 
components of the system and their interactions in a clear and easily understood way. It is also 
important to be able to describe the interactions in terms of their direction, shape and strength 
and to test the sensitivity of the response of one parameter to changes in other parameters or 
assumptions in order to gauge the effect of various scenarios. This also allows feedbacks and 
cumulative or synergistic effects to be identified. The construction of a dynamic systems 
model provides a framework to do this (Grant 1998).  
Developing a conceptual model is one of the most important steps in the development of a 
systems model (Grant 1998). A conceptual model is necessary to identify all the important 
components and interactions that need to be included and helps to clarify the scale and scope 
of the model. It identifies the interactions and feedbacks between different components of the 
system. It can also be a powerful first communication tool and can be developed in 
conjunction with stakeholders or decision makers. Of course, the conceptual model can 
continue to be modified according to results of data collection. The conceptual model forms 
an important guide in focussing data collection as it can be used to identify indicators and 
links that are well understood and those that require further research.  
Although conceptual models are a useful tool for assessing links between complex systems, 
there is little literature available on process of constructing a conceptual model. The process is 
particularly important when developing a conceptual model for systems that are currently not 
well understood and for integrated models of systems that are usually studied independently, 
as many of the links may be speculative, or may not have previously been assessed. The 
process of creating the conceptual model is therefore described here as an example to assist 
others in creating conceptual models for linked complex systems.  
The major steps in the conceptual model development process are given in Figure  2-2. The 
first stage of the process was to identify the research question. Although this sounds obvious, 
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it is frequently poorly done, leading to haphazard or poorly planned research. This stage is 
particularly important in transdisciplinary research, where the research question is potentially 
very broad. The research question comprises the initial research hypothesis. In this case, the 
question was “How and to what extent do changes in coastal waterway condition impact on 
human well-being?” This hypothesis provides the focus for the development of the conceptual 
model, and is useful for identifying the major components that comprise the system to be 
studied. Careful framing of the research question also allows the researcher to identify the 
major research disciplines that are likely to have information relevant to the hypothesis. In 
this case, the major systems identified were natural resource condition (specifically, coastal 
waterway condition) and human well-being, including social, economic and health domains of 
well-being.  
 
Figure  2-2  Process used develop the conceptual model 
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The next stage involved brainstorming of all the potential links between these systems. At this 
early stage, it was important to think broadly and to include potential links even if they had 
not yet been measured or quantified. The output from this part of the process was the 
identification of the key concepts relating to the hypothesis, which could then be used as the 
search criteria for the next stage of the process, which was the initial literature review. This 
initial literature review was intentionally very broad; the aim of the review was to ensure that 
all possible system components and links were captured, including links that may have been 
considered as only indirectly relevant. For example, a substantial amount of literature was 
identified on the effect of the presence of green spaces or natural areas on various aspects of 
human well-being. Although none of this literature dealt specifically with aquatic ecosystems 
or with the effect of the condition of aquatic ecosystems, it was still very relevant in terms of 
providing a basis for further hypotheses that were specific to coastal aquatic systems. At the 
same time, formal and informal discussions with researchers, local and state government staff, 
and members of the case study communities were undertaken to identify system components 
and links that were potentially important in the context of the coastal study areas. These two 
stages resulted in a large matrix consisting of each of the identified system components, 
where each cell in the matrix represented the impact of the row component on the column 
component. The impact was identified as either no impact, negative, positive, or uncertain  
impact. It was found that, at this stage, the number of links identified precluded the 
construction of a diagrammatic conceptual model, and that a (large) matrix was the only way 
to represent all the links. It should be noted that the matrix included links between 
components within systems; for example, links between waterway turbidity and seagrass 
habitat in the environmental condition system, or between social networks and social support 
in the social system were included as well as links between systems.  
The system as defined at this stage was clearly too large for a single study. The next stage of 
the process was therefore to refine the understanding of the system and identify the most 
important components and connections. This was done initially as a statistical process, 
whereby for each component, the number of other components that affected that component, 
and the number of other components that were affected by that component, was counted. The 
rationale behind this method was to identify important system components by identifying 
those components that had the most influence or that were influenced by a number of factors. 
This list was then added to and refined using a process of expert judgement, taking into 
account the views expressed in the informal interview process as well as the perceived 
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importance of the components to the system in the literature. This reduction of the influence 
matrix could also have been undertaken using other methods, including informal discussions 
with other researchers, or more formal methods such as Bayesian belief networks. The system 
at this stage was able to be represented diagrammatically, and was presented as a (still 
detailed) conceptual model, known as the ‘spaghetti’ diagram (Figure  2-3).  
 
Figure  2-3 Detailed ‘spaghetti’ conceptual model. 
Lines in red represent negative relationships, lines in black represent positive 
relationships. 
 
This conceptual model then formed the basis for a more targeted literature review. 
Information was sought specifically on each of the links (arrows) in the diagram. Each of the 
links was then identified as having been quantified, qualitatively described, or unknown. 
Methods for further researching or quantifying each of the components and links were also 
identified at this stage. A simplified conceptual model was then derived to form the basis of 
the research, based on the extent of existing knowledge on each of the links, the ability to 
measure the links, and the resources of the project. For example, although the contribution of 
natural waterways to human spirituality and knowledge production was regarded as 
important, methods to measure these impacts were not readily identifiable, so they were not 
included in the reduced conceptual model. Similarly, it was considered that including effects 
of institutional governance on environmental condition and social well-being would expand 
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the project beyond the resources available. The ‘final’ version of the simplified conceptual 
model is given in Figure  2-4. 
It should be recognised that, although the model building process is described here as a series 
of steps, in reality many stages of the process were conducted simultaneously and the process 
as a whole was iterative. The remainder of this chapter presents a review of the literature 
underlying the final simplified version of the conceptual model.  
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Figure  2-4 Conceptual model detailing the effects of coastal ecosystem condition on 
aspects of human well-being 
Frameworks for measuring human well-being 
There are numerous existing frameworks and indicators for measuring human well-being or 
quality of life. The Australian Bureau of Statistics (ABS), which is responsible for reporting 
on well-being in Australia, defines well-being as ‘a state of health or sufficiency in all aspects 
of life’ and recognizes eight areas of concern as relevant to quality of life in Australia: health, 
family and community, education and training, work, economic resources, housing, crime and 
justice, culture and leisure (Trewin 2001). Of these eight areas of concern, health, family and 
community, work, economic resources, and culture and leisure are potentially measurably 
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affected by coastal environments. As the aim of this model is not to assess effects on well-
being as a whole, but rather the effects of changes in ecosystem condition on specific aspects 
of well-being, only these components of well-being are considered in this model. The next 
sections summarise the main indicators for each of these aspects of well-being and describe 
the potential links with ecosystem condition. Social well-being (incorporating family and 
community and culture and leisure) is described first, followed by economic production and 
human health.  
Social well-being 
Recreation 
Recreation is an important component of social well-being as it provides many benefits, 
including benefits to physical and mental health, self-identity, skill development and learning, 
spirituality, social cohesion and community satisfaction (Driver et al. 1991; Maller et al. 
2002). Coastal environments are an important part of many people’s recreation in Queensland 
and the presence of healthy coastal ecosystems provides numerous opportunities for 
recreation. The presence of natural, open space contributes to the likelihood of people 
undertaking recreation in an area. Neff et al. (2000) found that a natural setting was one 
characteristic related to people undertaking regular exercise and that the environmental setting 
was important in maintaining regular activity. MacDougall et al. (1997) found that in 
Adelaide, satisfaction with recreational facilities (sport facilities, meeting places and parks) 
was positively related to activity levels. Similarly, perception of environmental quality may 
affect the type of recreation undertaken; for example, a perception of good water quality is 
more likely to result in people swimming in waterways (Smith et al. 1995a; Pendleton et al. 
2001). Recreation in coastal areas is likely to increase casual social interaction with strangers 
or acquaintances, increase social networks by providing opportunities for social interaction 
with friends and relatives, reinforce positive feelings of sense of place and relieve mental 
fatigue. The benefits of these are described in the following sections.  
Sense of Place 
There are a number of definitions of sense of place, but the most encompassing is the 
relationship between people and spatial settings, whereby spaces become places as people 
imbue them with meanings (Jorgensen and Stedman 2001). Sense of place can include a 
person’s attachment to a place, their dependence on a place, identification and satisfaction 
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with a place and sense of belonging to a place (Shamai 1991). Sense of place can exist over a 
variety of spatial scales, from a house to a country, but is usually measured on the scale of 
neighbourhoods or cities. Both social and physical aspects of place are important – attachment 
may be to the people or community living in a place, to aspects of the physical environment 
itself, or to both (Cantrill 1998).  
Sense of place is an important component of well-being as it forms part of an individual’s 
identity and contributes to the creation of a group, neighbourhood or cultural identity 
(Williams et al. 1992; Chipuer and Pretty 1999). Sense of place may also be linked with other 
aspects of well-being. For example, communities in Alaska that had stronger place attachment 
were found to be more cohesive and had a higher perceived quality of life (Brown et al. 
2002). In addition, attachment to place can drive people to take actions to improve their place, 
through means such as voluntary work, political activities or becoming involved in the 
community (Ryan et al. 2005). In terms of natural resource management, this has the potential 
to lead to improvements in natural resource condition, if people in the area become involved 
in actions to make improvements (Vaske and Kobrin 2001; Ryan et al. 2005). 
The physical environment is hypothesised to contribute to an individual’s sense of place. 
Factors likely to affect the development of sense of place include features endemic to the local 
environment, personal and communal experiences and perceptions of the environment and 
information on the local environment from media and interpersonal networks (Williams et al. 
1992; Cantrill 1998; Chipuer and Pretty 1999; Horwitz et al. 2001).  
Community Involvement  
Community involvement refers to the extent to which individuals are involved in community 
activities such as local clubs, environmental and volunteer groups. It is an important indicator 
of civic participation, which has been found to be linked with lower crime rates and higher 
levels of institutional support of local communities (Kawachi 1999). Greater community 
participation may also lead directly to improved community facilities and local environment 
(Sobels et al. 2001). For the individual, involvement in community activities is likely to 
increase social networks, increase personal skills, self esteem and identity and attachment to 
place. In turn, good health, self esteem and personal skills also increase individuals’ capacity 
to become involved in the local community. Impetus to become involved in community 
activities may result from having a strong sense of place, or attachment to the local area, 
which is directly influenced by the local environment. Involvement of community members in 
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local activities may also be self-reinforcing; as individuals observe that other community 
members are involved in and committed to a group or activities, they may become more 
willing to join and participate. 
Social interaction 
Social interaction is an important component of social well-being as it is through personal 
interaction that individuals develop trust and supportive networks (Lochner et al. 1999; 
Svendsen and Svendsen 2000). Both of these have been found to be correlated with health 
(see sections on trust and networks). Coastal ecosystems are likely to contribute to social 
interaction through the provision of common space that is aesthetically pleasing, attracts 
residents and provides a convenient setting for casual contact. For example, in city 
neighbourhoods it has been found that common spaces with trees and greenery were preferred 
by residents over barren spaces and that the presence of greenery led to a greater use of 
common spaces and face to face social contact (Kuo et al. 1998; Kweon et al. 1998). Casual 
face to face contact was in turn important in providing opportunities for the development of 
social relationships and neighbours who had face to face contact were more likely to develop 
and maintain social ties. It is also possible that increased social interaction may also lead to 
conflict, particularly where there is competition for resources (usually space), but this has not 
been extensively studied. Although the influence of coastal ecosystems on interaction and 
social ties has not been examined directly, it is reasonable to assume from these studies that 
natural coastal environments would also be preferred to environments dominated by human 
artefacts and that the presence of healthy coastal environments could lead to greater social 
interaction.  
Networks 
Social networks are important for well-being as they contribute directly to physical and 
mental health. For example, Romans et al. (1992) found higher psychiatric morbidity in 
women with lower levels of social support. In a nine-year study, it was found that the 
mortality risk was more than twice as high for the most isolated people compared with those 
with the most social contacts irrespective of health at the beginning of the study (Berkman 
and Syme 1979). Participants with more diverse social ties were four times less likely to 
develop cold symptoms after exposure to rhinoviruses than people with less diverse social ties 
(Cohen et al. 1997). A literature review of nineteen studies also suggested that individuals 
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with social support had lower blood pressure levels and higher immune responses; in 
hypertensive people social support led to better blood pressure regulation (Uchino et al. 
1999).  
Support networks may comprise family members and friends. Networks of friends can be 
formed or increased through social interaction and by involvement in local community 
activities. Family networks may also be reinforced through frequent social contact. Both 
social contact and involvement in community activities may be influenced by local ecosystem 
condition.  
Trust, equality and norms of reciprocity 
Trust, equality and norms of reciprocity have been found to be significantly correlated with 
crime rates and health. Lower levels of trust in other people in the community (interpersonal 
trust) have been found to be associated with higher total mortality from many causes of death 
including heart disease, malignant neoplasms, stroke, accident and infant mortality and also 
with higher levels of violent crime (Kawachi 1999; Lochner et al. 1999; Rosenfeld et al. 
2001). Income equality has been found to be related to public health; Kawachi et al. (1999) 
found that a one percent increase in income inequality was associated with an increase in the 
death rate by two to three percent. It is hypothesised that communities with greater levels of 
trust, equality and reciprocity, are more likely to have effective institutions to maintain law 
and order and are more likely to have stronger informal social controls, resulting in  lower 
crime rates and better health outcomes (Lochner et al. 1999; Rosenfeld et al. 2001). Kawachi 
et al. (1999) also hypothesises that noticeable inequalities in a society may produce 
resentment and that this may disrupt the ‘social fabric’ of a community.  
Coastal ecosystems may influence trust, equality and reciprocity indirectly, through increased 
social interaction and social networks and involvement in community activities (Kawachi 
1999). Trust and reciprocity are developed primarily through face to face interaction 
(Svendsen and Svendsen 2000) and it is hypothesised here that recreation in coastal 
environments contributes to casual social interaction and formation of social networks and 
therefore to the development of trust, perceived equality and norms of reciprocity.  
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Economic resources 
Coastal ecosystems provide resources that contribute directly to a region’s economic 
production and therefore to the livelihoods, employment and incomes of the residents. The 
economic production and employment of a region can therefore be used as indicators of the 
economic well-being of the residents in the region. For industries that are directly dependent 
on natural resources, production and employment may also be used as measures of 
dependence of residents on those resources. The three main industries that rely directly on 
coastal ecosystems in Queensland are aquaculture, commercial fishing and tourism. The 
dependence of each of these industries on coastal ecosystem condition will be discussed in 
this section.  
Aquaculture 
The most common types of aquaculture currently practised in the coastal zone in Australia are 
of prawns, oysters and fish. Aquaculture of these species is dependent on a supply of clean 
water, larvae, genetic diversity and manufactured feed based on other fish from coastal 
ecosystems.  
Prawn and fish aquaculture relies on the collection of gravid females from the wild for 
broodstock, on good water quality of the intake water and on the production of fish feed from 
wild caught fish (Battaglene and Fielder 1997; Lobegeiger et al. 2001). Where effluent from 
prawn or fish aquaculture is not treated prior to release, aquaculture also depends on the 
nutrient and sediment filtration and nutrient recycling capabilities of the surrounding estuarine 
and coastal systems (Lebel et al. 2002). The genetic diversity of wild caught broodstock is 
also important in maintaining resistance to disease and general health of the stock (Battaglene 
and Fielder 1997). Aquaculture of shellfish is also dependent on estuarine water with low 
concentrations of toxicants such as metals, pesticides, organic toxicants and algal toxins 
(Department of Agriculture Fisheries and Forestry 2004).  
Farming of oysters or other shellfish also depends very much on the condition of the coastal 
system – oysters feed on natural populations of phytoplankton and require good water quality 
(low in faecal contaminants and shellfish diseases) for grow-out and commercial sale (Folke 
and Kautsky 1989; Beattie and Dexter 2002). Oyster spat are also obtained by settlement of 
larvae from wild populations (Lobegeiger et al. 2001). Oysters are also grown for pearls and 
mother of pearl in north Queensland; survival of these oysters is also dependent on good 
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water quality and in particular, a lack of disease. In recent years the depletion of the natural 
stock of some pearl oysters has limited production (Lobegeiger et al. 2001).  
Commercial and recreational fishing 
Commercial and recreational fishing are dependent on an abundant fisheries resource, which 
in turn is dependent on good water quality, the availability of nursery habitats for juvenile fish 
and genetic diversity in fish populations. Mangroves and seagrass areas provide important 
nursery habitats for many marine and estuarine fish and crustaceans (Rönnbäck 1999). 
Approximately 34 % of species found in estuaries in the Gulf of Carpentaria were found to be 
dependent on estuaries as a principal habitat for at least one part of their life cycle; making up 
at least half of the total fish biomass. A further 12 % of species were estuarine opportunists 
and came into the estuaries to feed (Blaber et al. 1989). Mangroves provide good nursery 
habitat as they provide abundant trophic resources due to freshwater inflow, nutrient trapping 
and tidal mixing and the relatively high turbidity (compared with marine systems) and 
structural complexity provide refuge from predators, as well as multiple spatial and trophic 
niches for exploitation (Baran and Hambrey 1998).  
The fishing industry also depends on good water quality, as high concentrations of toxicants 
in the water can render the fish inedible or unsaleable and frequent algal blooms can inhibit 
fishing and may also result in the presence of algal toxins in fish (Osborne et al. 2001).  
Tourism 
Tourism in coastal areas is dependent on visitors’ perceptions of water quality and ecosystem 
condition. In many cases, it is the vision of clear and pristine waters and beaches, with an 
abundance of marine life and water-based recreational activities, that lures visitors to coastal 
destinations (Peterson and Lubchenco 1997; Hall 2001). Tourism is a growing industry and 
the marine environment is one of the fastest growing segments of the tourism industry (Hall 
2001). In a survey of visitors to the Caloundra region in Queensland (Tourism Queensland 
2003), it was found that the most appealing aspect for visitors was the beach or coast, 
followed by the scenery or natural landscape. Similarly, in an earlier study of visitors to Port 
Douglas, Savage (1988) found that 22 % of respondents said that the reef was a primary 
attractor for them to visit the region and 29 % said that scenery attracted them to the region. 
Shafer et al. (1998) reported that for visitors to the Great Barrier Reef, one of the aspects of 
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the trip that most influenced their enjoyment was the natural environment (specifically the 
coral and fish). Estuaries also support tourism, particularly for wader bird viewing (Peterson 
and Lubchenco 1997). For tourism, it is the perception of the condition of the coastal 
ecosystems, more than the actual condition, which is important in determining the success of 
the industry. The process of forming perceptions of the condition of coastal areas is not well 
understood, but is likely to be related to personal experience, word of mouth, media coverage 
and information from travel agents.  
Human health  
Health is an important part of well-being as many other aspects of quality of life can be 
negatively affected by poor health. Health is also important at the community level, as a 
healthy population incurs fewer burdens on health and support services, has greater potential 
to develop and manage change and improvement and is more productive. Measures of 
individual and community health are therefore important indicators of well-being. Six health 
areas have been identified as National Health Priority Areas in Australia; cardiovascular 
disease, cancer, injury prevention, mental health, diabetes and asthma (Glover and Tennant 
1999). Potential links between ecosystem condition and mental health will be summarised 
first, followed by effects on physical health.  
Physical health 
There are several mechanisms through which the natural environment can affect human 
physical health. The best understood mechanisms are through bacterial contamination, toxins 
in seafood and toxic algal blooms (Boesch 2000), but coastal environments may also provide 
a setting for exercise and contribute to fitness and overall health. The existence of nearby 
coastal areas in good condition has the potential to influence the amount of recreation 
residents undertake and therefore the type and amount of exercise undertaken (Ball et al. 
2001). A park environment was one of several exercise trail characteristics that encouraged 
people to walk for exercise in a statewide study in New South Wales (Ball et al. 2001). 
Bauman et al. (1999) found that people who resided closer to the coast in New South Wales 
were less likely to be sedentary and more likely to report vigorous levels of physical activity 
than those who lived inland. Exercise is well known to reduce the likelihood of premature 
mortality and morbidity by reducing the risk of cardiovascular disease, colon cancer, non-
insulin dependent diabetes mellitus, obesity, osteoporosis and depression and anxiety (Neff et 
al. 2000). Exercise may also have some mental health benefits (see next section). Coastal 
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areas in good condition may therefore promote better health if people are more likely to 
undertake recreation in these areas.  
Toxicants (pesticides and heavy metals) have the potential to affect human health through 
direct exposure (skin contact) and through ingestion of contaminated seafood (World Health 
Organization 1996; Montgomery and Needleman 1997). High concentrations of lead in 
ingested food can have negative effects on the nervous system, adults may experience 
hypertension and kidney dysfunction and developmental effects in children can be severe. 
Dietary exposure to cadmium can result in kidney and lung damage. Mercury consumption 
can cause neurotoxic effects and damage to gastrointestinal organs. Long-term exposure to 
high concentrations of arsenic can increase cancer risk (World Health Organization 1996). 
Consumption of foods contaminated with polychlorinated compounds (including DDT) may 
result in developmental deficiencies in children and these chemicals also appear to be 
carcinogenic at high doses (Smith and Gangolli 2002). These metals and pesticides have been 
found to occur in low concentrations in the Australian marine environment (Haynes and 
Johnson 2000) and may therefore pose a potential health risk to humans.  
Contamination of seafood by bacteria and viruses can also cause health problems. The 
consumption of contaminated shellfish is particularly problematic, as shellfish bioaccumulate 
some toxins and bacteria and they are typically eaten raw (Healthy Rivers Commission 2003). 
In 1997 a hepatitis A outbreak in Wallis Lake (New South Wales) resulted from the 
consumption of contaminated oysters (Healthy Rivers Commission 2003). Gastrointestinal 
illnesses, respiratory paralysis and neurological effects can also result from consumption of 
shellfish contaminated with toxin-producing dinoflagellates (Australia New Zealand Food 
Authority 2001).  
Bacterial and viral contamination of coastal waters can lead to illnesses including 
gastroenteritis, dysentery, diarrhoea, vomiting and respiratory infections in users of the waters 
(Corbett et al. 1993; Kay et al. 1994; Henrickson et al. 2001). Corbett et al. (1993) found that 
swimmers at Sydney beaches were more likely to develop respiratory, ear and eye symptoms 
than non-swimmers and that there was a weak linear relationship between counts of faecal 
bacteria and symptoms. Bacterial contamination may be derived from sewage effluent, users 
of the waterway, livestock and wildlife and pathogens indigenous to waterways (World 
Health Organisation 2001).  
Cyanobacterial blooms are often a potential result of poor water quality (Henrickson et al. 
2001; Pitois et al. 2001) and toxic blooms can have negative effects on human health, 
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especially when recreational activities are undertaken in the area of a bloom. Potential health 
problems that can result from contact with toxic cyanobacteria include skin rashes, asthma-
like symptoms, diarrhoea, vomiting and ulcers (Pilotto et al. 1997). Lyngbya majuscula 
blooms have had some effects on human health in Queensland, including irritation of skin, 
eyes and respiratory function (Osborne et al. 2001). Swimmers have recorded dermatitis after 
swimming in areas with Lyngbya blooms and toxic effects may also occur as a result of 
accidental consumption of Lyngbya, or by consumption of fish or other animals that have 
consumed Lyngbya.  
Mental health 
The condition of the physical environment and, in particular, the naturalness of an area can 
potentially affect the degree of mental fatigue experienced by people living in that area. 
Several authors have shown that exposure to natural environments has restorative effects on 
mental fatigue and mood. Experiencing a natural setting, either directly (walking through 
parkland), or indirectly (watching video tapes of natural scenes) may result in faster recovery 
from a stressful event, better cognitive performance and higher scores on happiness and 
positive effect scales compared with experiencing an urban setting (Hartig et al. 1991; Ulrich 
et al. 1991). Thinking about past outdoor recreation experiences may also have positive 
effects such as decreased nervousness, irritability, distress, tense muscles, racing heart and 
headaches, compared with recalling stressful events or using passive relaxation techniques 
(Tarrant 1996).  
Longer term effects of natural scenery have also been shown. Patients assigned to a hospital 
room with a view of a natural setting had shorter stays in hospital and used less painkillers 
than patients with a view of a brick building wall (Ulrich 1984). Residents in buildings with 
less vegetation reported more aggression and violence and had higher levels of mental fatigue 
than those in identical buildings surrounded by trees and grass (Kuo and Sullivan 2001). 
Environmental degradation may also be associated with higher levels of stress, feelings of 
marginalisation, lower self-esteem, feelings of hopelessness and helplessness and lower levels 
of problem solving and support seeking (Van Haaften and Van de Vijver 1999; Horwitz et al. 
2001).  
As mentioned previously, recreation in natural areas may lead to increased exercise, which 
has also been linked with improved mental health. Lawlor and Hopker (2001) reviewed 
several randomised controlled studies and reported that people exercising were less depressed 
than those who did not exercise and that the difference was similar to that obtained using 
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standard cognitive therapy techniques. Glenister (1996) in an earlier review of clinical studies 
also found that there were improvements in mental health following exercise treatments, 
although the results were not consistent across all studies and some results were short-term.  
Given the results of the literature described above it is reasonable to hypothesise that the 
presence of natural environments in good condition could reduce stress and mental fatigue in 
residents. This effect would be mediated by the residents’ perceptions of the environment and 
the amount of time that they spent in the natural areas.  
It is clear from the summary above that coastal ecosystems with poor ecosystem condition 
have the potential to negatively affect the physical and mental health (and therefore well-
being) of residents in the area, while ecosystems in good condition may promote healthy 
behaviours. 
Coastal ecosystem interactions 
From the discussion above it is clear that human health is potentially affected by algal 
blooms, toxicants, and bacterial contamination; economic production is dependent on 
ecosystem productivity and diversity, habitat and water quality; and social well-being may be 
influenced by community perceptions of ecosystems, which are in turn influenced by all the 
above-mentioned indicators, as well as the available information and understanding of the 
ecosystem. These aspects of ecosystem condition also have impacts on other ecosystem 
components. These effects are described briefly below. Note that the emphasis in this section 
is on the impacts of those aspects of ecosystem condition identified as affecting human well-
being only; description of all the possible interactions between different components of 
coastal ecosystem condition is beyond the scope of this study.   
The effects of algal blooms on human health are described in the previous section. Algal 
blooms can also impact on fisheries, as fish may avoid algal blooms, fishers may be unable or 
unwilling to work in algal bloom areas due to health concerns, or the seafood caught may be 
unsaleable due to community concerns of the effects of the bloom. Algal blooms are also 
often very visible to the local community and the presence of an algal bloom is likely to 
negatively impact perceptions of the quality of the environment and therefore its perceived 
suitability as a site for recreation. Algal blooms may be a result of poor water quality and 
excess nutrients in particular, and may cause other changes in coastal ecosystems such as 
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changes in habitat, community composition and biomass and changes in other aspects of 
water quality (Cloern 2001).  
Toxicants (typically metals and pesticides) in water, sediment and aquatic life impact directly 
on human health through seafood consumption. Toxicants can also affect the growth and 
development of sensitive species and may therefore decrease the overall community structure, 
productivity and diversity of the system (Crompton 1997).  
The extent and quality of coastal habitats (such as mangrove, seagrass and reef areas) have a 
direct effect on the productivity and diversity of the system (Jenkins and Wheatley 1998; 
Rönnbäck 1999). Habitat may also add significantly to the aesthetic appeal of a coastal area; 
riparian vegetation is likely to contribute to the overall perceived naturalness of an area and be 
preferred by visitors over man-made structures (Nasar 1987; Smith et al. 1995b).  
Physical water quality includes characteristics such as turbidity, temperature, nutrient 
concentrations, bacterial contamination and salinity. These characteristics are important for 
aquaculture and fisheries, which are dependent on clean water. Physical water quality can also 
affect the quality and extent of habitat; for example, elevated turbidity levels can reduce the 
extent of seagrass beds and elevated nutrients can cause excess algal growth, which may lead 
to smothering of other habitats such as coral reefs. Poor water quality can also lead to algal 
blooms and may affect the productivity and diversity of the system.  
The perception of ecosystem condition held by the general public is very important as it is the 
perceived condition of the coastal waterways, rather than the actual condition, that influences 
people’s behaviour (Smith et al. 1995a). For example, people may be reluctant to swim in 
water that is seen to be ‘dirty’ (Smith et al. 1995a). Common perception of water quality may 
be influenced by several factors, including people’s own observations; opinions or 
observations of friends or family; information from various sources, including media, 
community or environmental groups, government and scientists; and levels of trust in 
government and other organisations. Each of these sources may present information 
differently and be influenced by different types of information. Individuals’ own perceptions 
of water quality, for example, are likely to be strongly influenced by visual and olfactory 
components of water quality (Smith et al. 1995a). Individuals’ perceptions may also be 
related to what they perceive as being natural – for example, individuals often rate brown 
water as being ‘polluted’ or ‘unclean’; however, if the cause of the colour is known to be 
natural (for example, as a result of natural humic staining), people may find the water quality 
to be more acceptable (Smith et al. 1995b). Assessment of water quality may also be related 
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to the overall perceptions of the waterbody –for example, a waterbody in a natural setting may 
be classified as cleaner than one in an urban setting, regardless of the actual water quality at 
the time (Smith et al. 1995b). Perception of water quality is therefore influenced both by the 
available ecosystem information and by individuals’ own perceptions of each of the 
ecosystem condition indicators.  
Use of the conceptual model 
The development of this conceptual model is an important first step in assisting natural 
resource managers in recognising the impacts of environmental condition on human well-
being. Conceptual models are particularly useful, as they can show the relationships between 
several different parts of the linked natural-human system, including feedback and interaction 
between different components, and they clearly show which components of each system are 
linked to other systems. Articulating these relationships clearly is particularly useful in group 
discussions, as it allows group members to visualise each other’s mental models, and clearly 
shows the assumptions underlying the model and the complexity of the system. In this 
conceptual model, some of these links have previously been researched and are well 
quantified, some have been researched in other contexts but have not been quantified in 
relation to coastal ecosystems, and some are suggested by related research, but have not 
previously been quantified. The certainty of each of the links can also be shown in the 
conceptual model to help in visualising the extent of current knowledge about the systems. 
Indeed, the first questions usually asked by people shown the conceptual model are ‘where 
did you get the information’, and ‘how do you know these links are real’? To give potential 
users of this information confidence, it is necessary to determine whether these links are 
significant with respect to changes in the condition of coastal waterways, and to quantify the 
links, or at least assess their relative magnitude. The ability to predict relative impacts on 
well-being of different scenarios of environmental change would be also be useful; for this, a 
quantified systems dynamic model is needed.  
The conceptual model therefore forms the basis for the research presented in the following 
chapters. Essentially, each link in the conceptual model represents a hypothesis to be tested 
(for links that had not previously been studied) or a measurement that is required (for well-
researched links; for example, the link between bacterial water quality and gastroenteritis). 
Chapters Three to Five deal with the social, health and economic impacts respectively, and 
the dynamic modelling is described in Chapter Six. Each chapter uses different methods to 
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assess and quantify the links described here. Chapter Three uses a survey of residents of the 
two coastal study areas to assess links between perceived waterway condition and social 
aspects of well-being; Chapter Four uses established epidemiological relationships and local 
data to assess health risks that could arise from poor waterway condition; and Chapter Five 
uses input-output modelling to assess the impacts of changes in coastal-dependent industries 
on the regional economy as a whole. Potential impacts on well-being are therefore quantified 
separately for the social, health and economic aspects of well-being.  Although this may seem 
to conflict with overall objective of developing an integrated dynamic model, it is not 
currently possible to collect this type of data in a dynamic way, over long time scales, 
particularly within the time and resource constraints of this study. Improved availability of 
long-term datasets on aspects of social and economic well-being, environmental condition, 
environmental attitudes and perceptions of environmental condition would assist future 
integrated studies.  
Summary 
Coastal management (and natural resource management in general) is currently lacking an 
understanding of the potential impacts of our management decisions on the well-being of the 
local people and communities. Such an understanding is important as much of human 
management of ecosystems is human-centric and focused on the benefits that we expect to 
derive from ecosystems. A conceptual model is presented here that details the potential links 
between coastal ecosystem condition and human well-being, as a first step towards 
developing a dynamic systems model that can be used to predict the impacts of changes in 
coastal ecosystem condition on human well-being. A method is also described for 
constructing conceptual models of complex integrated systems. The conceptual model is 
particularly important as it presents the first integration of environmental effects on different 
aspects of human well-being. Integration of different types of impacts is essential for 
developing a better understanding of the potential implications of policy and management 
interventions. The conceptual model also identifies impacts on human well-being in system 
terms, rather than relying on dollar valuations, thus more closely reflecting the real world. 
Better understanding of the effects of environmental change on the human community is 
essential in improving our management of ecosystems. Although some of the links described 
here are specific to coastal ecosystems, the general framework could easily be applied to other 
ecosystem types.  
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3. Chapter 3 
Social impacts 
Introduction 
As discussed in Chapter Two, an understanding of the potential impacts of changes in 
ecosystem condition on human well-being is crucial in the effective management of linked 
environmental-social systems. However, the effects of the condition of coastal waterways on 
social aspects of human well-being have not yet been measured. This has had important 
implications for environmental management, as potentially significant social impacts arising 
from management decisions or activities have not been considered in the decision making 
process. This chapter presents the results of a study designed to test and quantify the social 
impacts of changed waterway condition described in Chapter Two. 
Quality of life 
Improving quality of life is one of the main objectives of governments, policy makers and 
individuals throughout the world. Indeed, political parties that allow quality of life to decline, 
or fail to improve quality of life, may be voted out of office in the next election (Hagerty 
2002). However, quality of life is an ill-defined concept with few formal definitions. It is 
generally agreed that it is a multi-dimensional construct that encompasses both objective and 
subjective components; however, agreement is yet to be reached on what facets to include 
when measuring quality of life. Potential domains of quality of life include health, wealth 
(material well-being), social relationships, emotional well-being, safety, freedom, self-esteem, 
mental health, work, life satisfaction and happiness.  
The World Health Organisation (WHO) defines quality of life as ‘an individual's perception 
of their position in life in the context of the culture and value systems in which they live and 
in relation to their goals, expectations, standards and concerns. It is a broad ranging concept 
affected in a complicated way by the individual’s physical health, psychological state, 
personal beliefs, social relationships and their relationship to salient features of their 
environment.’ (World Health Organisation 1999b). Six domains are recognised in the WHO 
Quality of Life instrument; physical, psychological, levels of independence, social 
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relationships, environment and spiritual domains. The Australian Bureau of Statistics (ABS), 
which is responsible for reporting on well-being in Australia, defines well-being as ‘a state of 
health or sufficiency in all aspects of life’ and recognizes eight areas of concern as relevant to 
quality of life in Australia: health, family and community, education and training, work, 
economic resources, housing, crime and justice, culture and leisure (Trewin 2001). Hagerty et 
al. (2001) recommend that quality of life indices incorporate seven domains; family and 
friends, emotional well-being, material well-being, health, work and productive areas, local 
community, and personal safety. They also recommend that indices should incorporate 
indicators of input (e.g. environmental factors, public policy), throughput (personal choices 
and characteristics), and output (happiness, survival, contribution to society). This structure 
enables policy makers to clearly differentiate between the existence of a public policy and its 
effects on actual quality of life. It also differentiates between objective (input) and subjective 
(output) measures of quality  of life, which have been found to be only very poorly correlated 
(Cummins 2000). Cummins et al. (1994) listed similar domains in their investigation of 
quality of life, incorporating material well-being, health, productivity, intimacy, safety, place 
in society and emotional well-being. Felce and Perry (1995) also identified physical well-
being (including health and safety), material well-being, social well-being, development and 
activity and emotional well-being as the main domains relevant to quality of life. For the 
purposes of this thesis, good quality of life will be defined as a sufficiency and satisfaction 
with all aspects of life. In this definition, sufficiency refers to good objective quality of life, 
and satisfaction to subjective quality of life. 
Although there has been much research on measuring quality of life, there have been 
relatively few studies conducted on the determinants of quality of life. Tay et al. (2004) report 
that for a rural population in Ireland, age, satisfaction with financial security, self-rated health, 
income, length of residence in the area and satisfaction with work were significant predictors 
of self-rated quality of life in the general population; education and perceived empowerment 
were also significant for men and social opportunities were significant for women. Chipuer et 
al. (2003) found that gender, loneliness and community belonging were significant 
determinants of subjective quality of life across several domains for adolescents in rural 
Australia. Cramer et al. (2004) included subjective well-being, self-realisation, contact with 
friends, support when ill, negative life events, relation to family, neighbourhood quality and a 
global quality of life factor in their study of determinants of quality of life of the general 
population in Oslo. Good health, living with a partner, living a less densely populated area, 
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having a good education and income and being female were all related to global quality of 
life, although these determinants had different loadings on the different domains of quality of 
life. Michalos (2004) reported on eleven studies of the determinants of subjective happiness 
over several years, and found that on average, 38 % of the variance in reported happiness 
could be explained using the predictor variables. Predictors examined included satisfaction 
with health, financial security, family relations, job, friendships, housing, area of residence, 
recreational activity, religion, self-esteem, transportation, government services, living partner, 
education and personal safety. Self esteem had a consistently strong effect on happiness. In all 
these studies, some or all of the determinants studied could have been included as indicators 
of quality of life, rather than as determinants, such that the studies could have been considered 
as examining correlations between input and output indicators of quality of life. This 
highlights the need for agreed definitions of quality of life, and differentiation between input, 
throughput and output measures. 
One potential determinant of quality of life that has been largely absent in research until 
recently is the role of the natural environment. However, research is emerging that shows that 
the quality of our natural environment plays an important role in our own quality of life. 
Much of this research has been summarised in Chapter Two. Briefly, contact with nature can 
improve physical health through improving cardiovascular and immune function, reducing 
physical responses to stress, promoting relaxation and reducing negative impacts of illness. 
Similarly, mental health is improved through improved self-esteem and self-concept, 
improved mood state and reduced incidence of negative feelings, alleviating symptoms of 
mental illness, reducing mental fatigue and improving coping ability and promoting 
relaxation. Contact with natural areas also provides spiritual inspiration, feelings of 
peacefulness and freedom, and promotes social activity and interaction with friends, family 
and neighbours (Maller et al. 2002).  
A conceptual model was presented in Chapter Two summarising the potential benefits of 
nature contact, and posing an hypothesis that these benefits will increase with improved 
perceived quality of the natural environment through a number of paths. The social 
component of this conceptual model forms the basis of this chapter (simplified version 
presented in Figure 3-1). Briefly, in terms of social well-being, it is hypothesised that 
residents are more likely to undertake recreation in areas of good natural environmental 
quality, and that this recreation will lead to a higher level of physical place attachment and 
social interaction. Higher perceived waterway condition may also directly influence place 
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attachment. Increased social interaction leads to wider social networks and increased feelings 
of trust and reciprocity. Physical place attachment is linked to sense of belonging, 
commitment to place and place dependence. Higher commitment to place will lead to 
residents being more involved in community activities, including volunteering, and higher 
sense of belonging is an important component of overall quality of life. Wider networks 
increase feelings of trust and reciprocity, and also lead to a higher quality of life; trust and 
reciprocity lead to higher levels of sense of belonging and better quality of life. Quality of life 
is also related to health.  
Although the literature reviewed in Chapter Two suggests that the presence of natural areas 
may be an important determinant of human quality of life, there has as yet been no published 
research on the effect of the quality of the natural environment on well-being. It is likely that, 
if the physical environment plays such an important role in self identity, recreation, sense of 
place and aspects of social well-being, and that these are at least in part determined by the 
nature of the physical place, that the quality of the environment will also play a role in 
determining the extent of the benefits derived from being in a natural place. The aim of this 
research is therefore to examine the effects of the perceived quality of a natural environment 
on human well-being. Specifically, the research presented in this chapter aims to assess the 
impacts of perceived coastal quality on recreational frequency and sense of place, and the 
impacts of recreation and sense of place on social well-being aspects of quality of life.  
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Figure  3-1 Conceptual model showing hypothesised relationships between coastal 
environmental condition and aspects of quality of life 
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Methods 
Study areas 
Two study areas located in Queensland, Australia, were chosen for the study (Figure 3-2). The 
Pumicestone catchment lies approximately 60 km north of Brisbane. The climate in the region 
is subtropical, with the months of July to September being relatively dry, annual average 
rainfall of 1575 mm, and temperatures ranging between an average minimum of 10 degrees in 
winter to an average maximum of 27 degrees in summer. Major waterways in the catchment 
include Pumicestone Passage, which lies between the mainland and Bribie Island, Caboolture 
River and Deception Bay. Several small creeks flow into Pumicestone Passage and there are 
surf beaches on the eastern side of Bribie Island and at Caloundra. Pumicestone Passage and 
Deception Bay are mostly mudflats with extensive mangrove growth throughout the passage. 
Land use in the area is predominantly urban, with extensive areas of plantation forest 
adjoining Pumicestone Passage, and some farming in the western areas. Much of Bribie Island 
is protected in national parks, and there are other national parks and native forests throughout 
the region, particularly around the Glasshouse Mountains. Major urban centres are Caboolture 
and Caloundra, with extensive suburbs to the south of Caboolture.   
The second location, the Douglas region, lies approximately 60 km north of Cairns, in far 
north Queensland. The climate is tropical, with a heavy wet season from December to April, 
mean annual rainfall of 2013 mm and temperatures ranging from average minimum 
temperatures of 16 degrees in winter to average maximums of 30 degrees in summer. Major 
waterways in the region include the Mossman Daintree and Mowbray Rivers, Saltwater 
Creek, Dickson Inlet, creeks north of Daintree, and the beaches and offshore reefs. Mountain 
ranges lie relatively close to the coast in tropical north Queensland, so that rivers form short 
estuaries during the dry season, and often run fresh to the mouth in the wet season. Land use 
in the area is predominantly natural vegetation, much of which is World Heritage listed 
rainforest, although much of the lowland freshwater regions have been cleared for cattle 
grazing, and much of the coastal plains have been cleared for intensive agriculture (usually 
sugar cane farming). There are a few towns in the region; the largest is Port Douglas, while 
the regional centre is found at Mossman.  
The social characteristics of the two regions are varied. Population and population density are 
much greater in the Pumicestone region. The Pumicestone region is predominantly suburban, 
and many areas do not have distinct boundaries, particularly in the southern parts around 
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Caboolture where many people commute regularly to Brisbane. Caboolture is a small town 
which services the surrounding suburbs and rural residential areas. There are a few small 
coastal areas around Deception Bay, and Bribie Island has a large retired population. 
Caloundra, in the north of the region, is well developed as a tourist destination, particularly 
for people from Brisbane and New South Wales, and has many medium rise unit blocks, 
many of which are solely for holiday use or rental. The main industries in the region are retail, 
property and construction.  
The Douglas region, by contrast, has a much smaller population, although the catchment size 
is much larger. The main industry in the region is tourism, with a much higher proportion of 
international tourists than in Pumicestone. There are several small to medium sized 
communities throughout the region, each with its own character. Port Douglas, the major 
centre, caters for tourists and is the launching point for most trips to the reef and rainforest; 
most people in this area are related to the tourism or service industries. Mossman, further 
north, is the last town before Cooktown, and caters for the farmers living around Mossman as 
well as people living further north. Daintree is a small village on the Daintree River, with 
most people in the area involved in tourism or grazing along the banks of the Daintree River. 
Cow Bay and Cape Tribulation are home to most people living north of the Daintree River. 
North of the Daintree River is seen by many as being an almost uninhabited wilderness; there 
is no mains power, town water or sewerage, residents use solar power and generators, collect 
their own rainwater and bore water, and use septic or small household treatment systems. 
During the wet season, residents north of the river are often cut off, and supplies must be 
flown in to the area by helicopter. Much of this area is national park, and nearly all is world 
heritage listed, although there are some grazing and horticultural properties. Basic 
characteristics of both regions from the 2001 Household Census are listed in Table 3-1. In 
general, the age structure of the two areas is similar, but the average educational level is 
higher, and unemployment lower, in the Douglas region.  
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Figure  3-2 Maps of the study areas 
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Table  3-1 Social and economic characteristics of study regions 
Characteristic Pumicestone Douglas 
Total population (people) 126942 9964 
Total area (km2) 1070 2658 
Indigenous population  (%) 1.6 5.5 
Estimated population growth (2001 – 2026) (%) a 2.6 2.0 
Visitor nights 2002 270 007 879 187 
Born overseas (people) 20759 2601 
Median age (total population) 37 38 
Education – did not finish high school (%) 46.6 32.67 
Education – tertiary education (%) 12.66 21.52 
Unemployment rate (%) 11.1 4.7 
Median monthly housing loan repayments $800-$999 $800-$999 
Median weekly rent  $100-$149 $150-$199 
Median weekly individual income $200-$299 $400-$499 
Median weekly household income $600-$699 $700-$799 
Mean household size 2.7 2.5 
% same address as 1 year previously 79 75 
% same address as 5 years previously 50 49 
Employment - % Accommodation Cafes Restaurants Transport 31 9 
Employment - % Agriculture Forestry Fishing 6 5 
Employment - % Construction Mining Manufacturing 13 23 
Employment - % Government Administration Defence 5 4 
Employment - % Services 30 34 
Employment - % Trade 14 24 
Sources: Unless otherwise stated, data are sourced from the Australian 2001 household Census 
(Australian Bureau of Statistics 2002). 
a Department of Local Government and Planning (2003) 
 
Survey methods 
A written survey of residents in both study areas was conducted to gain an understanding of 
residents’ perceptions of the quality of relevant waterways, frequency of recreational use of 
the waterways, sense of place, trust, reciprocity and overall quality of life. The survey was 
designed to be self-completed by respondents. The survey was pre-tested in both study areas 
by volunteers to refine the survey items. A pilot study was also undertaken in Pumicestone 
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catchment to estimate return rates. The pilot study was mailed to potential respondents 
randomly selected from the electoral rolls. However, the return rates were so low (about 12 
%) that this was discarded as a viable sampling method. For the main survey in each region, 
surveys were therefore hand-delivered to selected addresses in each study area. Addresses in 
Pumicestone region were selected using the digital cadastral database supplied by Caboolture 
and Caloundra Councils. Residential addresses were first selected, and then a random sample 
of these was taken by generating 850 random numbers. Surveys were delivered to 831 of 
these addresses (representing 0.65 % of the total population) between April and June, 2004 
(Autumn and early Winter). In the Douglas region, the approximate number of households 
(derived from the 2001 census data) was divided by the required number of surveys to be 
delivered, and it was determined that approximately every seventh dwelling should be 
sampled. A local map of all streets in the shire was supplied by Douglas Shire Council. A 
total of 875 surveys were delivered, representing 8.8 % of the population. Sampling was 
completed throughout May 2004. The survey was conducted with approval from the 
University of Queensland Behavioural and Social Science Ethical Review Committee 
(approval no. 2003000103).  
A self-administered survey technique was chosen as a large sample size was required, and 
there was limited time available to administer the survey. Self-administered surveys are the 
most common form of surveys used, as they are usually simpler, cheaper and quicker to 
administer (Dillman 1991). One potential limitation of self-administered surveys is that of 
non-response bias (where respondents who do not return the survey differ in some way from 
the general population). In this case, this was minimised by using face to face recruitment of 
respondents to improve response rates. In terms of item response bias, self-administered 
surveys are generally considered to reduce the incidence of respondents recording socially 
desirable answers (compared with phone or personal interviews), and may be less subject to 
order effects, where respondents are more likely to choose either the first or last option 
presented to them (Dillman 1991). Self-administered surveys may be subject to a context 
effect, where respondents’ responses may be influenced by preceding or following questions; 
however, this may actually reduce error in responses, as respondents are able to check their 
answers for consistency.  
Sampling was conducted by several trained researchers between approximately 9am and 7pm, 
on all days including weekends and public holidays. Contact was attempted at least twice 
(sometimes three times) at each selected address. Researchers were given an explanation of 
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the project to repeat to the potential respondents. The survey packet given to the respondents 
contained a cover letter explaining the project and the purpose of the survey and giving 
contact details for further information, the survey booklet itself, and a reply-paid envelope for 
returning the survey. In most cases the survey was left for respondents to self-complete and 
return in the pre-paid envelope; however, assistance in completing the survey in person was 
given where requested. The person answering the door was selected to do the survey, 
although it is likely that in some cases they passed it on to other family members, or 
completed the survey together with one or more other family members.  
The survey consisted of two main sections. The first section included questions on sense of 
place, social interaction, physical and mental health and quality of life. The second section 
covered attitudes about the coastal environment, including perceptions of the condition of the 
major waterways, number of visits to each waterway, benefits gained from recreation, social 
contact during waterway visits and general demographic information. Items related to the 
main variables assessed here are given in Table 3-2. With the exception of recreational visits, 
overall health and quality of life, all items were scored on a five-point Likert scale. 
Recreational visits were measured in actual number of visits in the previous twelve months 
and general health and quality of life were scored on a six point scale. Most items used were 
identical in both surveys; however, a few items that appeared ambiguous during pretesting 
were modified in each area. Each survey was marked with a unique number and addresses 
were recorded to enable the location of each respondent to be identified. Complete surveys for 
each region are given in Appendix A.  
Survey items 
The survey items and the concepts they refer to are listed in Table 3-2. For perceived 
waterway condition, respondents were asked to rate the waterway condition in terms of 
overall quality (1 to 5), quality of the water, riparian vegetation, diversity, and human health 
effects (1 to 10). Human health effects (i.e. from bacterial or viral infections) were only 
included in the Pumicestone region survey, as they were considered irrelevant and possibly 
confusing for residents in the Douglas region, where major health threats from recreation near 
coastal waterways are estuarine crocodiles and marine stingers, both of which are natural 
occurrences. Frequency of recreation was assessed by asking the number of times each 
waterway had been visited in the last 12 months.  
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The bulk of the empirical research and theory suggest that sense of place is a 
multidimensional construct. In terms of this research, which focused on the effects of the 
quality of the place on well-being, it was considered necessary to attempt to measure the 
social and physical aspects of sense of place separately. Stedman (2003) offers probably the 
clearest separation between the social and physical aspects of sense of place; he states that the 
social component of sense of place is important as it is through experience that people imbue 
a place with meaning; it is the physical aspects of the place that set limits on the type of 
experience that can be had in a place, and therefore on the type of meaning that can be 
constructed. The social and physical components of sense of place are then expected to affect 
place belonging, place dependence, and commitment to place. These five components 
together form the total sense of place. Items for each of these components were drawn from 
existing scales where possible; the exception was the items for physical place attachment, as 
there were few items in existing surveys that related specifically to attachment to physical 
aspects of place.  
Social networks, trust, reciprocity and involvement in community groups were used as 
indicators of social well-being. The items used to measure social networks were derived from 
the social network index (Berkman and Syme 1979). The full index comprises items on all 
forms of networks, including marriage, friends and relatives and group membership, as well 
as the frequency of contact with each of these groups. The abbreviated version used here 
captures all aspects of these contacts within two items measuring the number of close friends 
or family and the frequency of contact with them. Two items each were used to measure trust 
and reciprocity. The first question on trust was modified from the frequently used question in 
the general social survey used in the USA “Do you think most people can be trusted, or you 
can’t be too careful dealing with people?” The second question was designed to relate a 
general sense of trust to expectations of others behaviour in a specific, common situation. 
Involvement in community activities is also a frequently used indicator of social well-being. 
In this survey two questions were asked, measuring involvement in general community 
meetings and volunteerism.  
Self-rated health and self-rated quality of life were assessed on a 6-item scale from very poor 
to excellent, as in the short form health survey (Jenkinson et al. 1997). Self-rated health has 
been found to be a significant predictor of future mortality and morbidity (Idler and 
Benyamini 1997). Physical and mental health limitations were also assessed using questions 
modified from the short form health survey questionnaire (Jenkinson et al. 1997). 
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Table  3-2 Survey items and corresponding latent variables from measurement models 
Latent variable Survey item 
Recreational visits Number of visits to each waterway in the last 12 months 
Length of residence Number of years lived in area 
Age Age in years 
I can recognise most of the people who live in this area Social place 
attachment When shopping in my local area, I am likely to run into people I know 
There are places in this area that are special to me Physical place 
attachment I enjoy visiting places in this area 
Place belonging I feel I belong in this area 
 I would like to continue living in this area  
Place commitment I would like to contribute to making this area a better place to live 
 If there was a problem in this area I would help to fix it 
Place dependence This area is my favourite place to be 
 I really miss this area when I’m away for too long a 
 This area means a lot to me b 
Visiting a waterway for recreation allows me to catch up with other locals Social interaction - 
experience Visiting a waterway for recreation allows me to be with friends or family 
When visiting a waterway for recreation, how often do you run into people you 
know? 
Social interaction - 
casual contact 
When visiting a waterway for recreation, how many people (who you know), 
would you normally see? 
Social networks How often do you generally see or talk with friends or family? 
 How many close friends or family do you have? 
How often do you attend meetings? (e.g. a church, sporting, craft or social club) Community 
involvement How often do you perform voluntary work (e.g. environmental, educational, civic 
volunteer work) 
In general, how would you rate your overall health? Health and quality of 
life In general, how would you rate your quality of life? 
Health limitations How much do physical problems limit your usual activities? 
 How much do personal or emotional problems limit your usual activities? 
Trust Most people can be trusted 
 If I lost a purse or wallet, it would be returned with the money in it, if it was found 
Reciprocity If I don’t have something I need I can borrow it from a neighbour 
 I lend things and do favours for my neighbours 
Perceived waterway 
condition 
Considering everything, how would you rate the overall condition of the following 
waterways? 
 How would you rate the waterways in terms of the quality of the water? 
 How would you rate the waterways in terms of the vegetation along the shores? 
 How would you rate the waterways in terms of the number and variety of animals? 
 How would you rate the waterways in terms of the chances of people getting sick? 
a   Pumicestone region only   b   Douglas region only 
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Analysis methods 
The first stage of the analysis was data preperation. Missing data were removed in a two-step 
process. First, samples that had more than 20 % of items missing were removed. For the 
remaining samples, any missing data points were replaced with the mean value for that 
variable (Kline 1998). Mean results for each of the major variables were compared between 
regions using a series of t-tests.  
Structural equation modelling (SEM) was used to analyse the relationships between waterway 
condition and well-being indicators. SEM is a term referring to a family of multivariate 
statistical techniques based on analysis of covariance matrices. The researcher specifies an 
expected covariance matrix based on theory. The empirical covariance matrix for a set of data 
is then compared with the expected matrix; if the two are consistent, the theory is supported. 
The main advantages of SEM are that it allows indirect relationships between dependent 
variables to be estimated (c.f. multiple regression), and can explicitly represent both measured 
variables and the latent constructs or concepts they represent (for example, income or 
educational achievement are commonly used measured variables relating to the latent 
construct ‘socioeconomic status’). SEM is an a priori technique; the theoretical model must be 
specified in advance of data collection. However, SEM is rarely used as a purely confirmatory 
technique. Most commonly, the data may be slightly inconsistent with the hypothesised 
model, and the model is adjusted and re-estimated. In this case, SEM may be used as a model 
generating technique, with the aim of identifying a model with a sound theoretical basis that is 
supported by data. This is the way in which SEM is used here, as the hypothesised links are 
grounded in the existing literature, but have not been assessed previously in a single model. 
The main concern with adjusting models to fit data is that the model may be overfitted to that 
particular dataset, and may not apply to other data. In this case, as the model is fitted to two 
different data sets, overfitting is not a concern. Limitations of the technique include the 
requirement for large sample sizes and that only linear relationships between variables are 
considered, based on sample covariances. As with any technique based on correlations, the 
direction of causation between related variables is defined by the user, and cannot be tested 
statistically. In this analysis, the measurement and structural models were estimated separately 
due to the complexity of the models and large number of observed and latent variables. A 
good introduction to SEM is given by Kline (1998).  
The SEM analysis was undertaken in two stages; testing the measurement and the structural 
models. It is possible to use SEM to perform a single analysis that estimates both the 
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measurement and structural models at the same time; however, for a complicated analysis 
such as this, it is much easier to separate the two steps. The first stage (measurement 
reliability) involved testing the reliability of survey questions (measured variables) as 
measures of latent constructs. The survey items were used as indicators of theoretical 
constructs; the survey items are referred to as measured or observed variables, and the 
theoretical concepts as latent variables. Measured variables and their respective latent 
variables are listed in Table 3-2. Measurement reliability was assessed using confirmatory 
factor analysis implemented in Lisrel 8.51 (Jöreskog and Sörbom 2001). Wherever possible, 
the measurement models for each latent variable were assessed separately. However, where a 
latent variable is represented by fewer than three measured variables, the model is saturated 
(i.e. there are no degrees of freedom), and cannot be assessed. In these cases, the 
measurement models for two latent variables were assessed simultaneously (for example, 
health and quality of life). The measurement models are given in Appendix B. 
The second stage of the analysis was to assess the structural model; that is, to test the 
hypothesised relationships between the latent variables. The structural model was estimated 
using path analysis, which uses only measured variables. A single measured variable was 
therefore created for each of the latent variables by summing the results for each of the related 
measured variables to create composite variables. Other measured variables that were 
included in the model were the total number of visits to waterways in each region, the length 
of time (in years) that respondents had lived in the area, and the minimum distance 
respondents lived from all waterways. This distance was calculated by geocoding the address 
of each respondent against the digital cadastral database supplied by the relevant council 
using ArcView 8.1 (ESRI 1999), and calculating the distance between respondents’ addresses 
and several locations on each waterway. The natural log of the average distance and length of 
residence was used in the analysis. The full model with all paths was analysed first for both 
study areas using Lisrel 8.51, then each model was reassessed with the non-significant paths 
removed.  
The relationship between perceived waterway condition and the number of visits to 
waterways was then investigated in more detail. Perceived waterway condition, distance to 
the coast, health, age, education and sex of respondents were included as predictors of 
waterway visits in a linear regression model for each waterway. The regression modelling was 
performed in S-Plus 6.1 (Insightful 2001) assuming a normal error distribution. All variables 
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were initially included in the model for each waterway, then the models were re-estimated 
with non-significant variables removed.  
Results 
Response rate and respondent characteristics 
In the Pumicestone region, contact was attempted at 1134 dwellings. Of these, surveys were 
delivered to 831 (73 %), 118 (11 %) were out or uncontactable, and 185 (16 %) refused to 
participate. In the Douglas region, contact was attempted at 1197 dwellings. Of these, 238 
(20 %) were out or uncontactable, 69 refused (6 %), and surveys were delivered to 890 
(74 %). A total of 415 responses were received from the Pumicestone region, and 419 from 
Douglas. Response rates as a percentage of people contacted (surveys accepted or refused) 
were therefore 40.8 % and 43.7 % respectively, and as a percentage of the surveys accepted 
49.9 % and 47 % respectively. Response rates are summarised in Figure 3-3.  
Census data from the ABS (Australian Bureau of Statistics 2002) were used to assess the 
representativeness of the survey sample. Respondents were similar to the general population 
of each study area in terms of age, education and sex. In Pumicestone region, respondents 
were slightly older than the general population aged over 18 (51 years compared with 48, t-
test, p<0.05). Respondents were also more likely to be female (61% of respondents, compared 
with 51% of the general population). In terms of education, respondents were more likely to 
have a diploma or bachelors degree. In the Douglas region, the average age of respondents at 
46 was the same as the average age of the general population over 18 years old. Fifty percent 
of respondents were female, the same as the general population. Respondents were more 
likely to have a diploma, and less likely to have left school at years 8 or 10. These 
characteristics are listed in Table 3-3.  
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Figure  3-3 Survey response rates for Pumicestone and Douglas regions 
 
Table  3-3 Comparison of respondent characteristics from Pumicestone and Douglas 
regions 
Respondent characteristic Pumicestone Douglas 
Median age 51 46 
% female 61 50 
Schooling to year 10 only 34 % 19 % 
Schooling diploma or bachelor 28 % 34 % 
 
Results for each study area 
Mean results for the main variables in each region are shown in Table 3-4 (results shown are 
the average of the latent variables constructed by adding together the scores for the individual 
items comprising each variable). For most social variables, mean results were significantly 
higher in the Douglas region than in Pumicestone. The exception was community 
involvement, which was not significantly different between regions. Average perceived 
waterway condition was also not significantly different, although the average number of visits 
per waterway was higher in the Douglas region.  
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Table  3-4 Mean result for each variable in each region and p-value for t-test of 
difference between the regions 
Variable Maximum Pumicestone Douglas p value 
Physical place attachment 10 7.86 8.92 0.0000 
Social place attachment 10 6.80 8.11 0.0000 
Place belonging 10 8.10 8.96 0.0000 
Place commitment 10 8.01 8.47 0.0000 
Place dependence 10 7.09 8.61 0.0000 
Community involvement 10 4.61 4.35 0.1670 
Social networks 10 7.39 7.76 0.0015 
Social interaction 20 10.76 12.20 0.0000 
Length of residence Years 12.31 15.52 0.0021 
Average waterway condition 5 3.45 3.50 0.3191 
Visits per waterway No./month 15.36 24.72 0.0000 
Trust 10 5.68 6.72 0.0000 
Reciprocity 10 7.43 8.13 0.0000 
Health limitations 10 8.28 8.90 0.0000 
Health 6 4.38 4.71 0.0000 
Quality of life 6 4.57 4.92 0.0000 
 
Measurement models 
Measurement models were analysed separately for all latent variables. Results of 
measurement model fit are given in Table 3-5. Most of the measurement models fit very well, 
with all items loading significantly onto the expected latent variables with no cross-loadings, 
and good overall fit indices. The measurement models were identical for both areas, with the 
exception of the model for perceived water quality, where the measured variables for overall 
waterway conditions and water quality were significantly correlated in the Douglas region, 
suggesting that water quality played a stronger role in determining overall perceived 
waterway condition in this region. All paths and covariances were significant at p<0.05, 
except for the covariance between Daintree overall condition and water quality, Four Mile 
Beach and Daintree diversity, reef condition and reef water quality, reef and Saltwater Creek 
water quality, reef diversity and Mossman River and Four Mile Beach diversity in the 
Douglas region, and the covariances between water quality of Bribie beaches, Caboolture 
River and Deception Bay; Caloundra beaches water quality and Caboolture River and 
Deception Bay water quality; and Caloundra beaches vegetation and Caboolture River 
vegetation in Pumicestone region.  
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Table  3-5 Measurement model fit for Pumicestone and Douglas 
Pumicestone Douglas Latent variables 1 
Chi 
Square 
df RMSEA2 AGFI3 Chi 
Square
df RMSEA AGFI 
Sense of place 52.96 25 0.052 0.94 55.87 25 0.055 0.94 
Social interaction 3.04 1 0.074 0.96 0.33 1 0 1 
Social networks, 
community involvement 
0.01 1 0 1 1.64 1 0.04 0.98 
Self rated health  14.62 1 0.186 0.82 11.8 1 0.163 0.86 
Trust, reciprocity 1.01 1 0.005 0.99 0.11 1 0 1 
Perceived waterway 
condition 
398.21 215 0.055 0.84 414.54 219 0.049 0.87 
1 The measured variables that correspond to each latent variable are given in Table 3-2. Relationships 
are described in Appendix B. 
2 Root mean square error of approximation  
3 Adjusted goodness of fit index 
 
Path analysis 
The full path analysis was conducted separately for the two study areas. Recreational visits to 
waterways were related to quality of life through two main paths in both study areas. The 
parameter estimates and t-values for each path for the full model are shown in Table 3-6 and 
the error covariances in Table 3-7. The significant paths for each region are shown in Figure 
3-4 and Figure 3-5. Paths in bold are common to both regions.  
Path analysis model fit can be assessed using a number of measures, several of which are used 
here. A model is generally regarded as fitting well when the χ2 value is less than twice the 
degrees of freedom, the RMSEA is less than 0.05, and the AGFI is greater than 0.9 (ideally 
greater than 0.95) (Kline 1998). Overall model fit for the full model for both regions was 
good (Pumicestone χ2 = 117.61, df = 72, RMSEA = 0.047, AGFI = 0.9; Douglas χ2 = 130.1, 
df = 72, RMSEA = 0.047, AGFI = 0.92). Model fit improved slightly for both regions when 
non-significant paths were removed (Pumicestone χ2 = 152.56, df = 93, RMSEA = 0.048, 
AGFI = 0.9; Douglas χ2 = 156.21, df = 84, RMSEA = 0.049, AGFI = 0.92). Although overall 
model fit was good, some variables that had a large proportion of their variance unaccounted 
for in the model.  
As the path analysis results are complicated, it helps to explain the relationships in words. In 
both study areas there were two main paths between coastal environmental quality and human 
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well-being. People who recreated at coastal areas more frequently also had stronger place 
attachment (both physical and social domains), which were in turn related to a feeling of place 
belonging. Place belonging was a significant determinant of quality of life. Increased 
recreation also led to increased social interaction, which was positively related to social 
networks, which was also a significant determinant of quality of life.  
Several other relationships between variables were also significant in the models for both 
study areas. Physical and social place attachment were also related to the other sense of place 
domains (place dependence and place commitment). Commitment to place was positively 
related to involvement in community activities, including volunteering. Social place 
attachment and networks were related to higher levels of reciprocal behaviour. Larger 
networks also led to a greater sense of belonging and social sense of place. Increased length of 
residence contributed to social place attachment. Health and quality of life were also related to 
health limitations. In the initial models age, sex and education were tried as potential 
predictors of the number of visits, health, quality of life and perceived water quality. 
However, they did not add to the explanatory power of the model and were removed from the 
final model. The final models in both study areas also included error covariances between 
some variables; these were significant between all domains of sense of place, between trust 
and reciprocity, and between quality of life and health.  
There were also some minor differences between study regions, in that some paths were 
significant in only one region. In the Pumicestone region, place dependence and physical 
place attachment were also affected by social interaction. Respondents who had lived in the 
area longer had larger networks, and respondents with larger networks had higher levels of 
trust. Respondents who lived closer to waterways had higher levels of social interaction. 
People who visited waterways more often also had higher levels of community involvement. 
Increased sense of belonging was related to better health, and people with fewer health 
limitations were more likely to visit waterways. These paths were not significant in the 
Douglas region. By comparison, in the Douglas region, belonging and dependence sense of 
place were related to higher levels of trust and reciprocity; commitment to place was also 
affected by levels of reciprocity. Respondents who had lived in the area longer had higher 
levels of physical and social place attachment, place dependence and place belonging 
(commitment to place was not related to length of residence). Higher levels of trust led to 
better reported health. Trust was affected by social place attachment; reciprocity was affected 
by levels of social interaction and social place attachment; reciprocity was also related to 
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place commitment and networks to place attachment. Greater community involvement also 
increased network size and improved health. Trust, community involvement and visits to 
waterways were also related to quality of life. 
In both models, the path from average perceived waterway condition for all waterways to the 
total number of waterway visits was not significant. A key hypothesis of this study is that 
waterways in better overall condition are more likely to attract visitors than those in poor 
condition. It is possible that the apparent refutation of this hypothesis was due to the level of 
aggregation in the data, rather than the absence of a relationship. It was therefore considered 
appropriate to look at the effect of waterway condition separately for each waterway, and to 
examine the effect of different aspects of waterway condition on the number of visits. These 
relationships were considered to be best examined using separate linear modelling techniques, 
due to the complexity of the structural equation model required. 
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Table  3-6 Parameter estimates for full path model for each region 
Pumicestone Douglas Dependent 
variable 
Independent variables 
standardised 
parameter 
estimate 
t 
value*
r2 standardised 
parameter 
estimate 
t 
value 
r2 
Health limitations 0.1 2.55 0.18 0.072 1.62 0.046
Distance from waterways -0.47 -7.21  -0.18 -3.77  
Waterway 
visits 
Perceived water quality 0.03 1.29  -0.0051 -0.31  
Interaction 0.13 4.37 0.19 0.002 0.091 0.13 
Networks 0.066 1.03  0.21 4.78  
Waterway visits 0.25 3.55  0.18 3.51  
Physical 
place 
attachment 
Length of residence 0.11 1.47  0.17 2.86  
Interaction 0.23 7.5 0.27 0.12 4.69 0.17 Social place 
attachment Networks 0.22 3.14  0.18 3.51  
 Length of residence 0.25 3.04  0.26 3.8  
Networks 0.12 2.44 0.37 0.11 2.23 0.35 
Physical place 0.45 8.23  0.55 7.96  
Social place 0.21 4.32  0.15 2.54  
Trust 0.07 1.45  0.18 3.06  
Reciprocity -0.021 -0.43  0.21 3.3  
Place 
belonging 
Length of residence 0.11 1.57  0.21 2.72  
Physical place 0.33 7.52 0.26 0.34 6.57 0.22 
Social place 0.13 3.26  0.17 3.76  
Place 
commitment 
Reciprocity 0.052 1.4  0.12 2.64  
 Length of residence -0.049 -0.85  -0.037 -0.62  
Interaction 0.085 3.1 0.5 0.041 1.45 0.39 
Physical place 0.72 11.93  0.79 9.62  
Social place 0.22 3.91  0.23 3.19  
Trust 0.099 1.85  0.22 3.11  
Reciprocity -0.069 -1.31  0.16 2.1  
Place 
dependence 
Length of residence 0.034 0.43  0.36 3.82  
Waterway visits 0.86 6.06 0.2 0.47 3.62 0.066
Distance from waterways -0.47 -2.77  -0.32 -2.56  
Social 
interaction 
Length of residence 0.41 2.87  0.26 1.83  
Networks Interaction 0.11 4.51 0.12 0.16 6.64 0.16 
 Length of residence 0.2 2.92  0.11 1.67  
 Community involvement 0.053 1.87  0.13 4.03  
Place commitment 0.3 2.38 0.051 0.31 3.5 0.045Community 
involvement Waterway visits 0.32 2.54  0.068 0.7  
Trust Networks 0.22 3.05 0.066 0.039 0.75 0.056
 Social interaction 0.062 1.74  0.023 0.89  
 Social place 0.02 0.34  0.19 3.66  
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Pumicestone Douglas Dependent 
variable 
Independent variables 
standardised 
parameter 
estimate 
t 
value*
r2 standardised 
parameter 
estimate 
t 
value 
r2 
Reciprocity Networks 0.21 2.77 0.1 0.18 3.61 0.17 
 Interaction 0.06 1.61  0.077 3.1  
 Social place 0.15 2.35  0.2 4.17  
Health Place belonging 0.09 2.87 0.39 0.022 0.94 0.35 
 Networks 0.031 0.82  0.041 1.42  
 Trust 0.021 0.68  0.053 1.8  
 Health limitations 0.37 12.88  0.37 12.71  
 Community involvement -0.018 -0.98  0.067 3.64  
 Waterway visits -0.055 -1.36  0.055 1.61  
Place belonging 0.16 5.34 0.34 0.1 4.84 0.33 
Networks 0.15 4.27  0.11 4.05  
Trust 0.049 1.68  0.08 2.85  
Health limitations 0.23 8.54  0.23 8.36  
Community involvement -0.0042 -0.24  0.037 2.11  
Quality of 
life 
Waterway visits -0.017 -0.43  0.083 2.56  
* absolute t values greater than 1.96 are significant at p=0.05 
 
Table  3-7 Error covariances for full path model in each region 
Error covariances Pumicestone Douglas 
Variable 1 Variable 2 covariance t-value covariance t-value 
Social place Physical place 0.35 2.82 0.35 3.85 
Place commitment Place belonging 0.47 5.46 0.53 5.25 
Place dependence Place belonging 1.02 8.13 1.77 9.74 
Place dependence Place commitment 0.38 4.1 0.61 5.02 
Trust Reciprocity 0.68 4.28 0.53 5.24 
Quality of life Health 0.29 7.15 0.24 7.16 
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Figure  3-4 Significant paths between perceived waterway condition and quality of life in 
Pumicestone region 
Paths in bold were significant in both regions. 
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Figure  3-5 Significant paths between perceived waterway condition and quality of life in 
the Douglas region 
Paths in bold were significant in both regions 
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Perceived waterway condition and number of waterway visits 
The number of recreational visits to waterways was related to aspects of waterway condition, 
but this relationship varied between waterways. Parameter coefficients, p values and r-squared 
values for regression models explaining the number of visits to each waterway are given in 
Table 3-8 and Table 3-9 for Pumicestone and Douglas regions respectively. In both study 
areas, distance from waterways, visits to other waterways, perceived waterway condition, age 
and educational level were tried as predictors of waterway visitation frequency. In the 
Pumicestone region, r-squared values ranged from 0.19 for visits to Caboolture River to 0.45 
for visits to Pumicestone Passage, indicating reasonable explanation of variation in visitation 
frequency. For all waterways, the distance respondents lived from each waterway was a 
significant predictor of visits to that waterway; respondents who lived closer to the waterway 
visited more often. Further, visits to most waterways were positively related to visits to other 
waterways; respondents who visited Pumicestone Passage were also likely to visit Caboolture 
River, Bribie and Caloundra beaches. Similarly, visits to Bribie beaches were related to visits 
to Caboolture River, Pumicestone Passage and Caloundra beaches and respondents who 
frequently visited Caloundra beaches were also likely to visit Bribie beaches; the number of 
visits to Deception Bay was a significant predictor of visits to the Caboolture River, and 
people who visited Deception Bay were also likely to visit Caloundra beaches and Caboolture 
River. Age was also included as a predictor of visits to waterways and was significant for 
some waterways; older residents were significantly more likely to visit Pumicestone Passage, 
but less likely to visit Bribie and Caloundra beaches.  
Some aspects of waterway condition were significant in predicting the number of visits to 
most waterways. Pumicestone Passage was the only waterway where perceived condition did 
not affect the number of visits made. Visits to Caloundra beaches increased with a perceived 
lower perceived risk to human health and visits to Deception Bay were related to perceived 
water quality. The number of visits to Bribie beaches was also positively related to perceived 
water quality, but negatively related to overall condition. On the other hand, visits to 
Caboolture River were negatively related to water quality, but positively related to perceived 
biotic diversity in the waterway.  
In the Douglas region, slightly more variation in visitation frequency was explained by the 
models; r-squared values ranged from 0.26 for visits to the northern beaches, to 0.53 for visits 
to Dickson Inlet and Four Mile beach. These values are considered reasonable as several 
factors that could influence visitation frequency (such as availability of free time, availability 
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of transport or family size) were not included in the survey. Again, distance from the 
waterway, visits to other waterways, age and education were included as potential predictors 
of waterway visitation frequency. Visits to all waterways except the reefs were higher for 
those residents who lived closer to the waterway. Visits to the northern beaches were also 
negatively correlated with the minimum distance to all waterways, suggesting that local 
residents visit these beaches more often, while people living further away from the coast 
visited the Daintree River more often. Visits to Four Mile beach were positively related to 
visits to Dickson Inlet (nearby) and the Daintree River. Respondents who visited Dickson 
Inlet more often were also more likely to visit Four Mile beach, Saltwater Creek and the reef 
(Dickson Inlet is the major port in the area and the most likely point of departure for a reef 
trip). Visit to Mossman River were related to visits to Saltwater Creek, Daintree River and the 
northern beaches (which are all relatively close to Mossman River); and people who visited 
Saltwater Creek were also more likely to visit Dickson Inlet and the Mossman and Daintree 
Rivers. The number of visits to Four Mile beach and Mossman River were a significant 
predictor of visits to Daintree River, and visits to northern beaches were related to visits to 
Saltwater Creek and Daintree River. Finally, respondents who visited the reef more frequently 
were also more likely to visit Dickson Inlet and the northern beaches. In terms of respondent 
characteristics, older people were less likely to visit the reef, males were more likely to visit 
the reef and Mossman River, and frequent visitors to Four Mile beach were more likely to 
have a higher level of education, and report fewer physical health limitations, but a greater 
level of mental or emotional limitations. In terms of perceived waterway condition, perceived 
overall condition was negatively related to visits to Dickson Inlet, water quality was 
positively related to visits to Saltwater Creek, perceived quality of vegetation was negatively 
related to visits to the Daintree River, and faunal diversity was positively related to visits to 
Four Mile beach.   
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Table  3-8 Regression coefficients and p values for recreational visits to waterways, 
Pumicestone region 
Pumicestone Bribie beaches Caloundra 
beaches 
Caboolture 
River 
Deception Bay Independent variables 
coef p coef p coef p coef p coef p 
Distance from waterway -1.2 0 -0.77 0 -0.81 0 -0.64 0 -0.99 0 
Min. distance from coast         -0.14 0.06 
Visits to Pumicestone   0.17 0.0006   0.21 0   
Visits to Bribie 0.3 0   0.17 0.0005     
Visits to Caloundra 0.43 0 0.15 0.0068     0.14 0.0561 
Visits to Caboolture 0.15 0.0083 0.13 0.0095     0.29 0 
Visits to Deception Bay       0.17 0.0006   
Overall waterway 
condition 
  -0.17 0.0329       
Water quality   0.09 0.016   -0.11 0.03 0.08 0.0002 
Vegetation           
Diversity       0.12 0.0112   
Human health     0.08 0.0038     
Age 0.02 0.0001 -0.01 0.0346 -0.02 0     
r2 0.45 0.42 0.42 0.19 0.26 
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Table  3-9 Regression coefficients and p values for recreational visits to waterways, Douglas region 
Four Mile 
Beach 
Dickson Inlet Mossman 
River 
Saltwater 
Creek 
Daintree River Northern 
Beaches 
Reef Independent variables 
coef p coef p coef p coef p coef p coef p coef p 
Distance from waterway -0.56 0 -0.23 0.0005 -0.45 0 -0.53 0 -1 0 -0.31 0.0001   
Minimum distance from waterway         0.16 0.0142 -0.28 0.0006   
Visits to Four Mile Beach   0.51 0     0.1174 0.0042     
Visits to Dickson Inlet 0.43 0     0.21 0     0.32 0 
Visits to Mossman River       0.44 0 0.37 0 0.115 0.0765   
Visits to Saltwater Creek -0.08 0.0902 0.14 0.0036 0.4 0     0.17 0.005   
Visits to Daintree River 0.13 0.0173   0.24 0 0.18 0.0003   0.27 0   
Visits to Northern beaches     0.1 0.0075       0.13 0.0005 
Visits to reef   0.35 0           
Overall waterway condition   -0.17 0.03   -0.17 0.0944     0.11 0.07 
Water quality -0.09 0.0549     0.11 0.0169   0.08 0.06   
Vegetation   0.06 0.08     -0.08 0.0055     
Diversity 0.1 0.0051             
Mental health limitations -0.21 0.0157             
Physical health limitations 0.24 0.002             
Age             -0.02 0.0001 
Education 0.09 0.0411             
Sex     0.3 0.0022       0.31 0.0035 
r2 0.53 0.53 0.47 0.41 0.38 0.26 0.27 
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Discussion 
Relationships between waterway condition and quality of life determinants 
According to the conceptual model presented in Chapter Two, waterway condition has the 
potential to affect several aspects of human well-being through various paths. The first 
hypothesis was that residents will visit waterways that they perceive to be in good condition 
more frequently than those in poor condition. This was weakly supported by this study. For 
most waterways one or more specific aspects of waterway condition or overall waterway 
condition was related to the number of visits. In the Pumicestone region, only visits to 
Pumicestone Passage were not significantly related to perceived condition. Visits to 
Caloundra beaches were related to perceived condition in terms of risks to human health. 
Caloundra is a popular swimming beach, and visitors are most likely to be swimming, surfing 
or walking, so the emphasis on human health is perhaps not surprising. By comparison, water 
quality was important in determining the frequency of visits to Deception Bay. Deception Bay 
is a low energy, shallow bay, with muddy substrate. Although there are several boat ramps 
located along the foreshore, these are only accessible at high tide. As a result, walking is 
therefore the most popular activity along the bay, with boating and fishing less common. It is 
likely therefore that visual and olfactory aesthetic aspects of water quality were more 
important for recreating residents than biotic diversity, extent of habitat, or health concerns 
(Quick and Johansson 1992; Canter et al. 1993; Smith et al. 1995a). Visits to Caboolture 
River were negatively correlated with perceived water quality, and positively related to 
perceived diversity. Unlike the other waterways, Caboolture River is an estuary rather than an 
open beach or semi-enclosed bay. Turbidity in estuaries is naturally higher than in more open 
systems, and this is the case for Caboolture River (Ecosystem Health Monitoring Program 
2004). Perceived water quality for Caboolture River had the lowest score of all waterways, 
probably a reflection of the higher turbidity levels in the estuary. Fishing is a popular activity 
in the Caboolture River, and this may explain the relationships between water quality and 
diversity; apparently poor water quality (in terms of visible indicators such as turbidity) may 
not affect fish populations if it is naturally occurring, while faunal diversity is more important 
to fishers.  
In the Douglas region, visits to waterways were less likely to be related to perceptions of 
waterway quality. Visits to the Mossman River were not related to any waterway condition 
variable, and visits to the Daintree River were negatively related to the perceived condition of 
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vegetation. One possible explanation is that many people who reported visiting these two 
waterways were simply crossing over the rivers on the road or ferry and were not spending 
time at the waterways for recreation. Although these river crossings (particularly crossing the 
Daintree River on the ferry) give residents a chance to observe the condition of the waterway 
and possibly develop attachment to the waterways, as the river crossing would simply be part 
of a journey and not an end in itself, the relationship between perceived condition and number 
of visits would not hold. The negative relationship between habitat and recreation on the 
Daintree River could also be related to the perception of a crocodile threat; saltwater 
crocodiles are common in the Daintree River, especially around mangrove areas and represent 
a significant safety threat to visitors.  
Visits to the reef were positively related to waterway condition, but this relationship was not 
significant. Many locals commented that, unless they had their own boat, it was too expensive 
to get to the reef, which explains why reefs had the lowest visitation rate of all waterways. 
Visits to Dickson Inlet were negatively related to overall waterway condition. There are 
several restaurants and shops along Dickson Inlet, and markets are held every weekend. Many 
people may therefore visit Dickson Inlet for social reasons, rather than recreational reasons 
related to the waterway itself. The shops and restaurants in the area may therefore attract 
people to the area, whilst negatively influencing the perceived waterway condition. Stedman 
(2003) found that the degree of development around a lake was negatively related to whether 
the lake was viewed as a place of escape, but positively related to a view of the lake as a 
social place. Another possible explanation for the negative relationship is that more frequent 
visitors to the waterway develop worse perceptions of the condition of the waterway. House 
(1996) found, in a study of river and beach users in Wales and England, that people who 
visited more often had poorer perceptions of waterway condition, although visitors said that 
they would visit more often if waterway condition was improved. Overall, it seems that the 
purpose of the visit is important in determining whether waterway condition has an effect on 
visitation rate, and in determining which aspect of condition is most important.  
The strongest predictors of waterway visits were distance to the waterway, and visits to other 
waterways. Pereira et al. (2003) also found that most people using the beaches in Brazil lived 
near the beach. The models developed here explained from about one quarter to one half the 
variation in waterway visits. While this is reasonable, there are several other factors, not 
recorded in the survey, which could also be important in determining the number of visits 
made to waterways. These include income, availability of transport to waterways, family or 
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household size and makeup, and the amount of spare time available. For example, a family 
with children may have a stronger motivation to visit a waterway for recreation, but may have 
limited spare time to do so.  
It is notable that there was no significant difference between the average perceived waterway 
condition in the Douglas and Pumicestone regions. Objectively, the waterways in the Douglas 
region are considered to be in better condition, as they are generally less disturbed, have no 
point source discharges, have a smaller population base, and have better water quality. The 
Australian Catchment, River and Estuary Assessment 2002 (National Land and Water 
Resources Audit 2002) rated the Daintree River as near pristine, and Mossman River, Dickson 
Inlet and Saltwater Creek as largely unmodified. By comparison, Pumicestone Passage and 
Caboolture River were classified as modified. This highlights the fact that when assessing 
perceived condition of natural resources, the reference point or expected condition is an 
important factor. Residents in north Queensland are aware that their area is relatively unspoilt, 
and may be critical of small changes in the condition of natural areas. The Pumicestone 
region, however, is mostly a built urban environment, and it is likely that residents there have 
lower expectations with respect to the condition of natural environments. It should also be 
noted, however, that the difference between the perceived and actual condition may depend 
on a number of additional factors, including the amount, availability and effectiveness of the 
communication of objective condition assessments, the degree of trust in institutions 
responsible for managing the ecosystems, the amount of background knowledge and 
observations of residents, historical condition of the system, publicised information on past 
problems and the reputation of the system, among others. Further research is needed to 
understand the role and significance of factors affecting perceptions of environmental quality.  
Place attachment was significantly related to the number of visits made to waterways. This is 
consistent with theory, which states that sense of place develops through interaction with 
spaces (Pretty et al. 2003; Stedman 2003; Ryan 2005). However, physical place attachment 
was not related to perceived waterway condition directly, but only indirectly through 
recreational use of the waterway. Stedman (2003) found in a study of lakeshore communities 
in the USA that the relationship between lake quality and place attachment depended on the 
use of the lake. Where the lake was viewed as a social place, there was a negative relationship 
between perceived water quality and attachment; where the lake was viewed as a place of 
escape, a positive relationship was apparent. This suggests that different aspects of waterway 
condition may be more or less relevant for different uses of the waterway.  
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Determinants of quality of life 
The measurement models presented here support the concept of sense of place being a 
multidimensional construct with interactions between the components. Sense of place appears 
to arise from two aspects of person-place interaction: the social and the physical. There is 
considerable interaction between these two aspects; the type of physical setting determines to 
a large extent the type of social interaction that can occur in a place, and it is through social 
interaction that people ascribe meanings to physical places (Stedman 2003). The two terms 
were highly significant correlated in the measurement model, supporting this interaction 
theory. Cantrill (1998) has suggested that the social aspect of sense of place is more important 
for longer-term residents, while the natural or physical aspect is more important for shorter-
term residents. This was only partially supported in this study; in the Pumicestone region, 
length of residence was positively related to the social aspect of sense of place, but not to the 
physical aspect. In the Douglas region, however, all aspects of sense of place except place 
commitment were positively related to length of residence in the study region.  In the model 
proposed here, these two variables affect other aspects of sense of place, including sense of 
belonging, place dependence and place commitment. Again, there was considerable 
interaction between these latent variables, although they were clearly separate constructs (as 
evidenced by the fit of the measurement model). There have been few previous attempts to 
separate the social and physical aspects of sense of place, and indicators specifically relating 
to the physical aspect are not very well developed. It is recommended that further research be 
conducted to improve sense of place indicators that relate to the physical environment, and 
examine the relationship between these and indicators of social sense of place in more detail.  
Of course, it is not only local residents who may feel attached to a particular place. Visitors 
may experience a form of place attachment and may revisit a location regularly. Even 
infrequent or once-off visitors may retain a fond memory of a particular place and be happy to 
know that it is in good condition, or upset to hear it had degraded (Williams et al. 1992). As 
this research focuses only on the attachment of catchment residents, it may therefore 
underestimate the overall effect of environmental quality on the attachment and well-being of 
the wider population. 
The interactions between sense of place and aspects of social and community involvement 
have not so far been extensively studied. This study found that commitment to place was 
positively related to involvement in community activities, including volunteerism. Wakefield 
et al. (2001) reported that in an area with poor air quality, residents who undertook civic 
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action in regards to the problem were attached to the area and had previous involvement in 
community activities (such as school or neighbourhood organisations). Also, Ryan (2005) 
found that people with higher place attachment, or with a higher visitation frequency, were 
more likely to become involved in action to improve or protect a natural area, by attending 
public meetings or joining an environmental group. These observations align with the results 
of this study and suggest that the role of sense of place in community development is worthy 
of further research.  
Several items that were related to waterway visitation were also determinants of quality of 
life, including social networks and place belonging. These form important links between 
environmental quality and quality of life. Social networks contributed positively to quality of 
life but not health in both study areas. Many previous studies have found strong links between 
network size and physical or mental health (Berkman and Syme 1979; Romans et al. 1992; 
Cohen et al. 1997; Achat et al. 1998), although some studies have found that the positive 
effect of networks on health may not hold during stressful situations (Hamrick et al. 
2002).Trust was not related to self-assessed health in either region, although it was related to 
quality of life in the Douglas region. This contrasts with several surveys, which have found 
levels of trust to be significantly related to morbidity and mortality rates at a regional level 
(Kennedy and Kawachi 1998; Kawachi 1999). It is possible that the indicator of health used 
in this study (self-assessed health) was not specific or detailed enough to exhibit links with 
trust or networks, although self-assessed health has been found to be a good predictor of 
future morbidity and mortality elsewhere (Idler and Benyamini 1997). Inclusion of more 
health items in the survey could have been helpful.  
Place belonging was found in this study to be significantly related to subjective quality of life. 
This relationship has not so far been explored in the quality of life literature. Although 
community and self-identity are included in several of the quality of life frameworks, there 
has been no recognition that these may be related to physical place attachment (as distinct 
from social place attachment). Place belonging was related to both social and physical aspects 
of sense of place, but the relationship with the physical was stronger. This provides strong 
support for the hypothesis that the condition of the local environment is important to human 
well-being, and is worthy of further investigation.  
It should be noted that although the link between coastal condition and human well-being is 
modelled here as a one-way path, in reality it is likely that there is positive feedback between 
the two. As people become more involved in their local community (particularly with 
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volunteer work), they are more likely to contribute to actions or lobbying to improve the local 
environment. Several authors have found that in areas with higher levels of trust, residents are 
more likely to get involved in local action and have more influence on local governments 
(Kawachi 1999; Sobels et al. 2001). In addition, individuals that are in better health and have 
a better quality of life also have greater ability and resources to become involved. However, 
these feedback loops were not investigated here, as structural equation modelling is not 
designed to analyse these types of feedbacks. The next stage in understanding the links 
between coastal condition and human well-being is to construct a dynamic model of these 
relationships, which can incorporate feedbacks and changes over time.  
Comparison between regions 
In both regions, there were two significant pathways that linked recreational visits to 
waterways with quality of life: physical place attachment increased with increasing frequency 
of waterway visits; this was related to place belonging, which was a significant determinant of 
quality of life; and increased visits also led to increased casual social interaction, which was 
positively related to network size, and thus to quality of life. As recreational visits were linked 
with at least one aspect of perceived waterway condition in most waterways, this offers 
support for the hypothesis that coastal waterway condition may measurably affect human 
well-being. However, there were some differences between the study areas that are worth 
exploring.  
Residents in the Douglas region had significantly higher sense of place and social well-being 
than those in the Pumicestone region. This may be due to the fact that the Douglas region has 
a smaller population, is less urbanised, and has a more unique character than the Pumicestone 
region. This is consistent with Onyx and Bullen (2000), who found that residents of rural 
areas had higher levels of trust, safety, community involvement and neighbourhood 
connections than those in more urban areas. Features of the landscape such as population 
density and community isolation may therefore influence social variables such as community 
interaction, although a direct causal link between the two is yet to be demonstrated. The 
higher average quality of life in Douglas region was also interesting, particularly in 
comparison with long-term survey results in Australia showing that quality of life typically 
averages around 75% (Cummins 2000)  (the average of 4.9 in Douglas is 82%). Further 
examination of quality of life in communities that differ significantly from the average could 
benefit our understanding of the determinants of subjective quality of life.  
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There were several differences between the best-fit models for the two study regions. This is 
perhaps not entirely unexpected; although in theory the mechanisms that link environmental 
condition to human well-being may be generic, it is logical to suppose that some mechanisms 
may be stronger or weaker in some regions than others. Testing the theory across several 
different regions and examining the features of the regions that may be responsible for these 
differences is an essential part of the process of developing a more complete understanding of 
the mechanisms at work. In the Douglas region, sense of place was more closely related to 
other indicators of social well-being than was the case in the Pumicestone region. Higher 
levels of trust and reciprocity were related to higher place belonging and place dependence; 
levels of reciprocity were also related to commitment to place. In addition, the social aspect of 
sense of place was also related to trust and reciprocity. Although this is modelled here as a 
one way relationship for simplicity (with increased sense of place leading to increased trust 
and reciprocity), in reality it is more likely to be two-way relationship, where higher trust and 
reciprocity also affects sense of place. In the Pumicestone region, community involvement did 
not lead to wider social networks; this may be because people in the Pumicestone region are 
more likely to have frequent contact with people outside the region, as it is close to Brisbane 
(a medium sized city) and several other population centres.  
One interesting path that was statistically significant in the Douglas region was the path from 
community involvement to health and quality of life, independent of the path from network 
size. Although there has been little research done on this area, Maller et al. (2002) suggest 
that health benefits may arise from membership of environmental groups, particularly those 
involved in vegetation rehabilitation, as previous research has found many positive effects of 
gardening. In this study, the community involvement item was a composite of attending 
community functions and volunteering, so it is not possible to know how much of this 
involvement was in a natural or park-like setting.  
The reason for the differences between the two regions is not immediately obvious from the 
survey results. In general, the Douglas region has a smaller population, which is spread over a 
large area, creating large distances between the separate communities, and generally lower 
population densities in each town. For the most part, the population is distributed in several 
small communities throughout the region, each with its own individual character. In contrast, 
in the Pumicestone region, although there are a few population areas that are distinct from 
others, many people live in generic, contiguous suburbs that do not have clear boundaries. 
The role of population size and density in community attachment has been discussed 
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previously (Goudy 1990); however, the effect of population distribution and town character 
has not been previously examined. One definition of community includes the concept of 
locality; a place where people meet their daily needs together (Eisenhauer et al. 2000). People 
in the Pumicestone region are more likely to ‘meet their daily needs’ outside the catchment 
area, and also have more options within the area. They are also more likely to interact 
regularly with people outside the  region, so their feelings of trust and their social networks 
may be less likely to be related to local people and places. This is partially supported by the 
fact that trust was related to social networks of friends and relatives in the Pumicestone 
region, but to casual social interaction in the Douglas region; reciprocity was also related to 
casual social interaction in Douglas but not Pumicestone.  
Implications for coastal management 
There is always considerable debate over the best management of coastal resources. Most 
people in Australia live near the coast, and coastal regions are experiencing rapid population 
growth, while inland regional areas decline. For many people, the reasons for this seaward 
move appear to be related to lifestyle choices; people want to live near the water and perceive 
this as being a more relaxed lifestyle, and employment is often higher in coastal areas 
compared with rural regions (Hamilton 2003). While some coastal managers are spending 
money to improve the condition of the natural resources in the coastal zone, there is always a 
need for greater understanding of the benefits that are to be gained from such improvements.  
Although the relationship in this study between the condition of the coastal environment and 
the number of coastal recreational visits was weak, recreation in coastal areas had definite 
benefits for overall well-being. As most people preferred to visit their closest waterway most 
often, there is a strong case for ensuring that the condition of all waterways is maintained or 
improved, to improve the well-being of the local people. The decision to visit a particular area 
may be based on a number of factors, including proximity, fitness of the area for a particular 
use, and attachment to that particular place. Residents in Cape Town also listed proximity to 
home as the most common reason for visiting a lake (Quick and Johansson 1992). Nelson 
(2000) found that distance from home was the most frequently cited criteria used when 
selecting a beach for recreation (76 % of respondents), ahead of facilities (40 %), cost of the 
trip (33 %) and beach award status (10 %). Residents in California living closer to the beach 
visited more often during the summer (Turbow et al. 2004). Eisenhauer et al. (2000) also 
found that one reason for places being considered special was convenience, suggesting that 
special places (even with similar uses) may not be substitutable. Kaltenborn (1998) also found 
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that residents in the Norwegian arctic with a higher sense of place undertook more activity in 
the wilderness, and were less likely to move to other recreational areas in the event of 
environmental damage. Ryan (2005) found that, for people with high place attachment, 
similar places (in terms of landscape elements) were not necessarily substitutable. While this 
study did not explicitly collect data on attachment to specific areas within each study region, 
it does offer support for proximity and fitness for use as being factors in the decision on which 
area to visit, and for higher rates of visitation to lead to increased regional place attachment.  
It has been suggested that waterways in poor condition could be considered to be ‘sacrificial 
waterways’, and could be left in a poor condition where the cost of rehabilitation is perceived 
to be expensive (Spurgeon 1998), and effort concentrated on other waterways that may be 
cheaper to manage. This study suggests that this strategy would be detrimental to the well-
being of people living in the vicinity of the ‘sacrificed’ waterway, as they would not 
necessarily compensate by using an alternative waterway further away, even if it were in 
better condition. The longer term social benefits that would arise from an improvement in 
waterway condition are usually not taken into account in management decisions, but 
potentially outweigh the short-term financial costs of undertaking the management or 
rehabilitation actions.  
This research adds to the growing body of literature that suggests that maintaining natural 
areas in a good condition is more than a necessity for the animals and plants, and more than 
just an additional amenity for resident humans; as shown here, it is a necessary part of human 
well-being. It has been suggested that the rise of lifestyle and stress-related diseases in 
western societies may in part be due to a lack of contact with natural areas and growing 
dissociation between people and place (Maller et al. 2002). This study, although not designed 
to offer a controlled test of this hypothesis, at least provides some observational support and 
offers a starting point for further research. An important next step would be to determine how 
people choose which waterway to visit (or whether to visit at all), motivations for visiting, and 
how the features of a particular waterway affect the activities that are undertaken there. A 
more detailed look at social well-being and sense of place at smaller scales relating to 
individual waterway catchments rather than whole regions may also be useful.  
Summary 
This study has clearly shown that the condition of coastal waterways plays an important role 
in the social well-being of residents. It is therefore important for coastal managers to work to 
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improve (or maintain) the quality of all coastal environments, as residents living near a 
waterway in a degraded condition are likely to experience negative impacts on their well-
being. Coastal managers also need to consider quality of life impacts when making decisions; 
if potential impacts can be predicted in advance, steps can be taken to either ameliorate 
negative impacts or enhance positive social impacts. Measures of quality of life can also be 
incorporated into regular coastal assessments, to provide a more integrated and holistic 
assessment with direct relevance to the community. This research provides managers with the 
first real understanding of the importance of their management actions to the human 
component of the natural-human system and allows them for the first time to express the 
benefits of environmental management to the community.  
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4. Chapter 4 
Health impacts 
Introduction 
As highlighted previously, living near the coast has many positive benefits for Queenslanders 
and coastal inhabitants worldwide. However, the attractiveness of the coast brings its own 
problems. The rapid rise in coastal populations is putting increased pressure on coastal 
environments, and, in the absence of appropriate management and mitigation strategies, is 
likely to cause deterioration in the condition of coastal ecosystems. As described earlier, this 
deterioration has the potential to negatively impact the health of the people residing in the 
coastal zone.  
As described in Chapter Two, there are several mechanisms through which coastal systems 
may impact on human health. The most commonly recognised mechanisms are through 
bacterial contamination of recreational waters; toxicant, bacterial and algal contamination of 
seafood; and toxic algal blooms. In subtropical and tropical Queensland, marine stingers and 
diseases carried by mosquitos breeding in coastal areas may also be problematic. On the other 
hand, recreation in coastal areas may help in reducing mental fatigue, and the presence of 
coastal areas may encourage exercise, which in turn improves physical and mental health. For 
all these mechanisms, degradation in the condition of coastal ecosystems is likely to increase 
the potential risks to human health, or decrease any potential positive benefits.  
Coastal management activities are typically aimed at improving the condition of coastal 
ecosystems purely for environmental reasons. If humans are considered, it is usually only in 
the context of attempting to limit the negative impacts from development of coastal areas for 
human purposes; human needs and those of the environment are typically seen as being in 
conflict and requiring management trade-offs. The positive link between the condition of the 
coastal ecosystem and human health and well-being is rarely measured or quantified in 
decision making processes. This misunderstanding can cause problems in the decision making 
process. If the benefits to humans arising from environmental management actions are not 
understood, some management actions that are perceived as being too costly may not be 
carried out, as the longer term social and economic benefits of the management action have 
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not been included in the decision making process. However, it is clear that a coastal 
ecosystem in good condition poses fewer health risks, and offers more benefits, to humans 
than one in poor condition. Assessments of health risks are rarely carried out as part of 
environmental assessments, however, and integrated assessments of all the potential health 
risks associated with a particular environment are even rarer.  
The aim of this chapter is to assess the effect of the condition of coastal environments on 
health risks to humans. An important part of this is the identification of all the linkages 
between coastal environments and human health, to identify aspects of coastal condition that 
have multiple impacts on human health. Identification of these key areas can help to guide 
management actions to improve coastal condition, by targeting areas that would have most 
benefit.  
The chapter is arranged in several sections, each dealing with a specific link between coastal 
condition and human health. Within each section, background to the health impact, the 
method used to assess the health risk in the study areas (described in the previous chapters) 
and the risk assessment for the study areas is given. A conceptual model identifying links 
between coastal condition and health impacts, and implications of these for environmental 
management is then described. Health risks arising from bacterial contamination of 
recreational waters, toxicant contamination of seafood, harmful algal blooms, vector-borne 
diseases and the health benefits arising from coastal recreation are discussed in turn. The last 
section discusses overall implications for coastal management.  
Bacterial contamination of coastal waters 
Background 
One of the most common causes of illness associated with coastal environments is that 
associated with bacterial contamination of recreational waters. Illnesses caused by bacteria 
and viruses include ear, nose and throat infections, respiratory infections, gastrointestinal 
illness, eye infections and dermatologic infections (Henrickson et al. 2001). Routes of 
exposure to bacteria and viruses include direct ingestion, entry into ears, nose, mouth, and 
direct infection of the skin, particularly through open cuts. The most common illness and their 
causative agents are listed in Table  4-1. Enteric illnesses (gastroenteritis) are most common 
(World Health Organisation 2001), and have been shown to have a strong dose-response 
relationship with bacterial indicator density (Kay et al. 1994). Respiratory illnesses may also 
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occur, although the probability of contracting respiratory illness is lower than for 
gastrointestinal illnesses. Increased incidence of eye symptoms have been reported for bathers 
compared with non-bathers, but there does not appear to be a dose-response relationship with 
faecal bacterial indicators and  it is likely that direct contact with water can compromise eye 
immunity, regardless of the quality of the water (World Health Organisation 2001). 
Incidences of ear infections are also higher in bathers than non-bathers, and there is some 
evidence for a dose-response relationship with water pollution, but infections are likely to 
occur at higher faecal indicator concentrations than for gastrointestinal symptoms (World 
Health Organisation 2001).  
Bacteria enter coastal waterways from several sources. For example, livestock cultivation on 
agricultural land provides a source of bacteria and faeces from animals in urban areas provide 
a source of bacteria in urban stormwater. Further, urban areas with higher proportions of 
impervious surfaces may have higher rates of bacterial runoff, as rainfall is channelled more 
quickly into waterways, resulting in higher bacterial survival rates. Faeces from wildlife in 
natural areas may also contribute to the bacterial load, although the runoff is more likely to be 
filtered, and bacteria are more likely to die off before reaching the coast. Another major 
source of human faecal bacteria and viruses is sewage discharge; however, bacterial loads 
from sewage plants with disinfection may be low or nil. Also, sewage overflows (usually as a 
result of pump failure) are often directed into stormwater or creeks; these can be a major 
source of bacteria for short periods of time (Pollard et al. 2005).  
A number of environmental factors affect bacterial populations. Conditions that are 
favourable to bacterial survival include lower salinity, warm temperatures, low predation 
rates, high nutrient concentrations, low concentrations of toxic chemicals, sunlight and high 
algal biomass (Epstein 1995). In particular, there seems to be a strong interrelationship 
between bacterial and algal populations; algae can provide substrate and nutrients for bacterial 
growth and may act as reservoirs of bacterial populations and bacteria may assist algae in 
producing toxins (Epstein 1995; Landsberg 2002). These favourable conditions for bacterial 
survival are often found in estuaries, which can be popular recreational spots. Viruses are also 
a common cause of marine related illness, are more robust in coastal systems than bacteria, 
and are more likely to withstand sewage treatment processes (Henrickson et al. 2001), 
although other factors such as water temperature may be more important for virus inactivation 
(World Health Organisation 2001).  
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Beaches and estuaries in both study areas are popular sites for recreation and, as the end 
recipient of diffuse and point source run-off, have the potential to be contaminated with 
disease-causing bacteria and viruses. The objective of this section is to assess the potential 
health risk to users of recreational coastal areas arising from bacterial contamination.  
Table  4-1 Common illnesses associated with marine waters and their causative agents 
Pathogen Disease Pathogen Disease 
Bacteria  Parasitic protozoa  
Campylobacter spp.  Gastroenteritis Cryptosporidium parvum Diarrhoea 
Escherichia coli Gastroenteritis Entamoeba histolytica Amoebic dysentery 
Salmonella spp. Salmonellosis/ 
Gastroenteritis 
Giardi lamblia Diarrhoea 
Shigella Dysentary   
Yersinia 
enterocolitica 
Yersinosis Viruses  
  Parvoviruses Gastro 
Helminths  Rotaviruses Diarrhoea, vomiting 
Ascaris spp Ascariasis Norwalk agent Gastro 
Ancylostoma spp Anaemia Polio viruses poliomyelitis 
Trichuris spp Diarrhoea Hepatitis A Infectious hepatitis 
(World Health Organisation 2001) 
Methods 
The World Health Organisation (WHO) recommends a two stage process for classification of 
recreational beaches in terms of suitability for recreation (World Health Organisation 1999a). 
The staged approach was designed to overcome problems with previous monitoring designs, 
which only allowed retrospective action with respect to beaches that did not meet criteria. The 
first stage is a sanitary inspection, which involves identifying potential sources of 
contamination and estimating the level of risk they represent (Water Services Association of 
Australia 2003). The second stage of the process is conducting bacterial monitoring of the 
recreational area, classifying the water body based on the monitored bacterial concentrations 
and comparing the two classifications. Enterococci (faecal streptococci) are recommended for 
monitoring, as they have been shown to have the strongest relationship with gastrointestinal 
symptoms (Pruss 1998). Previously, much bacterial monitoring was carried out using faecal 
coliforms as the primary (or only) indicator. Faecal coliforms are now regarded as inadequate 
indicators of health risk, as they include non-specific faecal indicators that derive from 
sources other than human faecal matter, and which therefore pose different health risks (Kay 
et al. 1994). 
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The current guidelines for bacterial monitoring recommend that a minimum of twenty 
samples are required to classify a site, and about 100 samples are required for a confident 
assessment (World Health Organisation 2001). Samples can be pooled over several years 
provided that conditions have not changed significantly. The guidelines recommend four 
levels of classification, based on the 95th percentile of monitoring data. The guidelines are 
based on a review of epidemiological studies on the relationship between indicator bacteria 
and illness (Kay et al. 2004), although they primarily rely on a single randomised control 
study (Pruss 1998). The guidelines and the relative health risk for gastroenteritis and 
respiratory illness associated with each level are shown in Table 4-2. In addition, faecal 
coliform data were assessed for compliance with the previous guidelines (Australian and New 
Zealand Environment and Conservation Council 1992). These guidelines state that the median 
value of at least 5 samples should be less than 150 cfu/100mL, and that 4 out of 5 consecutive 
samples must be less than 600 cfu/100mL.  
 
Table  4-2 WHO guidelines for recreational water quality and associated health risk 
Guideline 95th percentile 
eneterococci /100mL 
Estimated 
gastrointestinal risk 
Estimated acute febrile 
respiratory illness risk 
<40 <1% <0.3% 
41-200 1-5% 0.3-1.9% 
201-500 5-10% 1.9-3.9% 
>500 >10% >3.9% 
 
A sanitary survey was conducted for recreational beaches in both Pumicestone and Douglas 
regions. Information on sewage and stormwater discharges was supplied by Caboolture Shire, 
Caloundra City and Douglas Shire Councils. Monitoring data collected by the Queensland 
Environmental Protection Agency (EPA), Caboolture Shire and Caloundra City Councils was 
collated for analysis. Bacterial contamination is not widely regarded as an important health 
concern in the Douglas region, as swimmers in estuarine and coastal areas are more concerned 
with the threat of crocodile attacks and the presence of marine stingers, both of which are 
potentially fatal. In addition, the potential sources of bacterial contamination are limited, due 
to the relatively low population densities in the region. However, a brief summary of sources 
of bacterial contamination in the Douglas region was made, although no monitoring of 
bacterial contamination has been carried out in the region.  
In the Pumicestone catchment, the joint EPA and council monitoring program began 
monitoring enterococci at recreational beaches in the summer of 2001-2002. Prior to that, 
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faecal coliforms were monitored from 1995 to 2001, and in October-November 2001 both 
faecal coliforms and enterococci were monitored (Semple and Roberts 1998; Webb and 
Semple 2000; Webb 2001). At most sites, samples were taken from more than one location; 
samples taken from the swim zone were taken between the bathing flags; samples taken from 
the plume zone were taken from recreational waters directly in front of stormwater drains (not 
in the stormwater discharge), and samples taken in the surf zone were taken in the board-
riding area. Samples were taken at 0.2 m below the surface, in water waist deep. For each 
recreational area, a classification was calculated by comparing the 95th percentile of all 
available enterococci data with the current WHO guidelines. The distribution of the raw and 
log transformed data was examined visually using distribution plots and quantile plots against 
the normal distribution. The 95th percentile was calculated in two ways; using the quantile 
function in S-Plus (Insightful 2001), which uses a linear interpolation between ordered data, 
and using the log-normal assumption approach recommended by WHO as described in 
Equation 1, where μ (mean) and σ (standard deviation) are calculated from the log10 
transformed data.  
95th percentile = antilog (μ + 1.65σ)     Eq. 1 
Historical faecal coliform data were also assessed against the old ANZECC guidelines for 
faecal coliforms (Australian and New Zealand Environment and Conservation Council 1992). 
In addition, the relationships between rainfall and enterococci and faecal coliforms were 
assessed. Regression analysis was conducted using enterococci and faecal coliform data and 
daily rainfall data from two stations within the catchment; Beerburrum and Caloundra 
(rainfall data supplied by the Bureau of Meteorology). Relationships between faecal 
indicators and rainfall on the day of sample, total rainfall over the previous 72 hours and total 
rainfall over the previous week were assessed. Both faecal data and rainfall were log 
transformed prior to analysis.  
Results 
Sources of bacterial contamination 
There are several potential sources of bacterial contamination in the Pumicestone catchment, 
including point sources and diffuse run-off. There are three sewage treatment plants (STPs) 
discharging in the catchment; Caboolture, Burpengary and Bribie. Caboolture and Burpengary 
STPs discharge into the Caboolture River estuary, at 19.2 and 1.2 km from the mouth 
respectively. The Caboolture STP treats to a potable standard, with dehydrification, sand and 
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carbon filters, oxidation and ozone disinfection. Nutrient concentrations in the discharge are 
1-2 mgL-1 total nitrogen and 0.1 mgL-1 total phosphorus; faecal coliform concentrations are 0. 
The Burpengary STP uses chlorine disinfection of effluent and the discharge also has 0 faecal 
coliforms. The Bribie STP uses chlorination and UV disinfection and there are no faecal 
coliforms detected in the effluent. All sewage treatment plants are licensed by the Queensland 
EPA, and licence conditions require councils to monitor effluent to ensure compliance with 
licence conditions and report exceedences.  
Stormwater runoff from urban and semi-rural areas enters coastal waterways. In most cases, 
there is little, if any, treatment; most stormwater drains have only gross pollutant traps. In a 
few cases, sewage overflows discharge into stormwater drains or directly into waterways. 
Urban, animal production (grazing etc.) and natural areas are likely to contribute bacteria to 
coastal waterways (Ferguson et al. 2004). Most of the population is sewered: 80% of the 
population in Caboolture Shire Council area is sewered; 73% is sewered in Caloundra. There 
are approximately 9000 septic systems in each of Caboolture and Caloundra Councils. Non-
sewered areas include Toorbul and Donnybrook in Caboolture Council, the Glass House 
Mountains in Caloundra, and some rural or rural residential areas in the west of both councils. 
Caboolture Council carries out regular audits of non-sewered properties, and reports a failure 
rate (obvious odour or discharge) of approximately 22 %.  
Potential sources of bacterial contamination in Douglas are similar to those in Pumicestone. 
The towns of Port Douglas and Mossman are sewered. The Mossman STP discharged an 
average of 0.5 ML per day from August 2002 to July 2003, with average total nitrogen 
concentrations of 7.9 mgL-1 and total phosphorus of 4.4 mgL-1 (Bradley 2004). Options to 
upgrade to tertiary treatment are currently being considered. The Douglas STP provides 
tertiary treated sewage water for irrigation reuse to the Marina Mirage golf course (Bradley 
2003), and there is no discharge to waterways. Several areas within the region use septic 
systems, including Newell Beach, Cooya Beach, Craiglie, Wonga Beach, Oak Beach, 
Daintree, Cow Bay and Cape Tribulation. Several resorts in the area have their own package 
treatment plants, the discharges from which are used to irrigate gardens and lawns around the 
resorts. There are several live-aboard boats moored in Dickson Inlet around Port Douglas, the 
majority of which are likely to discharge waste directly into the inlet. In addition, most tourist 
boats discharge waste into the GBR lagoonal area; the exception is the Quicksilver 8 which 
has a sewage pump-out line to the Douglas STP (Bradley 2003). The Douglas Shire Council 
is currently investigating options to improve several of these practices (Bradley 2004). 
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Monitoring results 
The distribution of enterococci data differed slightly between sites, but at all sites was heavily 
skewed Figure  4-1. Log-transforming the data did improve normality, but distributions of the 
log-transformed data were still generally not normal, and were often bi- or multi-modal. The 
sites were assessed using both percentile calculation methods. The classification of five sites 
differed using the different percentile calculation methods (Table 4-3, Figure  4-2). Using the 
log-normal method, four sites were classified as medium risk, six as high and six as very high 
risk. Using the interpolation method, only one site was classified as medium risk, ten as high 
risk, and five as very high risk (Table  4-3). In nearly all cases, however, (the exception was 
Bongaree Beach plume), the median value was less than 40 cfu/100 mL (the lowest risk 
category).  
Enterococci/100mL
Pr
ob
ab
ilit
y 
de
ns
ity
 fu
nc
tio
n
0 1000 2000 3000 4000 5000
0.
0
0.
00
05
0.
00
10
0.
00
15
 
Figure  4-1 Probability density distribution for enterococci at all sites 
 
The use of the lognormal distribution to estimate the percentile appears to rely more on the 
variability of the data than on the number of samples above a particular cut off point; for 
example, the 95th percentile estimated for a site with several very low and very high results 
may be higher (due to the higher standard deviation) than a site with higher average results 
but less variability (e.g. fewer low samples). This does not reflect the relative health risk of 
the sites; the site with higher variability is likely to present a health risk on fewer occasions 
than the site with regularly higher values (Chawla et al. 2003). The interpolation method for 
calculating the 95th percentile is therefore preferred, as long as sufficient samples are available 
to estimate the 95th percentile accurately. The percentage of values at each site which were in 
each risk category was also calculated (Table 4-4). All sites had more than 50 % of samples 
rated as low risk. Only the Second Lagoon swim site had more than 10 % of the samples rated 
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as very high risk. In contrast, when faecal coliform data were assessed against the previous 
guidelines (Australian and New Zealand Environment and Conservation Council 1992), 
nearly all sites complied with the guidelines over all time periods; the exceptions were 
Bongaree Beach plume (2 fails), Dicky Beach plume (1 fail) and Kings Beach plume (3 fails) 
(Table 4-5).  
 
 
Figure  4-2 Classification of bacterial monitoring sites based on comparison of the 95th 
percentile (calculated using the interpolation method) with guidelines 
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Table  4-3 Enterococci median and 95th percentile and classification of recreational sites 
Site Zone Median 95th %ile 
lognormal 
95th %ile 
interpolation 
Max n Classification 
lognormal 
Classification 
interpolation 
Banksia 
Beach 
Swim 29.5 422 329 1300 52 High High 
Sylvan 
Beach 
Swim 6 254 234 1601 52 High High 
Sylvan 
Beach 
Plume 13.5 308 382 1601 52 High High 
Bongaree Swim 32 606 485 1200 51 Very High High 
Bongaree Plume 42 842 406 1600 52 Very High High 
Woorim 
Beach 
Swim 1.5 141 246 1601 52 Medium High 
Woorim 
Beach 
Plume 0.5 140 687 1601 50 Medium Very High 
Beachmere Swim 26 1320 940 1601 21 Very High Very High 
Dicky 
Beach 
Swim 3.5 165 180 1601 54 Medium Medium 
Dicky 
Beach 
Plume 3 217 486 1601 54 High High 
Kings 
Beach 
Swim 4.5 167 287 800 54 Medium High 
Kings 
Beach 
Plume 20.5 689 1054 2300 54 Very High Very High 
Golden 
Beach 
Swim 9.5 439 330 1500 54 High High 
Golden 
Beach 
Plume 16.5 423 344 980 54 High High 
 
 
Table  4-4 Percentage of samples at each site within each risk category 
Site Zone Number of 
samples 
% low risk % medium 
risk 
% high risk % very 
high risk 
Banksia Beach Swim 52 61.54 26.92 7.69 3.85 
Bongaree Beach Plume 52 50.00 32.69 13.46 3.85 
Bongaree Beach Swim 51 54.90 27.45 11.76 5.88 
Dicky Beach Plume 54 79.63 11.11 3.70 5.56 
Dicky Beach Swim 54 83.33 12.96 0.00 3.70 
Golden Beach Plume 54 61.11 31.48 1.85 5.56 
Golden Beach Swim 54 64.81 22.22 9.26 3.70 
Kings Beach Plume 54 59.26 31.48 1.85 7.41 
Kings Beach Swim 54 81.48 11.11 5.56 1.85 
Second Lagoon Swim 21 61.90 14.29 4.76 19.05 
Sylvan Beach Plume 52 71.15 21.15 1.92 5.77 
Sylvan Beach Swim 52 78.85 11.54 7.69 1.92 
Woorim Beach Plume 50 88.00 4.00 0.00 8.00 
Woorim Beach Swim 52 82.69 11.54 1.92 3.85 
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Table  4-5 Faecal coliform monitoring results and classification for each site  
Site Zone Median Maximum Total number 
of samples 
No. sampling 
periods 
No. periods 
failing 
Banksia Beach Swim 9 801 41 7 0 
Banksia Beach Plume 11 5800 103 18 0 
Sylvan Beach Swim 8 500 102 18 0 
Sylvan Beach Plume 10 2000 103 18 0 
Bongaree Swim 8 620 109 19 0 
Bongaree Plume 13.5 8001 102 18 2 
Woorim Beach Swim 1 280 76 13 0 
Woorim Beach Plume 2 2700 70 12 0 
Beachmere Swim 6.5 2800 40 7 0 
Beachmere Plume 14 1100 35 6 0 
Dicky Beach Swim 2 400 40 7 0 
Dicky Beach Plume 5 7300 38 7 1 
Moffat Beach Swim 4 150 39 7 0 
Moffat Beach Plume 9 801 39 7 0 
Moffat Beach Surf 0 610 21 4 0 
Kings Beach Swim 5 801 109 19 0 
Kings Beach Plume 9 8001 113 20 3 
Kings Beach Surf 2 30 22 4 0 
Bulcock Beach Swim 5 260 40 7 0 
Bulcock Beach Plume 5.5 8001 40 7 0 
Bulcock Beach Surf 2 130 21 4 0 
Golden Beach Swim 9 360 51 9 0 
Golden Beach Plume 9 2100 51 9 0 
Golden Beach Surf 2.5 190 16 3 0 
 
The classification of sites as high risk or very high risk indicates a risk of gastrointestinal 
illness of greater than 5 % at most sites, and greater than 10 % at some sites. However, this 
risk is not evenly distributed across time; all except one site were in the low risk category 
more than half the time. As bacterial contamination typically increases after heavy rainfall 
(Wyer et al. 1995; Schiff et al. 2003; Pollard et al. 2005), the relationships between rainfall 
(daily, 72 hour and weekly) and enterococci and faecal coliforms were examined. The 
strongest relationships were between faecal coliforms and rainfall at Beerburrum rainfall 
station on the day of sampling. Enterococci density was not significantly related to rainfall at 
most sampling sites (Table  4-6, Figure  4-3). Examination of plots of rainfall and bacterial 
indicators over time shows the reason for the weak relationship. Most incidences of high 
bacterial contamination do occur following higher than baseline rainfall; however, some 
incidences of bacterial contamination do not appear to be related to rainfall, and the 
magnitude of the rainfall event does not predict the level of bacterial contamination (see 
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Figure  4-4 for an example). Previous studies have also found the effect of rainfall to be 
variable, and dependent on local conditions (Haack et al. 2003).  
 
Table  4-6 Regression analysis results (r2) for rainfall, faecal coliforms and enterococci 
Daily rainfall 72 hour rainfall Weekly rainfall Indicator Beach 
Beerburrum Caloundra Beerburrum Caloundra Beerburrum Caloundra 
Banksia 0.10 0.09 0.12 0.11 0.07 0.10 
Sylvan 0.19 0.23 0.18 0.14 0.05 0.06 
Bongaree 0.11 0.14 0.11 0.08 0.06 0.08 
Woorim 0.07 0.06 0.05 0.03 0.06 0.05 
Beachmere 0.32 0.13 0.18 0.08 0.21 0.11 
Dicky NS NS NS 0.11 NS NS 
Moffat 0.21 0.08 0.13 0.09 0.11 0.06 
Kings 0.10 0.07 0.05 0.04 0.02 0.03 
Bulcock 0.20 0.16 0.16 0.14 0.06 NS 
Faecal 
coliforms 
Golden 0.27 0.23 0.28 0.24 0.13 0.10 
Banksia NS NS NS NS NS NS 
Sylvan NS NS NS 0.07 NS NS 
Bongaree NS NS NS NS NS NS 
Woorim NS NS NS NS NS NS 
Dicky NS 0.09 NS 0.08 NS NS 
Golden 0.06 0.06 NS 0.07 0.04 0.06 
Kings NS NS NS NS NS NS 
Enterococci 
Second 
Lagoon 
NS NS NS NS NS NS 
NS Not significant (p>0.05) 
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Figure  4-3 Daily rainfall at Beerburrum station plotted against faecal coliform and 
enterococci concentrations at each site 
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Figure  4-4 Enterococci and faecal coliforms (circles) and rainfall (bars) at Bongaree 
Beach swim zone 
 
There are three possible causes of the difference in risk classification that arose using the two 
sets of guidelines (old and new); a change in contamination levels over time, a difference 
between the sensitivity of the two indicators and a difference between the risk level assigned 
by the guidelines. There is no evidence that faecal contamination levels have increased over 
the study period, as neither faecal coliforms nor enterococci show any change over the data 
collection period. The two indicators do not correlate exactly; examination of data during the 
period when both were sampled simultaneously shows that there were often large numbers of 
enterococci present when only low numbers of faecal coliforms were recorded. Other studies 
have recorded similar results, with sites more likely to fail guidelines based on enterococci 
results than on faecal or total coliforms (Haack et al. 2003; Noble et al. 2003; Schiff et al. 
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2003; Benedict and Neumann 2004). Enterococci therefore appears to be a more sensitive 
indicator of bacterial pollution; this is not surprising, as the die-off time for enterococci is 
longer than for faecal coliforms (World Health Organisation 1999a). The main cause of the 
difference in classifications, however, appears to be the use of the 95th percentile as the trigger 
value in the more recent guidelines, compared with the median and 80th percentile in the 
previous guidelines. Given the highly skewed distribution of bacterial indicator data, the 95th 
percentile can be very high relative to the median, and heavily influenced by only a few 
samples. Sites are therefore more likely to fail guidelines based on the 95th percentile than on 
the 80th percentile.  
Current management 
The local councils and EPA have carried out a joint bacterial monitoring program of 
recreational beaches since 1995. Until 2001, all sites complied with the Australian guidelines 
for recreational use of waters (Australian and New Zealand Environment and Conservation 
Council 1992). However, as noted above, the guidelines introduced by the WHO appear to be 
more stringent than the previous guidelines, resulting in many beach areas being classified as 
high or very high risk in terms of gastrointestinal and respiratory illness. Councils are 
understandably reluctant to close beaches or even erect warning signs unnecessarily. Tourism, 
particularly local tourism, plays a large role in the local economy and the main attractor to the 
region is generally the beaches. For most of the sites examined in this study this appears to be 
a reasonable approach; for the majority of the time, the risk to beach users is low. The risk 
appears to increase after rainfall; however, it is not possible at this stage to accurately predict 
the likelihood of contamination given a particular volume of rain. One possibility for warning 
bathers of potential health risks would be a generic sign warning against swimming or playing 
near stormwater outlets, or swimming following heavy rainfall. However, the effectiveness of 
warning signs is unknown. A study in California (Turbow et al. 2004) found that most beach 
users were aware of beach closures, but that following the reopening of the beach, most were 
satisfied that the beach was safe for swimming. However, 25 % of beach users cited pollution 
as a reason for not swimming and an unknown number of people stayed away from the beach 
following the reopening. Another Californian study in Los Angeles County found that about 
half the general population could recall seeing warning signs (“no swimming”) at the beach, 
that 68 % recalled hearing about a beach closure in the last year, and that 73 % remembered 
seeing a news story about water quality (mostly from television news) (Pendleton et al. 2001). 
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In general, respondents regarded the beaches as being more polluted than they actually were. 
However, there was no investigation of the effects of this perception on beach use.  
A conceptual model summarising the sources of bacterial contamination, potential health 
impacts and management described above is given in Figure 4-4. An explanation of the signs 
used in the stock and flow conceptual models is given in Appendix C. The conceptual model 
was developed based on the information given above. The conceptual models enable the links 
between waterway condition and health aspects of well-being to be clearly identified and are 
also useful for identifying potential management actions that could be taken to reduce the 
health risk. In some cases the actions may relate to improving environmental condition, but 
specific actions to reduce the risk (for example, discouraging swimming at contaminated 
sites) may also be useful. The conceptual models also form the basis for further quantitative 
modelling.  
In the Pumicestone region, land-use plays a more significant role in determining the bacterial 
concentrations than point sources, as the latter are treated such that bacterial concentrations 
are at or close to zero. A reliable estimation of enterococci concentrations resulting from a 
particular land-use configuration requires knowledge of bacterial runoff rates for the different 
land-uses, information which is locally specific and not available in all areas. However, if the 
enterococci concentrations are known, the potential health risks based on the number of 
people swimming in the area, along with potential treatment costs and lost productivity, can 
readily be calculated using the dose-response relationships described above. Management 
actions to reduce health risks therefore need to focus on reducing enterococci concentrations 
through land use management actions such as keeping cattle away from creeks, but also on 
reducing the number of people swimming during high risk periods. 
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Figure  4-5 Conceptual model detailing the potential sources of bacterial contamination and possible health impacts 
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Seafood consumption 
Background 
Seafood consumers face potential health risks from the consumption of contaminated seafood. 
Typical contamination from seafood includes that from heavy metals and metalloids, 
pesticides, bacteria and viruses. In terms of metals, lead can have negative impacts on the 
nervous system and cause hypertension, kidney failure and impacts on development (World 
Health Organization 1996). Cadmium may result in kidney and lung damage, arsenic 
increases cancer risk and mercury consumption may cause neurotoxic effects and damage to 
intestinal organs (World Health Organization 1996). Polychlorinated compounds (such as 
DDT and other organochlorine chemicals) can cause developmental deficiencies in children, 
and are also carcinogenic (Smith and Gangolli 2002). Consumption of shellfish contaminated 
with bacteria or viruses is also problematic, particularly as shellfish are often eaten raw. For 
example, consumption of contaminated oysters from Wallis Lake (NSW) in 1997 resulted in 
an outbreak in hepatitis A (Healthy Rivers Commission 2003). Gastrointestinal illnesses, 
respiratory paralysis and neurological effects can also result from consumption of shellfish 
contaminated with toxin-producing dinoflagellates (Australia New Zealand Food Authority 
2001). Microalgal toxins of shellfish include paralytic shellfish poisoning, diarrheic shellfish 
poisoning, amnesic shellfish poisoning, neurotoxic shellfish poisoning, and ciguatera fish 
poisoning. Diarrheic shellfish poisoning can cause gastrointestinal illness, diarrhoea, nausea 
and vomiting (Landsberg 2002). Symptoms of paralytic shellfish poisoning include numbness 
and paresthesia, muscular weakness, incoordination, drowsiness, incoherence, and possibly 
leading to respiratory paralysis and death (Landsberg 2002). Consumption of tropical fish 
contaminated with ciguatoxins can cause food poisoning in humans. 
Sources of seafood contamination are varied, and include both human-derived and natural 
substances. Sources of metals to estuaries include weathering of soils and rocks with mineral 
content, industrial and sewage discharges and runoff from urban areas, particularly from 
roads. In urban areas, copper pipes, roofs, vehicle emissions and antifoulants on boats are 
important sources of copper, galvanized roofs and tire wear are sources of zinc, buildings are 
an important source of lead and cadmium, and mercury can be sourced from tooth amalgam 
(Davis et al. 2001; Sorme and Lagerkvist 2002). Sources of bacteria to estuaries were 
described in the previous section. Microalgal blooms are dependent on abundant nutrients, 
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which are sourced from sewage discharges, septic seepage and catchment runoff from rural 
and urban areas; however, little is known of the conditions that promote toxin formation.  
The objectives of this section are to assess the potential health risks to consumers from the 
consumption of seafood grown in Pumicestone Passage (oyster farming is not undertaken in 
the Douglas region). Pumicestone Passage supports a small oyster growing industry and 
substantial recreational fishing.  Health risks and management options are assessed for the 
oyster fishery, which has the greater potential to be affected by contamination, due to the 
ability of oysters to accumulate toxins, their sessile nature and location close to the coast (and 
therefore potential sources of contamination). 
Methods 
The health risk assessment was carried out by comparing the concentrations of contaminants 
in oysters from Pumicestone Passage against relevant guidelines and estimating the health 
risks arising from lifetime consumption of shellfish using a hazard quotient approach. Sydney 
rock oysters (Saccostrea glomerata) are cultured throughout Moreton Bay in four main 
growing areas; Pumicestone Passage, North Stradbroke Island, Moreton Island and Pimpama 
River (Figure 4-5). In Queensland, the Department of Primary Industries and Fisheries (DPIF) 
manages seafood production under the Fisheries Act 1994. The Australian Shellfish Quality 
Assurance Program (ASQAP) provides guidelines for the growing, harvesting and processing 
of shellfish (Department of Agriculture Fisheries and Forestry 2004). In terms of oyster 
growing, guidelines are set for bacterial water quality, shellfish meat bacterial concentrations, 
heavy metal concentrations in water and biotoxin concentrations in shellfish meat. The DPIF 
carry out monitoring and classification of oyster growing areas in south-east Queensland 
under the Queensland Shellfish Water Assurance Monitoring Program (QSWAMP) (Beattie 
and Dexter 2002). In addition, the Queensland Environmental Protection Agency (EPA) has 
carried out some limited monitoring of toxicants in mussels and oysters, which included 
collection of some samples from Pumicestone Passage. Analysis of these data to assess 
compliance with the ASQAP guidelines was carried out. In addition, a hazard quotient 
approach was used to assess average intake of contaminants by seafood consumers.  
The guidelines for oyster growing state that for an area to be classified as approved for oyster 
growing, the mean faecal coliform count in the water should not exceed 14 CFU per 100mL, 
and not more than 10 % of the samples may exceed 43 CFU per 100mL. The area should be 
not subject to contamination from human or animal faecal matter at levels that present a 
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health hazard. Areas may be classified as restricted if they are subject to a limited degree of 
pollution, such that shellfish in the area may be made fit for human consumption following 
relaying to an approved area or depuration. For a restricted classification, the mean faecal 
coliform count should not exceed 88  CFU per 100mL, and not more that 10% of samples 
may exceed 260 CFU per 100mL. An area may be classified as conditionally restricted or 
conditionally approved, if the factors that determine they safe growing period are known, 
predictable, and simple enough to allow a rapid management response. In addition, there 
should be no heavy metal or shellfish toxin contamination.   
Bacterial water quality data collected by the DPIF from 1997 to the end of 2003 were 
analysed to assess classification status of oyster growing areas in terms of comparison with 
ASQAP guidelines. Guidelines recommend the use of at least 30 samples to assess 
compliance and confirmation of the initial classification at one year, and then every three 
years. The geometric mean and estimated 90th percentile were calculated and compared with 
guidelines. The relationship between faecal coliform concentration and salinity and rainfall 
was assessed using linear regression of logged variables. Salinity was measured by the DPIF 
at the same time as faecal coliforms. Daily rainfall data were obtained from the Bureau of 
Meteorology for Beerburrum station (located within the Pumicestone catchment). All 
statistical analysis was performed using the statistics package S-Plus (Insightful 2001). 
The ASQAP standards do not provide specific guidelines for toxicant concentrations. 
Potential health impacts from toxicant contamination were therefore assessed using two 
approaches. First, metal concentrations in oysters were compared with the national food 
standards (Food Standards Australia New Zealand 2003), listed in Table 4-7. In addition, a 
hazard quotient (HQ) approach was used to assess potential health impacts given the rate of 
seafood consumption in Queensland. Using this method, the chronic daily intake (CDI) of 
toxicant was calculated using Equation 2, and compared with relevant recommended doses 
from the US EPA Integrated Risk Information System (US Environmental Protection Agency 
2005) and the World Health Organisation (WHO) (1996) listed in Table 4-8.  
 
Chronic daily intake = [contaminant]*intake rate*exposure duration  Eq. 2 
    body weight * averaging time 
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The averaging time is the total time over which the health effects are calculated; this is 
usually the average lifespan, assumed here to be 75 years (Jones et al. 2005). The exposure 
duration is the length of time individuals are exposed to the contaminant; for oysters, 60 years 
was used, as most people do not eat oysters as children. Body weight refers to the body 
weight of the individual; this was assumed to be 65 kg (Jones et al. 2005). Contaminant 
concentration is expressed in weight/food weight. Intake rate is typically expressed in food 
weight/day. Intake rates were obtained from the National Nutrition Survey (McLennan and 
Podger 1999). Median results for seafood consumers only were used. In Queensland, 1.9 % of 
people reported consuming crustacea and molluscs and 15.4 % reported consuming some type 
of seafood. Median consumption rates for consumers were 48 g per day of crustacea/molluscs 
and 84 g per day of seafood. Both DPIF monitoring of toxicant concentrations in oysters at 
site OA25 and EPA monitoring of oysters and mussels from a site equivalent to site OA12 in 
Figure 4-6 were used in the assessment. The hazard quotient was then calculated for ease of 
comparison with the guidelines as the ratio of the chronic daily intake to the guideline; a ratio 
greater than one indicates a health hazard.  
 
 
Figure  4-6 Oyster aquaculture sites in south-east Queensland 
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Table  4-7 Food standards for toxicants in shellfish (Food Standards Australia New 
Zealand 2003) 
Metal Food Maximum Units 
Arsenic inorganic*  Crustacea 2 mg/kg 
Arsenic inorganic Fish 2 mg/kg 
Arsenic inorganic Molluscs 1 mg/kg 
Cadmium Molluscs 2 mg/kg 
Lead Fish 0.5 mg/kg 
Lead Molluscs 2 mg/kg 
Mercury Crustacea 0.5^ mg/kg 
Mercury Fish 0.5^ mg/kg 
Mercury Molluscs 0.5^ mg/kg 
Amnesic shellfish poisoning (domoic acid equivalent) Bivalve molluscs 20 mg/kg 
Diarrhetic shellfish poisoning (okadaic acid equiv.) Bivalve molluscs 0.2 mg/kg 
Neurotoxic shellfish poisons Bivalve molluscs 200 MU/kg 
Paralytic shellfish poisoning (saxitoxin equivalent) Bivalve molluscs 0.8 mg/kg 
* 10% of total arsenic is assumed to be inorganic (Han et al. 2000)   
^ recommended mean concentration 
 
 
Table  4-8 Recommended maximum daily dose of metal contaminants 
Contamination Dose Concentration 
(mg kg-1 day-1) 
Source 
Aluminium Maximum 1 WHO 
Antimony Oral reference dose 0.0004 IRIS 
Arsenic 
(inorganic) 
Reference dose 0.0003 IRIS 
Chromium VI No observed effects limit 0.003 IRIS 
Lead Maximum 0.0036 WHO 
Manganese Oral reference dose 0.14 IRIS 
Methylmercury Oral reference dose 0.0001 IRIS 
Molybdenum Oral reference dose 0.005 IRIS 
Nickel Oral reference dose 0.02 IRIS 
Selenium Oral reference dose 0.005 IRIS 
Tin Tolerable intake 2 WHO 
Vanadium 
Pentoxide 
Oral reference dose 0.009 IRIS 
Zinc Oral reference dose 0.3 IRIS 
WHO  (World Health Organization 1996) 
IRIS  (US Environmental Protection Agency 2005) 
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Results 
Sources of bacterial contamination to the whole Pumicestone catchment (including beaches, 
Caboolture River and Deception Bay) were described in the previous section. The DPIF also 
conducted a sanitary survey specifically for the area surrounding the Pumicestone Passage 
growing areas to identify potential sources of contamination (Beattie and Dexter 2002). 
Specifically, the sources identified for the Pumicestone Passage include: 
• discharge of secondary treated sewage to infiltration ponds (based on sand 
over decomposed sandstone bedrock) on Bribie Island (effluent is chlorinated, no 
faecal coliforms) 
• discharge of treated sewage into Caboolture River (discharge is chlorinated, 
no faecal coliforms) 
• effluent from prawn farms in Ningi and Bullock Creeks 
• septic systems from nearby housing areas 
• agricultural runoff (including farming of cattle and pigs) 
• stormwater drains 
• potential sewage discharge from boats.  
These results indicate that the oyster growing area in Pumicestone Passage is potentially 
contaminated. The geometric mean and estimated 90th percentile for faecal coliforms were 
calculated and compared with ASQAP guidelines. Results are shown in Table  4-9. Five 
growing sites in Pumicestone Passage were classified as conditionally approved for harvest 
and five sites in Ningi Creek were classified as restricted. Sites are shown in Figure 4-6. 
There was a strong relationship between faecal coliforms and salinity (Table 4-10). The 
relationship between faecal coliforms and rainfall was much weaker, and was only significant 
at site OA81 for all rainfall variables and at site OA94 for rainfall over the previous 72 hours.  
 
 
 
 
 
Chapter 4 Health Impacts 
 111
Table  4-9 Geometric mean faecal coliforms (CFU/100mL), estimated 90th percentile and 
classification status of Pumicestone oyster growing sites 
Site Number of 
samples 
Geometric 
mean 
Estimated 90th 
percentile 
Classification
OA12 67 3 6 Approved 
Prawn farm 67 13 83 Restricted 
OA94 67 4 11 Approved 
OA48 75 10 55 Restricted 
OA7 67 4 14 Approved 
OA81 67 3 9 Approved 
OA25 53 6 29 Approved 
Ramp 33 20 112 Restricted 
Slip 32 28 147 Restricted 
Ningi 25 25 154 Restricted 
 
Table  4-10 Significance of regressions of log faecal coliforms on log rainfall for each 
Pumicestone Passage oyster growing site (p values) 
Site Salinity Daily 
rainfall 
48 hr 
rainfall 
72 hour 
rainfall 
Weekly 
rainfall 
OA12 0.000 0.109 0.124 0.249 0.632 
Prawn Farm 0.000 0.167 0.085 0.244 0.317 
OA94 0.000 0.162 0.229 0.033 0.162 
OA48 0.000 0.403 0.531 0.541 0.582 
OA7 0.000 0.183 0.114 0.086 0.111 
OA81 0.000 0.040 0.006 0.000 0.012 
OA25 0.000 0.764 0.488 0.294 0.278 
Ramp 0.000 0.546 0.849 0.833 0.243 
Slip 0.000 0.386 0.830 0.690 0.104 
Ningi 0.008 0.124 0.631 0.904 0.198 
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Figure  4-7 Classification of oyster growing sites in Pumicestone Passage 
 
Mean and 95 % confidence limits for the concentrations of toxicants in oysters and mussels at 
two sites in Pumicestone Passage are shown in Table 4-11. Shellfish complied with the 
Australian Food Standards for all metals listed. Using the ingestion rate for crustacea (and 
assuming that 10 % of total measured arsenic is in the inorganic form), chronic daily intakes 
were below recommended levels for all metals. However, the hazard quotients suggest that 
intakes of zinc and arsenic are close to the recommended levels when using the higher 
seafood intake rate (Table 4-11). This suggests that individuals with higher than average 
intakes of shellfish may potentially suffer some health risk from consuming oysters from 
Pumicestone Passage.  
The health risk arising from arsenic contamination of oysters is only approximately estimated 
here. Oysters contain both organic and inorganic forms of arsenic; only the inorganic form is 
toxic. In this study, we have followed the convention of assuming that 10 % of the total 
arsenic present is in the inorganic form. According to some assessments, though, this may be 
an overestimate (Guo 2002). Local determination of arsenic speciation would help to refine 
the health risk assessment.  
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Table  4-11 Mean concentrations (mg/kg wet weight), 95% CI, and calculated chronic daily intake (CDI) rates (mg/kg/day) and hazard 
quotient (HQ) for oysters and mussels in Pumicestone Passage 
Crustacean intake Seafood intake Crustacean intake Seafood intake Site Toxicant Mean 95%CI 
CDI mean CDI 95% CI CDI mean CDI 95% CI HQ mean HQ 95% CI HQ mean HQ 95% CI 
Toorbul Titanium 0.32 0.36 0.0002 0.0002 0.0003 0.0004     
Toorbul Vanadium 0.58 0.67 0.0003 0.0004 0.0006 0.0007 0.04 0.04 0.07 0.08 
Toorbul Chromium 0.40 0.46 0.0002 0.0003 0.0004 0.0005 0.08 0.09 0.14 0.16 
Toorbul Iron 39.99 41.69 0.0236 0.0246 0.0413 0.0431     
Toorbul Manganese 2.95 3.05 0.0017 0.0018 0.0030 0.0032 0.01 0.01 0.02 0.02 
Toorbul Cobalt 0.27 0.29 0.0002 0.0002 0.0003 0.0003     
Toorbul Nickel 1.67 1.92 0.0010 0.0011 0.0017 0.0020 0.05 0.06 0.09 0.10 
Toorbul Copper 22.40 23.15 0.0132 0.0137 0.0232 0.0239     
OA25 Copper 23.99 26.39 0.0142 0.0156 0.0248 0.0273     
Toorbul Arsenic 2.64 2.69 0.0016 0.0016 0.0027 0.0028 0.52 0.53 0.91 0.93 
Toorbul Selenium 1.08 1.12 0.0006 0.0007 0.0011 0.0012 0.13 0.13 0.22 0.23 
OA25 Selenium 0.55 0.58 0.0003 0.0003 0.0006 0.0006 0.07 0.07 0.11 0.12 
Toorbul Zinc 176.89 182.59 0.1045 0.1079 0.1829 0.1888 0.35 0.36 0.61 0.63 
OA25 Zinc 255.50 272.21 0.1509 0.1608 0.2641 0.2814 0.50 0.54 0.88 0.94 
Toorbul Molybdenum 0.13 0.14 0.0001 0.0001 0.0001 0.0001 0.02 0.02 0.03 0.03 
Toorbul Cadmium 0.74 0.76 0.0004 0.0005 0.0008 0.0008     
OA25 Cadmium 0.37 0.41 0.0002 0.0002 0.0004 0.0004     
Toorbul Tin 0.00 0.01 0.0000 0.0000 0.0000 0.0000 0.00 0.00 0.00 0.00 
Toorbul Antimony 0.01 0.01 0.0000 0.0000 0.0000 0.0000 0.01 0.01 0.02 0.02 
Toorbul Mercury 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.01 0.01 0.02 0.02 
Toorbul Lead 0.04 0.04 0.0000 0.0000 0.0000 0.0000 0.01 0.01 0.01 0.01 
Toorbul Aluminium 15.86 19.37 0.0094 0.0114 0.0164 0.0200 0.01 0.01 0.02 0.02 
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Current management  
The DPIF have implemented a risk management program that involves closure of oyster areas 
following periods of rainfall greater than 50 mm in 48 hours. In addition, all oyster harvesting 
is closed from January to April, which is the period of highest rainfall and highest risk of QX 
disease. Oysters from Ningi Creek must also be relayed to an approved site in Pumicestone 
Passage or depurated for 14 consecutive days prior to harvest. In addition, no oyster growing 
is permitted at sites further upstream in Ningi and Elimbah Creeks. Water quality monitoring 
will also continue, thus minimising the health risk to consumers from consumption of oysters. 
In addition, the DPIF and EPA have produced a brochure detailing the potential health risks to 
consumers of consumption of wild oysters (Environmental Protection Agency et al.). In most 
cases, consumption is likely to be limited, as current legislation allows harvesting of wild 
oysters only for consumption on the spot; wild oysters are not allowed to be removed from the 
area for later consumption. There are few wild oyster beds in the Pumicestone catchment; 
these are limited to some growth on canal walls. The efficacy of the warning brochure in 
terms of readership and effects on consumption patterns has not been assessed.   
A conceptual model detailing the environmental conditions leading to contamination in 
shellfish, potential health impacts and management actions is given in Figure  4-8. Factors 
affecting bacterial contamination of waterways were described in the previous section. The 
concentrations of metals and other toxicants are related partly to industrial discharges (locally 
important), but also to the amount of urban land-use in the catchment area (Comeleo et al. 
1996; Davis et al. 2001; Sorme and Lagerkvist 2002). Nutrients enter the waterways primarily 
as a result of runoff from urban and agricultural areas as well as from point source discharges. 
It can be seen from the conceptual model that health risks to consumers can be managed 
either by reducing the degree of contamination of the waterways, or by reducing the 
consumption of potentially contaminated shellfish. Again, it can be seen that managing the 
impacts of land use is important for managing health risks. Currently, health risks to seafood 
consumers are reduced by closing or moving commercial fisheries, although recreational 
consumption of potentially contaminated seafood also needs to be managed.  
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Figure  4-8 Conceptual model of impacts of contamination of oysters 
 
Harmful algal blooms 
Background 
Algal blooms in marine and estuarine environments can potentially affect human health. 
Human-related causes of algal blooms are many, and include increased nutrient availability, 
overharvesting of planktivores (fish and shellfish), loss of wetlands, increases in impervious 
surfaces and runoff and warmer water temperatures (Epstein 1995; Henrickson et al. 2001; 
Pitois et al. 2001). Algal blooms can also result from high nutrient concentrations as a result 
of natural events such as upwellings (Sellner et al. 2003).  
Harmful algal blooms can also have environmental effects including morbidity or mortality 
for other aquatic organisms. Recorded mortalities in coastal environments in Australia include 
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fish mortality as a result of the dinoflagellate Cochlodinium helix in Moreton Bay; mortality 
of fish, molluscs and crustacea as a result of Gymnodinium sp. in Port Phillip Bay; fish kills in 
the Murray River estuary from Gymnodinium galatheanum; and shellfish mortality and 
economic losses as a result of the diatom species Rhizasolenia chunii in Port Phillip Bay 
(Landsberg 2002). Sublethal effects have also been recorded for several species, particularly 
shellfish and zooplankton (typically reduced feeding and fecundity). Nodularin (an algal 
toxin) may cause long term health effects in shellfish (Landsberg 2002). Algal blooms can 
also have indirect effects, most notably through periods of low dissolved oxygen following 
algal decay or at night when there is no photosynthesis.  
Human health effects from algal blooms can occur from ingestion (through the food chain or 
during recreation), through toxin release into the water and through direct contact with algae. 
Symptoms following dermal contact include blisters, contact dermatitis, asthma-like 
symptoms and inflammation (Pilotto et al. 1997). In marine waters, types of dermatitis that 
can occur following recreation include hydroid dermatitis (as a result of contact with 
coelenterate nematocysts), seabather’s eruption (contact with planula larvae), and seaweed 
dermatitis (association with Lyngbya majuscula) (Osborne 2004). Contact with water 
containing the dinoflagellate Pfiesteria can cause mental distress, confusion, memory loss, 
abnormal reflexes, personality changes, fatigue, headache, respiratory problems, skin 
irritation, diarrhoea and weight loss (Silbergeld et al. 2000).Nodularin, lyngbyatoxin A and 
aplysiatoxin are algal toxins that are known tumour promoters, but evidence of algal-induced 
tumours in humans is so far lacking.  
The objective of this section is to assess the health impacts arising from toxic algal blooms. 
The focus will be on Lyngbya majuscula blooms in Pumicestone Passage, as these have been 
the only major and consistent blooms in either study area in recent years for which sufficient 
information is available.  
Lyngbya majuscula is a marine cyanobacterium that can cause acute dermatitis and other 
symptoms in humans. Health effects observed following Lyngbya majuscula blooms include 
irritation of skin, eyes and respiratory function (Osborne et al. 2001). Swimmers have 
recorded dermatitis after swimming in areas with Lyngbya blooms and toxic effects may also 
occur as a result of accidental consumption of Lyngbya, or by consumption of fish or other 
animals that have consumed Lyngbya. Lyngbya produces aplysiatoxins, debromoaplysiatoxins 
and lyngbyatoxin-A, which produce inflammation and itch, and have been implicated as 
tumour promoters in laboratory tests (Rao et al. 2002). It has been known to occur in Hawaii, 
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Okinawa (Japan), and at other locations off the Queensland coast (Moreton Bay, Fraser 
Island, Hervey Bay, Bundaberg and Hardy Reef Lagoon), and in Peel Inlet in Western 
Australia (Albert et al. 2005). In Moreton Bay, blooms have occurred in Deception Bay and 
the eastern banks of Moreton Bay since at least the mid 1900s. Blooms have also been 
observed at Cape Kimberley, within the Daintree catchment (Albert et al. 2005); however, 
there is no detailed information on the frequency, extent or significance of these blooms.  
Lyngbya blooms have lasted from weeks to months, and usually occur in the summer months 
when water temperature exceed 25°C. The blooms that occurred in 1999/2000 summer 
months covered about 10 km2 in Deception Bay, and 25-30 km2 in Eastern Moreton Bay 
(Osborne 2004). Blooms in Deception Bay are dependent on the presence of bioavailable iron, 
which is a result of the interaction between organic matter, iron, UV light, phosphorus and 
nitrogen fixation (Moreton Bay Waterways and Catchment Partnership 2002). It is 
hypothesised that iron, phosphorus and organic carbon enter Deception Bay during runoff 
events, probably primarily in soils from pine plantations and in soil from areas naturally rich 
in iron (e.g. Sandstone Point at the southern end of Pumicestone Passage), and that the 
increased concentrations of these elements initiate blooms. While iron appears to be the major 
stimulus to increased photosynthetic activity, there may be a minimum phosphorus 
concentration that is also required (Albert et al. 2005). The causes of Lyngbya blooms on the 
eastern banks of Moreton Bay are still uncertain. It is likely that increased phosphorus and 
iron concentrations are also the cause, although the source may be different.  
Lyngbya grows in the intertidal zone attached to seagrass, algae and coral, but during bloom 
periods can become detached from the ocean floor and drift onto beaches, where it can be 
broken up by wave action into smaller fragments. Toxic and non-toxic forms of Lyngbya 
exist. The health risk to humans depends on the presence of Lyngbya on beaches and near-
shore areas, the amount and type of toxin produced, as well as the magnitude and duration of 
the bloom. A study of toxins in Moreton Bay found that the pattern of toxin production 
differed spatially across the bay, with debromoaplysiatoxin being produced on the western 
side of the bay (including Deception Bay, part of this study area), but lyngbyatoxin A 
predominating on the eastern side (Osborne 2004). Maximum levels of toxin production were 
found during the peak of the bloom (Osborne 2004); this is consistent with other studies that 
have shown maximum toxin production during periods of high growth, when there are 
(presumably) spare resources for toxin production. Toxin production was also correlated with 
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cellular concentrations of carbon, nitrogen and phosphorus in Lyngbya, although water 
concentrations of nitrogen, phosphorus and oxygen did not affect growth or toxin production. 
Methods 
There are two primary routes of exposure to Lyngbya toxins; direct skin contact and 
aerosolosation of toxins. Aerosolisation may be rare in Moreton Bay as appropriate 
meteorological conditions are unlikely to occur (Osborne 2004). Skin contact is most likely to 
occur on beaches and while swimming, although some fishers may bring up Lyngbya in 
fishing nets. The health effects of Lyngbya blooms are therefore related to the likelihood of 
people coming into contact with Lyngbya on beaches and near-shore areas during bloom 
periods. The exact extent of Lyngbya blooms has not been measured, but blooms in Deception 
Bay typically cover 8-10 km2 (Queensland Parks and Wildlife Service 2001), and average 
biomass has been estimated at 210 gm-2 dry weight (Watkinson et al. 2005). The 2001 bloom 
began in December 2000, increased rapidly during January 2001 and began declining in mid 
February. Growth had ceased by the end of April, although some decaying Lyngbya was still 
observed on shores during May. At the height of the bloom, coverage in some areas was 
90-100 %, and mats of Lyngbya were up to 50 cm thick (Queensland Parks and Wildlife 
Service 2001).  
The number of people potentially suffering skin complaints as a result of contact with 
Lyngbya was estimated using symptom occurrence rates calculated by Osborne (2004), the 
percentage of the population visiting Pumicestone Passage and Deception Bay and the 
frequency of visitation from the survey described in Chapter Three. Osborne (2004) 
conducted a health survey of locals residing on Bribie Island and nearby suburbs (Sandstone 
Point, Toorbul etc.) and questioned pharmacists on Bribie Island following the 2001 bloom to 
assess the health impacts of the bloom. The survey items included type of water activities 
undertaken in the past seven months, type and duration of water exposure, type and severity 
of symptoms associated with Lyngbya exposure, treatment sought, and knowledge and 
attitudes towards Lyngbya. The survey methods used to estimate the waterway visitation rates 
for Pumicestone Passage and Deception Bay were described in Chapter Three.  
Results 
Of the people undertaking recreation in the seven months prior to the Lyngbya health survey 
(January – July 2001), 25 % reported experiencing some form of skin irritation, but only 
2.7 % reported severe symptoms such as those that would be associated with Lyngbya contact 
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(Osborne 2004). Over the same period, 36.3 % of the surveyed population reported 
experiencing a sore throat at least once. Although a sore throat could be a symptom of 
irritation from the aerosolisation of Lyngbya, it could also result from a number of other 
causes. As there is currently no information available on the likelihood that this symptom was 
a direct result of Lyngbya blooms, the rest of this section will focus on dermal symptoms. For 
dermal symptoms, the likelihood of experiencing symptoms increases with contact with 
Lyngbya, and therefore with the degree of water contact. Respondents to the Osborne survey 
were divided into three exposure groups according to the activities undertaken while at the 
waterway; low exposure (walking, wading, sailing, boating), moderate exposure (skiing, 
windsurfing, surf fishing, crabbing, netting) and high exposure (swimming, surfing). The 
percentage of people reporting skin symptoms in the low exposure group was 15.3 %, in the 
moderate group 21.2 %, and 32 % for the high exposure group.  
In the survey described in Chapter Three, 20 % of respondents had not visited either 
Pumicestone Passage or Deception Bay in the previous year. In the survey conducted by 
Osborne (2004), 21.2 % of respondents had not visited Pumicestone Passage or Moreton Bay 
in the previous 7 months. From the survey in Chapter Three, of those who visited either 
Pumicestone Passage or Deception Bay, only 23.3 % either swam or surfed on their last visit 
(high exposure); 34.4 % either fished or boated (moderate exposure) and 42.3 % of visitors 
undertook low risk activities (where risk is classified by the highest risk activity undertaken). 
The estimated catchment population in 2001 was 126942 (Australian Bureau of Statistics 
2002). An estimated 101554 people are therefore likely to have visited either Pumicestone 
Passage or Deception Bay at least once during 2001. Of these, 23662 people are likely to have 
either swum or surfed, 34935 are likely to have fished or boated, and 42957 are likely to have 
undertaken low risk activities. Using the risk ratios from Osborne (2004), an estimated 21550 
people would have experienced some form of skin irritation (7572 from the high risk group, 
7406 of moderate risk and 6572 from the low risk category). If we assume that the 2.7 % of 
people reporting severe symptoms were all in the high risk group, an estimated 639 people 
could have experienced severe skin symptoms, similar to those caused by contact with 
Lyngbya, during the 2001 bloom.  
Osborne (2004) reports that 19.9 % of people experiencing skin symptoms visited a health 
professional (GP, pharmacist, hospital or specialist) for treatment. Of these, 47.2 % spent 
money on treatment, with an average expenditure of $12.60. Using the above calculations, 
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4288 people are likely to have sought treatment, with 2024 spending money on treatment. The 
total expenditure (based on the average expenditure) is estimated at $25502.  
There are many assumptions inherent in the above calculations, and they represent a very 
rough estimate. A better estimation of the health impacts from Lyngbya blooms could be 
obtained if information was available on the seasonality of coastal recreation and the biomass 
of Lyngbya at different times during the bloom. Information on avoidance behaviours by 
recreationalists in response to information about Lyngbya blooms would also be useful. More 
specific information on the exact locations of recreational activities would also help; many 
people visiting Pumicestone Passage may have visited the northern end, where there were no 
blooms. Specific information on the timing of individual coastal visits and evidence of 
symptoms could potentially be used to establish a dose-response relationship.  
Current management 
There are several steps involved in reducing the likelihood of health impacts from Lyngbya. 
The first step is to reduce the occurrence and magnitude of the blooms. For Deception Bay, 
this involves at least reducing the organic and iron loads in runoff to the bay. This includes 
erosion/sediment hazard mapping for the catchment, sediment load calculations and avoiding 
clearfell harvesting of forests (Moreton Bay Waterways and Catchment Partnership 2002). 
However, as it is likely that iron may be only one of the factors promoting Lyngbya blooms, 
further research on the causes of the blooms is also needed. Monitoring and mapping the 
location of the blooms and making this information readily available is also important in 
minimising potential contact with the algae, particularly for fishers, who might otherwise 
bring up Lyngbya in their nets. Cleaning of beaches where Lyngbya has been washed up also 
helps to minimise recreational contact; the EPA, Caboolture and Redland Councils have 
undertaken beach clean up (also requiring beach closure) during bloom events, with detritus 
disposed in secure landfills (Moreton Bay Waterways and Catchment Partnership 2002). In 
areas where Lyngbya blooms have occurred, Caboolture Council has erected signs warning of 
the potential health effects from contact with Lyngbya and warning against swimming (Figure 
 4-9). The efficacy of these signs in terms of reducing contact is not known. However, ongoing 
monitoring of health impacts to determine the efficacy of these measures is not being carried 
out.  
A conceptual model of Lyngbya blooms and associated health impacts is given in Figure  4-10. 
It can be seen from the conceptual model that, as for bacterial and toxicant related health 
Chapter 4 Health Impacts 
 121
risks, health risk management is a two step process involving both improvement of the 
environmental condition and minimisation of exposure to the health risk. Again, similar to 
bacterial and toxicant health risks, phosphorus and iron concentrations in runoff water are 
related to the type of land-use in the catchment. Reducing the extent to which pollutants are 
generated by land use activities and the extent to which they reach coastal waterways is 
therefore important. In terms of minimising exposure, managers need to reduce the likelihood 
of public contact with Lyngbya both by removing Lyngbya from beaches where possible and 
educating the public of the dangers of contact and encouraging avoidance during bloom 
periods.  
 
 
Figure  4-9 Lyngbya warning sign erected at Sandstone Point beach 
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Figure  4-10 Conceptual model showing causes of Lyngbya blooms and health impacts 
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Vector-borne diseases 
Background 
Open, shallow waters (both estuarine and freshwater) provide habitat for mosquito breeding. 
Mosquitos are a nuisance for humans, but can also cause serious and debilitating diseases, in 
both humans and pets or livestock. In Queensland, mosquitos may act as vectors for malaria, 
filaria and arboviruses (Russell 1998; Russell 1999). Although malaria has been eradicated in 
Australia, occasional local infections do occur in northern areas. Human filariasis has also 
been eradicated, but the incidence of dog heartworm has been increasing. Cattle and horses 
suffer from arboviruses transmitted by mosquitos. Several arboviruses also affect humans, 
including Murray Valley encephalitis, Kunjin, Japanese encephalitis, Barmah Forest, Alfuy, 
Dengue, Edge Hill, Gan Gan, Kokobera, Sindbis, Stratford, Trubanaman and Ross River. The 
number of arbovirus infections has increased in recent years in Australia (Russell 1999). Ross 
River is perhaps the commonest infection (Muhar et al. 2000), and causes severe illness with 
muscle and joint pain, polyarthritis and lethargy, which are often debilitating for months after 
the infection. In Queensland, the saltmarsh mosquito Aedes vigilax (Skuse) and the freshwater 
Culex annulirostris are the main vectors of Ross River virus (Muhar et al. 2000), although the 
container breeder Aedes notoscriptus and the brackish water species Aedes funereus were 
implicated as vectors in the 1994 outbreak in Brisbane (Russell 1998). Marsupials are 
considered to be the main reservoir hosts (Glass 2005).  
Several factors affect mosquito populations and therefore infectivity rates, including 
environmental conditions, weather and host characteristics. Effects of host characteristics are 
outside the scope of this study. Glass (2005) provides a useful model and discussion of the 
effects of host characteristics, temperature and flood events on transmission by A. vigilax and 
C. annulirostris. In general, disease outbreaks have occurred during summer months, 
following periods of higher than average rainfall (Nicholls 1986; Muhar et al. 2000). Potential 
effects of environmental characteristics are dealt with here.  
Disease-transmitting mosquitos are most commonly associated with salt and fresh water 
wetland habitats (the exception is the mosquito Aedes aegypti, which breeds in domestic 
containers and is responsible for transmitting the Dengue virus). The preferred conditions 
within a wetland vary between species and regionally. Most attention has been paid to 
prevention of mosquito breeding in constructed wetlands, presumably because these are more 
easily manipulated (in both design and implementation phases), and because it is felt that they 
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pose an additional, human-made risk to health to that posed by the presence of naturally 
occurring wetlands. There are several aspects of wetlands that affect the potential for 
mosquitos to pose a threat to human health. The first aspect to consider is location. Wetlands 
located within mosquito flight range from the nearest human population pose a greater threat 
to health (Muhar et al. 2000). The flight range of various mosquito species varies greatly from 
approximately a few hundred metres to 10-12 km (Russell 1999). Shallow, vegetated areas 
usually support higher mosquito populations than deep pools with steep edges (Russell 1999; 
Greenway et al. 2003). Pools also provide refuge areas for mosquito predators. Wind action 
on the surface of the wetland inhibits larval respiration and plant and algal growth, and 
adequate drainage should also be present (Greenway et al. 2003). Also, water with lower 
concentrations of nutrients and organic matter is likely to support lower amounts of vegetation 
and mosquitos, and encourage populations of predators (Rejmankova et al. 1991). Water level 
fluctuations, including alternating periods of flooding and drying, may decrease populations 
of some species, but promote others, and mosquito larvae may be associated with different 
habitats in wet and dry seasons (Greenway et al. 2003).  
Vegetation is extremely important in mosquito breeding; it protects larvae from predators and 
provides food resources. Different types of vegetation support different species, with edge 
vegetation, floating and emergent vegetation, surface and filamentous algae all providing 
habitat for various species (Rejmankova et al. 1991). However, Greenway et al. (2003) found 
that constructed wetlands with a greater diversity of macrophytes produced fewer mosquito 
larvae, and those with monospecific stands of a aggressive plant species and an accumulation 
of dead plant material had a higher proportion of mosquito larvae. Ponds with higher 
macroinvertebrate diversity also had lower mosquito larvae populations. Another potential 
mosquito habitat is natural or artificial drainage lines. These may contain higher 
concentrations of wastes and nutrients and have lower flow than wetlands, and can potentially 
produce many more mosquitos than natural waterways (Russell 1998).  
The objective of this section is to describe the health risk to humans arising from the presence 
of mosquitos in wetlands. The risk is assessed for both study areas. Unfortunately, given the 
current state of knowledge of environmental impacts on mosquito breeding, it is not possible 
to directly relate this risk to aspects of waterway condition. However, the research described 
above does suggest that waterways in poor condition (i.e. with higher nutrient concentrations 
and plant biomass, and lower plant diversity) are likely to supply more mosquitos to the 
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surrounding area. The health risk is therefore related to waterway condition, although this 
relationship cannot be quantified at this time.  
Methods 
Disease notification numbers and rates for Barmah Forest Virus, Dengue Fever and Ross 
River Fever for the Brisbane, Moreton and Far North statistical subdivisions from 1994 to 
2004 were obtained from Queensland Health (Table 4-12). Pumicestone Passage catchment 
crosses Brisbane and Moreton divisions; Douglas is within the Far North division. As Ross 
River virus is the most prevalent vector-borne disease in Queensland, further analysis was 
conducted for this disease.  
To put the notification rates for the case study areas in perspective, average yearly notification 
rates of Ross River virus for each statistical division were calculated and displayed using 
ArcView (ESRI 1999). Monthly disease notification rates in all divisions were assessed for 
trend over the ten year period using a log logistic regression model in S-Plus (Insightful 2001) 
that accounted for seasonal and non-linear patterns (see (Cox et al. 2005) for details of the 
model). The relationship between notification rate and rainfall events was assessed by 
regressing logged monthly notification rates against logged total monthly streamflow for 
Caboolture River in the Brisbane-Moreton region and the Mulgrave River in the Far North. 
Total monthly streamflow data (in ML) were obtained from the Department of Natural 
Resources and Mines website (www.nrm.qld.gov.au).  
Results 
The average yearly notification rates for Ross River virus for each statistical division are 
shown in Figure 4-10. Brisbane, Moreton and the Northern statistical divisions had the lowest 
notification rates; rates were highest in the Central West, North West and Wide Bay-Burnett 
divisions. The higher rates in the western regions may be due to the higher variability in 
rainfall in these regions and higher proportion of intermittently flowing streams.  
The trend analysis indicated significant seasonal patterns in the data. Figure 4-11 shows the 
average monthly notification rate for Brisbane-Moreton and the Far North statistical divisions. 
Infection rates are highest in March and April in both regions, and lowest from July to 
December. Regression analysis showed that notification rates were significantly related to 
total monthly streamflow (Table 4-13). The relationship was strongest in the Brisbane-
Moreton region with the streamflow from two months prior to the month of notification, but 
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in the Far North region the relationship was strongest with the total streamflow of the month 
of notification. This difference is possibly related to differences in the biology of the mosquito 
vectors, or climate and geographical differences. Rivers in the Brisbane-Moreton region are 
typically much longer than those in the Far North, as the dividing mountain ranges are located 
further from the coast. It may therefore take longer for rainfall in upper areas to reach coastal 
mosquito breeding areas. Detailed analysis of data on Ross River outbreaks in Queensland has 
previously shown that no single model of climatic variables could accurately predict 
outbreaks across the whole state (Gatton et al. 2005). In the south-east, the risk of a summer 
outbreak was associated with higher spring temperatures and early summer rainfall; in the far 
north, however, no predictive relationship was found between climate and outbreaks (Gatton 
et al. 2005). Increased rainfall increases the availability of mosquito habitat, and increased 
temperatures can reduce development times (although extreme temperatures can result in 
increased mosquito mortality). 
Trend analysis showed significant decreases in Ross River notifications in most statistical 
divisions (Table 4-14). Western statistical divisions (North West, Central West and South 
West) did not show any decrease; Moreton showed a small decrease (p<0.1). The largest 
decreases were observed for the central divisions of Fitzroy, Mackay and Northern. Monthly 
data with significant (p<0.05) seasonal and linear trends are shown in  
Figure  4-13.  
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Figure  4-11 Average notification rates (per 100000 people) of Ross River fever for 
Queensland statistical divisions from 1994-2004 
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Table  4-12 Yearly notification counts and rates for Barmah Forest Virus, Dengue Fever and Ross River Virus for Brisbane-Moreton and Far 
North statistical divisions from 1994 to 2004 
Notification Counts Statistical division 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 
Brisbane-Moreton 209 161 238 142 104 175 118 316 146 546 255 
Far North 15 39 41 25 28 29 41 39 47 44 77 
Barmah Forest Virus 
Total 436 445 573 362 330 309 345 602 387 871 583 
Brisbane-Moreton 1 3 7 14 21 11 16 23 47 42 36 
Far North 2 5 81 107 439 46 58 7 25 640 181 
Dengue Fever  
Total 3 13 91 128 474 61 85 42 81 726 272 
Brisbane-Moreton 1626 357 2539 587 461 1610 337 951 189 1630 1133 
Far North 244 293 204 301 244 127 167 117 167 163 206 
Ross River Virus  
Total 2997 1643 4880 2364 1946 2304 1474 1568 887 2516 2008 
Notification Rates (per 100000 persons)            
Brisbane-Moreton 10.4 7.77 11.1 6.49 4.66 7.68 5.08 13.3 5.99 21.8 10.2 
Far North 59.8 58.2 55.5 54.3 53.4 52.6 51.9 52.6 51.5 51.1 51.1 
Barmah Forest Virus 
QLD 3.66 3.57 3.5 3.44 3.39 3.33 3.28 3.22 3.16 3.08 3.08 
Brisbane-Moreton 0.05 0.14 0.33 0.64 0.94 0.48 0.69 0.97 1.93 1.67 1.44 
Far North 0 0 0 0 1.82 0 0 0.45 0.44 0.44 0 
Dengue Fever  
QLD 37.7 6.47 52.5 9.76 8.97 31.1 6.06 19.3 2.54 22.9 18.3 
Brisbane-Moreton 80.8 17.2 119 26.8 20.7 70.7 14.5 40 7.76 65 45.2 
Far North 141 130 212 154 144 51.2 56.8 42.7 63.4 93.5 28.8 
Ross River Virus  
QLD 107 64.1 166 83.9 79.6 76.1 53.4 61 36.6 108 75.4 
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Figure  4-12 Average (mean and standard error) monthly notification rates of Ross River 
fever  for Brisbane-Moreton and Far North statistical divisions 
 
Table  4-13 Regression analysis statistics (p value, r2 and slope) for relationship between 
Ross River virus notification rates and monthly streamflow 
Brisbane-Moreton Far North    
p value r2 slope p value r2 slope 
Flow in notification month 0.0001 0.12 0.22 0.0000 0.45 0.76 
Flow month prior 0.0000 0.22 0.30 0.0000 0.27 0.59 
Flow 2 months prior 0.0000 0.23 0.29 0.0197 0.05 0.25 
Flow 3 months prior 0.0000 0.16 0.24 0.1868 0.02 -0.14 
 
Table  4-14 Trend statistics for notification rates of Ross River virus in Queensland 
statistical divisions from 1994 to 2004 for seasonal and linear components 
Statistical 
Division 
N Seasonal p-
value 
Linear p-
value 
Yearly linear 
change 
Seasonal r2 Linear r2 
Brisbane 132 0.0000 0.0028 -7.1% 47.67 2.83 
Central West 62 0.0003 0.1355  24.35 2.16 
Darling Downs 116 0.0000 0.0170 -6% 40.96 2.33 
Far North  130 0.0000 0.0088 -4.7% 66.30 1.44 
Fitzroy 128 0.0000 0.0000 -12.3% 41.01 10.26 
Mackay 123 0.0000 0.0000 -11.7% 41.67 11.06 
Moreton 129 0.0000 0.0529  51.94 1.13 
North West 76 0.0000 0.8529  51.69 0.02 
Northern 129 0.0000 0.0000 -14.2% 39.03 15.32 
South West 91 0.0000 0.5982  38.90 0.15 
Wide-Bay 
Burnett 
129 0.0000 0.0037 -6.1% 46.97 2.80 
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Figure  4-13 Monthly notification rates for Ross River virus in Queensland statistical 
divisions. Significant seasonal and linear trends are shown 
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Current management  
Local councils are responsible for controlling mosquito populations. Councils spray saltmarsh 
and wetland areas every year to reduce mosquito population numbers. Queensland Health is 
involved in monitoring disease notification rates and outbreaks, and works with councils to 
provide information and advice to the public. Advertising and promotional materials are used 
to warn the public of the dangers, particularly during outbreaks. Eradication of mosquito 
populations is not feasible. Environmental control of mosquito populations may be possible; 
potential methods include increasing tidal flows in still waters (for example through the 
construction of shallow runnels), reducing macroalgal biomass and increasing macroalgal 
diversity, and increasing populations of natural mosquito predators.   
A conceptual model showing the links between waterway condition, mosquito production and 
human health risks is given in Figure 4-13. Many of the aspects of waterway condition that 
control or promote mosquito breeding appear to be locally specific to waterways (for 
example, vegetation diversity or predator populations). However, nutrient concentrations, 
which are impacted by diffuse source run-off and point source discharges, affect both these 
aspects of water quality and therefore also mosquito breeding. Nutrient concentrations in 
diffuse source run-off are impacted by land-use practices such as fertiliser use and transport of 
organic waste (including domestic waste such as lawn clippings) into waterways. Continued 
research on the environmental conditions that discourage mosquito breeding would help 
managers to reduce or control populations. In contrast to the other health risks assessed so far, 
health risks from vector borne diseases must be managed through management of 
environmental condition, as it is extremely difficult to completely control exposure of humans 
to mosquitos.  
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Figure  4-14 Conceptual model showing environmental effects on mosquito populations and 
consequent health impacts 
 
Marine stingers 
One of the major health threats to people recreating in tropical marine waters is marine 
stingers. Most of the jellyfish that affect humans are cubozoan (box) jellyfish. On the 
Queensland coast, these occur in large numbers during the wet summer season (November to 
May), but can also occur throughout the year (Goggin et al. 2004). The two families of box 
jellyfish that occur in Queensland are the chirodropids and the carybdeids. Chirodropid 
jellyfish are larger than carybdeids, have multiple tentacles from each of the four corners of 
the bell, and usually have stinging cells only on their tentacles. Carybdeids are much smaller 
(Carukia barnesi measures up to 25 mm across the bell), usually have only a single tentacle 
from each bell corner, and can have nematocysts on both the body and the tentacles. Their 
transparent body and small size mean they are rarely seen before stinging occurs. Both types 
can cause severe and potentially life-threatening stings. Other stinging jellyfish present in 
Queensland include Cyanea and Pelagia. Both cause unpleasant but not harmful stings. 
Bluebottles (Physalia spp) are hydrozoans that also frequently sting swimmers, but no 
fatalities have been recorded in Australia.  
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Chirodropid jellyfish in Australia include Chironex fleckeri and Chiropsalmus spp. Chironex 
fleckeri are large (300-380 mm across the bell) and are found in tropical coastal waters from 
Exmouth (WA) to Gladstone, Queensland. Chiropsalmus (several species) is smaller, and 
while the sting is painful, it is not life-threatening. Chironex fleckeri is the most venomous 
marine species in the world, and has been responsible for about 70 deaths in Australia in the 
last 120 years (Bailey et al. 2003). Stings cause raised red marks on the skin and instant, 
severe pain. The venom is neurotoxic, cardiotoxic and dermatonecrotic; patients can die 
within a few minutes of the sting from respiratory or heart failure if not treated (Holmes 1996; 
Bailey et al. 2003; Goggin et al. 2004). First aid involves initially dousing the sting with 
vinegar (to prevent undischarged nematocysts from firing); further treatment is usually 
required and may involve hospitalisation, life support, pain control and use of antivenom 
(Holmes 1996).  
There are several species of carybdeid jellyfish in Australia. Carybdea sivickisi, Tripedalia 
binata, and species of Morbakka (or Moreton Bay stinger) occur off the Queensland coast, but 
are not a major health risk. Carukia barnesi and several undescribed carybdeids can cause 
Irukandji syndrome. Irukandji syndrome is a set of symptoms that usually begin about 30 
minutes after the victim receives a mild sting. Symptoms can include lower back pain, muscle 
cramps in the limbs and chest, sweating, nausea, headache, vomiting, restlessness and anxiety 
(Holmes 1996; Williams et al. 2002; Goggin et al. 2004). In a few cases, victims have 
suffered fluid on the lungs, hypertension, heart palpitations and heart failure. Symptoms last 
from a few hours to several days. Two people died in Queensland from Irukandji stings in 
2002, attracting much (negative) international publicity; eleven people have suffered 
reversible cardiac failure since 1983 (Williams et al. 2002). Irukandji jellyfish occur mostly 
north of the Tropic of Capricorn, but can occur as far south as Bundaberg. In the 2001-2002 
summer about 160 people had been stung by mid-February; in 2002-2003, about 40 people 
were stung, and in 2003-2004, 33 people were stung in Cairns (Goggin et al. 2004). Of the 
patients presenting to Cairns in 1996, over half (56 %) were admitted to hospital (Little and 
Mulcahy 1998).  
The life cycle of most cubozoans is unknown. Chironex fleckeri is an exception; its life cycle 
was determined in the 1980s. Planula larva, developed from externally fertilised eggs, are free 
swimming in creeks before developing into polyps and attaching to the creek bed. Polyps may 
crawl for several days before attaching. Polyps feed on plankton during the dry months (June 
to October) and bud off extra polyps, which metamorphose into tiny box jellyfish (about 
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1.5 mm across the bell) in November. The small jellyfish move towards the creek mouth and 
then along the beaches. All box jellyfish have eyes with which they hunt prey; they feed on 
fish, crustaceans and other invertebrates. The venom is used to kill prey to prevent escape. 
Species that cause Irukandji syndrome seem to feed mostly on larval or adult fish.  
There is a need for much further research into stinger related health impacts. The reasons for 
the large variations in stinger population sizes between years are unknown, but important if 
managers are to be able to predict their presence on beaches. It is possible that elevated 
plankton levels in estuaries during the winter season may contribute to higher jellyfish 
numbers during the following summer; however, research has only just begun on this issue. 
Box jellyfish are usually well dispersed in offshore waters, but are concentrated at the waters 
edge when they occur in inshore waters. Jellyfish causing Irukandji syndrome are usually 
most abundant on mainland beaches around Cairns following periods of north-easterly winds 
and onshore currents (Williams et al. 2002), and more people appear to be stung on hotter 
days, following periods of low rainfall (Little and Mulcahy 1998) (these conditions are likely 
to also be conducive to higher numbers of swimmers entering the water).  
Reduction of the health impacts involves prevention of stings occurring; this requires 
prediction of stingers and timely beach closures. Patrolled beaches are currently closed 
whenever an Irukanji is netted, or following a confirmed sting. The use of stinger suits can 
prevent stings to most of the body, but swimmers are still vulnerable on exposed areas such as 
hands and the face. Stinger nets usually exclude Chironex fleckeri (although in rough weather 
they may lift and allow jellyfish under the nets), but do not exclude Irukandji jellyfish. Trials 
of nets with finer mesh have been unsuccessful, due to the increased water resistance and 
resulting lifting of the nets from the sea floor (Harrison et al. 2004). First aid involves dousing 
the sting with vinegar to prevent undischarged nematocysts from firing, and taking victims to 
a hospital. Vinegar is currently available at nearly all beach entrances in north Queensland 
(Figure 4-14). An antivenom for Chironex fleckeri is available, but efficacy is unproven 
(Bailey et al. 2003). Public education, particularly of tourists, is also important. A recent 
survey of locals and tourists travelling between Townsville and Magnetic Island found that 
only a third of international tourists knew what Irukandji was, and half the international 
tourists assumed that it was safe to swim within stinger nets (Harrison et al. 2004). Locals had 
much more accurate knowledge of Irukandji, with about 12 % not knowing what Irukandji 
was, and only 3.9 % assuming it was safe to swim within stinger nets.  
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A conceptual model identifying the various factors that may affect jellyfish stings is shown in 
Figure  4-16. At this stage, due to the lack of information on the causes of variation in stinger 
populations, it is unlikely that populations will be able to be managed to reduce the health 
risk. Management of the health risk therefore relies solely on reducing exposure to stingers 
and providing a quick response to reported stings. Increased education of the dangers, 
particularly for tourists, continued monitoring of stinger populations and closure of beaches 
where necessary can help to reduce exposure. Other methods such as promoting freshwater 
waterways as recreational sites may also help.  
 
 
Figure  4-15 Stinger warning (jellyfish not to scale) and vinegar available at the entrances 
to all north Queensland beaches 
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Figure  4-16 Conceptual model detailing health effects of stinger populations 
 
Coastal recreation  
Background 
One often neglected aspect of the relationship between the coastal zone and human health is 
the positive health impacts that may result from visiting the coast. As described in Chapter 
Two, exposure to natural environments has been shown to have positive restorative effects on 
mental fatigue and mood. Short and long term effects have been shown as a result of walking 
through parkland, watching videos of natural scenes, thinking about past experiences, and 
living or staying in buildings with natural views from the windows (Ulrich 1984; Hartig et al. 
1991; Ulrich et al. 1991; Tarrant 1996). Although research has not yet been conducted in 
coastal areas specifically, it seems reasonable to hypothesise that experiencing coastal 
environments in a substantially natural state could have similar effects. Coastal environments 
may also encourage people to undertake more exercise (Bauman et al. 1999; Ball et al. 2001). 
Exercise has many positive benefits for health, including a reduction in cardiovascular 
disease, cancer, diabetes, obesity, depression and anxiety (Glenister 1996; Neff et al. 2000). 
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The effect of environmental condition on mental and physical health benefits differs from 
other health impacts discussed in previous sections as these effects are dependent on the 
perceived condition (rather than on an objective measure of condition such as bacterial 
counts). This has an important implication in that the relationship between waterway 
condition, recreation and health potentially has two parts: the better the condition of the 
waterway is perceived to be, the more likely people are to visit the waterway (and stay 
longer); and, the better the perceived condition, the greater the benefits in terms of relieving 
mental fatigue and mood.  
The objective of this section was to assess the potential positive mental and physical health 
effects of undertaking coastal recreation. It was hypothesised that this effect could be 
mediated through the extent to which residents undertook exercise while at the coastal 
waterway.  
Methods 
The effects of coastal condition on exercise, mental and physical health were examined using 
a survey in the two study areas. Details of the survey are given in Chapter Three. Questions 
were included on perception of waterway condition for several major waterways in each study 
area, the frequency of visitation, waterway of last visit, length of stay at the waterway, weekly 
exercise, physical and mental limitations preventing routine tasks, physical health and mental 
health (mental health was included in the Pumicestone region only due to adverse reactions 
during pre-testing in the Douglas region). The associations between these variables shown in 
Figure 4-16 were assessed using linear modelling in S-Plus (Insightful 2001) to test the 
hypothesis that recreation at coastal waterways had a positive effect on physical and mental 
health that could be mediated through exercise. For the relationship between perceived 
waterway condition and the length of the last visit, the perceived condition of the waterway of 
the last visit only was used.  
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Figure  4-17 Conceptual model showing effects of perceived coastal waterway condition 
and visitation rates on physical and mental health.  
Dotted lines represent relationship significant only in one study area. Short 
dashes indicate paths significant in Pumicestone; long dashes represent  paths 
significant in Douglas.  
Results 
The coefficient, p value and r2 value for the associations described in the conceptual model 
are given in Table 4-15. The effect of perceived condition on the number of recreational 
coastal visits was discussed in detail in Chapter Three. Briefly, there was weak support for the 
link, although the type and strength of the relationship varied between sites. In both regions, 
respondents with a lower degree of physical ability were less likely to visit waterways. 
Several aspects of waterway condition were covered in the survey; respondents were asked to 
rate waterway condition overall, and in terms of water quality, vegetation, biodiversity and 
(for Pumicestone region only), effect on human health. In the Pumicestone region, the length 
of time spent at the waterway on the last visit was significantly related to perceived water 
quality and effect on health (p<0.05; raw data). In the Douglas region, it was related to 
perceived water quality and vegetation. In both cases the effect of perceived water quality was 
higher, and it is the value for the relationship with perceived water quality that is reported. 
The effect of length of last visit, frequency of visits and physical health ability on the average 
amount of weekly exercise were assessed in a single analysis. In the Pumicestone region, 
average amount of exercise was significantly affected by all three variables; in the Douglas 
region, only the frequency of waterway visits was significant. In the Pumicestone region, 
mental health was significantly related only to the frequency of waterway visits and the 
average amount of weekly exercise undertaken; physical health was only related to physical 
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ability. In the Douglas region, physical health was significantly related to amount of weekly 
exercise, but not to the frequency of waterway visits (mental health questions were not 
included in the Douglas survey). This suggests that any effect of waterway recreation on 
physical health is mediated through exercise.  
In both regions, the benefits of coastal recreation to mental relaxation were supported by the 
results of an additional survey question asking respondents to rate a series of benefits 
according to the level to which they experienced these benefits on their last visit. In both 
regions, relaxing had a high rating (average of 4.4 and 4.3 in Pumicestone and Douglas 
respectively on a scale of 1 to 5, where 5 is the highest rating). In the Pumicestone region 
relaxing was the highest ranked benefit gained from coastal recreation; in the Douglas region, 
only being in a natural place and experiencing the beauty of nature were ranked higher.  
 
 
 
Table  4-15 Regression analysis results  
Pumicestone Douglas Independent variable Dependent variable 
Coefficient p value Coefficient  p value 
Physical limitations Number of visits 0.162 0.015 0.168 0.029 
Perceived condition Length of last visit 0.433 0.025 0.48 0.016 
Number of visits Exercise 0.177 0.000 0.113 0.0064 
Length of last visit Exercise 0.216 0.000 0.025 0.63 
Physical limitations Exercise 0.123 0.0015 0.074 0.198 
Number of visits Mental health 0.3 0.003 - - 
Exercise Mental health 0.4 0.018 - - 
Number of visits Physical health 0.012 0.708 0.016 0.619 
Exercise Physical health 0.024 0.659 0.105 0.021 
Physical limitations Physical health 0.64 0.000 0.616 0.000 
 
Current management 
The analysis above suggests that encouraging recreation in coastal areas would improve the 
general health of residents. In particular, encouraging the use of coastal areas for exercise 
could be beneficial in improving the physical health of residents, while the simple act of 
visiting a coastal waterway for recreation may aid in mental relaxation. All three councils in 
the two study areas are continuously undertaking programs that promote recreation and 
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exercise, including construction of boardwalks along the coast and upgrading of recreational 
facilities at public parks adjacent to beaches.  
Discussion 
The preceding sections clearly demonstrate that the condition of coastal waterways can 
significantly impact on the health of the coastal population. This has important implications 
for coastal managers, as it implies that their environmental management actions have impacts 
that they are currently not considering. This represents an opportunity for rather than a threat 
to current management practice; as the human health and environmental condition benefits are 
positively related (i.e. an improvement in environmental condition results in an improvement 
in public health), the public health benefits can be used to provide further justification for 
environmental management actions, beyond the purely environmental objectives. Similarly, 
the human health benefits of some environmental management actions can be enhanced or 
complemented through additional actions aimed at improving public health. For example, the 
health benefits arising from improving the environmental condition of a popular recreational 
waterway could be enhanced by improving access or facilities at the site. 
Although the health impacts discussed above are varied, they do have several causes and 
management options in common. Elevated nutrient loads as a result of human activities in the 
catchment (sewage discharge, agriculture and hardening of surfaces) can result in toxic 
phytoplankton blooms which may threaten shellfish and their consumers, or cause health 
impacts directly through direct contact. Algal blooms in general can make coastal areas less 
attractive for recreation, and nutrients can also provide conditions favourable to mosquito 
breeding (Rejmankova et al. 1991). Bacterial contaminants also have multiple effects, through 
contamination of cultured shellfish and direct ingestion or contact during recreation. 
Management actions to improve waterway condition therefore potentially have multiple 
health benefits. 
It is of interest that all of the health impacts studied here increase during the summer months, 
as the environmental condition is typically worse and the exposure is likely to be higher. Poor 
waterway condition at this time is mostly due to rainfall, as rainfall along the tropical and sub-
tropical Queensland coast is always greater during the summer months. Higher rainfall results 
in increased nutrients, bacteria and other contaminants in coastal waterways during this time. 
Summer is also the time when people are most likely to visit the coast and to engage in water-
based recreation, thus compounding the health risk. In the case of north Queensland, the 
Chapter 4 Health Impacts 
 140
health risk due to the presence of stingers in the summer months is so great that recreation 
involving contact with the water is usually curtailed completely; many people swim only in 
freshwater streams during stinger season.  
The two case study areas experience quite different health risks. People in Pumicestone, in 
south-east Queensland, experience a greater number of risks, due mainly to the extensive 
development and higher population and pollution levels in the region. In contrast, although 
the Douglas region in north Queensland is relatively undeveloped and faces fewer risks, the 
risk from stingers (and saltwater crocodiles, not detailed here) is so extreme (life-threatening), 
that activities in the coastal zone are restricted during periods of highest risk. In terms of 
environmental management, there is little that can be done to reduce the risk of stingers; 
health risk management depends purely on education and treatment, until the life-cycle of 
stingers is better understood. In the context of continued population growth in the region, 
however, it is important to ensure that waterway condition does not decrease, as this could 
lead to increased health risks. In the Pumicestone region, however, although education is 
important, there is more scope for a wide range of improvements in waterway condition to 
reduce health risks. Although management activities are already underway to improve 
waterway condition, the consequent health benefits have not been fully understood.  
In most cases, the negative health impacts described above can be largely avoided if the 
public is made aware in advance of the situation. However, negative publicity arising from 
pollution events may alter locals’ perceptions of environmental condition. This can result in 
their avoiding the area; given that the results in Chapter Three showed that most people 
visited waterways close to them, they may not substitute by visiting an alternative waterway, 
but may simply stop going altogether. This can have negative health impacts in terms of loss 
of opportunity to exercise and relax. In this case, the management activity designed to lower 
the health risks arising from undertaking recreation in coastal areas may in itself have 
negative health implications (or at least result in a loss of opportunity to improve health). In 
terms of the duration of this impact, it is likely (although untested), that it would take longer 
to revise a negative perception of waterway condition upward than it would to lower a 
perception of condition. For example, a person may perceive a waterway to be in above 
average condition, but following media publicity of a negative event (for example, an algal 
bloom or beach closure), their perception may shift rapidly down. It is likely that this negative 
perception would continue for a longer time than the event itself. If the event was regularly 
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occurring (for example, yearly outbreaks of Lyngbya), a permanent perception of poor 
waterway condition could be formed that would affect recreational use of the area.   
Councils and state government are currently undertaking management actions to reduce the 
health impacts identified. In most cases, the focus of management activities is on risk 
avoidance; that is, providing people with information about likely health risks and warning 
that swimming is not recommended. The information usually takes the form of permanent 
signs mounted at the site. While this is probably the best location for the information, it is not 
possible to provide details of the risk in this way. For example, the Lyngbya sign shown 
previously is only relevant for a few months of the year. The fact that the signs are mounted 
permanently may also reduce their effectiveness; locals in particular may get used to the 
warnings, and become complacent about risks. Other methods of providing additional 
information could also be used; for example, distribution of brochures such as the wild oyster 
brochure, or providing information on the website (currently there is little or no information 
provided on councils’ websites about health risks from coastal recreation). There is also a risk 
that the health risk could be overestimated. Negative publicity may deter tourists from 
visiting; this is particularly problematic if the risk is confined to a particular time of year or 
place, or is otherwise manageable, and tourists stay away unnecessarily. For example, a 
Taiwanese mussel watch project calculated that the maximum lifetime cancer risk (based on 
maximum concentrations and maximum seafood consumption) to Taiwanese seafood 
consumers based on arsenic concentrations in oysters was 500 times higher than the US 
standard (Han et al. 1998). A Taiwanese newspaper published these results without stating the 
assumptions used; the headline ran “British Scientific Journals Revealed Taiwanese Oyster is 
Associated with a Cancer Risk 500 times than that of the US Standard” (Guo 2002). As a 
result, oyster sales plummeted and the industry and individual livelihoods were affected. This 
is not an extreme example, and highlights the potential for unnecessary adverse effects from 
misreporting of health risks.  
In the longer term, management actions need to focus on reducing the source of the health 
risk. For most of the risks described, this means reducing the inputs of nutrients and bacteria 
into waterways. There are two major initiatives underway to meet this need. State and local 
governments throughout south-east Queensland are currently participating in the Moreton Bay 
and catchments partnership (www.healthywaterways.org). The aim of the partnership is to 
halt current environmental decline through improved management by 2003, restore waterway 
amenity for safer recreational use by 2007, and restore ecological functions and processes by 
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2020. Key management actions currently underway include setting water quality objectives, 
protecting and rehabilitating riparian vegetation, upgrading stormwater treatment, sewage 
treatment and increasing sewage reuse to halve the nitrogen load to waterways by 2007 
(Moreton Bay Waterways and Catchments Partnership). Douglas Shire Council is also 
involved in a partnership with state government in a Water Quality Improvement Program, 
which aims to obtain commitment from landholders to adopt agricultural best management 
practices, identify and control point sources of nutrients and sediments, remediate priority 
wetland areas, and undertake monitoring and modelling to support management activities 
(www.dsc.qld.gov.au).  
In all cases, further research could help to improve management and reduce health risks. The 
focus of the research and management activities described above is on improving the 
condition of waterways and there is little or no recognition of the potential health benefits that 
would also arise, or any consideration given to additional, complementary actions that could 
provide additional benefits. The benefit of the type of assessment presented here is that it 
incorporates several different types of health risk into one assessment. The health benefits of 
improved waterway condition are frequently forgotten by environmental managers, but the 
case for spending time and money improving environmental condition could be significantly 
strengthened if the consequent health benefits were able to be measured. This type of 
assessment would be relatively simple to conduct; most of the data required is already 
collected by local and state governments, and requires only collating and assessing. There is a 
strong case for public health and environmental researchers and managers working together to 
jointly manage environmental condition and health risks in an integrated manner. It is clear 
that decision making processes that ignore the links between environmental condition and 
human health are inherently flawed and that failing to act to maintain or improve 
environmental condition can have serious implications for the general public. The next stage 
of the assessment is to attempt to quantify the benefits that would arise from a particular 
improvement (or risks arising from a deterioration) in waterway condition.  
Summary 
Coastal waterway condition and public health issues are currently dealt with as separate 
processes; for example, environmental monitoring programs do not typically include 
measures of human health. Environmental and health management plans and actions are 
usually carried out completely independently. However, the above research has demonstrated 
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that there are clear links between the condition of coastal waterways and human health. It is 
therefore possible and useful for environmental and health managers to work together; this 
would reduce the possibility of overlap in monitoring and planning, and offers the possibility 
of synergistic effects from management actions. 
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5. Chapter 5 
Economic impacts 
Introduction 
Chapters Three and Four have described the social and health impacts of changes in waterway 
condition. In addition to these impacts, changes in environmental condition also have the 
potential for regional economic impacts. Industries that are likely to be directly affected by 
changes in waterway condition include fishing, aquaculture and tourism. Indirect and flow-on 
effects on the whole regional economy may also occur as a result of changes in these coastal-
based industries. 
There are several ways to model or estimate economic impacts. Common methods include 
supply and demand analysis, construction of input-output (IO) models and computable 
general equilibrium (CGE) models. A good introduction to these methods in relation to 
employment effects of environmental policy is given by Berck and Hoffman (2002). Briefly, 
supply and demand analysis is suited for the analysis of relatively small impacts within a 
single market or industry. One example is given by Kahn and Kemp (1985), who estimated 
economic losses associated with a decrease in aquatic vegetation using a bioeconomic 
fisheries model. Supply and demand analysis can be extended to secondary industries where 
the impact is large enough to result in flow-on effects.  
Input-output models provide an accounting statement for a regional economy at a particular 
point in time. They consist of the monetary flows within and between regional industries, 
households, government and the rest of the world (in the form of exports and imports). Input-
output models are routinely used to estimate the direct and flow-on effects of a change in one 
or more industry sectors on other sectors and the regional economy as a whole. They are 
relatively simple but offer a great deal of information. IO models suffer from several 
limitations, however, due to a number of simplifying assumptions. The major assumptions 
and simplifications underlying IO models are given below (West 1999; Trewin 2000). 
• IO models represent transactions during a specified period of time. In addition, IO 
tables are often constructed with a delay of several years, so that researchers work with 
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(relatively) dated information. However, the technical coefficients of industries change 
only slowly, so that information within a time frame of about 5 years is considered 
relevant.   
• IO models assume mobility of goods, labour and capital between sectors and between 
regions (i.e. they do not include resource or capacity constraints, or constraints on 
movement of labour (particularly skilled labour) between sectors). 
• The system is assumed to be at equilibrium for given prices, and prices are assumed not 
to change (that is, output is purely a function of production and not of prices).  
• Inputs are linearly related to outputs; that is, there are no economies of scale or 
threshold effects, and inputs are substitutable.  
• Each sector is homogenous in that products are produced by only one sector, and 
multiple products produced within a sector are perfect substitutes or produced in fixed 
proportions. Changes in product output mix is assumed not to affect input requirements.  
• Impact analysis using IO models also assumes that the structure of the industries and the 
technical coefficients do not change as a result of the event of interest. 
These limitations stem in part from assumptions common to all economic analyses, and in 
part from the relative simplicity of the IO framework. It is this simplicity which makes IO 
analysis attractive and a commonly used tool. The results from an IO analysis should be 
treated as indicating the direction and intensity of impacts.  
Computable general equilibrium (CGE) models address some of the shortcomings of IO 
models. They include IO models as their database, but differentiate the output into volume of 
product and price. This enables the effects of changes in prices to be explicitly modelled. 
CGE models can also include some feedbacks between price and demand. Recursive CGE 
models, which extend over several years, can also be developed to examine impacts over 
longer time scales. CGE models incorporating environmental impacts have also been 
developed; for example, Conrad (1994) used applied general equilibrium modelling to 
examine the economic impacts (in terms of GDP, unemployment and per capita income) of 
reducing carbon dioxide emissions under two scenarios. Although they are potentially more 
realistic and useful than simple IO models, CGE models are also more data intensive, and are 
therefore not routinely constructed at spatial scales smaller than a nation or state.  
Given the objectives of this study and the relative complexity of CGE models, it was 
determined based on the data availability and output information produced that an IO model 
was the most practical for this study (Dwyer et al. 2004). A CGE model would more easily fit 
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with the dynamic nature of the integrated model to be developed based on the conceptual 
model presented in Chapter Two, as CGE models are not static, but contain feedback loops 
(for example, between demand and price). However, in this case it is the interactions and 
feedbacks between the economic system and the social and natural systems that is of primary 
interest, rather than the feedbacks within the economic system itself. Therefore, the much 
simpler IO modelling technique was deemed to be more suitable for the integrated modelling 
at a regional scale to be undertaken here. The lack of availability of data for the construction 
of a CGE model was also an important factor in the decision. Australian transaction IO tables 
are constructed regularly at a national and state level, and occasionally at a sub-state level. 
The construction of IO tables using survey data requires the collation of large amounts of 
data, sourced through surveys of businesses and published sources such as AusStats 
(Australian Bureau of Statistics). In the late 1970s, a method (GRIT) was developed which 
allowed regional (state) tables to be produced from a national table (West 1992). This 
significantly improved the usability of the IO method of analysis to the point where IO tables 
are now a standard method of economic assessment at sub-national levels.  
Input-output tables are structured in four sections, or quadrants (Figure  5-1). The first 
quadrant shows all the economic transactions between industries, and is termed the 
intermediate quadrant. It represents the financial transactions or flows between the various 
industry sectors. The final demand (second) quadrant represents the disposal of output from 
each sector to their final uses. It is usually divided into several categories, including at least 
household and government consumption, capital formation and exports from the region. The 
primary input (third) quadrant records the inputs to production, and consists of salaries and 
wages, payments to governments, profit and imports. The fourth quadrant (payments to final 
demand) shows transactions that directly link primary inputs to final demand. Although not 
strictly part of the IO table, employment for each industry is traditionally shown in the last 
row of the table. Usually in an IO framework, the final demand sector is treated as exogenous 
and the driver of the intermediate and input sectors. A comprehensive description of the 
structure of IO models is given by Jensen and West (Jensen and West 1986).  
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 Industry 
1 
Industry 
2 
Household 
consumption
Capital 
formation
Change in 
stocks 
Total 
output 
Industry 1 
Industry2 
Quadrant I 
Intermediate. 
Flows from 
industry (row) to 
industry (column). 
Quadrant II Final Demand.  
Flows from industries to final 
consumers. 
Total 
outputs 
from 
industries 
Wages etc. 
Taxes 
Surplus 
Imports 
Quadrant III 
Primary inputs. 
Inputs to industries.
Quadrant IV Direct flows between 
primary inputs and final demand. 
 
Total Inputs Total inputs to 
industries 
  
Employment    
Figure  5-1  Basic structure of an IO table showing four quadrants 
The IO transaction table provides detailed information on the current structure of the 
economy. More importantly, IO analysis is concerned with the estimation of impacts of a 
change in one or more sectors on the rest of the regional economy, in terms of output, 
employment, and income, or other specified economic variables. These impacts arise as a 
change in the output of any one sector is dependent on inputs from other sectors. Therefore, a 
change in one sector will necessitate a change in the production of other sectors (a flow-on 
effect). It can be seen from Figure  5-1 that the total output of any one sector is the sum of the 
intermediate transactions and final demand for that sector. The total output can therefore be 
represented as a series of equations: 
f11 + f12 + … + f1n + y1 = x1 
f21 + f22 + … + f2n + y2 = x2 
. 
.. 
fn1 + fn2 + … + fnn + yn = xn 
where fij represents the flow from sector i to sector j, yi is the final demand for output from 
sector i, xi is the total output from sector i and n is the number of intermediate sectors. If each 
element in the table is divided by the total output for that sector, these equations can be 
rewritten using direct coefficients: 
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a11x1 + a12x2 + … a1nxn + y1 = x1 
a21x1 + a22x2 + … a2nxn + y2 = x2 
. 
.. 
an1x1 + an2x2 + … annxn + yn = xn 
where a is the coefficient. These equations can also be expressed in matrix form: 
AX + Y = X   
(X – AX) = Y 
(I-A)X = Y 
X = (I – A)-1Y 
where X is a vector of total production for each sector, I is the n x n identity matrix, A is the n 
x n matrix of direct coefficients, and Y is the vector of final demand for each sector. Flow-on 
impacts resulting from a change in one or more sectors to other sectors and the total 
production can therefore be calculated using matrix inversion techniques.  
Input-output models have previously been used in environmental-economic impact analysis. 
Typically, a submatrix is constructed alongside the traditional IO model (or a dummy sector 
included) which includes inputs to and outputs from the associated ecosystems. Inputs that 
have been modelled include water and energy requirements (Dabi and Anderson 1999; Duarte 
et al. 2002); outputs have typically included pollutants or waste materials (Leontief 1970; 
Loizou et al. 2000; Li and Ikeda 2001). An IO model integrated with a fish ecosystem model, 
including energy transfers between trophic levels of an ecosystem model, has also been 
developed (Jin et al. 2003). The aim of these models is to examine the impacts of various 
economic sectors on the environment, and in particular, to identify industries indirectly 
responsible for use of environmental resources or discharge of pollutants (for example, 
although sector x may appear to produce a large amount of pollutant, if the majority of the 
output of sector x is used by sector y, sector y could be said to be indirectly responsible). In 
theory, IO modelling is ideal for this type of analysis, as it can represent flows between the 
economy and the ecosystem. In practise, however, this is difficult to model, as the required 
information about these flows has frequently not been measured. Integrated environmental IO 
models are typically highly aggregated due to the amount of data required. The level of 
aggregation limits the information that can be drawn from the model, and also raises problems 
with respect to the assumption of homogeneity within sectors. This type of approach is not 
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taken here, as the aim of this model is actually the reverse; to use a traditional IO modelling 
approach to estimate the regional economic impacts of changes in ecosystem condition, where 
the impacts are estimated as exogenous to the model. Similar analyses have been undertaken  
to estimate the economic impact on income, employment and agricultural production of an 
invasive pest in Queensland (Anaman 1994) and the effect of increasing forestry production 
on the Scottish economy (Thomson and Psaltopoulos 2005).  
The aims of this study are to estimate the extent to which the regional economies of the two 
case study areas are dependent on the fishing, aquaculture and tourism sectors; and to estimate 
the changes in the regional economies that would eventuate as a result of changes in those 
sectors due to a change in environmental condition. The commercial fishing industry could be 
affected by a change in fish stocks (population or size of fish) resulting from a number of 
causes, including a change in water quality or the amount and quality of habitat available 
(Jenkins and Wheatley 1998; Rönnbäck 1999). The aquaculture industry could be affected by 
the quality of the intake water, as good quality water is necessary for the production and 
growth of most species (Australian and New Zealand Environment and Conservation Council 
and Agriculture and Resource Management Council of Australia and New Zealand 2000). The 
tourism industry could potentially be affected by tourists’ perceptions of environmental 
condition in general, and waterway condition in particular. The Douglas region is especially 
susceptible to perceptions of environmental quality, as it is specifically marketed as a place to 
experience near-pristine rainforest and reef environments. Recreational fishing could also 
potentially be affected by waterway condition, specifically by fish population and fish sizes. 
Recreational fishing was not included in this analysis, as the data available on recreational 
fishing expenditure (Henry and Lyle 2003; Productivity Commission 2003) are not available 
at the regional scale appropriate to this analysis.  
Methods 
Construction of the transaction tables 
Regional IO tables for 34 industry sectors were available at the statistical division (SD) level 
for Queensland for 1996-1997 (Office of the Government Statistician 2004). Monetary values 
in these tables were updated to 2001-2002 using information from the Queensland State 
Accounts (Australian Bureau of Statistics 2004b). The State Accounts provide information on 
gross state product, income, expenditure and income components for each financial year from 
1995-1996, and can therefore be used to inflate 1996-1997 values to 2001-2002. The income 
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factor components are recorded by industry, for 17 industries. The percentage increase 
between 1996-1997 and 2001-2002 was calculated for each industry, and used to inflate the 
1996-1997 regional tables to 2001-2002 values. For the intermediate quadrant, the average 
percentage change for the industry row and column was used. For the second (final demand) 
and fourth quadrants, the overall expenditure changes were proportioned based on the 
proportion of each industry of the total. For the third quadrant, change indices for employees 
wages and operating surplus were available separately for each industry; the total percentage 
for the industry was used for imports and taxes. The conversion factors are shown in Table 
 5-1.  
For the sub-regional analysis, the tables at the statistical division level had to be reduced to 
the spatial scale of the study areas. Tables were therefore derived for Caboolture and 
Caloundra local government areas (combined, referred to hereafter as the Pumicestone region) 
and for the Douglas local government area (LGA). The Douglas LGA closely matches the 
catchment boundaries of the Daintree, Mossman and Mowbray Rivers. The combined 
Caboolture and Caloundra LGA is substantially larger than the Pumicestone catchment, but it 
was impractical to reduce the tables any further, as the smallest scale on which data were 
available was local government boundaries. Employment by industry data from the 2001 
Household Census (Australian Bureau of Statistics 2002) are available at both the statistical 
division and local government area levels for 17 industry sectors. The number of employees at 
the local government area level as a proportion of those at the statistical division level was 
used to reduce the tables to the local government area level. Employment data used to 
construct the updated tables are shown in Table  5-2.  
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Table  5-1 Conversion factors to convert tables from 1996-1997 to 2001-2002 
 Intermediate 
taxes and 
imports 
Compensation 
of employees 
Income Household 
expenditure 
Government 
expenditure 
Private 
capital 
Public 
enterprise 
capital 
General 
government 
capital 
Total 
exports 
Agriculture, forestry/fishing 1.87 1.18 2.19 1.75 1.77 1.80 0.98 1.59 1.98 
Mining 1.86 0.95 2.35 1.74 1.75 1.79 0.97 1.58 1.97 
Manufacturing 1.28 1.16 1.48 1.19 1.20 1.23 0.67 1.08 1.35 
Electricity supply, gas, water 1.43 1.11 1.57 1.34 1.35 1.38 0.75 1.21 1.51 
Construction 1.25 1.31 1.21 1.17 1.18 1.20 0.66 1.06 1.32 
Trade 1.37 1.46 1.12 1.28 1.29 1.31 0.72 1.16 1.45 
Accommodation, restaurants 1.40 1.38 1.44 1.31 1.32 1.34 0.73 1.19 1.48 
Transport and storage 1.20 1.15 1.27 1.12 1.13 1.15 0.63 1.02 1.27 
Communication services 1.25 1.33 1.19 1.17 1.18 1.20 0.65 1.06 1.32 
Finance/business services 1.53 1.33 1.79 1.43 1.44 1.47 0.80 1.30 1.62 
Ownership  of dwellings 1.29 - 1.29 1.21 1.22 1.24 0.68 1.10 1.37 
Government administration  1.40 1.40 1.40 1.31 1.32 1.35 0.73 1.19 1.48 
Education 1.33 1.33 1.22 1.24 1.25 1.28 0.70 1.13 1.41 
Health/community services 1.34 1.32 1.45 1.25 1.27 1.29 0.70 1.14 1.42 
Cultural/rec. services 1.23 1.12 1.36 1.15 1.16 1.18 0.64 1.04 1.30 
Personal and other services 1.49 1.55 1.27 1.39 1.41 1.43 0.78 1.27 1.58 
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Table  5-2 Employment at LGA level as a proportion of employment at SD level, and the 
proportion of the output of each industry which can be attributed to the tourism 
industry   
SD to LGA level Tourism  
Pumicestone Douglas Pumicestone Douglas
Agriculture, forestry and fishing 0.186 0.048 0.053 0.021 
Mining 0.063 0.014 0.000 0.000 
Manufacturing 0.068 0.063 0.083 0.075 
Electricity supply, gas and water 0.060 0.043 0.003 0.000 
Construction 0.087 0.065 0.000 0.000 
Trade 0.073 0.049 0.240 0.252 
Accommodation, cafes and restaurants 0.055 0.155 0.575 0.773 
Transport and storage 0.065 0.089 0.166 0.330 
Communication services 0.060 0.041 0.166 0.330 
Finance, property/business services 0.046 0.090 0.012 0.023 
Ownership  of dwellings 0.084 0.056 0.055 0.051 
Government administration/defence 0.054 0.038 0.029 0.049 
Education 0.056 0.044 0.029 0.049 
Health and community services 0.063 0.054 0.029 0.049 
Cultural and recreational services 0.050 0.070 0.228 0.207 
Personal and other services 0.070 0.053 0.228 0.207 
 
Construction of the tourism sector 
The ABS and Queensland government have constructed tourism satellite accounts for 
Australia and Queensland, respectively (Woollett et al.; Dent et al. 2004; Australian Bureau 
of Statistics 2005b). However, no regional tourism accounts have been published. The 
construction of regional tourism accounts would require detailed visitor expenditure data. A 
tourism industry sector was therefore constructed using information from the Queensland 
accounts. Information is available on the contribution of visitor expenditure to Queensland 
regional economies (Office of Economic and Statistical Research 2002), including 
information on the percentage of the production of each sector that is a result of tourism, for 
1998-1999 (most recent information), based on tourism regions. Using this information, the 
percentage of each of the 34 industries in the regional IO tables that could be classified as 
relating to the tourism industry was calculated. Data for the Tropical North tourism region 
were used to calculate the percentages for the Douglas region. The Pumicestone region spans 
the Brisbane and Sunshine Coast tourism regions, with the Caboolture LGA lying in the 
Brisbane region and Caloundra in the Sunshine Coast region. As the contributions of 
industries to tourism were quite different in Brisbane and the Sunshine Coast, tourism 
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accommodation data (Australian Bureau of Statistics 2001) was used to estimate the relative 
contribution of Caboolture and Caloundra to tourism in the Pumicestone region. Final 
percentages are shown in Table 5-3. The tourism sector was then calculated as the sum of the 
contributions from the other original sectors and subtracted from the original sectors.  
Construction of the fishing and aquaculture sectors 
The commercial fishing sector was constructed using catch and production data supplied by 
the Queensland Department of Primary Industries and Fisheries (DPIF) (Department of 
Primary Industries and Fisheries 2005). Data are available at 30 minute and 6 minute grid 
scales. The 6 minute grid scales can be matched more closely to study area boundaries than 
the 30 minute grids (which are larger than the study areas), but do not contain all the relevant 
fishing data. The total value for all relevant 30 minute grids was therefore calculated, and 
multiplied by the percentage of the total 6 minute grid production that was contained within 
the study area. This resulted in a total value of production for Pumicestone of $13 926 669 
and Douglas of $5 093 938; 49.23% and 59.1% respectively of the total forestry and fishing 
production for 2001-2002.   
Detailed information on aquaculture production within the study areas could not be released 
due to privacy restrictions, as there are only a small number of operators within each region. 
Marine aquaculture production was therefore estimated for each region by proportioning the 
total Queensland production for each species by the number of licensees within the region.  
Two pearl oyster, one prawn farm and one rock lobster licence were issued in the Douglas 
region. Pearl oyster production in Queensland in 2001-2002 was limited to only two farms; 
the location of these farms was not disclosed for privacy reasons (Lobegeiger 2003). Pearl 
oyster production in Douglas was therefore assumed to be 0 for the 2001-2002 financial year. 
Tropical rock lobster production is still in development; production from this farm was 
therefore also assumed to be 0. There were 32 producing prawn farms throughout Queensland 
in 2001-2002. Douglas production of prawns was therefore estimated as 1/32 of the total 
Queensland production of $51.5 million ($1.6 million) (Lobegeiger 2003). 
Marine aquaculture in the Pumicestone catchment consists of 7 licensed oyster (Saccostrea 
glomerulata) growers and 3 licensed prawn farms. The 3 prawn farms were all small 
producers (less than 5 hectare farms). The aquaculture report to farmers (Lobegeiger 2003) 
lists only 3 farms of the 32 as being between 0 and 5 hectares, and total production in 
Queensland of 3254.9 tonnes. Using the number of farms listed at each size, the production of 
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the three farms would have averaged at 15.2 tonnes; at an average price of $15.84 per kg, the 
value of the three prawn farms was estimated as $240 923. There were 39 producing southern 
oyster areas in 2001-2002; oyster production was therefore estimated as 7/39ths of the 
southern Queensland rock oyster production of $465 300 ($83 515).  
The fishing and aquaculture sectors were disaggregated from the total forestry and fishing 
sector by calculating the fishing and aquaculture production as a percentage of total forestry 
and fishing production. Forestry was left as the residual. Adjustments were made to the 
intermediate outputs so that all outputs to the food manufacturing sector were attributed to 
fishing and aquaculture, and all outputs to wood and paper manufacturing were attributed to 
forestry. For fishing and aquaculture, 10 % of the original within sector consumption was 
estimated as being used by the other sector (i.e. the original amount of within sector 
consumption for forestry and fishing was distributed between the three disaggregated sectors, 
and then 10 % of the consumption of fishing was attributed to aquaculture, and vice versa).  
Impact analysis 
The impact scenario is represented as a decline in tourism, fishing and aquaculture as a result 
of deteriorating waterway condition. In this scenario, it is assumed that the oyster aquaculture 
industry (present only in the Pumicestone region) ceases to exist as a result of water quality 
declining to the point where it fails guidelines for culturing food for human consumption (due 
to high bacterial concentrations, see Chapter Four). A decline in production of the prawn 
sector of the aquaculture industry of 15 % was modelled to represent declining production as 
a result of a decline in the intake water quality. Aquaculture production is dependent (at least 
in part) on the quality of the intake water. However, the exact relationships between intake 
water quality and prawn production is uncertain, and could be modified by treating the intake 
water before it is used in the ponds. The potential decline in production is therefore uncertain. 
A decline in the production of the commercial fishing sector of 15 % was modelled to 
represent declining catches associated with loss of fish habitat, declining water quality and 
over-fishing. The actual effects of changes in waterway condition on fish populations are 
currently unknown. Although several models exist that assess possible future water quality 
levels (McKergow et al. 2005b; WBM Oceanics Australia 2005), the effects of these changes 
on fish populations has not been assessed. Potential changes in habitat, also an important 
cause of change in fish populations, are also unknown. The effect of a decline in tourism is 
modelled as a decline in tourism final demand, resulting from a decline in tourists as a result 
of declining perceptions of environmental condition. A 10 % decline is modelled in the 
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Pumicestone region, and a 20 % decline in the Douglas region, as it is assumed that perceived 
environmental condition plays a larger role in tourists deciding to visit Douglas than 
Pumicestone. Huybers and Bennett (2003) estimated a decline of 30 % in visitor numbers if 
the environmental quality as a whole of the tropical north Queensland region fell from 
‘unspoilt’ to ‘somewhat spoilt’. As this assessment deals only with waterway condition and 
not with other environmental features such as rainforest which may also attract visitors, a 
lower percentage change in visitor demand was assumed. As reliable information on the likely 
extent of declines in these industries as a result of a deterioration in waterway condition is 
lacking, these changes were chosen to represent significant but not catastrophic declines in 
industry production. A scenario representing an increase in coastal industries due to an 
improvement in waterway condition was not assessed, as it was considered that in the 
Pumicestone region, the tourism industry would only benefit slightly from an increase in 
environmental condition (as environmental condition is only part of the attractiveness of the 
region to tourists). In terms of tourism, the Douglas region is already perceived as being one 
of the most unspoilt places to visit. There is little chance of the fishing industry expanding in 
either area, as most fish stocks are already classified as fully fished and a very large change in 
stocks would therefore be required before fish take could be expanded (O'Neill 2000; 
Department of Primary Industries 2002). Expansion is likely in the aquaculture industry, but 
is dependant on factors other than water quality.  
The IO model was estimated using the software Input-Output Analysis for Practitioners (West 
1992). The program generates gross regional production and multipliers for output, income, 
employment and value-added production. The impacts of changes in the final demand of the 
three industries of interest on value-added production, income and employment were 
estimated using the multipliers following Jensen and West (1986). Multipliers represent the 
change in other industry sectors and the total economy as a result of a change in the sector of 
interest. Increase in sales from one sector of the economy requires additional output from 
several other sectors, which in turn require additional output. The additional production also 
generates additional household consumption, which in turn may lead to a further round of 
increases in production. The size of these impacts relative to the initial change in the sector of 
interest constitutes the multiplier. Output multipliers measure the change in total turnover in 
an economy, and therefore substantially overstate the impact due to double-counting (that is, 
all intermediate production is counted as part of both the production and consumption sector, 
instead of only counting the additional value added in the production sector). Value added 
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multipliers are regarded as being a more appropriate measure of impact, as they count only 
the net or additional activity at each stage (Government Statistician's Office 1995; 
Oosterhaven et al. 2003) (the value added is the value of output less the value of inputs). 
Employment multipliers (relative change in employment levels) may also be calculated, but 
are regarded as being the least reliable form of multiplier as short-term production changes 
may not result in long-term employment changes. For each of these multipliers, Type I and 
Type II impacts can be calculated. Type I multipliers represent the direct and indirect 
production changes resulting from a change in an industry. Type II multipliers also take into 
account the subsequent flow-on effects from the additional household consumption as a result 
of changed wages and profits generated from the initial change; they assume that all extra 
household income generated is spent within the region of interest.  
Results 
Summary statistics from the IO table for each region for the sectors of interest are given in 
Table  5-3. As would be expected, total regional production is much larger in Pumicestone 
than in Douglas. In both the Pumicestone and Douglas regions the fishing and aquaculture 
industries make up less than 1 % of the total value added regional production. Tourism has a 
much larger share, comprising 21 % of value added production in Douglas and 17 % in 
Pumicestone. Tourism also makes up a large share of the total employment in both regions 
(13 % in Pumicestone and 26 % in Douglas), and is the single largest employer in the Douglas 
region, and second largest in the Pumicestone region. Fishing and aquaculture are net 
importers into Pumicestone, while tourism is the primary export industry in both regions. 
Tourism also generates the most household income. The multipliers for tourism, however, are 
relatively small, indicating that tourism is not well connected to industry sectors within the 
region. The flow-on effects from changes in tourism will therefore be relatively smaller than 
those from changes in fishing and aquaculture.  
The results of the impact analysis are shown in Table 5-4. As would be expected from the 
analysis, the majority of the impact in both regions following a reduction in waterway 
condition occurred as a result of the reduction in the tourism industry. The effect on regional 
employment of changes in fishing and aquaculture is very small in both regions (less than 15 
people in Pumicestone and 10 in Douglas), but significant for the tourism sector (1400 in 
Pumicestone and 420 in Douglas). The total value-added impact was 2.43 % of the gross 
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regional product in the Pumicestone region, and 5.34 % of the Douglas regional product, 
which represents a significant change in production.  
The effect of the change in final demand on specific industries can be assessed by examining 
the disaggregated multipliers provided in Appendix D. The largest effects for all three sectors 
in both regions are on the trade and finance sectors, as these are dominant sectors in both 
regional economies. Tourism effects are also seen in communication services, transport and 
accommodation sectors, as would be expected. Fishing and aquaculture impacts are seen in 
various manufacturing sectors, including food manufacturing. 
 
Table  5-3 Summary statistics for each study area for industry sectors of interest 
Parameter Sector Pumicestone 
amount ($000) 
% of total 
Pumicestone 
rank (of 37) 
Douglas amount 
($000) 
% of total 
Douglas 
rank (of 
37) 
GRP ($m) Total  4786.4  474.2  
Fishing  7.02 (0.15%) 30 2.03 (0.45%) 26 
Aquaculture  0.16 (0.003%) 36 0.64 (0.14%) 33 
Value added 
($m) 
Tourism  763.02 (15.94%) 1 91.48 (20.5%) 1 
Fishing  220 (0.07%) 27 19 (0.29%) 26 
Aquaculture  5 (0.002%) 36 6 (0.09%) 32 
Employment 
(FTE) 
Tourism  8899 (13.32%) 2 1734 (26.43%) 1 
Fishing  -0.65 27 2.31 11 
Aquaculture  -0.02 24 0.73 14 
Net trade 
($m) 
Tourism  82.27 1 69.04 1 
Fishing 3.51 (0.15%) 27 0.40 (0.18%) 26 
Aquaculture 0.08 (0.004%) 35 0.13 (0.06%) 33 
Household 
income ($m) 
Tourism  493.78 (21.25%) 1 52.40 (23.28%) 1 
Fishing 1.40 24 1.38 22 
Aquaculture 1.40 24 1.38 22 
Value added 
multiplier 
(Type I) Tourism  1.19 35 1.18 32 
Fishing 1.99 22 1.64 29 
Aquaculture 1.99 22 1.64 29 
Value added 
multiplier 
(Type II) Tourism  1.80 29 1.59 32 
  
  
Chapter 5 Economic Impacts 
 158 
Table  5-4 Changes in output, income, employment and value-added production as a result of decreasing final demand in Pumicestone and 
Douglas regions 
Pumicestone Douglas  
Fishing Aquaculture Tourism Total Fishing Aquaculture Tourism Total 
Impact % decrease 15 100 (oysters) 
15 (prawns) 
10  15 15 20  
Initial multiplier 1.00 1.00 1.00  1.00 1.00 1.00  
Initial impact ($’000) 1670.77 106.87 95082 96859 656 207.56 27100 27964 
Total multiplier 2.10 2.14 2.08  1.59 1.59 1.72  
Total impact ($’000) 3513.12 229.18 197589 201331 1041 330 46607 47977 
Output 
Flow-on impact ($’000) 1842.35 122.31 102507 104472 385 121.84 19507 20014 
Initial multiplier 0.25 0.24 0.43  0.08 0.08 0.33  
Initial impact ($’000) 415.19 25.47 41113 41554 51.29 16.23 8905 8973 
Total multiplier 0.49 0.49 0.68  0.21 0.21 0.49  
Total impact ($’000) 813.50 52.03 64627 65492 135.91 43.01 13241 13420 
Income 
Flow-on impact ($’000) 398.31 26.57 23514 23939 84.61 26.77 4336 4447 
Initial multiplier 0.00 0.00 0.01  0.00 0.00 0.01  
Initial impact (FTE) 0 0 742 742 2 1 295 299 
Total multiplier 0.01 0.01 0.01  0.01 0.01 0.02  
Total impact (FTE) 12 1 1407 1419 5 2 420 426 
Employment 
Flow-on impact (FTE) 12 1 666 678 2 1 125 128 
Initial multiplier 0.50 0.48 0.67  0.39 0.39 0.57  
Initial impact ($’000) 829.54 50.87 63524 64404 258.89 81.90 15548 15888 
Total multiplier 0.99 0.99 1.21  0.65 0.65 0.91  
Total impact ($’000) 1650.88 105.60 114640 116396 424.45 134.31 24770 25329 
Value added 
Flow-on impact ($’000) 821.35 54.73 51116 51992 165.56 52.41 9222 9440 
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Discussion 
Comparison with other impact studies 
Previous assessments of the economic impact of industries associated with the Great Barrier 
Reef (GBR) have been made. The Productivity Commission (2003) estimated the gross value 
of production of industries in the entire GBR area, and found the expenditure of tourists in 
1999-2000 to be $4.3 billion, commercial fishing production to be $119 million, and 
aquaculture production to be $38 million. In Far North Queensland, tourism was the 
predominant industry in terms of employment and output.  
One of the earliest assessments of GBR economic importance using IO models was by Driml 
(1987), who used IO analysis to estimate multipliers for several reef-related sectors, including 
resorts, charter boats, recreational fishing, commercial fishing and research (for 1981-1982). 
The multipliers reported in the earlier report for the Far Northern Statistical Division level 
were higher than those found here (for example, Type II output multipliers of 1.77 and 1.85 
for commercial fishing and island resorts, respectively, compared with 1.59 and 1.72 for 
fishing and tourism, respectively). The higher multipliers are probably due to the larger region 
under study; between-industry linkages are typically greater in larger regions than smaller 
ones.  
A more recent analysis of the economic impact of reef-related activities based on 1994-1995 
data has also been conducted (KPMG Consulting 2000). The total output multiplier for 
commercial fishing was very close to that found here (1.61, 1.59); however, the multiplier for 
the tourism sector was higher (1.9 compared with 1.72). Employment multipliers were 1.7 for 
both commercial fishing and tourism, compared with 1.66 and 1.14 in this study. These 
multipliers were based on a Queensland IO table, however, no information is provided on the 
methods used to disaggregate the reef-related sectors.  
Limitations of the study 
This study is necessarily limited by the method of analysis. IO models make many 
assumptions, including that of perfect mobility of capital and labour, both between sectors 
within the region and between regions. This particular assumption is probably less restrictive 
for smaller regions such as local government areas, where there is greater possibility for 
labour exchange with other regions (Dwyer et al. 2004). An alternative method would have 
been to use the existing larger scale IO model, calculate the percentage of each sector of 
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interest that was present in the smaller area of impact, and model the impact on the larger 
economy. However, this would have presented other difficulties, in that the structure of the 
larger region could be substantially different to that of the smaller region. For example, 
tourism is a dominant industry in the Caboolture-Caloundra LGA, but is much less important 
in the larger Brisbane-Moreton SD, which has a more diverse economic base. In addition, 
local coastal managers (usually at the local government level) are likely to be more interested 
in impacts at the local level.  
Other assumptions, such as linearity and constancy of multipliers between the larger statistical 
division and smaller local government regions, may also have affected the estimates. This 
limitation could have been overcome with the collection of primary data. However, collection 
of new data for IO analysis is costly and time consuming, and was beyond the scope of this 
study. Data collection for small regions can also be problematic due to privacy and 
commercial-in-confidence considerations. For example, although good quality data had been 
collected by the state government, the aquaculture industry in both regions could not be 
estimated accurately, as publishing data from such a small number of firms would violate 
privacy agreements. IO models are also static models and can only be used to make long term 
predictions if it is assumed that the structure of the economy does not change over the 
prediction period. For example, in both study areas, there is little opportunity for further 
expansion of the commercial fishing sector, as many species are classified as fully fished, or 
even over fished (O'Neill 2000; Department of Primary Industries 2002). However, most 
analysts expect the aquaculture industry to continue to grow. The relative importance of these 
two industries is therefore likely to change over time; however, this cannot be captured in a 
static analysis.  
One issue with the use of IO models is that IO models assume a demand driven economy, 
where demand drives production, which in turn drives income, and flow-on effects. In this 
example, the tourism impact is clearly a demand impact, driven by tourist visitor numbers. 
However, the fishing and aquaculture impacts are actually supply impacts, driven by a 
decrease in production as a result of environmental factors. This type of impact could be 
assessed using a supply and demand analysis; however, information on consumer demand and 
supply elasticity is not available, and such an analysis would not incorporate indirect effects 
on other industry sectors, which was one of the main aims of this analysis.  
This study does not capture all effects that would be related to a change in these industries. 
For example, although a decrease in the fishing industry was estimated to have a small impact 
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relative to the size of the regional economy, it would have a large impact on the availability of 
locally caught fresh seafood.  
Probably the most significant limitation of this study is the lack of information available on 
the relationships between waterway condition and industry production, which made it difficult 
to reliably estimate the likely change in economic production. Although several models have 
been developed that relate human activities to specific aspects of water quality (McKergow et 
al. 2005b; WBM Oceanics Australia 2005), these models have not been extended to predict 
the impact of water quality change on fish stocks or production. Similarly, although Huybers 
and Bennett (2003) estimated the change in visitor numbers as a result of a decrease from 
‘unspoilt to ‘somewhat spoilt’ environmental condition, there is little information available on 
the relative importance of different aspects of environmental condition to tourists, or on the 
factors that influence tourists’ perceptions of environmental quality before they decide to 
travel. This information is vital in forming reliable estimates of the potential changes in 
industry production on which this impact analysis is based. One way to get around this lack of 
knowledge is to estimate the effects of a range of changes in the industries of interest, and 
present the impacts as a range. This is similar to the sensitivity testing undertaken for dynamic 
models (see Chapter Six). In any case, this research has demonstrated that the IO method 
itself is potentially useful and relatively simple to apply and has relevance to the management 
of environmental condition.  
Implications for coastal management 
Despite the (unavoidable) limitations listed above, this study presents useful information for 
coastal managers. A relatively simple and inexpensive economic analysis, using existing data, 
can provide information on the importance of coastal industries to the region as a whole. This 
type of impact analysis can be undertaken to demonstrate the importance of the coast to the 
economy, or to assess the potential impacts of a change in coastal condition. This would be 
particularly useful where a management action or development was proposed, for which 
detailed analysis of expected environmental change was conducted. For example, this type of 
analysis could easily be extended to estimate impacts from changes in stocks of specific fish 
species, the closure of an area to tourism (for example, a beach closure due to pollution), or an 
increase in tourist demand. IO impact analysis could then be used to assess the economic 
effects of the estimated environmental change. This type of analysis is important in 
environmental decision making, particularly when arguing the benefits of environmental 
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management activities which could incur actual and/or opportunity costs, as it can show the 
benefits of the proposed actions.  
Summary 
This study has estimated the economic impact of a decrease in waterway condition on a 
regional economy. The magnitude of the impact was related to the size and relative 
importance of the industry sectors affected. In both Pumicestone and Douglas regions, 
impacts due to changes in the fishing and aquaculture sectors were relatively small. However, 
impacts from a reduction in tourism demand were substantial, and the total impact was more 
than 2 % of gross regional production in Pumicestone and more than 5 % of production in the 
Douglas region. This analysis does not consider other impacts such as loss of local fresh 
seafood, changes in prices or changes in imports. The major limitation to this study is the lack 
of information on effects of changes in waterway condition on fishery and aquaculture 
production and tourism demand. However, this study still provides important information to 
coastal managers, and provides additional evidence that protection or improvement of natural 
coastal systems can have economic, as well as social and health, benefits to the local 
population and therefore contributes to improving overall well-being.  
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6. Chapter 6 
Dynamic model 
Introduction 
Chapters Three to Five presented statistical analyses of the links between waterway condition 
and social, health and economic aspects of human well-being. It was necessary to undertake 
these analyses to provide evidence and to quantify the links between waterway condition and 
well-being. However, these analyses cannot in themselves provide an analysis of integrated or 
cumulative impacts. An integrated method that can be used to assess impacts over time 
(including delays), incorporate linkages and feedbacks between the different components of 
well-being and be used to examine the effects of different scenarios on multiple aspects of 
well-being simultaneously is required to provide a holistic assessment of the effects of 
environmental management on various aspects of well-being.  
The analyses presented in the previous chapters dealt only with effects of environmental 
condition at a single point in time. As changes in waterway condition usually occur relatively 
slowly over periods of years (with some exceptions, e.g. disaster events or upgrading of point 
source discharges), the impacts of these changes on well-being will also occur over time, and 
probably with some delays. For example, a slow deterioration in waterway condition will not 
be perceived by local residents immediately; their perceptions of environmental condition will 
take time to adjust. Similarly, their level of place attachment will also not change immediately 
with a change in perceived environmental quality. Although there is little information 
available on the rates of response of well-being variables to environmental condition, it is 
important to include these types of delays as they can have significant implications for system 
responses (Sterman 1991).  
The previous analyses were also firmly grounded in disciplinary methodologies. These 
methods have many advantages, provide much useful information, and are eminently suitable 
for single-topic analyses. However, to best capture the interactions between the various 
aspects of well-being, a more dynamic approach is needed. Such an approach would not only 
incorporate links and feedbacks between the sections already described, but would also allow 
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for investigation of impacts over time and allow the effects of different scenarios to be tested. 
The quantification and conceptual models presented in the preceding sections form the basis 
for the development of a more integrated dynamic model.  
One approach to integrating environmental and social or economic models is to construct 
multiple single-discipline models and then link them together. This type of approach has been 
taken by Jin et al. (2003), who linked a marine food-web model with an economic input-
output model, and Bockstael et al. (1995), who integrated an agricultural ecosystem model 
with an economic model of decision making. The advantage of this type of modelling is that it 
allows each sub-model to be developed in detail at an appropriate temporal and spatial scale. 
However, the extent to which information and material can move between the sub-models 
may be limited.  
The other option for integrating multiple-discipline models is to construct a single model that 
incorporates all the different types of information. System dynamics modelling is one method 
that is suitable for undertaking this type of integrated analysis. Dynamic modelling is 
designed to be able to analyse the effects of feedback loops over time, and is therefore an 
ideal tool for estimating the effects of different management scenarios. It is also designed to 
be able to incorporate qualitative and semi-quantitative variables such as the ordinal scales 
used in the survey. Dynamic models are simulation models; their purpose is to investigate the 
likely behaviour of a system under a given set of conditions. This does not necessarily imply 
that these models are predictive; many simulation models are used in scenario analysis to 
investigate possible behaviours under a variety of scenarios, none of which may ever 
eventuate. The goal of running the models is to better understand the behaviour of the system 
so that potential negative consequences may be avoided, or that a variety of potential futures 
may be prepared for. Good descriptions and introductions to dynamic models are given by 
Sterman (2000) and Ford (1999). 
Dynamic models have been used for several different types of single-system and integrated 
assessments. These include ecological-economic models looking at trade-offs between 
mangrove forestry use and fishery production (Grasso 1998); links between agricultural 
production and wetland function (Boumans et al. 2001); coral reef quality and the regional 
economy (Ruitenbeek et al. 1999); and interactions between resource use rates, natural 
resource mobility and human carrying-capacity (Low et al. 1999). A good example of an 
integrated environmental and social dynamic model is given by Patterson et al. (2004). Their 
model describes the links between the ecology, economy and society of Dominica, a 
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Caribbean island state. Briefly, the model includes social networks and social norms as 
indicators of social capital; tourism and agriculture as the main sectors of the local economy; 
and coral cover, fish stocks and forest quality as environmental indicators. In terms of links 
between sectors, the number of tourists affects coral cover; urbanisation as a result of urban 
population growth leads to reduced forest quality. Forest quality and coral cover attract 
tourists to the island. Habitat quality is linked to social norms (representing ‘pride of place’) 
and social networks (through communal hunting and resource use). In turn, social networks 
affect ecological quality as wage earners share income, reducing the number of people 
subsisting from the local habitats. Social networks and norms are also modelled as tourist 
attractors, as national identity is seen to be a tourist drawcard. The level of employment also 
drives cultural stress and emigration, both of which weaken social ties. This represents a good 
example of the type of integrated model that will be developed here.  
The aim of this chapter is to construct, describe and demonstrate a system dynamics model 
that estimates the effects of changes in waterway condition on social, health and economic 
aspects of human well-being. The aims of the modelling are to  describe the linked 
environmental and human systems in a way that captures the feedback and interactions 
between the different components of the system over time, and to enable some initial 
predictions of scenarios of differing environmental condition on well-being. Sensitivity 
analysis will be used to identify model parameters to which model outputs are most sensitive 
and the impacts of different management options on domains of well-being will be examined 
under three scenarios.  
Model definition and description 
The model comprises four main components; waterway condition, social well-being, human 
health, and the regional economy. As one of the aims of the model is to show the linkages and 
interactions between these different aspects of well-being, it was considered necessary to 
incorporate all sections into a single model rather than build separate models for each. 
However, this poses problems in terms of the temporal scaling. Factors affecting waterway 
condition (such as rainfall) can change in days, social and health impacts can be seen over 
months or years and economic impacts are usually modelled on yearly time scales. An 
intermediate time step of months was therefore used, and the model was run over 20 years, as 
it was considered that this allowed enough time to observe changes in the system, but that the 
relationships underlying the model would not change significantly in this time. The model as 
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written applies at the spatial scale of the catchment or study area. However, the spatial scale 
can easily be varied; waterway condition can be taken to represent the overall condition of all 
waterways in the region, or the condition of a single waterway. If required, waterway 
condition could be duplicated to represent more than one waterway (although modifications to 
social variables such as waterway visitation rates would also have to be made). The model 
was constructed first for the Pumicestone region, then modified for the Douglas region, as 
some of the health impacts were not relevant in the Douglas region. The model was 
constructed using the software Vensim (Ventana Systems Inc. 1998). Each of the four main 
components of the model and the linkages between the sub-models are described in the 
following sections. A full copy of the model (with reader software) is provided in Appendix E 
on CD. 
Waterway condition and management sub-model 
The aim of the integrated model is to analyse the impacts of changes in waterway condition 
on social, health and economic aspects of well-being. Explicit, detailed modelling of 
ecosystem changes is therefore not a goal of this model. For both study areas, well-developed 
models already exist that can be used to assess the impacts of management scenarios on a 
range of ecosystem condition indicators. The Receiving Water Quality model for Moreton 
Bay predicts nutrient, oxygen and chlorophyll-a concentrations in Moreton Bay and the 
estuaries as a result of point source and diffuse inputs from the catchment (Bell and Amghar 
2001). The SedNet model has been used to predict sediment exports to the coastal waters 
around the Douglas region based on land use, land clearing and rates of hillslope, gully and 
riverbank erosion (McKergow et al. 2005b). Similarly, the ANNEX addition to the SedNet 
model predicts nutrient exports from the catchment based on river material budgets 
(McKergow et al. 2005a). The focus of these models is on predicting (in detail) the effects of 
management on waterway condition, and they are already used for this purpose by coastal 
managers. This model therefore does not seek to reinvent this particular wheel, but instead 
starts where they leave off, by focussing on the impacts of these environmental changes on 
human well-being. The waterway condition and management sub-model is therefore designed 
to simulate only very simple changes in waterway condition; it is envisaged that the outputs of 
the more detailed models (in terms of specific water quality parameters) could be fed into this 
model.  
Waterway condition is driven by two main parameters; population growth (negative impact) 
and waterway management (positive impact). Waterway condition is represented by three 
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aggregate variables; water quality, vegetation extent and quality, and biota. Each of these 
consists of one or more specific indicators which are relevant to health impacts, and a general 
‘other variables’ indicator which represents other indicators that are relevant to that aspect of 
waterway condition, but which are not explicitly modelled here. Overall waterway condition, 
water quality, vegetation and biota are all represented on an ordered scale from 1 to 5, while 
the specific indicators are represented in real units. A 1 to 5 rating scale was chosen for 
waterway condition as several estuarine assessment systems use a 1 to 5 or A to E scale to 
report on overall estuarine condition (Mosisch 2003; Rissik et al. 2005). The specific 
indicator for water quality is enterococci concentrations, for vegetation it is algal bloom 
frequency, and for biota it is arsenic and zinc concentrations in oysters. One limitation which 
this choice of scale imposes is that it becomes difficult to calibrate the model against existing 
historical data on waterway condition (which is collected in real units). However, this was not 
regarded as a major limitation as there are few historical data available in any case; these data 
are limited to a few physico-chemical variables for major rivers over a 5-10 year period. 
Long-term data on other aspects of waterway condition (for example, habitat extent and 
condition, faunal abundance and diversity) do not exist for these study areas.  
Changes in waterway condition are driven by population change and management through 
two mechanisms. Relative changes in population or management drive a change in diffuse 
runoff quality (on an arbitrary scale from 1 to 100). Relative diffuse runoff quality then 
impacts on the specific indicators of waterway condition, where the coefficients of impact 
relate to the percentage change in the response variable that is expected as a result of a change 
in diffuse runoff quality (relative to base levels). Population and management also directly 
drive changes in the general variables for water quality, vegetation and biota, using a similar 
system of coefficients. All model coefficients for the base run are given in Appendix F. The 
environmental sub-model is shown in Figure  6-1. A definition of the symbols used in the 
model is given in Appendix C. 
This structure was modified slightly for the Douglas model, which does not have a health sub-
model. Diffuse runoff quality was therefore not included, and there were no specific 
indicators of vegetation, biota or water quality included. Management actions drive these 
general variables the same way as in the Pumicestone model.  
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Figure  6-1. Environmental sub-model structure  
 
Social sub-model 
The social sub-model was derived from the analysis of survey data presented in Chapter 
Three. As described therein, the links between coastal quality and well-being that were 
common to both study areas were the impact of recreation on place attachment and belonging 
and then on well-being; and the link between recreation, social interaction, networks and well-
being. These paths are the focus of the dynamic model.  
Perceived waterway condition affects the number of recreational visits made to the waterway. 
The number of recreational visits is limited by the amount of free time available. Recreational 
visits affect social well-being through two main paths. The frequency of casual social 
interaction increases with increasing number of recreational visits, as described in Chapter 
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Three. The interactions modelled refer specifically to interactions that take place during 
coastal recreation. Interactions are limited by the time available during the recreational visit. 
Interactions are directly related to network size; that is, a proportion of casual contact is 
presumed to lead to more regular contacts and the formation of new friends. Wider networks 
also have positive effects on sense of place. The attachment to place variable in the model 
represents the physical aspect of place attachment described in Chapter Three. Networks and 
place attachment both affect place belonging. Place belonging and networks are both 
determinants of overall quality of life. Physical and mental health also contribute to overall 
quality of life. The number of visits also affects attachment to place. Attachment to place is 
linked to the willingness of individuals to contribute to improving the place. This in turn 
affects the rate of volunteerism. Free time is also included in the model; recreational visits, 
social networks, exercise and volunteering all require time. The total amount of time taken for 
all of these activities cannot exceed the total free time available; this has the effect of limiting 
increases in these variables.  
Wherever possible, the variables described above were modelled in real rather than arbitrary 
units. Recreational visits was modelled as the number of visits per month, social interaction as 
the number of people spoken to during one recreational visit, network size as the number of 
close friends or relatives and volunteerism as the number of hours per month of volunteer 
work. Sense of place, health and quality of life variables were modelled on a 1 to 5 or 1 to 6 
scale, as in the survey.  
Additional feedback loops that could not be incorporated in the statistical model are also 
included in the dynamic model. The first is a link from willingness to contribute to local place 
and from rates of volunteering to waterway condition. It is assumed that a percentage of the 
volunteer work is done to improve environmental condition, and that this volunteer work has 
a small but positive effect on waterway condition. In addition, willingness to contribute to 
improving the area also has a positive effect on waterway condition; it is assumed that people 
who are willing to contribute are likely to take some action (other than volunteering), such as 
writing or lobbying their local council or politician or signing petitions. The effect of this type 
of action is likely to be smaller and to take longer to have an effect on waterway condition 
than volunteer action.  
The second feedback link is between frequency of waterway recreation and perceived 
waterway condition. Perceived waterway condition is used to model residents’ opinions of 
coastal condition. Unfortunately, there is little information available on how perceived 
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condition relates to ‘actual’ condition. Individuals’ perceptions of water quality, for example, 
are likely to be strongly influenced by visual and olfactory components of condition (Smith et 
al. 1995a). Individuals’ perceptions may also be related to what they perceive as being 
natural; for example, individuals often rate brown water as being ‘polluted’ or ‘unclean’; 
however, if the cause of the colour is known to be natural (for example, as a result of natural 
humic staining), people may find the water quality to be more acceptable (Smith et al. 1995b). 
Assessment of water quality may also be related to the overall perceptions of the waterway; 
for example, a waterway in a natural setting may be classified as cleaner than one in an urban 
setting, regardless of the actual water quality at the time (Smith et al. 1995b). On the other 
hand, perceptions are likely to be relative, in that residents may judge condition based on what 
they think the condition should be; in this situation, a waterway in a natural setting may 
actually be perceived to be in a poorer condition than one in an urban setting, if it does not 
meet expectations. The survey described in Chapter Three contained a question on the 
importance of different sources of information regarding waterway condition. In both study 
regions, personal observation was the mechanism used by most people to form opinions on 
waterway condition. Information from scientists, environmental groups and friends were rated 
as next in importance, and rated as least important was information from government bodies 
and the media (radio, television and papers). The implications for this in terms of modelling 
perceived waterway condition are that as people depend most strongly on their own 
experience, people who visit a waterway more often are likely to modify their perception of 
waterway condition more quickly. Perceived condition is therefore modelled here as the same 
as actual waterway condition, but with a time lag. The number of visits made to the 
waterways also affects the time lag, in that the time lag is smaller for frequent visitors than 
less frequent visitors. In addition, it takes longer to revise a poor opinion of water quality up 
following an improvement than it does to revise an opinion down following a deterioration in 
waterway condition.  
The starting values for most parameters were derived from linear regression analysis of the 
survey data described in Chapter Three. The coefficients used to describe the relationships 
between variables were not used directly from the path analysis in Chapter Three, as these 
were based on composite summary variables. Instead, linear regression analysis was used to 
estimate the relationships between the individual variables. The results of the regression 
analysis are given in  
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Table  6-1. Variables that could not be expressed in real units were modelled on the arbitrary 
ordered scale of 1 to 5 used in the survey. For these variables, the rate of change decreases 
near the minimum and maximum level, to ensure values stay within bounds. Time lags are 
also included for most of the relationships described above. A diagram of the model is given 
in Figure 6-2. The social sub-model structure is the same for Douglas and Pumicestone, 
although model parameter values differ based on the survey results.  
 
Table  6-1 Results of regression analysis linking social sub-model variables 
PD PP Relationship 
coef t p coef t p 
Visit - Interaction 0.03 5.23 0 0.08 7.97 0 
Interaction - Networks 0.77 6.34 0 0.64 4.8 0 
Networks - Belong 0.02 4.69 0 0.03 5.08 0 
Networks - Attachment 0.03 4.89 0 0.03 4.53 0 
Visits - Attachment 0.007 3.01 0.0028 0.009 2.16 0.03 
Attachment – Contribution 0.34 7.68 0 0.37 11.63 0 
Attachment - Belonging 0.35 7.68 0 0.4 10.67 0 
Contribution - Volunteer 0.3 2.77 0.0058 0.43 2.76 0.0061 
Belong - QoL 0.31 5.7 0 0.2 4.4 0.0001 
Condition – QoL 0.18 3.78 0.0002 0.15 3.02 0.003 
Physical health – QoL 0.50 13.23 0 0.42 10.34 0 
Mental health - QoL    0.12 7.09 0 
Networks - QoL 0.013 2.51 0.01 0.017 2.7 0.008 
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Figure  6-2 Social sub-model 
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Health sub-model 
The health sub-model (based on data presented in Chapter Four) deals with four different 
health impacts; risks of contracting gastroenteritis (related to enterococci concentrations), 
excess lifetime cancer risk as a result of consumption of contaminated oysters, number of 
people likely to experience skin irritation as a result of Lyngbya blooms, and the positive 
benefits to overall physical and mental health gained from recreation at coastal waterways. 
Three of the health impacts are driven by changes in diffuse water quality runoff (enterococci, 
faecal coliform, arsenic, zinc and iron concentrations), while the recreational frequency is 
driven by the overall perception of waterway condition described for the social sub-model.  
The gastroenteritis section of the health sub-model implements risk ratios from Kay et al. 
(1994) to estimate the number of people experiencing gastroenteritis as a result of swimming 
in waters contaminated with faecal material (Eq. 1). The base enterococci value used was the 
95th percentile value from the Banksia Beach site (swim zone), as this was classified as a high 
risk site. The cost of medical treatment and lost time are also estimated based on data in 
Fleisher et al. (1998) and the average cost of a visit to the doctor. The number of people 
contracting gastroenteritis is also a function of the number of people visiting the waterway, 
and the number of people swimming; these proportions were derived from the survey data in 
Chapter Three. An additional link is included whereby if enterococci concentrations exceed 
the bathing water quality guidelines more than a certain number of times, signs are erected at 
the beach to warn of the potential health dangers associated with swimming. A proportion of 
the original number of bathers will not swim following the erection of the signs.  
 
Log odds of gastroenteritis = 0.20102*sqrt(enterococci-32)-2.3561  Eq. 1 
 
The shellfish consumption section deals with the two metals that were found to present the 
highest risks to human health in Chapter Four; arsenic (inorganic form) and zinc. Faecal 
coliform concentrations in oyster-growing waters and concentrations of both metals in oysters 
are compared with guidelines; when any guideline is exceeded, the oyster fishery is closed. 
The excess lifetime cancer risk resulting from arsenic contamination of oysters is also 
calculated using the seafood consumption rates described in Chapter Four and the oral slope 
factor (expressing the slope of the dose-response relationship for arsenic consumption and 
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excess cancer risk) from the US EPA IRIS database (US Environmental Protection Agency 
2005).  
The Lyngbya health section was modelled based on information from two sources; the 
detailed dynamic model of Lyngbya blooms in Arquitt and Johnstone (2004) and the health 
risk information in Osborne (2004) as described in Chapter Four. Lyngbya blooms are driven 
by a combination of factors including organic carbon, phosphorus and iron concentrations in 
the water column as well as temperature and hydrodynamics (Arquitt and Johnstone 2004). 
Iron concentrations increase following rainfall events. Rainfall data used were the total 
monthly rainfall for Beerburrum, sourced from the Bureau of Meteorology, from January 
1990 to December 2004, with the first five years repeated to make a total of 20 years. 
Lyngbya blooms are also controlled by water temperature, using an optimal growth curve 
around the estimated optimum temperature of 26°C (Albert et al. 2005). The actual response 
of Lyngbya growth to temperature is not known; the growth curve was estimated here around 
the optimum temperature and subject to sensitivity analysis. Monthly water temperature data 
for the southern end of Pumicestone Passage (near the site of the Lyngbya blooms) was 
obtained from the Queensland EPA for the years 1992-2002. Data for nine years were 
repeated to make a total of 20 years of data. The number of people experiencing skin irritation 
as a result of contact with Lyngbya during the blooms is modelled as a factor of the number of 
people visiting the waterway (derived from survey results of the frequency of visitation to 
Bribie Island or Deception Bay), the proportion of people swimming and the likelihood of 
experiencing dermatitis (from Osborne (2004)). It is assumed that only swimmers will have 
contact with Lyngbya, as Lyngbya present on the foreshore would be easily seen and avoided. 
Once a certain number of Lyngbya blooms have occurred, signs are erected at the beaches 
warning of the potential health implications; as with the enterococci section, the erection of 
the signs discourages a proportion of people from swimming. A diagram of the health sub-
model is given in Figure  6-3. 
The effects of overall perceived waterway condition on general self-assessed physical and 
mental health were modelled based on the survey results described in Chapter Four. 
Frequency of recreational visits was related to perceived waterway condition as described in 
the social section of the model. The length of the recreational visit (in hours) was also affected 
by perceived waterway condition. The amount of exercise undertaken while at the waterway 
was therefore a function of the number of visits and the length of each visit. Exercise 
contributes to both self-assessed physical and mental health; recreational visits also contribute 
Chapter 6 Dynamic Model 
 175
to mental health. These relationships were described in Chapter Four and are shown as part of 
the social model in Figure 6-2. 
As described in Chapter Four, the enterococci, shellfish consumption and Lyngbya 
components of the health model are not relevant to recreational users of waterways in the 
Douglas region. These components were therefore left out of the Douglas model.  
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Figure  6-3  Health sub-model 
 
Economic sub-model 
The economic sub-model represents a simplified version of the input-output (IO) model 
presented in Chapter Five. The three industry sectors that are dependent on the condition of 
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coastal waters (commercial fishing, aquaculture and tourism) are modelled explicitly, while 
the other economic sectors are aggregated into a single sector (‘other industry’). In addition, 
the household sector, balance of trade and employment are also modelled explicitly.  
All three sectors of interest are driven by changes in waterway condition. Fish catch is driven 
by changes in overall vegetation quality, as habitat loss is generally regarded as the major 
threat to fish populations (Grigg 1994). Fish price was the average price for regional 
production for 2001-2002 (Department of Primary Industries and Fisheries 2005). The impact 
of waterway condition on oyster aquaculture is modelled as a function of whether water 
quality indicators (faecal coliform and metal concentrations) comply with relevant guidelines; 
when concentrations exceed guidelines, the oyster industry is closed down. Oyster production 
is seasonal; in Pumicestone Passage oysters are not in the water from January to April due to 
QX disease (Beattie and Dexter 2002). Production is therefore assumed to occur from May to 
December only. The prawn aquaculture industry is dependent on good quality intake water; it 
is therefore modelled in relation to the general water quality parameter. The prices of oysters 
and prawns used were the average prices in the aquaculture report to farmers (Lobegeiger 
2003).  
Tourism production is driven by numbers of international and domestic tourists, length of stay 
and visitor expenditure. The number of arriving tourists and the length of stay are driven by 
the perceived waterway condition. Perceived condition is modelled in the same way as for 
locals in the social sub-model, but with longer time lags (1-2 years for domestic tourists and 
2-4 years for international tourists). As for local perceived condition, tourists’ perceived 
condition is ‘sticky’ in that it takes longer to perceive an improvement in condition than a 
deterioration. The effect of perceived quality on the number of visitors arriving was derived 
from a study by Huybers and Bennett (2003), which showed that a change in condition of 
tropical north Queensland from ‘unspoilt’ to ‘somewhat spoilt’ would result in an average 
decrease in international visitor numbers of 27 %, and a change from ‘somewhat spoilt’ to 
‘very spoilt’ a change of 58 %. The average change in visitor numbers for a single unit change 
in environmental condition on a five unit scale would therefore be about 17 %. The 
coefficient was set to 0.17 for Douglas, and 0.1 for Pumicestone, as environmental condition 
is not as essential for tourism in Pumicestone as it is in Douglas. The change in duration of 
stay as a result of a one unit change in environmental condition was estimated as one day.  
Other aggregate industries and households were also explicitly modelled. Changes in these 
sectors were primarily driven by changes in population size, using coefficients based on the 
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2001-2002 IO model and 2001 population. Two additional summary variables were included; 
employment per population, derived from the employment per production ratio; and balance 
of trade, which is the sum of the exports for all industries minus the imports.  
For each of the industries modelled, several in and out flows were included based on the IO 
model in Chapter Five. Explicit inflows included were purchases from the other industries, 
exports, household consumption, and other purchases comprising the aggregated flows of 
capital and government expenditure from the IO model. Outflows included were wages, 
imports, payments to other industries and taxes. There are therefore several linkages between 
each industry sector; for example, sales from fishing to other sectors are represented as 
inflows (of money) to the fishing sector and as outflows from the other sectors. Changes in 
these flows are driven by changes in the sectors of interest rather than by changes in the 
aggregate industry sector. For example, household fish purchases are modelled as a fixed 
proportion of fishing production; a decrease in fish production would therefore result in a 
decrease in household fish purchases. In contrast, household purchases from the aggregate 
industry sector are driven by changes in aggregate industry production as a result of 
population changes. A diagram of the economic sub-model is given in Figure 6-4. 
Changes in population have one other effect on the modelled economy; it is assumed that 
demand for seafood per person remains constant over the simulation period. Therefore, as fish 
and aquaculture production decline, seafood is imported to the region. These imports are 
modelled as part of the aggregate industry sector, to be consistent with the IO model which 
has direct allocation of imports. At this stage, changes in prices as a result of changes in 
supply are not modelled, as supply and demand curves have not been estimated for these 
industries. This is probably realistic, as the models are designed to operate over only small 
spatial and economic scales; changes in local supply are therefore not likely to change the 
aggregate price of seafood, but only to change the mix of local and imported seafood.  
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Figure  6-4 Economic sub-model
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Links and feedbacks between sub-models 
A key feature of the dynamic model is the ability to incorporate and investigate the effects of 
links and feedbacks. The main connections between the sub-models are the links between 
environmental condition and social, health and economic impacts. To summarise, social 
impacts are driven by changes in perceived waterway condition (a function of overall 
waterway condition) and health impacts are driven by changes in specific environmental 
indicators, including gastroenteritis by enterococci concentrations, increased cancer risk by 
shellfish toxicant concentrations and dermatitis by the frequency of Lyngbya blooms. General 
physical and mental health are driven by recreational visits and exercise, which are a function 
of perceived waterway condition and economic impacts for fishing and aquaculture are driven 
by changes in vegetation and water quality, and tourism by non-local perceived waterway 
condition. What may be less obvious is that the specific environmental indicators 
(enterococci, shellfish toxins and Lyngbya blooms) also contribute to the overall waterway 
condition and therefore perceived condition. When warning signs are erected as a result of 
continued poor bacteriological water quality or Lyngbya blooms, local perceived waterway 
condition decreases. The frequency of recreational visits also affects health impacts, as the 
risk of contracting gastrointestinal illness or coming into contact with Lyngbya increases with 
increasing visits.  
The social and economic sub-models also feedback to population growth, the main driver of 
environmental degradation. Population is the sum of arrivals, departures, births and deaths. 
Arrivals are affected by the perceived condition of the waterways (domestic perceived 
condition) and the employment rate. Departures are also affected by the employment rate, as 
well as place belonging (i.e. a higher place belonging results in a lower departure rate). These 
relationships reflect the fact that the perceived lifestyle and job opportunities are important 
drivers of population migration (Australian Bureau of Statistics 2004a).  
Sensitivity analysis 
Calibration (comparison of model output with observed data) is exceedingly difficult for this 
type of model. For most of the parameters time series data are simply not available. In 
addition, the aim of this model is not to model the whole human-ecological system, but to 
examine impacts on specific parts of the system as a result of specific changes. For example, 
fish catch is modelled as an aggregate variable, and important factors affecting catch such as 
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fish population size, breeding rates, climatic changes and management catch quotas have not 
been incorporated in this model. It would therefore be difficult to calibrate the aggregate fish 
catch to historical catch with any degree of accuracy. 
For these reasons, calibration against historical data was not undertaken. However, it was 
recognised that many of the parameters in the model are not well understood and are subject 
to potentially high error rates in their estimation. Sensitivity testing was therefore undertaken 
to determine which of the model parameters were most important in terms of effects on end 
variables, and which therefore require further research.  
Sensitivity analysis varying only one parameter at a time is limited as it cannot consider 
potential interactions between two or more variables (Beres and Hawkins 2001). Multiple 
parameter sensitivity analysis is therefore preferred. However, to analyse all possible 
combinations of high and low values of twenty parameters would require 220 or 1048576 
model runs. A Plackett-Burman fractional factorial sampling design was therefore used to 
reduce the number of model runs required while still covering the range of possible responses 
(Beres and Hawkins 2001). The design was generated using the SAS JMP program (SAS 
Institute 1994). Twenty uncertain parameters to which the model was potentially sensitive 
were identified for sensitivity analysis. High and low ranges of these parameters were 
estimated as approximately half and double the initial values for most indicators. Twenty-four 
parameter combinations were required to assess all the main effects (Table  6-2). The 
sensitivity analysis was run only on the Pumicestone model, as the Douglas model has fewer 
variables, but high and low parameter values were selected to encompass the range of values 
in both models. The sensitivity runs were based on the deterioration model; that is, no 
management inputs were included.  
Twenty output parameters were selected for analysis. The main effects of each input 
parameter were first calculated following Beres and Hawkins (2001). Results for each output 
parameter were assigned as – or + according to whether the low or high value for an input 
parameter was used in that scenario run. The sum of the results was then divided by the model 
design (twenty) to give the change in the output parameter resulting from a change in each 
input parameter of the high value minus the low value. For example, the effect of a 0.045 
change in arrival rate resulted in a change in final population of 38636 across all model runs. 
Impacts for each output parameter were then ordered to identify the input parameters that had 
the largest effects. These results are given in Table  6-3. A one-way ANOVA was also 
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conducted using the aov procedure in S-Plus (Insightful 2001) for each of the output 
parameters, examining the main effects of all of the input parameters, to assess model fit. 
Input parameters that were significant at p<0.05 are marked in Table  6-3 with an asterisk. For 
each combination of input and output parameters, the model means and standard errors were 
plotted to identify important effects. These are given in Appendix G.  
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Table  6-2 Parameter values for 24 sensitivity runs 
Run arrival 
rate 
belong 
popn 
condition 
popn coef 
condition 
visit 
departure 
rate 
dermatitis 
likelihood 
runoff on 
enterococci 
employment 
popn coef 
half sat 
const 
Network/ 
belong 
s1 0.06 0.04 0.04 0.2 0.04 0.056 -0.6 2 0.01 0.06
s2 0.015 0.04 0.04 0.2 0.04 0.014 -0.6 0.3 0.01 0.06 
s3 0.015 0.01 0.04 0.2 0.04 0.056 -0.15 2 0.002 0.06 
s4 0.015 0.01 0.01 0.2 0.04 0.056 -0.6 0.3 0.01 0.01 
s5 0.015 0.01 0.01 0.05 0.04 0.056 -0.6 2 0.002 0.06 
s6 0.015 0.01 0.01 0.05 0.01 0.056 -0.6 2 0.01 0.01 
s7 0.06 0.01 0.01 0.05 0.01 0.014 -0.6 2 0.01 0.06 
s8 0.015 0.04 0.01 0.05 0.01 0.014 -0.15 2 0.01 0.06 
s9 0.06 0.01 0.04 0.05 0.01 0.014 -0.15 0.3 0.01 0.06 
s10 0.015 0.04 0.01 0.2 0.01 0.014 -0.15 0.3 0.002 0.06 
s11 0.015 0.01 0.04 0.05 0.04 0.014 -0.15 0.3 0.002 0.01 
s12 0.06 0.01 0.01 0.2 0.01 0.056 -0.15 0.3 0.002 0.01 
s13 0.06 0.04 0.01 0.05 0.04 0.014 -0.6 0.3 0.002 0.01 
s14 0.015 0.04 0.04 0.05 0.01 0.056 -0.15 2 0.002 0.01 
s15 0.015 0.01 0.04 0.2 0.01 0.014 -0.6 0.3 0.01 0.01 
s16 0.06 0.01 0.01 0.2 0.04 0.014 -0.15 2 0.002 0.06 
s17 0.06 0.04 0.01 0.05 0.04 0.056 -0.15 0.3 0.01 0.01 
s18 0.015 0.04 0.04 0.05 0.01 0.056 -0.6 0.3 0.002 0.06 
s19 0.06 0.01 0.04 0.2 0.01 0.014 -0.6 2 0.002 0.01 
s20 0.015 0.04 0.01 0.2 0.04 0.014 -0.15 2 0.01 0.01 
s21 0.06 0.01 0.04 0.05 0.04 0.056 -0.15 0.3 0.01 0.06 
s22 0.06 0.04 0.01 0.2 0.01 0.056 -0.6 0.3 0.002 0.06 
s23 0.06 0.04 0.04 0.05 0.04 0.014 -0.6 2 0.002 0.01 
s24 0.06 0.04 0.04 0.2 0.01 0.056 -0.15 2 0.01 0.01 
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Run optimal 
temp 
quality 
visit 
shellfish 
consumption
change 
belong
change 
QoL
available 
time
vegetation 
fish coef 
visit 
attach 
vol 
condition 
WQ/prawn 
coefficient
s1 32 0.6 0.1 12 12 220 2000 0.018 0.0003 1
s2 20 0.05 0.1 12 0.5 50 2000 0.0035 0.0003 0.2 
s3 32 0.05 0.02 12 12 50 500 0.018 0.00005 1 
s4 32 0.6 0.02 0.5 12 220 500 0.0035 0.0003 0.2 
s5 20 0.6 0.1 0.5 0.5 220 2000 0.0035 0.00005 1 
s6 32 0.05 0.1 12 0.5 50 2000 0.018 0.00005 0.2 
s7 20 0.6 0.02 12 12 50 500 0.018 0.0003 0.2 
s8 32 0.05 0.1 0.5 12 220 500 0.0035 0.0003 1 
s9 32 0.6 0.02 12 0.5 220 2000 0.0035 0.00005 1 
s10 32 0.6 0.1 0.5 12 50 2000 0.018 0.00005 0.2 
s11 32 0.6 0.1 12 0.5 220 500 0.018 0.0003 0.2 
s12 20 0.6 0.1 12 12 50 2000 0.0035 0.0003 1 
s13 20 0.05 0.1 12 12 220 500 0.018 0.00005 1 
s14 20 0.05 0.02 12 12 220 2000 0.0035 0.0003 0.2 
s15 20 0.05 0.02 0.5 12 220 2000 0.018 0.00005 1 
s16 20 0.05 0.02 0.5 0.5 220 2000 0.018 0.0003 0.2 
s17 32 0.05 0.02 0.5 0.5 50 2000 0.018 0.0003 1 
s18 20 0.6 0.02 0.5 0.5 50 500 0.018 0.0003 1 
s19 32 0.05 0.1 0.5 0.5 50 500 0.0035 0.0003 1 
s20 20 0.6 0.02 12 0.5 50 500 0.0035 0.00005 1 
s21 20 0.05 0.1 0.5 12 50 500 0.0035 0.00005 0.2 
s22 32 0.05 0.02 12 0.5 220 500 0.0035 0.00005 0.2 
s23 32 0.6 0.02 0.5 12 50 2000 0.0035 0.00005 0.2 
s24 20 0.6 0.1 0.5 0.5 220 500 0.018 0.00005 0.2 
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Table  6-3 Order of importance of input parameters for each output parameter from sensitivity analysis 
Values marked with * were significant at p<0.05 (1-way ANOVA).  
Output -> 
Input 
Population WW 
condition 
Vol Rec visits Quality 
of Life 
Place 
belong 
Percd 
condn 
Network Mental 
health 
Dermat 
popn 
arrival rate 1* 1* 1* 1* 5 19 1* 5* 1* 13 
belong popn coef 20 10 7 12 17 17 10 6* 20 20 
condition popn coef 4* 4 14 9 15 14 4 13 11 6 
condition visit coef 11 6 2* 5 3 7 6 8* 5 3* 
departure rate 3* 2* 4* 2* 16 8 2* 2* 2* 11 
dermatitis likelihood 8 20 8 18 18 16 20 19 8 2* 
runoff enterococci 12 13 17 19 7 11 13 17 15 10 
employmt popn coef 2* 5 10 15 8 2 5 15 14 16 
half sat const 5 14 20 3 19 10 14 4* 10 4 
network belong coef 14 17 16 10 10 18 17 9* 18 12 
optimal temp 18 18 13 13 6 3 18 18 13 1* 
quality nat visit coef 10 3 18 16 14 12 3 14 16 9 
shellfish consn rate 16 19 15 4 12 6 19 3* 12 8 
time change belong 6 15 12 6 11 13 15 20 4 7 
time change QoL 19 12 6 17 4 5 12 12 17 15 
total available time 13 16 3* 7 1 1 16 1* 3* 17 
vegetation fish coef 17 8 19 8 20 15 8 16 7 14 
visit attach coef 7 7 5 14 9 4 7 10* 6 5 
vol condition coef 15 11 11 11 13 20 11 7* 19 18 
WQ prawns coef 9 9 9 20 2 9 9 11* 9 19 
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Output -> 
Input 
Lyngbya 
benthic 
Gastro 
popn 
Entero cancer risk bathers tourism 
prodn 
industry 
prodn 
Fish catch employ / 
popn 
aqua 
prodn 
arrival rate 10 3* 1* 2* 16 1* 1* 1* 1* 1* 
belong popn coef 13 12 13 16 10 9 20 12 3* 15 
condition popn coef 5 4* 8 14 5* 14 4* 13 15 20 
condition visit coef 3 10 17 5 3* 15 11 19 11 8 
departure rate 12 13 2 3* 14 2* 3* 3 2* 3* 
dermatitis likelihood 4 20 12 8 20 18 8 20 20 12 
runoff enterococci 16 15 7 10 19 10 12 4 12 19 
employmt popn coef 17 5 19 17 4* 20 2* 8 17 4* 
half sat const 2* 18 5 11 11 17 5 18 14 18 
network belong coef 20 7 14 4 7* 7 14 9 5* 7 
optimal temp 1* 16 9 12 18 11 18 7 16 11 
quality nat visit coef 15 8 6 19 8* 3* 10 11 13 9 
shellfish consn rate 18 2* 10 1* 1* 19 16 6 18 10 
time change belong 19 1* 4 18 2* 16 6 15 19 16 
time change QoL 11 14 18 7 13 6 19 10 10 13 
total available time 7 11 15 9 9 5 13 17 6* 17 
vegetation fish coef 9 9 3 13 12 4 17 2* 7* 6 
visit attach coef 14 17 16 15 17 8 7 14 4* 14 
vol condition coef 6 6 11 20 6* 13 15 16 8* 5 
WQ prawns coef 8 19 20 6 15 12 9 5 9* 2* 
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The results of the sensitivity analysis show that population arrival and departure rates are 
significant input parameters for a number of output parameters. This is due to the fact that 
population was used to drive deterioration in environmental condition, and no ameliorating 
management scenarios were included in this model run. As the aim of the model is to examine 
effects of changes in environmental condition on well-being, all of the model output 
parameters are connected to environmental condition (and therefore population) in some way.  
Several other input parameters had significant effects on only one or a few model outputs. For 
example, the optimum temperature for Lyngbya growth is very important in terms of Lyngbya 
growth rates, Lyngbya blooms and the number of people experiencing dermatitis, but not for 
any other output parameters. The amount of free time available (total available time) 
significantly affects network size, volunteering and mental health (as an indirect effect of 
network size). Some input parameters have unexpected indirect effects; for example, the 
condition population coefficient (the change in immigrants resulting from a change in 
perceived waterway condition) has expected significant effects on population, but also 
indirectly (through population) on the number of bathers, number of people contracting 
gastroenteritis, and aggregate industry production.  
The sensitivity analysis presented here could be further refined by selecting a smaller number 
of input parameters and conducting a higher order analysis (i.e. using high, medium and low 
values) to examine interactions between the main effects. Although this analysis only allows 
linear effects to be observed, the results suggest that some of these higher order non-linear 
interactions could be significant. For example, shellfish consumption rate is shown as 
affecting excess lifetime cancer risk (as expected), but also social networks, the number of 
bathers and the number of people experiencing gastroenteritis. Examination of the model 
structure shows that shellfish consumption itself cannot directly affect these variables. It is 
likely that the effect of shellfish consumption has been confounded with an interaction effect 
of two or more other variables. It should also be noted, however, that the range of values 
chosen for this sensitivity analysis is unusually large due to the high uncertainty in many 
parameters; many modellers choose a range of only 10 % greater or less than the model value 
(Beres and Hawkins 2001). The larger range here was chosen due to the highly uncertain 
nature of many of the parameters, but has possibly resulted in more significant direct and 
indirect effects than would otherwise be expected. However, the fact that the model was most 
sensitive to changes in population, the parameter designed to drive major changes in the 
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model, suggests that the model is not overly sensitive in unexpected ways and that the results 
of the model are reliable. 
Scenario description 
One of the main uses of a model is to test the impacts of different management scenarios. 
Three scenarios were modelled here; deterioration, improvement and delayed management. 
These scenarios were designed to represent a range of plausible scenarios for Queensland, 
from worst case (consistent environmental degradation) to best case (consistent 
improvement), incorporating an intermediate scenario of delayed management that is 
probably the most realistic. The deterioration scenario refers to a deterioration in 
environmental condition as a result of population growth. This scenario represents the 
potential situation in the absence of any specific coastal management. Population growth 
places pressure on coastal waterways through loss of habitat for development, increased 
hardening of surfaces leading to increased nutrient and sediment runoff, increased point 
source discharges, litter and fauna disturbances.  
The improvement scenario incorporates population growth, but sets an increased level of 
management action that more than compensates for the growth, resulting in overall 
environmental improvement. This is probably the ideal scenario for which managers aim. 
Waterway management is modelled as a simple dimensionless variable that controls the rate 
of improvement in waterway condition variables and is constant over the simulation period.  
The third scenario, delayed management, incorporates population growth but uses a ramp 
function to delay the onset of management action. In this scenario, no management occurs 
until year 5, when management increases linearly until year 15, then levels off at the same 
level as that in the improvement scenario. This is probably the most realistic of the scenarios 
in terms of recognising and dealing with particular environmental issues, although of course 
managers are constantly implementing actions designed to deal with known issues. Overall 
waterway condition under each of the three scenarios for Pumicestone is shown in Figure 6-5 
and for Douglas in Figure 6-6.  
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Figure  6-5 Waterway condition under the three scenarios in Pumicestone region 
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Figure  6-6 Waterway condition under the three scenarios in Douglas region 
 
Scenario results 
The overall pattern of results for the Pumicestone and Douglas regions was very similar, 
although the exact values were different and the health model was substantially reduced in the 
Douglas model. Results for the three scenarios for all the main variables are given in 
Appendix H. Under the improvement scenario in Pumicestone, condition increases to about 
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4.5 (on a 5 point scale), under the deterioration scenario it falls to about 2.4, and under the 
delayed management scenario it first decreases, then increases to about 4.1 at the end of the 
simulation period. The final rating under the improvement and delayed scenarios would be 
higher except for the continued presence of Lyngbya blooms, which lower the rating for 
vegetation. In the Douglas region, waterway condition starts at 4, increases to 4.9 under the 
improvement scenario, 4.62 under the delayed scenario and decreases to 2.7 under the 
deterioration scenario.  
Values for the main variables at the end of the model run (month=240) are given in Table  6-4 
and Table  6-5 for Pumicestone and Douglas, respectively. Population increases under all three 
scenarios, but in the deterioration scenario it begins to decrease at around 200 months in both 
areas due to a decrease in the number of people arriving and an increase in the number of 
people departing. The decrease in arrivals is due to the effect of changing perceived condition; 
the increase in departures appears to be mainly a result of the changes in employment levels, 
although condition also plays a delayed role in later months.  
Most of the results for the health sub-model (Pumicestone only) are straightforward and as 
expected. Enterococci, faecal coliform, arsenic and zinc concentrations decrease under the 
improvement scenario and increase under the deterioration scenario. Under the deterioration 
scenario, the oyster fishery is closed as a result of repeated guidelines failures at month 221. 
The number of people experiencing gastroenteritis as a result of faecal contamination 
(indicated by enterococci concentrations) increases with increases in population, but decreases 
suddenly as bather numbers drop when warning signs are erected at beaches as a result of 
repeated failure to comply with bathing water quality guidelines. Lyngbya blooms continue 
throughout the simulation period in all three scenarios, and under these model assumptions 
appear to be primarily controlled by temperature. Iron concentrations do not decrease 
sufficiently to limit Lyngbya growth in these scenarios. 
All social variables increased under the improvement scenario and decreased under the 
deterioration scenario as a result of changes in the number and length of recreational visits to 
waterways. For most variables, the changes were relatively small, due to time delays and 
small coefficients. For example, self-rated quality of life increased by 4.6 % in the 
improvement scenario, and was 7.5 % higher at the end of the simulation than under the 
deterioration scenario in the Pumicestone region. In the Douglas region, the change was even 
smaller (probably due to the higher initial starting value); the decrease under the deterioration 
scenario was 2 %, and the increase under the improvement scenario only 1.4 %. These small 
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changes in quality of life are consistent with the theory of homeostasis in quality of life put 
forward by Cummins (2000). This theory proposes that as people adapt to changes in their 
quality of life and become accustomed to the new conditions, their subjective quality of life 
remains in a very narrow range, usually around 75%. The theory suggests that only when 
objective conditions become extreme will subjective quality of life show a significant change 
out of the normal range of values. In this model, the small changes in quality of life consistent 
with the homeostasis model were actually the result of the cumulative effects of time lags 
built into the model.  
The scenario results can also be used to examine the effects of changes in waterway condition 
on quality of life. Figure  6-7 shows a plot of quality of life versus waterway condition for the 
three scenarios from the Pumicestone model. The results under the improvement and 
deterioration scenarios are as expected; there is a positive relationship between waterway 
condition and quality of life. However, the results for the delayed scenario are a little 
surprising. There is an initial decline in quality of life along with a deterioration in waterway 
condition. However, as waterway condition improves, quality of life continues to decline for a 
while before improving. This is due to the delays built into the model; there is a delay 
between an actual and perceived improvement in waterway condition, and further delays 
between perceiving an improvement in condition and changing social behaviours. This has 
implications for management, in that it suggests it is important to act to ameliorate negative 
environmental impacts as soon as possible, and that benefits to well-being arising from 
changes in condition may take a long time to observe.  
Waterway condition
2.5 3.0 3.5 4.0 4.5
4.
4
4.
5
4.
6
4.
7
Q
ua
lit
y 
of
 li
fe
Improvement
Deterioration
Delay
 
Figure  6-7 Quality of life and waterway condition in the Pumicestone region under the 
three scenarios  
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Tourism production is highly seasonal in all scenarios. Oyster aquaculture production (in 
Pumicestone region only) is also seasonal, and stops at month 221, when the oyster fishery is 
closed. Under all scenarios, local seafood production is not sufficient to keep pace with 
increasing demand as a result of population growth and increased seafood imports occur. 
Seafood exports are continued, however; the Queensland seafood industry typically produces 
high end seafood that is not sold locally. The employment rate is lowest under the 
deterioration scenario, but highest under the delayed scenario, due to the higher rates of 
population growth under the improvement scenario. The balance of trade declines under all 
scenarios in the Pumicestone region, primarily due to increasing household demand for 
imported goods. In the Douglas region, balance of trade declines under the deterioration and 
delayed scenarios, but increases under the improvement scenario. The regional economy in 
both areas and for all scenarios is primarily driven by the changes in population, as these 
directly affect the production of the aggregate ‘other’ industries, the largest sector of the 
economy.  
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Table  6-4 Final values (month=240) for output variables under three scenarios in Pumicestone  
Variables Initial Deterioration Improvement Delayed Deterioration 
change (%) 
Improvement 
change (%) 
Delayed 
change (%) 
Improve/ 
deteriorate (%) 
overall management 1.10 1.10 2.00 2.00 0.00 81.82 81.82 45.00 
overall popn effects 1.10 1.33 2.50 1.66 20.98 127.50 51.16 46.82 
Overall waterway condition 3.41 2.43 4.49 4.12 -28.69 31.36 20.67 45.71 
Population 126942 153577 288799 191881 20.98 127.50 51.16 46.82 
Attachment to place 3.80 3.75 3.95 3.78 -1.20 3.99 -0.62 4.99 
Contribute to place 4.00 3.96 4.16 3.98 -0.98 4.12 -0.61 4.90 
Exercise 29.00 28.84 29.88 28.97 -0.55 3.04 -0.10 3.48 
Interaction 5.50 5.03 7.57 5.38 -8.61 37.71 -2.21 33.64 
Mental health 3.60 3.30 4.41 3.52 -8.33 22.51 -2.15 25.17 
Network 10.40 9.14 12.61 9.86 -12.08 21.26 -5.23 27.49 
Perceived waterway condition 3.41 2.43 4.48 4.04 -28.60 31.41 18.36 45.67 
Physical health 4.30 4.30 4.33 4.30 -0.10 0.65 -0.04 0.74 
Place belonging 4.00 3.96 4.15 3.97 -1.11 3.77 -0.67 4.70 
Quality of Life 4.50 4.35 4.71 4.50 -3.30 4.56 0.03 7.52 
Recreational visits 2.50 1.95 4.05 2.60 -21.90 62.01 4.11 51.79 
Visit time 4.00 2.22 9.03 4.33 -44.44 125.87 8.35 75.40 
Volunteering 1.30 1.22 1.76 1.24 -6.42 35.10 -4.61 30.73 
aquaculture prodn 19204 17389 21819 21136 -9.45 13.61 10.06 20.30 
balance of trade -30017276 -39494436 -73165544 -46120288 31.57 143.74 53.65 46.02 
employmt per popn 0.51 0.50 0.50 0.51 -3.28 -2.58 -0.54 0.72 
Fish catch 166218 128653 143558 139053 -22.60 -13.63 -16.34 10.38 
household seafood demand 77224 93427 175688 116729 20.98 127.50 51.16 46.82 
industry production 681401408 824375040 1550221184 1029982208 20.98 127.50 51.16 46.82 
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Variables Initial Deterioration Improvement Delayed Deterioration 
change (%) 
Improvement 
change (%) 
Delayed 
change (%) 
Improve/ 
deteriorate (%) 
International pwq 3.41 2.53 4.47 3.81 -25.87 31.01 11.70 43.42 
International visitor length stay 4.40 3.76 5.92 5.07 -14.46 34.66 15.17 36.47 
International visitors 70 101 193 155 44.11 175.11 121.20 47.62 
Local visitor length stay 4.40 4.06 5.18 4.85 -7.66 17.80 10.16 21.61 
Local visitors 1200 1095 1707 1519 -8.78 42.27 26.61 35.89 
National pwq 3.41 2.48 4.50 3.96 -27.42 31.72 16.09 44.89 
Prawns 5577 5747 5467 5511 3.04 -1.97 -1.19 -5.11 
total employment 5429 6353 12033 8162 17.01 121.64 50.34 47.21 
total visitors 9730 14688 14688 14688 50.96 50.96 50.96 0.00 
tourism production 83820000 72408048 149853184 122231656 -13.61 78.78 45.83 51.68 
 
Table  6-5 Final values (month=240) for output variables under three scenarios in Douglas 
Variables Initial Deterioration Improvement Delayed Deterioration 
change (%) 
Improvement 
change (%) 
Delayed 
change (%) 
Improve/ 
deteriorate (%) 
overall management 1.10 1.10 2.00 2.00 0.00 81.82 81.82 45.00 
overall popn effects 1.10 1.39 2.28 1.74 26.79 107.59 58.22 38.92 
Overall waterway condition 4.00 2.70 4.93 4.62 -32.59 23.31 15.41 45.33 
Population 9964 12634 20684 15765 26.79 107.59 58.22 38.92 
Attachment to place 4.30 4.29 4.32 4.30 -0.26 0.45 -0.06 0.71 
Contribute to place 4.30 4.30 4.31 4.30 -0.11 0.30 -0.03 0.41 
Exercise 30.45 29.97 30.62 30.43 -1.58 0.57 -0.05 2.13 
Interaction 7.00 6.74 7.26 6.99 -3.68 3.74 -0.13 7.15 
Mental health 3.60 3.10 3.98 3.58 -13.80 10.65 -0.63 22.10 
Network 
11.00 10.52 11.63 10.90 -4.41 5.72 -0.87 9.58 
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Variables Initial Deterioration Improvement Delayed Deterioration 
change (%) 
Improvement 
change (%) 
Delayed 
change (%) 
Improve/ 
deteriorate (%) 
Perceived waterway condition 4.00 2.74 4.93 4.57 -31.41 23.35 14.36 44.40 
Physical health 4.70 4.70 4.70 4.70 -0.07 0.04 0.00 0.12 
Place belonging 4.50 4.50 4.51 4.50 -0.07 0.16 -0.02 0.23 
Quality of Life 4.90 4.80 4.97 4.91 -2.00 1.42 0.29 3.38 
Recreational visits 6.40 5.51 6.84 6.59 -13.89 6.93 2.90 19.47 
Visit time 4.00 0.80 5.60 4.67 -79.99 39.91 16.72 85.70 
Volunteering 1.20 1.18 1.27 1.20 -1.38 6.12 -0.36 7.07 
aquaculture prodn 133333 118556 145383 141599 -11.08 9.04 6.20 18.45 
balance of trade 831848 439118 4358100 3833970 -47.21 423.91 360.90 89.92 
employmt per popn 0.57 0.57 0.60 0.61 -0.48 4.86 6.61 5.09 
Fish catch 42955 33223 54174 45977 -22.66 26.12 7.04 38.67 
household seafood demand 6061.50 7685.57 12582.77 9590.68 26.79 107.59 58.22 38.92 
industry production 66004028 83688672 137014544 104433464 26.79 107.59 58.22 38.92 
International pwq 4.00 2.80 4.91 4.44 -29.94 22.82 11.07 42.96 
International visitor length stay 5.10 4.24 6.41 5.80 -16.91 25.77 13.70 33.93 
International visitors 675 541 1274 1060 -19.86 88.74 57.04 57.50 
Local visitor length stay 5.10 4.63 5.77 5.54 -9.20 13.17 8.60 19.77 
Local visitors 1200 1023 2044 1839 -14.79 70.36 53.22 49.98 
National pwq 4.00 2.70 4.93 4.56 -32.59 23.29 14.02 45.32 
Prawns 38721 39653 37962 38200 2.41 -1.96 -1.35 -4.45 
total employment 472.17 595.79 1027.78 796.44 26.18 117.67 68.68 42.03 
total visitors 6907 8783 8783 8783 27.16 27.16 27.16 0.00 
tourism production 6477000 7029639 19969960 16329395 8.53 208.32 152.11 64.80 
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Discussion 
Levers and limiters 
As one of the two drivers of environmental condition, population growth has a significant 
effect on all model output parameters. Immigration and emigration rates and factors affecting 
them are therefore very important and need to be accurately estimated. The effects of 
employment, perceived condition and sense of place on arrivals and departures therefore 
require further research.  
Perceived waterway condition is also important for several model outputs. Perceived 
condition is modelled here as the actual condition with a delay, where the delay is dependent 
on the frequency of visits to the waterway as well as the difference between actual and 
perceived condition (perceptions take longer to change when condition improves than when it 
declines). However, there is little information available on how perceptions of environmental 
condition are formed. It is possible that systematic biases exist, whereby perceived quality is 
always different from actual quality. For example, people may perceive a waterway to be in 
poor condition due to high turbidity (suspended sediments in the water), although this may be 
natural. The impacts of information on environmental condition from different sources is also 
not well understood, although this may be less important, as the results from the survey 
described in Chapter Three found that people relied most on their own experience in rating 
waterway condition. Further research on how people form perceptions, and how perceptions 
react to changes in condition, would be useful.  
Information on rates of change of many model variables is also lacking. In particular, the time 
lags involved in changes in perceptions of condition, place attachment, networks and social 
interactions are virtually unknown. Some authors have suggested that social variables such as 
networks and attachment may take years to change (Dudley 2004); however, faster rates of 
change were initially modelled here as it was considered that over longer time scales the 
social structure modelled here could change significantly as a result of increasing change in 
other aspects of life (for example, population growth, changing expectations for natural and 
urban areas). Although rates of change of place belonging and quality of life were only 
significant for a couple of model outputs in the sensitivity analysis, inspection of the model 
outputs over time shows that many variables do not start to change until well into the model 
run. Therefore, although the delay may not be significant in terms of the final output value, 
the output value throughout the modelling period may be affected. Social data have recently 
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begun to be collected by various agencies, including the ABS, on a wider scale and increased 
frequency. Estimation of rates of change of social variables will therefore become easier in 
the future as more data become available.  
These findings reinforce the message that environmental management needs to be integrated 
with a range of other policy and development decisions. For example, continuing to place 
emphasis on upgrading sewage treatment to improve water quality while increases in the 
coastal population result in large-scale changes to land-use and consequent diffuse source 
pollution, will result in continued coastal degradation and probably leave managers and 
decision makers perplexed. Similarly, time lags and feedbacks also need to be incorporated 
into decision making processes so that realistic management goals can be set. To be truly 
successful, environmental managers need to focus more on the underlying drivers of 
environmental change (such as effects of population growth) rather than just on specific 
pressures (such as point source discharges) that are amenable to simple management actions. 
Although managing the drivers is a lot more difficult, managing pressures without 
simultaneously managing the drivers can never deliver the desired results in the long term.  
Extensions and further applications 
The aim of this model was to present an example of an integrated model with the capability of 
estimating impacts on economic, health and social aspects of human well-being. The purpose 
of the model was not to explicitly model the detail of each section, but rather to emphasise the 
links between them. This model therefore acts as a skeleton model, which may be fleshed out 
by incorporating more detailed information or more detailed sub-models. Many good models 
already exist that provide much more detail on particular parts of this model. These could be 
incorporated into further analysis either by running them separately and using outputs from 
these models as inputs into this model, or by incorporating all or part of these models into this 
model. In particular, detailed outputs from the Moreton Bay and SedNet models on expected 
water quality could be used as inputs to this model. Other aspects of waterway condition 
could also be incorporated; for example, Mahevas and Pelletier (2004) provide a fishery 
simulation tool that can be used to assess the impacts of different management regimes on fish 
catch. In addition, more realistic population modelling (for example, including density 
dependent effects) could be added, particularly if more information were available on factors 
affecting immigration and emigration rates to an area. Other aspects of environmental 
condition affecting population change (for example, areas of open space, presence of national 
parks, etc.) could also be included.  
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The model in its current form is not spatially explicit. If required, parts of the model could be 
replicated to model the effects of changing condition in more than one waterway. In this case, 
additional information on relative attractiveness of different waterways based on perceived 
condition, proximity to the local population, amenities and suitability for different activities 
may also need to be incorporated. Spatial effects on population change could also be included, 
incorporating the relative attractiveness of different towns based on factors such as 
environmental condition and employment opportunities. Relative attractiveness would also be 
important in terms of the tourism industry. Expanding the population sector to include this 
type of regional effects could potentially be very useful for regional planning.  
The main purpose of any modelling exercise is to force the modeller(s) to examine the 
impacts of their assumptions and hypotheses. This occurs as much (if not more) during the 
modelling process itself, as through examination of the model outputs. In this case, the 
development of a quantitative, dynamic model raised several issues that are worthy of further 
work. The lack of information on time lags has already been mentioned; time lags are critical 
in this model, as in many feedback models, in terms of feedback loops and interactions, and 
can make a significant difference to model results. Also of great importance, and rarely 
examined, is the type of relationships and interactions that exist between variables. Many 
variables in this model are determined by changes in more than one other variable. The way in 
which these (independent) variables individually and collectively influence the dependent 
variable cannot explicitly be determined using static, linear methods such as regression 
analysis, but are critical to the accuracy of the model. A good example is quality of life: the 
survey results from Chapter Three show that several variables influence quality of life, and 
that this influence is significant and can be quantified. However, it is only when constructing 
the dynamic model that we realise how little we actually know about how these influencing 
variables interact – is it an additive or multiplicative relationship, or perhaps quality of life is 
only influenced by the variable that has changed the most? In this case, further qualitative 
research could be useful in investigating the relative influences of the various variables.   
This model can be used as a framework to integrate the different aspects of the natural-human 
system that are usually considered in isolation. Integration of information from different 
disciplines is not easy, but is a necessary prerequisite for effective management. This model 
provides the basis for future integrated approaches, by demonstrating that it is possible to link 
detailed aspects of human and natural systems in a single model and by providing a skeleton 
that could be fleshed out in further detail if required.  
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Implications for management 
Dynamic models such as the one presented here are potentially very useful tools for natural 
resource managers. Currently, there is no way for managers to assess the potential benefits to 
humans that would arise as a result of ecosystem management actions. Assessment of the 
costs of such actions, however, is straightforward, and high costs are often used as an 
argument against proceeding with management actions. Measurement of benefits is currently 
restricted to economic impacts on natural resource-associated industries, and does not include 
social, health, or general well-being impacts. For example, Rolfe et al. (2005) assessed 
economic and social impacts of protecting environmental values for waterways, but only the 
economic impacts were quantified, although social and health benefits were mentioned as 
being potentially important. The main advantage of the method presented here is the inclusion 
of qualitative variables such as perceptions, and explicit modelling of feedback loops and time 
lags, which can lead to surprising and interesting results that may not be captured in simple 
spreadsheet type assessments. For example, the continued decline in quality of life under the 
delayed scenario suggests that social change may be slower than expected, and that the best 
results from environmental management in terms of quality of life benefits occur when taken 
sooner rather than later. The integration of environmental and well-being variables in a single 
model provides important information for managers that can be used to inform and improve 
management decisions. The model also suggests that there is a need for managers to move 
away from linear cause and effect thinking and to start to consider linkages and feedbacks 
from a whole system perspective. 
Summary 
The results of model scenarios show that management actions designed to improve the 
condition of coastal waterways will also have beneficial effects on social, health and 
economic aspects of human well-being. Natural resource managers are in urgent need of 
methods to assess impacts of changes in natural area condition on people as a result of 
management actions. Dynamic models such as this one offer a useful tool for integrating a 
variety of information, and can be easily used to examine the impacts of different scenarios or 
of changing model assumptions. Further research on the links between ecosystem condition 
and human well-being would add greatly to integrated impact assessments. Application of this 
type of integrated modelling has the potential to dramatically improve understanding of linked 
human-ecological systems and therefore contribute to continued improvement of management 
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decisions. The results of the model suggest that environmental management needs to become 
more aware of the primary drivers of environmental change, to manage from an integrated 
systems perspective and to incorporate the effects of feedback into management planning.  
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7. Chapter 7 
General discussion 
It may seem intuitively obvious that an environment in good condition is more beneficial to 
people than one in poor condition. However, it has historically been accepted that improving 
human well-being must entail a cost and detriment to the environment. Consequently, 
improving environmental condition and human well-being are thought of as conflicting goals. 
This is true only if human well-being is narrowly defined to include only industrial economic 
growth. There are many other facets of human well-being such as learning, social relations 
and some forms of production that do not require a degradation of environmental quality for 
their development and that may even act to improve environmental quality. Part of the reason 
for this misperception of the relationship between environmental condition and human well-
being may be the lack of quantification of the links between the two systems (Folke et al. 
1994; Costanza 1996).  
To date, assessments of social and economic impacts of changes in natural resource condition 
have focused on economic assessments. These have included simple measurements of the 
production and employment values of a natural resource-dependent industry, more detailed 
economic modelling of economies (e.g. using input-output or computable general equilibrium 
models), and contingent valuations of peoples’ willingness to pay for various scenarios of 
natural resource change. These simple assessments have been limited in their ability to 
measure social and health impacts. For example, Rolfe et al. (2005) present a desktop study of 
the social and economic impacts of protecting environmental values of water in Queensland. 
Although the economic impacts are described in some detail, the analysis given to social and 
health impacts is limited, as they are considered too difficult to measure. More detailed 
economic modelling is useful for measuring the impacts on goods and services with existing 
market values, but this method cannot be used to value non-market goods or services. 
Contingent valuation methods are often employed to estimate these values; however, there are 
several methodological and philosophical problems with these methods. The limitations of the 
assumptions behind these valuations were discussed in Chapter One; the two main 
assumptions are that people behave as consumers, making decisions based on preference 
satisfaction; and that the only goal of decision making is the distribution of scarce resources 
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(i.e. not goals such as equity, sustainability). These assumptions are often not made clear 
when the dollar values are presented to users or managers. In addition, the very process of 
converting the measurements of benefits into different units (e.g. from social well-being into 
dollars) loses and distorts information. As a result, a decision made using only this type of 
valuation runs the risk of not meeting objectives that are by definition left out of the valuation 
process. In contrast, measuring impacts in actual units (e.g. toxicant concentrations) does not 
rely on these assumptions, but rather allows the decision maker to judge between relative 
values of different costs and benefits explicitly, in a transparent way. The framework 
presented here therefore provides a more consistent and transparent assessment method, 
which is applicable to a wide range of natural resource management situations. If the true 
long-term benefits of environmental management to people can be demonstrated and 
measured, environmental management activities have a better chance of being funded and 
implemented by policy makers currently driven purely by economic considerations. This will 
hopefully result in both better environmental condition and improved quality of life for 
people. The assessment framework is described in detail in the next section.  
Social and economic impact assessment framework 
The criteria for an alternative method to assess social and economic impacts of natural 
resource change were set out in Chapter One. Briefly, the method should: 
• integrate information on natural and human systems (take an integrated systems 
approach) 
• not rely on individual expression of preference as a measure of well-being 
• incorporate multiple objectives and different data types and units 
• be able to be used at different levels of complexity and with different levels of data 
requirements 
• be transferable between different types of natural resource assessments 
• be able to make quantitative predictions regarding impacts on well-being.  
The approach described here meets these criteria; the process is designed to identify and 
quantify links between natural and human systems, it measures changes in well-being in 
actual units, it can be applied at different levels of complexity and to a variety of different 
natural resource contexts and it can be used to make quantitative predictions. In addition, it is 
inherently transparent, and thus can be used with stakeholders in a way that builds confidence 
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in the decision making process. The method also feeds into an adaptive management 
approach, particularly as the model includes links and feedbacks and can be used to assess 
changes over time. These criteria have been identified in many other studies as being essential 
for improving environmental decision making processes (Bingham et al. 1995; Costanza et al. 
1997a; Norton et al. 1998; Sagoff 2000).  
The steps that form the process are detailed in Figure  7-1. The single most important part of 
the process is identifying the purpose and boundaries of the assessment. It is absolutely 
essential to clearly and explicitly identify exactly why the assessment is being carried out, and 
what information is required from the assessment. This will not only help focus the data 
collation or collection activities, but will also help to ensure that the assessment provided will 
be useful in forming management decisions. The suggested process for estimating social and 
economic impacts of changes in environmental condition is summarised below.  
1. Identify the predicted environmental change  
This is a crucial, but often difficult, first step. If the proposed action is relatively simple (for 
example, a sewage plant upgrade), then determining the likely environmental change is 
relatively straightforward. However, the exact implications of many actions may not be 
known. For example, the impact of changing land use from agriculture to urban development 
may be more difficult to determine. If models exist that can be applied to the area in question, 
the effects may be quantified; otherwise, at least the direction of the change should be 
identified. The extent to which measurement of the likely impact is necessary depends on the 
objectives of the individual project. Note that as with traditional impact assessments, at least 
two scenarios need to be considered in the assessment process – with and without the 
proposed action, as the proposed action can only be judged as being better or worse than an 
alternative, not as being right or wrong in itself.  
2. Estimate the direct costs and benefits of the proposed action.  
This is usually done routinely as part of the initial assessment procedures. The financial costs 
of a management action or development are readily identifiable and the direct benefits of a 
proposed development are generally identified in the very initial stages of the proposal.  
3. Identify the likely social, health and economic consequences arising from the 
environmental change. 
Identification of likely consequences to human well-being could start with a review of the 
literature to identify potential consequences or indicators (for example, Maller et al. (2002) 
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present an excellent review). This study has shown that potential social consequences include 
changes to recreation patterns, effects on sense of place, and effects on interactions between 
neighbours. The health impacts will be dependent on the existing environmental condition in 
the area, as well as the exact nature of the change proposed. A flow chart or conceptual model 
is very useful at this stage as it allows all the links and feedbacks between various 
components to be identified.  
4. Estimation of the potential impacts on well-being 
Health impacts require a local estimate of the environmental condition (for example, bacterial 
or toxicant concentrations) and the use of established relationships between concentrations 
and health impacts. Where the health impact is more unique such as the impacts of a toxic 
algal bloom, for example, further local data collection may be required. For health and social 
impacts, the single most important information for which local data are required is the 
recreational use of the environmental area, including the number of people using the area and 
the frequency of use. Relationships between recreation and indicators of social well-being 
may then either be estimated based on the data given in Chapters Three and Six, or estimated 
based on local data. Consultation within the community likely to be affected by the change 
would also be useful at this stage. Basic social and economic profiles on the area of interest 
can be collated from existing information (for example, the household census; see Smith and 
Sincock (2004) for other sources). Indirect economic impacts can be estimated using a range 
of techniques, depending on the size of the region and the level of detail required. Simple 
estimates of household sales for a resource-dependent industry can be used as a first step. 
Regional input-output models can be used to gain a more complete picture of the flow-on 
effects of a change in that industry if necessary.  
5. Estimating integrated impacts 
In some cases, consideration of the integrated impacts under different scenarios may be 
required. The best way to achieve this is to construct or modify an existing simple model that 
can incorporate all of the impacts of interest. The main advantages of using a model to 
perform the assessment are that different scenarios can be run and compared quite easily, it 
can be used to assess impacts over time, and that feedbacks between different components can 
be incorporated. For example, the model built here includes links from environmental 
condition to population growth and economic production; population growth is also a driver 
of environmental condition and economic production. This type of feedback cannot be 
assessed using only the assessments described in point four.  
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Figure  7-1 Flow chart describing the steps in assessing social and economic impacts of 
changes in natural resource condition  
 
Application to alternative assessment needs 
The usefulness of the method and its applicability to other natural resource management 
situations can be demonstrated using a hypothetical example of a proposed large-scale 
development of coastal land. The hypothetical example entails a large scale commercial and 
retail development, including water based activities, proposed for a piece of coastal land, 
currently open space, fronting a semi-enclosed coastal waterbody. The first step in the process 
as described above is to identify the potential changes in natural resource condition. In this 
case, these might include changes to the coastal dune system, changes to coastal 
hydrodynamics, loss of natural vegetation (on and behind dunes), and loss of open space (on 
land and in water). These direct changes may lead to further changes in the system; loss of 
dune systems could lead to increased erosion, submerged vegetation could be affected by the 
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changed hydrodynamics as well as increased sedimentation; biota are also likely to be 
affected by these factors as well as the change in vegetation. The second step involves 
identifying the direct costs and benefits; in this case, this step would be undertaken by the 
developer. Direct costs would include dredging, construction and ongoing maintenance costs; 
benefits would include jobs and retail revenue.  
The third step is the identification of potential social and economic impacts arising from the 
changes in natural resource condition that would occur if the proposal went ahead. The main 
social impact would arise in this case from the loss of open space; although the proposal 
would be likely to include some new open space, the character and aesthetics of the area as a 
whole would be dramatically changed. For example, a person on the beach or in the water 
looking back towards the shore currently sees only dune vegetation. Under the proposal, the 
landward view would include large multi-storey buildings and the seaward view would 
include large boats and vessels. The total area of open space would also be reduced, as would 
the area of calm water accessible to swimmers. In addition, the majority of visitors to the 
development would likely be tourists, while the majority of current visitors are likely to be 
locals. This would change the nature of the social interactions occurring at the place. From the 
research presented in previous chapters, we know that a decrease in recreation would be likely 
to lead to a decline in sense of place and social networks. Health impacts could also occur if 
the amount of stormwater or boat waste entering the area was increased. Economic impacts 
would depend on the extent of fishing and aquaculture in the area; if there were no 
commercial fishing or aquaculture activities, the economic losses would be small, although a 
decrease in recreational fishing would be likely. An increase in tourism expenditure could be 
predicted to occur, although the extent to which this would be new expenditure and not 
simply displaced expenditure from other areas within the region would be unknown.  
The fourth stage of the analysis involves measuring these potential impacts. In this situation, 
the primary indicator of interest is the current and future levels of recreational use of the area. 
Assessment of the extent to which the amount of open space, availability of safe calm water 
swimming areas and the natural aesthetics of the area contribute to recreational activity would 
be useful. The types of activities currently undertaken, and the characteristics of the area on 
which they depend could also be assessed. In addition, measures of social contact and sense of 
place could be taken. A simple question asking recreational users of the area to identify the 
importance of the area to their quality of life would also be useful. Simple hydrodynamic 
modelling could be used to assess the degree of bacterial contamination that would arise from 
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excess stormwater and marine boat waste in the area and to estimate the consequent risk to 
swimmers. Given the likely small degree of economic impact, the construction of an input-
output table would probably not be warranted, although an estimate of changed tourism and 
recreational fishing expenditures could be made.  
The fifth step involves performing an integrated scenario analysis, using a tool such as a 
dynamic model. The model presented in Chapter Six would only need to be modified slightly 
to be used in this situation, although local assessment of key model coefficients would be 
recommended.  
It should be noted that this assessment deals only with the changes occurring as a result of the 
change in resource condition; other impacts are also likely to occur (for example, increased 
traffic), which should be dealt with as part of the normal environmental impact assessment 
process. Use of the assessment framework in this example would provide valuable 
information on the potential social, health and economic impacts of the development that 
would not be gained through a traditional cost-benefit analysis or a traditional environmental 
or social impact assessment, hopefully resulting in a better decision for the overall well-being 
of the local community.  
Limitations and further work 
The framework used here does have limitations. Some components of well-being that are 
potentially affected by environmental condition have not been included. Chief among these is 
spiritual well-being. For some people, particularly indigenous people, contact and connections 
with nature are of primary importance in their spiritual life (McNiven 2003). However, 
measuring this relationship in any quantitative way is difficult, if not impossible. Qualitative 
description of the relationship is possible, and would be an interesting addition to the 
framework presented here.  
Another limitation of the study is that the relationship between waterway condition and well-
being was only assessed at a single point in time. Although the dynamic modelling was used 
to predict changes over twenty years, the coefficients used in the model were based on a 
single data set for each study area. Repeated measures of well-being indicators over a period 
of environmental change would do much to strengthen confidence in the relationships. 
Regular collection of social data is improving, with the ABS instituting a regular social survey 
for the first time in 2002 (Trewin 2003). Although ABS data is likely to be too broad-scale to 
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be used at a local level, this will provide valuable information on rates of change of social 
variables and predictors of social change.  
The single most important limitation of the assessment is that there is a considerable amount 
of information required for the model that is simply not available. In particular, the 
relationship between actual and perceived environmental quality is not well understood, 
although several authors have noted that some aspects of waterway condition (primarily 
visual and olfactory aspects) are more likely to affect perceptions (Smith et al. 1995a). This 
relationship needs to be understood not only for local residents, but also for visitors and 
potential visitors. The effect that perceived quality has on the likelihood of people visiting an 
area is also not understood in any detail. The results presented in Chapter Three showed that 
there was (for most waterways) a link between perceived quality and recreational use, but this 
seemed to depend on the purpose of the visit (which is in turn restricted by the waterway 
condition). The effect on tourist visits is also not well understood; only one author has 
examined the effect of perceived quality on tourists’ intentions to visit far north Queensland 
(Huybers and Bennett 2003), although this area is specifically marketed as a ‘natural’ 
destination. Similarly, the dependence of commercial fish stocks on habitat extent and quality, 
water quality and fishing rates is not known, and although iron is suspected to be the trigger 
for Lyngbya blooms, we don’t know how much of a reduction in iron inputs would be 
required to prevent future blooms (Albert et al. 2005). A better understanding of these links is 
essential if we want to understand the implications of natural resource management decisions. 
For example, although we can predict the effect of upgrading a sewage treatment plant on 
waterway nutrient concentrations and chlorophyll-a concentrations, we do not know what (if 
any) that action would have on fish or bird populations, perceptions of environmental quality 
or recreational use of a waterway. Understanding the implications of actions such as riparian 
restoration in the upper catchment or installing stormwater treatment devices is even more 
difficult. Any decision made on incomplete information runs the risk of having unforseen 
(usually detrimental) consequences.  
Understanding how much information is required is an essential part of planning the 
assessment process. In many cases, simply understanding the likely direction of change in a 
particular variable may be sufficient. In these cases, detailed data on the ‘missing links’ 
described above will not be required. On the other hand, if the aim of the assessment process 
is to be able to predict the effect of water quality change on (for example) recreational use 
with 95 % confidence, then much more detail will be required. Further research on the 
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relationships listed above will undoubtedly improve our understanding of environment-human 
interactions; however, a lack of detailed information is no reason not to undertake an 
assessment at all, as simple models can be just as useful in the decision making process. This 
process is also extremely useful in terms of identifying knowledge gaps, and assessing the 
relative importance of missing pieces of information. 
Indicators 
One of the applications of the work described in this thesis is the identification of indicators 
that can be used by managers to monitor and assess social and economic impacts resulting 
from changes in environmental condition. There are several variables in the dynamic model 
that can potentially be used for this purpose. The most important is the recreational use of 
natural areas. The results of the survey described in Chapter Three showed that the benefits of 
good environmental condition to people are realised through use of and contact with the area. 
Information on the types of activities undertaken, reasons for visiting or not visiting an area 
and reasons for visiting one particular area over another would be of interest. Other indicators 
that could easily be used include perceptions of environmental condition, sense of place, 
social contact and networks, and self-assessed quality of life and health. It is difficult to 
monitor health impacts of recreational use on a regular basis, as health impacts such as 
gastrointestinal illness from bacterial contamination can be caused by multiple factors and the 
relationship between water quality and illness needs to be assessed in a carefully controlled, 
randomised study. However, inclusion of water quality parameters such as bacterial and 
toxicant concentrations in regular monitoring programs should be considered. In terms of 
economic impacts, the extent to which the regional economy is dependent on a particular 
natural resource could be assessed using a simple measure such as the production of the 
industry as a proportion of the gross regional production. If an IO table was available for the 
region, the value-added multiplier for the industry could also be used as an indicator of the 
degree to which the rest of the regional economy is dependent on that industry. These 
indicators could relatively easily be incorporated into environmental assessment frameworks 
such as the one described by Cox et al. (2004) and Rissik et al. (2005).  
Management recommendations 
Specific recommendations for natural resource managers arising from the research include:  
• It is important to work to maintain or improve the condition of all natural areas, and 
not to ‘sacrifice’ particular areas in order to preserve others. People living in the 
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vicinity of areas left in poor condition are likely to experience negative impacts on 
their quality of life. People are more likely to use natural areas that are close to them; 
therefore, if these areas are in poor condition they may not necessarily be willing (or 
able) to travel to areas in good condition if they are further away.  
• The benefits to well-being from natural areas appear to arise primarily through 
recreational use of the areas. Simply perceiving that nearby waterways were in good 
condition did not appear to have any significant benefits for well-being. This has 
implications for protected area management in particular. If one of the goals of 
management is to improve human well-being, then non-destructive use of the areas 
should be encouraged. If an area is to be zoned for restricted access, the goals of the 
zoning (e.g. recovery of endangered species, habitat restoration etc.) need to be 
explicitly stated. Destructive, extractive or harmful use of natural areas should be 
restricted or discouraged, as it will have indirect negative impacts on the well-being of 
people living near or using the area.  
• Complementary management actions can be undertaken to increase the positive social 
impacts of environmental improvement actions. For example, improving 
communication about environmental improvement actions, encouraging recreation in 
natural areas, holding local celebrations or festivals in or related to natural areas, 
extending and improving public space adjacent to waterways, identifying locally 
occurring species (particularly endemic or iconic species) and incorporating these into 
the regional identity are all potential actions that could enhance the positive social 
impacts related to natural areas.  
• The results of the modelling showed that delaying management actions can have 
implications for human well-being. In the delayed scenario, although an improvement 
in waterway condition did eventually occur, the quality of life variable continued to 
decline throughout the model run. This highlights the importance of delays in the 
system, and supports continued efforts to improve environmental condition.  
Conclusion 
This study has shown that maintaining waterways in good condition is essential for human 
well-being. It is frequently stated that it is only possible to achieve improvements in 
environmental condition at the expense of human development (Vlek et al. 1998). This is 
clearly not the case. Human well-being is intrinsically linked to the condition of natural 
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systems and the resources, goods and services that they provide. People experience negative 
impacts when natural systems are in poor condition, and stand to benefit if the condition of 
natural systems improves. Many government agencies, at all levels of government, are 
involved in plans and actions to improve the condition of the environment. These actions all 
have clear costs, in terms of time and resources. It is becoming increasingly important to be 
able to measure the benefits of these actions, not only in terms of environmental 
improvement, but in terms of benefits to human well-being. This research has demonstrated a 
framework based on an extensive literature review and data collection exercises, which can be 
used to assess the impacts of environmental change on social, health and economic aspects of 
well-being in real terms. This framework can be applied to many types of natural resource 
management assessment. The conceptual modelling and the data collection have added to the 
theoretical understanding of the links between natural and human systems, and to the 
understanding of the determinants of human well-being; the data collection has also provided 
information to quantify these links; and the dynamic modelling has demonstrated that these 
understandings are important in terms of natural resource management. The ability to identify 
social, health and economic impacts of changes in natural resource condition has the potential 
to significantly improve environmental decision making, both in assessing likely impacts of 
new developments, and in assessing benefits of proposed management actions.  
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Caboolture River, Pumicestone Passage, 
Deception Bay, Bribie Island and Caloundra: 
 
 
Your opinions and  
experiences living in a  
coastal community.   
 
 
 
 
 
 
 
 
 
 
This survey is about your experiences and quality of life living in a coastal 
community.  
There are two main sections to the survey. The first section deals with 
your quality of life and how you feel about the area that you live in and 
the community of people there. The second section asks about your 
opinions on the waterways in the area, and how you use them. 
Please answer all questions. If you are not sure, your best guess is fine; we 
are interested in your opinions. Please mark boxes with a tick or a cross. 
1. Which one area do you most strongly identify with as your home, or 
your community?  Please choose one box only. 
 Bribie Island 
 Brisbane 
 Caboolture 
 Caloundra 
 Pumicestone region 
 South-east Queensland 
 Other (for example, your suburb – please specify) 
   ……………………………………………... 
2. How many years have you been living in the area you listed above? 
 …………………………………………years 
 
3. How often is each of the following kinds of support available to you 
if you need it, within your local area, from friends, family or 
professionals?  
 All of 
the time 
Most of 
the 
time 
Some of 
the time 
A little 
of the 
time 
None 
of the 
time 
Someone who will listen to you when 
you need to talk. 
     
Someone to give you information or 
advice to help you understand a 
situation. 
     
Someone to give you help in a crisis. 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4. For each of the following statements, please indicate the extent to 
which you agree or disagree.  
 Strongly 
agree 
Agree Neither 
agree nor 
disagree 
Disagree Strongly 
disagree 
Most people can be trusted.      
If I lost a purse or wallet, it 
would be returned with the 
money in it, if it was found. 
     
If I don’t have something I need 
I can borrow it from a 
neighbour. 
     
I lend things and do favours for 
my neighbours.  
     
 
5. For each of the following statements, please indicate the extent to 
which you agree or disagree.  
 Strongly 
agree 
Agree Neither 
agree nor 
disagree 
Disagree Strongly 
disagree 
I feel I belong in this area.      
I would like to continue living in this 
area. 
     
I feel at home in this area.      
I would like to contribute to making 
this area a better place to live. 
     
If there was a problem in this area I 
would help to fix it. 
     
I can recognise most of the people 
who live in this area. 
     
When shopping in my local area, I 
am likely to run into people I know.   
     
There are places in this area that are 
special to me.  
     
I enjoy visiting places in this area.      
This area is my favourite place to be.      
I really miss this area when I’m away 
for too long. 
     
6. Generally, how often do you see or talk with friends or relatives, not 
including people you live with? 
Every day A few times a 
week 
A few times a 
month 
Once a month Not in the last 
month 
     
 
7. How many close friends or family would you say you have? 
Very many Many  Several A few None 
     
 
8. How many times would you attend meetings of a local organization 
or club and perform voluntary work?  
 At least 
once a 
week 
At least 
once a 
fortnight 
At least 
once a 
month 
Several 
times a 
year 
Less 
regularly 
Attend meetings (e.g. a church, 
sporting, craft or social club) 
     
Perform voluntary work (e.g. 
environmental, educational, civic 
volunteer work).  
     
 
The next few questions are about your general health and well-being. 
These are important parts of your quality of life. 
9. In general, how would you rate your health and quality of life?  
 Excellent Very 
good 
Good Fair Poor Very 
poor 
Health       
Quality of life       
 
10. How many hours per week, on average, do you exercise? Exercise 
may include any activity which you feel improves your fitness; e.g., 
walking, jogging, going to the gym, playing sport, etc.  
…………………………………………hours per week 
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11. Please indicate the extent to which, in general, your health limits 
your activities. 
 Not 
at all 
Very 
little 
Somewhat Quite a 
lot 
Could 
not do 
activities 
How much do physical health 
problems limit your usual 
activities (such as walking or 
climbing stairs)? 
     
How much do personal or 
emotional problems keep you 
from doing your usual work, 
school or other daily activities? 
     
 
12. In general, how often do you feel these ways: 
 All of 
the time 
Most of 
the time 
Some of 
the time 
A little of 
the time 
None of 
the time 
Tense and wound up      
Alone and isolated      
Calm and peaceful      
Energetic and lively      
 
The next part of this survey is about your perceptions of some of the 
coastal waterways near where you live. In particular, we are interested 
in what you think about, and how you use, Caboolture River, 
Pumicestone Passage, Deception Bay and the beaches of Bribie Island 
and Caloundra. These are shown on the map on the next page.  
13. Do you agree or disagree with the statement that coastal waterways 
should be protected?    
 
Strongly 
agree 
Agree Neither agree 
nor disagree 
Disagree Strongly 
disagree 
     



Caboolture
DECEPTION BAY
CALOUNDRA
BRIBIE
ISLAND
PUMICESTONE
PASSAGE
CABOOLTURE R
Glasshouse Mts
Bruce Hwy
0 2 4 6 81
Kilometres
Å
 
In the following questions, when we say the beaches of Bribie Island, we 
mean the western beaches from White Patch round to the southern and 
the eastern surf beaches (eg Woorim beach). By Caloundra beaches, we 
mean the city beaches (Golden, Bulcock, Kings and Shelly beaches).   
14. Considering everything, how would you rate the overall condition of 
these waterways at the moment? We are interested in your opinion of the 
waterways, so please answer even if you are not sure.  
 Very 
good 
Good Fair Poor Very 
poor 
Caboolture River estuary      
Pumicestone Passage      
Deception Bay      
Bribie Island beaches      
Caloundra beaches 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15. How would you rate the current quality of these particular aspects 
of waterway condition? Please rate each aspect of waterway condition 
from 1 to 10 in all of the boxes below, where 1 indicates very poor 
quality and 10 indicates very good quality. Please fill in all of the boxes 
if you can. Remember, it is your opinion that is important to us! 
Rating from 1 
(very poor)  to 
10 (very good) 
Quality of 
the water 
Vegetation 
along the 
shores 
Animals 
living in the 
water 
Low chance 
of people 
getting sick 
Caboolture 
River estuary 
    
Pumicestone 
Passage 
    
Deception Bay     
Bribie Island 
beaches 
    
Caloundra 
beaches 
    
 
16. When you thought about the condition of the waterways, how 
important were each of the following sources of information in 
forming your opinion? Please tick one box on each line. 
 Very 
important 
Important A little bit 
important 
Not 
important 
Not at all 
important 
Own 
observations 
     
Friends’ 
opinions 
     
Newspapers      
Radio      
Television      
Scientific 
information 
     
Government 
information 
     
Environmental 
groups 
     
17. How important are each of the following aspects of water quality to 
you when you visit a waterway for recreation (for example, fishing, 
swimming, boating, picnicking)? Please tick one box on each line. 
 Very 
important 
Important A little bit 
important 
Not 
important 
Not at all 
important 
Easy to get to       
Good facilities      
Pleasant outlook/scenery      
Good fishing      
Not very crowded      
No litter       
Clear water (not muddy)      
Low levels of nitrogen         
(eg from fertilisers) 
     
No chemical pollution          
(eg from pesticides) 
     
Natural vegetation along 
the shores 
     
No large algal blooms      
No bad (unnatural) smells      
Many animals living in 
the water (eg fish, birds) 
     
 
18. How long does it take you to get to each of the waterways, using 
your usual mode of transport? For example, if you would usually walk 
to Bribie beaches but drive to Caboolture, please give approximate travel 
times for walking and driving respectively. 
 Less than 
5 minutes 
Between 
5 and 10 
minutes 
Between 
10 and 30 
minutes 
More than 
30 minutes 
Caboolture River estuary     
Pumicestone Passage     
Deception Bay     
Bribie Island south coast     
Caloundra beaches 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19. In the last 12 months, approximately how many times have you 
visited each of these waterways for recreation?  
Caboolture River estuary  …………………………... times
Pumicestone Passage …………………………... times
Deception Bay …………………………... times
Bribie Island beaches …………………………... times
Caloundra beaches …………………………... times
Other local creek …………………………... times
 
20. If you have not visited any of these waterways in the past twelve 
months, what were your reasons for not visiting? Please leave blank if 
you have visited the waterways in the last twelve months.  
……………………………………………………………….. 
 
If you have visited any of these waterways in the last 12 months, please 
continue with the next questions. If you have not visited any of these 
waterways in the last 12 months, please skip to question 28.  
Please think about the last time that you visited any of these waterways 
for recreation. The next questions relate to your last trip. 
21. Which waterway did you visit last time for recreation? 
Caboolture 
River estuary 
Pumicestone 
Passage 
Deception 
Bay 
Caloundra 
beaches 
Bribie Island 
beaches 
     
 
22. How long did you spend at this waterway on your last trip? Please 
write how many hours you were there – your best guess is fine.  
………………..……………………… hours 
23. How many friends or family were you with (not including yourself)?  
………………………………………people 
24. Approximately how much time did you spend doing different 
activities on your last trip? Please answer for all activities. 
  All of the 
time 
Most of 
the time 
Some of 
the time 
A little bit 
of time 
Didn’t do 
this activity 
Enjoying scenery      
Relaxing      
Socialising      
Walking      
Picnicking      
Swimming      
Fishing      
Boating      
Bird-watching      
Cycling or skating      
Surfing or windsurfing      
Playing sport/games      
 
25. Please indicate the extent to which you agree or disagree that 
visiting this waterway for recreation allows you to experience the 
benefits listed below. Please tick one box on each line.  
 Strongly 
agree 
Agree Neither 
agree nor 
disagree 
Disagree Strongly 
disagree 
Be in a natural place      
Experience the beauty of nature      
Escape the normal routine      
Relax and unwind      
Get some exercise      
Be with friends or family      
Catch up with other locals      
Meet new people      
Be by myself 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26. How often are you likely to see people you know while visiting a 
waterway? 
Always Often Sometimes Occasionally Never 
     
 
27. How many people who you know would you usually see during one 
visit? 
Very many Many  Several A few None 
     
 
The next few questions are about you. This information is important, as it 
allows us to check that the responses we receive are representative of 
everyone in the area.  
Please remember that all answers are confidential*.  
28. What sex are you? 
 Female 
 Male 
 
29. What age are you? 
…………………………………………years old 
 
30. What is the highest level of education you have obtained (or are 
currently obtaining)?  
 Primary school 
 Year 10 
 Year 12 
 Trade or technical certificate 
 Diploma or Associate Diploma 
 Bachelor degree 
 Postgraduate degree 
 
* This survey has been cleared by the University of Queensland human ethics committee in 
accordance with the National Health and Medical Research Council’s guidelines.  
 
Thank you very much! 
 
Thank you for giving up your time to complete this survey. 
Please place the survey form in the stamped envelope 
provided and post it as soon as you can. If you have any 
questions about the study, you can contact me on: 
 
Melanie Cox 
3365 1475 
m.cox@marine.uq.edu.au 
Centre for Marine Studies 
University of Queensland 
St Lucia QLD 4072 
 
 
If you have any further comments about the survey, please write in the space 
provided below.  
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Waterways in Douglas Shire: 
 
 
Your opinions and  
experiences living in a  
coastal community.   
 
 
 
 
 
 
 
 
 
 
 
 
 
This survey is about your experiences and quality of life living in a 
coastal community. There are two main sections to the survey. The first 
section deals with your quality of life and how you feel about the area 
that you live in and the community of people there. The second section 
asks about your opinions on the waterways in the area, and how you use 
them. 
Please answer all questions. If you are not exactly sure, your best guess is 
fine. Please mark boxes with a tick or a cross. 
 
1. What one area do you most strongly identify with as your home, 
or your community?  Please choose one box only. 
 Cape Tribulation   Miallo 
 Cooya      Mossman  
 Craiglie     Newell 
 Daintree     Port Douglas 
 Other (please specify)  Wonga Beach 
…………………...................… 
2. How much does each of the following characteristics contribute to 
your enjoyment of living in this area?   Please answer for all aspects. 
 Very 
much 
A lot Some A little Not at all  
Good people/community  .        . .        . .        . .        . .        . 
Close to family/friends .        . .        . .        . .        . .        . 
Good facilities (schools, 
shops, etc) 
.        . .        . .        . .        . .        . 
Many recreational 
opportunities 
.        . .        . .        . .        . .        . 
Natural areas in good 
condition 
.        . .        . .        . .        . .        . 
Small town feel .        . .        . .        . .        . .        . 
Rural lifestyle (being on 
the land) 
.        . .        . .        . .        . .        . 
Relaxed atmosphere .        . .        . .        . .        . .        . 
Climate .        . .        . .        . .        . .        . 
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3. For each of the following statements, please indicate the extent to 
which you agree or disagree.  
 Strongly 
agree 
Agree Neither 
agree nor 
disagree 
Disagree Strongly 
disagree 
I feel at home in this area. .      . .  . .      . .      . .      . 
I am proud of this area. .      . .  . .      . .      . .      . 
I would like to continue living in this 
area. 
.      . .  . .      . .      . .      . 
I would like to contribute to making 
this area a better place to live. 
.      . .  . .      . .      . .      . 
If there was a problem in this area I 
would help to fix it. 
.      . .  . .      . .      . .      . 
I can recognise most of the people 
who live in this area. 
.      . .  . .      . .      . .      . 
When shopping in my local area, I 
am likely to run into people I know.   
.      . .  . .      . .      . .      . 
I chat with my neighbours when I run 
into them. 
.      . .  . .      . .      . .      . 
I feel safe in this area. .      . .  . .      . .      . .      . 
There are places in this area that are 
special to me.  
.      . .  . .      . .      . .      . 
I enjoy visiting places in this area. .      . .  . .      . .      . .      . 
This area is my favourite place to be. .      . .  . .      . .      . .      . 
I couldn’t imagine living anywhere 
else. 
.      . .  . .      . .      . .      . 
This area means a lot to me. .      . .  . .      . .      . .      . 
 
4. How many years have you been living in the Douglas region? 
 …………………………………………years 
5. Why do you choose to live in the Douglas region? 
…………………………………………………………………..…... 
…………………………………………………………………..…... 
…………………………………………………………………..…... 
6. For each of the following statements, please indicate the extent to 
which you agree or disagree.  
 Strongly 
agree 
Agree Neither 
agree nor 
disagree 
Disagree Strongly 
disagree 
Most people can be trusted. .       . .        . .        . .        . .        . 
If I lost a purse or wallet, it 
would be returned with the 
money in it, if it was found. 
.       . .        . .        . .        . .        . 
If I don’t have something I 
need I can borrow it from a 
neighbour. 
.       . .        . .        . .        . .        . 
I lend things and do favours 
for my neighbours.  
.       . .        . .        . .        . .        . 
 
7. Generally, how often do you see or talk with friends or relatives, not 
including people you live with? 
Every day A few times a 
week 
A few times a 
month 
Once a month Not in the last 
month 
     
 
8. How many close friends or family would you say you have? 
Very many Many  Several A few None 
     
 
9. How many times would you attend meetings of a local organization 
or club and perform voluntary work?  
 More than 
once a 
week 
Once a 
week 
At least 
once a 
month 
Several 
times a 
year 
Less 
regularly 
Attend meetings (e.g. a church, 
sporting, craft or social club) 
.      . .      . .      . .      . .      . 
Perform voluntary work (e.g. 
environmental, educational, civic 
volunteer work).  
.      . .      . .      . .      . .      . 
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The next few questions are about your general health and well-being. 
These are important parts of your quality of life. 
10. In general, how would you rate your health and quality of life?  
 Excellent Very 
good 
Good Fair Poor Very 
poor 
Health .      . .      . .      . .      . .      . .      . 
Quality of life .      . .      . .      . .      . .      . .      . 
11. How many hours per week, on average, do you exercise? Exercise 
may include any activity which you feel improves your fitness; e.g., 
walking, jogging, going to the gym, playing sport, working, etc.  
…………………………………………hours per week 
12. Please indicate the extent to which, in general, your health limits 
your activities. 
 Not at all Very 
little 
Some-
what 
Quite a 
lot 
Could 
not do 
activities 
How much do physical health 
problems limit your usual 
activities (such as walking or 
climbing stairs)? 
.    . .    . .    . .    . .    . 
How much do personal or 
emotional problems keep you 
from doing your usual work, 
school or other daily activities? 
.    . .    . .    . .    . .    . 
 
The next part of this survey is about your perceptions of some of the 
coastal waterways near where you live (shown on the map on the next 
page). In the following questions, when we say the beaches north of Port 
Douglas, we mean Wonga, Palm, Newell and Cooya beaches. 
13. Do you agree or disagree with the statement that coastal waterways 
should be protected?    
Strongly 
agree 
Agree Neither agree 
nor disagree 
Disagree Strongly 
disagree 
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
14. Considering everything, how would you rate the overall condition of 
these waterways at the moment? We are interested in your opinion of the 
waterways, so please answer even if you are not sure.  
 
 
Very 
good 
Good Fair Poor Very 
poor 
Daintree River .      . .      . .      . .      . .      . 
Mossman River .      . .      . .      . .      . .      . 
Dickson Inlet .      . .      . .      . .      . .      . 
Saltwater Creek .      . .      . .      . .      . .      . 
Four Mile Beach .      . .      . .      . .      . .      . 
Beaches north of Port Douglas  .      . .      . .      . .      . .      . 
Reefs .      . .      . .      . .      . .      . 



0 6 12 18 243
Kilometers
DAINTREE
Daintree R
MOSSMAN
PORT DOUGLAS
Mowbray R
Saltwater Ck
Mossman R
Å
CAPE TRIBULATION


0 1 2 3 40.5
Kilometers
MOSSMAN
PORT DOUGLAS
Mowbray R
Saltwater Ck
Mossman R
South Mossman R
Newell
Wonga
Dickson
Inlet
Four
Mile
Beach
Å
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15. How would you rate these particular aspects of waterway condition? 
Please rate each aspect of water condition for each waterway from 1 
to 10 in all of the boxes below, where 1 indicates very poor quality 
and 10 indicates very good quality. Please fill in as many of boxes as 
you can. Remember, it is your opinion that is important to us! 
Rating from 1 
(very poor)  to 10 
(very good) 
Quality of the 
water 
Vegetation along 
the shores 
Number and variety of 
animals (eg coral, 
fish, birds etc) 
Daintree River     
Mossman River    
Dickson Inlet    
Saltwater Creek    
Four Mile Beach    
Beaches north of 
Port Douglas 
   
Reefs  NA  
 
16. When you thought about the condition of the waterways, how much 
influence did the following sources of information have on your 
rating? Please tick one box on each line. 
 Most 
influence 
Much 
influence 
Some 
influence 
A little 
influence 
No 
influence 
Own observations .        . .        . .        . .        . .        . 
Friends’ opinions .        . .        . .        . .        . .        . 
Newspapers  .        . .        . .        . .        . .        . 
Radio .        . .        . .        . .        . .        . 
Television .        . .        . .        . .        . .        . 
Scientific 
information 
.        . .        . .        . .        . .        . 
Government 
information 
.        . .        . .        . .        . .        . 
Environmental 
groups 
.        . .        . .        . .        . .        . 
17. How important are each of the following aspects of water quality to 
you when you visit a waterway for recreation (for example, fishing, 
swimming, boating, picnicking)? Please tick one box on each line. 
 Very 
important 
Important A little 
bit 
important 
Not 
important 
Not at all 
important 
Easy to get to  .      . .      . .      . .      . .      . 
Good facilities .      . .      . .      . .      . .      . 
Pleasant outlook/scenery .      . .      . .      . .      . .      . 
Good fishing .      . .      . .      . .      . .      . 
Not very crowded .      . .      . .      . .      . .      . 
No litter  .      . .      . .      . .      . .      . 
Clear water  .      . .      . .      . .      . .      . 
Low levels of nitrogen         
(eg from fertilisers) 
.      . .      . .      . .      . .      . 
No chemical pollution          
(eg from pesticides) 
.      . .      . .      . .      . .      . 
Natural vegetation along 
the shores 
.      . .      . .      . .      . .      . 
No excessive algal growth .      . .      . .      . .      . .      . 
No bad (unnatural) smells .      . .      . .      . .      . .      . 
Many animals living in 
the water (eg fish, birds) 
.      . .      . .      . .      . .      . 
 
18. How long does it normally take you to get to each of the waterways? 
Please tick one box on each line. 
 Less than 
10 
minutes 
Between 
10 and 30 
minutes 
Between 30 
minutes and 
1 hour 
More than 
1 hour 
Daintree River  . .          . .          . .          . .          . 
Mossman River  . .          . .          . .          . .          . 
Dickson Inlet . .          . .          . .          . .          . 
Saltwater Creek . .          . .          . .          . .          . 
Four Mile Beach . .          . .          . .          . .          . 
Beaches north of Port Douglas .          . .          . .          . .          . 
Offshore reefs . .          . .          . .          . .          . 
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19. In the last 12 months, how many times have you visited each of these 
waterways?  
Daintree River  …………………………... times
Mossman River  …………………………... times
Dickson Inlet …………………………... times
Saltwater Creek …………………………... times
Four Mile Beach …………………………... times
Beaches north of Port Douglas …………………………... times
Reefs …………………………... times
 
20. If you have not visited some of these waterways in the past twelve 
months, what were your reasons for not visiting?  
……………………………………………………………….. 
If you have visited any of these waterways in the last 12 months, please 
continue with the next questions. If you have not visited any of these 
waterways in the last 12 months, please skip to question 29.  
Please think about the last time that you visited any of these waterways. 
The next questions relate to your last trip. 
21. Which waterway did you visit last time? 
Daintree 
River  
Mossman 
River  
Dickson 
Inlet 
Saltwater 
Creek 
Four 
Mile 
Beach 
Beaches 
north of Port 
Douglas 
Reefs 
       
 
22. How long did you spend at this waterway on your last trip? Please 
write how many hours you were there – your best guess is fine.  
………………..……………………… hours 
23. How many friends or family were you with (not including yourself)?  
………………………………………people 
24. Approximately how much time did you spend doing different 
activities on your last trip? Please answer for all activities.  
 All of the 
time 
Most of 
the time 
Some of 
the time 
A little bit 
of time 
Didn’t do 
this activity 
Enjoying scenery  . .      . .      . .      . .      . .      . 
Relaxing . .      . .      . .      . .      . .      . 
Socialising . .      . .      . .      . .      . .      . 
Walking . .      . .      . .      . .      . .      . 
Picnicking . .      . .      . .      . .      . .      . 
Swimming . .      . .      . .      . .      . .      . 
Fishing . .      . .      . .      . .      . .      . 
Boating . .      . .      . .      . .      . .      . 
Bird-watching . .      . .      . .      . .      . .      . 
Snorkelling or diving .      . .      . .      . .      . .      . 
Playing sport/games .      . .      . .      . .      . .      . 
Working . .      . .      . .      . .      . .      . 
25. Please indicate the extent to which you agree or disagree that 
visiting this waterway allows you to experience the benefits listed 
below. Please tick one box on each line.  
 Strongly 
agree 
Agree Neither 
agree nor 
disagree 
Disagree Strongly 
disagree 
Be in a natural place . .      . .      . .      . .      . .      . 
Learn more about nature . .      . .      . .      . .      . .      . 
Experience the beauty of nature .      . .      . .      . .      . .      . 
Escape the normal routine . .      . .      . .      . .      . .      . 
Have some excitement . .      . .      . .      . .      . .      . 
Relax and unwind . .      . .      . .      . .      . .      . 
Be physically active . .      . .      . .      . .      . .      . 
Get some exercise . .      . .      . .      . .      . .      . 
Be with friends or family . .      . .      . .      . .      . .      . 
Catch up with other locals . .      . .      . .      . .      . .      . 
Meet new people . .      . .      . .      . .      . .      . 
Be by myself . .      . .      . .      . .      . .      . 
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26. How often are you likely to see people you know while visiting a 
waterway? 
Always Often Sometimes Occasionally Never 
     
 
27. How many people who you know would you usually see during one 
visit? 
Very many Many  Several One or two None 
     
 
The next few questions are about you. This information is important, as it 
allows us to check that the responses we receive are representative of the 
larger population. Please remember that all answers are confidential*.  
28. What sex are you? 
 Female  Male 
 
29. What age are you? 
…………………………………………years old 
 
30. What is the highest level of education you have obtained (or are 
currently obtaining)?  
 Primary school 
 Year 10 
 Year 12 
 Trade or technical certificate 
 Diploma or Associate Diploma 
 Bachelor degree 
 Postgraduate degree 
 
31. What industry are you associated with? 
Farming  Fishing Retail Tourism Other 
     
 
* This survey has been cleared by the University of Queensland human ethics committee in 
accordance with the National Health and Medical Research Council’s guidelines.  
Thank you very much! 
 
Thank you for giving up your time to complete this survey. 
Please place the survey form in the reply paid envelope 
provided and post it as soon as you can. If you have any 
questions about the study, you can contact me on: 
 
Melanie Cox 
3365 1475 
0412 673 561 
m.cox@marine.uq.edu.au 
Centre for Marine Studies 
University of Queensland 
St Lucia QLD 4072 
 
 
If you have any further comments about the survey, please write in the space 
provided below.  
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Appendix B Measurement model diagrams 
Measured variables are indicated as boxes; latent variables as ovals. 
Straight lines indicate measurement paths between variables, curved lines indicate covariance 
between variables. 
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Social networks 
 
 
 
Trust and reciprocity 
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Perceived waterway condition 
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Appendix C Description of symbols used in conceptual and dynamic models 
 
 
% people
swimming
People
with
dermatitis
dermatitis
increasing
dermatitis
recovering
recovery
time
<Population>
 
 
• Variables in boxes (People with dermatitis) are stock or level variables.  
They represent an accumulation of something (material or information) over time. 
• Variables on double line arrows with the double triangle symbol (dermatitis 
increasing, dermatitis recovering) are rate or flow variables. They represent changes 
per unit of time.  
• Variables without boxes (% people swimming, recovery time) are auxiliary 
variables. Auxiliary variables are any variables that are not stocks or flows; they are 
usually used as informational input into rates.  
• Arrows represent inputs; recovery time and Population are used as inputs in 
the equations to calculate dermatitis recovering.  
• Variables in grey marked with < > (Population) are ghost variables. These are 
used purely to increase the clarity of the diagram; they are copies of variables 
represented elsewhere in the diagram.  
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Appendix D Disaggregated multipliers for fishing, aquaculture and tourism in Douglas and Pumicestone regions. 
Pumicestone region: Value added multipliers 
Fishing Aquaculture Tourism Sector 
Initial Flow-on Total (%) Rank Initial Flow-on Total (%) Rank Initial Flow-on Total (%) Rank 
Agriculture 0.0000 0.0029 0.0029 0.42 16 0.0000 0.0029 0.0029 0.42 17 0.0000 0.0031 0.0032 0.40 10 
Fishing 0.4965 0.0046 0.5011 72.29 1 0.0000 0.0210 0.0210 3.03 4 0.0000 0.0003 0.0003 0.03 24 
Aquaculture 0.0000 0.0000 0.0000 0.00 27 0.4760 0.0041 0.4801 69.27 1 0.0000 0.0000 0.0000 0.00 27 
Forestry 0.0000 0.0001 0.0001 0.02 26 0.0000 0.0001 0.0001 0.02 27 0.0000 0.0003 0.0003 0.03 24 
Mining 0.0000 0.0018 0.0018 0.26 19 0.0000 0.0018 0.0018 0.26 20 0.0000 0.0009 0.0008 0.10 20 
Food Manufacturing 0.0000 0.0049 0.0049 0.71 12 0.0000 0.0049 0.0049 0.71 13 0.0000 0.0027 0.0028 0.35 12 
Clothes etc. Manufacturing 0.0000 0.0009 0.0009 0.13 22 0.0000 0.0009 0.0009 0.13 23 0.0000 0.0003 0.0002 0.03 24 
Wood/Paper Manufacturing 0.0000 0.0051 0.0052 0.74 11 0.0000 0.0051 0.0052 0.74 12 0.0000 0.0042 0.0042 0.53 8 
Chemicals Manufacturing 0.0000 0.0192 0.0191 2.76 5 0.0000 0.0192 0.0191 2.76 6 0.0000 0.0029 0.0029 0.37 11 
Minerals Manufacturing 0.0000 0.0038 0.0038 0.54 13 0.0000 0.0038 0.0038 0.54 14 0.0000 0.0013 0.0013 0.16 18 
Metals Manufacturing 0.0000 0.0158 0.0158 2.27 7 0.0000 0.0158 0.0158 2.27 8 0.0000 0.0033 0.0034 0.42 9 
Machinery Manufacturing 0.0000 0.0197 0.0197 2.84 4 0.0000 0.0197 0.0197 2.84 5 0.0000 0.0018 0.0018 0.23 14 
Misc Manufacturing 0.0000 0.0030 0.0029 0.42 15 0.0000 0.0030 0.0029 0.42 16 0.0000 0.0008 0.0007 0.09 21 
Electricity Gas Water 0.0000 0.0034 0.0034 0.49 14 0.0000 0.0034 0.0034 0.49 15 0.0000 0.0026 0.0026 0.32 13 
Construction 0.0000 0.0003 0.0002 0.03 25 0.0000 0.0003 0.0002 0.03 26 0.0000 0.0003 0.0004 0.05 23 
Trade 0.0000 0.0286 0.0286 4.12 3 0.0000 0.0286 0.0286 4.12 3 0.0000 0.0153 0.0153 1.93 3 
Accommodation & Cafes 0.0000 0.0019 0.0019 0.28 18 0.0000 0.0019 0.0019 0.28 19 0.0000 0.0053 0.0052 0.66 7 
Road Transport 0.0000 0.0066 0.0066 0.95 10 0.0000 0.0066 0.0066 0.95 11 0.0000 0.0066 0.0067 0.84 6 
Rail Transport 0.0000 0.0012 0.0013 0.18 20 0.0000 0.0012 0.0013 0.18 21 0.0000 0.0014 0.0014 0.18 17 
Other Transport 0.0000 0.0077 0.0077 1.12 8 0.0000 0.0077 0.0077 1.12 9 0.0000 0.0096 0.0096 1.21 5 
Communication Services 0.0000 0.0071 0.0071 1.03 9 0.0000 0.0071 0.0071 1.03 10 0.0000 0.0100 0.0100 1.26 4 
Finance Business Services 0.0000 0.0355 0.0356 5.13 2 0.0000 0.0355 0.0356 5.13 2 0.0000 0.0315 0.0316 3.97 2 
Government Admin Defence 0.0000 0.0024 0.0024 0.35 17 0.0000 0.0024 0.0024 0.35 18 0.0000 0.0015 0.0016 0.20 16 
Ed, Health & Cmun Services 0.0000 0.0010 0.0010 0.14 21 0.0000 0.0010 0.0010 0.14 22 0.0000 0.0009 0.0009 0.11 19 
Cultural Recreation Services 0.0000 0.0006 0.0007 0.10 24 0.0000 0.0006 0.0007 0.10 25 0.0000 0.0017 0.0017 0.21 15 
Personal Services 0.0000 0.0008 0.0008 0.12 23 0.0000 0.0008 0.0008 0.12 24 0.0000 0.0007 0.0007 0.09 21 
Tourism 0.0000 0.0176 0.0177 2.55 6 0.0000 0.0176 0.0177 2.55 7 0.6681 0.0162 0.6843 86.19 1 
TOTAL 0.4960 0.1971 0.6932 100.00  0.4960 0.1971 0.6932 100.00  0.6681 0.1257 0.7939 100.00  
MULTIPLIER 1.0000 0.3975 1.3974 0.59  1.0000 0.3975 1.3974 0.59  1.0000 0.1882 1.1882 0.62  
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Pumicestone region: Income multipliers 
Fishing Aquaculture Tourism Sector 
Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank 
Agriculture 0.0000 0.0010 0.0009 0.25 17 0.0000 0.0010 0.0009 0.25 18 0.0000 0.0011 0.0011 0.22 14 
Fishing 0.2485 0.0023 0.2508 70.20 1 0.0000 0.0105 0.0105 2.94 6 0.0000 0.0001 0.0001 0.03 23 
Aquaculture 0.0000 0.0000 0.0000 0.00 27 0.2383 0.0021 0.2403 67.26 1 0.0000 0.0000 0.0000 0.00 27 
Forestry 0.0000 0.0001 0.0001 0.02 26 0.0000 0.0001 0.0001 0.02 27 0.0000 0.0001 0.0001 0.03 23 
Mining 0.0000 0.0005 0.0005 0.14 23 0.0000 0.0005 0.0005 0.14 24 0.0000 0.0002 0.0002 0.04 22 
Food Manufacturing 0.0000 0.0026 0.0026 0.73 11 0.0000 0.0026 0.0026 0.73 12 0.0000 0.0015 0.0015 0.29 10 
Clothes etc. Manufacturing 0.0000 0.0006 0.0006 0.16 22 0.0000 0.0006 0.0006 0.16 23 0.0000 0.0002 0.0002 0.03 23 
Wood/Paper Manufacturing 0.0000 0.0029 0.0029 0.81 10 0.0000 0.0029 0.0029 0.81 11 0.0000 0.0024 0.0024 0.47 7 
Chemicals Manufacturing 0.0000 0.0084 0.0084 2.34 6 0.0000 0.0084 0.0084 2.34 7 0.0000 0.0013 0.0013 0.26 12 
Minerals Manufacturing 0.0000 0.0017 0.0018 0.49 15 0.0000 0.0017 0.0018 0.49 16 0.0000 0.0006 0.0006 0.12 18 
Metals Manufacturing 0.0000 0.0083 0.0083 2.33 7 0.0000 0.0083 0.0083 2.33 8 0.0000 0.0017 0.0018 0.36 9 
Machinery Manufacturing 0.0000 0.0142 0.0142 3.97 4 0.0000 0.0142 0.0142 3.97 4 0.0000 0.0013 0.0013 0.26 12 
Misc Manufacturing 0.0000 0.0020 0.0020 0.55 14 0.0000 0.0020 0.0020 0.55 15 0.0000 0.0005 0.0005 0.10 21 
Electricity Gas Water 0.0000 0.0008 0.0007 0.21 20 0.0000 0.0008 0.0007 0.21 21 0.0000 0.0005 0.0006 0.11 20 
Construction 0.0000 0.0001 0.0001 0.03 25 0.0000 0.0001 0.0001 0.03 26 0.0000 0.0002 0.0001 0.02 26 
Trade 0.0000 0.0205 0.0205 5.74 2 0.0000 0.0205 0.0205 5.74 2 0.0000 0.0110 0.0110 2.21 3 
Accommodation & Cafes 0.0000 0.0011 0.0011 0.32 16 0.0000 0.0011 0.0011 0.32 17 0.0000 0.0031 0.0031 0.62 6 
Road Transport 0.0000 0.0023 0.0023 0.64 12 0.0000 0.0023 0.0023 0.64 13 0.0000 0.0023 0.0023 0.46 8 
Rail Transport 0.0000 0.0009 0.0009 0.25 19 0.0000 0.0009 0.0009 0.25 20 0.0000 0.0010 0.0010 0.20 15 
Other Transport 0.0000 0.0032 0.0031 0.88 9 0.0000 0.0032 0.0031 0.88 10 0.0000 0.0039 0.0039 0.78 5 
Communication Services 0.0000 0.0033 0.0033 0.93 8 0.0000 0.0033 0.0033 0.93 9 0.0000 0.0047 0.0047 0.94 4 
Finance Business Services 0.0000 0.0167 0.0167 4.68 3 0.0000 0.0167 0.0167 4.68 3 0.0000 0.0148 0.0149 2.98 2 
Government Admin Defence 0.0000 0.0021 0.0021 0.58 13 0.0000 0.0021 0.0021 0.58 14 0.0000 0.0013 0.0013 0.27 11 
Education, Health & Community Services 0.0000 0.0008 0.0009 0.25 17 0.0000 0.0008 0.0009 0.25 18 0.0000 0.0006 0.0008 0.16 16 
Cultural Recreation Services 0.0000 0.0003 0.0003 0.09 24 0.0000 0.0003 0.0003 0.09 25 0.0000 0.0008 0.0008 0.16 17 
Personal Services 0.0000 0.0007 0.0007 0.19 21 0.0000 0.0007 0.0007 0.19 22 0.0000 0.0006 0.0006 0.12 18 
Tourism 0.0000 0.0114 0.0114 3.20 5 0.0000 0.0114 0.0114 3.20 5 0.4324 0.0105 0.4428 88.76 1 
TOTAL 0.2483 0.1091 0.3573 100.00  0.2483 0.1091 0.3573 100.00  0.4324 0.0665 0.4989 100.00  
MULTIPLIER 1.0000 0.4391 1.4391 0.52  1.0000 0.4391 1.4391 0.52  1.0000 0.1538 1.1538 0.42  
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Pumicestone region: Employment multipliers 
Fishing Aquaculture Tourism Sector 
Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank 
Agriculture 0.0000 0.0000 0.0000 0.00 23 0.0000 0.0000 0.0000 0.00 24 0.0000 0.0000 0.0000 0.00 23 
Fishing 0.0156 0.0001 0.0157 82.57 1 0.0000 0.0006 0.0007 3.46 3 0.0000 0.0000 0.0000 0.09 20 
Aquaculture 0.0000 0.0000 0.0000 0.00 23 0.0149 0.0001 0.0150 79.12 1 0.0000 0.0000 0.0000 0.00 23 
Forestry 0.0000 0.0000 0.0000 0.02 22 0.0000 0.0000 0.0000 0.02 23 0.0000 0.0000 0.0000 0.08 21 
Mining 0.0000 0.0000 0.0000 0.00 23 0.0000 0.0000 0.0000 0.00 24 0.0000 0.0000 0.0000 0.00 23 
Food Manufacturing 0.0000 0.0001 0.0001 0.36 10 0.0000 0.0001 0.0001 0.36 11 0.0000 0.0000 0.0000 0.40 11 
Clothes etc. Manufacturing 0.0000 0.0000 0.0000 0.12 16 0.0000 0.0000 0.0000 0.12 17 0.0000 0.0000 0.0000 0.06 22 
Wood/Paper Manufacturing 0.0000 0.0000 0.0001 0.42 9 0.0000 0.0000 0.0001 0.42 10 0.0000 0.0000 0.0001 0.68 5 
Chemicals Manufacturing 0.0000 0.0002 0.0002 1.09 6 0.0000 0.0002 0.0002 1.09 7 0.0000 0.0000 0.0000 0.32 13 
Minerals Manufacturing 0.0000 0.0000 0.0000 0.21 14 0.0000 0.0000 0.0000 0.21 15 0.0000 0.0000 0.0000 0.14 18 
Metals Manufacturing 0.0000 0.0003 0.0002 1.25 5 0.0000 0.0003 0.0002 1.25 6 0.0000 0.0000 0.0001 0.52 9 
Machinery Manufacturing 0.0000 0.0004 0.0004 2.06 4 0.0000 0.0004 0.0004 2.06 5 0.0000 0.0000 0.0000 0.37 12 
Misc Manufacturing 0.0000 0.0001 0.0001 0.35 11 0.0000 0.0001 0.0001 0.35 12 0.0000 0.0000 0.0000 0.17 16 
Electricity Gas Water 0.0000 0.0000 0.0000 0.10 19 0.0000 0.0000 0.0000 0.10 20 0.0000 0.0000 0.0000 0.14 18 
Construction 0.0000 0.0000 0.0000 0.00 23 0.0000 0.0000 0.0000 0.00 24 0.0000 0.0000 0.0000 0.00 23 
Trade 0.0000 0.0011 0.0011 5.92 2 0.0000 0.0011 0.0011 5.92 2 0.0000 0.0006 0.0006 6.18 2 
Accommodation & Cafes 0.0000 0.0000 0.0000 0.11 17 0.0000 0.0000 0.0000 0.11 18 0.0000 0.0000 0.0001 0.60 8 
Road Transport 0.0000 0.0001 0.0001 0.52 8 0.0000 0.0001 0.0001 0.52 9 0.0000 0.0001 0.0001 1.02 4 
Rail Transport 0.0000 0.0000 0.0000 0.11 17 0.0000 0.0000 0.0000 0.11 18 0.0000 0.0000 0.0000 0.25 14 
Other Transport 0.0000 0.0000 0.0001 0.27 12 0.0000 0.0000 0.0001 0.27 13 0.0000 0.0000 0.0001 0.66 7 
Communication Services 0.0000 0.0000 0.0000 0.25 13 0.0000 0.0000 0.0000 0.25 14 0.0000 0.0000 0.0001 0.67 6 
Finance Business Services 0.0000 0.0004 0.0004 2.27 3 0.0000 0.0004 0.0004 2.27 4 0.0000 0.0003 0.0004 3.93 3 
Government Admin Defence 0.0000 0.0000 0.0000 0.17 15 0.0000 0.0000 0.0000 0.17 16 0.0000 0.0000 0.0000 0.21 15 
Education, Health and Community Services 0.0000 0.0000 0.0000 0.00 23 0.0000 0.0000 0.0000 0.00 24 0.0000 0.0000 0.0000 0.00 23 
Cultural Recreation Services 0.0000 0.0000 0.0000 0.08 20 0.0000 0.0000 0.0000 0.08 21 0.0000 0.0000 0.0000 0.42 10 
Personal Services 0.0000 0.0000 0.0000 0.08 20 0.0000 0.0000 0.0000 0.08 21 0.0000 0.0000 0.0000 0.15 17 
Tourism 0.0000 0.0002 0.0002 1.08 7 0.0000 0.0002 0.0002 1.08 8 0.0078 0.0002 0.0080 81.80 1 
TOTAL 0.0155 0.0035 0.0190 100.00  0.0155 0.0035 0.0190 100.00  0.0078 0.0020 0.0098 100.00  
MULTIPLIER 1.0000 0.2235 1.2235 0.23  1.0000 0.2235 1.2235 0.23  1.0000 0.2521 1.2520 0.65  
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Douglas region: Value added multipliers 
Fishing Aquaculture Tourism Sector 
Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank 
Agriculture 0.0000 0.0136 0.0136 2.50 4 0.0000 0.0136 0.0136 2.50 4 0.0000 0.0059 0.0059 0.87 6 
Fishing 0.3947 0.0006 0.3953 72.46 1 0.0000 0.0002 0.0002 0.05 24 0.0000 0.0005 0.0005 0.07 19 
Aquaculture 0.0000 0.0000 0.0000 0.01 26 0.3946 0.0005 0.3951 72.42 1 0.0000 0.0001 0.0001 0.02 25 
Forestry 0.0000 0.0001 0.0001 0.01 25 0.0000 0.0001 0.0001 0.01 26 0.0000 0.0002 0.0002 0.03 24 
Mining 0.0000 0.0036 0.0036 0.67 11 0.0000 0.0036 0.0036 0.67 11 0.0000 0.0007 0.0007 0.10 16 
Food Manufacturing 0.0000 0.0118 0.0118 2.17 6 0.0000 0.0118 0.0118 2.17 6 0.0000 0.0022 0.0022 0.32 10 
Clothes etc. Manufacturing 0.0000 0.0001 0.0001 0.03 24 0.0000 0.0001 0.0001 0.03 25 0.0000 0.0000 0.0000 0.01 26 
Wood/Paper Manufacturing 0.0000 0.0018 0.0018 0.32 15 0.0000 0.0018 0.0018 0.32 15 0.0000 0.0009 0.0009 0.14 14 
Chemicals Manufacturing 0.0000 0.0000 0.0000 0.00 27 0.0000 0.0000 0.0000 0.00 27 0.0000 0.0000 0.0000 0.00 27 
Minerals Manufacturing 0.0000 0.0004 0.0004 0.08 20 0.0000 0.0004 0.0004 0.08 20 0.0000 0.0003 0.0003 0.04 22 
Metals Manufacturing 0.0000 0.0058 0.0058 1.06 8 0.0000 0.0058 0.0058 1.06 8 0.0000 0.0008 0.0008 0.11 15 
Machinery Manufacturing 0.0000 0.0070 0.0070 1.29 7 0.0000 0.0070 0.0070 1.29 7 0.0000 0.0005 0.0005 0.08 17 
Misc Manufacturing 0.0000 0.0004 0.0004 0.07 21 0.0000 0.0004 0.0004 0.07 21 0.0000 0.0002 0.0002 0.03 23 
Electricity Gas Water 0.0000 0.0034 0.0034 0.62 12 0.0000 0.0034 0.0034 0.62 12 0.0000 0.0034 0.0034 0.50 9 
Construction 0.0000 0.0003 0.0003 0.06 23 0.0000 0.0003 0.0003 0.06 23 0.0000 0.0005 0.0005 0.08 18 
Trade 0.0000 0.0384 0.0384 7.05 2 0.0000 0.0384 0.0384 7.05 2 0.0000 0.0135 0.0135 2.00 3 
Accommodation & Cafes 0.0000 0.0017 0.0017 0.32 16 0.0000 0.0017 0.0017 0.32 16 0.0000 0.0046 0.0046 0.68 8 
Road Transport 0.0000 0.0045 0.0045 0.82 10 0.0000 0.0045 0.0045 0.82 10 0.0000 0.0060 0.0060 0.88 5 
Rail Transport 0.0000 0.0008 0.0008 0.15 18 0.0000 0.0008 0.0008 0.15 18 0.0000 0.0015 0.0015 0.22 11 
Other Transport 0.0000 0.0055 0.0055 1.01 9 0.0000 0.0055 0.0055 1.01 9 0.0000 0.0080 0.0080 1.18 4 
Communication Services 0.0000 0.0026 0.0026 0.48 14 0.0000 0.0026 0.0026 0.48 14 0.0000 0.0047 0.0047 0.69 7 
Finance Business Services 0.0000 0.0316 0.0316 5.79 3 0.0000 0.0316 0.0316 5.79 3 0.0000 0.0300 0.0300 4.44 2 
Governmt Admin Defence 0.0000 0.0027 0.0027 0.49 13 0.0000 0.0027 0.0027 0.49 13 0.0000 0.0013 0.0013 0.19 12 
Ed, Health, Cmun Services 0.0000 0.0006 0.0006 0.11 19 0.0000 0.0006 0.0006 0.11 19 0.0000 0.0004 0.0004 0.06 20 
Cultural Recreation Services 0.0000 0.0004 0.0004 0.07 22 0.0000 0.0004 0.0004 0.07 22 0.0000 0.0011 0.0011 0.17 13 
Personal Services 0.0000 0.0008 0.0008 0.16 17 0.0000 0.0008 0.0008 0.16 17 0.0000 0.0004 0.0004 0.06 21 
Tourism 0.0000 0.0122 0.0122 2.24 5 0.0000 0.0122 0.0122 2.24 5 0.5737 0.0134 0.5871 87.02 1 
TOTAL 0.3947 0.1508 0.5455 100.00  0.3946 0.1510 0.5455 100.00  0.5737 0.1010 0.6747 100.00  
MULTIPLIER 1.0000 0.3821 1.3821   1.0000 0.3826 1.3826   1.0000 0.1760 1.1760   
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Douglas region: Income multipliers 
Fishing Aquaculture Tourism Sector 
Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank 
Agriculture 0.0000 0.0021 0.0021 1.31 10 0.0000 0.0021 0.0021 1.31 10 0.0000 0.0011 0.0011 0.28 10 
Fishing 0.0782 0.0001 0.0783 48.45 1 0.0000 0.0000 0.0000 0.03 25 0.0000 0.0001 0.0001 0.02 23 
Aquaculture 0.0000 0.0000 0.0000 0.01 27 0.0782 0.0001 0.0782 48.42 1 0.0000 0.0000 0.0000 0.01 25 
Forestry 0.0000 0.0000 0.0000 0.01 25 0.0000 0.0000 0.0000 0.01 26 0.0000 0.0000 0.0000 0.01 24 
Mining 0.0000 0.0005 0.0005 0.31 17 0.0000 0.0005 0.0005 0.31 17 0.0000 0.0001 0.0001 0.03 22 
Food Manufacturing 0.0000 0.0067 0.0067 4.17 5 0.0000 0.0067 0.0067 4.17 5 0.0000 0.0012 0.0012 0.33 8 
Clothes etc. Manufacturing 0.0000 0.0001 0.0001 0.06 24 0.0000 0.0001 0.0001 0.06 24 0.0000 0.0000 0.0000 0.01 26 
Wood/Paper Manufacturing 0.0000 0.0011 0.0011 0.69 13 0.0000 0.0011 0.0011 0.69 13 0.0000 0.0006 0.0006 0.15 13 
Chemicals Manufacturing 0.0000 0.0000 0.0000 0.01 26 0.0000 0.0000 0.0000 0.01 27 0.0000 0.0000 0.0000 0.00 27 
Minerals Manufacturing 0.0000 0.0002 0.0002 0.11 21 0.0000 0.0002 0.0002 0.11 21 0.0000 0.0001 0.0001 0.03 21 
Metals Manufacturing 0.0000 0.0036 0.0036 2.20 7 0.0000 0.0036 0.0036 2.20 7 0.0000 0.0005 0.0005 0.13 15 
Machinery Manufacturing 0.0000 0.0045 0.0045 2.81 6 0.0000 0.0045 0.0045 2.81 6 0.0000 0.0003 0.0003 0.09 17 
Misc Manufacturing 0.0000 0.0003 0.0003 0.16 20 0.0000 0.0003 0.0003 0.16 20 0.0000 0.0002 0.0002 0.04 20 
Electricity Gas Water 0.0000 0.0009 0.0009 0.58 15 0.0000 0.0009 0.0009 0.58 15 0.0000 0.0009 0.0009 0.25 11 
Construction 0.0000 0.0002 0.0002 0.11 22 0.0000 0.0002 0.0002 0.11 22 0.0000 0.0003 0.0003 0.07 19 
Trade 0.0000 0.0302 0.0302 18.66 2 0.0000 0.0302 0.0302 18.66 2 0.0000 0.0106 0.0106 2.78 3 
Accommodation & Cafes 0.0000 0.0010 0.0010 0.61 14 0.0000 0.0010 0.0010 0.61 14 0.0000 0.0026 0.0026 0.70 5 
Road Transport 0.0000 0.0015 0.0015 0.96 11 0.0000 0.0015 0.0015 0.96 11 0.0000 0.0021 0.0021 0.54 7 
Rail Transport 0.0000 0.0004 0.0004 0.26 19 0.0000 0.0004 0.0004 0.26 19 0.0000 0.0008 0.0008 0.20 12 
Other Transport 0.0000 0.0031 0.0031 1.94 8 0.0000 0.0031 0.0031 1.94 8 0.0000 0.0045 0.0045 1.19 4 
Communication Services 0.0000 0.0012 0.0012 0.75 12 0.0000 0.0012 0.0012 0.75 12 0.0000 0.0022 0.0022 0.57 6 
Finance Business Services 0.0000 0.0149 0.0149 9.24 3 0.0000 0.0149 0.0149 9.24 3 0.0000 0.0142 0.0142 3.72 2 
Governmt Admin Defence 0.0000 0.0023 0.0023 1.45 9 0.0000 0.0023 0.0023 1.45 9 0.0000 0.0011 0.0011 0.30 9 
Ed, Health, Cmun Services 0.0000 0.0005 0.0005 0.31 18 0.0000 0.0005 0.0005 0.31 18 0.0000 0.0004 0.0004 0.09 16 
Cultural Recreation Services 0.0000 0.0002 0.0002 0.10 23 0.0000 0.0002 0.0002 0.10 23 0.0000 0.0005 0.0005 0.14 14 
Personal Services 0.0000 0.0007 0.0007 0.40 16 0.0000 0.0007 0.0007 0.40 16 0.0000 0.0003 0.0003 0.08 18 
Tourism 0.0000 0.0070 0.0070 4.33 4 0.0000 0.0070 0.0070 4.33 4 0.3286 0.0077 0.3362 88.26 1 
TOTAL 0.0782 0.0834 0.1616 100.00  0.0782 0.0834 0.1616 100.00  0.3286 0.0524 0.3810 100.00  
MULTIPLIER 1.0000 1.0669 2.0669   1.0000 1.0677 2.0677   1.0000 0.1594 1.1594   
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Douglas region: Employment multipliers 
Fishing Aquaculture Tourism Sector 
Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank Initial Flow-On Total (%) Rank 
Agriculture 0.0000 0.0001 0.0001 2.34 6 0.0000 0.0001 0.0001 2.34 6 0.0000 0.0001 0.0001 0.57 7 
Fishing 0.0037 0.0000 0.0037 60.37 1 0.0000 0.0000 0.0000 0.04 25 0.0000 0.0000 0.0000 0.03 21 
Aquaculture 0.0000 0.0000 0.0000 0.01 26 0.0037 0.0000 0.0037 60.34 1 0.0000 0.0000 0.0000 0.01 24 
Forestry 0.0000 0.0000 0.0000 0.01 25 0.0000 0.0000 0.0000 0.01 26 0.0000 0.0000 0.0000 0.01 23 
Mining 0.0000 0.0000 0.0000 0.10 21 0.0000 0.0000 0.0000 0.10 21 0.0000 0.0000 0.0000 0.01 25 
Food Manufacturing 0.0000 0.0002 0.0002 2.97 5 0.0000 0.0002 0.0002 2.97 5 0.0000 0.0000 0.0000 0.27 8 
Clothes etc. Manufacturing 0.0000 0.0000 0.0000 0.07 24 0.0000 0.0000 0.0000 0.07 24 0.0000 0.0000 0.0000 0.01 26 
Wood/Paper Manufacturing 0.0000 0.0000 0.0000 0.62 13 0.0000 0.0000 0.0000 0.62 13 0.0000 0.0000 0.0000 0.16 12 
Chemicals Manufacturing 0.0000 0.0000 0.0000 0.01 27 0.0000 0.0000 0.0000 0.01 27 0.0000 0.0000 0.0000 0.00 27 
Minerals Manufacturing 0.0000 0.0000 0.0000 0.07 22 0.0000 0.0000 0.0000 0.07 22 0.0000 0.0000 0.0000 0.02 22 
Metals Manufacturing 0.0000 0.0001 0.0001 1.90 8 0.0000 0.0001 0.0001 1.90 8 0.0000 0.0000 0.0000 0.13 13 
Machinery Manufacturing 0.0000 0.0001 0.0001 2.31 7 0.0000 0.0001 0.0001 2.31 7 0.0000 0.0000 0.0000 0.09 16 
Misc Manufacturing 0.0000 0.0000 0.0000 0.15 19 0.0000 0.0000 0.0000 0.15 19 0.0000 0.0000 0.0000 0.04 20 
Electricity Gas Water 0.0000 0.0000 0.0000 0.24 16 0.0000 0.0000 0.0000 0.24 16 0.0000 0.0000 0.0000 0.12 14 
Construction 0.0000 0.0000 0.0000 0.07 23 0.0000 0.0000 0.0000 0.07 23 0.0000 0.0000 0.0000 0.05 19 
Trade 0.0000 0.0009 0.0009 14.45 2 0.0000 0.0009 0.0009 14.45 2 0.0000 0.0003 0.0003 2.49 3 
Accommodation & Cafes 0.0000 0.0000 0.0000 0.65 12 0.0000 0.0000 0.0000 0.65 12 0.0000 0.0001 0.0001 0.86 4 
Road Transport 0.0000 0.0001 0.0001 0.88 10 0.0000 0.0001 0.0001 0.88 10 0.0000 0.0001 0.0001 0.57 6 
Rail Transport 0.0000 0.0000 0.0000 0.13 20 0.0000 0.0000 0.0000 0.13 20 0.0000 0.0000 0.0000 0.11 15 
Other Transport 0.0000 0.0001 0.0001 0.87 11 0.0000 0.0001 0.0001 0.87 11 0.0000 0.0001 0.0001 0.62 5 
Communication Services 0.0000 0.0000 0.0000 0.30 14 0.0000 0.0000 0.0000 0.30 14 0.0000 0.0000 0.0000 0.26 9 
Finance Business Services 0.0000 0.0004 0.0004 6.06 3 0.0000 0.0004 0.0004 6.06 3 0.0000 0.0003 0.0003 2.83 2 
Governmt Admin Defence 0.0000 0.0001 0.0001 0.98 9 0.0000 0.0001 0.0001 0.98 9 0.0000 0.0000 0.0000 0.23 11 
Ed, Health, Cmun Services  0.0000 0.0000 0.21 17 0.0000 0.0000 0.0000 0.21 17 0.0000 0.0000 0.0000 0.07 17 
Cultural Recreation Services 0.0000 0.0000 0.0000 0.15 18 0.0000 0.0000 0.0000 0.15 18 0.0000 0.0000 0.0000 0.23 10 
Personal Services 0.0000 0.0000 0.0000 0.28 15 0.0000 0.0000 0.0000 0.28 15 0.0000 0.0000 0.0000 0.07 18 
Tourism 0.0000 0.0002 0.0002 3.81 4 0.0000 0.0002 0.0002 3.81 4 0.0109 0.0003 0.0111 90.12 1 
TOTAL 0.0037 0.0024 0.0061 100.00  0.0037 0.0024 0.0061 100.00  0.0109 0.0015 0.0123 100.00  
MULTIPLIER 1.0000 0.6588 1.6588   1.0000 0.6594 1.6594   1.0000 0.1355 1.1355   
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Appendix E Model on CD 
For convenience, a copy of the Vensim model (and a free reader) is provided on CD.  
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Appendix F Model coefficients 
 
Variable Pumicestone Douglas 
"% people losing time 
gastro" 
0.201  
"% people seeking 
treatment gastro" 
0.120  
aqua expend propn 0.356 0.227 
aqua export propn 0.124 0.827 
aqua imports propn 0.168 0.378 
aqua ind exp propn 0.820 0.364 
aqua intermed purch 
propn 
0.204 0.150 
aqua other purch propn 0.189 -0.060 
aqua tax propn 0.036 0.038 
aqua wages propn 0.238 0.078 
area 1000000  
arrival rate 0.033 0.028 
arsenic guideline 2.000  
arsenic oral slope factor 1.500  
attach belong coefficient 0.400 0.350 
attach contrib coefficient 0.370 0.340 
average interaction time 0.167 0.167 
average time per volunteer 2.000 2.000 
average treatment cost 
gastro 
60.000  
averaging time 75.000  
bacteria in water guideline 14.000  
base arsenic 0.264  
base attachment 3.800 4.300 
base belonging 4.000 4.500 
base biota 3.500 4.000 
base contrib 4.000 4.300 
base employmt 0.300 0.580 
base enterococci 330  
base exercise 29 30.450 
base fcoli 10  
base growth time 4.600 4.600 
base int stay 4.400 5.100 
base int vis 70 70.000 
base interactions 5.500 7.000 
base local stay 4.400 5.100 
base local vis 1200 1200 
base management 1.100 1.100 
Variable Pumicestone Douglas 
base network 10.400 11.000 
base oysters 2194.250  
base population 126942 9964 
base QoL 4.500 4.900 
base runoff quality 50.000  
base vegetation 3.500 4.000 
base visit time 4.000 4.000 
base visits 2.500 6.400 
base vol 1.300 1.200 
base WQ 3.500 4.000 
base zinc 215  
belong popn coef 0.020 0.020 
belong qol coefficient 0.2 0.31 
bloom threshold 2.000  
bloom visits 3.500  
body weight 65  
condition popn coef 0.020 0.020 
condition qol coefficient 0.15 0.18 
condition rec time coef 0.433 0.480 
condition visit coefficient 0.100 0.100 
contact retaining time 3.000 3.000 
contrib condition 
coefficient 
0.000 0.000 
contrib volunteer 
coefficient 
0.150 0.300 
death rate 0.600  
decay time 1.000  
delay time 1.000  
departure rate 0.021 0.021 
dermatitis likelihood 0.028  
diffuse runoff 
improvement 
0.147  
dispersion time 1.000  
duration of gastro 4.000  
effect of popn on runoff 0.000  
effect of population on 
envmt 
1.100 1.100 
effect of quality on int 
stay 
0.030 0.030 
effect of quality on nat 
stay 
0.030 0.030 
effect of rain on iron pulse 0.000  
effect of runoff on arsenic 0.000  
effect of runoff on 
enterococci 
-0.300  
effect of runoff on fcol -0.100  
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Variable Pumicestone Douglas 
effect of runoff on zinc -0.200  
effect of visits on 
perception time lag 
0.010 0.010 
employmt per aqua prodn 0.001 0.000 
employmt per fish prodn 0.001 0.000 
employmt per other 
industry 
0.001 0.000 
employmt per tourism 
prodn 
0.001 0.000 
employmt popn coef 1.000 0.100 
exercise health coef 0.100 0.100 
exercise mental coef 0.400 0.400 
exercise time propn 0.250 0.250 
exposure duration 60  
extra management 1.000 1.400 
FINAL TIME 240 240 
fish export propn 0.129 0.827 
fish import propn 0.175 0.379 
fish ind exp propn 0.928 0.928 
fish intermed propn 0.328 0.227 
fish other final purch 
propn 
0.154 -0.061 
fish price 6.980 6.980 
fish tax propn 0.038 0.038 
fish wages propn 0.249 0.217 
gastro time 1.000  
growth rate 30  
guidelines 200  
half sat const 0.005  
Health qol coefficient 0.42 0.50 
hh fish purch propn 0.505 0.084 
hh imports propn 407.036 407.036 
hh income popn propn 635.000 417.051 
hh tax propn 132.936 142.528 
household aqua purch 
propn 
0.484 0.084 
household seafood 
consumption 
0.608 0.608 
ind export propn 0.152 0.221 
ind hh propn 0.219 0.182 
ind import propn 0.133 0.192 
ind tax propn 0.025 0.022 
ind wage propn 0.223 0.217 
industry other propn 0.217 0.233 
industry popn coef 64413.801 79491 
initial condition 3.414 4.000 
INITIAL TIME 1.000 1.000 
interaction Network 0.640 0.770 
Variable Pumicestone Douglas 
coefficient 
intermed fish purch propn 0.212 0.150 
Lyngbya base 0.000  
Lyngbya bloom size 100000000  
max As 2.500  
max belong 5.000 5.000 
max contrib 5.000 5.000 
max density 210  
max enterococci 700  
max mental 5.000 5.000 
max phys health 5.000 5.000 
max QoL 6.000 6.000 
max Zn 500  
maximum attachment 5.000 5.000 
maximum condition 5.000 5.000 
Mental health qol coef 0.12 0.12 
min condition 1.000 1.000 
min QoL 1.000 1.000 
month days 30.417 30.417 
month var 1.000  
months 12 12.000 
months to deteriorate 45 45.000 
months to improve 45 45.000 
network attach coefficient 0.030 0.030 
network belong 
coefficient 
0.030 0.020 
network QoL coefficient 0.017 0.013 
normal iron flow 0.000  
optimal temp 26.000  
other biota propn 0.800  
other income propn 0.343  
other veg propn 0.800  
other wq propn 0.800  
oyster price 3.170  
popn death rate 0.001 0.001 
population birth rate 0.012 0.012 
prawn price 15.840 15.840 
"propn brib.dec visits" 0.350  
propn intnat visitors 0.050 0.050 
propn visiting 0.846  
"propn visiting brib.dec" 0.788  
propon of visits 0.448 0.448 
quality int visit coef 0.100 0.200 
quality nat visit coef 0.100 0.200 
recovery time dermatitis 0.500  
recreation time propn 0.350 0.350 
SAVEPER 1.000 1.000 
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Variable Pumicestone Douglas 
shellfish consumption rate 0.048  
sign delay 3.000  
social time proportion 0.350 0.350 
threshold failures 60  
time death rate 12 12.000 
time popn change 12 12.000 
TIME STEP 0.016 0.016 
time to change 3.000  
time to change arsenic 3.000  
time to change attachment 3.000 3.000 
time to change av conc 3.000  
time to change av conc ent 3.000  
time to change belong 3.000 3.000 
time to change catch 12 12.000 
time to change contrib 1.000 1.000 
time to change exercise 6.000 6.000 
time to change fcoli 3.000  
time to change health 6.000 6.000 
time to change interact 3.000 3.000 
time to change mental 
health 
6.000 6.000 
time to change networks 3.000 3.000 
time to change QoL 3.000 3.000 
time to change visit time 1.000 1.000 
time to change visits 3.000 3.000 
time to change 
volunteering 
1.000 1.000 
time to close fishery 12.000  
time to die 0.500  
time to erect 12.000  
Variable Pumicestone Douglas 
time to increase 12.000 12.000 
time to make expenditure 1.000 1.000 
time to measure condition 12.000 12.000 
time to recover 0.500  
time to sell 1.000 1.000 
total available time 110.000 110.000 
total visit time 2.000 2.000 
tourism exp propn 0.412 0.150 
tourism export propn 0.236 0.709 
tourism hh propn 0.438 0.247 
tourism import propn 0.133 0.276 
tourism ind exp propn 0.900 0.887 
tourism intermed propn 0.167 0.150 
tourism other purch propn 0.158 -0.106 
tourism tax propn 0.025 0.050 
tourism wages propn 0.223 0.329 
vegetation fish coef 1000 1000 
visit attach coefficient 0.009 0.007 
visit exercise coef 0.177 0.113 
visit exercise time propn 0.100 0.100 
visit interaction 
coefficient 
0.080 0.030 
visit mental h coef 0.400 0.400 
visit time ex coef 0.200 0.200 
visitor expenditure 15000 1000 
vol condition coefficient 0.000 0.000 
vol time proportion 0.050 0.050 
WQ prawns coef 0.500 0.500 
zinc guidelines 300  
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Appendix G Sensitivity analysis graphs 
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Appendix H Scenario results 
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