Abstract: We present some applications of central limit theorems on mesoscopic scales for random matrices. When combined with the recent theory of "homogenization" for Dyson Brownian Motion, this yields the universality of quantities which depend on the behavior of single eigenvalues of Wigner matrices and β-ensembles. Among the results we obtain are the Gaussian fluctuations of single eigenvalues for Wigner matrices (without an assumption of 4 matching moments) and classical β-ensembles (β = 1, 2, 4), Gaussian fluctuations of the eigenvalue counting function, and an asymptotic expansion up to order o(N −1 ) for the expected value of eigenvalues in the bulk of the spectrum. The latter result solves a conjecture of Tao and Vu.
Introduction
The object of this note is to show how two recent results in random matrix theory, central limit theorems for linear statistics of eigenvalues on mesoscopic scales (see [20, 2] ), and homogenization for Dyson Brownian Motion (DBM) introduced in [5] and refined in [22] , can be used to derive a number of results concerning the fluctuations of single eigenvalues. In particular, we obtain the following results: Here, N denotes the dimension of the random matrix ensemble under consideration. Item 1 was first obtained for the Gaussian Unitary Ensemble (GUE) by Gustavsson [19] , and then for complex Hermitian Wigner matrices whose moments match the GUE to fourth order by Tao and Vu [31] . O'Rourke [26] extended this to the Gaussian Orthogonal and Symplectic Ensembles (GOE/GSE) by applying a result of Forrester and Rains [18] (and then to Wigner matrices of these symmetry classes with four matching moments). Gustaffson originally first proved Item 3 and then obtained Item 1 via the duality |{i :
Gaussian fluctuations on scale
where the {λ i } i are random matrix eigenvalues in increasing order. Dallaporta and Vu [8] used this to obtain the central limit theorem for the eigenvalue counting function of Wigner matrices (of those with four moments matching the Gaussian ensembles) and additionally computed the asymptotic expectation and variance of this quantity.
In the present work we remove all moment matching assumptions in Items 1 and 3. Moreover our approach also applies to β-ensembles and we obtain the Gaussian fluctuations for the eigenvalues of the classical β-ensembles. Our proof is based on universality, meaning that we show that the eigenvalue fluctuations are universal, coinciding with the Gaussian case. In the β-ensemble case, this approach applies for even non-classical values of β ≥ 1, and so if the analog of Gustavsson's result were known for general Gaussian β-ensembles, then we would obtain Item 2 for all β ≥ 1.
The formula we obtain for the expected value of a single bulk eigenvalue in Item 4 solves a conjecture of Tao and Vu [30, Conjecture 1.7] , and extends it to the real symmetric case.
Homogenization of Dyson Brownian Motion
Our work relies on a recent technical innovation in the study of Dyson Brownian motion (DBM), known as "homogenization." DBM is a stochastic process on random matrices first introduced by Dyson [12] . It was first applied by Erdos, Schlein and Yau [15] who introduced DBM as a tool to study local eigenvalue fluctuations and prove Wigner-Dyson-Mehta conjecture for all symmetry classes.
Homogenization relies on a coupling between two Dyson Brownian motions x(t) and y(t). The first process x(t) has initial data given by the Wigner matrix whose eigenvalues we wish to study, and y(t) comes from the equilibrium Gaussian ensemble that we would like to compare x(t) to. The difference between these two processes satisfies a discrete parabolic equation; the work [5] establishes a homogenization theory for this parabolic equation, resulting in the estimate
for some c > 0 with probability 1 − o(1). Here,
for some explicit, N -dependent function G. Above, the γ j are the quantiles of the semicircle density, the limit of the empirical eigenvalue density of x(0) and y(0), and so the second sums are roughly the expected value of the first sums. The function G is constructed from the heat kernel of a nonlocal operator that arises as a continuum approximation to the equation satisfied by x − y (hence the name "homogenization"). The linear statistic (1.2) is on the scale t which must satisfy 1 ≫ t ≫ N −1 for the estimate (1.1) to hold. This scale is in between the microscopic and global scales, and so the quantity (1.2) is known as a mesoscopic linear statistic.
The representation (1.1) allows for a precise description of the fluctuations of quantities depending on single eigenvalues x i (t), provided one has good control of mesoscopic linear statistics, specifically, the quantities (1.2). At the time of the publication of [5] , such a general result was not yet available, and the authors found that it sufficed, for their intended application, to obtain a result about mesoscopic linear statistics for the GOE. The intended application of homogenization in [5] was to the local correlation functions, which concern the scale N −1 and differs crucially from the log(N )N −1 of the single eigenvalue fluctuations. For this reason, it was not necessary to treat the quantities (1.2) for the non-GOE case.
In [22] , we revisited the argument in [5] and derived a refined homogenization result depending only on local assumptions on the initial data. We also obtained precise control on linear statistics of observables such as G in (1.2) in the case of deformed Wigner matrices. The derivation of our main results will follow from a combination of (1.1) and a strengthened version of the mesocopic CLT we proved in [22] .
Mesoscopic linear statistics
Let λ 1 ≤ λ 2 · · · ≤ λ N , denote the eigenvalues of a Wigner matrix. It is by now classical that for smooth functions f , the quantity
is asymptotically Gaussian for smooth functions f . A general result applying to sufficiently regular functions appears in [25] . For compactly supported or rapidly decaying functions f , 0 < α < 1 and an energy E ∈ (−2, 2),
is asymptotically Gaussian, with limiting variance
Here c sym = 1 2 for Hermitian Wigner matrices, and c sym = 1 for real symmetric Wigner matrices. Because of the rescaling by N α , the sums (1.3) typically involve about N 1−α eigenvalues, and consequently such linear statistics are refered to as mesoscopic. This result has been known in restricted cases for some time (see [10, 11, 24] ). In [20] , the authors obtain the result for general Wigner matrices and general f . See also [2] for the case of β-ensembles. We gave proofs of more general results in [22] in the deformed Wigner case, and one-cut β-ensembles.
The method we use to derive our mesoscopic CLT represents a considerable simplification over the proof offered in [22] . Moreover, the result we derive here is stronger than that in [22] , which had some restrictions on the scale of the function under consideration -this was an artifact of the proof given there, and absent from the present work.
This strengthening is in large part due to the fact that we are dealing with Wigner matrices, rather than the deformed Wigner matrices of our previous paper. Our result improves on the known results for Wigner matrices [20, 2] in that we allow the function f to not have compact support or decay quickly at infinity. As a consequence, the variance of the linear statistic may grow logarithmically with N . This is essential for our application to (1.2) -the function G turns out to roughly behave as a smoothed out step function on the mesoscopic scale t, and for such a function the quantity (1.4) is O(log(N )). Note that the size of the fluctuations of the linear statistics (1.2) and the single eigenvalues are the same, and so the mesoscopic central limit theorem is necessary for treating the single eigenvalue fluctuations via the homogenization approach. Such a CLT was not known prior to the present work.
The proof of the CLT, Proposition 4.1, is inspired by the method in [28] , but uses the cumulant expansion (as in [20] ) instead of the more intricate resolvent expansion in [22] . We also rely on the isotropic local law of [4, 21] to simplify the treatment of some error terms (this is not strictly necessary as such a result was not available for [22] ).
Statement of results
For simplicity, we state all our results for Wigner matrices in the case when H is real and symmetric. The same proofs apply with only minor modification to random Hermitian matrices. In this case however, many of results below can be derived using the Brézin-Hikami formula [7] , requiring neither of the techniques highlighted in the introduction.
Let ξ o and ξ d be two real centered random variables with bounded moments of all orders, with the variance of ξ o being 1. A real symmetric Wigner matrix is an N × N self adjoint matrix so that the entries {H ij } i≤j are independent, and
We also use the following notation for the cumulants of the matrix entries,
We denote by λ 1 ≤ · · · ≤ λ N be the ordered eigenvalues of H. As a consequence of the local semi-circle law, Theorem 2.2, λ i is typically very close to the ith N -quantile γ i of the semicircle distribution, also known as the "classical location" of λ i . The semicircle and classical eigenvalue locations are defined by
Our first result describes the fluctuations of λ i about γ i . Theorem 1.1. Let κ > 0, and let λ i be the eigenvalues of a symmetric Wigner matrix. For κN ≤ i ≤ (1 − κ)N we have,
In the case of complex Hermitian Wigner matrices, the same result holds with limiting variance
As explained in the introduction, this has been obtained only for the Gaussian ensembles and those Wigner matrices whose first four moments match the Gaussian ensembles [26, 19, 31] . Our contribution is thus to remove the assumption of matching moments. Theorem 1.1 has also been obtained independently by Bourgade and Krishnan [6] by different methods.
By a well-known argument (see [19, 8] or below), the result on fluctuations of eigenvalues implies a CLT for indicator functions: Corollary 1.2. For E ∈ (−2, 2) let N (E) = #{i : λ i ≤ E} be the eigenvalue counting function of a real symmetric Wigner matrix. Then,
(1.8)
A similar method gives the following for classical β-ensembles in the one-cut case. 
where ρ (V ) is the equilibrium measure of V and γ
is the ith classical eigenvalue location.
If the result for β / ∈ {1, 2, 4} were known for the Gaussian β-ensemble, then the above result would be true for all β ≥ 1. Instead, we have the statement that for all β ≥ 1 and smooth test functions F ,
The expectation on the LHS is with respect to the β-ensemble with potential V and on the RHS we have the expectation with respect to the Gaussian β-ensemble.
As in Corollary 1.2 we also get a CLT for the eigenvalue counting function for β ensembles with classical values of β. A similar result for the indicator function 1 (a,b) where (a, b) ⊆ (A + κ, B − κ) was obtained by Shcherbina [29] for classical β, using Fredholm determinants.
Our method also allows for an asymptotic expansion of E[λ i ] for Wigner matrices up to order o(N −1 ), resolving a conjecture of Tao and Vu [30] . A related result for Gaussian divisible ensembles in the complex Hermitian case was obtained by Edelman-Guionnet-Péché [13] using the Brézin-Hikami formula. This result finds an expansion for the quantiles of the expected density of states; however this result does not imply the corresponding expansion for the expected eigenvalue location. 
and
Remark. Tao and Vu [30] conjectured in the complex Hermitian case a formula similar to (1.11). The formula we find sharpens their prediction, by identifying the quantity C i,N in their proposed asympotic
. Their main interest was the dependence of the expectation on the fourth moment of the entries, and we find exactly the dependence predicted in [30] . The formula (1.12) appears new. For a 1-cut β-ensemble with equilibrium distribution ρ V supported on [A, B] we obtain the following:
where ν V (x) is a specific signed measure, described in more detail below.
The mesoscopic central limit theorem we present, Theorem 2.2, is fairly robust. To illustrate this, we state an extension of some previous results on "partial linear statistics" of Bao, Pan and Zhou [1] . Specifically, we weaken the regularity assumptions on the functions f appearing there, and do not require the moment matching hypotheses of [1] . Theorem 1.6. Let H be a real symmetric Wigner matrix. Let f be a C 3 function such that f ′ (x) = 0 only for x ∈ (−2 + κ, 2 − κ), and f (u) = 0 where u ∈ (−2, 2). Then,
where σ 2 is an explicit function of f . In fact,
where V is defined in (4.7).
Remark. If f (u) = 0, the quantity (1.14) has variance of order log N ; a central limit theorem for this case follows from our result for the eigenvalue counting function.
The local semi-circle law
Let H be a Wigner matrix as above. The empirical distribution of the eigenvalues of such a matrix converges to the semi-circle distribution (1.6). The local semi-circle law, which will use throughout without further comment represents a considerable strengthening of this statement. It is expressed in terms of the resolvent matrix
Of particular importance is the normalized trace of G(z), because it equals the Stieltjes transform of the empirical eigenvalue distribution:
The semi-circle law is equivalent to
where
The version of the local semi-circle law we state here is taken from [3, Theorem 2.6], which is a detailed, pedagogical treatment of the semi-circle law and its applications. To state it we introduce the following notion of overwhelming probability.
Definition 2.1. We say that an event or family of events {A i } i∈I hold with overwhelming probability if for all D > 0 we have
Then, for each ǫ > 0 and each D > 0 large, and all N sufficiently large, we have
uniformly in z ∈ S with overwhelming probability.
One consequence of the semi-circle is that the eigenvalues λ i are close to the classical location (1.6). 
uniformly in i with overwhelming probability.
3 Homogenization for DBM
Wigner matrices
In this section we present the homogenization result of [5] for Wigner matrices. We will need first the following definition.
Definition 3.1. We say that X is a Wigner matrix with Gaussian component of size t 0 if,
where X ′ is a Wigner matrix and W is an independent GOE.
Given a Wigner matrix X (which we will eventually take to have a Gaussian component) and a GOE matrix W ′ independent of X, we define the following system of coupled SDEs. First we define,
where the B i are standard Brownian motions. Using the same Brownian motion terms, we define
It is well-known that for each time t, the vector x i (t) is distributed as the eigenvalues of the matrix e −t/2 X + √ 1 − e −t W ′′ where W ′′ is an independent GOE matrix. Consequently, the vector y i (t) is distributed as the eigenvalues of a GOE matrix for every t.
The following homogenization result is Theorem 3.2 of [5] .
There are constants τ 0 < 1/4 and δ 1 , δ 2 so that the following. Suppose that X is a Wigner matrix with Gaussian component of size t 0 = N −τ 0 . Let W be a GOE matrix independent of X and consider the coupled system of SDEs defined above. Then, with probability at least 1 − N −δ 1 and t 1 = t 0 /2,
The function p t 1 (x, y) is smooth and its properties are given below.
Remark. We could have also used instead the homogenization result of [22] , which would have yielded the above estimate with much higher probability. However, the result of [22] is presented in a general setting, and it would take some exposition to specialize it to the simpler Wigner case. Moreover, we will not need the stronger result proved there. The function p s (x, y) is defined on [−2, 2] 2 is defined explicitly in (3.22) of [5] . It is smooth and obeys the estimates [5] ,
In preparation for the application of the mesoscopic central limit theorem, we show how to rewrite the sum on the RHS as a linear statistic. Choose an ε 1 > 0 so that 0 < ε 1 < τ 0 /10. Using rigidity, and the first estimate of (3.5) we see that,
with overwhelming probability. An explicit calculation using (3.22) of [5] yields,
Defining, 8) we see that, by a similar argument as Section 4 of [5] (near (4.57-4.58)) that on the event that the conclusion of Theorem 3.2 holds, that
for some c > 0, where, 1
For later use, we note that for |x − γ i | > t 1 N ε 1 ,
as well as the bounds,
β-ensembles
In this section we discuss the analog of i , and equilibrium measure by ρ (V ) and ρ (U ) . Assume that,
Let, x i (t) and y i (t) be the following coupled process,
where the B i are standard Brownian motions, and the initial data are independent β-ensembles for potentials V and U , respectively. Note that the distribution of each of the sets of particles is invariant under t (of course the joint distribution of all 2N particles together is not).
The following theorem is consequence of Section 8, specifically Theorem 8.15, of [22] .
Theorem 3.3. Let t 1 = N ω 1 /N with 0 < ω 1 < 1/10. Then there are ε, δ 1 , δ 2 > 0 so that the following estimate holds with probability at least 1 − N −δ 1 . We have,
In the above theorem, the functionp, as the theorem is written above, is not exactly the same as p appearing earlier, however it also obeys the estimates (3.5). Above γ all differ by less than C/N . Similar arguments as to those in the Wigner case show that the sum on the RHS of (3.16) can be written as
and similarly forζ y . HereĜ obeys also (3.11) (with ρ sc (γ i ) replaced by ρ sc (0)) and (3.12).
Linear statistics
In this section, we derive the mesoscopic central limit theorem we will use to prove our main results. Let H be a real symmetric Wigner matrix, and let a k and s k be as in (1.5). We will use frequently the local semicircle law discussed in Section 2.
Statements
Let f N (x) ∈ C 3 be a sequence of test functions. We will drop the N -dependence from the notation and write f = f N . We assume that there are c, C > 0 so that
We also assume that
for some κ > 0. For definiteness we assume κ < 1 10 . Define, for λ,
The function ψ is the characteristic function of the centered linear statistic. Let χ(y) be a smooth function that is 1 for |y| ≤ 1 and 0 for |y| ≥ 2. We use the quasi-analytic extension of f ,
In this section we make the following calculation.
Proposition 4.1. We have for any ε > 0,
We can further calculate the variance and expectation.
Lemma 4.2. We have,
For the expectation we have for any ε > 0,
Integrating (4.5) gives us the following theorem.
Theorem 4.3. Let f be as above and assume V (f ) ≥ c. Then
converges to a Gaussian with mean 0 and variance 1.
Proof of Proposition 4.1
By the Hellfer-Sjöstrand formula (see [9] ) we have,
Fix a small a > 0 and define the domain
Using the fact that y → Im[m N (x + iy)]y is an increasing function and that m N (z) =m N (z) we get,
with overwhelming probability. Using this, we have
14)
The following lemma will be used repeatedly.
Lemma 4.4. Let H(z) be a holomorphic function on C\R. Suppose that the estimate
|H(z)| ≤ K |Im[z]| s ,(4.
15)
for some 1 ≤ s ≤ 2 whenever |z − 2| > κ/2 or |z + 2| > κ/2, where κ is as in the definition of f . There is a C > 0 so that,
Proof. We have only to deal with the term involving f ′′ (x). For this, we fix a scale η 1 and integrate in parts for |y| > η 1 , to find
where used the Cauchy-Riemann equations. Since H is holomorphic away from the real axis we have by the Cauchy integral formula,
Hence,
and the result follows by taking η 1 = ||f ′′ || −1 2 . Remark. Note the integration by parts technique in the above proof; before the partial integration, the integral over x contributes ||f ′′ || 1 . Integrating by parts contributes O(|y| −1 ) from the derivative of H(z), which is smaller when |y| > ||f ′′ || −1
1 . The integral in the variable y is always estimated by power counting. This argument of integration by parts and power counting will be used repeatedly in what follows.
Let now 20) so that by (4.12),
Let E a (z) be the same as E(z) but with e a (λ) in place of e(λ. Applying Lemma 4.4 with
, we see that
for any ε > 0. We will use a cumulant expansion on the right-hand side of (4.22). Let ∂ ab denote differentiation with respect to H ab . By a direct calculation (similar to (4.36) below) using Lemma 4.4 one can see that with overwhelming probability,
for any ε > 0 and N large enough.
Lemma 4.5. For z ∈ Ω a we have,
Proof. By the cumulant expansion (see, e.g., Lemma 3.2 of [23] and the discussion therein for use of the cumulant expansion), we derive
any ε > 0. We begin calculating each term. Starting with (4.26) we have,
This term contributes the 2mE a to the LHS of (4.24). For (4.27) we have,
We now start with the terms in (4.28). For a combinatorial factor K, i,a
By the isotropic local law (Theorem 2.12 of [4] ),
with overwhelming probability, and so
In preparation for the second term of (4.28) we calculate, for i = a,
Since with overwhelming probability,
we find that (using Lemma 4.4)
For the second term of (4.28) we have
We see, using (4.38),
)(1 + |λ|) .
(4.40) The derivative in the above expression together with the sum over i, a gives us
by the isotropic local law. So, using Lemma 4.4,
For the first term of (4.28) we further calculate, for i = a,
and so
where in the last line we used the isotropic law again. Finally, for the terms (4.29) we see that
We further calculate the terms on the right side of (4.24).
Lemma 4.6. We have,
Proof. We see that,
The second estimate is similar, and the last estimate follows from (4.42). Putting together the last two lemmas we obtain,
We now complete the proof of Proposition 4.1. We see that with overwhelming probability, if z and z ′ are on different half-planes,
whereas if they are on the same half-plane, divide into the cases η < 2η ′ and η > 2η ′ . In the former, write m(z) − m(z ′ ) = m ′ (s)ds to get
Integrating all of this (i.e., using the integration by parts and power counting technique of Lemma 4.4) we see that for any ε > 0,
In order to complete the proof, we need only estimate the error in first replacing E[e a (λ)] by E[e(λ)] and then restoring to the integral the region C 2 \Ω 2 a . First we estimate the size of the integral appearing above, and show that it is at most O(log(N ) 2 ). We can then replace E[e a ] by E[e(λ)] = ψ(λ) using (4.21). The terms which need to be estimated involve f ′′ (x); the contribution from the other terms are bounded, due to the assumptions (4.1) and the appearance of χ ′ (y) in these terms which is non-zero only for y of order 1. We turn to the terms with f ′′ (x). The second two terms in the line (4.54) are bounded functions, so we can integrate by parts in x to estimate this contribution by O(1).
When z and z ′ are in the same half-spaces, (m(z ′ )−m(z))/(z ′ −z) is bounded, and so the derivative is bounded by C/Im[z ′ ]. Using then (the proof of) Lemma 4.4 we can estimate this contribution by O(log(N ). When z and z ′ are in separate half-spaces we use instead the estimate Finally, we argue that we can restore to the integral the region C 2 \Ω 2 a at an error of at most O(log(N )N 2a−1 ||f ′′ || 1 ). The region (C\Ω a ) 2 is easy to control as the second line of (4. as above, and the cases of same and different half-spaces are treated similarly, e.g., using the estimate (4.56). The cross terms are found to contribute O(N a−1 ||f ′′ || 1 log(N )). The claimed estimate of Proposition 4.1 follows after taking a = ε.
Proof of Lemma 4.2
We apply Green's theorem to each term, which states
We write z ′ = y ± i0 and z = x ± i0. First, we integrate by parts to find
Hence, we find (note that all of these integrals are principal values)
where the last line follows by integration by parts in y and the second last line from the identity
For the other terms, note that (z + 2m)m = m 2 − 1 and since
For the final term we have,
This completes the calculation of V (f ). To calculate the expectation, we use the cumulant expanson on
Let Ω a and a > 0 be as earlier.
For z ∈ Ω a we find for any ε > 0,
The term with s 3 can be absorbed into the error term using the isotropic local law. We therefore find,
Integrating, we find
Note that we had to remove and then return the domain C\Ω a as in the proof of Proposition 4.1; this is similar to what was done above. We take a = ε. We calculate using Green's theorem as above,
This completes the proof.
5 Derivation of the main results
Reduction to Gaussian divisible ensembles
We will only provide full details for the proofs of Theorems 1.1 and 1.4 for those Wigner matrices with Gaussian components (see Definition 3.1). The reduction from general Wigner matrices to those with a Gaussian component is well-known in the random matrix literature, and so we will be brief in our discussion. In our setting, this reduction will be a consequence of the four moment method of Tao and Vu [31] . For the specific case of single eigenvalue fluctuations, similar arguments were made in [31] and [26] . First, we have Proposition 5.1. Let H and W be two Wigner matrices so that
for some c > 0. Then if the results of Theorems 1.1 or 1.4 hold for W , they hold for H. This is essentially a consequence of Theorem 15 of [31] , specialized to the real symmetric setting. The only extension is that the original Theorem asks for equality of the first four moments rather then the fact that they are only approximately equal. This extension is well-known, see, e.g., [14] .
The additional required input is that given a Wigner matrix, one can find a matching Gaussian divisible ensemble. The following is a consequence of, e.g., Lemma 3.4 of [17] . The consequence of these two results is that if there is a τ 0 > 0 so that we can prove our main results for Wigner matrices with Gaussian components of size N −τ 0 , then our results extend to all Wigner matrices. The τ 0 we take is the one so that Theorem 3.2 holds.
Proof of Theorem 1.1
Let F be a smooth function, which we moreover take to be of compact support. Let x(t) and y(t) be as in Section 3.1, so that the initial data x(0) are the eigenvalues of a Wigner matrix with Gaussian component of size N −τ 0 . We will need to introduce a third process z(t) coupled to the same Brownian motions as x(t) and y(t), with initial data an independent GOE matrix. We let
, and Z i (y) be the corresponding quantity for a GOE matrix. It suffices to show
where the time parameter t = t 1 as in Theorem 3.2. By (3.9) we have
Denoting the characteristic function of α N ζ x by ψ x (λ), we have,
Repeating the same argument for z(t) we see that
Denote by V x (G) and V z (G) the functionals appearing in 4.2 for matrices X and Z. Then we have
From this and Proposition 4.1, we obtain that
where α is independent of the choice of x or z. SinceF is a Schwartz function, this yields the claim.
Proof of Corollary 1.2
The argument leading from Theorem 1.1 to the Corollary 1.2 was detailed in [19, Theorem 1.1] . It suffices to notice that
ρ sc (y) dy − x 1 2π 2 log N ,
The result now follows directly from the convergence in distribution of λ i N .
Proof of Theorem 1.3
Recall the following result for mesoscopic linear statistics, [22, Theorem 6.18 ]. 
where ν V is a signed measure.
Remark. The measure ν V is characterized explicitly in the book of Pastur and Shcherbina [27] (see Theorem 11.3.2) in the case of analytic V . In general it can be realized as a boundary value of the Stieltjes transform of the equilbrium measure and its derivatives. In the case of sufficiently regular equilibrium measures one can show that it is a sum of delta functions at the spectral edges and a continuous density in the interior. The proof of Theorem 1.3 is now nearly identical to the proof of Theorem 1.1, replacing Propostion 4.1 with 5.3. We apply the homogenization result Theorem 3.3 to the re-scaled β-ensembles,
where x i is the β-ensemble under consideration and y j is a Gaussian β-ensemble. The only thing that needs to be checked is that the variance of V (Ĝ) does not depend on the parameters A, B (up to o(log(N )) terms). Using the fact thatĜ ′ = 0 only near γ (V ) i , a short calculation using the bounds (3.12) (which also hold forĜ), one sees that for any κ > 0,
The double integral does not depend on A and B, and so the proof proceeds as before.
Proof of Theorem 1.4
We note the following elementary definite integrals, which correspond to the terms on the right side of (4.8).
Proposition 5.4. Let γ ∈ (−2, 2) and f be the indicator function:
In order to prove the expansion (1.11), we will use the following estimate, which is a consequence of gap universality [16] . This estimate states that there is a constant a > 0 so that
where the first expectation is with respect to a Wigner matrix and the second is with respect to a GOE matrix. Taking now a fixed Wigner matrix with eigenvalues λ i , we fix a small ω > 0 and write
We compare the expectation of λ i 0 − λ i 0 +k to λ i 0 − λ i 0 −k . We can rewrite each of these quantities as a telescoping sum of gaps of consecutive eigenvalues and apply (5.10). As a consequence, using the smoothness of the semicircle distribution we see that by taking ω small enough, depending on a, that
(5.12)
Hence, it suffices to take the expectation of a local average of eigenvalues. Fix a small ε 1 < ω/10 and consider the following smooth function ϕ. We let
We let ϕ smoothly interpolate between these values so that |ϕ ′ (x)| ≤ C, and |ϕ Squaring and using the independent between x i (t) and ζ y , and y i (t) and ζ x , we have First we consider the case (1.14). We will smooth out the indicator function 1 {x≤u} . Let χ(x) be a smooth function so that χ(x) = 1 for x ≤ u and χ(x) = 0 for x ≥ u + N ω−1 where 0 < ω < 1/10, and |χ (k) (x)| ≤ CN k(ω−1) , k = 1, 2, 3. Let i 0 be the index of the classical eigenvalue closest to u. By rigidity for any ε > 0, we have with overwhelming probability
where we used f (u) = 0, |f ′ | ≤ C and |λ i − u| ≤ CN ω+ε /N for i appearing in the rightmost sum. It then suffices to apply Proposition 4.1 to the function f (x)χ(x). The proof of (1.15) is similar. First, by subtracting a constant we may assume that f (γ k ) = 0. Let χ(x) be the indicator function as above, but for u = γ k . Then, for any ε > 0, we have with overwhelming probability,
The result follows from applying Proposition 4.1 to f (x)χ(x).
