This paper deals with unconstrained receding horizon control of nonlinear systems with a general, non-negative terminal cost. Earlier results have indicated that when the terminal cost is a suitable local control Lyapunovfunction, the receding horizon scheme is stabilizing for any horizon length. In a recent paper, the authors show that there always exist a uniform horizon length which guarantees stability of the receding horizon scheme over any sublevel set of the finite horizon cost when the terminal cost is identically zero. In this paper, we extend this result to the case where the terminal cost is a general non-negative function.
Introduction
In receding horizon control, an open-loop finite horizon optimization is solved, generating an open-loop trajectory. The resulting open-loop control trajectory is applied to the system for a fraction of the horizon length. This process is then repeated, resulting in a sampled feedback law. Although receding horizon control has been successfully used in the process control industry, its application to stability critical areas has been more difficult. This is mainly due t o two reasons. The first problem stems from the fact that the finite horizon optimizations have to be solved in a relatively short period of time. Second, it is well known and can be easily demonstrated using linear examples that a naive application of the receding horizon strategy can have disastrous effects and renders the system unstable. Several different approaches have been proposed to tackle this problem. (See 1121 far an excellent review of this literature.)
These approaches used additional endpoint equality constraints 191 or endpoint inequality constraints Ill, 13, 14, 151, in order t o guarantee closed-loop stability. An alternative approach was presented in [16], where the authors use an a prion obtained control Lyapunov function (CLF) to guarantee stability. In this approach, stability is enforred by imposing additional constraints requiring that the derivative of the CLF along the optimal trajectory be negative definite and that the decrease in the value of the CLF at the end of the horizon be larger along the optimal trajectory than the CLF trajectory. This approach In a recent paper 171, the authors show that there always exist a finite horizon length for which the unconstrained receding horizon scheme is stabilizing without the use of a terminal cost or constraint. While letting the horizon length be large is not practical due to the high computational cost, the result is of theoretical importance since they show a uniform horizon length exists. The purpose of this paper is to develop similar results when a general terminal cost is employed. (For purely computational reasons, it is often beneficial to have a non-zero terminal cost rather than a zero one. See [6] for further details.) Specifically, it will be shown that there always exist a finite horizon length for which the unconstrained receding horizon scheme with a terminal cost which is an upper hound on the infinite horizon costt e g o over a given level set of the infinite horizon cost, is stabilizing.
We will show that the case of a general terminal cost can be addressed in similar fashion by using the two cases mentioned above, namely, the zero and the upper bound cases.
This paper is organized as follows: In section l., we formulate the problem and present our notation. Section 2. is a review of the unconstrained receding horizon scheme with a CLF terminal cost. A review of our results results on the stability of the receding horizons scheme with zero terminal cost [7] are presented in section 3.. In section 4., we discuss the case of a terminal cost which is an upper bound on the infinite horizon cost-trrgo. In section 5., we present our main result, by combining the results of the two previous sections. Finally, our conclusions are presented in section 6..
Problem setting
The nonlinear system under consideration is measurable Given an initial state x and a control trajectory U(.), the state trajectory z ' ( . ; z) is the (absolutely continuous) curve in R" satisfying
For practical we are interested in finite hori-
The performance of the system will he measured by a given incremental cost q : R" x R"' + R that is C2 and fully penalizes both state and control according to
for some cq > 0 and q(0,O) = 0. It follows that the quadratic approximation of q at the origin is positive def-
To ensure that the solutions of the optimization problems of interest are nice, we impose some convexity conditions. We require the set f ( x , Rm) c R" to be convex for each z E R". We also require that the pre-Hamiltonian
is then C2 ensuring that extremal state, cwstate, and control trajectories will all be somewhat smooth (C' or better). Note that these conditions are trivially satisfied for control affine f and quadratic q.
The cost of applying a control U(.) from an initial state z over the infinite time interval [0, m) is given by m Jm(ziu(.)) = 1 q(Z"(r;z);u(r)) dr .
0
The optimal cost (from z) is given by
where the control functions U ( . ) belong to some reasonable class of admissible controls (e.g., piecewise continuous or
and denote the optimal cost (from x ) as
As in the infinite horizon case, one can show, by geometric means, that I+(.) is locally smooth (C'). Other properties will depend on the choice of V and T .
Let rm denote the domain of J&(.) (the subset of R" on which J; is finite). It is not too difficult to show that the cost functions J&(.) and J;.(.), T _> 0, are continuous functions on rm using the same arguments as in proposition 3.1 of [l] . For simplicity, we will allow J&(.) to take values in the extended real line so that, for instance, J & ( z ) = +m means that there is no control taking z to the origin.
We will assume that f and q are such that the minimum value of the cost functions J&(x), J;.(x), T 2 0, is attained for each (suitable) z. That is, given z and 
Unconstrained receding horizon control with CLF terminal cost
Receding horizon control provides a practical strategy for the use of model information through on-line optimization. Every 6 seconds, an optimal control problem is solved over a T second horizon, starting from the current state. The first 6 seconds of the optimal control U;.(.; ~ ( 1 ) ) is then applied to the system, driving the system from z(t) at current time t t o x;. (6,z(t) ) at the next sample time t+6. We denote this receding horizon scheme as R%(T, 6).
In defining (unconstrained) finite horizon approximations to the infinite horizon problem, the key design parameters are the terminal cost function V and the horizon length T (and, perhaps also, the increment 6). What choices will result in success?
It is well known (and easily demonstrated with linear examples), that simple truncation of the integral (i.e., V G 0) may have disastrous effects if T > 0 is too small. Indeed, although the resulting value function may be nicely behaved, the "optimal" receding horizon closed loop system can be unstable! A more considered approach is to make good use of a suitable terminal cost V. Evidently, the best choice for the terminal cost is V(z) = J&(z) since then the optimal finite and infinite horizon costs are the same. Of course, if the optimal value function were available there would be no need to solve a trajectory optimization problem. What properties of the optimal value function should be retained in the terminal cost? To be effective, the terminal cost must account for the discarded tail by ensuring that the origin can be reached from the terminal state z"(T; z) in an efficient manner (as measured by q). One way to do this is to use an appropriate control Lyapunov function (CLF), which is also an upper bound on the cost-to-go. The following theorem states that the use of such a CLF guarantees exponential convergence of the receding horizon trajectories to the origin. Theorem 1 shows that for any horizon length T > 0 and any sampling time 6 E (0, TI, the receding horizon scheme is exponentially stabilizing over the set r:". For a given T, the region of attraction can be enlarged by increasing T beyond T,, as long as z;.(T;z) E 0,". An important feature of the above result is that there is no need for imposing additional stability constraints which make the optimizations harder to solve. Of course this method requires that a suitable CLF be generated off-line. If the resulting optimizations can be solved over longer horizons, it is desirable to obtain stability arguments that hold without the need of having a CLF as terminal cost. As we will show in the next section, there always exist a finite horizon length that would guarantee exponential stability of the receding horizon scheme with a zero terminal cost for fixed 6. Moreover, we will show that the same result holds when the terminal cost is merely an upper bound on the infinite horizon cost-to-go J&(x). These two cases can be thought of as limiting cases of a general terminal cost. We will show that the same result holds for a general positive terminal cost as long as it can be quadratically hounded over compact sets. The main tool in proving these results is t o show that the finite horizon cost converges to the infinite horizon one, uniformly over rr for any T > 0.
Receding horizon control with zero terminal cost
This problem was addressed fairly recently in the context of constrained discrete-time linear systems 1171. The case of continuous time nonlinear systems was treated in [7l. Unfortunately these results do not provide a bound on the horizon length, however, they guarantee that a finite and uniform horizon length always exists, although they might be too long for practical purposes. We present the main result of (71 for completeness: Theorem 2 Let r > 0 be given and suppose that V(z) s 0. For each 6 > 0 there is a T ' < m such that, for any T 2 T', the receding horizon scheme RX(T,6) is exponentially stabilizing. Moreover, the set r:-*, with rT,-6 c r : , is contained in the region of attraction of Proof: By the principle of optimality,
R31 (T, 6).
If we can show, for example, that there is a T' such that
for z E r : , stability (in fact, exponential stability) over any sub-level set of J;-*(.) contained in rp will be assured. To that end, define, for z E r : , One might imagine that a suitably long horizon might also be adequate to ensure the stability of a receding horizon scheme when the dynamics and/or cost change in realtime such as when a fault occurs or a new objective is required.
J&(z)
-
Using an upper bound on the infinite horizon cost-to-go as a terminal cost
In the previous section (with V ( z ) E 0), we exploited the fact that J;(z) increases monotonically with T to show that J;-6(.), with T large, could be used.= a Lyapunov function. A similar monotonicity property (actually reversed) is obtained when a CLF terminal cost providing an incremental upper bound on the infinite horizon cost-to-go is used [SI. In both of these cases monotonicity plays an important role in ensuring stability of the receding horizon scheme. Such a monotonicity result does not hold in the general case. Fortunately, uniform convergence of J;.(.) to J&(.) on rp, a key consequence of monotonicity, is in fact sufficient for the task at hand. In this section, we take a different approach to show such uniform convergence when V(.) is merely an upper bound on J&(.).
We begin by deriving a general upper bound of the difference between finite and infinite horizon costs. The above lemmas enable us to show that the difference between the finite and infinite horizon costs can be bounded according to
over the set F?. If the mapping z H V ( z k ( T ; z ) ) was continuous and monotone (in fact, it's really a set-valued mapping since there may he multiple optimal trajectories!), we could apply Dini's theorem to complete out task. The next lemma shows that an appropriate continuity-like property actually holds. 
R31(T, 6).
Proof: As in the proof of Theorem 2, we will show that JG-a(.) can be used as a Lyapunov function provided T is chosen sufficiently large. Once again, the fundamental relation is
Our task is then to show that, over r : , the difference In what follows, by combining the results of this thwrem together with Theorem 2, we will show that R31(T, 6 ) with a general terminal cost is stable provided the horizon is sufficiently long.
5.
We are now ready to present our main result.
Receding horizon control with a general terminal cost 
Conclusion
The purpose of this paper was to demonstrate the stability of unconstrained nonlinear receding horizon control with a general terminal cost and without stability constraints. Previously, it was demonstrated that when the terminal cost is zero, Dini's theorem on uniform convergence of upper semicontinuous functions can be used to show that there exists a finite horizon length that guarantees stability of the receding horizon scheme for all points in an appropriate suh-level set of a finite horizon cost. This result was then extended to the case of a terminal cost that is an upper bound on the infinite horizon cost-0-go. Finally, we showed that by combining these two results, the stability of the receding horizon scheme can be guaranteed when a general positive definite terminal cost is used.
