Abstract. In this work we construct logarithms and Birkhoff normal forms for elliptic Fourier integral operators in the semi-classical limit, under more general assumptions than in a previous work by the first author. The methods are similar but slightly different.
group is connected and work with deformations from the identity transformation to the given canonical transformation. In the hyperbolic case this can be done in a such a way that the intermediate transforms satisfy the assumptions for having a normal form. In the general case considered here, we encounter singular values for the deformation parameter where the conditions are not fulfilled. It seems possible to circumvent this difficulty by complexifying the deformation parameter and using corresponding slightly complex transforms. Eventually however we found a method allowing us to avoid deforming the differential of the canonical transformation but only the higher order part in its Taylor expansion. In this way we have families of objects which satisfy our assumptions everywhere.
Consider a semiclassical Fourier integral operator A of order 0, with an associated canonical transformation κ: neigh ((0, 0), R 2n ) → neigh ((0, 0), R 2n ) having (0,0) as a fixed point. Assume A is elliptic at (0,0). The set of eigenvalues of dκ(0) is then closed under inversion λ → 1/λ and under complex conjugation. Assume that to the distinct λ in the spectrum of dκ(0, 0), we can associate a logarithm µ = log λ in such a way that inversion and complex conjugation correspond to the map µ → −µ and to complex conjugation respectively. (Notice that this assumption excludes the existence of negative eigenvalues of dκ(0, 0).) Assume also that
Then a real version the Lewis-Sternberg theorem (see [St] , [Fr] and Theorem 1.3 below) tells us that we can write κ(ρ) = exp H p (ρ) + O(ρ ∞ ) (ρ = (x, ξ) ∈ R 2n ) for some smooth and real-valued p = O(ρ 2 ). The first result of this work says that under the same assumptions, we can write A ≡ e −iP/h modulo an operator which vanishes to infinite order at (x, ξ) = (0, 0), h = 0, where h > 0 is the small semiclassical parameter (Theorem 3.2). Here P is a semi-classical pseudodifferential operator of order 0 with p as its leading symbol.
The second result is a straightforward extension of the normal form in [Sj] and says that under the nonresonance condition (4.2) below, the operator P has a simple normal form in terms of certain action operators. (In (0.1) we do not have to be very precise concerning the enumeration of the logarithms of the eigenvalues of the linearization as long as we have have one of each, modulo the sign, while in (4.2) we enumerate one rather specific half of these logs. Also notice that the combination of the two conditions takes the simple form (4.3).) We do not expect that the exclusion of negative eigenvalues is a serious restriction, for if such eigenvalues are present, we can find specially adapted and explicit metaplectic operators M and apply our results to MA.
Both our results were obtained by the first author ( [Ia] ) under the assumption that dκ(0, 0) is of real-hyperbolic type.
For the reader's convenience we have taken the time to review some wellknown linear symplectic geometry in Section 1, and in that section we also give a (probably well-known) proof of the real version of the Lewis-Sternberg theorem, which has a structure that we can follow in the proof of the corresponding quantum result for logarithms of Fourier integral operators.
It is beyond the scope of this work to consider convergence questions related to the perturbation series that appear in connection with normal forms. See for instance H. Ito [It] and G. Popov [Po1, Po2] .
The plan of the paper is the following:
In Section 1 we review some standard facts about linear symplectic geometry and add a few remarks for treating the real case. We also review a proof of a real version of the Lewis-Sternberg theorem, that we can later use as guideline for the proof of the quantum result. In Section 2, we introduce some notions of equivalence that are used in the formulation of the main results. These notions are essentially the same as in [Ia] . In Section 3 we establish the main result about logarithms of Fourier integral operators. In Section 4 we give the "Birkhoff" normal form for the logarithm, i.e., for a certain h-pseudodifferential operator of order 0. In Section 5 we extend the results to the parameter dependent case. In many genuinely semi-classical problems we do not have any homogeneity, inferring that the Poincaré map is essentially energy independent, and then we cannot expect in general that our arithmetic condions be fulfilled for all energies in some interval. Consequently it is of interest to know that the results are valid to infinite order at points where the conditions are fulfilled. Finally, in the Appendix, we review the real normal form for the quadratic part of p.
1. Review of some symplectic geometry. In this section, we review some more or less well-known arguments that will later be extended to the quantized case. See [MeHa] .
We start with the linear case and let A: C 2n → C 2n be linear and symplectic in the sense that
where σ is the standard symplectic 2-form on C 2n . We recall that this implies that det A = 1, since A will conserve the volume form σ n /n!. When n = 1 the converse is also true.
and since 1/λµ = 1, we get σ(x, y) = 0. Assume that we have for some m ≥ 2:
We have just established (P 2 ).
The last three terms vanish because of the induction assumption, and we get σ(x, y) = 0, so we have proved (P m+1 ). The proposition follows.
We conclude that E λ are isotropic if λ 2 = 1 (i.e., σ vanishes on E λ × E λ ). We also see that
It follows that
where λ j , λ −1 j and possibly 1, −1 denote the distinct eigenvalues of A with λ j = ±1. Moreover, all the ⊕ and except the ⊕s inside the parentheses indicate symplectically orthogonal decomposition.
For λ ∈ {1, −1}, write
is nondegenerate and if σ A denotes the symplectic transpose of A, so that σ(Ax, y) = σ(x, σ Ay), then σσ A = A, and σ AA = 1, and hence
Also notice that the E λ are invariant subspaces for σ A. On E 1/λ we have on the one hand A = 1/λ + N 1/λ and on the other hand,
Hence,
On E 1 we have A = 1 + N 1 , where N 1 is nilpotent. The requirement that A be symplectic means that
Similarly on E −1 , we have
Conversely consider a decomposition of C 2n as in (1.2) into symplectically orthogonal spaces E 1 , E −1 , E λ j ⊕ E 1/λ j with E ±1 symplectic, E λ j , E 1/λ j isotropic for λ j = 1, −1 and all the 1, −1, λ j , 1/λ j different. Let A be an operator leaving all the E (···) invariant, with A | A λ = λ + N λ , λ = ±1, λ j , 1/λ j and N λ nilpotent. Then A will be symplectic if (1.3-5) hold.
We next consider logarithms of a symplectic matrix A. Decompose C 2n into generalized eigenspaces as in (1.2). We construct log A with the same generalized eigenspaces in the following way: On E 1 we have A = 1 + N 1 with N 1 nilpotent and we put
where the sum is finite, and in the following we always define the log of 1 + N in this way, when N is nilpotent. If λ ∈ {λ j , λ −1 j , −1}, we choose µ = µ(λ) with λ = e µ in such a way that
and define on E λ :
This gives a definition which only depends on a choice of logarithms of λ j , 1 ≤ j ≤ k, and on log ( − 1) if E −1 has positive dimension. It is easy to check that
for some integer k, where Π −1 denotes the spectral projection onto E −1 . Of course we have that exp log A = A. Recall also that if B + σ B = 0, then exp B is a symplectic matrix.
Assume now in addition that A is a real matrix: A: R 2n → R 2n . Then E ±1 become real in the sense that they are invariant under complex conjugation Γ: (x, ξ) → (x, ξ). The same holds for E λ if λ is real. If λ is not real, there are two possibilities:
(1) |λ| = 1. Then λ,
are also eigenvalues and
is the complexification of a real symplectic space.
(2) |λ| = 1. Then 1/λ = λ and E λ ⊕ E 1 λ is the complexification of a real symplectic space.
In all cases we have
and it is easy to see that log A will enjoy the same property, provided that we choose µ(λ) in such a way that From now on, we work under the assumptions of (b) above, so that B = log A is real and symplectically anti-symmetric. Consider the quadratic form
On the other hand
where H b denotes the Hamilton vector field associated to the function b, so (1.10) and the fact that B = log A can be expressed by
We now consider the problem of finding the "logarithm" of a canonical transformation also in the nonlinear case. We first proceed somewhat formally and let p s be a smooth real function depending smoothly on the real parameter s. Consider the corresponding canonical transformation κ t,s = exp tH ps . (1.12)
We will later assume that p s vanishes to second order at some point ρ 0 , and then the germ of κ t,s at ρ 0 will be well-defined for all real t. We differentiate the identity
with respect to s:
Notice that the differential dκ t,s (ρ)ν = ∂κ t,s ∂ρ (ρ)ν satisfies
Comparing the last two identities, we see that In the last formula we shall take t = 1 and consider a problem where ∂ s p s will be the unknown. More precisely, let κ be a smooth canonical transformation: neigh (0, R 2n ) → neigh (0, R 2n ) with κ(0) = 0. Let A := dκ(0) =: κ 0 have no negative eigenvalues so that part (b) of Proposition 1.2 applies. (More assumptions will be added later.) Let B be a real logarithm of A as in the proposition and define the quadratic form p 0 = b as in (1.9). Then
Let κ s , 0 ≤ s ≤ 1, be a smooth family of canonical transformations with
Then we look for a corresponding smooth family p s (ρ) = p 0 (ρ) + O(ρ 3 ), with p s=0 = p 0 as above, such that
The discussion leading to (1.18) indicates that we should find p s with the above properties, so that
Let N ≥ 2 and suppose that we have already found a smooth family p (N)
and we get
If we write the remainder in (
is a homogeneous polynomial of degree N + 1 depending smoothly on s, we will get (E N+1 ), if we can find ∂ s r (N+1) s as a homogeneous polynomial u (N+1) of degree 
as a linear endomorphism of the m-fold tensor product ((C 2n ) * ) ⊗m . We have the Jordan decomposition
( 1.26) (where the first term to the right is diagonalizable, the second nilpotent and the two terms commute). The corresponding eigenvalues are
..,m} . The three operators in (1.26) act naturally on the symmetric tensor product ((C 2n ) * ) m and the decomposition (1.26) is still a Jordan one on that space. The eigenvalues of t B (m) become
Consider the map
The Jordan decomposition (1.26) gives a similar decomposition of (1.29). The eigenvalues of (1.29) are therefore given by
We conclude that the map (1.28) is invertible for a given m precisely when for all k ∈ N 2n with |k| = m: Here we arrange for all the eigenvalues to be distinct, for instance, by taking µ j with either Re µ j > 0 or with Re µ j = 0 and Im µ j > 0. We also recall that our set of eigenvalues is closed under complex conjugation. The assumption that (1.31) holds for all m then amounts to the assumption that
Here r ≤ n is the number of distinct µ j . (We could also have chosen to repeat the eigenvalues according to their multiplicity without changing (1.32).)
We have practically finished the proof of the following version of a theorem of Lewis-Sternberg: Then there exists
is uniquely determined by these properties (for a given choice of p 0 ).
This result (at least the existence part) is extremely close to a corresponding one for complex canonical transformations, due to Lewis-Sternberg ([St] , Theorem 1 and Corollary 1.1) and clearly stated in [Fr] , Théorème V.1.
End of the proof. We establish the existence of p. Let κ s , 0 ≤ s ≤ 1 be a smooth family of canonical transformations with κ 1 = κ, κ s (0) = 0, dκ s (0) = dκ(0) and with κ 0 linear (= dκ (0)). Define q s by (1.23). The preceding discussion gives us a smooth family p s (ρ) ∈ C ∞ (neigh (0, R 2n ); R) with p s=0 = p 0 , such that ifκ s = exp H ps , thenκ *
A simple computation shows that (1.23, 1.34) can be written as
and we also know that κ
and hence that
Taking s = 1 gives (1.33) with p = p 1 . We next prove the uniqueness of the Taylor expansion of p. Letp have the same properties as p, so that
Assume thatp − p does not vanish to infinite order, so thatp = p + r, where
For this family, define q s by (1.23). Then (1.24) holds and since ∂ s p s = r, we have
The previous discussion shows that the integral has a nonzero Taylor polynomial of degree m:
which contradicts (1.36). The proof is complete.
2. Notions of equivalence. As in [Ia] , our results will be valid "to infinite order at (0, 0)" and in this section we review the corresponding notions of equivalence. Using these notions we also develop a very rudimentary functional calculus for functions of several pseudodifferential operators.
If V j ⊂ R n are open neighborhoods of 0 and v j ∈ C ∞ (V j ), we say that v 1 and v 2 are equivalent; v 1 ≡ v 2 , if v 1 − v 2 vanishes to infinite order at 0:
. This is clearly an equivalence relation and the equivalence classes can be identified with the corresponding formal Taylor expansions.
With
j for the corresponding coefficients in (2.1). Equivalently we can say that a (k) 
If m > 0 is a smooth weight function on V, we define S 0 (V, m) to be the space of smooth functions a on V such that for all multi-indices α, we have
We next pass to the case of pseudodifferential operators. Recall that if p(x, ξ) belongs to an appropriate symbol class of functions on R 2n , then we define the corresponding h-Weyl quantization P = p w (x, hD x ) by:
Recall that p is called the Weyl-symbol of P. (See for instance [DiSj] .) Let S 0 (R 2n ) denote the space of smooth functions that are bounded together with all their derivatives. If p (k) ∈ (S 0 cl ∩ S 0 )(R 2n ) = S 0 cl (R 2n , 1), k = 1, 2, we say that ( p (k) ) w (x, hD; h) are equivalent (and use the symbol ≡) if p (k) are equivalent in the sense of the classes S 0 cl . We will use the abbreviation neigh (0, R n ) to denote some neighborhood of 0 in R n . Tacitly it is understood that these and other geometrical objects are independent of h. We say that two smooth canonical transformations κ j : neigh (0, R 2n ) → neigh (0, R 2n ) with κ j (0) = 0 are equivalent if κ 1 (ρ)−κ 2 (ρ) = O(ρ ∞ ). Possibly after shrinking the neighborhoods, we can introduce the inverses κ
2 . Also notice that the notion of equivalence of canonical transformations is stable under composition in the natural way.
Let κ: neigh (0, R 2n ) → neigh (0, R 2n ) be a canonical transformation which maps 0 to 0. Then there exist N ∈ N and a nondegenerate phase function φ(x, y, θ) ∈ neigh (0, R n+n+N ) such that the graph of κ in a neighborhood of (0, 0) coincides with the image of the local diffeomorphism:
Here we recall that a smooth real-valued function is called a nondegenerate phase function (in the sense of Hörmander) if dφ θ 1 , . . . , dφ θ N are linearly independent on the set C φ above, which then becomes a 2n-dimensional smooth sub-manifold. When discussing the relation between phases and symbols with canonical transformations, it is tacitly understood that the point x = 0, y = 0, θ = 0 corresponds to κ(0) = 0 under the map (2.3).
Let κ be as above and let φ be a corresponding generating phase. Let κ: neigh (0, R 2n ) → neigh (0, R 2n ) be a second canonical transformation (with the tacit convention that it also maps 0 to 0). It is easy to see thatκ ≡ κ if and only ifκ has a generating phaseφ which is equivalent to φ.
With φ, κ as above we consider a Fourier integral operator of order 0:
where a ∈ S 0 cl has its support in a sufficiently small neighborhood of (0, 0, 0). In this paper we only consider Fourier integral operators that are elliptic at (0, 0, 0) in the sense that a 0 (0, 0, 0) = 0. In order to normalize things, we will always assume that φ(0, 0, 0) = 0. If κ is the canonical transformation generated by φ, we say that κ is the canonical transformation associated to U. Thanks to the ellipticity assumption, κ is uniquely determined by U in some neighborhood of 0. We also recall the fundamental theorem about Fourier integral operators, namely that if ψ(x, y, w) is a second phase which generates κ and if a has support in a sufficiently small neighborhood of (0, 0, 0), then there exists a classical symbol b(x, y, w; h) of order 0 with support in a small neighborhood of (0,0,0), such that I(b, ψ) (formed as in (2.4) with N replaced by the dimension of w-space) is equal to I(a, φ). Letκ be a second canonical transformation withκ ≡ κ. Letφ ≡ φ be a corresponding generating phase. We say thatŨ = I(ã,φ) is equivalent to U and writeŨ ≡ U, ifã ≡ a. It is a standard exercise in Fourier integral operator theory to verify that this definition of equivalence does not depend on the choice of φ. It is also easy to show that the definition is stable under composition in the natural way.
Below we will also need some functional calculus. First we consider exponentials of pseudodifferential operators. Let p ∼ ∞ 0 p j (x, ξ)h j in S 0 (R 2n , 1), and assume that p 0 is real-valued with p 0 (0, 0) = 0, p 0 (0, 0) = 0. Then e −itp w (x,hD;h)/h is well defined for all complex t (even without the reality assumption on p 0 ) and for real t we get a Fourier integral operator. If χ ∈ C ∞ 0 (R 2n ) is equal to 1 near 0, then up to an operator whose distribution kernel is rapidly decreasing together with all its derivatives, we have that χ w e −itP/h χ w is a Fourier integral operator as above, with the associated canonical transformation κ t = exp tH p , whose equivalence class does not depend on the choice of χ. It is also easy to see that if P is a second pseudodifferential operator which is equivalent to P and with real leading symbol, then for real t, we have e −itP/h ≡ e −itP/h (in the sense that we have equivalence for the corresponding truncated operators).
Finally we discuss a very primitive pseudodifferential functional calculus. 
Then it is easy to see that F N (P 1 , . . . , P N ; h) = q w N (x, hD x ; h), where
and that this sequence defines naturally an equivalence class of pseudodifferential operators that we shall denote by F(P 1 , . . . , P N 0 ; h).
Logarithms of Fourier integral operators.
Let U s , 0 ≤ s ≤ 1 be a smooth family of elliptic Fourier integral operators of order 0, associated to a fixed canonical transformation κ: neigh (0, R 2n ) → neigh (0, R 2n ) with κ(0) = 0. We represent U s by
where u s ∈ S 0 cl and more generally ∂ k s u s ∈ S 0 cl for all k ∈ N is a smooth family of classical symbols of order 0, defined in neigh ((0, 0, 0); R 2n+N ) and φ is a real phase function which is nondegenerate in the sense of Hörmander [Hö] and generates κ, so that C φ (x, y, θ) → (x, φ x ; y, −φ y ) ∈ graph κ is a local diffeomorphism, where C φ ⊂ R 2n+N is the sub-manifold given by φ θ (x, y, θ) = 0.
To normalize things, we assume that φ (0, 0, 0) = 0 and that
Notice that this last assumption does not depend on the choice of phase in the representation (3.1). In the following, we shall use the equivalence relations "≡", defined in Section 2.
We define the "logarithmic derivative" of our family to be the smooth family of pseudodifferential operators Q s given by and P s is a smooth family of pseudodifferential operators with the leading symbol p(x, ξ) independent of s, so that κ ≡ exp H p and p(0, 0) = 0 (thanks to (3.2) and p (0, 0) = 0 (since κ(0, 0) = (0, 0)). We shall derive a simple formula for the logarithmic derivative: Start with Taking t = 1, we get the promised formula:
under the assumption (3.5).
Let κ: neigh (0, R n ) → neigh (0, R 2n ) be a canonical transformation as in Theorem 1.3 (so that (1.32) holds), and choose p = p 0 + O(ρ 3 ) satisfying (1.33):
Recall that p is uniquely determined modulo O(ρ ∞ ) by κ and the choice of the quadratic form p 0 with exp H p 0 = dκ(0).
Let U be an elliptic Fourier integral operator of order 0 associated to the canonical transformation κ. We look for a pseudodifferential operator P with leading symbol p such that
Let P 0 be a pseudodifferential operator with leading symbol p and put
Let [0, 1] s → U s be a smooth family of Fourier integral operators as above, all associated to κ (modulo equivalence) and with U s=0 = U 0 , U 1 = U. We look for a corresponding smooth family of pseudodifferential operators P s , with leading symbol p, such that P s=0 = P 0 , and
Then P = P 1 will solve (3.9).
Since the U s are associated to the same canonical transformation, the logarithmic derivative
will be of order −1 (i.e., O(h +1 )) with Weyl symbol:
Motivated by (3.7) we shall first look for a smooth family P s with leading symbol p and P s=0 = P 0 , such that
Denoting the Weyl symbol of P s by the same letter,
we first see that p s,1 should solve
As in the proof of Theorem 1.3, we see that (3.16) has a unique solution ∂ s p s,1 (mod O(ρ ∞ )) and since p 0,1 is given by the choice of P 0 , we get a unique choice of p s,1 .
Proceeding inductively, we assume that we have found P (m) s with symbol
where p s,0 = p and h j p 0,j are the terms in the asymptotic expansion of P 0 (ρ; h), such that (3.18) where R m+1,s is of order 0 with leading symbol r m+1,s . We just saw how to obtain this for m = 1.
If A is a pseudodifferential operator of order 0, we see that e itP (m) s /h Ae −itP (m) s /h will change by an operator of order ≤ −(m + 1) if we modify P (m) s by an operator of order ≤ −(m + 1), for instance by passing to P (m+1) It remains to prove the uniqueness modulo "≡". LetP w (x, hD x ; h) be another operator with the same properties;
Then we must have κ(ρ) = exp Hp(ρ) + O(ρ ∞ ) and from the uniqueness part of Theorem 1.3, we conclude thatp = p + O(ρ ∞ ).
Put P s = (1 − s)P + sP, 0 ≤ s ≤ 1, so that P 0 = P, P 1 =P and define U s = e −iPs/h . For this family, define Q s by (3.12). IfP ≡ P, let 1 ≤ m ≤ ∞ be the smallest integer withp
If m = 1, we may also assume thatp 1 − p 1 is not ≡ to an integer multiple of 2π. From (3.14), we see that 
and with
In both cases, we have R 1 ≡ 1, so
If we putŨ s = U 0 W s , we see thatŨ 0 = U 0 and that
By Lemma 3.1 we conclude thatŨ s ≡ U s and in particular,
Since W 1 ≡ 1, this contradicts the assumption that U 1 ≡ U 0 , and the proof of Theorem 3.2 is complete.
Remark. Up to equivalence we have that U is unitary iff P is self-adjoint:
Indeed (3.23) gives
and it suffices to apply the uniqueness statement in Theorem 3.2.
Birkhoff normal forms.
To get a normal form for the Fourier integral operator in Theorem 3.2, it suffices to get the quantized "Birkhoff" normal form of the operator P. For simplicity we shall make a nonresonance assumption, and simply recall how this was done in [Sj] in a slightly less general setting (in the spirit of works of Bellissard-Vittot, Graffi-Paul and others cited there). The extension to the present case is however completely immediate.
Let P ∼ p(ρ) + hp 1 (ρ) + · · · be as in (3.22), with p real, p(0) = 0, p (0) = 0. Put p 0 (ρ) = 1 2 p (0)ρ, ρ and let B be the corresponding fundamental matrix, so that
Let µ j , −µ j and possibly 0 be the distinct eigenvalues of B. We recall that Theorem 3.2 was obtained under the assumption (1.32). We add a nonresonance assumption, and for that purpose we temporarily change the notation slightly and denote by µ j , −µ j , 1 ≤ j ≤ n all the eigenvalues of B, possibly repeated according to their multiplicity. Assume
This implies that the µ j are distinct and = 0, so B has the 2n distinct eigenvalues µ j , −µ j , 1 ≤ j ≤ n, which is in agreement with the earlier notation with r = n.
Notice that (1.32) and (4.2) combine into the single condition
which does not change if we modify the choice of the µ j by some multiples of 2πi.
Let e 1 , . . . , e n , f 1 , . . . , f n ∈ C 2n be a basis of eigenvectors of B,
and then we have a symplectic basis in C 2n . The corresponding coordinates x j , ξ j given by C 2n ρ = n 1 (x j e j + ξ j f j ) will be symplectic, and in these coordinates, we get (4.4) with the Hamilton field
If we consider H p 0 : P m hom → P m hom , we see that the monomials x α ξ β , |α| + |β| = m form a basis of eigenvectors and
where µ = (µ 1 , . . . , µ n ). The assumption (4.2) implies that µ·(α−β) = 0 precisely when α = β, so if we let the set of resonant polynomials R m hom ⊂ P m hom be the space of linear combinations of all the x α ξ α = (x 1 ξ 1 ) α 1 · · · (x n ξ n ) αn with 2|α| = m, we see that H p 0 induces a bijection from P m hom /R m hom into itself. We say that u ∈ C ∞ (neigh (0, R 2n )) is resonant if its Taylor expansion at 0 only contains resonant polynomials. Since p 0 is real it is easy to see that the space of resonant smooth functions is closed under complex conjugation. We also see that u is resonant iff ∃f ∈ C ∞ (neigh (0, C n )) with
Considering Taylor expansions it is easy to get (cf [Sj] ):
where r is resonant. If v = O(ρ m ), we can find u, r with the same property.
As for H p we only give the corresponding existence statement: Notice that since p is real, if v is real, we can take u, r real. The classical Birkhoff normal form is then given in: PROPOSITION 4.3. ∃ a smooth canonical transformation κ: neigh (0, R 2n ) → neigh (0, R 2n ), such that κ(ρ) = ρ + O(ρ 2 ), and
where r is resonant and O(ρ 3 ).
(We used Lemma 1.1 in [Sj] .) Now repeat the argument with p replaced byp and find κ 3 = exp H q 4 etc. Finally, we choose κ with
See for instance [Sj] for more details.
We next review the quantum normal form of a pseudodifferential operator. With p as above, let P = P w be a pseudodifferential operator with leading symbol p, so that P(ρ; h) ∼ p(ρ) + hp 1 (ρ) + · · ·. Let κ be as in Proposition 4.3 and let U be a corresponding elliptic Fourier integral operator that we choose to be microlocally unitary near 0. Then U −1 PU ≡P, whereP has the leading symbol p = p 0 + r with r = O(ρ 3 ) resonant. We drop the tilde and continue the reduction of "P =P" by means of conjugation with pseudodifferential operators. We look for a pseudodifferential operator Q = Q w of order 0, such that
where R is resonant. Here the left-hand side can also be written (4.8) where the sum is asymptotic in h, since ad k Q P is of order ≤ −k. We look for Q with symbol q 0 + hq 1 + · · ·. The leading symbol of iad Q P is hH q 0 p = −hH p q 0 , so we first choose q 0 so that (4.9) with r 1 resonant. Then the first two terms in the asymptotic expression of the operator (4.8) become resonant. The choice of q 1 will influence the h 2 term in the symbol of e iQ Pe −iQ only via the term iad Q P, and to make the h 2 term resonant leads to a new equation of the same type as (4.9). It is clear that this construction can be iterated and we find Q so that (4.7) holds with R resonant.
If the original symbol P is self-adjoint, then the new "P =P = U −1 PU" will also be self-adjoint and hence have a real-valued symbol. We can then find Q in (4.7) self-adjoint, because of the observation that if A, B are self-adjoint, then iad A B is self-adjoint, so if Q, P are self-adjoint, then all terms of the last expression in (4.8) have the same property. Consequently, in each step of the computation, we will encounter an equation of the form H p q k = p k + r k , with p k real-valued, and we then choose the solution q k and the resonant remainder r k to be real. This means that e −iQ will be unitary. If V = Ue −iQ , we finally obtain for the original P, that
where R is resonant of order 0 with leading symbol r = O(ρ 3 ). Summing up we have: 
where R is a resonant pseudodifferential operator of order ≤ 0 with leading symbol = O(ρ 3 ). If P is self-adjoint, we can choose V to be unitary.
When applying this to U and P in Theorem 3.2, we notice that (4.11) which can be viewed as a quantum normal form for our Fourier integral operator U.
In the Appendix, we review that under the nonresonance assumption (4.2), there are real symplectic coordinates x 1 , . . . , x n , ξ 1 , . . . , ξ n such that
where ν j ∈ R are nonvanishing with distinct values of |ν j |, µ j > 0 are distinct, and α j , β j > 0 with α j + iβ j distinct. We have the corresponding resonant "actions":
A resonant function is one which can be written f (ι 1 , . . . , ι n )+O(ρ ∞ ) for some smooth function f , and using the simple functional calculus of Section 2, we see that a pseudodifferential operator R of order 0 is resonant iff R ≡ F(I 1 , . . . , I n ; h), where F(ι; h) is a classical symbol of order 0 and I j = ι w j (x, hD x ; h) is the corresponding commuting family of quantized actions. (For more elaborate functional calculi, we refer to [DiSj] and references there to the original work of B. Helffer and D. Robert.) Combining this with Theorem 4.4 and (4.11), we get
where (4.15) and
5. Parameter dependent case. In some applications (for instance when dealing with an energy dependent monodromy operator ( [SjZw] )) our Fourier integral operator will depend smoothly on some real parameter s, and then it may happen that the nonresonance condition is fulfilled for one value of s, say for s = 0 but not everywhere in any neighborhood of that point. In this section we show that the previous results still apply if we require them to hold only to infinite order with respect to s at s = 0. We do this by checking the earlier constructions step by step.
Let A = A s be a real symplectic 2n-matrix depending smoothly on s ∈ neigh (0, R), such that A s satisfies the assumptions of Proposition 1.2(b). Then log A 0 can be extended to a smooth family of real matrices B s = log A s with e Bs = A s , σ B s + B s = 0. (The construction of B = log A can be reformulated by writing B = f (A), where f (z) is a suitable holomorphic branch of the logarithm, defined near the spectrum of A. We take B s = f (A s ) for the same f .) Let κ s (ρ), s ∈ neigh (0, R) be a smooth family of canonical transformations with κ s (0) = 0 and assume that κ = κ 0 fulfills the assumptions of Theorem 1.3, so that
where p 0 is unique modulo O(ρ ∞ ) once its quadratic part p 0 0 has been fixed in accordance with Proposition 1.2(b). We want to extend p 0 to a smooth real-valued family p s , with
and consider the problem analogous to (1.24): 
and as in the proof of Theorem 1.3, we see that (5.2) holds. We next look at corresponding families of Fourier integral operators and we start by extending the equivalence notions of Section 2 to the parameter dependent case. If V j ⊂ R n are open neighborhoods of 0 and I j ⊂ R are open intervals containing 0, we say that v j ∈ C ∞ (I j × V j ), j = 1, 2 are equivalent if they are equivalent in the sense of Section 2 with V j there replaced by I j ×V j . Similarly, we define equivalence for symbols a ( j) ∈ S 0 cl (I j ×V j ) and the corresponding notion for pseudodifferential operators.
Two canonical transformations κ j,s : neigh (0, R 2n ) → neigh (0, R 2n ) depending smoothly on s ∈ neigh (0, R) with κ j,s (0) = 0, are said to be equivalent, if From this we determine (∂ 2 s P s ) s=0 . Then (∂ s R t,s ) s=0 is well defined in (5.9) and we can differentiate (5.10) once more, etc., and determine (∂ k s P s ) s=0 for all k. This means that we get a solution of (5.8) and we also see that this solution is unique modulo equivalence for families. From this we also get the uniqueness of P s in the theorem, for if P s is as in the theorem, then it has to satisfy (5.8).
It remains to show that P s in (5.8) solves (5.7). For that, we put V s = e −itP s /h , so that by (5.8) and the earlier arguments of Section 3:
Since Q s is also the log-derivative of the family U s and U 0 = V 0 , we conclude as in (5.6), that U s ≡ V s , and the proof is complete. The resonant actions can also be written zζ = 1 2 ((x 1 ξ 1 + x 2 ξ 2 ) + i(x 1 ξ 2 − x 2 ξ 1 )) wω = 1 2 ((x 1 ξ 1 + x 2 ξ 2 ) − i(x 1 ξ 2 − x 2 ξ 1 )).
The (resonant) real-valued functions (on the real symplectic 4-space above) which only depend on zζ, wω are precisely the functions of x 1 ξ 1 +x 2 ξ 2 , x 1 ξ 2 −x 2 ξ 1 modulo O(ρ ∞ ). Notice that these two functions Poisson commute.
Case 3. µ = 0 is an eigenvalue with Re µ = 0. Then µ = −µ is also an eigenvalue. If e is an eigenvector corresponding to µ, then e will be an eigenvector corresponding to µ and σ(e, e) ∈ iR \ {0}. Possibly after permuting µ and −µ and after normalization, we can assume that 1 i σ(e, e) = 1.
e, e span a 2-dimensional symplectic subspace which is the complexification of a corresponding real 2-dimensional space. Let f = ie, so that σ( f , e) = 1. Writing ρ = ze + ζf , we see that z, ζ are complex symplectic coordinates, and b(ρ) = µzζ. 
