Let G .˛;ˇ/ be the eigenfunctions of the Dunkl-Cherednik operator T .˛;ˇ/ on R. In this paper we express the product G .˛;ˇ/ .x/ G .˛;ˇ/ .y/ as an integral in terms of G .˛;ˇ/ .z/ with an explicit kernel. In general this kernel is not positive. Furthermore, by taking the so-called rational limit, we recover the product formula of M. Rösler for the Dunkl kernel. We then define and study a convolution structure associated to G .˛;ˇ/ .
Introduction
The Opdam hypergeometric functions G .˛;ˇ/ on R are normalized eigenfunctions (see e.g. [11, p. 90] , [ where ' .˛;ˇ/ .x/ D 2 F 1 Ci 2 ; i 2 I˛C 1I sinh 2 x . This paper deals with harmonic analysis for the functions G .˛;ˇ/ . We derive mainly a product formula for G .˛;ˇ/ ; which is analogous to the corresponding result of Flensted-Jensen and Koornwinder [4] for Jacobi functions, and of Ben Salem and Ould Ahmed Salem [2] for Jacobi-Dunkl functions. The product formula is the key information needed in order to define an associated convolution structure on R. More precisely, we deduce the product formula x;y is an explicit real valued measure with compact support on R, which may not be positive and which is uniformly bounded in x; y 2 R. We conclude the first part of the paper by recovering as a limit case the product formula for the Dunkl kernel obtained in [14] .
In the second part of the paper, we use the product formula (1.3) to define and study the translation operators D g ˛;ˇf and that F .f ˛;ˇg / D F .f / F .g/, where F is the so-called Opdam-Cherednik transform. Eventually we prove an analog of the Kunze-Stein phenomenon for the ˛;ˇ-convolution product of L p -spaces.
In the last part of the paper, we construct an orthogonal basis of the Hilbert space L 2 .R; A˛;ˇ.jxj/dx/, generalizing the corresponding result of Koornwinder [8] for L 2 .R C ; A˛;ˇ.x/dx/. As a limit case, we recover the Hermite functions constructed by Rosenblum [13] in L 2 .R; jxj 2˛C1 dx/.
Our paper is organized as follows. In Section 2, we recall some properties and formulas for Jacobi functions. In Section 3, we give the proof of the product formula for G .˛;ˇ/ . Section 4 is devoted to the translation operators and the associated convolution product. Section 5 contains a Kunze-Stein type phenomenon. In Section 6, we construct an orthogonal basis of L 2 .R; A˛;ˇ.jxj/dx/ and compute its Opdam-Cherednik transform.
Preliminaries
In this section we recall some properties of the Jacobi functions. See [4] and [5] for more details, as well as the survey [8] . Let˛ ˇ .sin / 2ˇd if x; y; z > 0 satisfy jx yj < z < x C y and W˛;ˇ.x; y; z/ D 0 otherwise. Here
We point out that the function W˛;ˇ.x; y; z/ is nonnegative, symmetric in the variables x; y; z and that Z C1 0 W˛;ˇ.x; y; z/ A˛;ˇ.z/ dz D 1:
Furthermore, in [4, (4.19) ] the authors express W˛;ˇas follows in terms of the hypergeometric function 2 F 1 : For every x; y; z > 0 satisfying the triangular inequality jx yj < z < x C y; W˛;ˇ.x; y; z/ D M˛;˛.cosh x cosh y cosh z/˛ ˇ 1 .sinh x sinh y sinh z/ 2˛
In the case˛Dˇ> 1 2 , we use instead the change of variables cosh z D j .x; y; 1; /j D j cosh x cosh y C sinh x sinh y e i j;
and we obtain the same product formula (2.12), where W˛;˛is given by
In the case˛>ˇD 1 2 , we use the quadratic transformation ' As noticed by Koornwinder [7] (see also [5] ), the product formulas (2.6) and (2.12) are closely connected with the addition formula for the Jacobi functions, that we recall now for later use: 
cos /;
which are expressed in terms of Jacobi polynomials (see for instance [1] ) We consider now purely odd products, which is the most difficult case. We next consider « .˛;ˇ/ ;2 . By using this time the product formula (2.12) for ' .˛C1;ˇC1/ , we obtain, for x; y > 0,
By arguing again by evenness and oddness, we deduce, for all x; y 2 R ,
.coth x coth y coth z/°Z 0 g.x; y; z; /˛
This concludes the proof of Lemma 3.4 and hence the proof of Theorem 3.2.
Next we turn our attention to the case˛Dˇ> 1 2 . For x; y; z 2 R; let
Moreover, we define the kernel K˛;˛by Theorem 3.5. In the case˛Dˇ> 1 2 , the product formula reads
for x; y 2 R and 2 C. Here for all x; y > 0. By using
we obtain
W˛;˛.jxj; jyj; jzj/ A˛;˛.jzj/ dz;
first for x; y > 0 and next for x; y 2 R . We conclude the proof of Theorem 3.5 by summing all partial product formulas and by using the remarkable identity
Consider next the rational limit of the product formula (3.9). It is well known that the hypergeometric function 2 F 1 a; bI c I z tends to the confluent hypergeometric limit function 0 F 1 c I Z as a; b ! 1 and z ! 0 in such a way that abz ! Z. Consequently, as " ! 0, 
The latter expression is the so-called Dunkl kernel in dimension 1, whose product formula was obtained in [14] :
Here is an immediate consequence of (3.8) and (3.12) .
Lemma 3.6. For every˛> 1 2 and x; y; z 2 R , we have lim "!0 " 2˛C2 K˛;˛."x; "y; "z/ D k˛.x; y; z/:
We deduce the following result, which was announced in the abstract and in the introduction.
Corollary 3.7. The product formula (3.11) is the rational limit of the product formula (3.9). More precisely, (3.11) is obtained by replacing by =" and .x; y/ by ."x; "y/ in (3.9), and by letting " ! 0.
Proof. (i) is obvious. where .x; y; r; / D cosh x cosh y C sinh x sinh y re i . In order to conclude, it remains for us to prove the inequality 
.cosh x cosh y C r cos sinh x sinh y/ 2 C .r sin sinh x sinh y/ 2 r dr d p
.cosh x cosh y C r cos sinh x sinh y/ 2 C .r sin sinh x sinh y/ 2 1
Product formula for Opdam's hypergeometric functions 27 where U D cosh 2 x cosh 2 y C r 2 sinh 2 x sinh 2 y 2r cosh x cosh y sinh x sinh y ;
and V D cosh 2 x cosh 2 y C r 2 sinh 2 x sinh 2 y 1 2r cosh x cosh y sinh x sinh y :
Since
.cosh x cosh y r sinh x sinh y/ 2 1 2r cosh x cosh y sinh x sinh y 0;
we can estimate
using classical formulas for the Beta and Gamma functions.
(iv) is proved in a similar way, using the product formula (2.8) for ' .˛;˛/ instead of (2.6). Here A˛;ˇand c˛;ˇare given by (2.11) and (2.3). See [11] for more details.
The Fourier transform F can be expressed in terms of the Jacobi transform
More precisely: where f e (resp. f o ) denotes the even (resp. odd) part of f , and Secondly, if ¤ i , we have
Recall the Jacobi operator
By integration by parts, we obtain
The following Plancherel formula was proved by Opdam (see Theorem 9.13(3) in [11] ): The following properties are clear. However for completeness we will sketch their proof. Remark 4.5. Generalized translations in the Dunkl setting were first introduced by Trimèche, using transmutation operators. This approach is resumed in [10] , which deals with a generalization of Dunkl analysis in dimension 1. (i) f ˛;ˇg D g ˛;ˇf .
(ii) .f ˛;ˇg / ˛;ˇh D f ˛;ˇ. g ˛;ˇh /.
For every a > 0, let us denote by D a .R/ the space of smooth functions on R which are supported in OE a; a . where C˛;ˇis as in (4.4).
The Kunze-Stein phenomenon
This remarkable phenomenon was first observed by Kunze and Stein [9] for the group G D SL.2; R/ equipped with its Haar measure. They proved that
By such an inclusion, we mean the existence of a constant C p > 0 such that the following inequality holds:
This result was generalized by Cowling [3] to all connected noncompact semisimple Lie groups with finite center. We prove the following analog in our setting (we understand that Trimèche has recently extended this result to higher dimensions). 
jF .w g/. /j 2 kf k 2 2 :
Here we have used the fact that is strictly positive and is bounded above bý
(ii) For every 2 R and x 2 R, we havě
Proof. These estimates are proved in full generality in [15] (see Lemma 3.1, Proposition 3.1a and Theorem 3.2). For the reader's convenience, we include a proof in dimension 1.
(i) Firstly, by specializing (2.1) and (1.2) for D 0, we obtain
It is clear that (5.3) is strictly positive, hence (5.4) when x 0. By looking more carefully at their expansions, we observe that the expression
is strictly larger than the expression , we obtain 
A special orthogonal system
In this section we construct an orthogonal basis of L 2 .R; A˛;ˇ.jxj/dx/ and we compute its Opdam-Cherednik transform. As limits, we recover the Hermite functions constructed by Rosenblum [13] . 
by performing the changes of variables y D tanh x, z D 1 y 2 and by using the orthogonality of Jacobi polynomials (see for instance [1] ):
.˛C n C 1/ .ı C n C 1/ .˛C ı C 2n C 1/ nŠ .˛C ı C n C 1/ ı m;n : 
denotes the Wilson polynomials.
Proof. By evenness, the Opdam-Cherednik transform F .H ı 2n / coincides with the Jacobi transform F˛;ˇ.H ı 2n /. Thus (6.2) amounts to formula (9.4) in [8] . Let us recall its proof, which was sketched in [8, Section 9] and which will be used for (6.3). On the one hand, we expand In other words, by replacing in the expansion of the polynomial Q P ı n .t/ the variable t by the Dunkl-Cherednik operator T .˛;ˇ/ , one obtains a differential-difference operator, whose action on the function .cosh x/ ˛ ˇ ı 2 yields the function H ı n .x/.
