Alternating Direction Method of Multipliers (ADMM) has been used successfully in many conventional machine learning applications and is considered to be a useful alternative to Stochastic Gradient Descent (SGD) as a deep learning optimizer. However, as an emerging domain, several challenges remain, including 1) The lack of global convergence guarantees, 2) Slow convergence towards solutions, and 3) Cubic time complexity with regard to feature dimensions. In this paper, we propose a novel optimization framework for deep learning via ADMM (dlADMM) to address these challenges simultaneously. The parameters in each layer are updated backward and then forward so that the parameter information in each layer is exchanged efficiently. The time complexity is reduced from cubic to quadratic in (latent) feature dimensions via a dedicated algorithm design for subproblems that enhances them utilizing iterative quadratic approximations and backtracking. Finally, we provide the first proof of global convergence for an ADMM-based method (dlADMM) in a deep neural network problem under mild conditions. Experiments on benchmark datasets demonstrated that our proposed dlADMM algorithm outperforms most of the comparison methods.
raw form, deep learning methods are composed of non-linear modules that can learn multiple levels of representation automatically [11] . Since deep learning methods are usually applied in large-scale datasets, such approaches require efficient optimizers to obtain a feasible solution within realistic time limits.
Stochastic Gradient Descent (SGD) and many of its variants are popular state-of-the-art methods for training deep learning models due to their efficiency. However, SGD suffers from many limitations that prevent its more widespread use: for example, the error signal diminishes as the gradient is backpropagated (i.e. the gradient vanishes); and SGD is sensitive to poor conditioning, which means a small input can change the gradient dramatically. Recently, the use of the Alternating Direction Method of Multipliers (ADMM) has been proposed as an alternative to SGD. ADMM splits a problem into many subproblems and coordinates them globally to obtain the solution. It has been demonstrated successfully for many machine learning applications [3] . The advantages of ADMM are numerous: it exhibits linear scaling as data is processed in parallel across cores; it does not require gradient steps and hence avoids gradient vanishing problems; it is also immune to poor conditioning [19] .
Even though the performance of the ADMM seems promising, there are still several challenges at must be overcome: 1. The lack of global convergence guarantees. Despite the fact that many empirical experiments have shown that ADMM converges in deep learning applications, the underlying theory governing this convergence behavior remains mysterious. This is because a typical deep learning problem consists of a combination of linear and nonlinear mappings, causing optimization problems to be highly nonconvex. This means that traditional proof techniques cannot be directly applied. 2. Slow convergence towards solutions. Although ADMM is a powerful optimization framework that can be applied to largescale deep learning applications, it usually converges slowly to high accuracy, even for simple examples [3] . It is often the case that ADMM becomes trapped in a modest solution and hence performs worse than SGD, as the experiment described later in this paper in Section 5 demonstrates. 3. Cubic time complexity with regard to feature dimensions. The implementation of the ADMM is very time-consuming for real-world datasets. Experiments conducted by Taylor et al. found that ADMM required more than 7000 cores to train a neural network with just 300 neurons [19] . This computational bottleneck mainly originates from the matrix inversion required to update the weight parameters. Computing an inverse matrix needs further subiterations, and its time complexity is approximately O(n 3 ), where n is a feature dimension [3] .
In order to deal with these difficulties simultaneously, in this paper we propose a novel optimization framework for a deep learning Alternating Direction Method of Multipliers (dlADMM) algorithm. Specifically, our new dlADMM algorithm updates parameters first in a backward direction and then forwards. This update approach propagates parameter information across the whole network and accelerates the convergence process. It also avoids the operation of The weight matrix for the l -th layer. b l
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matrix inversion using the quadratic approximation and backtracking techniques, reducing the time complexity from O(n 3 ) to O(n 2 ). Finally, to the best of our knowledge, we provide the first proof of the global convergence of the ADMM-based method (dlADMM) in a deep neural network problem. The assumption conditions are mild enough for many common loss functions (e.g. cross-entropy loss and square loss) and activation functions (e.g. rectified linear unit (ReLU) and leaky ReLU) to satisfy. Our proposed framework and convergence proof are highly flexible for fully-connected deep neural networks, as well as being easily extendable to other popular network architectures such as Convolutional Neural Networks [10] and Recurrent Neural Networks [13] . Our contributions in this paper include:
• We present a novel and efficient dlADMM algorithm to handle the fully-connected deep neural network problem. The new dlADMM updates parameters in a backward-forward fashion to speed up the convergence process.
• We propose the use of quadratic approximation and backtracking techniques to avoid the need for matrix inversion as well as reducing the computational cost for large scale datasets. The time complexity of subproblems in dlADMM is reduced from O(n 3 ) to O(n 2 ).
• We investigate several attractive convergence properties of dlADMM. The convergence assumptions are very mild to ensure that most deep learning applications satisfy our assumptions. dlADMM is guaranteed to converge to a critical point globally (i.e., whatever the initialization is) when the hyperparameter is sufficiently large. We also analyze the new algorithm's sublinear convergence rate.
• We conduct experiments on several benchmark datasets to validate our proposed dlADMM algorithm. The results show that the proposed dlADMM algorithm performs better than most existing state-of-the-art algorithms, including SGD and its variants. The rest of this paper is organized as follows. In Section 2, we summarize recent research related to this topic. In Section 3, we present the new dlADMM algorithm, quadratic approximation, and the backtracking techniques utilized. In Section 4, we introduce the main convergence results for the dlADMM algorithm. The results of extensive experiments conducted to show the convergence, efficiency, and effectiveness of our proposed new dlADMM algorithm are presented in in Section 5, and Section 6 concludes this paper by summarizing the research.
RELATED WORK
Previous literature related to this research includes optimization for deep learning models and ADMM for nonconvex problems.
Optimization for deep learning models: The SGD algorithm and its variants play a dominant role in the research conducted by deep learning optimization community. The famous back-propagation algorithm was firstly introduced by Rumelhart et al. to train the neural network effectively [17] . Since the superior performance exhibited by AlexNet [10] in 2012, deep learning has attracted a great deal of researchers' attention and many new optimizers based on SGD have been proposed to accelerate the convergence process, including the use of Polyak momentum [14] , as well as research on the Nesterov momentum and initialization by Sutskever et al. [18] . Adam is the most popular method because it is computationally efficient and requires little tuning [9] . Other well-known methods that incorporate adaptive learning rates include AdaGrad [6] , RMSProp [20] , and AMSGrad [15] . Recently, the Alternating Direction Method of Multipliers (ADMM) has become popular with researchers due to its excellent scalability [19] . However, even though these optimizers perform well in real-world applications, their convergence mechanisms remain mysterious. This is because convergence assumptions are not applicable to deep learning problems, which often require non-differentiable activation functions such as the Rectifier linear unit (ReLU). ADMM for nonconvex problems: The good performance achieved by ADMM over a range wide of convex problems has attracted the attention of many researchers, who have now begun to investigate the behavior of ADMM on nonconvex problems and made significant advances. For example, Wang et al. proposed an ADMM to solve multi-convex problems with a convergence guarantee [22] , while Wang et al. presented convergence conditions for a coupled objective function that is nonconvex and nonsmooth [23] . Chen et al. discussed the use of ADMM to solve problems with quadratic coupling terms [4] and Wang et al. studied the convergence behavior of the ADMM for problems with nonlinear equality constraints [21] . Even though ADMM has been proposed to solve deep learning applications [7, 19] , there remains a lack theoretical convergence analysis for the application of ADMM to such problems.
THE DLADMM ALGORITHM
We present our proposed dlADMM algorithm in this section. Section 3.1 formulates the deep neural network problem, Section 3.2 introduces how the dlADMM algorithm works, and the quadratic approximation and backtracking techniques used to solve the subproblems are presented in Section 3.3. Table 1 lists the important notation utilized in this paper. Even though there are many variants of formulations for deep neural networks, a typical neural network is defined by multiple linear mappings and nonlinear activation functions. A linear mapping for the l-th layer is composed of a weight matrix W l ∈ R n l ×n l −1 and an intercept vector b l ∈ R n l , where n l is the number of neurons for the l-th layer; a nonlinear mapping for the l-th layer is defined by a continuous activation function f l (•). Given an input a l −1 ∈ R n l −1 from the (l − 1)-th layer, the l-th layer outputs
Problem Formulation
. By introducing an auxiliary variable z l , the task of training a deep neural network problem is formulated mathematically as follows:
In Problem 1, a 0 = x ∈ R n 0 is the input of the deep neural network where n 0 is the number of feature dimensions, and y is a predefined label vector. R(z L ; y) is a risk function for the L-th layer, which is convex, continuous and proper, and Ω l (W l ) is a regularization term for the l-th layer, which is also convex, continuous, and proper. Rather than solving Problem 1 directly, we can relax Problem 1 by adding an ℓ 2 penalty to address Problem 2 as follows:
and ν > 0 is a tuning parameter. Compared with Problem 1, Problem 2 has only a linear constraint z L = W L a L−1 + b L and hence is easier to solve. It is straightforward to show that as ν → ∞, the solution of Problem 2 approaches that of Problem 1.
The dlADMM algorithm
We introduce the dlADMM algorithm to solve Problem 2 in this section. The traditional ADMM strategy for optimizing parameters is to start from the first layer and then update parameters in the following layer sequentially [19] . In this case, the parameters in the final layer are subject to the parameter update in the first layer. However, the parameters in the final layer contain important information that can be transmitted towards the previous layers to speed up convergence. To achieve this, we propose our novel dlADMM framework, as shown in Figure 1 . Specifically, the dlADMM algorithm updates parameters in two steps. In the first, the dlADMM begins updating from the L-th (final) layer and moves backward toward the first layer. The update order of parameters in the same layer is a l → z l → b l → W l . In the second, the dlADMM reverses the update direction, beginning at the first layer and moving forward toward the L-th (final) layer. The update order of the parameters in the same layer is W l → b l → z l → a l . The parameter information for all layers can be exchanged completely by adopting this update approach.
Now we can present our dlADMM algorithm mathematically. The augmented Lagrangian function of Problem 2 is shown in the following form:
2 , u is a dual variable and ρ > 0 is a hyperparameter of the dlADMM algo-
as the backward update of the dlADMM for the l-th layer in the (k + 1)-th iteration , while
are denoted as the forward update of the dlADMM for the l-th layer in the (k + 1)-th iteration. Moreover, we denote
},
. Then the dlADMM algorithm is shown in Algorithm 1. Specifically, Lines 5, 6, 10, 11, 14, 15, 17 and 18 solve eight subproblems, namely, a k+1
and a k+1 l , respectively. Lines 21 and 22 update the residual r k +1 and the dual variable u k +1 , respectively.
The Quadratic Approximation and Backtracking
The eight subproblems in Algorithm 1 are discussed in detail in this section. Most can be solved by quadratic approximation and the backtracking techniques described above, so the operation of the matrix inversion can be avoided.
The variables a k+1
are updated as follows:
The subproblem is transformed into the following form after it is replaced by Equation (1).
Because a l and W l +1 are coupled in ϕ(•), in order to solve this problem, we must compute the inverse matrix of W k +1
l +1 , which Algorithm 1 the dlADMM Algorithm to Solve Problem 2
Update a k +1 l in Equation (3).
6:
Update z k +1 l in Equation (4).
7:
Update b k +1 l in Equation (6).
8:
Update z k +1 L in Equation (5).
10:
in Equation (7).
11:
end if
12:
Update W k +1 l in Equation (9).
13: end for 14: for l = 1 to L do 15:
16:
Update b k +1 l in Equation (12).
18:
Update z k +1 l in Equation (14) .
19:
Update a k +1 l in Equation (16).
20:
else 21:
in Equation (13).
22:
Update z k +1 L in Equation (15). 23 :
24: involves subiterations and is computationally expensive [19] . In order to handle this challenge, we define Q l (a l ; τ k+1 l ) as a quadratic approximation of ϕ at a k l , which is mathematically reformulated as follows:
where τ k +1 l > 0 is a parameter vector, • denotes the Hadamard product (the elementwise product), and a •b denotes a to the Hadamard power of b and ∥ • ∥ 1 is the ℓ 1 norm.
, u k ). Rather than minimizing the original problem in Equation (2), we instead solve the following problem: a
) is a quadratic function with respect to a l , the solution can be obtained by a
. Now the main focus is how to choose τ k +1 l . Algorithm 2 shows the backtracking algorithm utilized to find a suitable τ k +1 l . Lines 2-5 implement a while loop until the condi- 
Algorithm 2 The Backtracking Algorithm to update
which is equivalent to the following forms: for z k+1
Equation (4) is highly nonconvex because the nonlinear activation function f (z l ) is contained in ϕ(•). For common activation functions such as the Rectified linear unit (ReLU) and leaky ReLU, Equation (4) has a closed-form solution; for other activation functions like sigmoid and hyperbolic tangent (tanh), a look-up table is recommended [19] .
Equation ( 
which is equivalent to the following form:
Similarly to the update of
, which is formulated mathematically as follows [1] :
. where B > 0 is a parameter. Here B ≥ ν for l = 1, · · · , L − 1 and B ≥ ρ for l = L are required for the convergence analysis [1] .
Without loss of generality, we set B = ν , and solve the subsequent subproblem as follows:
Equation (6) is a convex problem and has a closed-form solution as follows:
Due to the same challenge in updating a k +1
as a quadratic approximation of ϕ at W k l . The quadratic approximation is mathematically reformulated as follows [1] :
where θ k +1 l > 0 is a parameter vector, which is chosen by the Algorithm 3. Instead of minimizing the Equation (8), we minimize the following:
Equation (9) is convex and hence can be solved exactly. If Ω l is either an ℓ 1 or an ℓ 2 regularization term, Equation (9) has a closedform solution.
Algorithm 3 The Backtracking Algorithm to update
Solve ζ by Equation (9). 5: end while 6: Output θ
which is equivalent to
Similarly, we define P l (W l ; θ k +1 l ) as a quadratic approximation of ϕ at W k+1 l . The quadratic approximation is then mathematically reformulated as follows [1] :
where θ k +1 l > 0 is a parameter vector. Instead of minimizing the Equation (10), we minimize the following:
The choice of θ k +1 l is discussed in the supplementary materials 1 .
Update b k+1 l
The variables b k+1 l (l = 1, · · · , L) are updated as follows:
which is equivalent to the following formulation:
is defined as the quadratic approximation of ϕ at b
. where B > 0 is a parameter. We set B = ν for l = 1, · · · , L − 1 and B = ρ for l = L, and solve the resulting subproblems as follows:
. The solutions to Equations (12) and (13) are as follows:
which is equivalent to the following forms for
and for
Solving Equations (14) and (15) proceeds exactly the same as solving Equations (4) and (5), respectively.
Update a k+1 l
The variables a k+1 l (l = 1, · · · , L − 1) are updated as follows:
Property 1 concludes that all variables and the value of L ρ have lower bounds. It is proven under Assumptions 1 and 2, and its proof can be found in the supplementary materials 1 .
Property 2 depicts the monotonic decrease of the objective value during iterations. The proof of Property 2 is detailed in the supplementary materials 1 .
Property 3 (Subgradient Bound). There exist a constant
Property 3 ensures that the subgradient of the objective function is bounded by variables. The proof of Property 3 requires Property 1 and the proof is elaborated in the supplementary materials 1 . Now the global convergence of the dlADMM algorithm is presented. The following theorem states that Properties 1-3 are guaranteed. Proof. This theorem can be concluded by the proofs in the supplementary materials 1 . □
The next theorem presents the global convergence of the dlADMM algorithm. b 0 , z 0 , a 0 , u 0 ) , it has at least a limit point (W * , b * , z * , a * , u * ), and any limit point (W * , b * , z * , a * , u * ) is a critical point of Problem 2. That is, 0 ∈ ∂L ρ (W * , b * , z * , a * , u * ). Or equivalently,
is non-increasing and lower bounded and hence converges. By Property 2, we prove that
According to the definition of general subgradient (Defintion 8.3 in [16] ), we have 0 ∈ ∂L ρ (W * , b * , z * , a * , u * ). In other words, the limit point (W * , b * , z * , a * , u * ) is a critical point of L ρ defined in Equation (1) . □ Theorem 4.2 shows that our dlADMM algorithm converges globally for sufficiently large ρ, which is consistent with previous literature [8, 23] . The next theorem shows that the dlADMM converges globally with a sublinear convergence rate o(1/k).
Theorem 4.3 (Convergence Rate
Proof. The proof of this theorem is included in the supplementary materials 1 . □
EXPERIMENTS
In this section, we evaluate dlADMM algorithm using benchmark datasets. Effectiveness, efficiency and convergence properties of dlADMM are compared with state-of-the-art methods. All experiments were conducted on 64-bit Ubuntu16.04 LTS with Intel(R) Xeon processor and GTX1080Ti GPU.
Experiment Setup
5.1.1 Dataset. In this experiment, two benchmark datasets were used for performance evaluation: MNIST [12] and Fashion MNIST [24] . The MNIST dataset has ten classes of handwritten-digit images, which was firstly introduced by Lecun et al. in 1998 [12] . It contains 55,000 training samples and 10,000 test samples with 784 features each, which is provided by the Keras library [5] . Unlike the MNIST dataset, the Fashion MNIST dataset has ten classes of assortment images on the website of Zalando, which is EuropeâĂŹs largest online fashion platform [24] . The Fashion-MNIST dataset consists of 60,000 training samples and 10,000 test samples with 784 features each.
Experiment Settings.
We set up a network architecture which contained two hidden layers with 1, 000 hidden units each. The Rectified linear unit (ReLU) was used for the activation function for both network structures. The loss function was set as the deterministic cross-entropy loss. ν was set to 10 −6 . ρ was initialized as 10 −6 and was multiplied by 10 every 100 iterations. The number of iteration was set to 200. In the experiment, one iteration means one epoch.
Comparison Methods.
Since this paper focuses on fully-connected deep neural networks, SGD and its variants and ADMM are stateof-the-art methods and hence were served as comparison methods. For SGD-based methods, the full batch dataset is used for training models. All parameters were chosen by the accuracy of the training dataset. The baselines are described as follows: 1. Stochastic Gradient Descent (SGD) [2] . The SGD and its variants are the most popular deep learning optimizers, whose convergence has been studied extensively in the literature. The learning rate of SGD was set to 10 −6 for both the MNIST and Fashion MNIST datasets.
2. Adaptive gradient algorithm (Adagrad) [6] . Adagrad is an improved version of SGD: rather than fixing the learning rate during iteration, it adapts the learning rate to the hyperparameter. The learning rate of Adagrad was set to 10 −3 for both the MNIST and Fashion MNIST datasets.
3. Adaptive learning rate method (Adadelta) [25] . As an improved version of the Adagrad, the Adadelta is proposed to overcome the sensitivity to hyperparameter selection. The learning rate of Adadelta was set to 0.1 for both the MNIST and Fashion MNIST datasets.
4. Adaptive momentum estimation (Adam) [9] . Adam is the most popular optimization method for deep learning models. It estimates the first and second momentum in order to correct the biased gradient and thus makes convergence fast. The learning rate of Adam was set to 10 −3 for both the MNIST and Fashion MNIST datasets.
5. Alternating Direction Method of Multipliers (ADMM) [19] . ADMM is a powerful convex optimization method because it can split an objective function into a series of subproblems, which are coordinated to get global solutions. It is scalable to large-scale datasets and supports parallel computations. The ρ of ADMM was set to 1 for both the MNIST and Fashion MNIST datasets.
Experimental Results
In this section, experimental results of the dlADMM algorithm are analyzed against comparison methods. 
Convergence.
First, we show that our proposed dlADMM algorithm converges when ρ is sufficiently large and diverges when ρ is small for both the MNIST dataset and the Fashion MNIST dataset.
The convergence and divergence of dlADMM algorithm are shown in Figures 2 and 3 when ρ = 1 and ρ = 10 −6 ,respectively. In Figures 2(a) and 3(a) , the X axis and Y axis denote the number of iterations and the logarithm of objective value, respectively. In Figures, 2(b) and 3(b) , the X axis and Y axis denote the number of iterations and the logarithm of the residual, respectively. Figure 2 , both the objective value and the residual decreased monotonically for the MNIST dataset and the Fashion-MNIST dataset, which validates our theoretical guarantees in Theorem 4.2. Moreover, Figure  3 illustrates that both the objective value and the residual diverge when ρ = 10 −6 . The curves fluctuated drastically on the objective value. Even though there was a decreasing trend for the residual, it still fluctuated irregularly and failed to converge. Figure 4 and Figure 5 show the curves of the training accuracy and test accuracy of our proposed dlADMM algorithm and baselines, respectively. Overall, both the training accuracy and the test accuracy of our proposed dlADMM algorithm outperformed most baselines for both the MNIST dataset and the Fashion MNIST dataset. Specifically, the curves of our dlADMM algorithm soared to 0.8 at the early stage, and then raised steadily towards to 0.9 or more. The curves of the most SGD-related methods, SGD, Adadelta, and Adagrad, moved more slowly than our proposed dlADMM algorithm. The curves of the ADMM also rocketed to around 0.8, but decreased slightly later on. Only the state-of-theart Adam performed better than dlADMM slightly. Table 3 : The relationship between running time per iteration (in second) and the size of training samples as well as value of ρ when the number of neurons is fixed: generally, the running time increased as the training sample and the value of ρ became larger.
Performance.

Scalability Analysis.
In this subsection, the relationship between running time per iteration of our proposed dlADMM algorithm and three potential factors, namely, the value of ρ, the size of training samples, and the number of neurons was explored. The running time was calculated by the average of 200 iterations. Firstly, when the training size was fixed, the computational result for the MNIST dataset and Fashion MNIST dataset is shown in Table  2 . The number of neurons for each layer ranged from 200 to 1,000, with an increase of 200 each time. The value of ρ ranged from 10 −6 to 10 −2 , with multiplying by 10 each time. Generally, the running time increased as the number of neurons and the value of ρ became larger. However, there were a few exceptions: for example, when there were 200 neurons for the MNIST dataset, and ρ increased from 10 −5 to 10 −4 , the running time per iteration dropped from 2.8778 seconds to 2.2761 seconds.
Secondly, we fixed the number of neurons for each layer as 1, 000. The relationship between running time per iteration, the training size and the value of ρ is shown in Table 3 . The value of ρ ranged from 10 −6 to 10 −2 , with multiplying by 10 each time. The training size of the MNIST dataset ranged from 11, 000 to 55, 000, with an increase of 11, 000 each time. The training size of the Fashion MNIST dataset ranged from 12, 000 to 60, 000, with an increase of 12, 000 each time. Similiar to Table 3 , the running time increased generally as the training sample and the value of ρ became larger and some exceptions exist.
CONCLUSION AND FUTURE WORK
Alternating Direction Method of Multipliers (ADMM) is a good alternative to Stochastic gradient descent (SGD) for deep learning problems. In this paper, we propose a novel deep learning Alternating Direction Method of Multipliers (dlADMM) to address some previously mentioned challenges. Firstly, the dlADMM updates parameters from backward to forward in order to transmit parameter information more efficiently. The time complexity is successfully reduced from O(n 3 ) to O(n 2 ) by iterative quadratic approximations and backtracking. Finally, the dlADMM is guaranteed to converge to a critical solution under mild conditions. Experiments on benchmark datasets demonstrate that our proposed dlADMM algorithm outperformed most of the comparison methods.
In the future, we may extend our dlADMM from the fully-connected neural network to the famous Convolutional Neural Network (CNN) or Recurrent Neural Network (RNN), because our convergence guarantee is also applied to them. We also consider other nonlinear activation functions such as sigmoid and hyperbolic tangent function (tanh).
