Abstract : Tribe proved in a previous paper that a typical point of the support of super Brownian motion considered at a xed time is a.s. disconnected from the others when the space dimension is greater than equal to 3. We give here a simpler proof of this result based on Le Gall's Brownian snake. This proof can then be adapted in order to obtain an analogous result for the support of the exit measure of the super Brownian motion from a smooth domain of IR d when d is greater than equal to 4.
Introduction
Let x be a xed point in IR d and (Z t ; t 0) a super Brownian motion in IR d starting at x (see for instance (Dawson 1991) for the de nition and the 1 main properties of this process). We can heuristically describe this process by an in nite system of branching particles (when the life time of each particle tends to 0), Z t being a measure (uniformly) distributed over the set of the positions of the particles alive at time t (see (Dynkin 1991a) for such a description). Then, the process (Z t ) is a continuous measure-valued Markov process. Now let be a domain in IR d which contains x. We can de ne the exit measure of the super Brownian motion from , denoted by X (this notion has been introduced in (Dynkin 1991a (Dynkin , 1991b ). X is a random measure on the boundary @ . Using the precedent description, we can say that X is supported by the set of the positions of the previous particles when they leave for the rst time.
The purpose of this work is to study the support of super Brownian motion and of its exit measure. Some results on the Hausdor measure of the support of super Brownian motion have been given in (Perkins 1989) and (Le Gall-Perkins 1995) , and on the Hausdor dimension of the support of the exit measure in (Abraham-Le Gall 1994) . Moreover, Tribe proved (Tribe 1991) a result on the connected components of the support of super Brownian motion. Here, we will rst give a new (simpler) proof of Tribe's result (the key ideas are nonetheless the same). The main tool will be the \Brownian snake" de ned by Le Gall (Le Gall 1993 which allows us to construct the super Brownian motion and the exit measure X . Using this new approach, we can obtain an analogous result for the connected components of the support of the exit measure.
The rst part of this paper deals with the Brownian snake. Let us x x 2 IR d . The Brownian snake is a Markov process W with values in the space W x of the stopped paths in IR d starting at x. For every s 0, W s is a re ected Brownian motion in IR + . The law of the process (W s ; s 0) knowing the life-time process ( s ; s 0) can be described in an informal way : when s is decreasing, the path W s is erased on a small length, when s is increasing, the path W s is extended with a small independent Brownian path. The Brownian snake is in fact a particular Markovian parametrization of the set of the paths of the historical process of the super Brownian motion (see (Dawson-Perkins 1991) , (Dynkin 1991a , 1991b ), or (Le Gall 1993 for the de nition of the historical process).
The second part studies the support of super Brownian motion at time 1. If we denote by (Z t ; t 0) a super Brownian motion in IR d starting at x , Tribe proved the following result : for d 3, Z 1 (dy)?a:e:, the connected component of the support of Z 1 which contains the point y is the singleton fyg. The key tools here are a \Palm formula" for the Brownian snake and some estimates of the hitting probabilities of small balls by the super Brownian motion (see (DawsonIscoe-Perkins 1989) for these estimates).
This proof can then be adapted for the exit measure from a domain (denoted by X ). The result for this random measure is : if d 4, X ?a:e:, the connected component of the support of X which contains the point y is fyg. Here, some 2 assumptions have to be made on : we suppose it to be bounded and connected and its boundary to be smooth enough (C 2 ). Then, the Euclidian boundary coincides with the Martin boundary, and, at every boundary point, there exists an outer tangent sphere with constant radius r 0 > 0. The proof is again based on a Palm formula for X and the estimates of the hitting probabilities of small balls of @ (Abraham-Le Gall 1994) .
Notation
The indicator function of a set A IR d will be 1I A . In other words, we can say that is the canonical measure of the super Brownian motion starting at x (see (Dawson-Perkins 1991) , Chap.2 for the de nition of the canonical measure).
We will now present a result that links the behaviour of the process ( We now give a \Palm formula" for the measure X 1 which is a particular case of the results of (Dawson-Perkins 1991) . Here, we use a formulation using the Brownian snake (see (Le Gall 1991) Finally, we will use in chapter 2 the estimates of the hitting probabilities of small balls. These results have been obtained in (Dawson-Iscoe-Perkins 1989 Theorem 3.1 (a)). Again, we give here a formulation in terms of the Brownian snake. Let us note that the constant C 1 does not depend on x; y.
We also need the \probability" under the excursion measure that the super Brownian motion starting at x leaves a ball centered at x. This result easily derives from the scale property (Proposition 1.6). Let be a domain of IR d which contains x. We will now consider the exit measure of the super Brownian motion from . The de nition of this measure has been given by Dynkin in (Dynkin 1991a (Dynkin , 1991b . We give here a presentation via the Brownian snake : let us x w 2 W x , we set (w) = infft 2 0; ]; w(t) 6 2 g with the usual convention inf ; = +1. A \Palm formula" for the random measure X has been proved by We will give a partial proof of this result in chapter 3 because we need the exact form of the function C(x).
2 The connected components of the support of super Brownian motion.
As mentioned in the introduction, we will give in this second part a new proof of Tribe's result (Tribe 1991 Thanks to the independance of the X i and to the Fubini theorem, it follows that, a.s., X 1 1 (dy)-a.e., 8i 2 f2; : : :; Ng; y 6 2 Supp(X i 1 ): So, X 1 1 (dy)-a.e., there exists " > 0 such that Comp(y) \ B(y; ") = C 1 (y) \ B(y; ");
where C 1 (y) represents the connected component of Supp(X 1 1 ) which contains y. Therefore, theorem 2.0 is a consequence of theorem 2.1.
Proof of theorem 2.1 : let " 2]0; 1 . We will rst estimate a quantity linked to the event \the super Brownian motion considered at time 1 does not charge an annulus of radiuses " and 2" centered at a typical point of the support of X 1 ". This quantity is IN x Z X 1 (dy)1I fSupp(X 1 )\Ann(y;";2")=;g where Ann(y; "; 2") = fz 2 IR d j " < jy ? zj < 2"g:
The relationship between this quantity and the theorem is that we want to show that IN x Z X 1 (dy)1I fC(y)6 =fygg = 0: We now use the zero-one law for the Brownian motion reversed at time 1 to easily obtain that Remark : in (Abraham- , it is proved that, if d = 2, X is absolutly continuous with respect to the surface measure on @ and consequently the theorem 3.1 is false for d = 2. On the contrary, for d = 3, the measure X is singular (although the Hausdor measure of its support is 2). Yet, the problem studied here is still open in that case.
As mentioned in the introduction, we will use some estimates of the hitting probabilities of small balls on the boundary @ for the process (W s ) given in (Abraham-Le Gall 1994). Nevertheless, we need a little more precise result here : is then easy to prove.
In the case (x) < 2", we use proposition 1.9 :
|}~ Proof of Theorem 3.1 : The ideas are the same as in the proof of theorem 2.1. We will consequently rst estimate a quantity linked to the event : \the Brownian snake does not visit an annulus of @ of radiuses " and 2" centered at a typical point of the support of X ". Let us set Ann @ (y; "; 2") = fz 2 @ ; " jy ? zj 2"g: Let (" k ) = 2 ?k . We want to estimate :
Using the Palm formula of theorem 1.11, we get that this quantity is equal to
We can then use the measure x;y which is the law of the Brownian motion starting at x and conditionned to leave at y 2 @ . More precisely, x;y is the law of the h-process of Brownian motion started at x associated with the harmonic function K( ; y) where K is a Poisson kernel of (see (Doob According to (Doob 1984) , the tail -algebra generated by is ?
y;x -trivial because the function K( ; y) is minimal harmonic. As A belongs to this algebra, we have ? y;x (A) = 0 or 1: Furthermore, we can say, thanks to the smoothness of @ , that this probability does not depend on y. Let us denote then by ?
x the law of the process reversed 18 in time under the probability x . We still have the relation We will rst show that the probability of A " can be bounded below for < 1 by a positive constant independant of " and .
Let n 0 = supfn 2 IN; 2 2(n+1) =" 2 g and let n n 0 . We also set, Then, we use the fact that for every boundary point y 2 @ , there exists an outer tangent sphere of radius r 0 independant of y. As, in order to reach this sphere, the process must exit rst, we can bound above z ( > " 2 2 2n ) by the probability that a Brownian motion starting at a distance of K"2 2 (n+1) of the ball B(0; r 0 ), reaches that ball after time " 2 2 2n , i.e. To estimate both terms, we use some results of potential theory which can be found in (Port-Stone 1978) 
