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Resumen 
 
Actualmente existe un problema no solo a nivel medioambiental sino también 
a nivel económico en la industria de los centros de procesamiento de datos, 
dado que se estima que sus emisiones de CO2 han alcanzado la cifra del 2% 
mundial. Existen diferentes proyectos, teorías e investigaciones sobre cómo 
reducir el consumo para minimizar su impacto económico y medioambiental. 
 
Este proyecto se centra en analizar la problemática, identificar los diferentes 
factores de consumo, escoger la virtualización como factor a resolver, analizar 
el estado del arte, proponer una solución y desarrollar un sistema capaz de 
aplicar las soluciones siguiendo la premisa de no modificación del software de 
control y virtualización que se toma como base del desarrollo. 
 
Se ha creado un escenario con diferentes máquinas para emular un centro de 
procesamiento de datos, utilizando la plataforma OpenStack como control del 
mismo. A la instalación básica se le ha añadido el módulo de telemetría para 
poder monitorizar los diferentes recursos, así como ciertas modificaciones en 
la configuración de la plataforma.  
 
Se han desarrollado cuatro algoritmos para la optimización de los recursos. 
Los algoritmos se han creado para que sean escalables y poder albergar 
futuras modificaciones y mejoras. 
 
Se ha creado una API REST para ejecutar las soluciones propuestas. Disponer 
de una librería capaz de comunicar nuestra API con OpenStack, repercute en 
un menor tiempo a la hora de desarrollar el software que aplique los diferentes 
algoritmos. Pese a eso, se han realizado modificaciones importantes en la 
librería pkgcloud para poder cumplir con todas las funcionalidades requeridas 
por nuestra API.  
 
Se ha conseguido realizar un sistema robusto, capaz de funcionar de forma 
autónoma y con la posibilidad de añadir mejoras y nuevas funcionalidades. Se 
ha probado nuestro sistema en casos críticos en los que se han obtenido 
buenos resultados. 
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Overview 
 
There is currently a problem not only environmental but also at the economic 
level in the industry of datacenters, since it is estimated that CO2 emissions has 
reached 2% worldwide. There are different projects, theories and research on 
how to reduce consumption in order to minimize their economic and 
environmental impact. 
 
This project focuses on analyzing the problem, identify the various factors 
consumer choose virtualization as a factor to solve, analyze the state of the art, 
propose a solution and develop a system able to implement the solutions 
following the premise of not modifying the software control and virtualization 
that is taken as basis for development. 
 
A scenario has been created in order to mimic a data center. The OpenStack 
platform has been used as the basis of control data center. At the basic 
installation, has been added the telemetry module to monitor different 
resources. There has been some changes to the configuration in order to 
achieve our goals.  
 
Four algorithms have been developed as a basis for resource optimization. The 
algorithms have been created to be scalable and able to accommodate future 
modifications and improvements. 
 
We have developed a REST API capable of applying the different solutions. 
Having a library capable of communicate our API with OpenStack has helped 
and reduced our time in developing the software. However, there have been 
important changes in the pkgcloud library in order to achieve all the functionality 
required by our API. 
 
We have managed to make a robust system, able to operate autonomously 
and with the possibility of adding new features and enhancements. Our system 
has been tested in critical cases obtaining good results. 
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INTRODUCCIÓN  
 
Un centro de procesamiento de datos [1] (CDP o datacenter) es una ubicación 
que concentra los recursos necesarios para el procesamiento de la información.  
 
Se estima, que el total de los CPDs que existen hoy en día, generan 
aproximadamente el 2% del CO2 mundial [2], debido a la gran cantidad de 
energía requerida para su funcionamiento. Esto, supone un impacto ambiental 
muy importante que debe ser necesariamente reducido en el futuro.  
 
El ahorro de energía y la eficiencia energética es un campo con diferentes frentes 
abiertos, pues en un CPD no existe únicamente un factor de consumo 
energético. 
 
Para comprender cuáles son estos factores, primero es necesario conocer las 
piezas que forman un centro de procesamiento de datos. Por un lado están los 
denominados racks [3] o soportes, donde se colocan todos los servidores del 
CPD. Hay que tener en cuenta que los racks de servidores están interconectados 
entre si y al exterior, es decir, a la red global, mediante equipos de red tales como 
conmutadores (switches) [4] o encaminadores (routers) [5]. Por otro lado, está el 
sistema de refrigeración del CPD, factor vital para que no se produzcan 
temperaturas extremas que podrían causar el deterioro de los componentes y, 
por consiguiente, su malfuncionamiento. 
 
En lo referente al consumo energético del CPD se pueden destacar tres grupos. 
En primer lugar, pues es el que tiene un mayor consumo de energía, está el 
sistema de refrigeración. En segundo lugar está el compuesto por todos los 
componentes utilizados, y, para finalizar, tenemos el uso de los componentes. 
 
Uno de los factores que en la actualidad se están teniendo más en cuenta a la 
hora de construir un CPD es la localización de este, no solo por las ventajas 
económicas que pueda haber por el precio de la electricidad, sino también por el 
clima. Construir un CPD en una zona donde la temperatura ambiente sea baja, 
implica un menor gasto energético para mantener la temperatura del CPD 
adecuada para operar [7]. Por ejemplo, si observamos donde están situados la 
mayor parte de los CPDs de Google [6], podemos ver que se distribuyen en su 
mayoría en las zonas frías como Irlanda, Finlandia, la parte norte de EEUU, etc.  
 
En el ámbito del sistema la refrigeración, existen dos métodos: la refrigeración 
líquida [8] y la refrigeración por aire. 
 
En cuanto a las ventajas y desventajas que tiene cada uno en [9], se concluye 
que, los sistemas refrigerados mediante refrigeración líquida presentan una 
mayor eficiencia a la hora de enfriar los diferentes componentes que la 
refrigeración por aire, en contraposición, este último presenta un coste de 
instalación y mantenimiento muy bajo en comparación con el primero, más 
versatilidad a la hora de realizar modificaciones y un factor importante, no existe 
el riesgo de que se vierta agua sobre el equipo. 
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Por otra parte, hay que tener en cuenta la distribución de los servidores dentro 
del CPD, dado que es tan o más importante que el sistema de refrigeración 
empleado [10]. Una mala distribución de los servidores y los sistemas de 
refrigeración repercutirían en un mayor consumo tanto energético como 
económico. 
 
Los componentes utilizados en los servidores que componen un CPD son los 
causantes de parte del consumo energético y de las altas temperaturas, por las  
que se requieren de sistemas de refrigeración. Por lo tanto utilizar elementos de 
bajo consumo puede reducir el coste económico que suponen estos [11], sin 
embargo, a diferencia de los componentes con un consumo mayor, no dan la 
fiabilidad ni la eficacia computacional que dan los componentes con un consumo 
más elevado. En vista de que los componentes de bajo consumo aún tienen un 
largo recorrido por delante antes de ser útiles en CPDs, se ha intentado resolver 
el problema del consumo energético de los componentes desde otra perspectiva.  
 
Partiendo de la base citada anteriormente que el mayor gasto está en la 
refrigeración de un CPD, se planteó el hecho de crear componentes capaces de 
trabajar a unas temperaturas más elevadas [12], de tal forma que no sería 
necesaria tanta energía para bajar la temperatura [13]. 
 
Estos dos últimos factores no se aplican única y exclusivamente a la parte de los 
servidores, también deben aplicarse a la parte mencionada anteriormente de los 
componentes de red que interconectan los servidores, pues el problema que 
tienen ambos es idéntico. 
 
El último punto a tratar es la eficiencia en el uso de la infraestructura tanto de 
servidores como de red. Tener componentes consumiendo energía 
innecesariamente sin estar siendo utilizados repercute en un consumo 
energético inútil y que afecta no solamente al desgaste del componente sino 
también a la refrigeración del mismo. 
 
Existen, en este campo, variedad de publicaciones y estudios realizados. Estos, 
tratan sobre algoritmos para reducir el consumo energético mediante una mejor 
elección a la hora de utilizar los recursos según la demanda de máquinas 
virtuales (VM) y, posteriormente, la migración o no de estas, según las 
necesidades del servicio ofrecido. 
 
Por ejemplo, en [14], después de haber realizado diferentes pruebas llegan a la 
conclusión de que consumen más energía dos máquinas físicas con una carga 
de trabajo distribuida, que una sola máquina con la carga global. Esto, es debido 
a que el consumo energético de un servidor no es proporcional a la carga 
ofrecida, ya que existe un nivel mínimo de energía requerida incluso cuando la 
carga es del 0% de la CPU. Por tanto, la consolidación de carga en el mínimo 
número posible de servidores es un factor clave.   
 
Si bien es cierto que, todos los factores son dignos de ser investigados y 
evolucionados para un mejor uso y menor impacto tanto económico como 
medioambiental, en este proyecto nos centraremos en el último: la virtualización 
de servidores y la distribución de máquinas virtuales entre ellos. 
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El porqué de la virtualización respecto a los otros factores tiene una explicación 
lógica y sencilla. Se debe tener en cuenta que, son los centros de procesamiento 
de datos que hay en la actualidad los que están consumiendo cantidades 
ingentes de energía, dichos CPDs ya tienen sus sistemas de refrigeración 
establecidos, sus componentes comprados y, difícilmente, van a modificar toda 
la estructura del centro para cambiar el sistema de refrigeración o van a cambiar 
los componentes adquiridos hasta que no los amorticen.  
 
Por consiguiente, en este proyecto se proponen, evalúan y validan mediante el 
desarrollo del software necesario, diferentes algoritmos de optimización del uso 
de los recursos de un CPD para minimizar su consumo energético. 
 
En el capítulo 1 se describen las diferentes tecnologías de virtualización que 
existen en la actualidad y cuál de ellas será la utilizada para llevar a cabo el 
proyecto. En el capítulo 2 se hace una descripción más detallada sobre las 
características de la tecnología utilizada y se plantea el escenario que va a ser 
utilizado para la realización del proyecto. En el capítulo 3 se hace un estudio 
sobre diversos proyectos con diferentes algoritmos de optimización de recursos 
y se plantean unos algoritmos propios. En el capítulo 4 se describe el software 
utilizado, y los diferentes componentes para su implementación. En el capítulo 5 
se dan los resultados de la implementación de los diferentes algoritmos mediante 
el software. Por último, el capítulo 6 incluye las conclusiones generales de todo 
el proyecto, las líneas futuras y las posibles repercusiones medioambientales del 
mismo. 
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CAPÍTULO 1. ESTADO DEL ARTE  
En este capítulo se comparan diferentes tecnologías de cloud computing 
(computación en la nube) [15]  que existen en el mercado.  
 
 
1.1. Tecnologías actuales 
En la actualidad existen múltiples plataformas de cloud computing. Estas, se 
dividen entre plataformas OpenSource o de código abierto [16] y plataformas 
privadas o propietarias. 
 
La diferencia entre ambas es, tal y como el nombre indica, que las primeras son 
de uso gratuito y código abierto para fomentar la participación y su evolución, 
mientras que las segundas son de uso exclusivo a aquellos que compran el 
producto. 
 
 
1.1.1. Plataformas OpenSource 
En el campo de las plataformas OpenSource, existen hoy en día múltiples 
escenarios. Pese a eso, se van a tratar las 4 plataformas de código abierto más 
populares en el mercado actualmente: Apache CloudStack, Eucalyptus,  
OpenNebula y OpenStack.  
 
 
1.1.1.1. Apache CloudStack 
CloudStack [17] es un proyecto de Apache Software Foundation (ASF), que, 
últimamente ha ganado bastantes adeptos en el mercado. Es un software para 
crear, mantener y desplegar infraestructuras como servicio, las denominadas 
IaaS (Infraestructure as a Service) tanto públicas como privadas. Un gran punto 
a favor de este software es el uso de una gran variedad de hipervisores1 [18] 
tales como KVM [19], XenServer/XCP [20] y vSphere [21]. 
 
CloudStack tiene algunas características clave tales como: administración de 
Snapshots [22], utilización de métricas, alta disponibilidad para hosts y máquinas 
virtuales,  compatibilidad con la API de Amazon Web Services (AWS) [23], 
administración de redes, routers virtuales, firewalls y balanceadores de carga. 
 
 
1.1.1.2. Eucalyptus 
Eucalyptus [24] es un software para hacer que Amazon Web Services (AWS) 
sea compatible con clouds privados e híbridos comercializados por la empresa 
Eucalyptus Systems. El software permite pooling [25] de los recursos de 
computación, almacenaje y red que  puede aumentar o reducir según la carga 
de trabajo.  
 
                                            
1 Un hipervisor es una plataforma que permite aplicar diversas técnicas de control de 
virtualización para utilizar, al mismo tiempo, diferentes sistemas operativos. 
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1.1.1.3. OpenNebula 
OpenNebula [26] es una plataforma de cloud computing orientada a centros de 
datos distribuidos y heterogéneos, que proporciona la infraestructura virtual para 
construir nubes privadas, públicas, e implementaciones híbridas de IaaS. 
 
La plataforma incluye herramientas características para la integración, 
administración, escalabilidad, seguridad y contabilidad, así como mecanismos 
para la estandarización, la interoperabilidad y la portabilidad, proporcionando a 
los  usuarios y administradores del cloud la posibilidad de escoger entre varias 
interfaces de cloud así como entre diferentes hipervisores (Xen, KVM y VMware), 
para adaptar múltiples combinaciones de software y hardware en un único CPD. 
 
 
1.1.1.4. Openstack 
OpenStack [27] es un proyecto de computación en el cloud para proporcionar 
una IaaS. 
 
La tecnología consiste en una serie de proyectos o módulos relacionados entre 
sí que controlan los diferentes campos dentro de un CPD. En estos campos se 
encuentra la creación de imágenes, redes, enrutadores y máquinas virtuales y 
monitorización. 
 
OpenStack permite a los administradores controlar todo el sistema ya sea a 
través de una terminal como de una interfaz web. Permite también que los 
usuarios que han creado diferentes infraestructuras virtuales, puedan 
administrarlas a través de la interfaz web. 
 
Cada uno de los módulos de OpenStack está basado en API REST2 [28], lo que 
permite hacer peticiones tipo HTTP [29] GET, POST, PUT y DELETE. Este factor 
es sumamente importante debido a que brinda la posibilidad de hacer peticiones 
a los diferentes módulos desde aplicaciones externas a OpenStack. 
 
La comunidad OpenStack colabora en torno a un ciclo de lanzamiento con hitos 
de desarrollo de frecuencia semestral. 
  
                                            
2 Una REST API es una librería de funciones, a la que se accede por el protocolo HTTP. Eso 
significa que se accede a través de direcciones web o URLs en las que se envían los datos de 
la consulta. 
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1.1.2.  Plataformas privadas o propietarias 
Dentro de las plataformas privadas o propietarias hay tres en concreto que  
destacan por encima de las otras dentro del mercado: Citrix XenServer, Microsoft 
Hyper-V y VMWare vCenter. 
 
 
1.1.2.1. Citrix XenServer 
Citrix XenServer [24] es una plataforma de virtualización de servidores basada 
en el hipervisor Xen, que permite la creación y administración de máquinas 
virtuales. 
 
Los principales componentes de Citrix XenServer son el hipervisor, XenCenter 
(gestión) y XenMotion (migración en vivo). La plataforma también ofrece 
herramientas gratuitas para la conversión de servidores físicos a virtuales y de 
virtual a virtual. Soporta hasta 500 máquinas virtuales (VM) y 4.000 CPUs 
virtuales por host. XenServer está diseñado para trabajar específicamente con 
las herramientas de Citrix Systems XenApp y XenDesktop para el escritorio y la 
virtualización de aplicaciones. 
 
 
1.1.2.2. Microsoft Hyper-V 
Hyper-V [25] permite crear y administrar un entorno informático virtualizado 
mediante la tecnología de virtualización integrada en Windows Server.  
 
La infraestructura se crea utilizado Microsoft Hyper-V,y todas las máquinas 
virtuales creadas se administran con la herramienta Virtual Machine Manager 
(VMM) de Microsoft,  que permite configurar y administrar los hosts de 
virtualización, las redes y los recursos de almacenamiento, a fin de crear e 
implementar máquinas virtuales y servicios para los clouds privados que se 
hayan creado. 
 
 
1.1.2.3. VMware vCenter 
VMware vCenter Server [32], anteriormente conocido como VirtualCenter, es la 
herramienta de administración centralizada para el conjunto de vSphere. 
VMware vCenter Server permite la gestión de múltiples servidores ESX3 [33] y 
máquinas virtuales (VM) de diferentes servidores ESX a través de una sola 
aplicación de consola.  
 
vCenter Server realiza las siguientes tres funciones principales: 
 
 Visibilidad: vCenter Server le permite configurar los servidores ESX y 
máquinas virtuales, así como supervisar el rendimiento mediante el uso 
de eventos y alertas.  
 
                                            
3 Un ESX es un hipervisor que, a diferencia de los otros hipervisores no se ejecuta sobre un 
sistema operativo sino que forma parte del mismo, lo que genera un mejor rendimiento. 
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 Escalabilidad: La visibilidad encontrada en vCenter Server es escalable a 
través de cientos de servidores ESX y miles de máquinas virtuales.  
 
 Automatización: Las alertas de vCenter Server pueden desencadenar 
acciones. La función Orchestrator en vCenter Server Standard permite 
automatizar cientos de acciones.  
 
 
1.2. Comparativa 
En este apartado se justifica la elección de OpenStack como base para la 
realización de este proyecto. 
 
Las plataformas privadas o propietarias ofrecen servicio técnico detrás, soporte 
en caso de errores y un equipo de gente especializada en la plataforma capaz 
de resolver cualquier error. Por el contrario, utilizando plataformas OpenSource, 
hay que recurrir a la comunidad de usuarios y desarrolladores para poder 
solucionar los problemas. Así pues, respecto al soporte técnico, mantenimiento 
y solución de errores, las plataformas privadas tienen ventaja respecto a las 
OpenSource.  
 
En contraposición, las plataformas OpenSource permiten una gran versatilidad 
de configuración. Además, el código es visible y se puede modificar según 
convenga,  punto de importancia crucial en este proyecto.  
 
Otro factor relevante a tener en cuenta es el económico. Las tecnologías 
propietarias son de compra mientras que las de código abierto tienden a ser de 
uso gratuito para cualquiera que las quiera utilizar. 
 
Este proyecto pretende ser un punto de partida para una mejor utilización de los 
centros de datos y, por consiguiente, está sujeto a mejoras y modificaciones 
tanto del desarrollador como de los usuarios de la comunidad. Como 
consecuencia, utilizar un código abierto, libre y de distribución gratuita facilita 
que llegue a un mayor número de usuarios. 
 
Es por estos motivos que se ha apostado por una plataforma OpenSource. Ahora 
hay que razonar cuál de ellas elegir. Cabe recalcar que de un modo u otro todas 
las plataformas descritas tienen aproximadamente las mismas funcionalidades. 
Sin embargo OpenNebula y OpenStack ofrecen una mayor variedad de 
funcionalidades y herramientas. 
 
Las ventajas que presenta OpenNebula respecto a OpenStack, son: la gran 
variedad de sistemas  de virtualización que se incluyen, por defecto, con la 
plataforma y su fácil y rápida instalación. 
 
No obstante, la comunidad de usuarios de OpenNebula es bastante menor que 
la de OpenStack (lo cuál puede ser un problema cuando surgen dudas o errores 
en la modificación del código). Por otra parte, OpenStack está basado en 
módulos, factor que permite una mayor libertad al usuario a la hora de desarrollar 
su plataforma. 
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Finalmente, es importante añadir que OpenStack permite añadir otro sistema de 
virtualización de red como OpenDayLight [28] que podría servir para futuros 
proyectos (como por ejemplo, la integración de la tecnología de red definida por 
software –SDN- en la infraestructura de comunicaciones del CPD). 
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CAPÍTULO 2. ESCENARIO 
 
En este capítulo se describe la tecnología utilizada y su funcionamiento, así como 
la implementación y las modificaciones realizadas en este proyecto 
 
 
2.1. Descripción técnica de Openstack 
OpenStack se organiza en módulos cuya interacción se describe en la Fig. 2.1. 
Cada módulo tiene una API REST con la que interactúan los diferentes módulos 
entre sí. 
 
 
 
Fig. 2.1 Interacción entre los módulos OpenStack extraída de [27] 
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2.1.2. Módulos  
 
2.1.2.1. Compute (Nova) 
OpenStack Compute (Nova) es el módulo que sirve de base a la ejecución de 
las máquina virtuales en un servidor físico, y por tanto, es la parte principal de un 
sistema de IaaS. Está diseñado para gestionar y automatizar los recursos del 
equipo. Las tecnologías de virtualización de las que dispone OpenStack son 
KVM, Xen, Hyper-V, VMWare y contenedores de Linux LXC. 
 
Está escrito en Python [35] y usa muchas bibliotecas externas, como Eventlet 
(para la programación concurrente), Kombu [36] (para la comunicación AMQP    
[37]) y SQLAlchemy (para acceder a la base de datos). La arquitectura de 
Compute está diseñada para escalar horizontalmente en hardware estándar, sin 
requisitos de hardware o software propietarios o privados. 
 
El Anexo A describe cómo configurar el módulo del Compute Nova para 
adecuarlo a las necesidades de este proyecto. El Anexo B describe la creación 
de un listener para poder interceptar la mensajería que se intercambian los 
diferentes módulos mediante AMQP. Dichos mensajes serán claves a la hora de 
desarrollar el  software. 
 
 
2.1.2.2. Block Storage (Cinder) 
OpenStack Block Storage (Cinder) proporciona dispositivos de almacenamiento 
(a nivel de bloque) para usar con instancias de OpenStack Compute. Además 
del almacenamiento del servidor local de Linux, puede utilizar ciertas plataformas 
de almacenamiento. El almacenamiento de bloques es apropiado para 
escenarios donde el rendimiento es sensible, tales como el almacenamiento de 
base de datos, sistemas de archivos expandibles, etc.  
 
 
2.1.2.3. Networking (Neutron) 
OpenStack Networking es un sistema para la gestión de redes y direcciones IP. 
Asegura que la red no presente el problema del cuello de botella o el factor 
limitante en un despliegue en la nube y ofrece a los usuarios un autoservicio real, 
incluso a través de sus configuraciones de red. 
 
Los usuarios pueden crear sus propias redes, controlar el tráfico y conectar los 
servidores y los dispositivos a una o más redes. Los administradores pueden 
aprovechar las redes definidas por software (SDN) como las soportadas 
OpenFlow [38] para administrar, gestionar y soportar altos niveles de multi-
propiedad. 
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2.1.2.4. Dashboard (Horizon) 
El Dashboard  [39] de OpenStack (Horizon) proporciona a los administradores y 
usuarios del CPD una interfaz gráfica para el acceso, la provisión y 
automatización de los recursos (servidores, red, almacenamiento, etc). El diseño 
permite los productos y servicios de terceros, tales como la facturación, la 
monitorización y las herramientas de gestión adicionales. El Dashboard es sólo 
una forma de interactuar con los recursos de OpenStack.  
 
 
2.1.2.5. Servicio de Identidad (Keystone) 
El servicio de Identidad de OpenStack (Keystone) ofrece un directorio central de 
usuarios asignados a los servicios de OpenStack que pueden acceder. Actúa 
como un sistema de autenticación común en todo el sistema operativo para la 
nube y se puede integrar con los servicios de directorio backend existentes.  
 
 
2.1.2.6. Servicio de Imagen (Glance) 
OpenStack (Glance) proporciona servicios de descubrimiento, registro y de 
entrega de los discos y del servidor de imágenes. Por tanto, se encarga de 
mantener las imágenes de las máquinas virtuales que los usuarios ejecutan 
sobre los nodos Compute. Las imágenes almacenadas se pueden utilizar como 
una plantilla. También se puede utilizar para almacenar y catalogar un número 
ilimitado de copias de seguridad.  
 
 
2.1.2.7. Telemetría (Ceilometer) 
Ceilometer es el módulo de telemetría de Openstack. Permite la monitorización 
a tiempo real de los equipos de la infraestructura del CPD. Permite también la 
creación de alarmas que ejecutan acciones cuando se activan. Las métricas que 
vienen predefinidas por defecto monitorizan las máquinas virtuales, para que los 
administradores del cloud puedan facturar a los usuarios en función de su 
utilización. No obstante, haciendo las modificaciones pertinentes, descritas en el 
Anexo C, también se pueden monitorizar los recursos físicos de cada uno de los 
hosts y, por consiguiente, crear alarmas sobre las nuevas métricas. 
 
 
2.2. Escenario del proyecto 
Para poder mimetizar un centro de procesamiento de datos real, en este proyecto 
se ha creado una infraestructura a pequeña escala donde se ha desplegado 
OpenStack con los módulos descritos anteriormente. 
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2.2.1. Componentes 
El escenario cuenta con un total de cuatro máquinas físicas con las siguientes 
características: 
 
 Controller:  
 
o 2 CPU Cores 
o 6 GB RAM 
o 30 GB Disk 
 
 Compute 1 y 2: 
 
o 2 CPU Cores 
o 2 GB RAM 
o 8 GB Disk 
 
 Compute 3: 
 
o 3 CPU Cores 
o 3 GB RAM 
o 8 GB Disk 
 
 
2.2.2. Escenario 
Tal y como se muestra en la Fig. 2.2 los módulos que tiene cada máquina son: 
 Controller: 
 
o Nova 
o Neutron 
o Horizon 
o Glance 
o Ceilometer 
o Keystone 
 
 Compute: 
 
o Neutron 
o Nova 
o Ceilometer 
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Fig. 2.2 Escenario OpenStack 
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CAPÍTULO 3. ALGORITMOS DE OPTIMIZACIÓN 
 
En este capítulo se da una visión general sobre los algoritmos de optimización 
de recursos mediante la virtualización que existen actualmente. Además, y en 
base a los algoritmos estudiados, se proponen cuatro algoritmos como solución. 
 
 
3.1. Introducción 
Antes de entrar en materia y empezar a indagar sobre los algoritmos que existen 
actualmente, primero hay que entender el principio de la virtualización y sus 
características. También hay que entender los diferentes estados que puede 
tener una máquina física, punto clave para minimizar el consumo energético del 
CPD. 
 
Se entiende por virtualización [40] como la creación a través de un software de 
algún recurso tecnológico. En nuestro caso en concreto, de ordenadores. Es 
decir, es la capacidad de crear un ordenador con unas ciertas características de 
forma virtual dentro de otro ordenador.  
 
Este ordenador o máquina virtual (VM), no podrá tener unas características 
superiores a las de la máquina física donde se aloje, como mucho tendrá las 
mismas. Este factor no impide que se puedan crear más máquinas virtuales que 
recursos tenga la máquina física. Por ejemplo si partimos de una máquina física 
de 4 cores y 2GB de memoria RAM, no se podrá crear una máquina virtual de 8 
cores y 4 GB de memoria RAM, pero si se podrán crear 4 máquinas de 2 cores 
y 1GB de memoria RAM. 
 
El punto clave en el que se basa la virtualización de los CPDs es la capacidad 
de crear máquinas virtuales de características inferiores a la máquina física, 
pero, permitiendo, que la suma de todas las máquinas virtuales superen las 
características de la física. El porqué de esto se basa en el hecho de que lo más 
probable es que no todas las máquinas virtuales estén con una carga de trabajo 
notable en el mismo momento, es decir, se confía en la multiplexación estadística 
de la carga. Este factor es una espada de doble filo, si bien permite optimizar 
recursos, cuanto más elevada sea la relación de recursos (por ejemplo, por cada 
core de la máquina física hay 5 virtuales) más probabilidad existe de que la 
máquina se sobrecargue, puesto que es más probable que se encuentre más de 
una máquina virtual con carga de trabajo simultáneamente. 
 
Es por eso que se están haciendo estudios y desarrollando algoritmos para 
resolver estos problemas y así optimizar la utilización de los recursos del centro 
de procesamiento de datos. 
 
El otro punto a tratar en este apartado es el de los estados de una máquina física. 
Se entiende por “awake” cuando la máquina física está funcionando y por 
consiguiente consumiendo energía, pese a poder no tener carga de trabajo. Por 
otro lado, se entiende como “sleep” cuando la máquina física está en estado de 
suspensión en el cual casi no consume energía. 
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3.2. Revisión de algoritmos disponibles 
Optimizar la utilización de recursos mediante la virtualización no es una idea 
nueva. Existen diferentes documentos y publicaciones donde se teoriza y se 
ponen en práctica diversas soluciones, de los cuales se presentarán los que han 
parecido más relevantes para el proyecto. 
 
Uno de los problemas que surgen a la hora de intentar optimizar la utilización de 
recursos es el incumplimiento de los SLAs (Service Level Agreement) [41]. Un 
SLA es un acuerdo escrito entre un cliente y un proveedor de servicio con el 
objetivo de fijar el nivel acordado de calidad de dicho servicio. 
 
Por ello en [42] se desarrolla un algoritmo que observa la carga de los hosts  
(máquina física o servidor) e intenta migrar ciertas VM a los hosts cuya carga de 
trabajo sea menor. El problema de este algoritmo reside en que no se ejecuta de 
forma automática cuando un host en concreto esta sobrecargado, y no especifica 
el criterio de elección de las máquinas virtuales a migrar. Pese a eso, el principio 
de bajar la carga de trabajo migrando ciertas máquinas virtuales a otros hosts es 
lógico y por tanto se tendrá en consideración a la hora de desarrollar los 
algoritmos en este proyecto. 
 
Por otro lado, [43] divide la problemática de la mala utilización en 2 algoritmos. 
El primero es el de infrautilización de una máquina física. En él dice que si una 
máquina física está siendo utilizada por debajo de un cierto umbral, se deben 
tratar de migrar las máquinas virtuales alojadas en esa máquina física para poder 
ponerla en modo “sleep” y, de este modo, reducir el consumo energético. El otro 
algoritmo que nos plantea es similar al tratado en el párrafo anterior en el que si 
una máquina está sobrecargada se intentará migrar aquellas máquinas virtuales 
que permitan bajar su utilización por debajo de un umbral. 
 
A diferencia del tratado en [42], Neat es un software (desarrollado por el autor de 
[43]) el cual permite la implementación de los algoritmos tratados en  [43]. Sin 
embargo, debido a problemas en su instalación no se ha utilizado en este 
proyecto. 
 
Dos puntos que no tratan ninguno de los trabajos vistos con anterioridad (pero 
que sí que se trata en [44], pese a que su diseño se basa en una mejor ubicación 
inicial de las máquinas virtuales según los recursos disponibles y no según la 
utilización de los recursos) son, la creación y eliminación de máquinas virtuales. 
En [42] y en  [43] consideran que ya existe un despliegue de ciertas VM en el 
sistema y que están ubicadas de forma errónea, lo que supone una sobre o infra-
utilización de la máquina física. Sin embargo, en ningún momento desarrollan un 
sistema de ubicación inicial de las máquinas virtuales que reduzca la 
probabilidad de que se generen los casos mencionados anteriormente. 
 
Otro punto a tener en cuenta es que en ninguno de los artículos mencionados se 
propone un sistema que ofrezca una solución en tiempo real. 
 
  
16            Contribuciones a la optimización de consumo energético en centros de procesamiento de datos 
 
3.3. Algoritmos utilizados 
Utilizando las partes positivas de los algoritmos tratados con anterioridad, se 
puede englobar la problemática en 4 grandes grupos: la creación y eliminación 
de máquinas virtuales y la sobre o infra-utilización de las máquinas físicas. 
 
Cabe destacar que la premisa principal que impera en los algoritmos que se van 
a desarrollar, fuente del ahorro energético, es la siguiente: si alguna máquina 
física no se utiliza, no debería estar consumiendo. Dicho esto, en el escenario 
del cual se parte, se considera que puede haber algunos hosts en 
funcionamiento y otros en reposo (modo de bajo consumo o “sleep”). 
 
Los algoritmos que se van a analizar se centran en uno de los factores de mayor 
consumo y más escaso en un host, la CPU. Con ello, no se debe menospreciar 
la utilización de los otros dos factores como son la RAM o el disco físico. En 
futuras continuaciones de este proyecto se podría extender el objetivo de 
optimización a esos otros factores 
 
 
3.3.1. Creación de VM 
 
3.3.1.1. Problemática 
El primer problema es la colocación de una nueva máquina virtual. El actual 
sistema de colocación de OpenStack no se basa en el consumo real de CPU de 
RAM o disco de las máquinas físicas, sino en los recursos asignados a 
virtualización de cada una de ellas.  
 
Por ejemplo, partiendo del escenario mostrado en la  Fig. 3.1. Si se quisiera crear 
una máquina virtual, OpenStack asignaría al Host 2 como anfitrión para ejecutar 
la nueva VM, pese a que el consumo de CPU del Host 2 sea muy superior al del 
Host 1. Eso es debido a lo mencionado anteriormente, OpenStack observa que 
en el Host 1 hay asignados 2 vCpus (virtual CPU) mientras que en el Host 2 
únicamente hay uno, y, como consecuencia de tener menos recursos asignados 
(pese a estar siendo más utilizados) decide que Host 2 es más válido para 
ejecutar la máquina virtual. 
 
 
3.3.1.2. Algoritmo 1 - Creación de VM 
A continuación se describe la primera contribución de este proyecto. A diferencia 
de lo que sucede en OpenStack, el algoritmo propuesto tiene en cuenta la 
utilización de CPU y el estado del host (modo “awake” o modo “sleep”). 
 
La Fig. 3.2  se observa de forma esquemática el algoritmo de creación de una 
máquina virtual. El algoritmo parte de las características de la VM. 
 
1) Obtener una lista de todos los hosts “awake” que puedan ejecutar la VM 
a. Caso 1: Existen Hosts 
i. Obtener el consumo de CPU de cada uno de ellos 
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ii. Utilizar como candidato aquel Host que tenga una utilización 
media de CPU menor 
iii. Ejecutar VM en ese Host 
b. Caso 2: No existen Hosts 
i. Obtener una lista de todos los hosts “sleep” que puedan 
ejecutar la VM 
1. Caso 2.1: Existen Hosts 
a. Escoger el Host que más convenga 
b. Despertar el Host 
c. Ejecutar VM en ese Host 
d. Fin 
2. Caso 2.2: No Existen Hosts 
a. Devuelve mensaje de error. 
 
 
 
Fig. 3.1 Ejemplo de la problemática de creación de VM 
Este algoritmo pretende ejecutar las máquinas virtuales en aquellas máquinas 
físicas donde el consumo medio de CPU sea menor. En una primera instancia 
se intentará ejecutar la máquina virtual en alguno de los hosts que estén “awake”. 
En el caso de que no se encontrase ningún candidato apto para ejecutarla, se 
buscaría entre aquellos hosts que estén en modo “sleep”. Si encontrara uno, se 
pondría en modo “awake” el host y se ejecutaría la máquina virtual allí. En caso 
de que no se encontrase ningún candidato apto entre “awake” o “sleep” no se 
crearía la máquina virtual. 
 
El porqué de utilizar las de menor consumo y no las de mayor, se basa en el 
hecho de que desconocemos el uso que se le va a dar a la máquina virtual que 
va a crearse, y, por consiguiente, el consumo que tendrá dentro de la máquina 
física. Por ese motivo, si se ejecuta la máquina virtual en el host donde menos 
consumo de CPU hay, se reducirá la probabilidad de que exista una sobre-
utilización y/o una infra-utilización de la máquina física.  
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Si por el contrario se ejecutase en aquella máquina física que tiene un mayor 
consumo, supondría que las máquinas de menor consumo no lo aumentarían y 
si ya estaban por debajo del umbral, seguirían estándolo. Por otro lado, la 
máquina física en la cual se ha ejecutado la máquina virtual y que ya tenía un 
consumo elevado de CPU lo aumentaría, pudiendo resultar en una sobre-
utilización. 
 
 
 
Fig. 3.2 Algoritmo de creación VM 
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3.3.2. Sobre-utilización 
 
3.3.2.1. Problemática 
La sobre-utilización de un host es una situación a evitar, puesto que no tiene 
repercusiones únicamente económicas como resultado del calentamiento de la 
máquina física, sino que también tiene repercusiones a nivel computacional 
(disminuye la calidad del servicio ofrecido al usuario). 
 
Tal y como se ha comentado en apartados anteriores, se hace una relación de 
1:N recursos, por cada 1 core de CPU se virtualizan N cores. Esto supone una 
ventaja y un problema al mismo tiempo. Si se hiciese una relación de 1:1 no 
habría problema de sobre-utilización puesto que como mucho se virtualizarían 
los recursos existentes. En cambio, cuanta más alta sea la relación más 
problemas de sobre-utilización se pueden producir. 
 
 
 
Fig. 3.3 Ejemplo de la problemática de sobre-utilización 
Si se supone que, tal y como se observa en la Fig. 3.3, hay 1 máquina de 2 cores 
y 4 máquinas virtuales de 1 vCPU cada una. ¿Qué sucedería si las 4 máquinas 
virtuales intentasen consumir el 100% de su CPU a la vez? El host, sería incapaz 
de poder ejecutar las 4 máquinas virtuales al 100% de la CPU, puesto que 
únicamente tiene 2 cores de los 4 que están intentando utilizarse. 
 
Así pues, la solución que escoge la máquina física es la de repartir 
equitativamente la carga de trabajo entre las diferentes máquinas virtuales. En 
este caso tenemos una relación de 1:2 por lo que las máquinas virtuales 
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obtendrán el 50% del uso de la CPU del core en el que están. En el cómputo 
total, tendrán únicamente un 25% de uso de la CPU puesto que tiene 2 cores. Si 
se diera el caso de que hay una relación 1:3 con el mismo host que en la Fig. 3.3  
y hubiese una situación idéntica, las máquinas virtuales llegarían únicamente al 
33% del uso de 1 core o al 16.6% del cómputo total. 
 
Cabe recordar que las máquinas virtuales están intentando consumir el 100% de 
la CPU pero, como consecuencia, únicamente pueden llegar a consumir el 50%. 
Es aquí donde reside el mayor problema de virtualizar por encima de los recursos 
físicos: la demanda de trabajo por parte de la máquina virtual es superior a la 
carga de trabajo que se está realizando, y, al no estar trabajando con el uso de 
CPU requerido, se empiezan a incumplir los SLAs.  
 
 
3.3.2.2. Algoritmo 2 - Sobre-Utilización 
Para poder minimizar la sobre-utilización de los diferentes hosts que hay en el 
sistema, es necesario poder realizar migraciones en vivo [45] de las diferentes 
máquinas virtuales. 
 
Cada migración en vivo supone una subida de la carga de trabajo tanto para el 
host origen como para el host destino. Por este motivo, a la hora de marcar un 
umbral como límite de consumo de CPU para cada una de las máquinas físicas, 
hay que tener en cuenta que, cuanto más elevado sea ese umbral, más 
problemas existirán a la hora de intentar migrar una o varias máquinas virtuales. 
 
En el algoritmo que se propone, se intenta migrar el menor número de máquinas 
virtuales para que el consumo de CPU del host quede por debajo del umbral.  
 
En la Fig. 3.4 se observa de forma esquemática el diagrama de flujo del algoritmo 
de sobre-utilización. El algoritmo parte de la situación en que se recibe una 
alarma de sobre-utilización del host. 
 
1) Obtener información sobre los hosts despiertos 
2) Obtener información de los hosts en “sleep” 
3) Obtener información sobre las máquinas virtuales del host y su utilización 
4) Mirar si existe una máquina virtual en el host que al migrarla la utilización 
de este baje por debajo del umbral. 
a. Caso 1: Existe una VM que al migrar baje por debajo del umbral 
i. Mirar si se puede migrar en un Host despierto 
1. Caso 1.1: Se puede migrar en un Host despierto 
a. Calcular la utilización de CPU de los hosts con 
la nueva máquina virtual 
b. Escoger el host con menor consumo de CPU 
como candidato 
c. Añadir Host y máquina virtual a la lista de 
migraciones 
d. Ir al punto 5) 
2. Caso 1.2: no se puede migrar en un host despierto 
a. Mirar si se puede migrar en un Host dormido 
i. Caso 1.2.1: Se puede migrar 
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1. Escoger host que al migrar su 
utilización de CPU sea menor 
2. Añadir Host y máquina virtual a 
la lista de migraciones 
3. Ir al punto 5) 
ii. Caso 1.2.2: No se puede migrar 
1. Saltar al Caso 2. 
b. Caso 2: No existe una VM que al migrar baje por debajo del umbral 
i. Obtener la máquina virtual con menor utilización 
ii. Mirar si se puede migrar en algún Host despierto 
1. Caso 2.1: Existe un host despierto al que migrar 
a. Escoger el host con menor consumo de CPU 
después de migrar 
b. Añadir Host y máquina virtual a la lista de 
migraciones 
c. Actualizar lista de máquinas virtuales, 
consumo de CPU de los hosts, hosts 
despiertos y su consumo, hosts dormidos… 
d. Volver al punto 4) 
2. Caso 2.2: No existe un host despierto al que migrar 
a. Mirar si existe un host dormido al que migrar 
i. Caso 2.2.1: Existe un host dormido 
1. Escoger host dormido que al 
migrar consuma menos CPU 
2. Añadir Host y máquina virtual a 
la lista de migraciones 
3. Actualizar variables 
4. Volver al punto 4) 
ii. Caso 2.2.2: No existe ningún Host 
dormido al que poder migrar 
1. Saltar al punto 7) 
5) “Despertar” los hosts en estado “sleep” de la lista de migraciones 
6) Migrar cada máquina virtual al host asignado 
7) Fin 
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Fig. 3.4 Algoritmo de sobre-utilización 
Este algoritmo pretende migrar en primera instancia aquella máquina virtual que 
al ser migrada hará que la utilización de CPU del host baje por debajo del umbral 
especificado. Como se pretende de igual modo cumplir con los SLAs y a su vez 
intentar que el CPD consuma el mínimo posible, se intentará migrar la máquina 
virtual en uno de los hosts “awake”, siempre y cuando este host pueda albergar 
la VM y a su vez el consumo de CPU una vez migrada no supere el umbral. 
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En el caso de que no exista ninguna máquina física “awake” a la que poder 
adjudicar la máquina virtual, se intentará en uno de los hosts “sleep” siguiendo 
el mismo proceso que el descrito anteriormente. Escogiendo como candidato 
aquel que al migrar el consumo de CPU sea menor. 
 
Si no se puede migrar por falta de máquinas físicas capaces de albergar la 
máquina virtual se hará lo siguiente: 
 
De aquellas máquinas virtuales que hay en el host sobre-utilizado, se escogerá 
la que tenga una menor repercusión en el consumo de CPU, es decir, aquella 
máquina virtual con una menor carga de trabajo. Posteriormente se seguirá el 
mismo proceso que antes: primero se observará si es posible migrarla a una 
máquina “awake” y, en caso de que no se pueda, en una de las “sleep”. Una vez 
se haya encontrado un host viable para esa máquina virtual, se restará de la 
máquina física con sobre-utilización el consumo de CPU de la máquina virtual 
que se quiere migrar y se volverá a intentar migrar una única máquina para que 
este baje del umbral de utilización. 
 
El porqué de utilizar la máquina virtual con menor utilización de CPU en vez de 
intentar utilizar la de mayor consumo, reside en el hecho mencionado 
anteriormente. Se pretende dejar en modo “sleep” el mayor número de hosts 
para así tener un menor consumo energético. No sólo eso sino que también por 
el hecho de que habrá mayor posibilidad que una de las máquinas despiertas 
pueda aceptar una nueva máquina virtual con un consumo de CPU bajo a 
diferencia de una con un consumo de CPU notable. 
 
 
3.3.3. Infra-Utilización 
 
3.3.3.1. Problemática 
Uno de los puntos que afectan en exclusiva al consumo energético aunque no 
tienen ninguna repercusión en los problemas de computación, a diferencia del 
problema del punto 3.3.2.1, es el de la infra-utilización de una máquina física. 
 
Se entiende por infra-utilización cuando un host está usando la CPU por debajo 
de un cierto umbral, esto supone que hay un servidor despierto consumiendo 
energía pero a su vez no está trabajando a unos niveles aceptables. 
 
 
3.3.3.2. Algoritmo 3 -  Infra-Utilización 
Si con el algoritmo de sobre-utilización existía un problema mayoritariamente 
computacional, en este es todo lo contrario, existe un problema mayoritariamente 
energético. 
 
Se parte de un host cuya actividad producida por las máquinas virtuales que está 
ejecutando es exageradamente baja. La solución a la que se ha llegado es la de 
intentar migrar todas las máquinas virtuales a otros hosts en estado “awake” y 
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posteriormente poner en modo “sleep” la máquina física que estaba infra-
utilizada. 
 
En la Fig. 3.5 se observa de forma esquemática el diagrama de flujo del 
algoritmo. 
 
Con este algoritmo se contempla lo siguiente: 
 
1) Se recibe una alarma de infra-utilización del host 
2) Obtenemos la información de todos los hosts despiertos 
3) Obtenemos la información de las máquinas virtuales del host infra-
utilizado 
4) Miramos si, para cada máquina virtual existe un host viable en el que 
poder migrar 
a. Caso 1: Existe host viable 
i. Utilizamos el host que al migrar tenga un menor consumo 
de CPU 
ii. Añadimos máquina virtual a la lista junto con el host 
iii. Actualizamos variables 
iv. Volvemos a 4) 
b. Caso 2: No existen hosts viables 
i. Fin 
5) Una vez tenemos la lista de migraciones completa, migramos las 
máquinas virtuales 
6) Ponemos en modo “sleep” el host infra-utilizado 
7) Fin 
 
En el caso de que no se pudieran migrar todas las máquinas virtuales, no se 
migraría ninguna, puesto que esa máquina ya está infra-utilizada y no tendría 
sentido minimizar aún más su consumo de CPU.  
 
Otra posible solución que se ha desestimado es la de bajar el consumo de CPU 
de los otros hosts, en el caso de que no se pudieran migrar todas. Se ha 
rechazado la opción porque los dos algoritmos desarrollados en 3.3.1.2 y en  
3.3.2.2., ubican máquinas virtuales priorizando aquellas máquinas físicas que 
están consumiendo menos CPU. Por ello la máquina infra-utilizada sería el 
primer candidato para albergar máquinas virtuales en caso de una creación o 
una sobre-utilización. 
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Fig. 3.5 Algoritmo de infra-utilización 
3.3.4. Eliminación de VM 
 
3.3.4.1. Problemática 
Uno de los problemas existentes hoy en día en cualquier centro de datos es el 
de las máquinas físicas que están funcionando, consumiendo energía, pero que 
a su vez no están ejecutando ninguna de las máquinas virtuales y por ende no 
aportan nada al sistema.  
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3.3.4.2. Algoritmo eliminación de máquina virtual 
Cuando se recibe una notificación de que una máquina virtual ha sido eliminada, 
se observa si en el host donde estaba ejecutándose la máquina virtual aún 
existen máquinas virtuales ejecutándose. En caso de que no sea así, se pone en 
“sleep” la máquina física. 
 
En la Fig. 3.6 se observa el diagrama de flujo del algoritmo. 
 
 
 
 
Fig. 3.6 Algoritmo de eliminación VM 
Como se ha comentado anteriormente, este algoritmo contempla lo siguiente: 
 
1) Se recibe notificación de eliminación de una máquina virtual del host 
2) Observamos si el host tiene más VM ejecutándose 
a. Caso 1: No tiene más máquinas virtuales 
i. Ponemos en “sleep” al host 
ii. Fin 
b. Caso 2: Tiene más VM ejecutándose 
i. Fin 
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CAPÍTULO 4. IMPLEMENTACIÓN 
 
Este capítulo describe las tecnologías utilizadas para la implementación de los 
algoritmos descritos anteriormente. 
 
 
4.1. Previo al desarrollo 
Antes de empezar a desarrollar el sistema para poder ejecutar todos los 
algoritmos se debían cumplir unos ciertos requisitos. 
 
El primero y más importante de los requisitos es el de no modificar del software 
OpenStack. Se quiere crear un módulo inteligente, ajeno a OpenStack que 
interactúe con el mismo pero modificando lo más mínimo el código (idealmente, 
dejarlo intacto) y la configuración de OpenStack. Esto es debido a que se 
pretende crear el software para una versión estándar de OpenStack y no una 
específica. 
 
Por otra parte, el módulo puede no estar en la misma máquina que el Controller 
de OpenStack, debe ser escalable para que futuras modificaciones que puedan 
aportar mejoras en los algoritmos y poder añadir optimización de virtualización 
de redes en un centro de datos. 
 
OpenStack brinda unas cuantas librerías (SDKs [47]) para poder crear software 
de control de la infraestructura con peticiones a las APIS de los diferentes 
módulos. Se ofrecen una gran variedad de SDKs para diferentes lenguajes de 
programación, de las que se ha escogido la SDK para Node.js. 
 
Node.Js [48] es una de las tecnologías más utilizadas para manejar JSON   
(JavaScript Object Notation) [46] debido a su buen rendimiento. Este es un factor 
importante por el hecho de que el formato de los mensajes que se intercambian 
los diferentes módulos de OpenStack están en este formato. Es un código 
abierto, multiplataforma en el lado del servidor y para aplicaciones de red. 
Proporciona una arquitectura orientada a eventos. El lenguaje base del que parte 
es JavaScript [49]. 
 
La tecnología más utilizada para organizar el esqueleto de una API REST con 
Node.Js es Express.Js [50]. 
 
En el Anexo F se encuentra todo el código del software de optimización. 
 
 
4.2. Desarrollo 
Para poder desarrollar los algoritmos y que estos se ejecutasen de forma 
correcta, se precisó de la instalación de dos librerías clave, pkgcloud y amqplib.  
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4.2.1. Pkgcloud 
Pkgcloud [51] es una librería para Node.js que permite interactuar con los 
diferentes softwares de administración de cloud como OpenStack, OpenNebula, 
u otros. 
 
El mayor problema de esta SDK reside en el hecho de que estas peticiones son 
aquellas del modo “cliente” es decir, no sirven en una primera instancia para 
poder controlar el sistema en un nivel más bajo como el de administración. Por 
otra parte, como todo el sistema de autentificación de OpenStack ya está hecho 
mediante funciones que se pueden reutilizar, para este proyecto, se han 
modificado ciertas partes de la librería. 
 
En el apartado de Compute de la SDK se crearon funciones para poder migrar 
máquinas virtuales de un host a otro, forzar la creación de una máquina virtual 
en un host determinado y más funciones clave para el desarrollo del software. 
 
Siguiendo el patrón de los diferentes módulos de comunicación con OpenStack 
de la librería, se creó desde cero un apartado en la SDK para poder comunicarse 
con el módulo de telemetría, así como funciones para crear y eliminar alarmas, 
recibir estadísticas, ver las diferentes métricas, etc. 
 
 
4.2.2. Amqplib 
Otro de los puntos clave para que funcionase el sistema era el de tener un 
listener4 capaz de escuchar y filtrar todos los mensajes que se intercambiaban 
los diferentes hosts con la máquina Controller. Disponer de esa información es 
clave, ya que se puede saber en todo momento si una máquina virtual ha sido 
creada, cuando empieza la creación, cuando termina, si es eliminada o si es 
migrada a otro host. 
 
Mediante la librería amqplib [52] se ha desarrollado un listener para saber cuándo 
una máquina es creada o eliminada, el cual, está escuchando en todo momento. 
También se ha creado un  listener para las migraciones en vivo de las máquinas 
virtuales para poder migrarlas de forma secuencial y no en paralelo lo cual 
supone una sobrecarga mayor en las máquinas físicas afectadas. 
 
 
4.3. Funcionalidades 
Uno de los puntos clave en el que se diferencia nuestra propuesta de algoritmos 
respecto a los descritos en la sección 3.2. es la capacidad de ejecutarse de forma 
autónoma cuando surgen los diferentes eventos descritos con anterioridad. 
 
Para poder hacer que los algoritmos de sobre e infra-utilización se ejecuten de 
forma automática cuando surgen dichos problemas, utilizamos la funcionalidad 
                                            
4 Un listener es un objeto de programación orientado a eventos. Su función principal como su 
nombre indica es el de “escuchar” los cambios o eventos que se producen de los campos en los 
que ha sido configurado.  
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de alarmas que proporciona el módulo de telemetría. Las alarmas pueden 
crearse de forma que una vez son ejecutadas hagan una petición tipo HTTP a la 
API creada la cual interpreta la petición y ejecuta el algoritmo que corresponda. 
 
En el momento en el que un host se pone en estado “awake” se generan dos 
alarmas en el host, la primera de sobre-utilización y la segunda de infra-
utilización, utilizando como parámetro clave el uso de CPU. De igual modo, 
cuando el host se pone en estado “sleep” las alarmas son eliminadas del sistema. 
 
En el Anexo D se encuentra el código de creación de alarmas. 
 
En el Anexo E se encuentra el trozo de código encargado de ejecutar los 
diferentes algoritmos según las peticiones a la API desarrollada. 
 
 
4.3.1. Factores problemáticos 
Uno de los puntos más problemáticos el cual se observó una vez implementado 
todo el sistema hace referencia al problema visto en la sección 3.3.2.1. 
 
Si se utiliza como ejemplo el problema de la Fig. 3.3, en la que las 4 máquinas 
virtuales están intentando consumir un 100% pero únicamente pueden consumir 
un 25% del total (50% de 1 core). 
 
Cuando el módulo inteligente reciba la información de utilización de las máquinas 
virtuales, observará que estas están consumiendo un 25% del total (50% de 1 
core) y las tratará como si así fuera. El problema reside en que una vez estas 
máquinas tengan el espacio de CPU suficiente como para consumir el 100%, lo 
harán. Como consecuencia, a los resultados de la lectura del consumo de CPU, 
el sistema tratará las máquinas con el consumo del 25% del total (50% de 1 core) 
y no como si estuvieran consumiendo al 100%. 
 
La solución encontrada para dicho problema, reside en el load [53] del host. El 
load es la medida de la carga computacional que realiza un host. Si el load de 
un host está por encima de su número de cores significará que la carga de trabajo 
demandada es superior al 100% de la CPU. 
 
Con las modificaciones del Anexo C, se puede obtener la información del load 
de cada uno de los hosts mediante el módulo de telemetría de Openstack.  
 
Pese a que no se puede saber cuáles son los procesos que más demanda hacen 
ni la cantidad de esta, mediante el load se puede saber la carga de trabajo de 
todo nuestro host. Si por algún motivo, la carga está por encima del número de 
cores, se interpretará que todas las máquinas virtuales están al 100% de uso de 
CPU. 
 
 
4.4. Escenario final 
En la Fig. 4.1 se observa el escenario final donde se ha seguido la especificación 
de no modificación del sistema base. 
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Fig. 4.1 Escenario OpenStack con software de optimización
Pruebas y resultados     31 
 
CAPÍTULO 5. PRUEBAS Y RESULTADOS 
 
En este capítulo veremos los resultados de aplicar los diferentes algoritmos y 
como estos afectan a nuestro sistema. 
 
 
5.1. Comparativa  
En este apartado se ve de forma gráfica una comparativa de los beneficios de 
utilizar los algoritmos de distribución de máquinas virtuales comparados con 
OpenStack. 
 
Uno de los puntos clave que hace que nuestra propuesta sea más eficiente a 
nivel de consumo energético es la capacidad de poner a las máquinas físicas en 
el estado de bajo consumo “sleep” y de levantarlas a voluntad según convenga. 
OpenStack es incapaz de levantar o poner en modo de bajo consumo los 
diferentes hosts del sistema. 
 
Cabe recalcar que en las comparaciones se han expuesto unos casos concretos 
que consideramos genéricos, típicos, sin haber hecho una evaluación 
exhaustiva.  
 
 
5.1.1. Creación máquina virtual 
 
5.1.1.1. Estado normal 
En este caso, el escenario que se observa es uno donde hay dos hosts “awake” 
donde se van a ir creando máquinas virtuales con una cierta carga de trabajo tal 
y como se puede observar en la Fig. 5.1 y la Fig. 5.2, que muestran el porcentaje 
de carga de CPU de los diferentes hosts en función de las máquinas virtuales 
que se están ejecutando. Las barras corresponden al número de máquinas 
virtuales ejecutándose en un host mientras que las líneas sólidas representan la 
carga de CPU de las máquinas físicas. 
 
En este escenario no existen diferencias significativas con OpenStack, puesto 
que todas las máquinas tienen aproximadamente una carga de trabajo similar. 
Pese a eso, se puede observar como mediante el uso del sistema de 
optimización de recursos, la distribución de máquinas será según el consumo de 
CPU del host y no como hace OpenStack según la ocupación. 
 
Otro punto a tener en cuenta es que  OpenStack permitirá ir ejecutando 
máquinas virtuales independientemente del consumo de CPU de la máquina 
física donde se estén ejecutando, mientras que, el sistema, solo permitirá 
ejecutar máquinas virtuales a aquellos hosts que estén por debajo del umbral, 
en este caso, un 60%. 
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Fig. 5.1 Creación VM OpenStack 
 
 
Fig. 5.2 Creación  VM algoritmo 
 
5.1.1.2. Host1 al 25% 
 
Un factor que debe ser considerado es que los hosts encargados de ejecutar las 
diferentes máquinas virtuales pueden tener otros procesos internos que generen 
también carga en la CPU. Por ello, este caso contempla el escenario del 
apartado anterior pero con la diferencia del que el host 1 está al 25% de carga 
de CPU como estado inicial. 
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En este punto es donde se observa con una mayor claridad en la Fig. 5.3 como 
OpenStack lanza las diferentes máquinas virtuales sin tener en cuenta el 
consumo de CPU, llegando a lanzar máquinas virtuales cuando el host está al 
100% de la carga de trabajo. Por el contrario, el sistema es capaz de saber el 
consumo de CPU que existe en ese host y, no solo lanzar máquinas virtuales 
priorizando el host menos cargado tal y como se observa en la Fig. 5.4, sino que 
también limita el número de máquinas que se pueden lanzar, para así no 
sobrecargar la máquina física. 
 
 
 
Fig. 5.3 Creación VM OpenStack Host1 25% CPU 
 
Fig. 5.4 Creación VM algoritmo Host1 25% CPU 
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5.1.1.3. Host 1 awake Host2 sleep 
 
Si inicialmente todos los hosts están en modo “sleep”, y únicamente se ponen en 
funcionamiento en el caso de que se quiera ejecutar una máquina virtual, 
OpenStack sería incapaz de ejecutar ninguna máquina virtual, pues carece de la 
capacidad de cambiar de estado “sleep” a “awake” los diferentes hosts. Por esto, 
para poder hacer una comparativa uno de los hosts estará en estado “awake”. 
 
En la Fig. 5.5 se puede ver como OpenStack es incapaz de levantar el segundo 
host y, como consecuencia, ejecuta de forma exclusiva las máquinas virtuales 
en aquella máquina física que esta “awake”. En cambio en la Fig. 5.6 vemos 
como mediante el sistema de optimización, en el momento en el que el host que 
está ejecutándose no puede aceptar más máquinas virtuales, se pondrá en modo 
“awake” la máquina física que está en modo “sleep” y se ejecutarán allí las 
nuevas máquinas virtuales. 
 
Si se compara 5.1.1.1 con el estado descrito en este apartado, se puede 
observar que, mediante el sistema de optimización, aplicando el algoritmo de 
creación de máquinas virtuales, se pueden ejecutar exactamente las mismas 
aunque con una importante diferencia y es que, durante el periodo de tiempo que 
no ha sido necesario el Host 2, este no ha estado consumiendo energía. 
 
 
 
Fig. 5.5 Host1 awake Host2 sleep OpenStack 
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Fig. 5.6 Host1 awake Host2 sleep algoritmo 
5.1.2. Sobre-utilización 
En este punto a diferencia del tratado con anterioridad, los casos que se van a 
observar hacen referencia a las posibles opciones que tiene el algoritmo de 
sobre-utilización. En los diferentes casos que se tratarán a continuación se 
tendrá como consumo límite de CPU, el 60% del host. 
 
En este apartado, a diferencia del anterior no haremos la comparativa con 
OpenStack, pues este es incapaz de ejecutar de forma automática como 
respuesta a una sobre-utilización del sistema una descarga de trabajo del host 
mediante la migración de una o varias máquinas virtuales según un criterio 
lógico. 
 
 
5.1.2.1. Migración única  
Se entiende como migración única aquella en la que solo se requiere la migración 
de una máquina virtual del host afectado para que el consumo de CPU de este 
baje o se quede en el consumo límite. 
 
Para hacer más sencillo el entendimiento y cálculo de los porcentajes de 
consumo de CPU, se parte de una base en la que todas las máquinas consumen 
un 15% de la CPU del host.  
 
En el caso que se observa en la Fig. 5.7, hay 3 hosts, todos con las mismas 
características, es decir, el igual número de cores, la misma cantidad de memoria 
RAM y de espacio de disco.  
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El Host1 está consumiendo un 75%, el Host2 está consumiendo un 45% y el 
Host3 está en modo “sleep”. Una vez se ejecuta el algoritmo, tal y como se 
observa en la Fig. 5.8, el sistema observa que mediante una migración será 
capaz de reducir al consumo límite el Host1 y únicamente migrará una máquina 
virtual al Host2 que será capaz de ejecutarla sin superar el límite. 
 
 
Fig. 5.7 Escenario sobre-utilización 
 
Fig. 5.8 Sobre-utilización, migración única host awake – resultado del algoritmo 
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Ahora bien, si el consumo de CPU del Host2 estuviese al 50%, el algoritmo de 
sobre-utilización detectaría que al migrar la máquina virtual a esa máquina física 
su consumo de CPU superaría el límite establecido. Por ello, tal y como se 
muestra en la Fig. 5.9, en vez de migrarla al Host2,  pondría en modo “awake” el 
Host3 y migraría allí la máquina virtual. 
 
 
Fig. 5.9 Sobre-utilización, migración única host sleep – resultado del algoritmo 
5.1.2.2. Migración múltiple 
La migración múltiple se efectúa cuando no es posible mediante la migración de 
una única máquina virtual bajar el consumo de CPU por debajo del umbral. Por 
lo cual, se migrarán el número de máquinas virtuales necesarias para que baje 
del límite. 
 
Si suponemos que nuestro escenario es el mismo que en 5.1.2.1, y, las máquinas 
virtuales consumen un 5 o un 10% de la CPU total, nuestro sistema detectará 
que es imposible llegar al 60% con una única migración. Pese a poder migrar 3 
máquinas de 5% escogerá migrar (si puede) una de 5% y una de 10%.  
 
Es por el hecho de que en un primer momento intentará migrar la máquina virtual 
más pequeña (la que está consumiendo un 5% de la CPU), que, en vez de mover 
la máquina virtual del 10% en el Host2, migrará la del 5% dejando así la máquina 
más pesada de las dos al host en estado “sleep”. 
 
En la Fig. 5.10 observamos el estado inicial de los diferentes hosts donde el 
Host1 está consumiendo un 75%, el Host2 está consumiendo un 50% y el Host3 
está en estado “sleep”. Una vez aplicado el algoritmo de sobre-utilización, 
podemos ver el resultado final de las migraciones en la Fig. 5.11 donde el 
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consumo de CPU del Host1 está en el límite, Host2 ha albergado la máquina del 
5% y Host3 la del 10%. 
 
 
Fig. 5.10 Escenario sobre-utilización v2 
 
Fig. 5.11 Sobre-utilización con migración múltiple – resultado del algoritmo 
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5.1.3. Infra-Utilización 
 
5.1.3.1. Caso único 
Este algoritmo no pretende poner en modo “awake” máquinas físicas pues la 
principal razón de su existencia es intentar poner en modo “sleep” aquel host que 
esté siendo infra-utilizado migrando las máquinas virtuales que está albergando 
en las diferentes máquinas físicas en estado “awake”. 
 
Si el escenario inicial es el que se observa en la Fig. 5.12, en que el Host3 está 
siendo infra-utilizado (el umbral de infra-utilización está en un 10%), nuestro 
sistema intentará repartir todas las máquinas virtuales en los diferentes hosts 
despiertos priorizando aquellos de menor consumo. Es por ello que si cada 
máquina virtual del Host3 está consumiendo un 1% del total, se migrarán más 
máquinas virtuales al Host2 que no al Host1 debido a que este tiene un consumo 
base superior al del Host2, y como resultado final, se obtendrá el que se puede 
ver en la  Fig. 5.13. 
 
 
 
 
Fig. 5.12 Estado inicial infra-utilización 
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Fig. 5.13 Infra-utilización  - resultado del algoritmo 
5.1.4. Eliminación máquina virtual 
En el caso de la eliminación de una máquina virtual, la diferencia que existe entre 
nuestro sistema y OpenStack  es a nivel de consumo energético.  Al aplicar 
nuestro sistema, se reduce el consumo por el hecho de poder cambiar el estado 
de las máquinas físicas que no están ejecutando ninguna máquina virtual, de 
“awake” a “sleep”. Este supone uno de los puntos clave en el ahorro energético 
y económico que plantea nuestro sistema.  
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CAPÍTULO 6. CONCLUSIONES 
 
En este capítulo se describen los objetivos cumplidos, las conclusiones 
obtenidas del desarrollo e implementación de los diferentes algoritmos, los 
posibles futuros pasos y el impacto medioambiental de utilizar el sistema 
desarrollado. 
 
 
6.1. Objetivos y conclusiones 
Este proyecto tenía como principales objetivos el estudio y creación de 
algoritmos de optimización de recursos en los CPDs y el desarrollo de un 
software capaz de ejecutarlos. 
 
Para poder emular un centro de procesamiento de datos real, se ha construido 
un escenario instalando una de las plataformas más utilizadas en el mercado a 
día de hoy, OpenStack. 
 
Los algoritmos desarrollados son capaces de reducir y redistribuir la carga de 
trabajo de las diferentes máquinas físicas, bajando así su consumo de CPU y 
como consecuencia su consumo energético. 
 
Los algoritmos se han desarrollado de forma que sean escalables y puedan 
aceptar futuras mejoras. 
 
Un punto clave era la no modificación de OpenStack para no depender de 
ninguna versión concreta en la que se hubiera modificado el software. Las únicas 
modificaciones que se han hecho han sido en algunos de los ficheros de 
configuración de OpenStack. 
 
La idea de la división del problema de optimización de recursos en cuatro 
grandes grupos, ha facilitado el desarrollo de los diferentes algoritmos en el 
software, pudiendo crear de esta manera, algoritmos independientes. 
 
El software desarrollado consiste en una API REST que se comunica con los 
diferentes módulos de OpenStack. La API se ha desarrollado de tal forma que 
cada usuario que quiera utilizarla pueda cambiar los parámetros de 
configuración, modificando los valores en un único archivo, sin necesidad de 
conocer el código. 
 
A su vez, se ha hecho un aporte a la comunidad de desarrolladores creando en 
la librería de pkgcloud un módulo de telemetría y ampliando las funcionalidades 
del módulo Compute. 
 
Como resumen final cabe recalcar que se han desarrollado cuatro algoritmos los 
cuales se han podido implementar en un software. Este, ha solucionado a 
grandes rasgos el problema de sobre e infra-utilización de los hosts con 
resultados muy positivos y evidentemente, se ha solventado el problema de la 
no utilización de los hosts poniendo a estos en un estado de bajo consumo. 
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Se debe mencionar también que los algoritmos propuestos no pretenden ser en 
ningún caso la solución general al problema que compete, pero sí una base para 
el futuro desarrollo y mejora tanto de los algoritmos como del software 
implementado. 
 
 
6.2. Pasos futuros 
Tal y como se ha mencionado, las soluciones propuestas en este proyecto no 
son ni serán las soluciones finales, pues no son más que la punta del iceberg, la 
puerta de entrada a mejores y más eficaces soluciones en la optimización de 
recursos. Estos no son únicamente de la parte computacional, existe también 
todo un campo a explotar de la optimización de recursos en la virtualización de 
red. 
 
 
6.2.1. Virtualización de red 
Otro de los factores de consumo es la mala utilización de los componentes de 
red que existen en los diferentes CPDs. Existen proyectos como [54] en los que 
mediante SDN [55] son capaces de encaminar según el consumo energético de 
los diferentes componentes. 
 
Si partimos de nuestro módulo base, una posible aplicación de futuro sería la de 
implementar un controlador de red como OpenDayLight, puesto que ya existen 
proyectos entre OpenDayLight y OpenStack, y,  mediante nuestro módulo 
controlar los componentes de red de forma que este fuese susceptible por 
ejemplo al consumo energético de cada uno de los componentes. 
 
Como se ha comentado, esto serían posibles aplicaciones futuras las cuales 
ayudarían aún más tanto a reducir el consumo energético como a optimizar la 
utilización de recursos de los centros. 
 
 
6.2.2. Virtualización de servidores 
Pese a haber hecho un proyecto sobre una serie de posibles mejoras a la hora 
de usar los diferentes recursos que nos brindan los centros de datos, solo hemos 
dado una pequeña pincelada de lo que podría llegar a ser. 
 
Existen en los algoritmos mejoras sustanciales que podrían aplicarse en un 
futuro. 
 
 
6.2.2.1. Creación VM 
En la creación de máquinas virtuales partimos de la base de que no sabemos el 
consumo que tendrán las VMs, y se espera que el cliente que la crea tampoco lo 
sepa. Existen pues, un seguido de soluciones que podrían ayudar a mejorar el 
algoritmo. 
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 Características 
 
Si se hiciese un estudio del consumo generado por las máquinas con las 
mismas características que la máquina que se va a crear, podríamos 
aproximar cual sería el consumo medio de esa máquina virtual y ubicarla 
en consecuencia. Existen algoritmos de predicción de series temporales 
[56] como la media móvil [57] que ayudarían a una mejor predicción. Es 
evidente que esta no es una solución definitiva puesto que seguimos con 
la incógnita de cuánto va a consumir, pero, se podría hacer una 
aproximación. 
 
 Franja horaria 
 
Es lógico pensar que no todas las máquinas están consumiendo lo mismo 
las 24h del día y que no todas las máquinas trabajan en la misma franja 
horaria. Así pues es razonable pensar que en un host puede haber 
máquinas virtuales que trabajen en distintas franjas horarias y por tanto 
sus picos de consumo no se solapen. Partiendo de esto, si sabemos de 
qué franja proviene el cliente que quiere crear la máquina virtual, podemos 
ubicar está en aquellos hosts que tengan un menor consumo en la franja 
horaria en la que él se encuentra. Esto no soluciona el problema, pues 
existe la posibilidad de que el consumo pico generado por esa máquina 
virtual no sea en las horas de sol de esa franja horaria, pero sí que podría 
ayudar a la ubicación inicial de la máquina virtual. 
 
 Encuesta 
 
Siempre cabe la posibilidad de hacer una encuesta antes de la creación 
de la máquina virtual preguntando al usuario cuando prevé, que cantidad 
de trabajo va a dar a esa máquina virtual y cuanto, pero, como se ha 
comentado, tampoco es algo exacto así que solo se podrían hacer 
estimaciones. 
 
 
6.2.2.2. Redistribución 
Una posible solución que solo podría darse una vez pasado un cierto tiempo y 
poder hacer una lectura de consumo de las diferentes máquinas virtuales que 
existen en el sistema sería una redistribución de las mismas. Utilizando como 
punto base la franja horaria en la que trabajan, en qué horas tienen más o menos 
carga de trabajo y de este modo, en un host podrían ponerse diferentes 
máquinas virtuales para minimizar tanto los problemas de sobre como de infra-
utilización del host.  
 
Es evidente que no es una solución que impida que existan los problemas 
mencionados, pues el consumo no va a ser siempre igual, pero sí que los 
minimice. 
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6.2.2.3. Sobre-utilización 
Existen diferentes formas de solucionar el problema de sobre-utilización de las 
máquinas virtuales, en este documento se ha propuesto uno en concreto aunque 
existen factibles y futuribles modificaciones a llevar a cabo. 
 
 Combinatoria 
 
Un punto que no se ha tratado pero debería ser prioritario en futuras 
modificaciones es la combinatoria. Si se parte de la base de que se deben 
migrar las mínimas máquinas posibles para bajar del umbral marcado, 
cuales son las que debemos escoger si no existe o no se puede migrar 
solo una? Aquí es donde entra este factor en juego, que combinaciones 
de máquinas son las óptimas para cumplir nuestro objetivo. 
 
 Franja horaria 
 
Siguiendo con el apartado anterior, otro posible factor a la hora de escoger 
que máquinas migrar y donde podría ser el mencionado tanto en la 
creación como en la redistribución, el consumo de esta a lo largo del día 
y sus momentos de máximo consumo. 
 
 
6.2.2.4. Otros parámetros 
En este proyecto se ha utilizado como base de consumo el porcentaje de CPU 
de la máquina, pese a que este no es el único componente que consume, existen 
otros componentes como la memoria RAM sobre el cual se debería trabajar para 
optimizar la utilización de recursos tanto a nivel de CPU como de memoria RAM. 
 
 
6.3. Impacto medioambiental 
El principal objetivo de este proyecto ha sido el de bajar el consumo de energía 
de los centros de procesamiento de datos. Como se ha comentado 
anteriormente, únicamente es práctico si el CPD tiene recursos mal utilizados o 
sin utilizar. En el caso de que todos los servidores estuviesen ejecutando 
máquinas virtuales, por mucho que se intentase difícilmente se bajaría el 
consumo general de energía. Ahora bien, si este no fuese el caso el consumo 
energético sí que se vería afectado de forma bastante significativa. 
 
Así pues, podemos decir que nuestro sistema ayuda a bajar el consumo de 
energía de un CPD en relación a la cantidad de máquinas físicas no utilizadas o 
mal utilizadas que tenga el haya. 
 
El artículo [58] expone que un 30% de los servidores de un CPD están en estado 
“comatoso”, es decir, llevan un periodo exageradamente largo de tiempo sin 
tener ningún tipo de trabajo y pese a eso, están consumiendo energía. 
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Aparte de esto, este artículo menciona que a nivel computacional los diferentes 
CPDs ejecutan una media de entre un  5 y un 15% del total. Existe casi un 75% 
de parte computacional inutilizada. 
 
Así pues, si nos basamos únicamente en el hecho de que existen un 30% de 
servidores físicos consumiendo pero no siendo productivos, si se aplicase 
nuestro sistema este 30% dejaría de consumir la cantidad ingente de energía 
que están utilizando y, no terminando con este punto, esto haría también que 
bajase la temperatura media del CPD, reduciendo así el consumo energético 
producido por la refrigeración. 
 
Pese a no haber tenido la posibilidad de probar nuestro sistema en un escenario 
real, si tenemos en cuenta que únicamente un 15% de la parte computacional es 
utilizada, es probable que, mediante nuestro sistema, fuésemos capaces de 
reorganizar aquellas máquinas físicas que están siendo infra-utilizadas y 
reagrupar las máquinas virtuales de forma que se pudieran poner en “sleep” 
varios hosts y así reducir aún más el consumo energético del centro de 
procesamiento de datos. 
 
Si se consiguiese reducir el consumo, no sería únicamente un punto de mejora 
en el impacto medioambiental, puesto que se minimizarían las emisiones de CO2, 
también reduciría el coste económico generado por el consumo energético de 
los CPDs, la única parte que saldría perdiendo en todo esto serían las compañías 
eléctricas pues verían reducido uno de los grandes clientes que tienen 
actualmente, pero, ganaría la sostenibilidad y el planeta. 
 ACRÓNIMOS 
   
 
AMQP Advanced Message Queuing Protocol 
 
API  Interfaz de Programación de Aplicaciones 
 
CPD  Centro de Procesamiento de Datos 
 
CPU  Unidad Central de Procesamiento 
 
HTTP  Hypertext Transfer Protocol 
 
IaaS  Infraestructura como Servicio 
 
JSON  JavaScript Object Notation 
 
RAM  Random Access Memory  
 
REST  Representational State Transfer 
 
SDK  Kit de Desarrollo de Software 
 
SDN  Software Defined Network 
 
SLA  Service Level Agreement 
 
VM  Máquina Virtual 
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ANEXOS 
  
 ANEXO A. CONFIGURACIÓN OPENSTACK NOVA 
 
Este anexo incluye las modificaciones que se han realizado en el fichero 
nova.conf del módulo compute de OpenStack. 
 
[DEFAULT] 
dhcpbridge_flagfile=/etc/nova/nova.conf 
dhcpbridge=/usr/bin/nova-dhcpbridge 
logdir=/var/log/nova 
state_path=/var/lib/nova 
lock_path=/var/lock/nova 
force_dhcp_release=True 
libvirt_use_virtio_for_bridges=True 
verbose=True 
ec2_private_dns_show_ip=True 
api_paste_config=/etc/nova/api-paste.ini 
enabled_apis=osapi_compute,metadata 
rpc_backend = rabbit 
auth_strategy = keystone 
my_ip = 192.168.88.200 
network_api_class = nova.network.neutronv2.api.API 
security_group_api = neutron 
linuxnet_interface_driver = nova.network.linux_net.NeutronLinuxBridgeInterfaceDriver 
firewall_driver = nova.virt.firewall.NoopFirewallDriver 
live_migration_downtime = 500 
live_migration_downtime_steps = 10 
live_migration_downtime_delay = 75 
compute_monitors = ComputeDriverCPUMonitor 
notification_driver = nova.openstack.common.notifier.rpc_notifier 
notification_topics = notifications 
notify_on_state_change = vm_and_task_state 
notify_api_faults = true 
 
[database] 
connection = mysql+pymysql://nova:nova@controller/nova 
 
[oslo_messaging_rabbit] 
rabbit_host = controller 
rabbit_userid = openstack 
rabbit_password = openstack 
 
[keystone_authtoken] 
auth_uri = http://controller:5000 
auth_url = http://controller:35357 
auth_plugin = password 
project_domain_id = default 
user_domain_id = default 
project_name = service 
username = nova 
password = nova 
 
[vnc] 
 vncserver_listen = 192.168.88.200 
vncserver_proxyclient_address = 192.168.88.200  
 ANEXO B. LISTENER  
Este anexo incluye el código utilizado para crear un listener en Node.Js y en 
Python de los diferentes mensajes que se intercambiaban los módulos de 
OpenStack mediante AMQP  
 
Listener en Node.Js 
 
var amqp = require('amqplib'); 
var async = require('async'); 
var alg = require('../algorithms/algorithms'); 
exports.listenerClose = function(queue, callback) { 
  require('amqplib/callback_api') 
    .connect('amqp://openstack:openstack@controller:5672//', function(err, 
      connection) { 
      async.auto({ 
        f1: function(callback) { 
          if (err) callback(err); 
          consumer(connection, queue, function(err, message) { 
 
            return callback(null, message) 
          }); 
        }, 
        f2: ['f1', function(callback, obj) { 
          close(connection); 
          callback(null, obj.f1); 
        }] 
      }, function(err, result) { 
        console.log(err, result); 
        if (err) callback(err); 
        else callback(null, result.f2); 
      }) 
    }); 
}; 
 
exports.listener = function(queue, callback) { 
  require('amqplib/callback_api') 
    .connect('amqp://openstack:openstack@controller:5672//', function(err, 
      conn) { 
      consumer(conn, queue, function(err, message) { 
        return callback(null, message) 
      }); 
    }); 
}; 
 
function close(conn) { 
  conn.close(); 
} 
 
function consumer(conn, queue, callback) { 
  var ok = conn.createChannel(on_open); 
  var ex = 'nova'; 
  var q = queue; 
 
  function on_open(err, ch) { 
    if (err != null) return callback(err); 
    ch.assertExchange(ex, 'topic', { 
      durable: false 
    }); 
     ch.assertQueue(q); 
    ch.bindQueue(q, ex, 'notifications.info'); 
    ch.consume(q, function(msg) { 
      if (msg !== null) { 
        var json = JSON.parse(msg.content.toString()); 
        _.each(json, function(ms) { 
          var jMS = JSON.parse(ms); 
          if (jMS.event_type === 'compute.instance.create.end') { 
            return callback(null, jMS.event_type); 
          } 
          if (jMS.event_type === 'compute.instance.delete.end') { 
            alg.deleteVM(jMS.payload.host); 
            return callback(null, jMS.event_type); 
          } 
          if (jMS.event_type === 
            'compute.instance.live_migration._post.end') { 
            return callback(null, jMS.event_type); 
          } 
 
        }); 
        ch.ack(msg); 
      } 
    }); 
  } 
} 
 
Listener en Python 
#!/usr/bin/env python 
import sys 
import logging as log 
from kombu import BrokerConnection 
from kombu import Exchange 
from kombu import Queue 
from kombu.mixins import ConsumerMixin 
 
EXCHANGE_NAME="nova" 
ROUTING_KEY="notifications.info" 
QUEUE_NAME="nova_dump_queue" 
BROKER_URI="amqp://guest:RABBIT_PASS@controller:5672//" 
 
log.basicConfig(stream=sys.stdout, level=log.DEBUG) 
 
class NotificationsDump(ConsumerMixin): 
 
    def __init__(self, connection): 
        self.connection = connection 
        return 
 
    def get_consumers(self, consumer, channel): 
        exchange = Exchange(EXCHANGE_NAME, type="topic", durable=False) 
        queue = Queue(QUEUE_NAME, exchange, routing_key = ROUTING_KEY, 
durable=False, auto_delete=True, no_ack=True) 
    log.info(self.connection) 
        return [ consumer(queue, callbacks = [ self.on_message ]) ] 
 
    def on_message(self, body, message): 
         log.info('Body: %r' % body) 
        log.info('---------------') 
 
if __name__ == "__main__": 
    log.info("Connecting to broker {}".format(BROKER_URI)) 
    with BrokerConnection(BROKER_URI) as connection: 
        NotificationsDump(connection).run() 
  
 ANEXO C. MONITORIZACIÓN DE RECURSOS FÍSICOS 
 
Este anexo muestra las modificaciones hechas para poder monitorizar los 
recursos físicos de los hosts. 
 
En las diferentes máquinas compute y controller hay que instalar el servicio de 
SNMP. 
 
sudo apt-get install snmp 
 
Luego hay que modificar el fichero snmpd.conf 
 
############################################################################### 
# 
# snmpd.conf: 
#   An example configuration file for configuring the ucd-snmp snmpd agent. 
# 
############################################################################### 
# 
# This file is intended to only be as a starting point.  Many more 
# configuration directives exist than are mentioned in this file.  For 
# full details, see the snmpd.conf(5) manual page. 
# 
# All lines beginning with a '#' are comments and are intended for you 
# to read.  All other lines are configuration commands for the agent. 
 
############################################################################### 
# Access Control 
############################################################################### 
 
# As shipped, the snmpd demon will only respond to queries on the 
# system mib group until this file is replaced or modified for 
# security purposes.  Examples are shown below about how to increase the 
# level of access. 
 
# By far, the most common question I get about the agent is "why won't 
# it work?", when really it should be "how do I configure the agent to 
# allow me to access it?" 
# 
# By default, the agent responds to the "public" community for read 
# only access, if run out of the box without any configuration file in 
# place.  The following examples show you other ways of configuring 
# the agent so that you can change the community names, and give 
# yourself write access to the mib tree as well. 
# 
# For more information, read the FAQ as well as the snmpd.conf(5) 
# manual page. 
 
#### 
# First, map the community name "public" into a "security name" 
 
#       sec.name  source          community 
com2sec local     default           public 
com2sec mynetwork default      public 
 
#### 
# Second, map the security name into a group name: 
 
#       groupName      securityModel securityName 
group MyRWGroup v1         local 
 group MyRWGroup v2c        local 
group MyRWGroup usm        local 
group MyROGroup v1         mynetwork 
group MyROGroup v2c        mynetwork 
group MyROGroup usm        mynetwork 
 
#### 
# Third, create a view for us to let the group have rights to: 
 
# Make at least  snmpwalk -v 1 localhost -c public system fast again. 
#       name           incl/excl     subtree         mask(optional) 
view all    included  .1                               80 
 
#### 
# Finally, grant the group read-only access to the systemview view. 
 
access MyROGroup ""      any       noauth    exact  all    none   none 
access MyRWGroup ""      any       noauth    exact  all    all    none 
 
 
############################################################################### 
# System contact information 
# 
 
# It is also possible to set the sysContact and sysLocation system 
# variables through the snmpd.conf file: 
 
#syslocation Unknown (edit /etc/snmp/snmpd.conf) 
#syscontact Root <root@localhost> (configure /etc/snmp/snmp.local.conf) 
 
syslocation <YourLocationName> 
syscontact <ContactName> <ContactEmailID> 
 
# Example output of snmpwalk: 
#   % snmpwalk -v 1 localhost -c public system 
#   system.sysDescr.0 = "SunOS name sun4c" 
#   system.sysObjectID.0 = OID: enterprises.ucdavis.ucdSnmpAgent.sunos4 
#   system.sysUpTime.0 = Timeticks: (595637548) 68 days, 22:32:55 
#   system.sysContact.0 = "Me <me@somewhere.org>" 
#   system.sysName.0 = "name" 
#   system.sysLocation.0 = "Right here, right now." 
#   system.sysServices.0 = 72 
 
############################################################################### 
# Logging 
# 
 
# We do not want annoying "Connection from UDP: " messages in syslog. 
# If the following option is commented out, snmpd will print each incoming 
# connection, which can be useful for debugging. 
 
dontLogTCPWrappersConnects yes 
 
# ----------------------------------------------------------------------------- 
 
############################################################################### 
# disk checks 
# 
 
# The agent can check the amount of available disk space, and make 
# sure it is above a set limit. 
 
# disk PATH [MIN=100000] 
# 
# PATH:  mount path to the disk in question. 
# MIN:   Disks with space below this value will have the Mib's errorFlag set. 
 #        Default value = 100000. 
 
# Check the / partition and make sure it contains at least 10 megs. 
# VMTurbo Note: Use '/' if the VMs are on local storage and  
# '/var/lib/nova/instances' if the VMs are on shared storage 
 
#disk / 15% 
disk /var/lib/nova/instances 15% 
 
 
Una vez hecho esto, hay que modificar el archivo pipeline de ceilometer 
añadiendo la siguiente configuración 
 
- name: meter_snmp 
      interval: 60 
      resources: 
          - snmp://compute1 
          - snmp://compute2 
          - snmp://compute3 
      meters: 
          - "hardware.CPU*" 
          - "hardware.memory*" 
          - "hardware.disk*" 
          - "hardware.network*" 
          - "hardware.system_stats*" 
      sinks: 
          - meter_sink 
 
 
A su vez si queremos que las otras métricas que vienen por defecto en ceilometer 
nos den información cada un cierto periodo de tiempo que nosotros queramos, 
habrá que modificar el valor del parámetro interval para que postee información 
cada X segundos. 
  
 ANEXO D. CÓDIGO ALARMAS 
 
En este anexo se muestra el código utilizado para la creación de las alarmas de 
sobre e infra-utilización. 
 
var opt = config.alarmOptions; 
opt.query = { 
  field: "resource_id", 
  type: "", 
  value: hypervisor + '_' + hypervisor, 
  op: "eq" 
}; 
var urlAlarm = opt.alarm_actions; 
async.parallel({ 
  over: function(callback) { 
    var details = opt; 
    details.alarm_actions = urlAlarm + 'over/' + hypervisor; 
    details.name = 'cpuOver.' + hypervisor; 
    details.comparison_operator = 'gt'; 
    details.threshold = config.maxCPU; 
    details.description = hypervisor; 
    telemetry.createAlarm(details, function(err, result) { 
      if (err) callback(err); 
      else callback(null, result); 
    }); 
 
  }, 
  under: function(callback) { 
    var details = opt; 
    details.alarm_actions = urlAlarm + 'under/' + hypervisor; 
    details.name = 'cpuUnder.' + hypervisor; 
    details.comparison_operator = 'lt'; 
    details.threshold = config.minCPU; 
    details.description = hypervisor; 
    telemetry.createAlarm(details, function(err, result) { 
      if (err) callback(err); 
      else callback(null, result); 
    }); 
  } 
}, function(err, result) { 
  if (err) return callback(err); 
  else return callback(null); 
}); 
 
  
 ANEXO E. CÓDIGO PETICIONES 
 
En este anexo se añade el trozo de código encargado de ejecutar los diferentes 
algoritmos según las peticiones recibidas. 
 
var _ = require('underscore'); 
var async = require('async'); 
var pkgcloud = require('pkgcloud'); 
var hypervisors = require('../models/hypervisors.js'); 
var client = require('../config/config.js'); 
var alg = require('../algorithms/algorithms'); 
 
 
var compute = pkgcloud.compute.createClient(client.options); 
//Create a server with the algorithm 
exports.createServer = function(req, res) { 
  alg.createVM(req.body, function(err, result) { 
    if (err) res.status(err.status).send(err.message); 
    else res.status(200).send(result.createServer); 
  }); 
}; 
//Execute OverUsed algorithm 
exports.overUsed = function(req, res) { 
  alg.overUsed2(req.params.hypervisor, function(err, result) { 
    if (err) res.status(err.status).send(err.message); 
    else res.status(200).send(result); 
  }); 
}; 
//Execute UnderUsed algorithm 
exports.underUsed = function(req, res) { 
  alg.underUsed(req.params.hypervisor, function(err, result) { 
    if (err) res.status(err.status).send(err.message); 
    else res.status(200).send(result); 
  }); 
}; 
 
  
 ANEXO F. CÓDIGO  DEL SOFTWARE 
 
En este anexo se añaden el enlace del código utilizado para la creación del 
software de optimización. 
 
 https://github.com/ferrandiaz/TFG   
