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Abstract
Let C be a characteristic p irreducible projective plane curve defined by a degree d form f , and n →
en(f ) be the Hilbert–Kunz function of f . en = μp2n −Rn with μ 3d4 and Rn = O(pn).
When C is smooth, Rn = O(1); Brenner has shown the Rn to be eventually periodic when one further
assumes C defined over a finite field. We generalize these results, dropping smoothness. An additional term,
(periodic) pn now appears in Rn, with the periodic function taking values in 1d ·Z[ 1p ]. We describe it using
1-dimensional Hilbert–Kunz theory in the local rings of the singular points of C, together with sheaf theory
on C, and work explicit examples.
© 2007 Elsevier Inc. All rights reserved.
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Introduction
Let k be an algebraically closed field of characteristic p > 0, and f in k[x, y, z] be a degree d
irreducible form defining a projective plane curve C. en = en(f ) will denote the dimension over
k of k[x, y, z]/(xq, yq, zq, f ) where q = pn. en  dq2, and one sees easily (Theorem 5.8 of [3])
that en+1  p2en. It follows that en/p2n → some positive μ, the “Hilbert–Kunz multiplicity”
of f , and that en = μp2n −Rn with Rn  0.
Brenner [1] and Trivedi [9] derive explicit formulæ for Hilbert–Kunz multiplicities connected
with homogeneous ideals in the homogeneous coordinate rings of projective curves. In the situ-
ation of the above paragraph they show that there is an α  0 in Z[ 1
p
] for which μ = 3d4 + α
2
4d ,
and they give a sheaf-theoretic description of α.
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result that Rn = O(pn). When α = 0, i.e. when μ = 3d4 , it is easy to see that Rn = O(1). And
various authors have proved general results that imply that Rn = O(1) when C is smooth. In this
paper we will give very precise estimates for Rn when f is an arbitrary irreducible. We show:
Theorem I. If α > 0, there is an integer-valued periodic function n → b∗n, n  0, such that
Rn = b∗n(αd ) · pn +O(1). Furthermore b∗n+1  pb∗n.
We shall also show that n → b∗n is a sum of integer-valued periodic functions n → β∗n , one for
each singular point P of C, and that β∗n+1  pβ∗n . And we will prove:
(1) β∗n  dim O¯/O , where O is the local ring of P on C, and O¯ is its integral closure. Conse-
quently b∗n  S =
∑
P dim O¯/O .
(2) When there is one branch at P , each β∗n = 0.
(3) When there are two branches at P , each β∗n = 0 or each β∗n is the intersection number of the
two branches.
Remark. The b∗n are bounded in absolute value by periodicity. Since b∗n+1  pb∗n none of them
can be negative. If any of them are zero they are all zero. Similar results hold for the β∗n .
For smooth projective curves defined over finite fields, k0, Brenner [2] has obtained strikingly
precise results about Hilbert–Kunz functions. In particular for a smooth plane curve defined by
some f in k0[x, y, z] he shows that Rn is eventually periodic. We extend this, proving:
Theorem II. Suppose f in k0[x, y, z], k0 finite, defines a plane curve irreducible over k. Then:
(1) If α = 0, Rn is eventually periodic.
(2) If α > 0, the O(1) term in the Theorem I formula for Rn is eventually periodic.
Remark. One may ask whether Theorems I and II admit analogues for an arbitrary f = 0 in the
maximal ideal of kx, y, z. For f of the form zD − h(x, y) see Theorems 6.10 and 6.11 of [8].
In their papers, Brenner and Trivedi rely on sheaf theory on a desingularization X of the curve
C that they are studying. When C is singular this results in their only getting information about μ,
and not about the Rn; information is lost in the passage from C to X. Our innovation is to work
directly on C. This forces us to deal with rank 1 torsion-free sheaves that are not invertible,
and the “generalized divisors” methods of Hartshorne [4] help greatly. I thank Hartshorne for
calling my attention to his paper, which concisely and comprehensibly provides the needed sheaf-
theoretic tools.
Here is a summary of the present paper. In Section 1 we construct a rank 2 locally free
“syzygy sheaf” W on C, and its pull-back, Wn, under the nth power of the Frobenius mor-
phism F :C → C. Following the path of Brenner and Trivedi we derive a formula for en(f ) in
terms of h0 for various twists of Wn.
In Section 2 we start with a rank 1 torsion-free sheaf M on C, and use F to construct from
M a sequence of such sheaves, with M0 = M and Mn+1 the quotient of F ∗(Mn) by its torsion
subsheaf. We use results from [3,5] on 1-dimensional Hilbert–Kunz theory to see how degMn
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the study of the Harder–Narasimhan filtration of Wn when n is large.
Section 4 combines the results of Sections 1–3 with the Riemann–Roch theorem for gener-
alized divisors on C; Theorem I results. Section 5 adapts Brenner’s techniques to singular C,
yielding Theorem II. The last two sections consist of examples, with Theorems 6.3 and 7.7 being
striking.
Throughout, k, f , C, d , q = pn and μ will be as in the first paragraph of this introduction.
F :C → C will be the absolute Frobenius morphism, and sheaf will mean coherent sheaf.
1. A sheaf-theoretic formula for en(f )
Definition 1.1. A = k[x, y, z]/(xq, yq, zq) with q = pn. N is the kernel of the multiplication by
f map Tf :A → A.
Note that N is graded and that en = dim cokernelTf = dim kernelTf =∑j dimNj .
Lemma 1.2.
(1) If d ≡ p + 1 (2), en = 3dq24 +
∑
j 3q−d−32
dimNj + ∑j 3q−d−52 dimNj + an eventually
constant function.
(2) If d ≡ p (2), en = 3dq24 + 2
∑
j 3q−d−42
dimNj + an eventually constant function.
Proof. Suppose first d ≡ p + 1 (2). Since en = ∑dimNj it suffices to show that S =
∑
j 3q−d−12
dimNj is equal to 3dq
2
4 +
∑
k 3q−d−52
dimNk + an eventually constant function. If
j + k = 3q − d − 3, consider the maps Tf :Aj → Aj+d and Ak → Ak+d . Aj and Ak+d are
dually paired into the 1-dimensional space A3q−3, by multiplication, and the same is true of
Aj+d and Ak . The two maps Tf considered above are easily seen to be dual. It follows that
dimNj = dimNk + (dimAk+d − dimAk). Summing over all j  3q−d−12 and telescoping we
find that S =∑
k 3q−d−52
dimNk +∑dr=1 dimA 3q−d−52 +r . So it suffices to show that each of the
d terms in the sum over r is 3q
2
4 + an eventually constant function. This is an easy computation
using the fact that
∑
(dimAj)tj = (1 − t)−3(1 − tq)3. The proof of (2) is similar. 
Remark. Lemma 1.2 gives facts mentioned in paragraphs 2 and 3 of the introduction: μ 3d4 ,and
when equality holds, Rn is O(1).
Definition 1.3. W is the “sheaf of syzygies” between x, y and z on C. More precisely it is the
kernel of an obvious sheaf homomorphism O3C →OC(1).
If O1 is the coordinate ring of the affine open subset x = 0 of C, then the module of O1-linear
relations between the elements 1, y
x
and z
x
of O1 is free on 2 generators. So W is locally free of
rank 2. Since OC and OC(1) have degrees 0 and d , degW = −d . Let Wn be the pull-back of W
under the nth power of the absolute Frobenius map F :C → C. Wn is locally free of rank 2 and
degree −dq , where q = pn. Wn is the “sheaf of syzygies” between xq , yq and zq on C.
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of the map B3j → Bj+q taking (U1,U2,U3) to U1xq +U2yq +U3zq .
Proof. Apply (F ∗)n to the exact sequence of locally free sheaves 0 → W →O3C →OC(1) → 0,
and tensor withOC(j). This gives an exact sequence 0 → Wn(j) →OC(j)3 →OC(j +q) → 0.
Taking global sections we get the result. 
Theorem 1.5. If j < q , h0(Wn(j)) = dimNj+q−d .
Proof. Suppose (U¯1, U¯2, U¯3) in B3j goes to 0 in Bj+q . Pull U¯i back to Ui in k[x, y, z]j . Then,
U1xq + U2yq + U3zq = fg for some g in k[x, y, z]j+q−d . g, viewed as an element of Aj+q−d ,
is annihilated by Tf . If we modify each Ui by a multiple of f we do not change the image of
g in Aj+q−d . So (U¯1, U¯2, U¯3) → g¯ is a well-defined map. We now construct the inverse to this
map. If g¯ is in Nj+q−d , pull g¯ back to g in k[x, y, z]j+q−d . Then fg = U1xq + U2yq + U3zq
with each Ui in k[x, y, z]j . Since j < q , the only degree j linear relation between xq , yq and
zq is the zero-relation, and the Ui are uniquely determined. (U¯1, U¯2, U¯3) does not depend on the
choice of the g pulling back g¯, and is in the kernel of B3j → Bj+q . So g¯ → (U¯1, U¯2, U¯3) is the
desired inverse map. Lemma 1.4 now gives the theorem. 
Definition 1.6. If Y is a locally free rank 2 sheaf on C and m is an integer, σm(Y ) =∑h0(Y (j)),
the sum extending over all j with degY(j)m.
Note that degWn(q+d−r2 ) = −qd + d(q + d − r) = d(d − r).
Theorem 1.7.
(1) If d ≡ p+1 (2), en − 3dq24 = σd(d−3)(Wn)+σd(d−5)(Wn)+an eventually constant function.
(2) If d ≡ p (2), en − 3dq24 = 2σd(d−4)(Wn)+ an eventually constant function.
Proof. Suppose d ≡ p+1 (2). Lemma 1.2(1) combined with Theorem 1.5 shows that for large q ,
en − 3dq24 =
∑
j q+d−32
h0(Wn(j))+∑j q+d−52 h
0(Wn(j))+ a constant. Since Wn(q+d−32 ) and
Wn(
q+d−5
2 ) have degrees d(d − 3) and d(d − 5), we get (1). The proof of (2) is similar. 
2. Rank 1 torsion-free sheaves, M , on C. Behavior of degMn
On [4, p. 376], Hartshorne defines degM when M is a rank 1 torsion-free sheaf on C (or
more generally on a Gorenstein curve). For invertible sheaves, degM is the usual degree. When
M ⊂ M ′, degM ′ = degM + lengthM ′/M . When L is invertible, degL⊗M = degL+ degM .
From M we can define a sequence of rank 1 torsion-free sheaves Mn, with M0 = M and
Mn+1 the quotient of F ∗(Mn) by its torsion subsheaf. In this section we study the dependence of
degMn on n.
Definition 2.1. An integer-valued function n → dn, n  0, is “standard” if it is eventually pe-
riodic, and dn+1  pdn. (Note that this implies that each dn  0, and that if any dn = 0, all
succeeding dn are 0; see the remark after Theorem I of the introduction.)
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decomposes as a sum of standard functions Δn, one for each singular point of C. We shall also
get information about these local contributions.
We begin with a local result that reformulates theorems from [3] and [5]. Let P be a point of C,
O the corresponding local ring and O¯ the integral closure of O . O¯ is a semi-local principal ideal
domain, and O¯/O has finite k-dimension. Let I = (0) be an ideal of O , In the ideal generated
by all uq in I and εn = dimO/In.
Theorem 2.2. εn = (dim O¯/IO¯) · pn −Δn with n → Δn standard. Each Δn  dim O¯/O .
Proof. Since IO¯ is principal, dim O¯/InO¯ = (dim O¯/IO¯) · pn. Hilbert–Kunz theory applied
to the exact sequence of O-modules (0) → O → O¯ → O¯/O → (0) and the ideal I tells us
that εn = (dim O¯/IO¯) · pn − Δn where |Δn| is O(1). Let Oˆ be the completion of O and Iˆ =
IOˆ . Then εn = dim Oˆ/Iˆn where Iˆn is generated by the uq , u in Iˆ . The eventual periodicity of
Δn follows from Theorem 3.10 of [5]. To complete the proof we may assume P = (0,0,1).
Then Oˆ identifies with kx, y/g where g = f (x, y,1). The proof of Theorem 5.8 of [3] shows
that εn+1  pεn, so that Δn+1  pΔn. Finally, dim O¯/InO¯  dim O¯/InO = εn + dim O¯/O =
dim O¯/InO¯ −Δn + dim O¯/O . So Δn  dim O¯/O . 
When P is non-singular on C, O¯ = O and all Δn are 0.
Theorem 2.3. If there is only one branch at P , so that O¯ is a discrete valuation ring, then Δn = 0
for n large.
Proof. Let m¯ be the maximal ideal of O¯ . Choose r so large that m¯pr ⊂ O . Let ord be the ord
function attached to O¯ and a be min ord(u), u in I . Since k ⊂ O , I is generated by some u of
orda, together with elements v of ord > a. Since m¯pr ⊂ O , upr divides each vpr in O , and Ir
is principal on upr . Using Herbrand’s lemma, for example, we find that εr = dimO/uprO =
dim O¯/upr O¯ = apr , so that Δr = 0. 
Theorem 2.4. If P is a node, each Δn = 0 or each Δn = 1.
Proof. We may assume that P = (0,0,1) and that the branch tangents at P are x = 0 and y = 0.
Note that dimO/(x + y) is 2, and that the only ideals of O containing x + y are (x + y), (x, y)
and (1). Choose u in I having smallest possible ord at the two valuation rings corresponding to
the branches at P . Then the elements of u−1(x + y)I have positive ord at these valuations, and
so lie in O . Then J = u−1(x + y)I is an ideal of O , and it is easy to see that replacing I by J
does not change the Δn. This allows us to assume that x + y is in I . When I is principal the Δn
are all 0, and when I = (x, y) an easy calculation shows that εn = 2pn − 1. 
We next give a partial generalization of Theorem 2.4 to arbitrary two branch singularities.
Lemma 2.5. Let g1 and g2 be generators of distinct height 1 prime ideals in kx, y and J be an
ideal of finite colength in B = kx, y/(g1, g2). If Jr is the ideal generated by the upr , u in J ,
then either Jr is principal for some r or Jr is generated by an element of (g1) together with an
element of (g2) for some r .
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Ci is a discrete valuation ring, and every element of Ci of large ord is in Bi . Let ordi be the ord
function attached to Ci . Think of ord1 and ord2 as functions on K1 × K2, and identify B with a
subring of K1 ×K2. Suppose u = (u1, u2) is in K1 ×K2 with ord1(u) and ord2(u) large. Writing
u as (u1,0)+ (0, u2) we find that u lies in g2B + g1B .
Let ai = min ordi (u), u in J . Choose u in J with ord1(u) = a1 and ord2(u) = a2. Then J is
generated by u together with elements v with ord1(v) > a1. Taking r large and arguing as in the
proof of Theorem 2.3, we find that Jr is generated by w = upr together with elements v = (0, v2).
Repeating the argument, increasing r , we arrange that Jr is generated by w = (w1,w2) together
with a single v = (0, v2).
Take s large and suppose first that ord2(v) > ord2(w). Then ord2(vp
s
) − ord2(wps ) is large,
(wp
s
) divides (vps ) in B , and Jr+s is principal on (wp
s
). If however ord2(v) = ord2(w) then v2
divides w2 in C2. So (w2v2 )
ps lies in B2, and is the image of some b in B . Then Jr+s is generated
by vps , in (g1), and wp
s − bvps , in (g2). 
Lemma 2.6. Situation as in Lemma 2.5. Then either dimB/Jr = constant · pr for large r , or
dimB/Jr = constant · pr − dimkx, y/(g1, g2) for large r .
Proof. In view of Lemma 2.5 we may assume that J is principal or that J is generated by ug1
and vg2. In the first case dimB/Jr = constant · pr for all r .
In the second, we are free to modify u by a multiple of g2 and v by a multiple of g1, and
so may assume that u and v are not zero-divisors. Replacing J by tJ where t is a non zero-
divisor only changes the function r → dimB/Jr by a constant multiple of pr . So we are free
to make this change, and may assume that ord1(u) and ord2(v) are large. Then there is a w
in B with w ≡ u(g1), w ≡ v(g2), and we see that wJ = uvJ ′ where J ′ is the ideal generated
by g1 and g2. This allows us to replace J by J ′. If I is an ideal of kx, y, let deg I denote
the colength of I . Then dimB/Jr = deg(gp
r
1 , g
pr
2 , g1g2); an easy calculation shows that this is
(2pr − 1) · deg(g1, g2). 
Theorem 2.7. If there are two branches at P then either Δn = 0 for large n or Δn is the inter-
section number of the two branches for large n.
Proof. We may assume P = (0,0,1). Then, in the notation of Theorem 2.2, Oˆ identifies with
B = kx, y/g where g = f (x, y,1). Then g is irreducible in k[x, y], and it follows that gx
and gy cannot both vanish identically. So g, gx and gy generate an ideal of finite colength in
k[x, y]. Then they generate an ideal of finite colength in kx, y and so g cannot have mul-
tiple factors in kx, y. Since there are 2 branches at P , g = g1g2 where (g1) and (g2) are
distinct height 1 primes in kx, y. Let J = IOˆ . Then εn = dimB/Jn, and the result follows
from Lemma 2.6. 
Remark. The above proof, based on ideas from [7], can be pushed further to show that when
there are three branches at P , Δn is again constant for large n (though there are more possibil-
ities for this constant). In the case of four or more branches there can be non-trivial periodicity
however.
We now use the above local results to derive a global sheaf-theoretic theorem. Let M be a
rank 1 torsion-free sheaf on C and define Mn as in the second paragraph of this section. Before
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for large r . To see this, let Mˇ be the dual of M . For r large, h0(M (ˇr)) > 0, and OC imbeds
in (M (ˇr)). Then (M (ˇr))ˇ = Mˇ (ˇ−r) imbeds in OC . But Lemma 1.1 of [4] tells us that M is
reflexive.
We now attach to each point P of C a standard function n → dn as follows. Let O be the
local ring of P on C, and I be an ideal of O that is O-module isomorphic to the stalk of M at P .
As we saw in Theorem 2.2, n → Δn = dim(O¯/IO¯) ·pn − dimO/In is a standard function. One
sees easily that it does not depend on the choice of ideal I isomorphic to the stalk of M . If P
is smooth on C (or more generally if M is locally free at P ), n → Δn is the zero-function. So
there are only finitely many P for which n → Δn is not the zero map, and dn =∑P Δn is itself
a standard function.
Theorem 2.8. With the notation as above, degMn = constant · pn + dn.
Proof. If L is invertible the dn attached to M and the dn attached to M ⊗ L are evidently the
same. So the result holds for M if and only if it holds for M ⊗ L, and replacing M by some
M(−r) we may assume M ⊂OC is an ideal sheaf. M1 identifies with the image of F ∗(M) under
the pull-back map F ∗(M) → F ∗(OC) =OC . So it too may be viewed as an ideal sheaf, and the
same holds for each Mn. Let an = p degMn −degMn+1 = lengthOC/Mn+1 −p lengthOC/Mn.
This is a sum of local contributions, one for each point in the support of OC/M . Let P be such a
point, and I ⊂ O be the stalk of M at P . In the notation of Theorem 2.2, the stalk of Mn at P is
the ideal In, and the local contribution to an at P is dimO/In+1 − p dimO/In = εn+1 − pεn =
pΔn −Δn+1. So p degMn − degMn+1 = an = pdn − dn+1. We conclude that degMn − dn is a
constant multiple of pn. 
Now let S =∑dim O¯/O , the sum running over the local rings of the points of C.
Theorem 2.9. degF ∗(M)/torsion lies between p degM − pS and p degM .
Proof. We have shown that degMn = constant ·pn +dn where n → dn is standard. So degM1 −
p degM = d1 − pd0  0. Since d0 =∑(Δ0) S, and d1  0, it is also −pS. 
Let ϕ :X → C be a desingularization of C. The following variation on Theorem 2.9 will also
be useful.
Theorem 2.10. degϕ∗(M)/torsion lies between degM − S and degM .
Proof. We are free to tensor M by an invertible sheaf, and may assume M ⊂OC . ϕ∗(M)/torsion
is the image of ϕ∗(M) under the pull-back map ϕ∗(M) → ϕ∗(OC) =OX , and is an ideal sheaf in
OX . Then degM − degϕ∗(M)/ torsion = lengthOX/ imageϕ∗(M) − lengthOC/M . This is the
sum of local contributions, where each local contribution comes from a point P in the support
of OC/M , together with the points of X lying over P . If O is the local ring of P on C, and
I ⊂ O is the stalk of M at P , then this local contribution is dim O¯/IO¯ − dimO/I , where O¯ is
the integral closure of O , and we use Theorem 2.2 with n = 0. 
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Lemma 3.1. Let 0 → L → W → M → 0 be an exact sequence of torsion-free sheaves on C with
L and M of rank 1, and W locally free. Then degW = degL+ degM .
Proof. By Theorem 1.3 of [4], the Euler characteristics, χ(L) and χ(M), are degL − d(d−3)2
and degM − d(d−3)2 . The Riemann–Roch theorem for locally free sheaves on C tells us that
χ(W) = degW − d(d − 3), and we use the additivity of χ . 
Definition 3.2. If W is rank 2 locally free, d_(W) is the smallest degree of any rank 1 torsion-free
quotient, M , of W .
Remark. There is at most one subsheaf L of W for which W/L is rank 1 torsion-free of degree
< 12 degW . For if L
′ is a second such, Lemma 3.1 tells us that degL> 12 degW > degW/L
′
. So
the composite map L ⊂ W → W/L′ is the zero map, and L ⊂ L′. Similarly, L′ ⊂ L.
The remark shows that d_(W) is well-defined, and that if d_(W) < 12 degW , then the kernel
of the map W → M , where degM = d_(W), is the unique subsheaf of W whose quotient is
rank 1 torsion-free of degree < 12 degW . Since M identifies with W/L, its isomorphism class is
well-defined. In this situation we shall say that W is “unstable,” and we shall speak of M(W)
and L(W). If f has coefficients in a finite field k0 ⊂ k and W is defined over k0, then L(W) and
M(W) are defined over k0.
Lemma 3.3. Let ϕ :X → C be a desingularization of C.
(1) If N is an invertible sheaf on X, degϕ∗(N) = degN + S.
(2) If W is locally free rank 2 on C and V = ϕ∗(W), then d_(W)−d_(V ) lies between 0 and S.
Proof. Since ϕ is an affine morphism, the direct image functor from sheaves on X to sheaves
on C is exact. So if N ⊂ N ′, (1) holds for N if and only if it holds for N ′. This allows us to
reduce (1) to the case N =OX . But then OC imbeds in ϕ∗(N), and the fiber at P of the quotient
identifies with O¯/O .
To prove (2), choose a rank 1 quotient M of W with degM = d_(W). Then V = ϕ∗(W) maps
onto ϕ∗(M)/torsion, and Theorem 2.10 tells us that d_(V ) d_(W). Also V maps onto some
invertible N with degN = d_(V ), and the composite map W ⊂ ϕ∗(V ) → ϕ∗(N) is not the zero
map. So d_(W) degϕ∗(N). This is d_(V )+ S by (1). 
Lemma 3.4. Let V be locally free rank 2 on X. Suppose d_(V ) < 12 degV . Then if V1 = F ∗(V ),
d_(V1) = pd_(V ).
Proof. V maps onto an invertible N with degN = d_(V ). Then V1 maps onto the invertible
sheaf F ∗(N), and degF ∗(N) = pd_(V ) < 12 degV1. The discussion, applied to X, following
Definition 3.2 shows that d_(V1) = pd_(V ). 
Now fix W , rank 2 locally free on C. Set W0 = W and Wn+1 = F ∗(Wn). Let Vn be the pull-
back of Wn to X under ϕ∗. Note that V0 = V and that Vn+1 = F ∗(Vn) where F is the absolute
Frobenius morphism X → X.
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(1) The Wn and Vn are all unstable.
(2) If Mn = M(Wn), then Mn+1 ≈ F ∗(Mn)/torsion.
(3) d_(Wn) = d_(V )pn + dn, where n → dn is the standard function of Theorem 2.8 attached
to M = M(W).
Proof. By Lemma 3.3, d_(V )  d_(W) < 12 degW = 12 degV . Lemma 3.4 then shows that
d_(Vn) = d_(V ) · pn, so that all the Vn are unstable. W maps onto M , and we get from
this a map of W1 onto F ∗(M)/torsion. By Theorem 2.9, the degree of this last sheaf is
 p degM , and this is < 12 degW1. So W1 is unstable. As in the proof of Lemma 3.4 we find
that d_(W1) = degF ∗(M)/torsion, and that M1 identifies with F ∗(M)/torsion. Continuing, we
get (1) and (2). Theorem 2.8 then tells us that degMn = constant · pn + dn, with n → dn the
standard function attached to M . Since degMn − d_(Vn) = degMn − d_(V )pn is bounded in
absolute value by S, the constant must be d_(V ). 
We say that W is Frobenius unstable if Wt is unstable for some t . If no Wt is unstable we
say that W is Frobenius semi-stable. If d_(Vr) < 12 degVr for some r , Lemma 3.4 together with
Lemma 3.3(2) shows that W is Frobenius unstable. Conversely, if Wt is unstable, d_(Vt ) <
1
2 degVt .
Definition 3.6.
(1) If W is Frobenius semi-stable, α = α(W) is 0.
(2) If W is Frobenius unstable, α = α(W) is p−r (degVr −2d_(Vr)) where d_(Vr) < 12 deg(Vr).
α lies in Z[ 1
p
] and is > 0 when W is Frobenius unstable. In this case, Lemma 3.4 shows it is
independent of the choice of r .
Suppose W is Frobenius unstable, so that Wt is unstable. Theorem 3.5 then gives formulas for
degL(Wn) and degM(Wn), n t . A function n → bn, defined for all integers n some t , will
be called standard if it is eventually periodic and bn+1  pbn. Then we have:
Corollary 3.7. Suppose Wt is unstable. For n t let Mn = M(Wn), Ln = L(Wn) and let bn =
dn−t where n → dn, n  0, is the standard function attached to Mt . Then n → bn, n  t , is
standard. And for n t :
(1) Mn+1 ≈ F ∗(Mn)/torsion.
(2) d_(Wn) = d_(Vn)+ bn.
(3) degMn = ( degW−α2 )pn + bn.
(4) degLn = ( degW+α2 )pn − bn.
Proof. (1) and (2) are just Theorem 3.5 applied to Wt . For n t , pnα = degVn − 2d_(Vn), and
so d_(Vn) = ( degW−α2 )pn. (2) now gives (3), and Lemma 3.1 tells us that degLn = (degW)pn −
degMn. 
Suppose now that W is Frobenius unstable, and let n → bn, n  t , be the function above
attached to W . Since it is eventually periodic, there is a unique periodic function n → b∗n, n 0,
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can write bn as a sum of standard functions n → βn, n t , and b∗n as a sum of periodic standard
functions n → β∗n , n 0. Theorems 2.2, 2.3 and 2.7 give properties of the β∗n . β∗n  dim O¯/O .
If there is one branch at P , each β∗n = 0. If there are 2 branches, the β∗n are either all 0 or all the
intersection number of the 2 branches. Also Theorem 2.4 shows that if P is a node then β∗n = βt
for n t . So if C is nodal, each b∗n is bt .
We now state Theorems 4.2 and 4.5 of the next section which immediately give Theorem I.
Suppose degW = −d . If W is Frobenius unstable, let n → bn, n t , be the function of Corol-
lary 3.7.
(1) If W is Frobenius unstable and d ≡ p + 1 (2), then σd(d−3)(Wn) + σd(d−5)(Wn) = α2q24d −
αbn
d
q +O(1).
(2) If W is Frobenius unstable and d ≡ p (2), then 2σd(d−4)(Wn) = α2q24d − αbnd q +O(1).
(3) If W is Frobenius semi-stable and m fixed, σm(Wn) = O(1).
Let us apply these results to the syzygy sheaf W of Definition 1.3 (which has degree −d).
If we combine (1), (2), (3) with Theorem 1.7, and note that for large n the b∗n defined earlier is
equal to bn we find:
If α > 0, en = ( 3d4 + α
2
4d )q
2 − αb∗n
d
q +O(1).
If α = 0, en = 3d4 q2 +O(1).
This recovers the Brenner–Trivedi formula μ = 3d4 + α
2
4d by what is essentially their method.
But is also gives the estimate of Theorem I for Rn, with n → b∗n as above. Note also that we
have shown that n → b∗n is a sum of local contributions n → β∗n , and we have established various
properties of these local contributions.
We conclude this section with techniques useful for computation. Sometimes it is possible
to calculate μ by methods avoiding sheaf theory, thereby obtaining α = α(W) where W is the
syzygy sheaf of Definition 1.3. Suppose we know α, and α > 0. How do we determine a t for
which Wt is unstable, and how do we calculate bn = d_(Wn)− d_(Vn) for n t?
When S = 0, all the bn are 0. So we assume for the rest of this section that S > 0, so that
d  3.
Lemma 3.8. Let W be a rank 2 torsion-free sheaf on C. If α = α(W) > max(2S, d(d−3)
p
) then
W is unstable.
Proof. If d_(V ) < 12 degV , degV − 2d_(V ) = α > 2S, and since d_(V ) and d_(W) differ by
at most S, degW − 2d_(W) > 0. If d_(V )  12 degV , choose r > 0 minimal with d_(Vr) <
1
2 degVr . Then Vr = F ∗(Vr−1) is unstable but Vr−1 is not, and Lemma 5.2 of Trivedi [9] tells us
that degVr − 2d_(Vr) d(d − 3). So d(d − 3) prα  pα, a contradiction. 
Lemma 3.9. If α = α(W) > 0 and pt > max( 2S
α
,
d(d−3)
pα
) then Wt is unstable.
Proof. Apply Lemma 3.8 to Wt , noting that α(Wt) = ptα(W). 
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unstable let bn = d_(Wn)− d_(Vn) as in Corollary 3.7. One can bypass sheaf theory to calculate
a single bn, making use instead of the graded structure of D = k[x, y, z]/(xq, yq, zq, f ).
Theorem 3.10. Suppose that q = pn ≡ d + 1 (2) and is > d − 3. Then if Wn is unstable, bn 
αq
2 − dimD 3q+d−32 . Equality holds when q >
d(d−3)+2S
α
.
Theorem 3.11. Suppose that q = pn ≡ d (2) and is > d − 4. Then if Wn is unstable, bn 
αq
2 − d2 − dimD 3q+d−22 . Equality holds when q >
d(d−2)+2S
α
.
Proof. In the situation of Theorem 3.10, let W ∗ = Wn(j), with j = q+d−32 . Because q > d − 3,
j < q , and Theorem 1.5 shows that h0(W ∗) is the dimension of the degree 3q−d−32 component
of the kernel of Tf : A → A. The duality argument given in the proof of Lemma 1.2 identifies
this with dimD 3q+d−3
2
.
Now W ∗, like Wn, is unstable, and we have an exact sequence 0 → L∗ → W ∗ → M∗ → 0
with L∗ = Ln(j), M∗ = Mn(j). degL∗ = degLn + dj , and Theorem 1.3 of [4] tells us that
χ(L∗) = degL∗ − d(d−3)2 = degLn + dq2 ; by Corollary 3.7 this is αq2 − bn. Now h0(W ∗) 
h0(L∗)  χ(L∗) = αq2 − bn, and it follows that bn  αq2 − h0(W ∗) = αq2 − dimD 3q+d−32 . Now
make the further assumption q > d(d−3)+2S
α
. Then degL∗ − degM∗ = degLn − degMn = αq −
2bn  αq − 2S > d(d − 3), while degL∗ + degM∗ = d(d − 3). So degM∗ < 0 and h0(M) = 0.
Furthermore, degL∗ > d(d − 3) and Theorem 1.4 of [4] tells us that h1(L∗) = 0. Using the
cohomology sequence attached to 0 → L∗ → W ∗ → M∗ → 0 we find that h0(W ∗) = h0(L∗) =
χ(L∗), yielding an exact formula for bn in place of an inequality.
The proof of Theorem 3.11 is similar. Now W ∗ is Wn(q+d−42 ), and since q > d − 4, h0(W ∗)
identifies with dimD 3q+d−2
2
. Also, χ(L∗) = degLn + dj − d(d−3)2 = αq2 − d2 − bn. Finally, when
q >
d(d−2)+2S
α
, degL∗ − degM∗ = αq − 2bn > d(d − 2), while degL∗ + degM∗ = d(d − 4).
So once again h0(M∗) and h1(L∗) are zero. 
4. Proof of Theorem I
Let W be a rank 2 locally free sheaf on C. In Section 1 we defined σm(Wn) to be∑
h0(Wn(j)), the sum extending over all j with degWn(j)m. We fix m, and use the results
of Section 3 to describe the dependence of σm(Wn) on n for large n, both when W is Frobenius
unstable and Frobenius semi-stable.
Let α = α(W), and sn = 
an where an = −( degW+α2d )pn. We first treat the case of Frobenius
unstable W . Now α > 0 and we adopt the notation of Corollary 3.7. If we fix m, then for j
in the range of summation for σm(Wn), degLn(j) + degMn(j) = degWn(j)m. For large n,
degLn(j) − degMn(j) = degLn − degMn = αpn − 2bn is large. So degMn(j) < 0, and a co-
homology sequence argument tells us that h0(Wn(j)) = h0(Ln(j)).
Now degLn(sn) = ( degW+α2 )q − bn + dsn = d(sn − an)− bn is O(1). This allows us to fix B
so that degLn(sn +B) > d(d − 3) for all n.
Lemma 4.1. Let γ be the last term in the sum defining σm(Wn). Then σm(Wn) = γ 2 + γ +O(1).2d 2
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∑
h0(Wn(j)), the sum extending over all j < sn +B . For n large, the ar-
gument given above shows that τm(Wn) =∑j<B h0(Ln(sn)(j)). Since the degrees of the Ln(sn)
are bounded above, τm(Wn) is O(1).
Suppose now that j is in the range of summation for σm(Wn) but is  sn + B . Then
degLn(j) degLn(sn+B) > d(d−3). So Theorems 1.3 and 1.4 of [4] tell us that h0(Wn(j)) =
h0(Ln(j)) = χ(Ln(j)) = degLn(j) − d(d−3)2 . It follows that σm(Wn) − τm(Wn) is the sum
of an arithmetic progression with constant difference d . The first term in the progression,
γ0 = h0(Ln(sn)(B)), is O(1). So σm(Wn)− τm(Wn) = ( γ+γ02 )( γ−γ0d +1) = γ
2
2d + γ2 −
γ 20
2d − γ02 =
γ 2
2d + γ2 +O(1), and we are done. 
Theorem 4.2. Suppose degW = −d and α = α(W) > 0. Then:
(1) If d ≡ p + 1 (2), σd(d−3)(Wn)+ σd(d−5)(Wn) = α2q24d − αbnd q +O(1).
(2) If d ≡ p (2), 2σd(d−4)(Wn) = α2q24d − αbnd q +O(1)
where the bn are as in Corollary 3.7.
Proof. If d ≡ p + 1 (2), set m = d(d − 3). σm(Wn) and σm−2d(Wn) differ by γ . So σm(Wn) +
σm−2d(Wn) = 2σm(Wn) − γ . Now q+d−32 is an integer and degWn(q+d−32 ) = d(d − 3) = m.
So γ = h0(Ln(q+d−32 )) can be calculated using Theorems 1.3 and 1.4 of [4] and Corollary 3.7.
We find that it is (α−d2 )q + d(q+d−32 ) − d(d−3)2 − bn = αq2 − bn. Lemma 4.1 then shows that
2σm(Wn) = 1d (αq2 −bn)2 + (αq2 −bn)+O(1). Since bn is O(1), this is α
2q2
4d + αq2 − αbnd q+O(1).
Subtracting off γ = αq2 +O(1) we get the result.
If d ≡ p (2), set m = d(d−4). Now q+d−42 is an integer, and degWn(q+d−42 ) = d(d−4) = m.
A calculation like that of the last paragraph shows that γ = αq2 − d2 −bn. So 2σm(Wn) = 1d (αq2 −
d
2 − bn)2 + (αq2 − d2 − bn)+O(1) = α
2q2
4d − αq2 + αq2 − αbnd q +O(1), because bn is O(1). 
We next consider Frobenius semi-stable W . Now α = 0, and d_(Wn) 12 degWn for all n.
Lemma 4.3. Let Y be a rank 2 locally free sheaf on C. Then there is an exact sequence 0 →
L → Y → M → 0 with L and M rank 1 torsion-free and degM − degL d(d − 1).
Proof. We are free to replace Y by any Y(j) and so may assume d(d − 3) < degY  d(d − 1).
Riemann–Roch for locally free sheaves tells us that χ(Y ) = degY − d(d − 3) > 0. So h0(Y ) > 0
and OC imbeds in Y . The quotient sheaf Y/OC may have torsion; let L ⊃ OC be the inverse
image of the torsion subsheaf under the map Y → Y/OC . Then degL 0, and degM − degL
degM + degL d(d − 1). 
If d_(Y )  12 degY , then in the above situation, degL 
1
2 deg(Y ). It follows that degM 
1
2 degY + d(d − 1).
Lemma 4.4. If W is Frobenius semi-stable then there is a constant B such that h0(Wn(sn−B)) =
0 for all n.
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an where an = −degW2d ·pn. Then degWn(sn) = q degW +2dsn =2d(sn−an) 0.
This allows us to choose B so that degWn(sn − B) < 2d(1 − d) for all n. Since d_(Wn) 
1
2 degWn the sentence preceding this lemma shows that there is an exact sequence 0 → L →
Wn(sn −B) → M → 0 with degL and degM negative, giving the result. 
Theorem 4.5. If α = α(W) = 0, then for fixed m, γm(Wn) is O(1).
Proof. σm(Wn) =∑h0(Wn(sn)(j)), the sum extending over all j with 2d(sn − an)+ 2dj m.
By Lemma 4.4 we can restrict our attention to those j > −B . Then the number of terms in the
sum is bounded independently of n, and one sees easily that each individual term is bounded
independently of n. 
As we have seen in Section 3, Theorem I follows from Theorems 4.2 and 4.5.
5. Proof of Theorem II
Throughout this section our f is in k0[x, y, z] with k0 a finite subfield of k, and W is a rank 2
locally free sheaf on C defined over k0. When α = α(W) > 0 we shall show that the sequence of
isomorphism classes attached to the sequence of sheaves Ln(sn), Ln as in Corollary 3.7, and sn
as in Section 4, is eventually periodic. When α = 0, we show that the sequence of isomorphism
classes attached to the sequence of sheaves Wn(sn) is eventually periodic. The calculations of
Section 4 then give Theorem II. Our technique is inspired by Brenner [2].
We begin with the case α > 0.
Lemma 5.1. For any r there are only finitely many isomorphism classes of torsion-free sheaves
on C that have rank 1, degree r , and are defined over k0.
Proof. This is well known to those who (unlike me!) are familiar with generalized Jacobians
and moduli spaces of rank 1 torsion-free sheaves on C. But one can give an elementary argu-
ment based on generalized divisors. We may extend k0 and assume each singular point of C is
k0-rational. We are free to modify r by any multiple of d , and so may assume r > d(d−3)2 . By The-
orem 1.3 of [4], χ(M) > 0. So h0(M) > 0 and since H 0(M) is spanned by k0-rational sections,
there is an imbedding OC → M defined over k0. Then M is the sheaf attached to an effective
k0-rational generalized divisor of degree r , and it suffices to show that there are only finitely
many such. Write the divisor as the sum of an effective k0-rational Cartier divisor of degree  r ,
supported off the singular locus, and an effective k0-rational generalized divisor, D, supported
on the singular locus. Because there are only finitely many effective k0-rational Weil divisors of
degree r , there are only finitely many possibilities for the Cartier divisor. Let O ⊂ k0(C) be the
k0 local ring of a singular point of C, and L be an ideal of O with the k0-dimension of O/J  r .
Fix u = 0 in the maximal ideal of O . Then O ⊃ J ⊃ urO . Since k0 is finite, so is O/urO , and
there are only finitely many possibilities for J . By making use of this argument at each singular
point of C, we see that there are only finitely many possibilities for D. 
Lemma 5.2. Let rn be integers such that the degrees of the Mn(rn), Mn as in Corollary 3.7,
are bounded in absolute value. Suppose also that rn+1 − prn, n large, depends only on the
congruence class of n mod ϕ(2d). Then the sequence of isomorphism classes attached to the
sequence of sheaves Mn(rn) is eventually periodic.
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there are only finitely many equivalence classes of i. Furthermore Corollary 3.7 tells us that
Mn+1 ≈ F ∗(Mn)/torsion for large n. It follows that M#n+1 ≈ F ∗(M#n)(rn+1 − prn)/torsion, so
that the equivalence class of n determines the equivalence class of n + 1. Fix m and m′ large,
m′ > m, in the same equivalence class. Then for n  m the isomorphism class of Mn(rn) only
depends on n mod m′ −m.
We next use duality to prove Lemma 5.2 with Mn replaced by Ln. If S is a torsion-free sheaf
on C, let Sˇbe the dual sheaf. When S is rank 1, Lemma 1.1 and Proposition 1.2 of [4] tell us
that Sˇˇ≈ S and that degSˇ= −degS. Furthermore in the situation of Lemma 3.1, Lemma 1.1 of
[4] tells us that the dual sequence 0 → Mˇ→ Wˇ→ Lˇ→ 0 is exact. Using Lemma 3.1 and the
fact that (F ∗)n(W )ˇ ≈ (Wn)ˇwe conclude that the Ln and the Mn attached to the rank 2 locally
free sheaf Wˇare just the duals of the Mn and the Ln attached to W . 
Lemma 5.3. Let sn be integers such that the degrees of the Ln(sn), Ln as in Corollary 3.7,
are bounded in absolute value. Suppose also that sn+1 − psn, n large, depends only on the
congruence class of n mod ϕ(2d). Then the sequence of isomorphism classes attached to the
sequence of sheaves Ln(sn) is eventually periodic.
Proof. Set rn = −sn. Then the L nˇ(rn) have degrees bounded in absolute value. Applying
Lemma 5.2 to Wˇ we find that the sequence of isomorphism classes attached to the L nˇ(rn) is
eventually periodic. But the dual of Ln(rn) is L nˇ(sn). 
Theorem 5.4. Suppose α = α(W) > 0. Set sn = 
an where an = −( degW+α2d )pn. Then there is
a positive c such that for large n the isomorphism class of Ln(sn) depends only on n mod c.
Proof. Let ps be the denominator of α. For n s, an is in 12d · Z. Furthermore an+1 = pan; it
follows that an − sn only depends on n mod ϕ(2d) for large n. The same is then true of p(an −
sn)− (an+1 − sn+1) = sn+1 − psn. Now Corollary 3.7 shows that degLn(sn) = d(sn − an)− bn
with bn = O(1), and we apply Lemma 5.3. 
Lemma 5.5. In the situation of Lemma 4.1, the O(1) error term is an eventually periodic function
of n.
Proof. Fix B so that, for all n, degLn(sn+B) > d(d−3) and degLn(sn−B) < 0. Then τm(Wn),
as defined in the proof of Lemma 4.1, is the sum from j = 1 −B to j = B − 1 of h0(Ln(sn)(j)).
Theorem 5.4 shows that the contribution of each fixed j to this sum is an eventually periodic
function of n. Also, as in the proof of Lemma 4.1 we see that σm(Wn) − τm(Wn) = γ 22d + γ2 −
γ 20
2d − γ02 . But γ0 = h0(Ln(sn)(B)) is also eventually periodic by Theorem 5.4. 
Lemma 5.6. In the situation of Theorem 4.2, the O(1) error terms are eventually periodic func-
tions of n.
Proof. We treat the case d ≡ p + 1 (2), that of d ≡ p (2) being similar. The proof of The-
orem 4.2, combined with Lemma 5.5, shows that 2σm(Wn) − γ , where m = d(d − 3), is
1
d
(
αq
2 −bn)2 +an eventually periodic function. This is α
2q2
4d − αbnd q+ b
2
n
d
+an eventually periodic
function, and we use the fact that the sequence of bn’s is eventually periodic. 
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then the O(1) term in Theorem I is eventually periodic.
Proof. W is defined over k0, and we combine Lemma 5.6 with Theorem 1.7. 
To handle W with α(W) = 0 we use a variant of Lemma 5.1.
Lemma 5.8. For any r there are only finitely many isomorphism classes of locally free sheaves,
Y , on C that have rank 2, degree r , d_(Y ) 12 degY , and are defined over k0.
Proof. We are free to modify r by any multiple of 2d and so may assume d(d − 3) < r 
d(d − 1). Let Y be such a sheaf. As we saw in the proof of Lemma 4.3, h0(Y ) > 0. Since
H 0(Y ) is generated by k0-rational sections, there is an imbedding OC → Y defined over k0.
Continuing as in the proof of Lemma 4.3 we get an exact sequence 0 → L → Y → M → 0 with
L and M torsion-free of rank 1, L, M and the extension defined over k0, and degM − degL
d(d − 1). By our hypotheses, degM − degL  0. Since degL + degM = r , there are only
finitely many possibilities for degL and degM . By Lemma 5.1 there are only finitely many
possible isomorphism classes for L and for M . For each fixed L and M , Ext(M,L) is a finite-
dimensional vector space. Since k0 is finite and the extension is defined over k0 there are, up to
isomorphism, only finitely many possibilities for Y . 
Lemma 5.9. Let W be a rank 2 locally free sheaf on C, defined over k0, with α(W) = 0. Set
sn = 
an where an = −degW2d pn. Then the sequence of isomorphism classes attached to the
sequence of locally free sheaves Wn(sn) is eventually periodic.
Proof. For large n, sn+1 − psn depends only on n mod ϕ(2d). Write W #n for Wn(sn). Then
degW #n is O(1), and d_(W #n )  12 degW #n ; it follows from Lemma 5.8 that the W #n fall in fi-
nitely many isomorphism classes. Say i ∼ j if i ≡ j mod ϕ(2d) and W #i ≈ W #j . Then there are
only finitely many equivalence classes of i. Since W #n+1 ≈ F ∗(W #n )(sn+1 − psn), the class of n
determines the class of n+ 1, and we continue as in the proof of Lemma 5.2. 
Lemma 5.10. If W is as in Lemma 5.9, then for each fixed m the sequence σm(Wn) is eventually
periodic.
Proof. Choose B as in the proof of Lemma 4.4. Then σm(Wn) = ∑h0(Wn(sn)(j)), the sum
extending over all j > −B with 2dj  m − degWn(sn). Lemma 5.9 shows that for each fixed
j the contribution of j to the sum is eventually periodic. And when n is large, the set of j over
which we are summing only depends on n mod ϕ(2d). 
Theorem 5.11. If f has coefficients in a finite subfield k0 of k, and the syzygy sheaf W has α = 0,
then en = 3d4 p2n + an eventually periodic function of n.
Proof. W is defined over k0, and we combine Lemma 5.10 with Theorem 1.7. 
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In [6] we showed how to calculate μ (and therefore α = α(W), W the syzygy sheaf) when f
is a trinomial. When α > 0, determining the b∗n is an interesting problem.
Example 6.1. f = xd + yd + xyzd−2.
C has a node at P = (0,0,1). If p does not divide d or d − 2 this is the only singularity, so if
α > 0 then the bn are all 0 or all 1. When p divides d or d − 2 the singularities other than P are
unibranch. So when α > 0, the b∗n are all 0 or all 1.
Remark. Suppose that d  5 and is a power of p. Using [6] one sees that α = d − 4 > 0. Also C
has a singularity of multiplicity d − 2 > d2 at (1,−1,0). Since this singularity is unibranch, the
b∗n are all 0 (see Theorems 7.3 and 2.3).
We conjecture that if α > 0, and we are not in the situation of the remark, then all the b∗n are 1.
When d = 3 this is known; when d = 4 or 5 the only cases for which α > 0 are d = 5, p = 2, 3,
or 5, where the result holds. In general one can show that if a single bn is 1 all following bn are 1.
This has allowed us to verify the conjecture in many cases by using Theorems 3.10 and 3.11.
There is also some theoretical evidence. We sketch a proof of the conjecture when d = p + 1.
We may assume p > 3. Now [6] shows that α = p − 3 > 0.
Lemma 6.2. Let W be the syzygy sheaf attached to f = xp+1 + yp+1 + xyzp−1. Then OC(−2)
imbeds in W1, and the torsion subsheaf of the quotient has length 1.
Proof. (xz)xp + (yz)yp + (xy)zp = zf . So there is a degree 2 global syzygy between xp , yp
and zp on C, and OC imbeds in W1(2); it follows that OC(−2) imbeds in W1. The stalk of
the quotient sheaf is rank 1 free except at points where xz, yz and xy all vanish, i.e. except
at P = (0,0,1). So it is enough to show that the torsion submodule of the stalk at P has k-
dimension 1.
Let O1 be the coordinate ring of the affine piece z = 0 of C; it is generated as k-algebra by xz
and y
z
. The module of O1-syzygies between ( xz )
p
, (
y
z
)p and 1 is generated by u = (1,0,−( x
z
)p)
and v = (0,1,−( y
z
)p). The syzygy ( x
z
,
y
z
, x
z
· y
z
) introduced in the first sentence of the proof is
( x
z
)u + ( y
z
)v. Let O be the local ring of P on C. O is the localization of O1 ≈ k[x, y]/(xy +
xp+1 + yp+1) at m = (x, y). Chasing through the identifications we find that the stalk at P of
our quotient sheaf is the quotient of O2 by the O submodule generated by
(
x
y
)
. A torsion element
in this quotient has the form
(
λx
λy
)
with λ in k(C) and λx and λy in O . Such a λ is in m−1,
and the torsion submodule of our quotient O-module identifies with m−1/O . But dimm−1/O =
dimO/m = 1. 
Theorem 6.3. Suppose f = xp+1 + yp+1 + xyzp−1, p > 3. Then W1 is unstable and b1 = 1.
Consequently all bn are 1 and Rn = (p−3p+1 )pn +O(1).
Proof. OC(−2) and W1 have degrees −2p − 2 and −p2 − p. By Lemma 6.2, W1 has a rank
1 degree −2p − 1 subsheaf with torsion-free quotient M1. Then degM1 = −p2 − p + 2p +
342 P. Monsky / Journal of Algebra 316 (2007) 326–3451 = p − p2 + 1. Since p > 3, this is < 12 degW1. So W1 is unstable and M1 = M(W1). By
Corollary 3.7, degM1 = (−p−1−(p−3)2 )p + b1 = p − p2 + b1. So b1 = 1. 
Remark. Some other values of d and p can be treated similarly. For example if d = p + 3 with
p  5, [6] shows that α = (p+ 1)(p+ 3)δHan( 1p+1 , 1p+3 , 1p+3 ) = p−1(p+ 1)(p+ 3)(1 − 1p+1 −
6
p+3 ) = p− 3 − 6p > 0. We can use the degree 3 syzygy x3 · xp + y3 · yp + xyz · zp = f on C to
imbed OC(−3) in W1, and show that the torsion subsheaf of the quotient has length 5. Arguing
as in the proof of Theorem 6.3 we find that b1 = 1.
Example 6.4. f = xd + yd−1z + xyzd−2.
Once again C has a node at P = (0,0,1). We assume that p does not divide λ = d2 −
3d + 1. Then P is the only singularity, and the bn are all 0 or all 1. [6] shows that α =
λδHan(
d−1
λ
, d−2
λ
, d−3
λ
). In a number of cases where α > 0 we have used Theorem 3.10 or The-
orem 3.11 to calculate a single bn, and therefore all bn. The situation seems unlike that of
Example 6.1. Suppose for example p = 2 and 5  d  24. The 20 successive values of α are
1
2 , 2,
1
2 ,
9
4 ,
19
4 , 6,
19
4 ,
11
4 ,
1
4 ,
11
4 ,
25
4 ,
81
8 ,
103
8 , 14,
103
8 ,
91
8 ,
77
8 ,
61
8 ,
43
8 and
23
8 . The bn are all 0 when
d = 5, 8, 9, 16 or 17 and are all 1 for the other d . Or suppose p = 3 and 5 d  18. Now the
successive values of α are 1, 29 ,
5
9 ,
2
9 ,
29
9 ,
52
9 , 7,
52
9 ,
35
9 ,
14
9 ,
11
27 ,
14
27 ,
19
27 and
50
81 . The bn are all 0
when d = 6, 7, 9, 10, 15, 16 or 17 and are all 1 for the other d .
7. Some examples where V = ϕ∗(W) is unstable
We begin with results about curves with a point P of high multiplicity, refining a theorem of
Trivedi [10].
Lemma 7.1. Let W be the syzygy sheaf of Definition 1.3, P be a point of C and (O,m) be the
local ring of P on C. Then there is a torsion-free rank 1 quotient M of W such that:
(1) degM = −1.
(2) M is locally free away from P , while at P the stalk of M is isomorphic to m.
Proof. We may assume P = (0,0,1). The relation y · x − x · y + 0 · z = 0 is a degree 1 global
syzygy between x, y and z on C and gives an imbedding OC → W(1). The quotient sheaf
W(1)/OC is locally free except at points where y = −x = 0; that is to say except at P . Arguing
as in the proof of Lemma 6.2 we find that the stalk of the quotient sheaf at P is the quotient
of O2 by the O submodule generated by
(
y
−x
)
, and has torsion submodule of k-dimension 1.
So we get OC ⊂ L# ⊂ W(1) where L#/OC is supported at P , of length 1, and M# = W(1)/L#
is torsion-free. The mapping O2 → m taking (10
)
to x and
(0
1
)
to y has as its kernel the stalk
of L# at P . It follows that the stalk of M# at P identifies with m. Taking M = M#(−1) we
find that M is a quotient of W . The exact sequence 0 → L# → W(1) → M# → 0 shows that
degM# = (degW +2d)−1 = d −1. So degM = −1, and since M# satisfies (2), so does M . 
Lemma 7.2. Let V be the pull-back of W under the desingularization map ϕ :X → C. Suppose
that the multiplicity, γ , of P on C is > d . Then:2
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(2) There is a rank 1 torsion-free quotient M of W such that ϕ∗(M)/torsion ≈ M(V ). M is
locally free away from P and its stalk at P is isomorphic to the maximal ideal, m, of O .
Proof. The construction of Lemma 7.1 using P produces an M . Let M ′ = ϕ∗(M)/torsion.
degM ′ − degM is a sum of local contributions, and since M is locally free away from P the
only contribution is from P . Let O¯ be the integral closure of O . Then the contribution from P
is dimO/m − dim O¯/mO¯ = 1 − γ . So degM ′ = −γ < 12 degV by hypothesis. Since W maps
onto M , V = ϕ∗(W) maps onto M ′. It follows that V is unstable and d_(V ) = −γ . This gives
(1) and (2). 
In the situation of Lemma 7.2 let M0 = M and Mn+1 = F ∗(Mn)/torsion. Using Lemma 7.2
we see that ϕ∗(Mn)/torsion ≈ M(Vn) for all n. So degMn = −γpn +O(1), degMn < 12 degWn
for large n, and since Wn maps onto Mn for all n, Mn = M(Wn) for n some t . Using the local
ring O of P on C we can give a simple description of the bn, n t , attached to W .
Theorem 7.3. For n  t , bn = γpn − dimO/mn, where mn is the ideal of O generated by all
uq , u in the maximal ideal m of O .
Proof. Theorem 2.8 shows that degMn = constant · pn + dn where dn is a sum of “local contri-
butions,” Δn. Since the stalk of M at P is isomorphic to m, the local contribution coming from P
(see Theorem 2.2) is (dim O¯/mO¯)pn − dimO/mn = γpn − dimO/mn. And since M is locally
free away from P , this is the only local contribution. So dn = γpn − dimO/mn. On the other
hand, for n t , degMn = d_(Wn) = −γpn + bn. Comparing we find bn = dn, n t . 
Corollary 7.4. Situation as in Lemma 7.2. Suppose P = (0,0,1). Then for n  t , bn = γ q −
dimkx, y/(xq, yq, g) where g = f (x, y,1).
Proof. O is a localization of k[x, y]/g, and mn is the ideal (xq, yq) of O . Passing to the com-
pletion we find that dimO/mn = dimkx, y/(xq, yq, g). 
Here is a simple illustration of Corollary 7.4. Suppose f is a cubic with a node at P = (0,0,1).
Then d = 3, γ = 2, kx, y/g ≈ kx, y/xy, and bn = 2q −dimkx, y/(xq, yq, xy) = 1. So we
recover the familiar result Rn = q3 +O(1). We now treat some more interesting cases.
Lemma 7.5. Suppose p1, p2, p3, p4 in kx, y have initial forms l1 = x, l2 = y, l3 = x + y,
l4 = x + ay with a = 0 or 1. Then there is an automorphism of kx, y which takes (li) to (pi)
for each i.
Proof. We may assume p1 = x and p2 = y. Write p3 as x + y + Ax + By with A and B in
(x, y). The automorphism taking x to x + Ax and y to y + By stabilizes (x) and (y), and takes
l3 to p3. So we may assume p3 = x + y. Now using Nakayama’s lemma we see that xp4, yp4
and xy generate (x2, xy, y2). Since x + ay −p4 is in this last ideal, x + ay = Up4 + (a− 1)Bxy
with U ≡ 1 (x, y). Then the automorphism taking x to x +Bxy and y to y −Bxy stabilizes (x),
(y) and (x + y), and takes x + ay to x + ay − (a − 1)Bxy = Up4. 
Theorem 7.6. Suppose that d = 4 or 5 and C has a triple point, P , with 3 distinct branch
tangents. Then the b∗n are 2.
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Then the initial form of g = f (x, y,1) can be taken to be xy(x + y). So g factors as
p1p2p3 where the initial forms of p1, p2 and p3 are x, y and x + y. Lemma 7.5 shows
that kx, y/g ≈ kx, y/xy(x + y). So bn = 3q − deg(xq, yq, xy(x + y)) where deg I is the
colength of I in kx, y. We conclude that bn = q + 1 − deg(xq−1, yq−1, x + y) = q + 1 −
deg(xq−1, x + y) = 2. 
Theorem 7.7. Suppose d = 5, 6, or 7 and C has a point P of multiplicity 4 with 4 distinct
branch tangents. Let r be the degree over Z/p of the cross-ratio of the branch tangents (viewed
as elements of P1(k)). Then b∗n = 3 if r divides n and is 4 otherwise.
Proof. As in the proof of Theorem 7.6 we use Corollary 7.4 and Lemma 7.5 to show that
bn = 4q − deg(xq, yq, xy(x − y)(x − ay)), where a is the cross-ratio of the branch tan-
gents. This is 2q + 1 − deg(xq−1, yq−1, (x − y)(x − ay)). Let h = xq−1−yq−1
x−y . Then bn =
2q + 1 − deg(xq−1, h(x − y), (x − y)(x − ay)) = q + 2 − deg(xq−1, h, x − ay). If r divides
n, aq−1 = 1, x − ay divides h, and we get q + 2 − (q − 1) = 3. If r does not divide n, xq−1 is in
(h, x − ay), and we get q + 2 − (q − 2) = 4. 
We conclude the paper with a treatment of some rational plane curves C. Now X is isomor-
phic to P1, and V ≈ OX(n1) ⊕OX(n2). Evidently α = |n1 − n2|. One can compute α from a
parametrization x = F(u, v), y = G(u,v), z = H(u,v) of C, where F,G,H are forms of de-
gree d . Namely, the module of k[u,v]-relations between F , G and H has generators of degrees
a and b with a + b = 3d . Then α = |a − b|.
When α > 0 so that n1 = n2 we may be able to use the parametrization to calculate the bn as
well.
Example 7.8. f = x5 + y5 − xyz3 + 3x2y2z, p = 3 or 5.
C has a node at (0,0,1); it has 5 further nodes at the images of (−1,−1,1) under the auto-
morphisms (x, y, z) → (ax, a−1y, z), a5 = 1. (When p = 3 these 5 additional singularities are
cusps, not nodes.) C is rational and is parametrized by x = u4v, y = uv4, z = u5 + v5.
Theorem 7.9. α = 1 and all bn are 6. So en = 195 q2 − 65q +O(1).
Sketch of Proof. The degree 7 relation u2F + v2G − uvH = 0 shows that α = 8 − 7 = 1.
(In fact any rational quintic with no point of multiplicity 4 has α = 1.) Using the isomorphism
between the function field k(C) and the field k(u
v
) we can translate our degree 7 relation into
a syzygy between x, y and z on C. Explicitly we get A1x + A2y + A3z = −yf where A1 =
x3z2 − xy3z − 2x4y, A2 = x5 − y5, A3 = xy2z2 − x4z − 2x2y3.
This yields an imbedding OC → W(5), and we examine the quotient sheaf. The stalks are
rank 1 locally free except at 11 points where A1 = A2 = A3 = 0. These are the 6 nodes of C and
the images of ( 12 ,
1
2 ,1) under the automorphisms mentioned earlier. At (0,0,1) one finds that
the torsion submodule of the stalk has length 7, while at the other 10 points it has length 1. So
one gets OC ⊂ L ⊂ W(5) where L has degree 17 and M = W(5)/L is torsion-free. degM =
−5 + 50 − 17 = 28.
Let M ′ = ϕ∗(M)/torsion. degM ′ − degM is a sum of local contributions, and since M is
locally free off the singular locus, the local contributions are from the six nodes of C. The stalk
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In the case at hand a calculation using completions shows that one gets the maximal ideal at
all 6 nodes. So each local contribution is dimO/M − dim O¯/mO¯ = 1 − 2 = −1 and degM ′ =
28 − 6 = 22 < 12 degV (5) = 452 . It follows that M(V ) is just M ′(−5) = ϕ∗(M(−5))/torsion.
We have sketched a proof that there is a rank 1 torsion-free quotient M0 = M(−5) of W such
that ϕ∗(M0)/torsion is M(V ), and that the stalk of M0 at each of the 6 nodes is isomorphic to the
maximal ideal of the local ring. Now let Mn+1 = F ∗(Mn)/torsion. Then Mn = M(Wn) for n
some t ; see the argument preceding Theorem 7.3. By Theorem 2.8, degMn = constant ·pn + dn
where dn is a sum of local contributions. What we know about the stalk of M0 at a node tells us
that the local contribution from the node is 1. So for n t , d_(Wn) = degMn = (constant)pn+6,
and bn = 6. 
Remark. Any irreducible quintic with 6 nodes is rational, and has α = 1, μ = 195 . Computer
experiment suggests that the bn are all 6. This can be shown to be true for the “generic rational
quintic” (in all characteristics), but a proof for arbitrary 6-node quintics looks difficult.
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