We analyze a non-standard isoperimetric problem in the plane associated with a metric having degenerate conformal factor at two points. Under certain assumptions on the conformal factor, we establish the existence of curves of least length under a constraint associated with enclosed Euclidean area. As a motivation for and application of this isoperimetric problem, we identify these isoperimetric curves, appropriately parametrized, as traveling wave solutions to a bi-stable Hamiltonian system of PDE's. We also determine the existence of a maximal propagation speed for these traveling waves through an explicit upper bound depending on the conformal factor.
Introduction
We examine here a non-standard type of isoperimetric problem. Given a continuous function F : R 2 → [0, ∞) vanishing at two points, p + and p − in the plane, we seek a curve γ : [0, 1] → R 2 that minimizes the distance between these two points in the metric having F as its conformal factor, subject to a constraint associated with Euclidean area. That is, we seek a solution to the variational problem Since dω 0 is just the standard Euclidean area form d p 1 d p 2 , the isoperimetric nature of the minimizing curve becomes evident. What makes this particular isoperimetric problem non-standard is both the degeneracy of the conformal factor at the two "wells" p − and p + and the fact that length is measured with respect to a metric given by F while area is measured with respect to the Euclidean metric.
One motivation for our investigation is the connection between such isoperimetric curvesshould they exist-and the existence of traveling wave solutions to a Hamiltonian system associated with the energy functional
The theory of heteroclinic connections to bi-stable gradient-type reaction-diffusion systems in the form of standing or traveling waves is by now very well-developed in both the scalar and vector-valued settings, including for example, [3, 4, 5, 6, 9, 12, 13, 15 ] to name but a few studies.
Here, however, rather than seeking traveling wave solutions to a gradient flow u t = −δH(u), we pursue traveling wave solutions to a Hamiltonian flow associated with H, namely,
Ju t = ∆u − ∇W u (u) where J = 0 1 −1 0 and u = u (1) (x, t), u (2) U(±∞) = p ± and the constraint − R u (2) (u (1) ) ′ = const., with the wave speed arising as a Lagrange multiplier associated with the constraint. It turns out that minimizers of this problem can be found if one identifies minimizers of the isoperimetric problem (1.1), very much in the spirit of [14, 15] . Our paper then is primarily devoted to the study of (1.1). Our main result here, stated in Theorem 3.1, is the existence of a minimizing curve under certain assumptions on the behavior of W near its minima p + and p − . We deal with the degeneracy of the conformal factor by first focusing on the problem of finding a constrained minimizer of E joining a non-degenerate point in the plane to either of the wells of W. This one-well isoperimetric problem is solved uniquely for W taking the form of a non-negative quadratic vanishing at the well in Section 2.1, cf. Theorem 2.5. Somewhat surprisingly, the optimal curves are spirals in many cases.
To illustrate how the spiral shape arises, we give a simple derivation of their form for the one-well problem with a radial quadratic potential, W(z) = |z| 2 , in the unit disk. Suppose we make the assumption that the optimal curve can be parametrized by polar radius r ∈ (0, 1) in the form z(r) = re iθ(r) , and we normalize θ(1) = 0. Then the problem reduces to minimizing the length functional E(z) = By Jensen's inequality (applied with the convex function h(x) = √ 1 + x 2 ), we obtain an isoperimetric inequality of the form,
for any such w(ρ) = z 2 (r), with equality holding exactly when ρφ ′ (ρ) = 4A. Integrating and returning to the original parametrization, the optimal curve is the spiral z(r) = re i4A ln r , r ∈ (0, 1).
The rigorous derivation of the minimizing curve without the assumption that θ = θ(r) and for more general quadratics, done in Section 2.1, follows substantially different methods, using calibrations.
In Section 2.3 we broaden the one-well existence result to cover certain W that are analytic near the well and whose Taylor development begins with the kind of quadratic considered in Section 2.1. See Theorem 2.8 for a precise description of the assumptions on W. The proofs of these results both come through a type of calibration argument.
In Section 2.2 we present an argument to show that non-degeneracy of the Hessian of W at its minima is a necessary condition for existence. Put another way, if W is too flat at its minima, then the cost of accumulating length is too cheap in this metric for a given amount of Euclidean area and no minimizer will exist.
We are optimistic that, aside from non-degeneracy of the Hessian of W at p + and p − , these assumptions on the conformal factor can be relaxed and in work presently underway we hope to establish a more general existence result. However, the results obtained in the present article already reveal several important and in some ways unexpected features of the problem. Most crucial to the employment of these curves in the traveling wave context is that their Euclidean arclength is bounded, cf. Propositions 2.7 and 2.12, a property not at all obvious to us at the outset, given the degeneracy of the conformal factor F. More unexpected is the spiraling nature of the isoperimetric curves when, for example, the conformal factor is purely radial. (See the discussion leading up to Proposition 2.7.) Such spiraling leads to the existence of spiraling traveling wave solutions to (1.3).
In the concluding Section 4 we make explicit the connection between the constrained isoperimetric problem (1.1) and the existence of traveling wave solutions to (1.3) satisfying (1.4). Here the main result is Theorem 4.2. Finally, we establish an upper bound for the wave speed associated to these traveling waves. Regarding the traveling wave problem, many crucial questions remain open. For example, can one make precise the connection between the area constraint value and the wave speed, thereby establishing perhaps the exact interval of attainable ν-values in (1.4)? Also, given the variational nature of the method of solution, do these traveling waves perhaps enjoy some stability property with respect to the Hamiltonian flow (1.3)? Are there other non-minimizing traveling waves? These and other questions remain topics we intend to investigate in the future.
One-well isoperimetric curves via calibrations
In this section we establish the existence of isoperimetric curves for the case where the degenerate metric vanishes at one point. The approach involves a type of calibration argument and we first present it for the case where the conformal factor is given by the square root of a positive definite quadratic. Then we generalize the argument to the case of certain analytic potentials having the positive definite quadratic as the leading terms in a Taylor development about the well. We will assume the well is located at the origin, which for one point of degeneracy represents no loss of generality.
The case of a quadratic potential
To begin, we suppose that and we let
for any locally Lipschitz curve γ : [0, 1] → R 2 . The argument for existence of a curve minimizing E subject to an area constraint relies on a kind of calibration argument. Before presenting it, we illustrate the technique on the simpler problem of finding minimizing geodesics connecting the origin to an arbitrary point p 0 ∈ R 2 in the metric associated with E; that is, we consider the problem without any area constraint. 
0 ) one has z(t) = p Proof. The argument relies on using dr in the role of a calibration.
Let the curve z be defined as in the statement of the theorem, so that z ′ (ℓ) = −R(z(ℓ)), with z(0) = p 0 . We note that all integral curves of −R approach the origin so one has z(L z ) = (0, 0). Then we begin by computing
On the other hand, if γ : [0, L γ ] → R 2 is any other locally Lipschitz curve starting at p 0 , ending at the origin and parametrized by ℓ, then we have
with a strict inequality unless γ ′ = −R(γ), i.e. unless γ = z. Finally, we note that z dr = γ dr since both curves have the same endpoints.
The minimality of z follows.
Remark 2.4.
One upshot of the argument above is that for any C > 0, all points p ∈ R 2 lying on the ellipser(p) = C are equidistant from the origin in the degenerate metric associated with E and are (degenerate) distance C away from the origin, cf. (2.4).
We are now ready to move on to the one-well isoperimetric problem. To this end, we fix any real number A and any point p 0 (0, 0), and introduce the admissible set of curves 6) where as before
′ dt, and where we write γ = (γ (1) , γ (2) ).
We then cast the one-well isoperimetric problem as
Next, introducing two 1-forms 8) we observe that
We let γ 0 denote the minimizing geodesic starting at (0, 0) and ending at p 0 , as guaranteed by Theorem 2.1. Then for any curve γ ∈ S A,p 0 we conclude from (2.9) that where C(γ 0 , p 0 ) := γ 0 (ω 0 − ω 1 ). We note that the geodesic γ 0 is simply a convenient choice of reference curve; any curve joining the origin to p 0 would do here.
To state the main result of this section we also need to introduce the vector field
which in the case of equal eigenvalues reduces to simply the θ-direction in standard polar coordinates. We will prove: 
that joins p 0 to the origin. Here β is selected so that
We now present the proof of Theorem 2.5.
Proof. First we note that if we multiply the vector field V β by F 2 then the corresponding flow, i.e. γ ′ = F 2 (γ)V β (γ), is in fact linear and constant coefficient and takes the form
One readily checks that the 2 × 2 matrix on the right has positive determinant and negative trace so either both eigenvalues are real and negative or they are complex conjugates with negative real part. Either way, all flow lines head into the origin. Of course division by the non-negative factor of F 2 simply affects the parametrization so the same can be said of the integral curves of V β . Next we observe that V β satisfies the conditions
and so since R · Θ = 0 one has
.
This implies that the integral curve γ β is parametrized by the degenerate arclength ℓ, i.e.
We will denote the degenerate length of γ β by L β , so we have γ β (L β ) = (0, 0) and L β = E(γ β ). Now we check that for β chosen as in (2.13), γ β satisfies the area constraint. To this end, we compute that
we see that indeed P(γ) = A in light of (2.10) and (2.13). Thus, γ β ∈ S A,p 0 . Now let ω β be the 1-form defined by
cf. (2.8). The 1-form ω β will play the role of a calibration in the same manner that dr did for the unconstrained problem in the proof of Theorem 2.1. Let γ ∈ S A,p 0 be any competitor in (2.7). We take γ : [0, L γ ] → R 2 to be parametrized by degenerate length, i.e. F(γ(ℓ)) |γ ′ (ℓ)| = 1 and denote the angle made between the vector field Θ(γ) and γ ′ by β γ (ℓ).
We observe that
Then computing the integral of ω β over γ β we find using (2.15) that Given the explicit nature of the system (2.14), one can explore the question of how the isoperimetric curve approaches the origin. We have already noted that the eigenvalues of the constant matrix in that system are either real and negative or complex with negative real part. Examining this point more closely, one calculates that the eigenvalues, say µ ± , are given by
From this we see that the eigenvalues will be complex if and only if
Referring to (2.13), a small value of sin β means a large value of cot β and therefore a large value of the area constraint valueÃ, hence of A itself. We conclude that in general, a spiraling isoperimetric curve solving (2.7) will occur only when the area constraint is sufficiently large. An important exception to this claim, however, corresponds to the case of a purely radial conformal factor F in which λ 1 = λ 2 . In this case the condition (2.22) always holds since the right-hand side equals one. In a similar vein, if |λ 1 − λ 2 | is small then the area constraint threshold beyond which spiraling occurs is small as well.
Pursuing the radial case a bit further, we observe that the system (2.14) expressed in polar coordinates takes the simple form
so that in view of (2.3) and (2.13) one finds the isoperimetric curve is given by the spiral
for some constant C determined by the argument of p 0 .
We conclude with a general bound on Euclidean arclength that will be crucial in what follows. Proof. This follows immediately from the explicit solution to the linear system (2.14). One observes that for finite A (hence finiteÃ) and fixed p 0 the value of the angle β satisfying (2.13) is nonzero. Hence the real part of the eigenvalues µ ± given above are negative and bounded away from zero by a constant depending on A, p 0 , λ 1 and λ 2 . This means γ β approaches the zero of F at an exponential rate and the Euclidean arclength bound follows. Regarding the dependence of L 0 on p 0 , we note that in view of (2.13), it comes throughr(p 0 ). Sincer(p 0 ) is bounded above and below by a multiple of |p 0 | 2 , as follows from (2.3), one concludes that in terms of p 0 , a bound on L 0 comes from a bound on the Euclidean distance from p 0 to the well.
Nonexistence for more degenerate potentials
In the previous section we established existence of an isoperimetric curve solving (2.7) under the assumption that the square of the conformal factor is a non-degenerate quadratic. In this section we illustrate that an assumption of non-degeneracy is necessary for existence of such an area-constrained minimizer. This, more importantly, also shows this assumption is essential for the existence of minimizers of our main problem (1.1). We will demonstrate this through the example of a purely radial potential but it should be clear that non-radial examples can be similarly constructed.
To this end, we take W :
With the conformal factor F given by √ W this leads us to the following version of (2.7):
for some q > 1 where S A,p 0 is again given by (2.6) for some A ∈ R. For the sake of concreteness, let us also fix p 0 = (1, 0). In this radial setting it is easy to see that without the constraint P(γ) = A, the geodesic as in Theorem 2.1 is simply given by the line segment along the p 1 -axis joining the point (1, 0) to the origin, i.e.γ(r) := 1 − r for 0 r 1. In this unconstrained setting we compute that the minimal degenerate length is given by E(γ) = 1 1+q . Now consider the following sequence of competitors in S A,p 0 for the constrained problem. For each positive integer j, let γ j consist of the union of the geodesicγ along with j circles centered at the origin of radius r j parametrized by σ j (θ) = r j (cos θ, ± sin θ) for 0 θ 2π j. Noting that P(γ) = 0, we choose the number r j so as to satisfy the constraint P(σ j ) = A with the ± sign determined by the sign of A. Thus we have
Consequently, one finds that
Since q > 1, the last term approaches zero as j → ∞, and we see that the infimum of the areaconstrained problem is the same as that of the unconstrained problem. However, it is clear that the line segmentγ is the only admissible curve yielding an E-value of 1 1+q . Indeed it is the unique geodesic joining (1, 0) to (0, 0)-and since this curve fails to satisfy the constraint, we conclude that no solution exists for (2.7) in this setting. The flatness of the conformal factor allows for area to be accumulated "too cheaply" in terms of the degenerate length.
Analytic potentials
The assumption that W is quadratic is obviously a very strong restriction. In this section we illustrate one generalization, still based on a calibration argument, for the case of certain analytic potentials to be described below. To this end, we now suppose that F in (2.2) is given by F = √ W where W : R 2 → R is real analytic in p = (p 1 , p 2 ) in some neighborhood of the origin. In light of the necessity of nondegeneracy revealed in Section 2.2, we must assume that in a coordinate system relative to the orthonormal basis of eigenvectors of D 2 W(0, 0) one has the Taylor development
In what follows we invoke multi-index notation so that for α = (α 1 , α 2 ) with α 1 and α 2 non-negative integers we write p α = p 
Here Λ is given by (2.14) with β given by (2.13) 
for given coefficients b α and for each integer n 3, let P n be the homogeneous polynomial of degree n given by |α|=n a α p α and let Q n be the homogeneous polynomial of degree n given by
Note that L is invertible for P n = homogeneous polynomial since the condition L(∇P n ) = 0 says P n is constant along the integral curves of the vector field Λ used to solve the quadratic case. Since these curves all emanate from the origin and P n (0, 0) = 0 this forces P n ≡ 0.
In 
with ω β given as before by (2.17) and define the vector field V : B → R 2 -a generalization of V β given in (2.12)-via
We note that since ∇g is of quadratic order while Λ is linear, it is still the case, as it was for V β , that in a neighborhood of the origin all integral curves of V lead into the origin. We claim the optimal curve follows the appropriate integral curve of V.
In light of (2.27) we see that
while a similar calculation gives
with equality holding iff γ
Finally, since γ and γ 1 share the same endpoints one has that γ dg = γ 1 dg and so γ ω = γ 1 ω by the same reasoning as that which led to (2.18). The result follows.
Since the linear part of the vector field F 2 V is Λ, one still has exponential approach of the minimizing isoperimetric curve to the well. Consequently, one obtains the analog of Proposition 2.7 in this more general setting: 
The two-well isoperimetric problem

Existence of a minimizing curve
The analysis in the previous section allows us to connect a well with a nondegenerate point by a curve of minimal length. There remains to use this to prove the existence of a geodesic to our main problem, namely (1.1). In this section we use a direct method to establish the existence of a minimizing isoperimetric curve joining two points of degeneracy for the conformal factor F appearing in the definition of E, i.e.
E(γ)
Our assumptions on F correspond to those imposed in Sections 3.1 and 3.3 yielding existence of an isoperimetric curve for the case of one well. Specifically, we make the following assumptions on W := F 2 . We assume W : R 2 → [0, ∞) is continuous and vanishes at precisely two distinct points p + and p − . We assume the existence of two disjoint balls B + and B − centered at p + and p − respectively, such that within each ball either W is a positive definite quadratic of the form (2.1) in appropriate local coordinates, or else more generally, W is real analytic and expressible in the form (2.26) within each ball for any point p 0 ∈ B ± and any A ∈ R. Finally, we assume that for some number m 0 > 0 one has the lower bound
We observe that under the nondegeneracy assumptions made above on W near its minima, it also follows that
for some c 0 > 0. Now for any real number A 0 , we let
where again
).
Theorem 3.1. Under the assumptions above, for any A 0 ∈ R there exists a minimizer γ * ∈ S A 0 to the problem m * := inf
Proof. Let {γ j } ⊂ S A 0 denote a minimizing sequence so that E(γ j ) → m * as j → ∞. We will argue that we can replace this sequence by a modified sequence that is still a minimizing sequence in S A 0 but which has uniformly bounded Euclidean arclength. Once this is achieved it will follow fairly easily that the direct method yields the existence of a minimizer.
1. Uniform bound on Euclidean arclength of a minimizing sequence.
To this end, we denote by t (1) j the smallest time such that γ j (t (1) j ) ∈ ∂B − so that, in particular,
− ) we appeal to (3.3) to see that
We then perform our first modification on {γ j } by replacing the initial part of the curve γ j , namely
j ]), by the solution to the one-well problem (2.7) with the constraint value A given by P γ j ([0, t (1) j ]) and the role of p 0 taken up by γ j (t (1) j ). We then perform a similar modification on the final portion of γ j to enter the ball B + , solving the one-well isoperimetric problem in B + subject to a constraint value bounded by say K + , in analogy with (3.6) . By this procedure we create a new curve that still lies in S A 0 . In light of Theorem 2.5 or 2.8 (depending on the nature of W), this modification only reduces the value of E so the modified sequence is still a minimizing sequence.
Now if each element of the minimizing sequence only enters the ball B − during this first time interval and only enters B + during one time interval at the end (i.e. with right endpoint 1), then we easily obtain a uniform arclength bound on the modified minimizing sequence as follows. For the time interval during which γ j resides inside B − or inside B + we apply Proposition 2.7 or Proposition 2.12 to assert a uniform bound on the Euclidean arclength of these two pieces of the curve γ j . For the (one) time interval during which γ j lies in the complement of B − ∪ B + , we use assumption (3) on F to conclude that
Combining these uniform bounds in B − , B + and R 2 \ (B − ∪ B + ), we obtain a bound on the total Euclidean arclength of γ j that is independent of j.
It certainly could happen, however, that γ j re-enters B − (resp. B + ) other than during the initial (resp. final) time interval. In this case, further modifications are required. Note that besides the initial arc, any parts of the curve γ j that enter B − must consist of a union of curves both starting and ending on ∂B − . Let Γ (1) j denote the curves in this union that never get closer than Euclidean distance 1/2 to p − . Then let Γ (2) j denote the rest, namely those curves in B − with endpoints on ∂B − that do get closer than distance R − /2.
The curves in Γ
j do not need to be modified since a bound on their Euclidean arclength comes in a manner similar to (3.7), utilizing (3.3) to see that F(γ j ) c 0 R − 2 for these curves:
Regarding the curves in Γ
j , we first note that the number of curves in this union is bounded independent of j. This is because for each curve in this union, sayγ : [a, b] → B − , one has a lower bound on its contribution to the total energy, namely
Thus, since say E(γ j ) m * + 1, there can be at most
j . Now we introduce a number r j to denote the closest any curve in Γ If, however, r j → 0, we will modify the element of Γ (2) j that passes closest to p − as follows: First we view this element, say γ : [a, b] → B − as the union of two curves, say γ 1 starting on ∂B − and ending at a point r j distance from p − and γ 2 starting at this closest point and ending (presumably) somewhere else on ∂B − . If for any j, r j = 0 then the 'offending' curve γ must pass through p − itself and we simply replace γ 1 by a minimizing isoperimetric curve guaranteed by Theorem 2.5 starting at γ(a) ∈ ∂B − , ending at p − with constraint value A = P(γ 1 ). Similarly, we replace γ 2 by the isoperimetric curve starting at p − , ending at γ(b) ∈ ∂B − , subject to area constraint A = P(γ 2 ). This replacement can only lessen the value of E while preserving the global condition P = A 0 so we still have a minimizing sequence lying in S A 0 . Furthermore, the total Euclidean arclength of the two new curves is bounded by 2L 0 from Proposition 2.7.
The replacement procedure in the case where r j → 0 but a given r j is positive is slightly different. In this case, denote by q j a point on γ closest to p − (so that q j − p − = r j ) and as above split γ into γ 1 (coming into q j from ∂B − ) and γ 2 (going out of q j to ∂B − ). Then augment γ 1 by the (directed) line segment joining q j to p − and augment γ 2 by the directed line segment joining p − to q j . Call these two curves with added line segmentsγ 1 andγ 2 . Note that
due to the cancellation of the 'areas' of the two oppositely directed line segments. Then, as in the previous case, we replaceγ 1 andγ 2 by isoperimetric minimizers joining γ(a) to p − and p − to γ(b) respectively and enclosing 'areas' P(γ 1 ) and P(γ 2 ). These two curves must have E-values less than or equal toγ 1 andγ 2 respectively and as always have uniformly bounded Euclidean arclength, but due to the added line segments, their E-values may exceed E(γ 1 ) and/or E(γ 2 ). However, since by (2.1) or (2.26), F 2 is quadratic to leading order we have
Thus, since r j → 0, the extra energy of the modified sequence approaches zero. Hence, after this modification we still have a minimizing sequence in S A 0 .
Having replaced this curve in Γ (2) j that passed closest to p − by a pair of one-well isoperimetric curves through p − (for which we have a Euclidean arclength bound), we remove this curve from the collection Γ 
j has been replaced by a pair of one-well minimizers.
We perform the same modification procedure, as necessary, in a neighborhood of B + . In light of (3.7), (3.8) and the above discussion, the result is a minimizing sequence in S A 0 that satisfies a uniform bound on its Euclidean arclength.
Existence via direct method.
Having established the existence of a minimizing sequence (still denoted by {γ j }) satisfying a uniform bound
for some constant L * independent of j, we now reparametrize these curves to have constant speed L j . Thus, denoting the new parameter by τ (but still using the notation γ j ) we now have
Integrating this condition, note that we also have a uniform bound on the modulus of γ j of the form
Putting these two bounds together, we obtain, in particular, the uniform bound γ j W 1,∞ ((0,1);R 2 ) C 0 for some constant C 0 independent of j.
This provides us with enough compactness to proceed with the direct method. After passing to subsequences (not denoted here), one has the existence of a Lipschitz map which in particular satisfies γ * ∈ H 1 ((0, 1); R 2 ) such that
In light of (3.12), it is immediate that γ * (0) = p − and γ * (1) = p + and the product of strongly and weakly convergent sequences also readily yields that
It remains to check the lower-semi-continuity of E under these convergences. For this let us write
Clearly, (3.10), (3.11) and (3.12) imply that
since F is continuous, so we have
Then for any fixed σ ∈ L 2 ((0, 1); R 2 ) such that |σ| 1 the weak convergence of derivatives implies that lim inf
Taking the supremum over all such σ we arrive at the desired inequality,
so γ * solves the problem (3.5).
A parameter regime without bubbling
Our proof of Theorem 3.1 does not rule out the possibility that the minimizer γ * : [0, 1] → R 2 passes through either p + or p − at various instances t ∈ (0, 1). Depending on the'topography' of the graph of W away from the wells and the size of the constraint value A 0 , it seems quite possible that one or more such 'bubbles' looping from one of the wells back to itself does indeed occur for the minimizer. In this section, however, we identify a setting where this cannot occur. This will in particular allow us in the next section to make the connection between such isoperimetric curves and traveling wave solutions to the Hamiltonian system (1.3) mentioned in the introduction.
We will show that no bubbling occurs provided the constraint value P only differs from that of an area-minimizing geodesic by a small amount:
Theorem 3.2. Assume that W satisfies the conditions that held in Theorem 3.1. Let γ 0 be an unconstrained minimizer of E(γ) among locally Lipschitz curves γ : [0, 1] → R
2 satisfying γ(0) = p − and γ(1) = p + . Then there exists a number ε 0 > 0 such that for any ε with 0 < |ε| < ε 0 , any solution γ * to
satisfies γ * (t) {p − , p + } for all t ∈ (0, 1). That is, γ * has no bubbles.
Proof. Recall from the proof of Theorem 2.8 that within the balls B − and B + of radius R − and R + about p − and p + respectively, the minimizer γ * follows the integral curves of a vector field. Since there is one vector field associated with each of the two wells we can write V ± (p) = ∇g ± + Λ ± , where Λ ± is the linear vector field depending on the positive eigenvalues of D 2 W at p ± as in (2.29) and g ± are analytic functions starting at cubic order in a Taylor series about p ± . In the quadratic case where g ± ≡ 0, these integral curves are explicit and one can check that for some positive radii r − R − and r + R + such integral curves must exit the balls B r − (p − ) and B r + (p + ). Since ∇g ± represents a small perturbation of the quadratic setting, the same must be true (in perhaps smaller balls) for the more general case. That is, there cannot be any homoclinic orbits of these vector fields lying entirely in small balls about the wells. Alternatively, one can draw this conclusion by appealing to the Hartman-Grobman Theorem, based on the the fact that the eigenvalues of the linearization of the system γ ′ = V ± (γ) given in (2.21) have negative real parts. As a consequence, the only possible bubble around, for instance, p − would consist of a curve, sayγ : [0, T ] → R 2 withγ(0) =γ(T ) = p − and |γ(t 1 ) − p − | = r − for some t 1 ∈ (0, T ). Invoking (3.3) such a curve must satisfy the lower energy bound
In addition to the bubble, any competitor in (3.13) must also include one curve joining p − to p + and so the total energy of any competitor must have an energy of at least
2 . On the other hand, under these assumptions on W, the conformal factor F = √ W also satisfies an upper bound of the form
(3.15)
We will now build a competitor in the variational problem (3.13) of the form γ 0 ∪ β ε where β ε is designed so as to satisfy the constraint P(β ε ) = ε. Specifically we take β ε to consist of the closed semi-circle centered at p − of radius r ε < R − with vertical diameter. That is, β ε is the union of the two parametric curves θ → p − + r ε (cos θ, sin θ) for −π/2 θ π/2 and t → p − + t (0, 1) for −r ε t r ε . We determine r ε through the calculation (made for ε > 0) that
We note that the vertical diameter of the semi-circle β ε does not contribute to the constraint since β
(1) ε ′ = 0 there. If ε < 0, we reverse the orientation of β ε . Then we use (3.15) to compute the upper bound
leading to an upper bound on the energy of the minimizer of (3.13) of E(γ 0 ) + c 1 (π + 2) 2 π ε. Choosing
we see in light of (3.14) that for |ε| < ε 0 any bubble would lead to a total energy exceeding our upper bound in (3.16) and so is precluded.
where J denotes the symplectic matrix given by
vanishes at two points and u : R n → R 2 , n 1. As mentioned in the introduction, (4.1) is the Hamiltonian flow associated with
In order to view our isoperimetric curves, appropriately reparametrized, as classical traveling wave solutions to (4.1), we will assume in this section that in addition to satisfying the conditions of Theorem 3.1, W is a sufficiently smooth function throughout R 2 . One could certainly assume less and then make the connection in the context of weak solutions but we choose not to do so here. Here we seek a traveling wave solution to (4.1) that joins the two minima of W taking the form
where U(±∞) = p ± . Such a U : R → R 2 would have to satisfy the ODE
As noted previously, in the case of a standing wave where ν = 0 in (4.3), a solution, the socalled heteroclinic connection, is already known to exist cf. [3, 4, 5, 15] . Our aim is to establish solutions with non-zero wave speed ν.
Traveling wave existence under a generic assumption on heteroclinics
We begin with the observation that (4.3) has a variational formulation. To see this, fix any A ∈ R, and consider the constrained minimization problem given by
and where the admissible set G A is defined by
In the above definition, g : R → R 2 is any smooth function such that g(y) ≡ p + for y sufficiently large and g(y) ≡ p − for y sufficiently negative, and
′ dy where u = (u (1) , u (2) ).
Then one has
Proposition 4.1. Any minimizer of (4.4)-in fact any critical point-satisfies (4.3) for some ν ∈ R.
Proof. Invoking the theory of Lagrange multipliers we can assert the existence of a number λ such that any critical point u satisfies the condition
where δ refers to the first variation. Since δH(u;ũ) = u ′ ·ũ ′ + ∇W u (u) ·ũ dy and δP(u;ũ) = − Ju ′ ·ũ dy for anyũ ∈ H 1 (R), the result follows with λ playing the role of the wave speed ν.
Now we recall our degenerate isoperimetric problem:
where again E(γ) = 1 0
W(γ) |γ ′ | dt and
Note that the value of both E and P are invariant under reparametrization. We would like to reparametrize the solution γ * to (4.5) guaranteed by Theorem 3.1 and then identify it as a traveling solution to (4.1). However, in the event that γ * possesses bubbles, we would need to work only with a truncation of γ * consisting of the one piece joining p − to p + . Such a truncation procedure has the disadvantage of a loss of information: we have no control on how much, if any, of the constraint value A 0 is taken up by the truncation. In particular, it is conceivable that the Lagrange multiplier associated with this truncation vanishes. Then, after the reparametrization described below, one would only have a heteroclinic orbit, that is a standing wave solution to (4.3) in which ν = 0.
Instead, in the theorem below, we place ourselves in the context of Theorem 3.2, where bubbling is precluded. Before stating it, we introduce what will be a convenient reparametrization of any Lipschitz curve γ : [0, 1] → R 2 satisfying γ(0) = p − , γ(1) = p + and γ(t) {p − , p + } for t ∈ (0, 1) and originally parametrized with constant speed L:
We let y : (0, 1) → R be defined through
Then we define say U = U(y) mapping R to R 2 via U(y) = γ(t(y)) so that U will satisfy the condition
Theorem 4.2. For ε 0 given by Theorem 3.2 and for any non-zero ε ∈ (−ε 0 , ε 0 ), let γ * = γ * (t) be any minimizer of (3.13), which by Theorem 3.1 must exist and by Theorem 3.2 possesses no bubbles. We take this curve to be parametrized by constant velocity γ
where L is its Euclidean arc length so that γ
given by U * (y) := γ * (t(y)) be the reparametrization of γ * given by (4.6). Then we have:
(i) The function U * lies in G A with A = P(γ 0 ) + ε and minimizes H within this class, i.e. H(U * ) = µ * .
(ii) Let C denote the set of all heteroclinic connections between p − and p + . Then for all non-zero ε ∈ (−ε 0 , ε 0 ) such that P(γ) P(γ 0 ) + ε for all γ ∈ C, (4.8)
the function U * solves (4.3) with non-zero speed ν.
Proof of (i).
Given any u ∈ G A with A = P(γ 0 ) + ε we use 2ab a 2 + b 2 to note that
Since E is invariant under reparametrization, we have
and consequently µ * √ 2m * . On the other hand, reparametrizing the minimizer γ * of (4.5) as in (4.6), we obtain U * ∈ G A satisfying (4.7), and so
so it follows that µ * = √ 2m * and H(U * ) = µ * . Proof of (ii). By Proposition 4.1, U * solves (4.3) as well. Furthermore, ν cannot be zero since this would make U * a heteroclinic orbit satisfying P(U * ) = P(γ 0 ) + ε, violating condition (4.8).
The condition providing for a non-zero wave speed given by condition (4.8) is clearly generic, in that for it to fail for all non-zero ε in the interval (−ε 0 , ε 0 ), there would, in particular, have to exist a continuum of heteroclinic orbits connecting p − to p + . However, verifying (4.8) in practice may not be so easy. In the next section, we present an alternative set of sufficient conditions that guarantee the existence of a traveling wave solution to (4.3) having non-zero speed.
Sufficient conditions for existence of a traveling wave
The goal of this section is to present a set of sufficient conditions under which there are traveling wave solutions with speed ν 0. We will conclude this section with an explicit example of a potential W meeting these criteria.
For this purpose, we begin with the following hypotheses on W ∈ C 3 (R 2 ; R), the first two of which have been operable throughout this article:
(W3) There exist constants R 0 , c 0 > 0 such that
We should remark that conditions (W1) and (W3) in particular imply the lower bound (3.2) on F := √ W. An important role in what follows will be played by heteroclinic connections, that is, solutions to (4.3) for which ν = 0. We recall the notation of Theorem 4.2 where we denote the set of all such solutions by C. We also wish to distinguish those heteroclinic connections that minimize the functional H within the set
We will denote this subset of C by C 0 . The existence of minimizing heteroclinic connections under hypotheses (W1)-(W3) is well-known (see [15] ). In order to find traveling waves with nonzero speed, we will look nearby the minimizing heteroclinic connections. To do this, we must consider the linearized system, or the second variation of the energy H, at a minimizing heteroclinic U 0 ∈ C 0 , given by
This is well defined for Φ ∈ H 1 (R; R 2 ). Since any U 0 ∈ C 0 is an (unconstrained) minimizer of H, then clearly δ 2 H(U 0 )[Φ] ≥ 0 as a quadratic form on H 1 (R; R 2 ). We note that by the translation invariance of this problem on (−∞, ∞), zero is an eigenvalue of this operator, with L Then, there exists ε * > 0 so that for every A ∈ (P(U 0 ) − ε * , P(U 0 ) + ε * ) with A P(U 0 ), there exists a traveling wave solution U A with wave speed ν = ν A 0.
Making sure ε * < ε 0 from Theorem 3.2, the hypotheses (W1)-(W4) allow us to apply Theorem 4.2(i) to assert existence of a minimizer U * of H within the class G A for A ∈ (P(U 0 ) − ε * , P(U 0 ) + ε * ) with A P(U 0 ). Hence, by Proposition 4.1, U * solves the differential equation (4.3) as well. The new assertion here, however, is that with the additional assumption (W5), the wave speed is non-zero.
Later in this section, we will present an explicit example of a double-well potential W meeting all the criteria (W1)-(W5).
Noting that the strong assumption (W4) is only used to establish the existence of a minimizer, we can separate the issue of non-zero wave speed from that of existence by proving:
Proposition 4.4. Assume (W1)-(W3) and (W5)
. Then, for any U * ∈ C 0 , there exists ε 1 > 0 such that if A ∈ (P(U * ) − ε 1 , P(U * ) + ε 1 ) with A P(U * ) and if U A : R → R 2 attains the minimum of H in G A , then U A solves (4.3) with wave speed ν = ν A 0.
Once we establish Proposition 4.4, this will then complete the proof of Theorem 4.3 by choosing ε * = min{ε 0 , ε 1 }.
In order to prove Proposition 4.4 we require the following lemmas involving the minimization problem for H in S. The first is a restatement of Lemma 2.4 of [2] , on the H 1 compactness of minimizing sequences: Lemma 4.5. Assume (W1)-(W3) . Let {V n } ⊂ S be a minimizing sequence for H. Then there exist translations τ n ∈ R, a function U 0 ∈ C 0 , and a subsequence of {τ n } along which
We remark that while [2] concerns symmetric potentials W, the proof of Lemma 2.4 in [2] does not use the symmetry assumption and so applies to any of the W considered in this article.
Next, we prove a simple a priori estimate for all heteroclinic solutions V ∈ C (not only the energy minimizers constituting C 0 ).
Lemma 4.6. Assume (W1) and (W3).
There exists a constant K > 0, depending only on W, such that for any heteroclinic V ∈ C one has
Proof. From hypothesis (W3), we may easily obtain the global bound,
Since by the choice of K one has lim |x|→∞ ϕ(x) < 0, the positive part ϕ + (x) = max{ϕ(x), 0} has compact support in R. Multiplying the inequality above by ϕ + and integrating, we have:
and hence ϕ(x) ≤ 0 on R.
The third lemma contains the spectral properties of the linearized operator at any U 0 ∈ C 0 , , so zero is an eigenvalue. Finally, the essential spectrum of L is determined by Weyl's Theorem on locally compact perturbations of linear operators (see [10] ). Indeed, the essential spectrum of L is the union of the spectra of the constant coefficient operators given by the asymptotic behavior of the potential
These are constant coefficient second order ODEs, and the spectrum of each is bounded below by λ, by (W2).
We next show that hypothesis (W5) ensures that minimizing heteroclinics in C 0 are suitably isolated from heteroclinics with near-minimal energy values.
For simplicity (and without loss of generality) in the following we will choose the wells p ± of W to be symmetrically placed on the p 1 -axis. This can be achieved through a rigid motion of the coordinate system.
Lemma 4.8. Assume W satisfies (W1)-(W3) and (W5), and let U
Proof. This lemma is an adaptation of Proposition 5.1 of [1] . For completeness we provide some details of how to modify the argument for our setting. Recall that (without loss of generality) we are assuming p ± = (±1, 0).
First, let V ∈ C be geometrically distinct from U 0 ; that is, V(x − τ) U 0 (x) holds for every τ ∈ R. Then, there exists σ ∈ R which attains the minimum value of
and moreover this translate V σ (x) := V(x − σ) satisfies the orthogonality condition,
The existence of a minimizing σ follows from the asymptotic conditions on U 0 , V, and the relation (4.12) follows by differentiating U 0 (·) − V(· − τ) L 2 (R) with respect to τ, noting that U 0 itself satisfies the same orthogonality condition,
Furthermore, by Lemma 4.7 and (W5), the linearization L is invertible on the closed subspace Z. In particular, its quadratic form is bounded below away from zero: there exists c 0 > 0 for which
(4.13)
, where we may also assume that each V n is translated such that
Thus, each V n satisfies the orthogonality relation (V n , U ′ 0 ) L 2 = 0. Define Φ n := V n − U 0 , and suppose that Φ n L 2 → 0, contrary to the statement of Lemma 4.8.
Next we apply a Taylor's expansion to the function s → DW(U 0 + sΦ n ): for each n there exists s n ∈ (0, 1) such that
To this end, set t n := Φ n L 2 → 0 andΦ n := Φ n /t n ∈ Z. Then,Φ n solves,
(4.14)
By Lemma 4.6, since V n ∈ C we have a uniform bounds V n L ∞ , Φ n L ∞ ≤ C 1 for constant C 1 independent of n. Using hypothesis (W1), we may conclude that D 3 W is uniformly bounded on bounded sets, and thus we may obtain the uniform estimate:
. From this we conclude the uniform bound on the derivatives,
By the Sobolev embedding we conclude that Φ n L ∞ ≤ C 5 is uniformly bounded, and we may improve the estimate (4.15),
SinceΦ n ∈ Z and Φ n L 2 = 1 for all n, we arrive at a contradiction, as the quadratic form (Φ, LΦ) L 2 is strictly positive definite for Φ ∈ Z, cf. (4.13). In conclusion, (4.11) must hold.
From the second equation, W p 2 p 1 (u 0 (x), 0) = 0 (almost everywhere) along the heteroclinic. From Lemma 4.7, the second variation of the energy about U 0 is non-negative,
. In fact, by the choice of potential, 
Non-existence of traveling waves with large wave speeds
Finally, we investigate the question of whether there is some restriction on the possible wave speeds ν for traveling wave solutions of (4.3). It is typical for traveling waves of Hamiltonian systems to have some speed limit: for example, the cubic defocussing Nonlinear Schrödinger (NLS) equation has nonconstant traveling waves ("dark solitons") with speeds |ν| ≤ √ 2. (See [7] for a discussion of traveling waves in the 1D NLS equation.) As in the NLS case, we expect traveling waves to exist only for ν in an interval around zero, and that the critical speed should be determined by the linearized equations at the two wells of W. A complete determination of the possible wave speeds, as well as the relationships between the speed ν (the Lagrange multiplier in the variational problem (4.4)) and the area constraint P(U), remain interesting open questions.
First, we consider the case that for |p − p ± | < r ± with r ± > 0, W : R 2 → R is given by a quadratic of the form
where H ± are a pair constant, real, symmetric, positive definite 2 × 2 matrices. Finding a necessary condition for the speed ν of a traveling wave is a local computation, and so we restrict our attention to one well, which we place at the origin, p + = 0. We denote by λ Proof. A heteroclinic traveling wave solution to (4.3) must remain inside the ball of radius r + centered at p + for a semi-infinite time interval, which we may take to be x ∈ (0, ∞). Thus, for
x > 0, we have a solution of
This is a constant-coefficient linear system, which may be solved explicitly. By converting (4.19) for U = (u 1 , u 2 ) to an equivalent first-order system of four equations,
any solution is a linear combination of vectors of the form Z(x) = e µx Z 0 , with µ an eigenvalue of M with eigenvector Z 0 . A simple calculation reveals that the eigenvalues µ of M satisfy
which leads us to the following parameter regimes in ν:
2 ) − ν 2 , and hence β < 0 and
Thus all eigenvalues µ are real and nonzero, and at least one is negative. Traveling waves can exist for such ν, and if they exist they do not spiral.
In the case of strict inequality, β 2 < 16λ 2 1 λ 2 2 , and thus
has a nonzero imaginary part γ > 0. For such ν, we have two pairs of complex conjugate eigenvalues µ, two of which must have negative real part, and thus correspond to exponentially decaying spiral trajectories. In this regime, traveling waves can exist.
For these ν, we have β ≥ 4λ 1 λ 2 > 0, and hence µ 2 < 0 yields purely imaginary eigenvalues. When the inequality is strict, this would imply that while the traveling wave resides inside the ball of radius r around the well the solutions are purely oscillatory, which contradicts the condition U(x) → 0 as x → ∞. In the case of equality, we have a pair of pure imaginary, multiplicity-two eigenvalues, and again there are no solutions which decay as x → ∞. Thus, there can be no heteroclinic traveling wave solutions for ν which are this large.
When the potential W(p) is not exactly a quadratic we nevertheless expect that the permissible wave speeds will be determined by the quadratic part of W, as in Proposition 4.11. However, in the parameter regime ν 2 > 2(λ 1 + λ 2 ) 2 the linearized traveling wave equations produce a center around the well, corresponding to distinct purely imaginary eigenvalues of the matrix M. As is well known (see [8] ) centers are not structurally stable, and nonlinear perturbations of a center can produce spirals. One approach to rule out solutions which decay to the wells as x → ±∞ is to require the nonlinear perturbation of the quadratic in W to be very small. Thus, the residual term in the potential must be of at least fourth order in p for Proposition 4.12 to apply.
Proof. Assume there is a solution U of (4.3) of finite energy H(U) < ∞. We restrict our attention to the neighborhoods of the wells; take p + = 0, and assume U(x) ∈ B ρ + (0) for all x ∈ [x 0 , ∞). Without loss, we assume x 0 = 0. By the boundedness of the energy and the hypothesis on W, this implies the H 1 ([0, ∞)) norm of U is finite. Note that we can represent the nonlinear term g(U) in the form, On the other hand, it is not obvious how to obtain solutions in W 1,1 , either from the boundedness of energy and momentum P or via a priori estimates on solutions, while the finite energy assumption made in Proposition 4.12 is natural given our existence results.
There is another special class of potentials W for which a necessary bound on the wave speed ν may be derived, without assuming any specific rate of decay of U to the wells p ± , only that U(x) → p ± and U ′ (x) → 0 as x → ±∞. Let us assume that inside a ball of radius r around p + = 0, Proof. Under the assumption (4.23), the equation (4.3) is of nonlinear Schrödinger type, and the speed limit may be obtained following the method of Mariş [11] (see also Chiron [7] .) The proof is based on various exact integrals of the ODE,
where g(t) = 2G ′ (t), and we are assuming that U(x), x ∈ (0, ∞), lies in the ball of radius r centered at the origin. Taking the scalar product of the equation (4.24) with U ′ we obtain the usual energy integral of the equation,
Integrating, and evaluating the constant as x → ∞, we obtain the identity,
Next, we take the dot product of (4.24) with JU, and integrate as above to obtain:
Taking the dot product of (4.24) with U this time produces the relation, −U ′′ · U + 2λ|U| 2 + g(|U| 2 )|U| 2 = −νU ′ · JU
