A parameterized generalization of the sum formula for quadruple zeta
  values by Machide, Tomoya
ar
X
iv
:1
21
0.
80
05
v1
  [
ma
th.
NT
]  
30
 O
ct 
20
12
A parameterized generalization of the sum formula
for quadruple zeta values
MACHIDE, Tomoya
Abstract
We give a parameterized generalization of the sum formula for quadruple zeta
values. The generalization has four parameters, and is invariant under a cyclic
group of order four. By substituting special values for the parameters, we also
obtain weighted sum formulas for quadruple zeta values, which contain some
known results.
1 Introduction
A multiple zeta value is a generalization of a classical special value of the Riemann
zeta function ζ(s) =
∑∞
m=1 1/m
s, and is defined by
ζ(l1, l2, . . . , ln) :=
∑
m1>m2>···>mn>0
1
ml11 m
l2
2 · · ·m
ln
n
(1.1)
for an index set (l1, l2, . . . , ln) of positive integers with l1 ≥ 2. The integers l =
l1 + · · ·+ ln and n are called the weight and the depth respectively. These values have
arisen in various areas such as geometry, knot theory, number theory and mathematical
physics [22]. There are many relations among these values, and an outstanding example
is the sum formula which was proved for depth two by Euler [2], for depth three
by Hoffman and Moen [9], and for general depth by Granville [4] and Zagier [23],
independently. The formula says that the sum of all multiple zeta values of fixed
weight l and depth n is expressed by the special value ζ(l), that is,∑
l1≥2,l2,...,ln≥1
(l1+···+ln=l)
ζ(l1, . . . , ln) = ζ(l). (1.2)
Various generalizations of the sum formula have been studied: Ohno’s relations, the
cyclic, restricted and weighted sum formulas [1, 5, 8, 10, 14, 15, 16, 17, 18, 19, 20]. Re-
cently parameterized generalizations of the sum formula, which we call parameterized
sum formulas, were given for double and triple zeta values [3, 13]. The parameterized
sum formula for double (resp. triple) zeta values has two (resp. three) parameters, and
is invariant under a cyclic group of order two (resp. three), more precisely, the sym-
metry group S2 of degree two (resp. the alternating group A3 of degree three). By
substituting special values for the parameters, these formulas yield some weighted sum
formulas which contain the results of Ohno and Zudilin [18, Theorem 3] for double zeta
values and of Guo and Xie [5, Theorem 1.1] for triple zeta values.
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In this paper, we give a parameterized sum formula for quadruple zeta values which
has four parameters and is invariant under a cyclic group of order four. By substituting
special values for the parameters, we also obtain weighted sum formulas for quadruple
zeta values which contain results of Guo and Xie [5] and of Ong, Eie and Liaw [19].
We prepare some notation in order to describe the parameterized sum formula
precisely. Let Sn be the symmetric group of degree n and e its identity element,
in particular, we put S = S4. Let 〈σ1, . . . , σm〉 denote the subgroup generated by
permutations σ1, . . . , σm. Let C be the cyclic group 〈(1234)〉 of order four, and C
the subset {e, (1234)} of C, where (i1 . . . im) means a cyclic permutation defined by
i1 7→ · · · 7→ im 7→ i1. Let Hσ stand for Hσ for any subset H and element σ of S. We
define a left action of S on the ring C[x1, x2, x3, x4] of polynomials in four variables
by σ · f(x1, x2, x3, x4) := f(xσ(1), xσ(2), xσ(3), xσ(4)) where σ ∈ S and f(x1, x2, x3, x4) ∈
C[x1, x2, x3, x4]. We put x
k
j1···jm
= (xj1 + · · · + xjm)
k ∈ C[x1, x2, x3, x4] for integers
j1, . . . , jm, k with 1 ≤ ja ≤ 4, k ≥ 0. For example, we have for σ, ρ, ν ∈ S,
xk1234 = (x1 + x2 + x3 + x4)
k, σρ · xk234 = σ · x
k
ρ(2)ρ(3)ρ(4) = x
k
σρ(2)σρ(3)σρ(4) ,
σ ·
[
xk11234x
k2
234 + x
k1
1ν(3)x
k2
ν(3)2
]
= xk1
σ(1)σ(2)σ(3)σ(4)x
k2
σ(2)σ(3)σ(4) + x
k1
σ(1)σν(3)x
k2
σν(3)σ(2) .
The parameterized sum formula for quadruple zeta values is as follows.
THEOREM 1.1. Let l be an integer with l ≥ 5, and x1, x2, x3, x4 be parameters. Let∑′ mean running over all positive integers l1, l2, l3, l4 satisfying l1 ≥ 2 and l1+ l2+ l3+
l4 = l, and ζ(l) mean ζ(l1, l2, l3, l4). Then we have
∑′{∑
σ∈S
σ · [xl1−11234x
l2−1
234 x
l3−1
34 x
l4−1
4 ] (1.3)
−
∑
σ∈C∪C(34)
σ ·
[ ∑
ρ∈〈(234)〉
xl1−1134 x
l2−1
ρ(2)ρ(3)ρ(4)x
l3−1
ρ(3)ρ(4)x
l4−1
ρ(4)
+
∑
ρ∈〈(24)〉
xl1−1314 x
l2−1
14 x
l3−1
ρ(2)ρ(4)x
l4−1
ρ(4) + x
l1−1
341 x
l2−1
41 x
l3−1
1 x
l4−1
2
]
+
∑
σ∈C
σ ·
[ ∑
ρ∈〈(ν(2)4)〉
∑
ν∈C
xl1−11ν(3)x
l2−1
ν(3)2x
l3−1
ρν(2)ρ(4)x
l4−1
ρ(4) +
∑
ν∈C
xl1−1
ν(1)3x
l2−1
2ν(3)x
l3−1
ν(3) x
l4−1
ν(4)
+xl1−141 x
l2−1
1 x
l3−1
2 x
l4−1
3 − x
l1−1
1 x
l2−1
2 x
l3−1
3 x
l4−1
4
]}
ζ(l)
=
( ∑
l1,l2,l3,l4≥1
(l1+l2+l3+l4=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4
)
ζ(l).
We see that (1.3) is a straightforward generalization of the original sum formula
because (1.3) with (x1, x2, x3, x4) = (1, 0, 0, 0) gives (1.2) for n = 4, and that (1.3) is
invariant under C since
∑
σ∈S and
∑
σ∈Cα
(α ∈ S) are unchanged under any left action
of C.
As applications of the parameterized sum formula, we give the weighted sum formu-
las in Theorem 1.2 below, which consist of the known formulas (1.4), (1.5) and (1.6),
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and the new formula (1.7) whose weights have not only powers of 2 but also powers
of 3. To be exact, (1.4) and (1.6) were the results of [5, Theorem 1.1] and [19, Main
Theorem] for quadruple zeta values, respectively. It seems that (1.5) is not printed out
anywhere, but (1.5) is easily derived from subtracting (1.6) from twice (1.4).
THEOREM 1.2 (cf. [5] and [19]). Let l,
∑′ and ζ(l) be as in Theorem 1.1.
(i) We have∑′(
2l123−2 + 2l12−2 + 2l1−1 − 2l23−1 − 2l2−1
)
ζ(l) = lζ(l), (1.4)∑′(
2l123−1 + 2l12−1 − 2l23 − 2l2 − 2l3+1
)
ζ(l) = (l − 3)ζ(l), (1.5)∑′(
2l1 + 2l3+1
)
ζ(l) = (l + 3)ζ(l). (1.6)
(ii) We have
∑′(
3l22l1−1 − 3l2 − 1
)
2l13ζ(l) =
(l + 1)(l2 + 5l − 18)
12
ζ(l). (1.7)
We outline the ways to prove the theorems. Theorem 1.1 is shown by a similar way
adopted in [13], that is, we give some identities for multiple polylogarithms instead of
multiple zeta values, and induce (1.3) from the identities by using asymptotic properties
of multiple polylogarithms. Formulas (1.4) and (1.5) in Theorem 1.2 are directly proved
by substituting special values for the parameters in (1.3), and (1.6) and (1.7) are
induced from Q-linear combinations of equations obtained by substitutions.
It is worth noting that we also obtain some weighted sum formulas whose weights
are written in terms of powers of 2 and 3 in the course of the proof of (1.7), which
do not have smart expressions like (1.7) (see Remark 4.2). Furthermore, we prove an
equation about a cyclic sum of quadruple zeta values, which is related to Hoffman’s
result [7, Theorem 2.2], in giving the identities for multiple polylogarithms (see Remark
2.4).
The paper is organized as follows. In §2 which has three subsections, we discuss
some facts about double, triple and quadruple polylogarithms as a preparation to prove
the theorems. §3 and §4 devote the proofs of Theorems 1.1 and 1.2, respectively.
2 Parameterized sums of multiple polylogarithms
Let Lil1,...,ln(z1, . . . , zn) be the multiple polylogarithm which is defined by
Lil1,...,ln(z1, . . . , zn) :=
∑
m1>···>mn>0
zm1−m21 · · · z
mn−1−mn
n−1 z
mn
n
ml11 · · ·m
ln−1
n−1m
ln
n
(2.1)
=
∑
m1,...,mn>0
zm11 · · · z
mn−1
n−1 z
mn
n
(m1 + · · ·+mn)
l1 · · · (mn−1 +mn)
ln−1 mlnn
for an index set (l1, . . . , ln) of positive integers and a n-tuple (z1, . . . , zn) of complex
numbers with |zj | < 1. We define parameterized sums of double, triple and quadruple
polylogarithms by
DLl(x1, x2; z1, z2) :=
∑†
xl1−11 x
l2−1
2 Lil(z1, z2), (2.2)
3
TLl(x1, x2, x3; z1, z2, z3) :=
∑†
xl1−11 x
l2−1
2 x
l3−1
3 Lil(z1, z2, z3),
QLl(x1, x2, x3, x4; z1, z2, z3, z4) :=
∑†
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4 Lil(z1, z2, z3, z4),
where
∑† means running over all positive integers l1, . . . , ln with l = l1+ · · ·+ ln and l
does (l1, . . . , ln) for suitable n. We also denote x
l−1Lil(z) by SLl(x; z) for convenience.
We note that
∑† and ∑′ are different; ∑† contains l1 = 1 but ∑′ does not.
In this section, we give some identities for the above parameterized sums, and cal-
culate constant terms of asymptotic expansions of functions appearing in the identities.
This section has three subsections; The first and second subsections devote the proofs
of the identities, which are derived from harmonic and shuffle relations (see the sub-
sections for details of the relations). In the third subsection, we calculate constant
terms.
2.1 An identity derived from harmonic relations
The purpose of this subsection is to prove the following identity. We will give the proof
in the end of this subsection.
PROPOSITION 2.1. Let 〈z〉n denote the n-tuple (z, z2, . . . , zn), and l be an integer
with l ≥ 4. Then we have
−
∑
σ∈C
σ ·QLl(x1, x2, x3, x4; 〈z〉
4) (2.3)
+
∑
a≥3,b≥1
(a+b=l)
∑
σ∈C
σ · [TLa(x1, x2, x3; 〈z〉
3)SLb(x4; z)]
+
∑
a,b≥2
(a+b=l)
∑
σ∈C
σ · [DLa(x1, x2; 〈z〉
2)DLb(x3, x4; 〈z〉
2)]
−
∑
a≥2,b,c≥1
(a+b+c=l)
∑
σ∈C
σ · [DLa(x1, x2; 〈z〉
2)SLb(x3; z)SLc(x4; z)]
+
∑
a,b,c,d≥1
(a+b+c+d=l)
SLa(x1; z)SLb(x2; z)SLc(x3; z)SLd(x4; z)
=
( ∑
l1,l2,l3,l4≥1
(l1+l2+l3+l4=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4
)
Lil(z
4).
We prepare some notation for the discussion after this. Let A (⊂ S) be the al-
ternating group of degree four. Let σ · (f1, . . . , fn) denote (σ · f1, . . . , σ · fn) for any
permutation σ of S and ordered set (f1, . . . , fn) of polynomials in four variables. We
especially consider the case that each fj is expressed by lj1···jm (1 ≤ ja ≤ 4), where
l1, l2, l3, l4 are positive integers. For a multiple polylogarithm Lil(z, w, . . .) having such
an ordered set l, we set σ · Lil(z, w, . . .) := Liσ·l(z, w, . . .), and extended it to the
Q-algebra spanned by Lil(z, w, . . .)’s naturally. For example,
σ · [Lil12,l34(z
2, z4) + Lil123(z
3)Lil4(z)] = Liσ·(l12 ,l34)(z
2, z4) + Liσ·l123(z
3)Liσ·l4(z)
4
= Lilσ(1)σ(2),lσ(3)σ(4)(z
2, z4) + Lilσ(1)σ(2)σ(3)(z
3)Lilσ(4)(z).
The key relations for the proof of (2.3) are the following harmonic relations which
are derived from decomposition of summation.
LEMMA 2.2. Let l1, l2, l3, l4 be positive integers.
(i) We have
Lil1,l2,l3(〈z〉
3)Lil4(z) =
∑
σ∈U1
σ · Lil1,l2,l3,l4(〈z〉
4)
+ (243) · [Lil12,l3,l4(z
2, z3, z4) + Lil1,l23,l4(z, z
3, z4)] + Lil1,l2,l34(z, z
2, z4), (2.4)
where
U1 = {e, (34), (243), (1432)}. (2.5)
(ii) We have
Lil1,l2(〈z〉
2)Lil3,l4(〈z〉
2) =
∑
σ∈U2
σ · Lil1,l2,l3,l4(〈z〉
4)
+
∑
σ∈V2
σ · [Lil12,l3,l4(z
2, z3, z4) + Lil1,l23,l4(z, z
3, z4) + Lil1,l2,l34(z, z
2, z4)]
+ (23) · Lil12,l34(z
2, z4), (2.6)
where
V2 = {(23), (1342)}, U2 = V2 ∪ {e, (13)(24), (132), (234)}. (2.7)
(iii) We have
Lil1,l2(〈z〉
2)Lil3(z)Lil4(z) =
∑
σ∈U3
σ · Lil1,l2,l3,l4(〈z〉
4)
+
∑
σ∈Va3
σ · Lil12,l3,l4(z
2, z3, z4) +
∑
σ∈Vb3
σ · Lil1,l23,l4(z, z
3, z4) +
∑
σ∈Vc3
σ · Lil1,l2,l34(z, z
2, z4)
+
∑
σ∈W3
σ · Lil12,l34(z
2, z4) + (24) · Lil123 ,l4(z
3, z4) + Lil1,l234(z, z
4), (2.8)
where
W3 = {(23), (24)}, V3 = W3 ∪ {(34), (1342), (1423), (1432)}, (2.9)
Va3 = V3 \ {(34)}, V
b
3 = V3 \ {(1432)}, V
c
3 = V3 \ {(1423)},
U3 = V3 ∪ {e, (13)(24), (132), (142), (234), (243)}.
(iv) We have
Lil1(z)Lil2(z)Lil3(z)Lil4(z) =
∑
σ∈S
σ · Lil1,l2,l3,l4(〈z〉
4)
+
∑
σ∈A
σ · [Lil12,l3,l4(z
2, z3, z4) + Lil1,l23,l4(z, z
3, z4) + Lil1,l2,l34(z, z
2, z4)]
+
∑
σ∈C∪C(14)
σ · Lil12,l34(z
2, z4) +
∑
σ∈C
σ · [Lil123,l4(z
3, z4) + Lil1,l234(z, z
4)] + Lil1234(z
4).
(2.10)
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Proof. By (2.1), we have
Lil1,l2,l3(z1, z2, z3)Lil4(z4) =
∑
m1>m2>m3>0
m4>0
zm1−m21 z
m2−m3
2 z
m3
3 z
m4
4
ml11 m
l2
2 m
l3
3 m
l4
4
.
From this and the decomposition of the summation∑
m1>m2>m3>0
m4>0
=
∑
m1>m2>m3>m4>0
+
∑
m1>m2>m4>m3>0
+
∑
m1>m4>m2>m3>0
+
∑
m4>m1>m2>m3>0
+
∑
m1=m4>m2>m3>0
+
∑
m1>m2=m4>m3>0
+
∑
m1>m2>m3=m4>0
,
we see that
Lil1,l2,l3(z1, z2, z3)Lil4(z4) = Lil1,l2,l3,l4(z1, z2, z3, z
∗
34) + Lil1,l2,l4,l3(z1, z2, z
∗
24, z
∗
34)
+ Lil1,l4,l2,l3(z1, z
∗
14, z
∗
24, z
∗
34) + Lil4,l1,l2,l3(z4, z
∗
14, z
∗
24, z
∗
34)
+ Lil14,l2,l3(z
∗
14, z
∗
24, z
∗
34) + Lil1,l24,l3(z1, z
∗
24, z
∗
34) + Lil1,l2,l34(z1, z2, z
∗
34), (2.11)
where we put z∗j1···jm = zj1 · · · zjm. By (2.11) with (z1, z2, z3, z4) = (z, z
2, z3, z) and
Table 1, we obtain (2.4).
As the same way, we see from the decomposition of
∑
m1>m2>0
m3>m4>0
that
Lil1,l2(z1, z2)Lil3,l4(z3, z4) = Lil1,l2,l3,l4(z1, z2, z
∗
23, z
∗
24) + Lil1,l3,l2,l4(z1, z
∗
13, z
∗
23, z
∗
24)
+ Lil1,l3,l4,l2(z1, z
∗
13, z
∗
14, z
∗
24) + Lil3,l1,l2,l4(z3, z
∗
13, z
∗
23, z
∗
24) + Lil3,l1,l4,l2(z3, z
∗
13, z
∗
14, z
∗
24)
+ Lil3,l4,l1,l2(z3, z4, z
∗
14, z
∗
24) + Lil13,l2,l4(z
∗
13, z
∗
23, z
∗
24) + Lil13,l4,l2(z
∗
13, z
∗
14, z
∗
24)
+ Lil1,l23,l4(z1, z
∗
23, z
∗
24) + Lil3,l14,l2(z3, z
∗
14, z
∗
24) + Lil1,l3,l24(z1, z
∗
13, z
∗
24)
+ Lil3,l1,l24(z3, z
∗
13, z
∗
24) + Lil13,l24(z
∗
13, z
∗
24), (2.12)
which with (z1, z2, z3, z4) = (z, z
2, z, z2) and Table 1 proves (2.6).
We will verify (2.8) by using (2.6). For this we need the following harmonic relations
which are obtained by the decomposition of
∑
m1>0
m2>0
and the one of
∑
m1>m2>0
m3>0
;
Lik1(w1)Lik2(w2) = Lik1,k2(w1, w
∗
12) + Lik2,k1(w2, w
∗
12) + Lik12(w
∗
12), (2.13)
Lik1,k2(w1, w2)Lik3(w3) = Lik1,k2,k3(w1, w2, w
∗
23) (2.14)
+Lik1,k3,k2(w1, w
∗
13, w
∗
23) + Lik3,k1,k2(w3, w
∗
13, w
∗
23)
+Lik13,k2(w
∗
13, w
∗
23) + Lik1,k23(w1, w
∗
23).
By (2.13) with (w1, w2) = (z, z) and (k1, k2) = (l3, l4), and (2.14) with (w1, w2, w3) =
(z, z2, z2) and (k1, k2, k3) = (l1, l2, l34), we obtain
Lil3(z)Lil4(z) =
∑
σ∈〈(34)〉
σ · Lil3,l4(〈z〉
2) + Lil34(z
2), (2.15)
Lil1,l2(〈z〉
2)Lil34(z
2) = (1423) · Lil12,l3,l4(z
2, z3, z4) (2.16)
+(24) · Lil1,l23,l4(z, z
3, z4) + (34) · Lil1,l2,l34(z, z
2, z4)
6
Table 1: Each row of the lists gives the conditions of l and σ for l = σ · l′, where
l′ ∈ {(l12, l3, l4), (l1, l23, l4), (l1, l2, l34), (l12, l34), (l123, l4), (l1, l234)}.
l
′ = (l12, l3, l4) l′ = (l1, l23, l4) l′ = (l1, l2, l34)
l σ l σ l σ
(l12, l3, l4) e, (12) (l1, l23, l4) e, (23) (l1, l2, l34) e, (34)
(l12, l4, l3) (12)(34), (34) (l1, l24, l3) (243), (34) (l1, l3, l24) (234), (23)
(l13, l2, l4) (132), (23) (l1, l34, l2) (234), (24) (l1, l4, l23) (243), (24)
(l13, l4, l2) (234), (1342) (l2, l13, l4) (123), (12) (l2, l1, l34) (12)(34), (12)
(l14, l2, l3) (243), (1432) (l2, l14, l3) (12)(34), (1243) (l2, l3, l14) (123), (1234)
(l14, l3, l2) (142), (24) (l2, l34, l1) (124), (1234) (l2, l4, l13) (124), (1243)
(l23, l1, l4) (123), (13) (l3, l12, l4) (132), (13) (l3, l1, l24) (132), (1342)
(l23, l4, l1) (134), (1234) (l3, l14, l2) (13)(24), (1342) (l3, l2, l14) (134), (13)
(l24, l1, l3) (143), (1243) (l3, l24, l1) (134), (1324) (l3, l4, l12) (13)(24), (1324)
(l24, l3, l1) (124), (14) (l4, l12, l3) (143), (1432) (l4, l1, l23) (142), (1432)
(l34, l1, l2) (13)(24), (1423) (l4, l13, l2) (142), (1423) (l4, l2, l13) (143), (14)
(l34, l2, l1) (14)(23), (1324) (l4, l23, l1) (14)(23), (14) (l4, l3, l12) (14)(23), (1423)
l
′ = (l12, l34)
l σ
(l12, l34) e, (12)(34), (12), (34)
(l13, l24) (132), (234), (23), (1342)
(l14, l23) (142), (243), (24), (1432)
(l23, l14) (123), (134), (13), (1234)
(l24, l13) (124), (143), (14), (1243)
(l34, l12) (13)(24), (14)(23), (1423), (1324)
l
′ = (l123, l4) l′ = (l1, l234)
l σ l σ
(l123, l4) e, (123), (132), (12), (13), (23) (l1, l234) e, (234), (243), (23), (24), (34)
(l124, l3) (12)(34), (143), (243), (34), (1243), (1432) (l2, l134) (12)(34), (123), (124), (12), (1234), (1243)
(l134, l2) (13)(24), (142), (234), (24), (1342), (1423) (l3, l124) (13)(24), (132), (134), (13), (1324), (1342)
(l234, l1) (14)(23), (124), (134), (14), (1234), (1324) (l4, l123) (14)(23), (142), (143), (14), (1423), (1432)
+(24) · Lil123,l4(z
3, z4) + Lil1,l234(z, z
4).
By (2.15), we also get
Lil1,l2(〈z〉
2)Lil3(z)Lil4(z)
=
∑
σ∈〈(34)〉
σ · [Lil1,l2(〈z〉
2)Lil3,l4(〈z〉
2)] + Lil1,l2(〈z〉
2)Lil34(z
2). (2.17)
Since direct calculations show that
〈(34)〉 · U2 = U3,
〈(34)〉 · V2 = {(23), (1342), (243), (142)},
〈(34)〉 · (23) = {(23), (243)},
(2.6), (2.16) and (2.17) with Table 1 prove (2.8).
We verify (2.10) finally. To exactly express the decomposition of a summation by
permutations is difficult in general, but the case of
∑
m1,m2,m3,m4>0
is not since the
summation is invariant under S and its decomposition can be understood in terms of
quotient sets of S as we see below. For an odd permutation (ij), A is a transversal of
S/〈(ij)〉 since the numbers of A and S/〈(ij)〉 are equal and the canonical projection of
A into S/〈(ij)〉 is injective. It also follwos from Table 1 that C ∪C(14) is a transversal
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of S/〈(12), (34)〉, since C = {e, (1234), (13)(24), (1432)}, C(14) = {e, (1234)}(14) =
{(14), (234)}, and S/〈(12), (34)〉 is isomorphic to {(lj1j2, lj3j4) | 1 ≤ ja ≤ 4, ja 6= jb(a 6=
b)}/ ∼ by representation theory, where we say that l1 ∼ l2 for li ∈
{
(lj1j2, lj3j4)
}
if
and only if there is a permutation σ such that l1 = σ · l2. Similarly it holds that C
is a transversal of S/Si, where Si denotes {σ ∈ S |σ(i) = i} and i = 1, 4. Let N be
the set of positive integers and m mean a lattice point (m1, m2, m3, m4) in N
4. Since
A, C ∪ C(14) and C are transversals of certain quotient sets, the lattice points in N
4
decompose into the following disjoint subsets;
{m |mσ(1) > mσ(2) > mσ(3) > mσ(4)}, {m |mτ(1) = mτ(2) > mτ(3) > mτ(4)},
{m |mτ(1) > mτ(2) = mτ(3) > mτ(4)}, {m |mτ(1) > mτ(2) > mτ(3) = mτ(4)},
{m |mρ(1) = mρ(2) > mρ(3) = mρ(4)}, {m |mν(1) = mν(2) = mν(3) > mν(4)},
{m |mν(1) > mν(2) = mν(3) = mν(4)}, {m |m1 = m2 = m3 = m4},
where σ ∈ S, τ ∈ A, ρ ∈ C ∪ C(14) and ν ∈ C. Similarly to (2.4) and (2.6), (2.10)
follows from the decomposition of
∑
m1,m2,m3,m4>0
induced by the one above. 
We prepare some equations in order to prove Proposition 2.1, which are obtained by
summing up each harmonic relation in Lemma 2.2 with (l1, l2, l3, l4) = σ · (l1, l2, l3, l4)
for all σ ∈ C.
LEMMA 2.3. Let l1, l2, l3, l4 be positive integers.
(i) We have
∑
σ∈C
σ · [Lil1,l2,l3(〈z〉
3)Lil4(z)] =
(
2
∑
σ∈C
+
∑
σ∈C(12)
+
∑
σ∈C(34)
)
σ · Lil1,l2,l3,l4(〈z〉
4)
+
(∑
σ∈A
−
∑
σ∈C(13)
−
∑
σ∈C(23)
)
σ · [Lil12,l3,l4(z
2, z3, z4) + Lil1,l23,l4(z, z
3, z4)
+ Lil1,l2,l34(z, z
2, z4)]. (2.18)
(ii) We have
∑
σ∈C
σ · [Lil1,l2(〈z〉
2)Lil3,l4(〈z〉
2)] =
(∑
σ∈C
+
∑
σ∈C(14)
+
∑
σ∈C(23)
)
σ · Lil1,l2,l3,l4(〈z〉
4)
+
∑
σ∈C(23)
σ · [Lil12,l3,l4(z
2, z3, z4) + Lil1,l23,l4(z, z
3, z4) + Lil1,l2,l34(z, z
2, z4)]
+
∑
σ∈C(14)
σ · Lil12,l34(z
2, z4). (2.19)
(iii) We have
∑
σ∈C
σ · [Lil1,l2(〈z〉
2)Lil3(z)Lil4(z)] =
(
2
∑
σ∈S
+
∑
σ∈C
−
∑
σ∈C(13)
)
σ · Lil1,l2,l3,l4(〈z〉
4)
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+(
2
∑
σ∈A
−
∑
σ∈C(13)
)
σ · [Lil12,l3,l4(z
2, z3, z4) + Lil1,l23,l4(z, z
3, z4) + Lil1,l2,l34(z, z
2, z4)]
+
(∑
σ∈C
+2
∑
σ∈C(14)
)
σ · Lil12,l34(z
2, z4) +
∑
σ∈C
σ · [Lil123 ,l4(z
3, z4) + Lil1,l234(z, z
4)]. (2.20)
Proof. We see from direct calculations that S is decomposed into the six right cosets
C = {e, (1234), (13)(24), (1432)}, C(12) = {(12), (134), (1423), (243)},
C(13) = {(13), (14)(23), (24), (12)(34)}, C(14) = {(14), (234), (1243), (132)},
C(23) = {(23), (124), (1342), (143)}, C(34) = {(34), (123), (1324), (142)},
(2.21)
and from Table 1 that
C ≡ C(12), C(13) ≡ C(34), C(14) ≡ C(23) in S/〈(12)〉,
C ≡ C(23), C(12) ≡ C(34), C(13) ≡ C(14) in S/〈(23)〉,
C ≡ C(34), C(12) ≡ C(13), C(14) ≡ C(23) in S/〈(34)〉.
(2.22)
By (2.21) we obtain∑
σ∈C· U1
= 2
∑
σ∈C
+
∑
σ∈C(12)
+
∑
σ∈C(34)
,
∑
σ∈C(243)
=
∑
σ∈C(12)
.
Summing up (2.4) with (l1, l2, l3, l4) = σ · (l1, l2, l3, l4) for σ ∈ C thus gives (2.18) since
A is a transversal of S/〈(12)〉, S/〈(23)〉 or S/〈(34)〉.
Similarly we find from direct calculations that C · V2 = C(23) and C · U2 = C ∪
C(14)∪C(23), and from Table 1 that C(23) ≡ C(14) in S/〈(12), (34)〉. Therefore summing
up (2.6) with (l1, l2, l3, l4) = σ · (l1, l2, l3, l4) for σ ∈ C gives (2.19).
We see from (2.21) that∑
σ∈C·W3
=
∑
σ∈C(13)
+
∑
σ∈C(23)
,
∑
σ∈C·V3
=
∑
σ∈C
+
∑
σ∈C(12)
+
∑
σ∈C(13)
+2
∑
σ∈C(23)
+
∑
σ∈C(34)
,
∑
σ∈C· U3
= 2
∑
σ∈S
+
∑
σ∈C
−
∑
σ∈C(13)
,
and from Table 1 that C(13) ≡ C, C(23) ≡ C(14) in S/〈(12), (34)〉 and C(24) ≡ C in S/S
4.
Because of (2.22), summing up (2.8) with (l1, l2, l3, l4) = σ · (l1, l2, l3, l4) for σ ∈ C also
gives (2.20). 
We prove Proposition 2.1.
Proof of Proposition 2.1. It follows from (2.10), (2.18), (2.19) and (2.20) that∑
σ∈C
σ · [Lil1,l2,l3(〈z〉
3)Lil4(z)− Lil1,l2(〈z〉
2)Lil3(z)Lil4(z)]
+
∑
σ∈C
σ · [Lil1,l2(〈z〉
2)Lil3,l4(〈z〉
2)] + Lil1(z)Lil2(z)Lil3(z)Lil4(z) (2.23)
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=
∑
σ∈C
σ · Lil1,l2,l3,l4(〈z〉
4) + Lil1234(z
4).
Adding together (2.23) up to xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4 for all positive integers l1, l2, l3, l4
with l1 + l2 + l3 + l4 = l proves (2.3). 
REMARK 2.4. Let l = (l1, l2, l3, l4) be an index set of integers with lj ≥ 2. By (2.23)
with z = 1, we obtain an equation for a cyclic sum of ζ(l),∑
σ∈C
σ · ζ(l) = ζ(l1)ζ(l2)ζ(l3)ζ(l4) +
∑
σ∈C
σ · [ζ(l1, l2)ζ(l3, l4)]
+
∑
σ∈C
σ · [ζ(l1, l2, l3)ζ(l4)− ζ(l1, l2)ζ(l3)ζ(l4)]− ζ(l1234). (2.24)
On the other hand, Hoffman [7, Theorem 2.2] proved equations for symmetric sums
of multiple zeta values. The equations in cases of double, triple and quadruple zeta
values are as follows. (Note that A instead of ζ is used for a symbol of multiple zeta
value in [7].)∑
σ∈S2
σ · ζ(l2) = ζ(l1)ζ(l2)− ζ(l12), (2.25)
∑
σ∈S3
σ · ζ(l3) = ζ(l1)ζ(l2)ζ(l3)−
∑
σ∈〈(123)〉
σ · [ζ(l12)ζ(l3)] + 2ζ(l123), (2.26)
∑
σ∈S
σ · ζ(l) = ζ(l1)ζ(l2)ζ(l3)ζ(l4)−
∑
σ∈C∪C(14)
σ · [ζ(l12)ζ(l3)ζ(l4)] (2.27)
+
∑
σ∈〈(123)〉
σ · [ζ(l12)ζ(l34)] + 2
∑
σ∈C
σ · [ζ(l123)ζ(l4)]− 6ζ(l1234),
where we put l2 = (l1, l2) and l3 = (l1, l2, l3).
By virtue of (2.25) and (2.26), summing up (2.24) with the left actions of σ ∈
{e, (12), (13), (14), (23), (34)} yields (2.27) after some calculations.
2.2 Identities derived from shuffle relations
The purpose of this subsection is to prove the following identities.
PROPOSITION 2.5. Let {z}n denote the n-tuple (z, . . . , z), and l be an integer with
l ≥ 4.
(i) We have∑
a≥3,b≥1
(a+b=l)
TLa(x1, x2, x3; {z}
3)SLb(x4; z) =
∑
ρ∈〈(34)〉
QLl(x14, x24, xρ(3)ρ(4), xρ(4); {z}
4)
+QLl(x14, x42, x2, x3; {z}
4) +QLl(x41, x1, x2, x3; {z}
4). (2.28)
(ii) We have∑
a,b≥2
(a+b=l)
DLa(x1, x2; {z}
2)DLb(x3, x4; {z}
2) (2.29)
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=
∑
σ∈〈(13)(24)〉
σ ·
[ ∑
ρ∈〈(24)〉
QLl(x13, x32, xρ(2)ρ(4), xρ(4); {z}
4) +QLl(x13, x23, x3, x4; {z}
4)
]
.
(iii) We have∑
a≥2,b,c≥1
(a+b+c=l)
DLa(x1, x2; {z}
2)SLb(x3; z)SLc(x4; z) (2.30)
=
∑
σ∈〈(34)〉
σ ·
[ ∑
ρ∈〈(234)〉
QLl(x134, xρ(2)ρ(3)ρ(4), xρ(3)ρ(4), xρ(4); {z}
4)
+
∑
ρ∈〈(24)〉
QLl(x314, x14, xρ(2)ρ(4), xρ(4); {z}
4) +QLl(x341, x41, x1, x2; {z}
4)
]
.
(iv) We have ∑
a,b,c,d≥1
(a+b+c+d=l)
SLa(x1; z)SLb(x2; z)SLc(x3; z)SLd(x4; z) (2.31)
=
∑
σ∈S
σ ·QLl(x1234, x234, x34, x4; {z}
4).
As we see in the proof below, each coefficient of xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4 ’s of the above
identities is a shuffle relation for quadruple polylogarithms because of the equivalence
between partial fraction expansions and shuffle relations (see [6] and [12]).
Proof of Proposition 2.5. By the partial fraction procedure (see [21, Lemma 2.3] for
example), we obtain
1
m123m23m3m4
=
∑
σ∈U1
1
mσ(1)σ(2)σ(3)σ(4)mσ(2)σ(3)σ(4)mσ(3)σ(4)mσ(4)
where U1 is the set defined in (2.5). By replacing mj by mj − tyj and calculating the
coefficient of tl−4, we get
∑
a≥3,b≥1
(a+b=l)
( ∑
l1,l2,l3≥1
(l1+l2+l3=a)
yl1−1123 y
l2−1
23 y
l3−1
3
ml1123m
l2
23m
l3
3
)
yb−14
mb4
=
∑
σ∈U1
∑
l1,l2,l3,l4≥1
(l1+l2+l3+l4=l)
yl1−1
σ(1)σ(2)σ(3)σ(4)y
l2−1
σ(2)σ(3)σ(4)y
l3−1
σ(3)σ(4)y
l4−1
σ(4)
ml1
σ(1)σ(2)σ(3)σ(4)m
l2
σ(2)σ(3)σ(4)m
l3
σ(3)σ(4)m
l4
σ(4)
. (2.32)
By (2.1) and (2.2), the sum of (2.32) up to zm1234 for all positive integers m1, m2, m3, m4
gives∑
a≥3,b≥1
(a+b=l)
TLa(y123, y23, y3; {z}
3)SLb(y4; z) =
∑
σ∈U1
σ ·QLl(y1234, y234, y34, y4; {z}
4),
which with (y1, y2, y3, y4) = (x1 − x2, x2 − x3, x3, x4) proves (2.28).
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In the same way, we can find from the partial fraction expansion
1
m12m2m34m4
=
∑
σ∈U2
1
mσ(1)σ(2)σ(3)σ(4)mσ(2)σ(3)σ(4)mσ(3)σ(4)mσ(4)
that∑
a,b≥2
(a+b=l)
DLa(y12, y2; {z}
2)DLb(y34, y4; {z}
2) =
∑
σ∈U2
σ ·QLl(y1234, y234, y34, y4; {z}
4),
which with (y1, y2, y3, y4) = (x1 − x2, x2, x3 − x4, x4) proves (2.29).
Identity (2.30) can be reduced to (2.29) by using∑
b,c≥1
(b+c=k)
SLb(x3; z)SLc(x4; z) =
∑
σ∈〈(34)〉
σ ·DLk(x34, x4; {z}
2)
for integers k ≥ 2, which are obtained by the typical partial fraction expansion
1/m3m4 = 1/m34m4 + 1/m43m3.
Identity (2.31) is proved by the partial fraction expansion
1
m1m2m3m4
=
∑
σ∈S
1
mσ(1)σ(2)σ(3)σ(4)mσ(2)σ(3)σ(4)mσ(3)σ(4)mσ(4)
similarly to (2.28) and (2.29). 
2.3 Asymptotic properties
Let O denote the Landau symbol. For any function F (z) which has a polynomial P (T )
and a positive number J > 0, and satisfies the asymptotic property
F (z) = P
(
− log(1− z)
)
+O
(
(1− z)(log(1− z))J
)
(z ր 1), (2.33)
we define the constant term of P (T ) by C0
(
F (z)
)
, that is, C0
(
F (z)
)
= P (0). Here
z ր 1 means bringing z close to 1 under the condition 0 < z < 1. Function C0 is well
defined since P (T ) is uniquely determined by (2.33).
In this subsection, we evaluate images of some functions written in terms of mul-
tiple polylogarithms under C0, which enable us to calculate the constant terms of the
asymptotic expansions of the functions appearing in Propositions 2.1 and 2.5.
Firstly we introduce the basic asymptotic properties about the multiple polyloga-
rithms Lil1,...,ln({z}
n) which were shown in [11, §2].
LEMMA 2.6 ([11]). For any multiple polylogarithm Lil1,...,ln({z}
n), there are a unique
polynomial Zxl1,...,ln(T ) and a positive number J > 0 such that (2.33) holds.
We call Zxl1,...,ln(0) the regularized multiple zeta value, and denote it by ζ
x(l1, . . . , ln).
It is obvious by definition that
C0
(
Lil1,...,ln({z}
n)
)
= ζx(l1, . . . , ln). (2.34)
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For example, ζx(l1, . . . , ln) = ζ(l1, . . . , ln) for l1 ≥ 2, and ζ
x({1}n) = 0 because
Li1(z) = − log(1− z) and Li{1}n({z}
n) =
Li1(z)
n
n!
, (2.35)
where the last equation is a shuffle relation derived from
1
m1 · · ·mn
=
∑
σ∈Sn
1
mσ(1)σ(2)···σ(n)mσ(2)···σ(n) · · ·mσ(n)
.
We define parameterized sums of regularized double, triple and quadruple zeta
values by
D
x
l (x1, x2) :=
∑†
xl1−11 x
l2−1
2 ζ
x(l), (2.36)
T
x
l (x1, x2, x3) :=
∑†
xl1−11 x
l2−1
2 x
l3−1
3 ζ
x(l),
Q
x
l (x1, x2, x3, x4) :=
∑†
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4 ζ
x(l),
where l means (l1, . . . , ln) for suitable n. We also denote x
l−1ζx(l) by Sxl (x) for
convenience, and easily see that C0
(
SLl(x; z)
)
= Sxl (x) by definition.
The objective images under C0 are in Propositions 2.7 and 2.8 below. The images in
Proposition 2.7 (resp. 2.8) enable us to calculate the constant terms of the asymptotic
expansions of the functions appearing in Proposition 2.1 (resp. 2.5).
PROPOSITION 2.7. Let l be a positive integer. We assume that l ≥ 2 in the first,
l ≥ 3 in the second, and l ≥ 5 in the third equation. Then we have
C0
(
DLl(x1, x2; 〈z〉
2)
)
= Dxl (x1, x2) +


0 (l > 2),
−
ζ(2)
2
(l = 2),
(2.37)
C0
(
TLl(x1, x2, x3; 〈z〉
3)
)
= Txl (x1, x2, x3)
+


−
ζ(2)ζ(l− 2)
2
xl−33 (l > 3),
ζ(3)
3
(l = 3),
(2.38)
C0
(
QLl(x1, x2, x3, x4; 〈z〉
4)
)
= Qxl (x1, x2, x3, x4)
−
ζ(2)
2
D
x
l−2(x3, x4) +
ζ(3)ζ(l− 3)
3
xl−44 . (2.39)
PROPOSITION 2.8. Let l be an integer as in Proposition 2.7. Then we have
C0
(
DLl(x1, x2; {z}
2)
)
= Dxl (x1, x2), (2.40)
C0
(
TLl(x1, x2, x3; {z}
3)
)
= Txl (x1, x2, x3), (2.41)
C0
(
QLl(x1, x2, x3, x4; {z}
4)
)
= Qxl (x1, x2, x3, x4). (2.42)
By comparing Propositions 2.7 with 2.8, we see that the images of
DLl(x1, x2; 〈z〉
2), TLl(x1, x2, x3; 〈z〉
3) and QLl(x1, x2, x3, x4; 〈z〉
4)
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under C0 are nearly equal to those of
DLl(x1, x2; {z}
2), TLl(x1, x2, x3; {z}
3) and QLl(x1, x2, x3, x4; {z}
4),
respectively, but they have some extra values.
We will prove the two propositions. Proposition 2.8 easily follows from (2.2), (2.34)
and (2.36). We give two lemmas in order to prove Proposition 2.7.
LEMMA 2.9. Let (l1, . . . , ln), (i1, . . . , in) and (j1, . . . , jn) be n-tuples of positive in-
tegers. Assume that i1 ≤ · · · ≤ in, j1 ≤ · · · ≤ jn and ia ≤ ja for every integer a.
If there is a positive integer d such that d < n, l1 = · · · = ld = 1, ld+1 > 1 and
ia = ja (a = 1, . . . , d), then
lim
zր1
(
Lil1,...,ln(z
i1 , . . . , zin)− Lil1,...,ln(z
j1 , . . . , zjn)
)
= 0. (2.43)
Proof. If ia = ja for any integer a with d + 1 ≤ a ≤ n, then Lil1,...,ln(z
i1 , . . . , zin) =
Lil1,...,ln(z
j1 , . . . , zjn) and (2.43) holds evidently. Suppose that it is false and b is the
smallest integer such that ib < jb. We set i0 = j0 = 0, and put i
′
a = ia − ia−1
and j′a = ja − ja−1 for every integer a. From the conditions 0 < i1 ≤ · · · ≤ in and
0 < j1 ≤ · · · ≤ jn, we easily see that i
′
1, j
′
1 > 0 and i
′
a, j
′
a ≥ 0 for any integer a with
2 ≤ a ≤ n. Since i′a = j
′
a (a = 1, . . . , b − 1) and i
′
b < j
′
b by the minimality of b, we
have
Lil1,...,ln(z
i1 , . . . , zin)− Lil1,...,ln(z
j1 , . . . , zjn)
=
∑
m1>···>mn>0
zi
′
1m1+···+i
′
nmn − zj
′
1m1+···+j
′
nmn
ml11 · · ·m
ln
n
=
∑
m1>···>mn>0
zi
′
1m1+···+i
′
b
mb(zi
′
b+1mb+1+···+i
′
nmn − z(j
′
b
−i′
b
)mb+j
′
b+1mb+1+···+j
′
nmn)
ml11 · · ·m
ln
n
.
We put i = i′1 and j = max
{
j′b − i
′
b, j
′
b+1, . . . , j
′
n
}
. It is clear that i, j > 0. Under the
condition 0 < z < 1, we thus see that
0 < Lil1,...,ln(z
i1 , . . . , zin)− Lil1,...,ln(z
j1, . . . , zjn) (2.44)
≤
∑
m1>···>mn>0
zim1(1− z(j
′
b
−i′
b
)mb+j
′
b+1mb+1+···+j
′
nmn)
ml11 · · ·m
ln
n
≤
∑
m1>···>mn>0
zim1(1− z(j
′
b
−i′
b
+j′
b+1+···+j
′
n)md+1)
ml11 · · ·m
ln
n
<
∑
m1>···>mn>0
zim1(1− znjmd+1)
ml11 · · ·m
ln
n
.
Since 1− zk = (1− z)
∑k−1
h=0 z
h < k(1− z) and ld+1 > 1, it follows that
∑
m1>···>mn>0
zim1(1− znjmd+1)
ml11 · · ·m
ln
n
(2.45)
14
< nj(1− z)
∑
m1>···>mn>0
zim1
ml11 · · ·m
ld+1−1
d+1 · · ·m
ln
n
≤ nj(1− z)
∑
m1>···>mn>0
zim1
m1 · · ·mn
= nj(1− z)Li{1}n({z
i}n).
We see from (2.35) that
lim
zր1
(1− z)Li{1}n({z
i}n) = 0,
which with (2.44) and (2.45) proves (2.43). 
We note the following facts; When l1, . . . , ln are positive integers, l1 · · · ln = 1 if and
only if l1 = · · · = ln = 1, and l1 · · · ln > 1 if and only if lj > 1 for some j.
LEMMA 2.10. Let l1, l2, l3, l4, l be positive integers. We assume that l = l1 + l2 + l3
in the second, and l = l1 + l2 + l3 + l4 and l ≥ 5 in the third equation. Then we have
C0
(
Lil1,l2(〈z〉
2)
)
= ζx(l1, l2) +
{
0 (l1l2 > 1),
− ζ(2)
2
(l1l2 = 1),
(2.46)
C0
(
Lil1,l2,l3(〈z〉
3)
)
= ζx(l1, l2, l3)
+


0 (l1l2 > 1),
− ζ(2)ζ(l−2)
2
(l1l2 = 1 and l3 > 1),
ζ(3)
3
(l1l2l3 = 1),
(2.47)
C0
(
Lil1,l2,l3,l4(〈z〉
4)
)
= ζx(l1, l2, l3, l4)
+


0 (l1l2 > 1),
− ζ(2)ζ(l3,l4)
2
(l1l2 = 1 and l3 > 1),
ζ(3)ζ(l−3)
3
− ζ(2)ζ
x (1,l−3)
2
(l1l2l3 = 1 and l4 > 1).
(2.48)
Proof. Strictly speaking, it is necessary to verify the fact that the polylogarithms in
the lemma have asymptotic properties such as (2.33). This fact is easily seen in the
courses of the proofs below by virtue of Lemmas 2.6 and 2.9, and we do not mention
it anymore.
Equations (2.46) and (2.47) except the case of l1l2l3 = 1 are proved in [13, Lemma
2.4], and we omit their proofs. The remaining case is derived as follows. We see
from (2.43) that C0
(
Li1,2(z, z
3)
)
= C0
(
Li1,2(z, z)
)
= ζx(1, 2). By using the harmonic
relation
Li1(z)Li1(z)Li1(z) = 6Li1,1,1(z, z
2, z3) + 3Li2,1(z
2, z3) + 3Li1,2(z, z
3) + Li3(z
3)
derived from the decomposition of
∑
m1,m2,m3>0
, we thus obtain
6C0
(
Li1,1,1(z, z
2, z3)
)
= −3ζ(2, 1)− 3ζx(1, 2)− ζ(3) = −3ζx(1, 2)− 4ζ(3),
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where we used the simplest sum formula ζ(2, 1) = ζ(3). This proves (2.47) for l1l2l3 = 1
since ζx(1, 2) = −2ζ(3) which follows from the image of the harmonic relation
Li1(z)Lik−1(z) = Li1,k−1(z, z
2) + Lik−1,1(z, z
2) + Lik(z
2) (2.49)
under C0 for k = 3.
Equation (2.48) for l1l2 > 1 is clear because of (2.34) and (2.43).
We prove (2.48) for l1l2 = 1 and l3 > 1. By (2.12) with z1 = z2 = z3 = z4 = z, we
obtain
Li1,1(z, z)Lil3 ,l4(z, z) = Li1,1,l3,l4(z, z, z
2, z2) + Li1,l3,1,l4(z, z
2, z2, z2)
+ Li1,l3,l4,1(z, z
2, z2, z2) + Lil3,1,1,l4(z, z
2, z2, z2) + Lil3,1,l4,1(z, z
2, z2, z2)
+ Lil3,l4,1,1(z, z, z
2, z2) + Lil3+1,1,l4(z
2, z2, z2) + Lil3+1,l4,1(z
2, z2, z2)
+ Li1,l3+1,l4(z, z
2, z2) + Lil3,l4+1,1(z, z
2, z2) + Li1,l3,l4+1(z, z
2, z2)
+ Lil3,1,l4+1(z, z
2, z2) + Lil3+1,l4+1(z
2, z2).
From this, (2.34) and (2.43), it follows that
ζx(1, 1, l3, l4) = −
(
ζx(1, l3, 1, l4) + ζ
x(1, l3, l4, 1) + ζ
x(l3, 1, 1, l4) + ζ
x(l3, 1, l4, 1)
+ ζx(l3, l4, 1, 1) + ζ
x(l3 + 1, 1, l4) + ζ
x(l3 + 1, l4, 1) + ζ
x(1, l3 + 1, l4)
+ ζx(l3, l4 + 1, 1) + ζ
x(1, l3, l4 + 1) + ζ
x(l3, 1, l4 + 1) + ζ
x(l3 + 1, l4 + 1)
)
. (2.50)
On the other hand, by (2.6), we obtain
Li1,1(〈z〉
2)Lil3,l4(〈z〉
2) = Li1,1,l3,l4(〈z〉
4) + Li1,l3,1,l4(〈z〉
4) + Li1,l3,l4,1(〈z〉
4)
+ Lil3,1,1,l4(〈z〉
4) + Lil3,1,l4,1(〈z〉
4) + Lil3,l4,1,1(〈z〉
4) + Lil3+1,1,l4(z
2, z3, z4)
+ Lil3+1,l4,1(z
2, z3, z4) + Li1,l3+1,l4(z, z
3, z4) + Lil3,l4+1,1(z, z
3, z4)
+ Li1,l3,l4+1(z, z
2, z4) + Lil3,1,l4+1(z, z
2, z4) + Lil3+1,l4+1(z
2, z4).
From this, (2.34), (2.43), (2.46) and (2.50), it also follows that
C0
(
Li1,1,l3,l4(〈z〉
4)
)
= ζx(1, 1, l3, l4)−
ζ(2)ζ(l3, l4)
2
.
This proves (2.48) for l1l2 = 1 and l3 > 1.
Noting ζx(1, l − 3) = −(ζ(l − 3, 1) + ζ(l − 2)) which is obtained by (2.34), (2.43)
and (2.49) with k = l− 2, we can similarly prove (2.48) for l1l2l3 = 1 and l4 > 1 by the
use of (2.11) with z1 = z2 = z3 = z4 = z and (2.4). We thus omit the proof. 
We prove Proposition 2.7.
Proof of Proposition 2.7. Equations (2.37) and (2.38) are derived from (2.46) and
(2.47), respectively. It is seen from (2.48) that
C0
(
QLl(x1, x2, x3, x4; 〈z〉
4)
)
= Qxl (x1, x2, x3, x4)−
ζ(2)
2
∑
l3≥2,l4≥1
(l3+l4=l−2)
ζ(l3, l4)x
l3−1
3 x
l4−1
4
16
+(
ζ(3)ζ(l− 3)
3
−
ζ(2)ζx(1, l− 3)
2
)
xl−44
= Qxl (x1, x2, x3, x4)−
ζ(2)
2
∑
l3,l4≥1
(l3+l4=l−2)
ζx(l3, l4)x
l3−1
3 x
l4−1
4 +
ζ(3)ζ(l− 3)
3
xl−44 ,
which proves (2.39). 
3 Proof of Theorem 1.1
We give a proof of Theorem 1.1 by using Propositions 2.1, 2.5, 2.7 and 2.8 above, and
Lemmas 3.1, 3.2 and 3.3 below. We will show the lemmas after the proof.
Proof of Theorem 1.1. Propositions 2.1 and 2.7 yield
−
∑
σ∈C
σ ·Qxl (x1, x2, x3, x4) +
∑
a≥3,b≥1
(a+b=l)
∑
σ∈C
σ · [Txa (x1, x2, x3)S
x
b (x4)] (3.1)
+
∑
a,b≥2
(a+b=l)
∑
σ∈C
σ · [Dxa (x1, x2)D
x
b (x3, x4)]−
∑
a≥2,b,c≥1
(a+b+c=l)
∑
σ∈C
σ · [Dxa (x1, x2)S
x
b (x3)S
x
c (x4)]
+
∑
a,b,c,d≥1
(a+b+c+d=l)
S
x
a (x1)S
x
b (x2)S
x
c (x3)S
x
d (x4)
=
( ∑
l1,l2,l3,l4≥1
(l1+l2+l3+l4=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4
)
ζ(l).
(The all extra values appearing in Proposition 2.7 are canceled each other.) We find
from (3.1), Propositions 2.5 and 2.8 that∑
σ∈S
σ ·Qxl (x1234, x234, x34, x4)
−
∑
σ∈C∪C(34)
σ ·
[ ∑
ρ∈〈(234)〉
Q
x
l (x134, xρ(2)ρ(3)ρ(4) , xρ(3)ρ(4), xρ(4))
+
∑
ρ∈〈(24)〉
Q
x
l (x314, x14, xρ(2)ρ(4), xρ(4)) +Q
x
l (x341, x41, x1, x2)
]
+
∑
σ∈C
σ ·
[ ∑
ρ∈〈(24)〉
Q
x
l (x13, x32, xρ(2)ρ(4), xρ(4)) +
∑
ρ∈〈(34)〉
Q
x
l (x14, x24, xρ(3)ρ(4), xρ(4))
+Qxl (x13, x23, x3, x4) +Q
x
l (x14, x42, x2, x3) +Q
x
l (x41, x1, x2, x3)
−Qxl (x1, x2, x3, x4)
]
=
( ∑
l1,l2,l3,l4≥1
(l1+l2+l3+l4=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4
)
ζ(l).
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By Lemmas 3.1 and 3.2, this equation holds if we replaceQxl byQl, whereQl(x1, x2, x3, x4)
is a parameterized sum of multiple zeta values of weight l which is defined by
Ql(x1, x2, x3, x4) :=
∑′
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4 ζ(l1, l2, l3, l4). (3.2)
We thus see from Lemma 3.3 that∑
σ∈S
σ ·Ql(x1234, x234, x34, x4)
−
∑
σ∈C∪C(34)
σ ·
[ ∑
ρ∈〈(234)〉
Ql(x134, xρ(2)ρ(3)ρ(4) , xρ(3)ρ(4), xρ(4))
+
∑
ρ∈〈(24)〉
Ql(x314, x14, xρ(2)ρ(4), xρ(4)) +Ql(x341, x41, x1, x2)
]
(3.3)
+
∑
σ∈C
σ ·
[ ∑
ρ∈〈(ν(2)4)〉
∑
ν∈C
Ql(x1ν(3), xν(3)2, xρν(2)ρ(4), xρ(4))
+
∑
ν∈C
Ql(xν(1)3, x2ν(3), xν(3), xν(4)) +Ql(x41, x1, x2, x3)−Ql(x1, x2, x3, x4)
]
=
( ∑
l1,l2,l3,l4≥1
(l1+l2+l3+l4=l)
xl1−11 x
l2−1
2 x
l3−1
3 x
l4−1
4
)
ζ(l),
which with (3.2) proves (1.3). 
We show the lemmas.
LEMMA 3.1. We have
Q
x
l (x1, x2, x3, x4) = Ql(x1, x2, x3, x4) +Q
x
l (0, x2, x3, x4). (3.4)
Proof. Equation (3.4) is obvious because of (2.36) and (3.2). 
LEMMA 3.2. We have∑
σ∈S
σ ·Qxl (0, x234, x34, x4) =
∑
σ∈C∪C(34)
ρ∈〈(234)〉
σρ ·Qxl (0, x234, x34, x4),
∑
σ∈C∪C(34)
ρ∈〈(24)〉
σ ·Qxl (0, x14, xρ(2)ρ(4), xρ(4)) =
∑
σ∈C
σ ·
[ ∑
ρ∈〈(24)〉
Q
x
l (0, x32, xρ(2)ρ(4), xρ(4))
+
∑
ρ∈〈(34)〉
Q
x
l (0, x24, xρ(3)ρ(4), xρ(4))
]
,
∑
σ∈C∪C(34)
σ ·Qxl (0, x41, x1, x2) =
∑
σ∈C
σ ·
[
Q
x
l (0, x23, x3, x4) +Q
x
l (0, x42, x2, x3)
]
,
∑
σ∈C
σ ·Qxl (0, x1, x2, x3) =
∑
σ∈C
σ ·Qxl (0, x2, x3, x4).
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Proof. We use (2.21) without notice. We obtain the first equation by (C ∪ C(34)) ·
〈(234)〉 = C ∪ C(234) ∪ C(243) ∪ C(34) ∪ C(24) ∪ C(23) = S. Since C = C(13)(24) and
C(34) = C(123), we have∑
σ∈C
ρ∈〈(24)〉
σ ·Qxl (0, x14, xρ(2)ρ(4), xρ(4)) =
∑
σ∈C(13)(24)
ρ∈〈(24)〉
σ ·Qxl (0, x14, xρ(2)ρ(4), xρ(4))
=
∑
σ∈C
ρ∈(13)(24)·〈(24)〉
σ ·Qxl (0, x32, xρ(2)ρ(4), xρ(4))
=
∑
σ∈C
ρ∈〈(24)〉
σ ·Qxl (0, x32, xρ(2)ρ(4), xρ(4))
and ∑
σ∈C(34)
ρ∈〈(24)〉
σ ·Qxl (0, x14, xρ(2)ρ(4), xρ(4)) =
∑
σ∈C(123)
ρ∈〈(24)〉
σ ·Qxl (0, x14, xρ(2)ρ(4), xρ(4))
=
∑
σ∈C
ρ∈(123)·〈(24)〉
σ ·Qxl (0, x24, xρ(2)ρ(4), xρ(4))
=
∑
σ∈C
ρ∈〈(34)〉
σ ·Qxl (0, x24, xρ(3)ρ(4), xρ(4)),
which gives the second one. Similarly the third one follows. The fourth one is derived
from C = C(1234). 
LEMMA 3.3. We have
∑
σ∈C
σ ·
[ ∑
ρ∈〈(24)〉
Ql(x13, x32, xρ(2)ρ(4), xρ(4)) +
∑
ρ∈〈(34)〉
Ql(x14, x24, xρ(3)ρ(4), xρ(4))
]
=
∑
σ∈C
σ ·
[ ∑
ρ∈〈(ν(2)4)〉
∑
ν∈C
Ql(x1ν(3), xν(3)2, xρν(2)ρ(4), xρ(4))
]
(3.5)
and∑
σ∈C
σ · [Ql(x13, x23, x3, x4) +Ql(x14, x42, x2, x3)]
=
∑
σ∈C
σ ·
[∑
ν∈C
Ql(xν(1)3, x2ν(3), xν(3), xν(4))
]
. (3.6)
Proof. Since C = {e, (1234)}, we have∑
ρ∈〈(24)〉
Ql(x13, x32, xρ(2)ρ(4), xρ(4)) +
∑
ρ∈〈(34)〉
Ql(x14, x24, xρ(3)ρ(4), xρ(4))
=
∑
ρ∈〈(ν(2)4)〉
∑
ν∈C
Ql(x1ν(3), xν(3)2, xρν(2)ρ(4), xρ(4)),
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which gives (3.5). We also have
Ql(x13, x23, x3, x4) +Ql(x32, x24, x4, x1) =
∑
ν∈C
Ql(xν(1)3, x2ν(3), xν(3), xν(4)).
This proves (3.6) because of∑
σ∈C
σ ·Ql(x32, x24, x4, x1) =
∑
σ∈C
σ ·Ql(x14, x42, x2, x3)
which follows from C = C(13)(24). 
4 Proof of Theorem 1.2
In this final section, we derive Theorem 1.2 from Theorem 1.1. Before proving Theorem
1.2, we prepare some equations by substituting 0 or 1 for each parameter xj in (1.3).
For the substitutions, the mathematical software “Maxima” is used implicitly, and
(3.3) instead of (1.3) is referred to since both are equivalent and (3.3) is convenient to
calculate.
LEMMA 4.1. Let l be a positive integer with l ≥ 5. We have
2Ql(2, 2, 2, 1) +Ql(2, 2, 1, 1) +Ql(2, 1, 1, 1)
−2Ql(1, 2, 2, 1)−Ql(1, 2, 1, 1)− 3Ql(1, 1, 1, 1)
= (l − 3)ζ(l), (4.1)
4Ql(2, 2, 2, 1) + 2Ql(2, 2, 1, 1)− 4Ql(1, 2, 2, 1)
−2Ql(1, 2, 1, 1)− 4Ql(1, 1, 2, 1)
= (l − 3)ζ(l), (4.2)
6Ql(3, 3, 2, 1) + 4Ql(3, 2, 2, 1) + 2Ql(3, 2, 1, 1)
−6Ql(2, 3, 2, 1)− 8Ql(2, 2, 2, 1)− 4Ql(2, 2, 1, 1)
−2Ql(2, 1, 2, 1)− 2Ql(2, 1, 1, 1) + 4Ql(1, 2, 2, 1)
+2Ql(1, 2, 1, 1) + 2Ql(1, 1, 2, 1) + 3Ql(1, 1, 1, 1)
=
(
l − 2
2
)
ζ(l), (4.3)
24Ql(4, 3, 2, 1)− 24Ql(3, 3, 2, 1)− 16Ql(3, 2, 2, 1)
−8Ql(3, 2, 1, 1) + 16Ql(2, 2, 2, 1) + 8Ql(2, 2, 1, 1)
+4Ql(2, 1, 1, 1)− 4Ql(1, 1, 1, 1)
=
(
l − 1
3
)
ζ(l). (4.4)
Proof. Equations (4.1), (4.2), (4.3) and (4.4) are obtained by substituting (1, 1, 0, 0),
(1, 0, 1, 0), (1, 1, 1, 0) and (1, 1, 1, 1) for (x1, x2, x3, x4) in (3.3), respectively. 
We prove Theorem 1.2. Note that Ql(1, 1, 1, 1) = ζ(l) by (1.2) with n = 4.
Proof of Theorem 1.2. Formulas (1.4) and (1.5) respectively follow from (4.1) and
(4.2) because of (3.2). Formula (1.6) is derived from subtracting (1.5) from twice (1.4).
We prove (1.7) next. Since 3(l − 3)/2 +
(
l−2
2
)
= (l + 1)(l − 3)/2, adding up (4.1),
the half of (4.2), and (4.3) yields
20
6Ql(3, 3, 2, 1) + 4Ql(3, 2, 2, 1) + 2Ql(3, 2, 1, 1)− 6Ql(2, 3, 2, 1)− 4Ql(2, 2, 2, 1)
− 2Ql(2, 2, 1, 1)− 2Ql(2, 1, 2, 1)−Ql(2, 1, 1, 1) =
(l + 1)(l − 3)
2
ζ(l). (4.5)
Since (l + 1)(l− 3)/2 +
(
l−1
3
)
/4 + 1 = (l + 1)(l2 + 5l− 18)/24, adding up (4.5) and the
quarter of (4.4) also yields
6Ql(4, 3, 2, 1)− 6Ql(2, 3, 2, 1)− 2Ql(2, 1, 2, 1) =
(l + 1)(l2 + 5l − 18)
24
ζ(l),
which proves (1.7). 
REMARK 4.2. We rewrite (4.3), (4.4) and (4.5), which are necessary to prove (1.7), in
terms of quadruple zeta values ζ(l) = ζ(l1, l2, l3, l4) to see the explicit relations among
these values.∑′(
3l12−12l3 + 3l1−12l23 + 3l1−12l2
−3l22l13−1 − 2l123 − 2l12 − 2l13−1 − 2l1
+2l23 + 2l2 + 2l3
)
ζ(l)
=
l(l − 5)
2
ζ(l), (4.6)
∑′(
3l222l1+l3−1 − 3l12−12l3+1 − 3l1−12l23+1
−3l1−12l2+1 + 2l123 + 2l12 + 2l1
)
ζ(l)
=
(l + 1)(l2 − 7l + 18)
12
ζ(l), (4.7)
∑′(
3l12−12l3+1 + 3l1−12l23+1 + 3l1−12l2+1
−3l22l13 − 2l123 − 2l12 − 2l13 − 2l1
)
ζ(l)
= (l + 1)(l − 3)ζ(l), (4.8)
where (4.6), (4.7) and (4.8) correspond to (4.3), (4.4) and (4.5), respectively.
Acknowledgements
The author would like to thank the National Center for Theoretical Sciences (Taiwan)
for the hospitality and support in his visit for “2012 NCTS Japan-Taiwan Joint Con-
ference on Number Theory”. The author is also thankful to Professor Wen-Chin Liaw
for introducing him the preprint [19].
References
[1] M. Eie, W-C. Liaw and Y. L. Ong, A restricted sum formula among multiple zeta
values, J. Number Theory 129, 2009, 908–921.
[2] L. Euler, Meditationes circa singulare serierum genus, Novi Comm. Acad. Sci.
Petropol. 20, 1775, 140–186 ; reprinted in Opera Omnia Ser. I, vol. 15, Teubner,
Berlin 1927, pp. 217267.
[3] H. Gangl, M. Kaneko and D. Zagier, Double zeta values and modular forms, Au-
tomorphic forms and zeta functions, 71–106, World Sci. Publ., Hackensack, NJ,
2006.
21
[4] A. Granville, A decomposition of Riemann’s zeta-function, Analytic Number The-
ory(Kyoto, 1996), 95–101, London Math. Soc. Lecture Note Ser., 247, Cambridge
Univ. Press, Cambridge, 1997.
[5] L. Guo and B. Xie, Weighted sum formula for multiple zeta values, J. Number
Theory 129, 2009, 2747–2765.
[6] L. Guo and B. Xie, The shuffle relation of fractions from multiple zeta values,
Ramanujan J. 25, 2011, 307–317.
[7] M. E. Hoffman, Multiple harmonic series, Pacific J. Math. 152, 1992, 275–290.
[8] M. E. Hoffman, On multiple zeta values of even arguments, preprint;
arXiv:1205.7051v2 [math.NT], 2012.
[9] M. E. Hoffman and C. Moen, Sums of triple harmonic series, J. Number Theory
60, 1996, 329–331.
[10] M. E. Hoffman and Y. Ohno, Relations of multiple zeta values and their algebraic
expression, J. Algebra 262, 2003, 332–347.
[11] K. Ihara, M. Kaneko and D. Zagier, Derivation and double shuffle relations for
multiple zeta values, Compositio Math. 142, 2006, 307–338.
[12] Y. Komori, K. Matsumoto and H. Tsumura, Shuffle products for multiple zeta
values and partial fraction decompositions of zeta-functions of root systems, Math.
Z. 268, 2011, 993–1011.
[13] T. Machide, Extended double shuffle relations and the generating function of triple
zeta values of any fixed weight, preprint; arXiv:1204.4085v3 [math.NT], 2012.
[14] T. Machide, Some restricted sum formulas for double zeta values, in preparation.
[15] T. Machide, Weighted sums with two parameters of multiple zeta values and their
formulas, to appear in Int. J. Number Theory.
[16] T. Nakamura, Restricted and weighted sum formulas for double zeta values of even
weight, Sˇiauliai Math. Semin. 4(12), 2009, 151–155.
[17] Y. Ohno, A generalization of the duality and sum formulas on the multiple zeta
values, J. Number Theory 74, 1999, 39–43.
[18] Y. Ohno and W. Zudilin, Zeta stars, Commun. Number Theory Phys. 2, 2008,
47–58.
[19] Y. L. Ong, M. Eie, and W-C. Liaw, On generalizations of weighted sum formulas
of multiple zeta values, preprint.
[20] Z. Shen and T. Cai, Some identities for multiple zeta values, J. Number Theory
132, 2012, 314–323.
[21] S. Yamamoto, A sum formula of multiple L-values, preprint; arXiv:1101.3948
[math.NT], 2011.
22
[22] D. Zagier, Values of zeta functions and their applications, First European Congress
of Mathematics, Vol. II(Paris, 1992), 497–512, Progr. Math., 120, Birkha¨user,
Basel. 1994.
[23] D. Zagier, Multiple zeta values, unpublished manuscript, Bonn 1995.
Research Center for Quantum Computing
Interdisciplinary Graduate School of Science and Engineering
Kinki University
3-4-1 Kowakae, Higashi-Osaka, Osaka 577-8502, Japan
E-mail: machide.t@gmail.com
23
