Action recognition has received increasing attentions from the computer vision and machine learning communities in the last decades. To enable the study of this problem, there exist a vast number of action datasets, which are recorded under the controlled laboratory environment, the real-world surveillance environment, or crawled from the Internet. Most of these datasets are recorded using one camera, or simultaneously recorded with the same action with multiple overlapped cameras. This results in that the training and test data are often resemble similar environment conditions. In this paper, we introduce a new dataset, namely Multi-Camera Action Dataset (MCAD), which is designed to evaluate the open view classification problem under the surveillance environment. Specifically, it enable researchers to study the robustness of exiting algorithm for actions that are recorded from multiple cameras with similar Field-of-View (FOV) and environment conditions. This dataset contains 14,298 action samples from 18 action categories, including 9 classes of single person actions and 9 classes of person-object actions, which are performed by 20 subjects and recorded with 5 cameras. Inspired by the well received evaluation approach on the LFW dataset, we design a standard evaluation protocol to enable comparison against existing works.
Introduction
Human action recognition has received increasing attention from the computer vision and machine learning community in the past few decades [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Its importance is greatly driven by its application, such as human-computer interaction, action video indexing and retrieval, advanced video surveillance and so on. In the early research stage, many works focused on the extraction of robust feature representation (e.g. spatial features [1] , spatio-temporal features [2, 3] , covariance descriptors [4, 5] , trajectories-based descriptor [6] , etc.) and classification methodology [7] . More recently, semantic feature representation (i.e. local action attributes) were explored for improved action classification performance [8] [9] [10] [11] [12] . The latest trend explores the deep learning architecture for more complex event detection task [13] [14] [15] . In the existing literature, although many work have achieved close to perfect performance in a number of controlled dataset, we argue that this is because the training and test data are commonly extracted from the same camera.
Existing datasets for action recognition can be categorized into three categories: constrained dataset, consumer generated dataset, and surveillance dataset. In the following, we delineate the properties of each dataset, followed by the difference between the dataset and the unique properties of each category. An overview of the key properties are shown in Table 1 .
Constrained Dataset
The datasets of this category are captured under controlled environment with constant background. Most of them were recorded under the indoor environment, which exhibited stable illumination conditions, fixed distance between person and cameras, and fixed direction of the actions.
The Weizmann dataset [22] contains clean and static background, and the participants perform actions around a small area. The KTH dataset [7] (see Fig. 1 ) is considered more challenging than Weizmann dataset. It contains image sequences of human actions taken over from four scenarios and dynamic zoom variations. The dataset consists of relatively simple actions, such as "walking" and "jump", with limited action variations. Existing state-of-art algorithms have reported close to perfect performance on these datasets, where 100% classification accuracy on several action classes are reported in Weizmann dataset [22] . Different from these actions, there exist some datasets that recorded more complex actions. In the Activity of Daily Living (ADL) dataset [17] , each activity performed three times by five people with different shapes, size, genders, and ethnicity. Similarly, the TUM Breakfast dataset [21] comprises of actions related to breakfast preparation in various kitchens.
As the performance of single view data is reaching its peak, several cross-view action recognition datasets were proposed. The first multi-view human action dataset is the INRIA Xmas Motion Acquisition Sequences (IXMAS) dataset [16] (see Fig. 1 ), which contains actions taken from 5 calibrated and synchronized cameras (4 side views and 1 top view). Subsequently, the Multicamera Human Action Video (MuHAVi) dataset [18] collected multiple primitive actions video data using 8 CCTV cameras located at 4 sides and 4 corners of a rectangular platform. Benefiting from the advanced of depth sensor, the MV-TJU dataset [19] contains actions performed in both light and dark environment from Top row: HMDB dataset [24] ; Bottom row: Olympic sports dataset [27] .
we argue that the actions are too simple when compared to the real world scenario. The action samples in these datasets are synchronized from all camera, where the corresponding pairs have the same periodic properties. Several works are using this information to study the cross-view learning problem [37] and cross-domain learning problem [38] [39] [40] [41] . In addition, we note that the camera views employed in the training stage are unlikely to have direct relationship (i.e. same view or overlapped region) with the test camera. This is especially truth for surveillance application.
Consumer generated Dataset
The datasets of this category are generated by consumers and collected from internet, movies or personal video collections. These datasets are challenging than constrained datasets, as they have complex background, diverse visual content, and dynamic camera motion (see Fig. 2 ).
The Department of Electrical Engineering and Computer Science at University of Central Florida collected several challenging human action datasets. UCF11 [29] , UCF50 [30] , and UCF101 [31] contain realistic videos and personal video collections collected from YouTube with different numbers of action classes. UCF Sports Action [30] consists of a set of actions in sports collected from a wide range of stock footage websites, including BBC Motion gallery and GettyImages. Other similar datasets include the Olympic sports dataset [27] . Moreover, the Human Motion Database (HMDB) [24] includes distinct action categories extracted from a wide range of sources. The Hollywood dataset [25] and the Hollywood2 dataset [26] contain human actions distributed in the movies, which enable the comprehensive benchmark for human action recognition in the realistic and challenging settings. The Stanford 40 Action Dataset [28] contains images of humans performing 40 actions. Different from the formers which are designed for action classification problem, Kliper-Gross et al. [23] proposed the Action Similarity Labeling (ASLAN) Challenge which contains 3697 action samples from 1571 unique YouTube video divided into 432 non-trivial action categories. This benchmark focuses on the action verification problem. 
Surveillance Dataset
The dataset of this category is captured with the fixed view cameras under the real-world surveillance environment, which contains image sequences with the aerial view [34] , complex background [33] , and crowded environment [33] .
The UCF Aerial Action dataset [34] was obtained using a R/C-controlled blimp equipped with an HD camera mounted on a gimbal. The collection represents a diverse pool of actions featured at different heights and various viewpoints. The UT-Interaction dataset [36] focuses on human-human interactions in realistic environment in which each video contains at least one execution per interaction. The MSR dataset [32] was created in 2009 to study the behavior recognition algorithms in presence of clutter and dynamic backgrounds and other types of action variations. All the video sequences in this dataset are captured with clutter and moving backgrounds. The UCF-ARG dataset [35] is a multi-view real-word based dataset which consists of a ground camera, a rooftop camera, and an aerial camera mounted onto the payload platform of a helium balloon. The iLIDS dataset [33] is another multi-view realworld dataset which collected action samples from indoor airport surveillance video in a busy airport. This dataset is also used in the TRECVID Surveillance Event Detection (SED) evaluation since 2008, where the current approaches are still far from satisfaction on this challenging scenario [33] .
Contributions
Based on the above overview, the constrained datasets and surveillance datasets are often recorded with very similar environment conditions. On the other hand, the consumer dataset has large variation but is unable to provide clear insight on the factors that affect recognition accuracy.
In this paper, we present a Multi-Camera Action Dataset (MCAD), which consists of actions recorded with two types of CCTV cameras. Each camera has similar but slightly different FOVs, pixel resolutions, and perspective views. The actions were individually performed on each camera. To the best of our knowledge, this dataset is unique and enable the evaluate cross-camera action recognition problems under controlled surveillance environment.
Multi-Camera Action Dataset
In this section, we delineate the details of the proposed new dataset, namely Multi-Camera Action Dataset (MCAD) 1 , which consists of multiple camera views and two type of cameras, and was recorded under real-world surveillance environment for action recognition.
Environment Configuration
Different from common datasets we use a total of five cameras, which can be divided into two types of cameras (Static and PTZ), to record actions. Particularly, there are three Static cameras (i.e Cam04 & Cam05 & Cam06) with fish eye effect and two Pan-Tilt-Zoom (PTZ) cameras (i.e PTZ04 & PTZ06). Static camera has a resolution of 1280 × 960 pixels, while PTZ camera has a resolution of 704 × 576 pixels and a smaller field of view than Static camera. Moreover, the five cameras are fixed at different place in a real-world gallery of the first floor which is similar to iLIDS [33] , the distribution of the cameras are shown in Fig. 4 . In the recording process we don't control the illumination environment. We even set two contrasting conditions (Daytime and Nighttime) which makes our dataset more challenge than many datasets with strongly controlled illumination environment. Although we recorded data in the real-world surveillance environment, our dataset has a more clear background and simple environment than the real-word dataset like iLIDS [33] , which make it easier to design real-world based algorithms.
Actions
We identified 18 units single person daily actions with/without object which are inherited from the KTH [7] , IXMAS [16] , and iLIDS [33] datasets etc. The list and the definition of actions are shown in Table 2 . These actions can also be divided into 4 types actions. Micro action without object and with object 2 , and action without object and with object 3 . We recruited a total of 20 human subjects. Each candidate repeats 8 times (4 times during the day and 4 times in the evening) of each action under one camera. Different from multi-view datasets such as IXMAS [16] and MuHAVI [18] where several cameras are deployed to record an action sample synchronously, we use five cameras to record each action sample separately. Therefore, cross view learning method that explore the properties across two simultaneously recorded action is not suitable.
During recording stage we just tell candidates the action name then they could perform the action freely with their own habit, only if they do the action in the field of view of the current camera. This can make our dataset much closer to reality. As a results there is high intra action class variation among different action samples as shown in Fig. 5 . Especially, in the action sample of Jump (column B) under Cam06 jumps much higher than others, and each action sample jump with different posture.
Evaluation Metric
We adopt the evaluation method of the Labeled Faces in the Wild dataset [42] and prepare two sets, the Development set and the Evaluation set. The former aims to do a quick pretesting and parameters tuning, and the latter aims for the purpose of evaluating various algorithms on our dataset. The details of both sets are discussed in the following sections.
Development Set
This set is for development purpose and recommended for parameters (dictionary size, parameters of classification model etc. ) tuning. We just use 10 randomly selected subjects from our dataset (20 subjects) as the whole data. Dictionaries with various size can be learned with all the data. Then we use the Leave One Subject Out Cross Validation (LOSOCV) strategy to evaluate the performance of algorithm with different parameter setting. Finally, we adopt the parameter setting with the best average performance for the Evaluation set.
Evaluation Set
This set is used as a benchmark for comparison. All 20 subjects in our dataset are randomly divided into a 10-fold (we provide the information of subjects we used in Development Set and 10-fold setting in our dataset) cross-validation set (this time we use parameter setting selected from Development Set to save time and to create an impartial condition for algorithm evaluation). For each fold, it consists of 12 subjects as the training data which is used for learn- ing dictionary and classification model, and the remaining 8 subjects as testing data which is used for evaluating the performance of algorithm. The motivation to use 10-fold is to ensure we have an individual and smaller yet sufficient training set, as well as all the algorithms can be compared fairly using a separate but partially overlap data with crossvalidation. We report final result with estimated mean accuracy and the standard error of the mean as in [42] . In particular, the estimated mean accuracyμ is given bŷ
where pi is the accuracy from i-th fold. The standard error of the mean is given as
whereσ is the estimate of the standard deviation, given bŷ
Conclusion
In this paper, we presented a real-world multi-view surveillance dataset which is suitable for studying nonoverlapped cross-camera action recognition. Unlike the existing multi view datasets which use same type camera and record the data synchronously, we adopt two types of cameras and record each action sample separately under the real world surveillance environment. In future work, we will release the benchmark evaluation of existing state-of-theart action recognition algorithm on two use case scenarios. First, we will benchmark the performance on single camera scenario, where the training and test are conducted on the same camera. Second, we will conduct cross-camera action recognition scenario, where the training set and test set are extracted from different camera. In our preliminary experiment, we observed a significant drop in action recognition performance with both closed-set and open-set classification task.
