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1
1 Introduction
The so-called linear exponential Gaussian (LEG) and risk-sensitive (RS) fil-
tering problems involve criteria which are exponentials of integral cost func-
tionals. Before our paper [5], numerous results had been already reported in
specific models, specially around Markov models, but without exhibiting the
relationship between these two problems. See, e.g., Whittle [9], Speyer et al.
[7], Elliott et al. [2], [3] and [4] for contributions. In our paper [5], we have
solved the LEG and RS filtering problems for general Gaussian processes in
the particular setting where the functional in the exponential is a singular
quadratic functional. Moreover we have proved that actually in this case
the solutions coincide. In the present paper the problems are revisited for
Gauss-Markov processes but with a nonsingular quadratic functional in the
exponential. In this setting the solutions are exhibited and we propose an
example to show that they may be different.
It what follows all random variables and processes are defined on a given
stochastic basis (Ω,F , (Ft),P) satisfying the usual conditions and processes
are (Ft)-adapted. We deal with a signal process X = (Xt, t ≥ 0) in R
governed by the linear equation
dXt = atXt dt+ dBt, X0 = 0, (1)
and an observation process Y = (Yt, t ≥ 0) in R governed by the linear
equation
dYt = AtXt dt+ dB˜t , Y0 = 0, t ≥ 0 . (2)
Here a = (at, t ≥ 0) and A = (At, t ≥ 0) are continuous real-valued de-
terministic functions, B = (Bt, t ≥ 0) and B˜ = (B˜t, t ≥ 0) are indepen-
dent standard one dimensional Brownian motions. Clearly the pair (X, Y )
is Gaussian.
For a given continuous deterministic function Λ = (Λs, 0 ≤ s ≤ T ) with
values in the set of nonnegative definite symmetric 2× 2 matrices
Λs =
(
Λ11(s) Λ12(s)
Λ12(s) Λ22(s)
)
,
such that Λ22(s) 6= 0, let us define by h¯ ∈ H the solution of the LEG type
filtering problem :
h¯ = argmin
h∈H
E
[
µ exp
{
µ
2
∫ T
0
(Xs hs)Λs
(
Xs
hs
)
ds
}]
. (3)
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In this definition µ is a real parameter and h = (hs, 0 ≤ s ≤ T ) ∈ H
means that h is a (Ys)-adapted continuous process where (Ys) is the natural
filtration of Y , i.e., Ys = σ({Yu , 0 ≤ u ≤ s}), 0 ≤ s ≤ T .
We can also define hˆ as a solution of the following recursive equation,
which is the basic definition of the RS type filtering problem:
ĥt = argmin
g∈Yt
E
[
µ exp
{
µ
2
(Xt g)Λt
(
Xt
g
)
+
µ
2
∫ t
0
(Xs ĥs)Λs
(
Xs
ĥs
)
ds
}/
Yt
]
,
(4)
where g ∈ Yt means that g is a Yt-measurable variable.
It is clear that risk-neutral versions of these two problems (namely, drop-
ping the exponentials in definitions (3)-(4), i.e., simply with quadratic crite-
ria) are “equivalent”:
h¯t = ĥt = −Λ12(t)
Λ22(t)
· pit(X),
where for any process η = (ηt , t ∈ [0, T ]) such that E|ηt| < +∞, the notation
pit(η) is used for the conditional expectation of ηt given the σ-field Yt,
pit(η) = E(ηt/Yt) .
One question that we want to discuss in this paper is the possible “equiv-
alence” of the problems (3) and (4). In our paper [5], we have proved that
when the quadratic functional involved in the exponential is singular, namely
when matrices Λs are singular, i.e., Λ11 = Λ22 = −Λ12, the equality h¯ = hˆ
holds, even in a non Markovian setting. Here below a simple example where
h¯ 6= ĥ is proposed which shows that if the quadratic functional is nonsingular
then the answer may be negative even for the Markovian model (1)–(2).
The paper is organized as follows. Preparing for the analysis of the filtering
problems, in Section 2 a Cameron-Martin type formula for the conditional
Laplace transform of a quadratic functional of the involved signal process is
derived. Then in Section 3 the LEG and RS filtering problems in the nonsin-
gular setting are solved. Finally, Section 4 is devoted to the analysis of the
announced example which shows the discrepancy between the two filtering
problems.
3
2 Conditional version of a Cameron-Martin
formula
Actually, the resolution of the LEG and RS filtering problems is based on
a conditional version of a Cameron-Martin formula and we follow the same
lines as in our paper [5].
In the present Section, the process X = (Xt, t ≥ 0) is an arbitrary contin-
uous Gaussian process with mean function m = (mt, t ≥ 0) and covariance
function K = (K(t, s), t ≥ 0, s ≥ 0), i.e.,
EXt = mt, E(Xt −mt)(Xs −ms) = K(t, s) , t ≥ 0 , s ≥ 0 .
We are interested in the explicit representation of
IT = E
[
µ exp
{
µ
2
(XT g)M
(
XT
g
)
+
µ
2
∫ T
0
(Xs hs)Λs
(
Xs
hs
)
ds
}/
YT
]
,
(5)
for any variable g ∈ Y
T
and process h ∈ H, and with symmetric deterministic
nonnegative definite matrices M and Λs.
Let us formulate the condition (Cµ):
(Cµ) the Riccati-Volterra equation
γ¯(t, s) = K(t, s)−
∫ s
0
γ¯(t, r)[A2r − µΛ11(r)]γ¯(s, r)dr, 0 ≤ s ≤ t ≤ T,
(6)
has a unique and bounded solution on {(t, s) : 0 ≤ s ≤ t ≤ T}, such
that γ¯(t, t) ≥ 0 for 0 ≤ t ≤ T and moreover
1− µM11γ¯(T, T ) > 0.
Notice that for all µ negative the condition (Cµ) is satisfied and if µ is positive,
the condition (Cµ) is satisfied for µ sufficiently small, for example, those such
that for any t ≤ T A2t − µΛ11(t) is nonnegative (cf. Lemma 2 [5]).
Now we claim the following extension of the 1−D version of Proposition
2 [5]:
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Proposition 1. Suppose that the condition (Cµ) is satisfied. Let Z
h =
(Zhs , 0 ≤ s ≤ T ) be the unique solution of the Itoˆ-Volterra equation
Zht = mt+
∫ t
0
γ¯(t, s)µ[Λ11(s)Z
h
s + Λ12(s)hs]ds+
∫ t
0
γ¯(t, s)As[dYs −AsZhs ds],
(7)
and γ¯
XX
(t) = γ¯(t, t), 0 ≤ t ≤ T where γ¯ is the unique solution of equation
(6). Then the following equality holds:
IT = (1− µM11γ¯XX(T ))−1/2 exp
{
µ
2
∫ T
0
γ¯
XX
(s)Λ11(s) ds
}
×
× exp
{
µ
2
(ZhT g)GT
(
ZhT
g
)
+
µ
2
∫ T
0
(Zhs hs)Λs
(
Zhs
hs
)
ds
}
×
× exp
{∫ T
0
As(Z
h
s − pis(X)) dνs −
1
2
∫ T
0
|As(Zhs − pis(X))|2 ds
}
, (8)
where
GT = (1− µM11γ¯XX (T ))−1
(
M11 M12
M12 M22 − µγ¯XX(T ) det(M)
)
, (9)
and (νt, t ≥ 0) is the innovation process associated to Y , i.e.,
dνt = dYt − Atpit(X)dt, ν0 = 0. (10)
Remark 1. (i) Note that in the singular case where M11 = M22 = −M12
and Λ11 = Λ22 = −Λ12 Proposition 1 reduces to the 1 − D version of
Proposition 2 [5].
(ii) Note also that the condition (Cµ) implies that GT is nonnegative defi-
nite.
Proof of the Proposition 1 The proof is based on the ideas developed in
the proof of Propositions 1 and 2 [5]. Actually, it is sufficient to work with
µ < 0 since the result will be valid for sufficiently small µ > 0 because of the
analytical properties of the involved functions. To simplify the notations we
work with µ = −1; then for the general situation it is sufficient to replace M
and Λ by −µM and −µΛ respectively.
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Let us introduce the auxiliary observations (Y¯t, 0 ≤ t ≤ T ) such that:{
dY¯ 1t = dYt,
dY¯ 2,3t = dB¯t + Λ
1
2
t
(
Xt
ht
)
dt,
(11)
where B¯ = (B¯t, t ≥ 0) denotes a 2-D standard Brownian motion, independent
of (X, B˜).
Below, for any process η = (ηt , t ∈ [0, T ]) such that E|ηt| < +∞, the
notation p¯it(η) is used for the conditional expectation of ηt given the auxiliary
σ-field Y¯t = σ({Y¯s , 0 ≤ s ≤ t}), p¯it(η) = E(ηt/Y¯t) .
Let also ξt be defined by
dξt = (Xt ht)Λ
1
2
t dY¯
2,3
t , ξ0 = 0. (12)
We see that the conditional distribution of (Xt, ξt) given Y t is Gaussian
with the conditional expectation (p¯it(X), p¯it(ξ)) and the conditional covari-
ance
(
γ¯
XX
(t) γ¯Xξ(t)
γ¯Xξ(t) γ¯ξξ(t)
)
, where
γ¯
XX
(t) = E[(Xt − p¯it(X))2/Yt],
γ¯
Xξ
(t) = E[(Xt − p¯it(X))(ξt − p¯it(ξ))/Yt] , (13)
and
γ¯
ξξ
(t) = E[(ξt − p¯it(ξ))2/Yt] . (14)
Proceeding as in [5] Section 2.2, we obtain that
• the conditional variance γ¯
XX
(t) is deterministic and actually nothing
but the variance of the filtering error, i.e.,
γ¯
XX
(t) = E[(Xt − p¯it(X))2] , (15)
given by γ¯
XX
(t) = γ¯(t, t), where γ¯(t, s) is the unique solution of the
equation (6) with µ = −1,
• the difference
Zht = p¯it(X)− γ¯Xξ(t) (16)
is Yt-measurable and is the unique solution of the equation (7) with
µ = −1,
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• p¯it(ξ) is the solution of the equation:
p¯it(ξ) =
∫ t
0
γ¯
XX
(s)Λ11(s)ds+
∫ t
0
(p¯is(X), hs)Λs
(
p¯is(X)
hs
)
ds
+
∫ t
0
[(p¯is(X), hs) + γ¯Xξ(s)(1, 0)]Λ
1
2
s dν¯
2,3
s +
∫ t
0
γ¯
Xξ
(s)Asdν¯
1
s ,
(17)
• the conditional variance γ¯
ξξ
(t) satisfies the equation:
γ¯
ξξ
(t) =
∫ t
0
γ¯
XX
(s)Λ11(s)ds+ 2
∫ t
0
γ¯
Xξ
(s)(1, 0)Λ
1
2
s dν¯
2,3
s
−
∫ t
0
γ¯
Xξ
(s)[Λ11(s) + A
2
s]γ¯Xξ(s)ds
+ 2
∫ t
0
(p¯is(X), hs)Λs
(
1
0
)
γ¯
Xξ
(s)ds ,
(18)
where ν¯t = (ν¯
1
t , [ν¯
2,3
t ]
′)′ is the 3 − D innovation process associated to the
auxiliary observations Y¯ , i.e.,
dν¯t = dY¯t −
(
At 0
Λ
1
2
t
)(
p¯it(X)
ht
)
dt, ν¯0 = 0. (19)
Now we turn to the proof of equality (8) for µ = −1.
Let ρt be defined by:
ρt = exp
{
−
∫ t
0
(Xs, hs)Λ
1
2
s dB¯s − 1
2
∫ t
0
(Xs, hs)Λs
(
Xs
hs
)
ds
}
. (20)
At first we note that the same arguments that we have used in the proof
of the Proposition 1 [5] give the equality:
IT =
E[exp(−1
2
(XT g)M
(
XT
g
)
− ξT )/YT ]
E[ρT /YT ]
=
ϕ1(T )
p¯iT (ρ)
, (21)
where ξT and ρT are defined by (12) and (20) respectively. But the conditional
Gaussian properties of the pair (X, ξ) given Y¯T gives the following (see for
example [6], Lemma 11.6):
lnϕ1(T ) = −1
2
ln(1 +M11γ¯XX (T ))
− 1
2
(ZhT , g)GT
(
ZhT
g
)
− p¯iT (ξ) + 1
2
γ¯
ξξ
(T ) ,
(22)
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where the terms GT , γ¯ξξ(T ), γ¯XX(T ) and Z
h
T are defined by the equations
(9), (14), (15) and (16) respectively.
Now it follows from (22) that to prove the statement of the Proposition
it is sufficient to write the expression for
Ψ
T
=
exp(−p¯iT (ξ) + 12 γ¯ξξ(T ))
p¯i
T
(ρ)
.
Since
dρt = −ρt(Xt ht)Λ
1
2
t dB¯t , ρ0 = 1 ,
thanks to the general filtering theorem [6, Theorem 7.16] we can write
dp¯it(ρ) = p¯it(ρ)
{
−(pit(X), ht)Λ
1
2
t dν¯
2,3
t
+
[
p¯it(ρX)
p¯it(ρ)
− p¯it(X)
]
Atdν¯
1
t
}
.
(23)
We note that the classical Bayes formula gives that
p¯it(ρX)
p¯it(ρ)
= pit(X).
Hence
dp¯it(ρ) = p¯it(ρ)
{
−(p¯it(X), h)Λ
1
2
t dν¯
2,3
t + [pit(X)− p¯it(X)]Atdν¯1t
}
,
or, equivalently:
p¯i
T
(ρ) = exp
{
−
∫ T
0
(p¯is(X), hs)Λ
1
2
s dν¯
2,3
s +
∫ T
0
[pis(X)− p¯is(X)]Asdν¯1s
− 1
2
∫ T
0
|As [pis(X)− p¯is(X)] |2ds− 1
2
∫ T
0
‖(p¯is(X), hs)Λ
1
2
s ‖2ds
}
.
(24)
The equalities (17), (18) and (24) imply:
ln(Ψ
t
) = −1
2
∫ T
0
γ¯(s, s)Λ11(s)ds− 1
2
∫ T
0
(p¯is(X), hs)Λs
(
p¯is(X)
hs
)
ds
+
∫ T
0
(p¯is(X), hs)Λs
(
1
0
)
γ¯
Xξ
(s)ds− 1
2
∫ t
0
γ¯
Xξ
(s)Λ11(s)γ¯Xξ(s)ds
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+∫ T
0
[
pis(X)− p¯is(X)− γ¯Xξ(s)
]
Asdν¯
1
s
−1
2
∫ T
0
γ¯
Xξ
(s)A2γ¯
Xξ
(s)ds+
1
2
∫ T
0
|As [pis(X)− p¯is(X)] |2ds.
Replacing dν¯1t by dν¯
1
t = dνt + At [pit(X)− p¯it(X)] dt we obtain that :
ln(Ψ
t
) = −1
2
∫ T
0
γ¯(s, s)Λ11(s)ds−
−1
2
∫ T
0
(p¯is(X)− γ¯Xξ(s), hs)Λs
(
p¯is(X)− γ¯Xξ(s)
hs
)
ds
+
∫ T
0
[
pis(X)− p¯is(X)− γ¯Xξ(s)
]
Asdνs−1
2
∫ T
0
|As(pis(X)−p¯is(X)−γ¯Xξ(s))|2ds ,
and it gives the statement of the Proposition.
Remark 2. (i) Let us observe that for µ negative the proof of Proposi-
tion 1 clarifies the probabilistic interpretation of the ingredients γ¯
XX
(t)
and Zht in terms of an auxiliary risk-neutral filtering problem. They are
nothing else but the filtering error γ¯
XX
(t) (see equation (15)) and the
difference Zht = p¯it(X) − γ¯Xξ(t) (see equation (16)). It is worth men-
tioning that p¯it(X) and γ¯Xξ(t) are only Y¯t-measurable variables but that
the difference zht = p¯it(X)− γ¯Xξ(t) is actually a Yt-measurable variable.
(ii) If µ is positive, but sufficiently small in order that the condition (Cµ) is
satisfied, due to analytical properties of involved functions with respect
to µ, equality (8) is still valid. But it is worth emphasizing that there
is no connection anymore between functions Zh and γ¯
XX
and a risk-
neutral filtering problem.
3 Solution of the filtering problems with ex-
ponentials of integral functionals criteria
Actually, in the particular Markov model (1)–(2), the equations (6)–(7) can
be transformed. Indeed, due to the specific structure of the covariance func-
tion K of the signal process X , the solution of equation (6) is obtained in
the form γ¯(t, s) = ΠtΠ
−1
s γ¯XX(s), 0 ≤ s ≤ t, where Πs is the solution of the
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differential equation Π˙s = a(s)Πs , s ≥ 0 ,Π0 = 1 and γ¯XX(s) satisfies the
following differential equation:
˙¯γ
XX
= 2aγ¯
XX
+ 1− γ¯2
XX
[A2 − µΛ11], γ¯XX (0) = 0. (25)
Moreover, this particular form of γ¯(t, s) leads also to a differential equation
for the solution Zh of (7):
dZht = [a− γ¯XX(A2−µΛ11)]Zht dt+µγ¯XXΛ12ht dt+ γ¯XXAdYt, Zh0 = 0. (26)
3.1 Solution of the LEG filtering problem
Let us formulate the following condition (C∗µ):
(C∗µ) the forward and backward Riccati equations:
˙¯γ
XX
= 2aγ¯
XX
+ 1− γ¯2
XX
[A2 − µΛ11], γ¯XX(0) = 0, (27)
Γ˙ = −det(Λ)
Λ22
−2(a+µγ¯
XX
det(Λ)
Λ22
)Γ−µΓ2γ¯2
XX
[A2−µΛ
2
12
Λ22
], Γ(T, T ) = 0,
(28)
have unique nonnegative and bounded solutions (γ¯
XX
(t), 0 ≤ t ≤ T )
and (Γ(T, t), 0 ≤ t ≤ T ).
Notice that for all µ negative the condition (C∗µ) is satisfied and if µ is
positive, it is satisfied for µ sufficiently small.
Proposition 2. Suppose that the condition (C∗µ) is satisfied. Let h¯ = (h¯t, 0 ≤
t ≤ T ) such that:
h¯t = −Λ12(t)
Λ22(t)
(1 + µγ¯
XX
(t)Γ(T, t))Z h¯t , (29)
where Γ(T, ·) is the solution of the backward Riccati equation (28) and Z h¯ =
(Z h¯t , 0 ≤ t ≤ T ) is the solution of the following equation:
dZ h¯t = [a + µ
γ¯
XX
Λ22
(det(Λ)− µΛ212γ¯XXΓ)]Z h¯t dt+ Aγ¯XX [dYt −AZ h¯t dt]. (30)
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Then h¯ is the solution of the LEG filtering problem (3) and moreover, the
corresponding optimal risk is given by
E
[
µ exp
{
µ
2
∫ T
0
(Xs h¯s)Λs
(
Xs
h¯s
)
ds
}]
= µ exp
{
µ
2
∫ T
0
γ¯
XX
(s)Λ11(s) ds+
µ
2
∫ T
0
Γ(T, s)A2sγ¯
2
XX
(s) ds
}
.
Proof Of course, since we assume that condition (C∗µ) is satisfied, condition
(Cµ) with M = 0 is also fulfilled. Then we can apply the Cameron-Martin
formula (8) with M = 0 (and hence in particular GT = 0). It gives that
Eµ exp
{
µ
2
∫ T
0
(Xs hs)Λs
(
Xs
hs
)
ds
}
= exp
{
µ
2
∫ T
0
γ¯
XX
(s)Λ11(s) ds
}
×
× Eµ exp
{
µ
2
∫ T
0
(Zhs hs)Λs
(
Zhs
hs
)
ds+
+
∫ T
0
As(Z
h
s − pis(X)) dνs −
1
2
∫ T
0
|As(Zhs − pis(X))|2 ds
}
, (31)
where for arbitrary h ∈ H the process Zh is the solution of equation (26).
To find the solution of LEG filtering problem we propose to follow the ideas
of [1] and [8], developed for the LEG control problem. Let us apply the
Itoˆ formula to µΓ(T, t)(Zht )
2, where Γ(T, ·) and Zh are the solutions of the
equations (28) and (26) respectively. We see that
Eµ exp
{
µ
2
∫ T
0
(Xs hs)Λs
(
Xs
hs
)
ds
}
=
exp
{
µ
2
∫ T
0
γ¯
XX
(s)Λ11(s) ds+
µ
2
∫ T
0
Γ(T, s)A2sγ¯
2
XX
(s) ds
}
× Eµ exp
{∫ T
0
As(Z
h
s − pis(X) + µΓ(T, s)γ¯XX(s)Zhs ) dνs−
−1
2
∫ T
0
|As(Zhs − pis(X) + µΓ(T, s)γ¯XX(s)Zhs )|2 ds
}
× exp
{
µ
2
∫ T
0
Λ22(s)
[
hs +
Λ12(s)
Λ22(s)
(1 + µγ¯
XX
(s)Γ(T, s))Zhs
]2
ds
}
. (32)
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Proceeding as in the proof of Theorem 1 [5] we see that Equation (32) implies
that the cost function (3) (see also (31)) has a uniform lower bound which is
attained for h¯ defined by the equation (29).
Remark 3. (i) It is clear that in the singular case where Λ11 = Λ22 =
−Λ12, equation (28) implies that Γ ≡ 0 and therefore Z h¯ = h¯ (cf.[5]).
(ii) But in the general case Γ may depend on a T and as a consequence, h¯t
may also depend on T . An example of such a dependence will be given
below. Of course, by its definition ĥt does not depend on T and hence
h¯ 6= ĥ in this example.
3.2 Solution of the RS filtering problem.
Let us formulate the following condition (C∗∗µ ):
(C∗∗µ ) the Riccati equation (27) has a unique, nonnegative and bounded so-
lution on [0, T ] such that for 0 ≤ t ≤ T
1− µγ¯
XX
(t)Λ11(t) > 0.
Proposition 3. Suppose that the condition (C∗∗µ ) is satisfied. Let ĥ =
(ĥt, 0 ≤ t ≤ T ) such that:
ĥt = −Λ12(t)
Λ22(t)
[1− µγ¯
XX
(t)Λ−122 (t) det(Λt)]
−1 Z
bh
t , (33)
where Z
bh
t = (Z
bh
t , 0 ≤ t ≤ T ) is the solution of the following equation:
dZ
bh
t = [a + µγ¯XX det(Λ)
1− µγ¯
XX
Λ11 det(Λ)
Λ22 − µγ¯XX det(Λ)
]Z
bh
t dt+ Aγ¯XX [dYt − AZbht dt].
(34)
Then ĥ is the solution of the RS filtering problem (4).
Proof Again, since we assume that condition (C∗∗µ ) is satisfied, for any
fixed t ≤ T , we can apply the Cameron-Martin formula (8) with t in place
12
of T and Λt in place of M . It gives that
It = (1− µΛ11(t)γ¯XX(t))−
1
2 exp
{
µ
2
∫ t
0
γ¯
XX
(s)Λ11(s) ds
}
×
× exp
{
µ
2
(Z
bh
t g)Gt
(
Z
bh
t
g
)
+
µ
2
∫ t
0
(Z
bh
s ĥs)Λs
(
Z
bh
s
ĥs
)
ds
}
×
× exp
{∫ t
0
As(Z
bh
s − pis(X)) dνs −
1
2
∫ t
0
|As(Zbhs − pis(X))|2 ds
}
, (35)
where
Gt = (1− µΛ11(t)γ¯XX(t))−1
(
Λ11(t) Λ12(t)
Λ12(t) Λ22(t)− µγ¯XX(t) det(Λt)
)
. (36)
Since ĥs, 0 ≤ s < t is fixed, the optimization of the quadratic form (Zbht g)Gt
(
Z
bh
t
g
)
in the equality (35) with respect to g gives the value of ĥt: ĥt = −G
12
t
G22t
Z
bh
t , or
equivalently
ĥt = −Λ12(t)
Λ22(t)
[1− µγ¯
XX
(t)Λ−122 (t) det(Λ)]
−1 Z
bh
t , (37)
where Z
bh
t is defined by the equation (26) with h = ĥ and so by the equation
(34).
Remark 4. (i) It is clear that for the singular case where Λ11 = Λ22 =
−Λ12, equalities (33) and (34) imply that ĥ = Zbh = Z h¯ = h¯ (cf.[5]).
(ii) Let us emphasize that, of course, ĥt does not depend on T and so gen-
erally ĥt 6= h¯t.
Of course the RS filtering problem can be solved for an arbitrary contin-
uous Gaussian process X = (Xt, t ≥ 0) with mean function m = (mt, t ≥ 0)
and covariance function K = (K(t, s), t ≥ 0, s ≥ 0). To complete this section
we propose the following generalization of Proposition 3 which can be proved
by the same way.
Proposition 4. Suppose that equation (6) has a unique and bounded solution
γ¯ = (γ¯(t, s), 0 ≤ s ≤ t ≤ T ) such that γ¯(t, t) ≥ 0 and 1 − µγ¯(t, t)Λ11(t) > 0
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for 0 ≤ t ≤ T .
Let ĥ = (ĥt, 0 ≤ t ≤ T ) such that:
ĥt = −Λ12(t)
Λ22(t)
[1− µγ¯
XX
(t)Λ−122 (t) det(Λt)]
−1 Z
bh
t , (38)
where γ¯
XX
(t) = γ¯(t, t), 0 ≤ t ≤ T and Zbh = (Zbht , 0 ≤ t ≤ T ) is the unique
solution of the Itoˆ-Volterra equation:
Z
bh
t = mt + µ
∫ t
0
γ¯(t, s) det(Λs)[
1− Λ11(s)γ¯(s, s) det(Λs)
Λ22(s)− µγ¯(s, s) det(Λs)Z
bh
s ]ds
+
∫ t
0
γ¯(t, s)As[dYs − AsZbhs ds]. (39)
Then ĥ is the solution of the RS filtering problem (4).
4 Discrepancy between LEG and RS filtering
problems: an example
To show the possible dependence of the solution of the LEG filtering problem
on T and so the discrepancy between LEG and RS filtering problems we
propose to take
Λ =
(
2 −1
−1 1
)
, a = 0, A = 1, µ = −1.
In this case equations (27) and (28) reduce to the following:
˙¯γ
XX
= 1− 3γ¯2
XX
, γ¯
XX
(0) = 0,
Γ˙ = 2γ¯
XX
Γ− 1 + 2γ¯2
XX
Γ2, Γ(T, T ) = 0. (40)
Thus
γ¯
XX
(t) =
1√
3
th
√
3t.
Equation (40) can be also solved explicitly using the classical linearization
method for Riccati equations:
Γ = ϕ−11 ϕ2, ϕ2(T ) = 0, ϕ1(T ) = 1,
14
where {
ϕ˙1 = −γ¯XXϕ1 − 2γ¯2XXϕ2,
ϕ˙2 = −ϕ1 + γ¯XXϕ2. (41)
Hence
ϕ¨2 = ϕ2( ˙¯γXX + 3γ¯
2
XX
) = ϕ2,
and thus
ϕ2(t) = sh(T − t),
ϕ1(t) = ch(T − t) + 1√
3
th
√
3t · sh(T − t),
Γ(T, t) =
sh(T − t)
ch(T − t) + 1√
3
th
√
3t · sh(T − t) ·
Representation (29) gives that
h¯t = (1− γ¯XX (t)Γ(T, t))Z h¯t ,
or
h¯t =
∫ t
0
H¯(T, t, s) dYs,
where
H¯(T, t, s) = (1− γ¯
XX
(t)Γ(T, t, s))Ψ(T, t, s),
with {
Ψ(T, s, s) = γ¯
XX
(s),
Ψ˙ = (−2γ¯
XX
− γ¯2
XX
Γ)Ψ.
Equation (41) gives that
(lnΨ)· =
1
2
(lnϕ1)
· − 3
2
γ¯
XX
=
1
2
(lnϕ1)
· − 1
2
(ln ch
√
3t)·,
Finally
Ψ(T, t, s) = c(s)
√
ϕ1(t)
ch
√
3t
,
and
H¯(T, t, s) =
sh
√
3s · ch(T − t)√
αtαs
,
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with
αt =
√
3 + 1
2
ch(T + (
√
3− 1)t) +
√
3− 1
2
ch(T − (
√
3 + 1)t).
The same calculations based on the equality (33) give the representation
ĥt =
∫ t
0
Ĥ(t, s) dYs,
where
Ĥ(t, s) =
1√
3
· (ch
√
3t)1/3 sh
√
3s
(ch
√
3s)2/3
·
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