The main purpose of this paper is the generalization of the well-known Eichler-Shimura congruence relations for modular curves to Shimura varieties of PELtype whose Shimura group G is split over a fixed prime p. In particular we prove a conjecture of Blasius and Rogawski for these Shimura varieties. Further we give a formula for the cycle which is the reduction to positive characteristic of the Hecke operator T p in terms of the root data of G and calculate this cycle in two examples.
Introduction
Fix an integer N and a prime p not dividing N . Consider the modular curve X 0 (N )/Q. Let f ∈ S 2 (Γ 0 (N )) be a newform whose q-expansion has coefficients in Q and let E/Q be the associated elliptic curve. Then Eichler-Shimura theory tells us that the Euler factors at p of the L-function of E and the L-function of f are equal. The crucial ingredient for the proof of this fact is the following theorem due to Eichler and Shimura:
Theorem: Denote by T p the Hecke correspondence of X 0 (N ) given by the element p 0 0 1 ∈ GL 2 (Q) and define the Hecke polynomial H GL 2 (X) = X 2 − T p X + p. Then we have:
(1) H GL 2 (Fr) = 0.
(2) T p = Fr + Ver.
Here we consider the correspondences of the mod p reduction of X 0 (N ) as algebra over the correspondences of X 0 (N ) via the specialization map of cycles, and Fr and Ver denote the correspondences given by the Frobenius resp. the Verschiebung isogeny. Note that (1) is a trivial consequence of (2).
For more general Shimura varieties Sh(G, h) Blasius and Rogawski have defined for primes p of good reduction a polynomial whose coefficients are elements in the Hecke algebra H(G Q p , C) over C, the Hecke polynomial H (G,h) , generalizing the case G = GL 2,Q [BR] , and they conjectured that the Frobenius correspondence is a root of this polynomial. In [FC] , chap. VII, Faltings and Chai considered the case G = GSp 2g and proved that the Frobenius correspondence satisfies an equation of the correct degree.
In this paper we prove the conjecture for PEL-Shimura varieties Sh(G, h) in case that G is split at the prime p and also prove an expression of the (specialization of the) Hecke operator as a sum of certain correspondences which generalizes the equality (2) in the theorem of Eichler and Shimura. More precisely we have for every Shimura datum (G, h) of PEL type a canonically defined Hecke correspondence T p , and our main result is:
Theorem: Assume that the reductive group G is split over Q p . Then we have:
(1) The coefficients of H (G,h) lie in fact in H(G Q p , Q) and we have H (G,h) (Fr) = 0.
(2) T p = Trace(Fr).
We refer to (2.12) for the precise meaning of "Trace", and we emphasize the fact that it can be explicitly expressed in terms of the root data of G (see (5.14) and (5.15) for the computation of two examples).
For the proof one reduces the assertion of the theorem to a statement of certain Hecke algebras associated to (G, h) . For this reduction we use the same method as in [FC] . We give a short outline. We start with a PEL-Shimura variety Sh(G, h) and a prime p of good reduction. Denote by A D its moduli space of abelian varieties A together with a polarization and an action by the ring of integers of a semisimple Q-algebras. We use Kottwitz's definition [Ko2] . The moduli space is smooth over O E,v where E is the reflex field and v is a fixed place over p. By definition E is the field of definition of some conjugacy class [µ] of one-parameter subgroups of G.
The idea is to define a commutative diagram of Q-algebra homomorphisms . This is the heart of the whole proof. For the first step we have to assume that E v is equal to Q p , and to show the relative density we have to assume that G Q p is a split reductive group. Both restrictions are necessary: By [We] the moduli space p-Isog ord D is empty iff E v = Q p . Further an example of Stamm [St] shows that p-Isog If we have ( * ), the proof of the theorem is reduced to a group theoretic statement of elements in the Hecke algebras. This will be done in the first two chapters: In the first chapter we recall some definitions and introduce the twisted version of the Satake homomorphism. We define the elements f [µ] and g [µ] , where g [µ] ∈ H(M, Q) will be mapped to the Frobenius cycle underh. Using (the twisted version of) a result by Kottwitz [Ko1] we prove thatṠ G M (f [µ] ) is the sum of conjugates of g [µ] under a suitable action of the Weyl group of G. This will give later on assertion (2) of the theorem using ( * ). Further we show that g [µ] generates the quotient field of H(M, Q) over that of H(G, Q).
In the second chapter we recall the definition of the Hecke polynomial. A priori it is a polynomial with coefficients in H(G, C) but using the twisted Satake homomorphism we will show that it is in fact a polynomial over H(G, Q). Now O. Bültel [Bü] has shown that g [µ] is a root of the Hecke polynomial. We reproduce his proof. In particular it follows that the minimal polynomial of g [µ] is a divisor of the Hecke polynomial. By computing their degrees we show that both polynomials coincide if G Q p is split. But an easy example (the case of Hilbert-Blumenthal surfaces) shows that in general the Hecke polynomial is not even a power of the minimal polynomial. This completes the group theoretic part. We note that the results of the first two chapters hold for general unramified groups over non-archimedian local fields of characteristic zero.
In the third chapter we define the moduli space of p-isogenies and recall some basic facts about it, and the fourth chapter is devoted to the definition of Hecke correspondences in characteristic zero (i.e. to the definition of h 0 ). This can be done for arbitrary PEL-Shimura varieties.
In the fifth chapter we defineh. For this we have to take into account the multiplicities of the projections pr i : p-Isog ord D → A D which sends a p-isogeny to its source resp. its target. These multiplicities are computed by using Serre-Tate theory for ordinary abelian varieties. After having done this we geth:
Here we state the main results (5.12) and (5.13) assuming relative density. Further we give the explicit decomposition of T p in two examples. The first example (5.14) will be the Siegel case thus generalizing the theorem of Eichler and Shimura. The second example (5.15) will be the case that G Q p is isomorphic to an extension of GL g by G m .
It remains to show that p-Isog
This will be done in the sixth chapter using the methods of [We] which rely on Display theory developped by Th. Zink.
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1 Hecke algebras and the twisted Satake isomorphism (1.1) Notations: Let p > 0 be a fixed prime. Denote by F a finite extension of Q p , by π a prime element of its ring of integers O F and by | | the valuation of F normalized by |π| = q −1 where q denotes the number of elements in the residue class field of O F . WriteF for some algebraic closure of F and let Γ = Gal(F /F ) be the Galois group of F . Denote by σ the Frobenius of F .
Let G be a connected reductive unramified group over F and let K be a hyperspecial subgroup of G(F ). Further let (T, B) an unramified Borel pair of G, i.e. T is an unramified maximal torus of G and B is a Borel subgroup of G containing T . Denote by U the unipotent radical of B. Let G Ω = Ω be the quotient Norm G (T )/T . It is a finiteétale group scheme over F . Denote by S the unique maximal split subtorus of T . Let ρ ∈ X * (T ) Q be the halfsum of all positive roots of (G, T, B). As G is quasi-split, ρ is defined over F .
We say that P = M N is a standard parabolic subgroup of G with respect to (T, B) if P is a parabolic subgroup of G containing B, N is the unipotent radical of P , and M is the Levi subgroup of P containing T . We get (compact) subgroups induced by K: We set K P = K ∪ P , K N = K ∪ N , and K M as the image of K P under the projection P → M . Further we denote by dg (resp. dp, resp. dn, resp. dm) the left invariant Haar measures on G (resp. P , resp. N , resp. M ) such that the subgroup induced by K gets volume 1.
Finally A denotes some fixed subfield of the field of complex numbers C.
(1.2) Let P = M N be some standard parabolic subgroup of G with respect to (T, B), i.e. P contains B, N is the unipotent radical of P , and M is the Levi subgroup of P containing T . For any m ∈ M (F ) the adjoint representation defines an automorphism Ad(m) of Lie(N ). Define a homomorphism
For P = B the homomorphism δ = δ T is the composition
(1.3) We denote by H(G, A) = H(G//K, A) the Hecke algebra of the pair (G, K),
i.e. the A-module of A-valued K-bi-invariant locally constant functions G(F ) → A with compact support where the algebra structure is given by convolution:
It is an associative algebra with unit 1 K . If H is a connected algebraic subgroup we set
(1.4) Fix a faithful representation G → GL(V ) of G. Then we can find an O F -lattice Λ in V such that K is the stabilizer of Λ in G(F ) (use for example the functoriality of the Bruhat-Tits building [La2]). We denote by H 0 (G, A) the subalgebra of A-valued functions with support contained in G(F ) ∩ End(Λ). This subalgebra depends in general on the faithful representation, therefore there is an abuse of notation. In our setting it will be always clear which representation and which Λ we choose. We call a double coset KgK integral, if it is contained in End(Λ) (being equivalent that g is contained in End(Λ)).
If the multiplication with π on V is an element of
(1.5) Let P = M N be a standard parabolic subgroup of G with respect to (T, B).
Then we have a canonical homomorphism
where the image of f ∈ H(P, A) is the function
This is indeed an algebra homomorphism which is easily seen by using dp = dm dn.
Further restriction of functions to P gives a map
This is a homomorphism of A-algebras which follows from Iwasawa decomposition G = P K and dg = dp dk.
By composition of the above homomorphisms we geṫ
For T = M (i.e. P = B) we callṠ G T the twisted Satake homomorphism. Note that the twisted Satake homomorphism is even for A = Q defined.
As the multiplication in
(1.6) Denote by M(F ) the set of G(F )-conjugacy classes of homomorphisms
Further the Cartan decomposition of G(F ) gives an identification
(1.7) The inclusion S → T induces an identification X * (S) = X * ,F (T ) where X * ,F (T ) denotes the group of rational cocharacters of T . Let ν: T (F ) → X * (S) be the map defined by the condition
for t ∈ T (F ) and χ ∈ X * (S). Its kernel is the maximal compact subgroup T c of T (F ).
As T is unramified, ν induces an isomorphism
by Hilbert's Theorem 90. We get an identification of the group algebra A[X * (S)] with H(T, A) which is explicitly given by
for λ ∈ X * (S).
(1.8) Define a twisted action of Ω(F ) on H(T, A), the so called "dot-action" by
where δ 1/2 = |ρ|: T (F ) → √ q Z Z denotes the positive square root of δ = δ T . Note that by [Bou] chap. VI, §1, no. 1.10, Prop. 27,
for all w ∈ Ω(F ) and t ∈ T (F ). It is straight forward to see that the dot-action is indeed an action. Under the identification H(T, A) = A[X * (S)] the dot-action gets the form
for w ∈ Ω(F ) and ν ∈ X * (S).
Using the "untwisted" version of the Satake theorem (cf. [Sa] ) we get
Theorem: The mapṠ
where we take invariants with respect to the dot-action on the right side.
(1.9) The C-linear map
is an isomorphism of C-algebras with Ω(F )-action if we endow the source with the usual action and the target with the dot-action. If we denote by S
(1.10) Fix some [µ] ∈ M(F ) and let µ ∈ [µ] be the cocharacter of S which is dominant with respect to the chosen Borel subgroup B. Denote by M the centralizer of µ. It is a Levi subgroup of G. We set A) ) the characteristic function of the double coset corresponding to [µ] .
Following [Ko1] 2.3 we make the following definition: Let p: G sc → G be the simply connected covering of the derived group of G, and let S sc be the unique maximal F -split torus of G sc such that p(S sc ) ⊂ S. We denote by Σ F (µ) the set of ν ∈ X * (S) such that
We view
as inclusions.
(1.11) We have the following important lemma:
Lemma: Write
Then the c(ν) are non-negative rational numbers and we have (1) c(wν) = q ρ,ν−w(ν) c(ν) for all w ∈ Ω(F ).
(2) c(ν) > 0 if and only if ν ∈ Σ F (µ).
(3) c(µ) = 1.
Proof : As the twisted Satake isomorphism is already defined over Q, the c(ν) are rational numbers which are by definition non-negative. The assertion (1) is just the dot-invariance of f [µ] . The "only if" of assertion (2) is [Ko1] 2.3.7(a), and the "if" is [Ra] . The last assertion follows from [Ko1] 2.3.7(b) using (1.9).
(1.12) Corollary: Let [µ] be minuscule, i.e. the representation Ad • µ of G m on Lie(G) has no weights other than 1, 0, −1 for one (or equivalently for all) µ ∈ [µ]. Then
Proof : This follows from (1.11) and the fact the
(1.13) Corollary: We have g [µ] = h [µ] .
Proof : This follows either by a simple direct calculation or by applying the previous corollary from the fact that µ is central in M (note that this implies that the M (F )-conjugacy class of µ is minuscule).
(1.14) Proposition: The element g [µ] generates the quotient field of H(M, A) over that of H(G, A).
Proof : Denote by M Ω(F ) ⊂ Ω(F ) the F -rational Weyl group of T ⊂ M . We have to prove that the isotropy subgroup of g [µ] in Ω(F ) with respect to the dot action is equal to M Ω(F ). Therefore the proposition is implied by the following more precise lemma:
Lemma: For w ∈ Ω(F ) are equivalent:
.
Proof : As element in X * (S) we have g [µ] = µ (1.13), and using (1.8.1) we get the equivalence.
The Hecke polynomial
Notation: We keep the notations of the previous chapter.
(2.1) LetĜ be a dual group of G over C. The action of Γ onĜ factors through
conjugation with an element ofĜ(C)
and everyépinglage (T ,B, (X α ) α∈∆(T ,B) ) ofĜ gives a splitting of this sequence. Such a splitting is called admissible. We call it invariant if theépinglage is Γ nr -invariant.
Invariant admissible splittings always exist (loc. cit.).
(2.2) Let σ be the (free abelian) subgroup of Γ nr generated by σ and denote by
§1.6 we can identify Φ nr (G) with the set of σ-conjugacy classes of semisimple elements of G(C).
The inclusion S → T induces a surjectionT (C) →Ŝ(C).
Moreover choose ań epinglage y = (T ,B , (X α )) ofĜ which is fixed by Γ. The choices of the Borel pairs (T, B) and (T ,B ) define canonically a Γ nr -equivariant isomorphismT ∼ =T .
s ∈Ŝ(C) lett ∈T (C) be a lift and let α(ŝ) ∈ Φ nr (G) be the σ-conjugacy class of ι(t). Then α is well defined and by [Bo] 6.7 it induces an identification
Via this identification we can endow Φ nr (G) with the structure of a smooth affine C-scheme whose coordinate ring is C[X * (S)] Ω(F ) where we take fixed elements with respect to the usual Ω(F )-action. Using the untwisted Satake isomorphism we get
let P be some C-algebra and a: End(V ) → P be a polynomial function which is equivariant with respect to the action of GL(V ) on End(V ) by conjugation. Then composing some φ ∈ Φ nr (G) with a • r G and evaluating in σ defines a polynomial function on Φ nr (G) with values in P and therefore by (2.2.1) an element in
By the choice of someépinglage (T ,B , (X α )) ofĜ which is fixed by Γ and of some
is independent of all choices involved. The restriction of r G toT defines a X * (T )-
We call r T the twisted restriction of r G . Note that r T is not a homomorphism of groups but it maps conjugacy classes into conjugacy classes (because G is quasi-split we have ρ, ν = ρ, σ(ν) ). Therefore the element Z T,a•r T ∈ H(T, C)⊗ C P is well defined. As we have (S
In the next sections we will apply this to the case where P = C[X] is the polynomial algebra and where a: End(V ) → C[X] is the map which associates to an endomorphism its characteristic polynomial.
(2.4) For the rest of the chapter let E be an unramified extension of F , and let n be its degree. 
acts trivially on the highest weight space of
(2.6) Choose an invariant admissible splitting
is a polynomial in X whose coefficients are elements in the coordinate ring of Φ nr (G). By (2.2.1) we get a polynomial
It is called the Hecke polynomial of (G, [µ E ]).
(2.7) Proposition: Assume that [µ E ] is minuscule.
(1) We have
where V ν is one-dimensional with generator e ν such that
Proof : Let (T ,B) be some Borel pair ofĜ and denote byμ the dominant character ofT associated to [µ E ]. Now the left hand side is the dimension of the representation r [µ E ] which is irreducible with highest weightμ asĜ-representation. But as µ E is minuscule the only weights of r [µ E ] are the elements of ΩTμ where ΩT is the Weyl group of (Ĝ,T ). The highest weight space is one-dimensional and therefore every weight space V ν has dimension one. As we have ΩTμ = Ω(F )µ by the definition of the dual group (1) follows. To see (2) choose for each σ n -orbit Z of Ω(F )µ E an element ν ∈ Z and a nonzero element e ν ∈ V ν and define
This defines basis elements e ν for all ν ∈ Ω(F )µ E .
Now (2) follows by definition of the twisted restriction (apply (2.3.1) to T E ⊂ G E ).
(2.8) Using (2.7.1) we see that the coefficients of the matrix of q nd r((σ | ×t) n ) with respect to the base (e ν ) are elements of the form
w ∈ Ω(F ), and these are rational numbers (more precisely elements in q nZ Z ). As we
Corollary: If µ E is minuscule, the coefficients of the Hecke polynomial are ele-
be the dominant cocharacter of T , M = Cent G (µ), and denote by g [µ] ∈ H(M, Q) the element associated to [µ] . Then O. Bültel has shown (cf. [Bü] 1.2.11):
Proof : By (1.13) we have
×Ĝ and denote byμ (resp.μ E ) the dominant character ofT determined by
Denote by ρ M the halfsum of the positive roots of (M, T, B ∩ M ). If we identify Φ nr (T ) with the set of σ-conjugacy classes {t} of elementst ∈T (C), g [µ] corresponds by (2.3.1) to the function
But ρ M , µ = 0 as µ lies in the center of M . We have to show that the kernel of
is an element of the highest weight space of r [µ E ] we get by (2.7.1)
and the proposition follows.
(2.10) Note that by invariant theory of actions of finite reflections groups the Satakehomomorphisms are finite homomorphisms of finitely generated A-algebras. The minimal polynomial m [µ] of g [µ] over H(G, C) is by (2.9) a divisor of the Hecke polynomial.
It has the form
where µ ∈ X * (S) is the dominant cocharacter in [µ] . In particular it is a polynomial with coefficients in H(G, Q). Moreover we have
(2.11) Corollary: Assume E = F . If G is a split group and if [µ] is minuscule, the Hecke polynomial is equal to the minimal polynomial.
(2.12) Corollary: If [µ] is minuscule (1.12), we have
where Tr denotes the trace of the extension of the quotient field of H(M, A) over that of H(G, A).
is the minimal polynomial of g [µ] we have as elements in
and we conclude by (1.12).
(2.13) Example: The following example shows that in general the Hecke polynomial is not even a power of the minimal polynomial (even if F = E): Let K be an unramified extension of F = E of degree n, let (V, , ) be a 2d-dimensional symplectic K-vector space, and set
Let [µ] be the unique minuscule conjugacy class of µ: G m,F → G such that overF no composition of µ with the projection to a simple adjoint factor is trivial. It is defined over F . Let M be the centralizer of some µ ∈ [µ]. The absolute Weyl groups Ω(F ) (resp. M Ω(F )) can be identified with (
Now G is split over K and Gal(K/F ) acts on Ω(F ) and M Ω(F ) in the obvious way. The rational Weyl groups are just the Gal(K/F )-invariants of the absolute Weyl groups, and it follows
In Then ν 1 and ν 4 are fixed by Gal(K/F ), and ν 2 and ν 3 are interchanged. The tuple (ν 1 , . . ., ν 4 ) is a base for the representation r [µ] and using (2.7.1) we see that with respect to this base r(σ | × t) has the matrix
Therefore the Hecke polynomial has the form
and the minimal polynomial ofμ = ν 1 is given by
3 p-Isogenies integral and unramified at a prime p, G its associated reductive group over Q, and [µ] denotes the associated conjugacy class of cocharacters of G. By this we mean that • B is a finite-dimensional semi-simple Q-algebra, such that B Q p is isomorphic to a product of matrix algebras over unramified extensions of Q p . • * is a Q-linear positive involution on B.
• V = 0 is a finitely generated left B-module.
• , is a nondegenerate alternating Q-valued form on V such that bv, w = v, b * w for all v, w ∈ V and b ∈ B.
• O B is a
• G is the Q-group of B-linear symplectic similitudes of V , i.e. for any Q-algebra R we have
The homomorphism c: G → G m,Q is called multiplicator.
• h: Res C/IR (G m,C ) → G IR is a homomorphism defining a complex structure on V IR which is compatible with , .
• [µ] is the G(C)-conjugacy class of the cocharacter µ h associated to h (cf. [De] 1.1.1). Then V C has only weights 0 and 1 with respect to one (or to all) µ ∈ [µ], and c • µ: G m → G m corresponds to the character 1 for some (or for all) µ ∈ [µ].
In particular [µ] is minuscule, i.e. the representation Ad •µ has no other weights than 1, 0, -1 for one (or equivalently for all) µ ∈ [µ]. Further we assume that G is connected. Therefore G Q p is a connected reductive unramified group over Q p . A reductive model is given by the symplectic similitudes of the O B -module Λ. The associated hyperspecial subgroup K ⊂ G(Q p ) is the stabilizer of Λ. To simplify notations we write H(G, Q) instead of H(G Q p , Q) and similar for the various Satake homomorphisms.
Let E be the associated reflex field, i.e. the field of definition of [µ] . It is a finite extension of Q. Fix an embedding of the algebraic closureQ of Q in C into some algebraic closure Q p of Q p . Via this embedding we can consider [µ] as a G(Q p )-conjugacy class of cocharacters. Denote by v|p the place of E given by the chosen embeddingQ → Q p and write E v for the v-adic completion of E. Note that E ν is also the field of definition of [µ] (with respect to Gal(Q p /Q p )).
Finally let A D be the associated moduli stack, defined by Kottwitz. It is a smooth algebraic stack (in the sense of [DM] ) over the localization O E,v of O E at v (cf. [Ko2] §5). It classifies tuples (A,λ, ι) where A is an abelian scheme up to prime-to-p-isogeny, λ is a Q-homogeneous polarization of A containing a polarization λ ∈λ of degree prime to p and ι: Let (A 3 ,λ 3 , ι 3 ) ∈ A D (S) be a third S-valued point and let f : A 1 → A 2 and g: A 2 → A 3 be two homomorphisms of abelian schemes. Then if two of the three homomorphisms f , g, and g • f are p-isogenies the third is a p-isogeny as well. Indeed, as the group of homomorphisms between abelian schemes is torsionfree we can work up to isogeny, and then everything is obvious. In this case the multiplicator of g • f is the sum of the multiplicators of f and g.
Futhermore a morphism of abelian schemes is a p-isogeny iff it is a p-isogeny locally on S (for some topology coarser than f pqc-topology).
(3.3) Denote by p-Isog D the stack in groupoids of p-isogenies over the category Sch/O e,v endowed with some topology which is coarser than f pqc-topology (say f ppftopology to fix notations). We have canonical 1-morphisms
where pr 1 (resp. pr 2 ) sends a p-isogeny to its source (resp. its target).
Denote by Z Z the constant sheaf associated to Z Z on Sch/O e,v which we can consider as a rigid stack. Then associating to a p-isogeny its multiplicator defines a 1-morphism p-Isog D −→ Z Z. For every global section c of Z Z we define p-Isog 
Hecke correspondences in characteristic zero
(4.1) We keep the notations of (3.1). Let Spec(k) → p-Isog D be some geometric point of characteristic zero corresponding to a p-isogeny f :
A different choice of α changes g by a scalar in Z Z × p , and different choices of the ϕ i change g by left resp. right multiplication with an element of K. Therefore we get a well defined integral double coset KgK which will be called the type of the p-isogeny f . Its characteristic function is an element in H 0 (G, Q) (1.4).
Let f be a p-isogeny over an arbitrary base S over E. The type of the geometric fibres fs is locally constant on S. We get a locally constant map S → H(G, Q) by sending s ∈ S to the characteristic function of the type of fs. This gives us a decomposition of p-Isog D ⊗ E into open and closed substacks.
(4.2) To every integral double coset KgK ∈ K\(G(Q p ) ∩ End(Λ))/K associate the union of connected components of p-Isog D ⊗ E where the p-isogeny has type KgK. This defines a map
5 Hecke correspondences in positive characteristic which is defined over Q p and which extends to a homomorphism G m,Z Z p → G where G is the reductive model of G over Z Z p given by Λ.
Proof : By our assumption the conjugacy class [µ] is defined over Q p . As G is quasi-split we find a µ ∈ [µ] which is defined over Q p ([Ko1] 1.1.3). We can further assume that µ factors through some unramified maximal torus T of G. Then by Bruhat-Tits theory the identity component T of the Néron model of T is a maximal torus of G (e.g. [La] § §3, 10). By the universal property of the Néron model we get the desired extension of µ over Z Z p .
From now on we will fix such a µ. Let Λ = Λ 0 ⊕ Λ 1 be the weight decomposition of Λ with respect to µ. The condition c, µ = 1 implies that Λ 0 and Λ 1 are Lagrangian in Λ. Further Λ 0 and Λ 1 are O B -submodules of Λ. We denote by M the centralizer of µ in G. This is a connected reductive unramified group over Q p . Its reductive model M over Z Z p with respect to Λ is the centralizer of the extension of µ, and
is the weight decomposition of V with respect to µ, we have 
Proof : As both are free Z Z p -modules of the same rank it suffices to check that their O B -module structures are isomorphic. Because A is ordinary there exists a canonical [Ka] 3.3). It follows that for b ∈ O B we have an identity of polynomial functions
therefore the lemma follows from the determinant condition (3.1.1).
(5.3) Let k be an algebraically closed field of characteristic p and denote by f : (A 1 ,λ 1 , ι 1 ) −→ (A 2 ,λ 2 , ι 2 ) a p-isogeny of ordinary abelian varieties over k. We will call such an f an ordinary p-isogeny. 
By (5.2) we can choose isomorphisms of
Via these isomorphisms,
The double coset LmL is independent of all choices involved. It will be called the type of the ordinary p-isogeny f . Its characteristic function is an element in H 0 (M, Q). 
be the kernel of f (resp. f ∨ 
as constant group schemes where D( ) denotes the Cartier dual.
(5.5) Let S be a scheme of characteristic p and let f : (A 1 ,λ 1 , ι 1 ) −→ (A 2 ,λ 2 , ι 2 ) be a p-isogeny over S of abelian schemes with ordinary fibres.
Proposition: The map S → H 0 (M, Q) which associates to s ∈ S the characteristic function of the type of fs is locally constant.
Proof : Let c be the multiplicator of f which can be assumed to be constant. The subfunctor of S where f is of a given type is defined by the conditions that for r = 0, . . ., c the finite S-subgroup schemes 
In particular it is representable and an intersection ofétale group schemes in anétale group scheme. Therefore H r /H 0 r isétale and H r as extension of finite flat group schemes is finite flat. Note that by rigidity of abelian schemes the deformation of abelian schemes up to prime-to-p-isogeny is the same as deformation of abelian schemes up to isomorphism. Further deformation of a principal Q-homogenous polarizationλ is the same as deformation of a principal polarization λ ∈λ. (A 1 ,λ 1 , ι 1 ) (resp. x 2 = (A 2 ,λ 2 , ι 2 )) be the image of f under the first (resp. second) projection p-Isog
Denote byM the formal completion of p-Isog ord D at f , and denote byM 1 (resp.M 2 ) the formal completion of A ord D at x 1 (resp. x 2 ). We make the identifications of (5.3). Write m = m 0 ⊕ m 1 ∈ M (Q p ) for the corresponding type of f (with m i ∈ End O B (Λ i )). Then Serre-Tate machinery gives (identifying Λ * 0 with Λ 1 via , ): Proposition: For any local Artinian ring R with residue field k we havê
the projections given by sending a p-isogeny to its source resp. its target. We set
. Then (5.6) implies that the fibre ofpr 1 is a principally homogenous space under the group
) the fibre ofpr 2 is a principally homogenous space under
Therefore we have
Corollary: If we restrict the projections
1 )L they are finite and flat, and the geometric fibres of pr 1 (resp. pr 2 ) have pure multiplicity #P 1 (resp. #P 2 ).
(5.8) As in [FC] , VII, §4 we define now a map
as follows: Let f be the characteristic function of LmL in H 0 (M, Q) (1.4) and denote by Z the algebraic cycle determined by the union of the connected components on p-Isog ord D ⊗IF p classifying ordinary p-isogenies of type LmL. Then using the notations of (5.7) we seth
(5.9) Consider the Frobenius section of the projection pr
More precisely define a 1-morphism
where F A/S is the relative Frobenius of A over S. This induces a section
Now a p-isogeny f : A 1 → A 2 of ordinary abelian varieties is isomorphic to the Frobenius iff f is of multiplicity 1 and induces an isomorphism on the Tate modules. But this is equivalent to the fact that its type is L(id
Further the factor (#P 1 ) −1 in the definition ofh is equal to 1 in this case, and we see that the image of τ is just the cycle which is associated to Lµ(p)L.
(5.10) Proposition: Denote by
the specialization map of cycles. Then we have a commutative diagram of Q-algebra homomorphisms
Proof : The proof of this is the same as in the symplectic case ( [FC] , chap. VII, §4), and we omit it.
(5.11) Now consider the following condition:
This condition does not always hold even ifĀ ord D is dense inĀ D as an example by Stamm [St] has shown. But in the next chapter we will show that we have relative density if G Q p is split. 
. Now the first main result is:
Theorem: Assume the relative density condition. Then the Frobenius correspon-
Proof : Because of the relative density condition by restriction the Q-algebras
of (1.10), and the claim follows from (2.9).
(5.13) If G Q p is a split reductive group then the relative density condition holds, and we can apply the theorem. Moreover denote by T p ∈ Q[p-Isog D ⊗ E] the Hecke correspondence which is the image of f [µ] under h 0 . Then we get by (2.12) the second main result:
Theorem: If G Q p is split, the image of T p under the specialization map is the sum of the conjugates of the Frobenius isogeny under the Weyl group of G.
Note that the first theorem is not a trivial consequence of the second one as in the case G = GL 2 .
(5.14) Example: Consider B = Q. Choosing a symplectic base of (V, , ) we get G = GSp 2g . As Borel pair (T, B) we take the torus of diagonal matrices and the Borel group of matrices
where A is lower triangular and D is upper triangular.
and µ is given by the tuple (0 g , 1 g ). Further we have
Finally the halfsum of positive roots ρ is given by where J = {j ∈ {1, . . ., g} | δ j = 1}. On the other hand set b(δ) = #J. If LmL is the double coset corresponding to wµ, then using the notations of (5.7) we have
and it follows that
We see that the image of T p under the specialization map is the sum of cycles m(δ)Z δ where m(δ) = p a(δ)−b(δ)(b(δ)+1)/2 and where Z δ = Z b(δ) is the cycle which classifies pisogenies which are in the closure of the locus of ordinary p-isogenies A 1 −→ A 2 whose kernel is a totally isotropic subgroup of
Note that two such ordinary p-isogenies are not isomorphic in general.
But their type in H(M, Q) is the same, and it depends only on b(δ). Altogether it follows that the image of T p is equal to
Note that we have n(i) = n(g − i).
In particular for g = 1, i.e. G = GL 2 we get the known result that T p is the sum of the correspondences given by Frobenius and Verschiebung. Note that any specialization of a Frobenius isogeny between ordinary abelian varieties will be again the Frobenius because the Frobenius is characterized by the facts that its multiplicator is 1 and that it induces the zero map on tangent spaces, and these properties are stable under specialization. By duality being (isomorphic to) Verschiebung is also stable under specialization. 
. Choosing bases for U und U we get for every Q p -algebra R:
As Borel pair (T, B) in G Q p we choose T the diagonal torus and B the group of pairs of matrices (A, D) where A is lower triangular and D is upper triangular. We can identify the cocharacter group X * of T with
A cocharacter (n 1 , . . ., n 2g ) is dominant if and only if n 1 ≤ . . . ≤ n g . The minuscule cocharacter µ will be given by (0 g−r , 1 r , 1 g−r , 0 r ) for some r with 0 ≤ r ≤ g. with A 0 , D 0 ∈ GL r and A 1 , D 1 ∈ GL g−r . The Weyl group Ω(F ) can be identified with the symmetric group S g acting on X * by permuting the first and last g entries simultaneously. If we denote for some subset J ⊂ {1, . . ., g} by δ(J) the tuple (δ 1 , . . ., δ g ) ∈ {0, 1} g with δ j = 1 iff j ∈ J, we have
Under a suitable identification of X * (T ) Q with X * (T ) Q such that the canonical pairing of X * (T ) with X * (T ) is given by the standard scalar product, the halfsum of positive roots is given by ρ = 1 4 (−g + 1, −g + 3, . . ., g − 1, g − 1, g − 3, . . ., −g + 1).
Therefore we have for wµ = (δ(J), 1 g − δ(J)) and with a(J) = j∈J j:
On the other hand, if LmL is the double coset corresponding to wµ, then using the notations of (5.7) we have
where b(J) := #(J ∩ {1, . . ., g − r}). This implies
We see that the image of T p under specialization map is the sum of cycles n(J)Z J where
and where Z J = Z b(J) is the closure of the locus of ordinary p-isogenies of multiplicator 1 whose geometric fibres f : A 1 −→ A 2 have the following property:
We have
) because f commutes with the action of O B . Then the characterizing property for
. This is equivalent to the condition that
. Again two such ordinary p-isogenies are not isomorphic in general, but their type in H(M, Q) is the same, and it depends only on b(J). Altogether it follows that the image of T p is equal to
In particular it follows that the Verschiebung cycle, which classifies p-isogenies which are specializations of ordinary p-isogenies of multiplicator 1 whose kernel is isomorphic to (Z Z/pZ Z) g , occurs in the decomposition of T p if and only if g is even and r = g/2.
In this case it occurs with multiplicity p r(r−1)/2 .
6 Proof of relative density in the split case (6.1) We keep all notations of (3.1) and (5.1). For proving the relative density of the ordinary locus we may assume that we are in one of the following cases (where K denotes an unramified field extension of Q p and O K its ring of integers) (cf. [We] 2.2.2): (AL) (linear case):
We make the assumption K = Q p in the classification above. This is equivalent to the assumption that G Q p is a split reductive group. Note that this excludes the unitary case. Further this implies E v = Q p .
To simplify notations we write B (resp. O B ) instead of B ⊗ Q p (resp. O B ⊗ Z Z p ).
(6.2) To prove relative density under our assumptions we use the methods of [We] §3 which rely on display theory developed by Zink [Zi] .
First recall some definitions: Let S be a scheme of characteristic p. A principally quasi-polarized p-divisible O B -module over S is a triple (X, λ, ι) where X is a p-divisible group over S, λ is an isomorphism of X onto its Serre dual X ∨ , such that prime-to-p-polarizations λ ∈λ and λ ∈λ we get by functoriality of the p-divisible group associated to an abelian scheme a p-isogeny
By the theorem of Serre-Tate infinitesimal deformations of f correspond to in-
Further deformation of f as p-isogeny is the same as deformation of f as a homomorphism. More precisely rigidity of abelian schemes implies:
Lemma: Let S →S be a locally nilpotent immersion and let (Ã,λ,ι) and (Ã ,λ ,ι ) be deformations of (A,λ, ι) resp. (A ,λ , ι ) overS. Letf :Ã →Ã be a homomorphism which lifts f . Thenf is a p-isogeny.
(6.4) Let S = Spec(k) be the spectrum of a perfect field of characteristic p. By covariant Dieudonné theory we have an equivalence of the category of principally quasi-polarized p-divisible O B -module (X, λ, ι) over k and the category of tuples CT (X, λ, ι) = (M, F, V, , , ι) where M is a free module of finite type over the ring of Witt vectors W (k) of k, F (resp. V ) is a σ-linear (resp. σ −1 -linear) endomorphism of M such that F V = V F = p, , is a perfect alternating form on M such that F x, y = σ( x, V y ), and ι:
(6.5) Let (X, λ, ι) and (X , λ , ι ) be two principally quasi-polarized p-divisible O B -modules over the perfect field k with associated covariant Dieudonné modules (M, , , ι) resp. (M , , , ι ). Let f : X → X be a homomorphism of p-divisible groups and denote by ϕ:
Now f is an isogeny iff ϕ is injective. In this case we identify M with a
From now on we will fix such a p-isogeny f of principally quasi-polarized p-divisible O B -modules with multiplicator c. (6.7) Now suppose that X (and hence also X ) is bi-infinitesimal. Set R = k [[t] ] and let K be a perfect closure of k((t)). Combining results of [We] 3.2 we get: (1)
Furthermore the following diagrams are commutative
where in the second diagram the vertical arrows are induced by φ. is given by
(6.9) If f : X → Y is a homomorphism of p-divisible groups over k we may assume that Y = X (p) for some p-divisible group X . Set M = CT (X), M = CT (X (p) ).
By (6.8) we have a factorization of f into (6.10) We will now prove relative density under our assumptions. As p-Isog ord D ⊗ IF p is open in p-Isog D ⊗IF p this can be viewed as a deformation problem. Using Serre-Tate and Grothendieck's algebraization theorem we see that it suffices to deform p-isogenies f : (X, λ, ι) → (X , λ , ι ) of principally quasi-polarized p-divisible O B -modules.
Further we can decompose f in itsétale-multiplicative part fé t mult and in its bi-infinitesimal part f bi . We will deform fé t mult just by base-change. Therefore it suffices to show:
Proposition: Let k be algebraically closed and let f : (X, λ, ι) → (X , λ , ι ) be a p-isogeny of principally quasi-polarized p-divisible O B -modules, such that X (and hence X ) is bi-infinitesimal. Then there exists a deformatioñ f : (X,λ,ι) → (X ,λ ,ι ) of f over R = k [[t] ] such thatX (and henceX ) is not bi-infinitesimal over k((t)).
Proof : We use (6.7)(result and notations). By (6.9) we can assume that M is not contained in V M . Let c be the multiplicator of f . We prove the linear and the symplectic case (6.1) separately.
Symplectic case (cf. [FC] VII, 4.3): In this case we have O B = Z Z p .
As X is bi-infinitesimal, F is nilpotent on M /V M and therefore we find an element x ∈ M \ V M such that F x ∈ V M . Then x and F x are k-linear independent in M /pM and if we denote by M 0 the W (k)-span of x and F x, M 0 is a direct summand of M and of M . Define N 0 ∈ End W (k) (M 0 ) by N 0 (F x) = x and N 0 (x) = 0. We call this the first part of the proof in the symplectic case.
We have x, F x = p c x, F x ∈ p c W (k). Choose y ∈ M such that y , x = 1, y , F x = 0.
As {y , x, F x} is k-linear independent in M /pM , we can find z ∈ M such that y , z = 0, z , x = 0, z , F x = −1.
If we set y = p c y and z = p c z we have y, z ∈ p c M ⊂ M and y, x = 1, z, x = 0, z, F x = −1.
It follows that y and z are k-linear independent in M/pM . Let M 1 be the W (k)-span of y and z . This is a direct summand of M such that M 1 ∩ M is the direct summand of M generated by y and z. Define N 1 ∈ End W (k) (M 1 ) by N 1 (y ) = z and N 1 (z ) = 0.
Then N 0 ⊕ N 1 is of square zero, skew-symmetric and (M 0 ⊕ M 1 ) ∩ M is invariant. Further the restriction of , to M 0 ⊕ M 1 is by definition perfect. Therefore we can extend N 0 ⊕ N 1 to an endomorphism of N by defining N to be zero on (M 0 ⊕ M 1 ) ⊥ .
Then N is a deformation endomorphism for f . We have in M N = W (K) ⊗ M : 
