This paper presents a dynamic-model-aided navigation (DMAN) method for a small multirotor unmanned aerial vehicle. The method can be used for temporary navigation in cases where location and velocity measurements from external sources, e.g., global navigation satellite system, are missing or unreliable. The method combines proprioceptive measurements with a Kalman filter through a dynamic model to obtain the velocity and location of the vehicle. Acceleration and angular rate measurements from an inertial measurement unit, altitude measurements from a barometric altimeter, and proprioceptive measurements of the revolution speed of propellers are considered in the method. The dynamic model of the aerial vehicle relates the linear and angular velocities of the vehicle with the revolution speed of the propeller. The revolution speed is first converted into a thrust force and torque and then included in the model. The model avoids the singularity problem and describes processes and measurements in a three-dimensional space by representing attitude using quaternions instead of Euler angles. This study details two implementations of the DMAN method: extended Kalman filter (EKF) and unscented Kalman filter (UKF). The dynamic model is incorporated into the process model and measurement model of the implementations. A model that converts the revolution speed of propellers to thrust force and torque has been derived from unmanned aerial vehicle flight experiments. Experiments that implement the proposed method for quadrotor navigation verify the performance and state the limitations of the DMAN method. Compared with previous methods, the proposed method extends the application of DMAN to the three-dimensional space and obtains location and velocity measurements in a world coordinate system.
I. INTRODUCTION
Navigation is indispensable for autonomous flight of unmanned aerial vehicles (UAVs). Global navigation satellite system (GNSS), micro-electromechanical systems attitude heading reference system (MEMS AHRS), barometric altimeter, and cameras have been used to navigate small UAVs. The GNSS provides the location and velocity of a vehicle and plays a major role, together with the MEMS AHRS, in the navigation of UAVs. When a UAV enters into The associate editor coordinating the review of this manuscript and approving it for publication was Ludovico Minati . a GNSS-denied environment, it relies on MEMS AHRS or camera for navigation, and the navigation error increases rapidly with time and distance. The situation becomes more complex if there is no alternative navigation method. This paper proposes the use of a dynamic model of a quadrotor to aid navigation when the GNSS reception is missing or unreliable.
Most studies on navigation in GNSS-denied environments use alternative sensors such as camera and scanning LIDAR [1] - [4] . However, these sensors add complexity to a system, thus incurring high cost, and more importantly, their performance depends on environmental conditions [5] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Apart from heavy weight and hardware and software complications, they require some prerequisites on light, visibility, and terrain texture to function appropriately [5] . For example, they might not function at night, in foggy or extreme weather conditions, or over ground with uniform texture (vegetation, water, snow, etc.). Studies on DMAN that does not use other sensors are not abundant compared with the methods using alternative sensors. This paper proposes a DMAN method and verifies its performance by comparing the test results with those of other methods. Another approach for navigation in GNSS-denied environments is use of tightly coupled GNSS/INS navigation product, such as NovAtel SPAN. Though NovAtel SPAN is a solution, it requires robust IMU and partially uses GNSS signal when GNSS signal alone is insufficient to provide velocity and location [6] , [7] . It is heavy to be installed on a small quadrotor, for example the quadrotor with 1.6 Kg weight which is used in this study. It's not cost efficient to use such system for a quadrotor with the price of less than 1,000 US dollars. DMAN is one of the probable approaches for navigation and a temporary alternative to GNSS, with no additional cost and weight.
The dynamic model of the UAV has been used for the following purposes: control, enhancement of navigation performance, substitutions for other sensors, fault diagnosis of a sensor, and action selection through learning. These models are important and used for control purposes. Martin and Salaün derived a dynamic model for a quadrotor UAV and used the model for control [8] . The dynamic model is also used as a substitute for the inertial measurement unit (IMU) in GNSS-integrated navigation [9] . In the absence of IMU, the dynamic model is also used for attitude determination [10] . Lyu used the dynamic model for fault diagnosis of attitude estimation [11] . The model is also used in reinforcement learning for action selection and planning of a UAV [12] . Table 1 summarizes the use of the aforementioned dynamic model. Although many UAV navigation methods have been developed based only on the kinematic process model using GNSS and IMU, some methods consider the dynamic model for navigation.
Researches on DMAN can be classified in terms of the following six perspectives: navigation space, attitude representation in problem formulation, UAV type for the proposed method, estimation variables, verification approaches, and additional sensors required for implementation. Table 2 lists the DMAN methods, with their features explained in the aforementioned perspectives. Compared with other methods, this paper proposes a method that estimates position, attitude and velocity of a multirotortype UAV in three-dimensional (3D) space using a quaternion representation and verifies feasibility through experiments.
Mahony et al. suggested DMAN that is based on a nonlinear explicit complementary filter [13] , [14] , without verification. Nobahari used the dynamic model to describe the ground effect of the propeller thrust force for the estimation of altitude without active altimeters, and verified its feasibility through simulations [15] . Borup used an integrated dynamic model with GNSS/INS navigation for wind velocity estimation [16] .
Navigations considering the dynamic model have usually been applied to limited applications-for example, to navigate in two-dimensional (2D) space but not in 3D space [17] . In this regard, the method proposed by Abeywardena will be called 2D-DMAN hereafter [17] . 2D-DMAN formulates an extended Kalman filter (EKF) using Euler angle representation of attitude and estimates roll, pitch, and 2D speed in a vehicle coordinate system. As 2D-DMAN does not yield the yaw, the method could not provide the location even in 2D space. Nevertheless, the method verifies the claim that the acceleration of the vehicle is related to the velocity in the vehicle coordinate frame, and the acceleration measured using an AHRS also depends on the velocity of the vehicle in the vehicle coordinate frame.
We extend the claim verified by Abeywardena for 3D space applications using quaternions instead of Euler angles. Hereafter, the proposed method will be called 3D-DMAN. A simple extension of 2D-DMAN to 3D space using Euler angles leads to a dynamics equation in which the relationship between the velocity and yaw is not revealed [18] . Therefore, 3D extension using Euler angles is not applicable for 3D navigation. For the 3D navigation using the dynamic model, Khaghani and Skaloud presented a method derived for fixed wing UAVs using Euler angle representation of attitude [18] . The method was tested through simulations and experiments, and improvements of 1 -2 orders of magnitude in navigation were achieved [19] . Although the method was intended for 3D navigation aided by dynamic model, unlike our approach, it uses GNSS and IMU. Wang et al. also used the dynamic model for the navigation of multirotor UAVs [20] in 3D space. Their method is based on the rationale that the body velocity is related to the accelerometer measurement. Compared with our method, they used the optical flow for alternative measurement of the body velocity, whereas our method requires neither the sensors that measure velocity nor the GNSS.
Our research proposes a 3D-DMAN approach that has various features compared to other methods ( Table 2 ). The dynamic model is based on the models suggested by Leishman et al. [21] , Mahony et al. [13] , Martin and Salaün [8] , and Abeywardena et al. [17] . The model is derived using the quaternion attitude representation. The 3D-DMAN has been implemented based on extended Kalman filter (EKF) and based on the unscented Kalman filter (UKF). Experiments confirm that EKF-based 3D-DMAN and UKF-based 3D-DMAN can be available for practical use. The propeller dynamic model, which relates the revolution speed of the propeller to thrust force and torque, plays a crucial role in DMAN [22] . This paper discusses and describes approaches used for propeller dynamic modeling.
The navigation performance of 3D-DMAN is compared with those of 2D-DMAN and a method used widely for UAV navigation using GNSS and IMU, called ecl-EKF [23] - [25] . The navigation data of a real-time kinematic global positioning system (RTK GPS) are used as reference for comparison. As the ecl-EKF uses the GNSS, it is not legitimate to compare its performance with that of the proposed method. The comparison is intended for the verification of the proposed method. 2D-DMAN provides only horizontal velocity in the vehicle coordinate frame and roll and pitch. As 2D-DMAN cannot provide the location and velocity in the world coordinate frame, the navigation data from the proposed 3D-DMAN are converted to the velocity in the vehicle coordinate frame for comparison. The comparison shows improvement in the navigation performance and feasibility of 3D-DMAN for practical use for a short period, which provides an opportunity for emergency landing when the GNSS is temporarily blocked and a hazardous situation is predicted. In addition, experiments verify that if 3D-DMAN is used with the GNSS measurement, it performs better than ecl-EKF in estimating the location and velocity.
Section II derives dynamic equations incorporated into the process model and the measurement model for estimation. Sections II-C and II-D play a major role in the proposed 3D-DMAN. Sections III-A and III-B using the dynamic model derived in Section II describe the implementations of 3D-DMAN based on EKF and UKF, respectively. Experiments and discussions based on the results are provided in Section IV, together with the suggestions for further studies. Section V concludes the paper.
II. DYNAMIC MODEL FOR NAVIGATION A. NOMENCLATURE
The notations used in the paper are listed below.
x(t) location at time t, in the local north east down (NED) coordinate frame;
attitude at time t, in the local NED coordinate frame represented by a quaternion;
angular rate at time t, in the local sensor coordinate frame;
rotation speed of the k-th propeller at time t, in revolutions per minute (RPM) f k (t) thrust force generated by the k-th propeller, with the rotation speed r k (t) t k (t) torque generated by the k-th propeller, with the rotation speed r k (t) a r (t) acceleration in the z-direction of the vehicle generated by the four propellers at time t; a r (t) =
T a(t) acceleration measured using accelerometer of an IMU or AHRS; a(t) = a x (t) a y (t) a z (t) T b(t) altitude measured using a barometric altimeter P(t i ) error covariance matrix of the estimates at discrete time t = t î x(t i |t i−1 ) a priori estimation of the variable x(t) , at time
a posteriori estimation of the variable x(t) , at time t = t i M k the k-th column of a matrix M.
In this study, the world coordinate frame indicates the local NED coordinate frame. For the notational convenience, time index t i in the parentheses will be denoted by subscript i unless there is any confusion, e.g., P i instead of P(t i ), and x i|i−1 instead ofx(t i |t i−1 ).
B. VEHICLE COORDINATE FRAMES
The quadrotor dynamic model requires a vehicle coordinate system. It is required to measure the acceleration and angular rate of the vehicle coordinate system with respect to a fixed reference coordinate system. The vehicle coordinate system is usually set such that it coincides with the sensor coordinate system, so that there is no need to transform the sensor measurement to the value in vehicle coordinate system. Therefore, the vehicle coordinate system varies according to the attachment of the sensor to the quadrotor. Most quadrotors set the sensor in one of the two configurations as shown in Fig. 1 . The dynamic model depends on the type of the coordinate system, and the dynamic model for each type needs to be derived. The dynamic model for type 1 quadrotor will be derived first, and the model for type 2 will be derived later.
C. PROCESS MODEL AND MEASUREMENT MODEL FOR TYPE 1 QUADROTOR 1) PROCESS MODEL
The method estimates the position, velocity, and attitude of a UAV. To estimate them, along with the angular rate of the vehicle motion, the state vector x(t) at time t is defined as (1) .
The process model is defined as the function f (x(t), u(t) ) in (2) , which describes the time derivative of the state as a function of the state.
where u(t) = [r 1 (t) r 2 (t) r 3 (t) r 4 (t) ] T . The process model function f (x(t), u(t) ) will be derived in this section. The time derivative of the position in the world coordinate frame is the velocity in the world coordinate frame as shown in (3) .ẋ
The derivative of the velocity includes the thrust force a r (t) exerted by the propellers and the drag force
In (4), (5) , and (6), the thrust force a r (t) , drag force ratio matrix V (t) , and drag force coefficient k l (t) are expressed as (7), (8) , and (9), respectively. Operator ⊗ performs the product of two quaternions.
The drag force V (t) b v(t) is proportional to the velocity b v(t) of the vehicle in the vehicle coordinate frame with the ratio V (t) . λ 1 is the drag coefficient of the propeller [17] . The drag force plays a major role in obtaining the velocity from the acceleration measurement as described in Section II-C2. Notably, the time derivativev(t) of the velocity is a function of the attitude q(t) as in (6), whereas (5) in [18] does not involve yaw. This feature renders the model useful for 3D estimation.
The derivative of a quaternion representing the attitude of the vehicle is described as (10) .
Compared with (6) of [18] in which yaw is not involved, (10) shows that the derivative of attitudeq(t) is a function of q(t) which includes yaw. This also makes the proposed approach effective for 3D navigation, unlike the methods that use Euler angles for the derivation of the process model. The derivative of the angular rate of the vehicle motion is also related to the thrust forces, f k (t), k = 1, · · · , 4, exerted by the propellers. In addition, it is a function of the torque f k (t), k = 1, · · · , 4, generated by the propellers as shown in (11) .
In (11), I xx , I yy , and I zz are the moments of inertia in x, y, and z directions, respectively. d ij ( ij ∈ {12, 23, 34, 14}) is the distance from the origin of the vehicle coordinate frame to the line connecting the center of the propellers i and j, projected on the xy plane of the vehicle coordinate frame. Equations (3), (6), (10), and (11) constitute the process model of the quadrotor motion for the application of EKF and UKF. The dynamic model that involves thrust force and torque exerted by the propellers is included in (6) and (11) and is the key component aiding the navigation.
2) MEASUREMENT MODEL
The measurements consist of acceleration and angular rate that are measured using the accelerometer and gyroscope of an IMU or AHRS, the altitude measured using a barometric altimeter, and the roll and pitch that are deduced from the measurement of acceleration.
The acceleration a(t) = a x (t) a y (t) a z (t) T is related to the velocity of the quadrotor and the thrust force exerted by the propellers as given in (12)-(14).
The roll φ(t) and pitch θ(t) can be calculated from gravitational acceleration. In case the magnitude of the proper acceleration of the quadrotor is not comparable to gravitational acceleration g, the acceleration measured by the MEMS accelerometer is regarded as the gravitational acceleration. Because the proper acceleration of a small quadrotor is not usually large to be comparable with the gravitational acceleration, the roll and pitch are calculated from the measured acceleration as (15) and (16) [26] , [27] .
The roll φ(t) and pitch θ(t) derived from (15) and (16) are put together into (t) = φ(t) θ(t) T , which is represented as a function of the state variable q(t) as (17).
where,
The roll and pitch described by (17) are part of the measurement model used in this research.
The angular rate γ (t) and barometric altitude b(t) are related to the state variables as (18) and (19) .
Considering the above descriptions, the measurement z(t) consists of acceleration a(t) , roll and pitch (t) , angular rate γ (t) , and altitude b(t), as given in (20) .
The measurement z(t) has 9 elements. The measurement model describes how the measurement z(t) is related to the state x(t) and input u(t) as represented by (21) .
z(t) = h(x(t), u(t))
The measurement model functions h(x(t), u(t) ) consist of (12)- (14) and (17)- (19) . Equations (12)- (14) suggest the unique features of acceleration measurement in the case of aerial vehicles. The acceleration measured in the horizontal plane is proportional to the velocity in the vehicle coordinate frame as indicated by (12) and (13) . Moreover, (14) shows that the thrust force is measured using the acceleration in vertical direction, where the acceleration is not related to the gravitational acceleration.
D. PROCESS MODEL AND MEASUREMENT MODEL FOR TYPE 2 QUADROTOR
The process and measurement models for type 2 quadrotor shown in Fig. 1(b) are derived. The equations of the derivative ofẋ(t) ,v(t) , andq(t) are the same as the corresponding equations for type 1 quadrotor. Only the equation for the angular rateω(t) is modified to (22) .
is the distance between the origin of the vehicle coordinate frame and the center of the propeller i, projected on the xy plane of the vehicle coordinate frame. The process model for type 2 quadrotor consists of (3), (6), (10) , and (22) . The measurement model for type 2 quadrotor is the same as that for type 1 quadrotor, and is given by (12)-(14) and (17)-(19).
III. KALMAN FILTER APPROACHES FOR 3D-DMAN A. EKF FOR 3D-DMAN
For the application of the EKF using the process and measurement models derived in section II, uncertainties to the models are assumed to be additives as shown in (23) and (24) .
z(t) = h(x(t), u(t)) + w(t), w(t) ∼ N (0, R(t) ) (24)
In (23) and (24), Q(t) and R(t) are the error covariances of the additive noise v(t) and w(t) in the process and measurement models, respectively. Determining the adequate tuning parameters Q(t) and R(t) of the EKF is critical to utilize the dynamic model for navigation. In our application, uncertainties for models (3) and (10) are low compared to models (6) and (11) . This is because the dynamic models in (6) and (11) have more uncertainties due to the thrust force and torque exerted by the propeller revolution. This also applies to (12) and (13) in the measurement model. Converting the revolution speed to thrust force and torque involves uncertain bias and large deviations, which will be described in section IV-A where the conversion model is derived.
It is straightforward to apply EKF using the process model (23) and measurement model (24) . However, the prediction of quaternions in discrete-time implementation requires attention. Because quaternions as attitude constitute a special orthogonal group SO(3), the prediction of quaternions should use (25) instead of the approximated piecewise integration of (10) [28] .
Approximated piecewise integration using (10) will result in a predicted quaternion, which violates the constraint of unit norm, and thus, the error in attitude prediction will accumulate as the filtering procedure iterates. Despite the use of (25), the norm of the estimated quaternion inevitably deviates from unit owing to the numerical round off and application of correction step. Therefore, the adjustment of the quaternion for normalization is required after the correction step using (26) .
In our application, the correction coefficient κ is set to κ = 1.
B. UKF FOR 3D-DMAN
EKF applied to the system with nonlinear process and measurement models suffers from the stability problem because of the approximation of the nonlinear system into a linear system. Errors in the estimated state and error covariance of the previous estimation stage intensify the prediction error. Also, the Kalman gain based on the mis-predicted state and error covariance may update the predicted state and error covariance adversely and result in unstable and divergent estimations.
To mitigate the degenerative effect because of the nonlinearity, another approach of unscented Kalman filter (UKF) is applied for 3D-DMAN. The UKF in this study is formulated based on the additive noise assumption [29] . As the UKF procedure is well known and described in [29] , [30] , only the parts that require special attention for dealing with the models of sections II-C and II-D are described. Notations that are used to describe UKF follow those of [29] .
Predicting the state based on the previously estimated state and error covariance requires the weighted mean of the predicted sigma points χ k i|i−1 , k = 0, 1, · · · , 2L as (27) .
In (27), η m k is the weighting to the predicted sigma point χ k i|i−1 for calculating the mean of the sigma points χ k i|i−1 , k = 0, 1, · · · , 2L. L is the dimension of the error covariance matrix P i . For the states of position, velocity, and angular rate, algebraic calculation according to (27) provides the weighted mean. However, as the quaternions are under the constraint of unit norm, the algebraic addition of quaternions that are multiplied by the weightings does not provide the mean of the attitudes represented by the quaternions. Let χ k q,i|i−1 andx q,i|i−1 denote the quaternion component of the sigma point χ k i|i−1 and meanx i|i−1 of the predicted sigma points, respectively. Then, the procedure that calculates the weighted meanx q,i|i−1 of the quaternions χ k q,i|i−1 , k = 0, 1, · · · , 2L is described as Algorithm 1, where the weightings are assumed to be equal, that is, η m k = 1 2L+1 [31] , [32] . The method preserves the unit norm constraint of the quaternions and provides a quaternion which is representative of the attitudes described by the quaternions.
Algorithm 1 Calculating Weighted Mean of Quaternions
Input: • χ k q,i|i−1 , k = 0, 1, · · · , 2L: unit quaternions to be averaged • η m k = 1 2L+1 , k = 0, 1, · · · , 2L: weightings • : threshold for correction vector; If the norm of the correction vector e is less than , no more correction is needed. Output: •q: weighted mean of the quaternions 1: setq = χ 0 q,i|i−1 2: while | e| ≤ do 3: for k = 0, · · · , 2N do 4: e k = χ k q,i|i−1 ⊗q *
5:
Convert e k to the equivalent vector e k 6: end for 7 :
k=2L k=0 e k 8:
Convert e to the equivalent quaternion e 9:q = e ⊗q 10: end while 11: returnq
The unit norm constraint upon the quaternion as a representation of attitude calls for special attention on dealing with the perturbation and the error covariance matrix of the quaternions.
The unit quaternion representing the attitude has three degrees of freedom, though it has four components. Therefore, the perturbation or noise to the unit quaternion
T is modeled by the vector δn(t) = δn x (t) δn y (t) δn z (t) T , which has three elements [32] . The vector δn(t) perturbs the attitude.
To find the quaternion that is disturbed by the perturbation vector δn(t) , the perturbation vector δn(t) is converted to the equivalent unit quaternion δq(t) . The conversion v2q(δn(t)) is defined as (28) .
The converted unit quaternion δq(t) that is equivalent to δn(t) is multiplied to the original unit quaternion q(t), resulting in the perturbed unit quaternion q + n (t) as shown (29) .
Equation (29) defines the addition of perturbation vector δn(t) to a quaternion q(t) as the multiplication of δq(t) to q(t). Likewise, the inverse of the equivalent unit quaternion δq(t) is multiplied to the original unit quaternion, q(t), resulting in the other perturbed unit quaternion q − n (t) , as shown (30) .
Conversely, to calculate the error covariance related to the attitude uncertainties, it is required to convert the quaternion perturbation, δq(t) = δq w (t) δq(t) T , into the 3D perturbation vector, δn(t) . The conversion operation q2v(δq(t)) is defined as (31) .
The conversion of the perturbation vector to the equivalent quaternion is required in two stages of the UKF application. First, it is needed when calculating sigma point matrix χ i−1 from the Cholesky decomposition P i−1 of the error covariance matrix P i−1 , which is estimated at the previous iteration of the UKF. The addition and subtraction of the perturbation vector √ L + λ P i−1 to and from the statex i−1 , which is estimated at the previous iteration, are required as (34) .
In ( Second, the conversion of a vector to the quaternion is used when updating the predicted state using the Kalman gain and measurement innovation as shown (35) .
In (35), the Kalman gain, K i , has the dimension of 12 × 9, and K i (z i −ẑ i|i−1 ) has 12 elements. To update quaternion, K i (z i −ẑ i|i−1 ) provides only three elements of the correction vector. Therefore, the correction vector should be converted to the equivalent correction quaternion according to (28) . Then, (29) and (30) should be applied to the measurement update of the quaternion part of the state. UKF requires the conversion of a quaternion to a 3D vector in two stages. First, the calculation of the error covariance P i|i−1 of the predicted state from propagated sigma points χ k i|i−1 , k = 0, 1, · · · , 2L as shown in (37), requires the conversion.
In (36), χ k i|i−1 is the k-th predicted sigma point vector of the state x(t) at t = t i . The parameters η c k , k = 0, · · · , 2L are the weightings for the calculation of the error covariance. In (36), VOLUME 7, 2019 calculating the deviation vector eχ k q,i|i−1 of the quaternion χ k q,i|i−1 fromx q,i|i−1 requires the following operation (38).
The second stage that requires conversion of quaternions to vectors calculates the cross covariance P xz i between the state x i and measurement z i as shown (39).
In (39), the quaternion part eχ k q,i|i−1 of the eχ k i|i−1 is calculated by (38). The predicted measurements k i|i−1 , k = 0, · · · , 2L are the measurements calculated by applying the measurement model (21) using the sigma points χ k i−1 , k = 0, · · · , 2L as the inputs, as shown in (40).
IV. EXPERIMENTS AND DISCUSSIONS
The feasibility of 3D-DMAN is verified through experiments using a small quadrotor UAV. 3D-DMAN implementations that use EKF and UKF are called 3D-DMAN-EKF and 3D-DMAN-UKF, respectively. The performance of both the aforementioned 3D-DMAN methods are compared to those of 2D-DMAN and ecl-EKF [17] , [24] . First, the functions that convert the revolution speed of the propeller to the thrust force and torque are derived through experiments. Then, measurement data are collected through remote-controlled flight of a quadrotor. The 3D-DAMN's, ecl-EKF, and 2D-DMAN are applied to estimate the position, velocity, and attitude of the quadrotor. Finally, it is verified that if 3D-DMAN-UKF uses GNSS as ecl-EKF does, it performs better than ecl-EKF. Fig. 2 shows the quadrotor used for the experiment. The quadrotor has type 1 configuration, and the model in section II-C is used.
A. DYNAMIC MODEL OF A PROPELLER 1) CONVERSION OF PULSE WIDTH COMMAND TO RPM
The command for the propeller revolution is given by the pulse width (PW) in µs. The PW command is the time duration of the pulse driving the motor within 2.5ms, which generates a pulse width modulation (PWM) signal of 400 Hz for the motor drive. The conversion of the PW command to RPM is required because the thrust force and torque are usually modeled as functions of the RPM. Fig. 3 shows the equipment and installation for the experiment to derive the propeller dynamic model. Fig. 4 shows RPM with the PW of the 1-st propeller. Using the data from the experiment, the conversion table from the PW to RPM is obtained and used for the conversion, instead of determining an explicit function from the PW to RPM. As shown in Fig. 4 , the RPM increases with an increase in the PW until the PW reaches 1544µs. The RPM decreases as the PW increases from the value of 1545µs. The domain of PW is divided into six ranges depending on the PW value and the phase of rising and falling PW. Table 3 shows the division of the PW range. If the PW is below 1140µs, the propeller does not revolve.
During the flight test, most PW commands fall into the range of 900µs-1500µs, and the PW command goes rarely and instantaneously over 1500µs. Therefore, the PW range of 2 and 5 is the preferred range for the conversion of PW to RPM. In the PW range 2 and 5, the conversion is more reliable than the conversion in the range of 3 and 4 as shown in Fig. 4 . Furthermore, in the PW range of 2 and 5, the thrust force and torque are determined from the RPM with less uncertainty than in the other ranges, which will be shown in Section IV-A2.
2) CONVERSION OF RPM TO THRUST FORCE AND TORQUE
The thrust force of a propeller depends on RPM and the range of operation. It is generally regarded that the thrust force by k-th propeller is proportional to the square of the RPM with a ratio coefficient α k as given in (41).
Likewise, the torque model which is proportional to the square of the RPM with a ratio coefficient β k as (42) is generally used.
The coefficients α = α 1 α 2 α 3 α 4 T and β = β 1 β 2 β 3 β 4 T construct dynamic model for the propellers.
In the experiments, the thrust force and torque are measured using the instrument shown in Fig. 3 . The thrust force versus RPM of the 1-st propeller is depicted in Fig. 5 . The unit of the thrust force is kgf. The blue dots in Fig. 5 indicate the thrust force provided by the measurement, and the red line represents the model obtained from the measurement. The torque versus RPM is shown in Fig. 6. Fig. 5 and Fig. 6 show that the proportionality to square of RPM is valid even though there are bias and dispersion from the strict proportionality. The magnitude of the torque by the propeller is less than the thrust force by the order of approximately 3. Therefore, the measurement of torque has larger uncertainty than the thrust force due to the low sensitivity of the instrument, as shown in Fig. 6 .
Because of the low quality of the instrument, it is found that the force and torque measured by the equipment are less than the due force and torque for the flight. The thrust force for hovering should be the weight of the quadrotor; however, it was found that the sum of the thrust force of the four propellers is less than the weight of the quadrotor. Therefore, the models derived from Figs. 5 and 6 were not used, and another method to find the propeller dynamic model is used.
For the thrust force model, the least squares estimation method has been derived utilizing (14) . Rewriting (14) for time t = t i using (41) results in (43).
The RPM of the propellers r k (t i ), k = 1, · · · , 4, and z-directional acceleration a z (t i ) are logged during the flight of the quadrotor. Applying the data to (43) and gathering the results for time t i , i = 1, · · · , N , produces (44) for least VOLUME 7, 2019 FIGURE 6. Torque depending on the RPM and the range of revolution.
squares solution approach.
Solving (44) for α using the least squares approach provides coefficients of the thrust force for the propellers as (45).
In case of the torque model, last component ω z (t) of (11) is used for deriving the least squares approach. Combining the last component of (11) and (42) leads to (46).
The RPM of the propellers r k (t i ), k = 1, · · · , 4, and angular rate ω(t i ) are logged during the flight of the quadrotor.
Applying the data to (46) and gathering results for time t i , i = 1, · · · , N , produces (47) for the application of the least squares approach.
. . .
Solving (47) for β using the least squares approach yields (48) for the coefficients of the torque of the propellers. Table 4 lists the model parameters α i , β i , i = 1, 2, 3, 4, for each propeller. For the calculation of the coefficients, 10,000 data have been collected. The data are divided into 100 sets, each with the number of data N = 100. Each data set is used for the application of (45) and (48), and 100 sets of coefficients are calculated. Then the 100 sets of coefficients are averaged to get the result of Table 4 . The comparison of Figs. 5 and 6 indicates that uncertainty in torque is much larger than the uncertainty in thrust force. Therefore, the components of Q(t) and R(t) , which correspond to the torque induced by the propellers, should be set larger than the components that correspond to the thrust force.
B. NAVIGATION EXPERIMENTS
By converting the PW command into thrust force and torque, EKF and UKF are implemented using the process and measurement models presented in Section II. Table 5 shows the specification of the quadrotor used for the experiment. The quadrotor flied at a height of 10 m in a rectangular trajectory maintaining the altitude constant. The flight time was 45 s, and the travel distance was 190 m. The trajectory of the flight will be shown in the later sections, along with the estimation results.
The quadrotor uses the flight control unit of Pixhawk v2 (3DR, Berkeley, CA, US) [33] , [34] . Pixhawk v2 has an internal accelerometer, gyroscope, barometric altimeter, and a dedicated CPU. The components are shown in Table 6 .
The gyroscope measures the angular rate of the three axes up to 2000 deg/s, with the maximum data output rate of 8000 Hz, root mean square (RMS) noise of 0.1 • /s, nonlinearity of ±0.1%, and noise spectral density of 0.01 • /s/
√
Hz. The accelerometer measures the acceleration of the three axes at the maximum output data rate of 4000 Hz, nonlinearity of ±0.5%, RMS noise of 8 mg, and noise power spectral density of 300µg/
Hz in low-noise mode, with the maximum measurement range of ±16g, which depends on the parameter setting. The barometric altimeter measures atmospheric pressure in the range 10 mbar to 1200 mbar, with accuracy of ±1.5 mbar at 25 • C and atmosphere of 750 mbar. Its measurement resolution is up to 10 cm, and the lowest conversion time is 1 ms.
3D-DMAN, 2D-DMAN, and ecl-EKF are applied using the same measurement data. The quadrotor is equipped with an MEMS AHRS, barometric altimeter, and GNSS. In the case of 2D-DMAN and 3D-DMAN, the GNSS is not used, whereas ecl-EKF uses the GNSS for velocity and location measurement. The RTK GPS navigation data are used as the reference from which errors of the estimated navigation data are calculated. The model and specification of the GNSS are presented in Table 7 .
All the measurements for 3D-DMAN are subject to noise. Vibration of the quadrotor adds high-frequency noise to the measurements of acceleration and angular rate. The RPM of the propeller revolution and the altitude obtained using barometric altimeter also contain high-frequency noise. The sensor is attached to the vehicle using damping material to reduce the effect of the vehicle vibration to the measurement. Because the compensation of high-frequency noise using the damping mechanism is not enough, a low-pass filter is used to reduce the noise.
2D-DMAN produces four estimation values: two velocity components b v x (t) and b v y (t) in the horizontal plane of the quadrotor coordinate frame, roll φ(t) , and pitch θ(t) . As 2D-DMAN does not provide location and velocity in the world coordinate frame, the results cannot be compared directly with the results of the 3D-DMAN methods and ecl-EKF, which yield location, velocity, and attitude in the world coordinate frame. Therefore, the velocities obtained from the 3D-DMAN methods and ecl-EKF are converted to the quadrotor coordinate frame to compare three methods. The estimated location and velocity in the world coordinate frame and the attitude obtained using 3D-DMAN and ecl-EKF are compared to confirm that 3D-DMAN can be an alternative for navigation in a GNSS-denied environment.
1) MISALIGNMENT OF SENSORS
The second term q(t) ⊗ a r (t) ⊗ q * (t) of (6) indicates that roll affects the y-directional velocity, and pitch does the x-directional velocity. The 3D-DMAN is derived under the assumption that the sensor coordinate system is the same as the vehicle coordinate system. If there is misalignment between the vehicle coordinate system and the coordinate system of the sensor that measures acceleration and angular rate, the estimated attitude differs from the attitude of the vehicle. The error in the estimated roll and pitch causes error in velocity estimation. Therefore, the calibration that converts the acceleration and angular rate measured using the sensor to those measured in vehicle coordinate system is required.
To determine the misalignment of the sensor in x and y direction, roll and pitch is calculated using (15) and (16) in hovering state, in which the roll and pitch of the vehicle are zero. The calculated roll and pitch are the x-directional and y-directional rotation of the sensor coordinate system from the vehicle coordinate system. From the data measured in hovering state, the roll and pitch are calculated to be 3 deg and 0.5 deg, respectively. This rotation is used to convert the acceleration and angular rate measured by the sensor to the vehicle acceleration and angular rate.
The sensor is attached to the vehicle using damping material to reduce the effect of the vehicle vibration to the measurement. Therefore, small force can change the alignment of the sensor. Calculation of the misalignment and calibration is needed before using 3D-DMAN. Tables 8 and 9 . For the errors, mean (Mn), mean of absolute error (MnA), standard deviation (Std), and RMS are listed. Sometimes lower mean does not mean better estimation, because the Mn can become low if errors appear in opposite directions and compensate each other, even though the magnitude of the errors is large. Therefore, RMS or MnA is a more appropriate index than the Mn to compare the performance of the methods through error statistics. Fig. 9 shows the RMS of the velocity error in vehicle coordinate frame. 3D-DMAN-UKF exhibits improved estimation over the 2D-DMAN and 3D-DMAN-EKF. If 3D-DMAN-UKF uses the location and velocity measured by GNSS as measurement, which is the case for ecl-EKF, it estimates velocity better than ecl-EKF as shown in Fig. 9 .
The velocity estimates of 3D-DMAN-EKF and 3D-DMAN-UKF are less reliable than the estimates of ecl-EKF, but better than the estimates of 2D-DMAN. Moreover, 3D-DMAN estimates velocity in full 3D space.
Velocity estimation is a critical problem that deteriorates the navigation unless GNSS is available. Although there are some errors and bias, the velocities obtained using 3D-DAMN methods are useful in that it provides the motion information of the direction and relative speed. Moreover, 3D-DMAN-UKF estimates velocity better than 3D-DMAN-EKF and 2D-DMAN. The estimated velocity by 3D-DMAN-UKF is useful for location estimation, although the error in the estimated location increases with time and distance. In contrast, the velocity calculated using only the acceleration measurement of the MEMS accelerometer is practically of no use for velocity estimation and location estimation. Figure 8 shows the estimated velocities in the world coordinate frame. The estimated velocities are compared with the velocities estimated using ecl-EKF. The y directional velocity estimated using 3D-DMAN-EKF is larger than both the reference and the velocity estimated using ecl-EKF.
This affects the trajectory estimated using 3D-DMAN-EKF, which will be shown in a figure in section IV-B4 (Fig. 12) . The 3D-DMAN-UKF provides improved velocity estimates than 3D-DMAN-EKF, and thus, improved trajectory which will be shown in a figure in section IV-B4 ( Fig. 12) .
3) ATTITUDE ESTIMATION RESULT
The roll and pitch are estimated using 2D-DMAN, 3D-DMAN-EKF, 3D-DMAN-UKF, and ecl-EKF. The yaw is estimated using 3D-DMAN-EKF, 3D-DMAN-UKF, and ecl-EKF. As ecl-EKF uses GNSS and has been used widely for the navigation of quadrotors, we regarded the ecl-EKF as the best attitude estimator among the methods. The attitude estimated using ecl-EKF is used as the reference to compare the attitude error of the other methods. Fig. 10 shows the attitudes which are estimated using the methods. Table 10 compares the attitude errors of the methods. Figure 11 compares the RMS of the attitude estimation errors of the methods. 3D-DMAN-UKF exhibits the best estimation of roll, pitch, and yaw. The estimation errors in roll and pitch of 2D-DMAN are less than those of 3D-DMAN-EKF. This is because 2D-DMAN assumes that the altitude of the flight is constant, whereas 3D-DMAN-EKF estimates the actual altitude and attitude simultaneously without the assumption of a level flight. 3D-DMAN-UKF is better than 2D-DMAN regarding attitude estimation, even without the assumption of the level flight.
The attitude plays a major role in estimating the velocity of the quadrotor, as the velocity is dependent on the attitude q(t) as exposed by (6) . Therefore, the improved estimation of attitude by 3D-DMAN-UKF contributes to the improved estimation of velocities by 3D-DMAN-UKF, which is shown in Section IV-B2. Figure 12 shows the estimated trajectories using the methods. The quadrotor flies 190 m for 45 s resulting in a rectangular trajectory with four straight line segments. During the flight along the first segment, the trajectory estimated using 3D-DMAN-EKF deviates from the trajectory detected using RTK GPS. The estimated trajectory forms a rectangle tilted counter clockwise from the rectangle formed by the trajectory given by RTK GPS. The tilt is caused by the non-zero velocity in x and y directions at the segments where the velocities should be zero. As shown in Figs. 8(a) and 8(b) , the x directional velocity in the first and third segments and the y directional velocity in the second and fourth segments should be approximately zero as detected using RTK GPS. However, Fig. 8(a) shows that the x directional velocity is approximately 1 m/s to 2 m/s and −2 m/s, in the first and third segments, respectively. Furthermore, in the second and fourth segments, the y directional velocity is approximately 2 m/s and −2 m/s, respectively, as shown in Fig. 8(b) .
4) TRAJECTORY ESTIMATION RESULT
Furthermore, the travel distance estimated using 3D-DMAN-EKF is longer than the actual travel distance detected using RTK GPS. This is consistent with the estimation result of the x directional surge velocity obtained using 3D-DMAN-EKF in the vehicle coordinate frame, which is larger than the actual velocity obtained using RTK GPS ( Fig. 7(a) ).
3D-DMAN-UKF provides rectangular trajectory that is not tilted, contrary to 3D-DMAN-EKF. The roll estimation by 3D-DMAN-UKF has less error than that by the 3D-DMAN-EKF. Therefore, the estimation of y-directional velocity in the vehicle coordinate frame by 3D-DMAN-UKF is more reliable than that by 3D-DMAN-EKF. The y-directional drift in the vehicle coordinate frame is reduced by 3D-DMAN-UKF.
At the edges of the trajectory, the estimated trajectory does not follow the actual turn immediately. The delayed and slow turn is partially due to the delayed estimation of 3D-DMAN, which use filtered measurement data to reduce high-frequency noise. The filtered measurements exhibit delay, and the estimation of attitude based on the delayed measurements also suffers from the delay.
At the destination, locations estimated using 3D-DMAN-EKF, 3D-DMAN-UKF, and ecl-EKF are 11.64 m, 22.3 m, and 1.92 m apart from the location detected using RTK GPS, respectively. Though the deviation by 3D-MAN-UKF is larger than that by 3D-MAN-EKF at the destination, the results of 3D-DMAN-UKF exhibit improved location estimation than 3D-DMAN-EKF. At straight flight segments, 3D-DMAN-UKF produces less deviated trajectory estimation than 3D-DMAN-EKF. Table 11 compares the statistic of estimation error of trajectory. If velocity and location from GNSS are used as measurement for 3D-DMAN-UKF, the estimation error decreases to the value less than the estimation error by ecl-EKF. 
C. DISCUSSIONS ON THE EXPERIMENT RESULTS
One of the most significant contributions of the dynamic model to 3D-DMAN is that it estimates the velocity in the world coordinate frame, which is integrated with the estimated attitude for the trajectory estimation. Without the aid of the dynamic model, the low-cost MEMS-AHRS-based navigation inevitably results in serious divergence in velocity in a few tens of seconds at the longest. It is generally recognized that the acceleration estimated using a low-cost MEMS AHRS is not adequate for the velocity calculation. Although the velocity estimated using 3D-DMAN is not as reliable as the velocity estimated using ecl-EKF or GNSS, it is useful for temporary navigation to cope with the unexpected loss of GNSS.
Error covariance and measurement innovation indicate the convergence property of 3D-DMAN-UKF. The error covariance of the attitude and angular rate of 3D-DMAN-UKF is shown in Fig. 13. Fig. 14 shows the measurement innovation of the roll and pitch. The error covariance of attitude converges in 0.015sec to the value 4 × 10 −6 rad 2 for all the roll, pitch, and yaw angles. The error covariance of angular rate around x and y axis converges to the same value of 1.45 × 10 −3 rad 2 /sec 2 , in 0.04sec, while the error covariance of angular rate around z axis converges to 0.2 × 10 −3 rad 2 /sec 2 , in 0.04sec. The measurement innovation of roll and pitch changes every time the quadrotor turns its heading, then it converges again below 0.1rad in absolute value. This indicates that 3D-DMAN is robust to attitude change.
2D-DMAN is applicable to navigation in a level flight, and estimates only roll, pitch, and velocity in the x and y directions in the vehicle coordinate frame. The 3D-DMAN-EKF estimates the velocity better than the 2D-DMAN. In estimating attitude, velocity, and trajectory, the 3D-DMAN-UKF excels other methods except the ecl-EKF which is aided by GNSS. Compared with 2D-DMAN, 3D-DMAN has the following distinctive features.
• It estimates yaw and z-directional velocity, which are not provided by 2D-DMAN.
• It estimates 3D trajectory.
• Its estimation of velocity and attitude is more reliable than that of 2D-DMAN.
• It does not require the level flight constraint. As expected from the limitation that the GNSS is not used for 3D-DMAN, the location and attitude estimated using 3D-DMAN have larger error compared with those estimated using ecl-EKF. The authors regard that the limit on the estimation performance is also attributed to the following aspects of the dynamic model. • The dynamic model of the quadrotor used in this study does not account for the interfering force and torques arising from the revolution of the nearby propellers.
• The vibration of the sensors, especially the gyroscope and accelerometer, increases uncertainties in the measurements of angular rate and acceleration. The filters which are applied to reduce the measurement noise result in delay in estimation. For further studies on 3D-DMAN, we recommend the following points.
• The dynamic model of the thrust force and torque of a propeller that considers the interference between the propellers would improve the navigation performance of 3D-DMAN.
• Derivation of the dynamic model of a quadrotor can be aided by learning approaches, which are prevalent these days [35] .
V. CONCLUSION
3D-DMAN estimates the location and velocity in the world coordinate frame and the attitude, whereas 2D-DMAN provides only two-dimensional velocity in the vehicle coordinate frame, roll, and pitch, but not the location in the world coordinate frame. Although the 2D-DMAN works under the constraint of level flight, 3D-DMAN is applicable with no limitation in flight space. The experiment shows that 3D-DMAN-UKF achieves a location estimation error of 22.3 m for a flight distance of 190 m with a rectangular trajectory without using the GNSS measurement. The estimation result of 3D-DMAN is less reliable than that of ecl-EKF, and the estimation error of 3D-DMAN increases without bound with time and travel distance. However, 3D-DMAN can provide navigation for a short period, which is not possible with low-cost MEMS AHRS. Considering that 3D-DMAN neither depends on the GNSS on which the ecl-EKF depends heavily on, nor requires any other sensors, the results reveal that the dynamic model improves the navigation performance of quadrotor so that it can be used for practical use. If 3D-DMAN-UKF uses GNSS, it performs better than ecl-EKF.
The method can be used as a temporary alternative navigation method for emergency landing when a quadrotor loses navigation data from the GNSS or other external sources. Furthermore, it is suggested that GNSS abnormality can be detected by using 3D-DMAN in parallel with the GNSS-based navigation and observing the difference between the navigation data from the two methods.
