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COMPUTING THE FRE´CHET DERIVATIVE OF THE POLAR
DECOMPOSITION∗
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Abstract. We derive iterative methods for computing the Fre´chet derivative of the map which
sends a full-rank matrix A to the factor U in its polar decomposition A = UH, where U has
orthonormal columns and H is Hermitian positive definite. The methods apply to square matrices
as well as rectangular matrices having more rows than columns. Our derivation relies on a novel
identity that relates the Fre´chet derivative of the polar decomposition to the matrix sign function
sign(X) = X(X2)−1/2 applied to a certain block matrix X.
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1. Introduction. The polar decomposition theorem asserts that every matrix
A ∈ Cm×n (m ≥ n) can be written as the product A = UH of a matrix U ∈ Cm×n
having orthonormal columns times a Hermitian positive definite matrix H ∈ Cn×n [15,
Theorem 8.1]. If A is full-rank, this decomposition is unique, allowing one to define
a map P which sends a full-rank matrix A ∈ Cm×n to the factor P(A) = U ∈ Cm×n
in its polar decomposition A = UH. We refer to U as the unitary factor in the polar
decomposition of A, bearing in mind that this is a slight abuse of terminology when A
(and hence U) is rectangular. The aim of this paper is to derive iterative algorithms
for computing the Fre´chet derivative of P.
Our interest in differentiating the polar decomposition stems from several sources.
First, differentiating the polar decomposition gives precise information about the sen-
sitivity of the polar decomposition to perturbations. This is a topic of longstanding
interest in numerical analysis [21, 22, 5, 18, 24], where much of the literature has fo-
cused on bounding the deviations in the perturbed factors in the polar decomposition
of A after a small-normed perturbation of A. These analyses often rely on a formula
for the Fre´chet derivative of P that involves the singular value decomposition of A [18,
Equation 2.18]. While theoretically useful, such a formula loses some of its appeal in
the numerical setting, where computing the singular value decomposition tends to be
costly. As a second source of motivation, differentiating the polar decomposition has
proven necessary in the design of certain schemes for interpolating functions which
take values in the special orthogonal group [10], the group of real square matrices with
orthonormal columns and positive determinant. These interpolation schemes have ap-
plications in computer animation, mechanics, and other areas in which continuously
varying rotation matrices play a role.
A number of authors have addressed the computation of the Fre´chet derivatives
of other functions of matrices, such as the matrix exponential [1, 23, 26], the matrix
logarithm [3, 20], the matrix square root [1, Section 2], the matrix pth root [16, 7,
6], and the matrix sign function sign(X) = X(X2)−1/2 [18]. The aforementioned
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2 E. S. GAWLIK AND M. LEOK
functions, unlike the map P, are examples of primary matrix functions. Roughly
speaking, a primary matrix function is a scalar function that has been extended to
square matrices in a canonical way; for a precise definition, see [15, Section 1.2]
and [17]. The polar decomposition is not a primary matrix function, which is perhaps
the main reason that the computation of its Fre´chet derivative has largely evaded
scrutiny until now.
Formally, iterative schemes for computing the Fre´chet derivatives of matrix func-
tions (be they primary or nonprimary) can be derived as follows. Let f : Cm×n →
Cm×n be a function with Fre´chet derivative Lf . That is, given X ∈ Cm×n, the map
Lf (X, ·) : Cm×n → Cm×n is a linear map satisfying
(1) f(X + E)− f(X)− Lf (X,E) = o(‖E‖)
for every E ∈ Cm×n, where ‖ · ‖ denotes any matrix norm. Let A ∈ Cm×n, and
suppose that
(2) Xk+1 = g(Xk), X0 = A
is an iterative scheme for computing f(A); that is, Xk → f(A) as k → ∞. Dif-
ferentiation of (2) with respect to A in the direction E ∈ Cm×n yields the coupled
iteration
Xk+1 = g(Xk), X0 = A,(3)
Ek+1 = Lg(Xk, Ek), E0 = E,(4)
for computing f(A) and Lf (A,E). The validity of this formal derivation, of course,
depends on the commutativity of limk→∞ with differentiation, which is generally
nontrivial to establish.
For a primary matrix function f , proving the validity of this formal derivation is
greatly simplified by the following identity. For any primary matrix function f and
any square matrices A and E,
(5) f
(
A E
0 A
)
=
(
f(A) Lf (A,E)
0 f(A)
)
,
provided that f is 2p − 1 times continuously differentiable on an open subset of C
containing the spectrum of A, where p is the size of the largest Jordan block of A [25].
From this it follows that if (2) is an iterative scheme for computing f(A), and if g
maps block upper triangular matrices to block upper triangular matrices, then
(6)
(
Xk+1 Ek+1
0 Xk+1
)
= g
(
Xk Ek
0 Xk
)
,
(
X0 E0
0 X0
)
=
(
A E
0 A
)
defines an iterative scheme for computing
(
f(A) Lf (A,E)
0 f(A)
)
, provided that it con-
verges and provided that f has the requisite regularity to apply (5). Using (5) again to
isolate each block of the iteration (6), one obtains the coupled iteration (3-4). Details
behind this argument, as well as an example of its application, can be found in [1,
Section 2].
Our main result in this paper, Theorem 1, establishes the validity of schemes
like (3-4) when the function f under consideration is the function P which sends A
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to the unitary factor U in its polar decomposition, even though P is not a primary
matrix function. In particular,
P
(
A E
0 A
)
6=
(P(A) LP(A,E)
0 P(A)
)
,
so the argument in the preceding paragraph does not apply. Instead, our derivation
relies on a novel identity that relates the Fre´chet derivative of P to the matrix sign
function sign(X) = X(X2)−1/2 applied to a certain block matrix X; see Theorem 2.
One notable corollary of Theorem 1 is that the popular Newton iteration [13]
Xk+1 =
1
2
(Xk +X
−∗
k ), X0 = A
for computing the unitary factor P(A) = U in the polar decomposition A = UH of a
square matrix A extends to a coupled iteration for computing P(A) and its Fre´chet
derivative. In particular, Corollary 3 shows that for any nonsingular A ∈ Cn×n and
any E ∈ Cn×n, the scheme
Xk+1 =
1
2
(Xk +X
−∗
k ), X0 = A,(7)
Ek+1 =
1
2
(Ek −X−∗k E∗kX−∗k ), E0 = E,(8)
produces iterates Xk and Ek that converge to P(A) = U and LP(A,E), respectively,
as k →∞.
The fact that the matrix sign function will play a role in our study of Fre´chet
derivatives of the polar decomposition should come as no surprise, given the sign
function’s intimate connection with the polar decomposition. The sign function and
polar decomposition are linked via the identity
(9) sign
(
0 A
A∗ 0
)
=
(
0 P(A)
P(A)∗ 0
)
,
which holds for any square nonsingular matrix A [15]. This identity has been used,
among other things, to derive iterative schemes for computing the polar decomposi-
tion. The essence of this approach is to write down an iterative scheme for computing
sign
(
0 A
A∗ 0
)
, check that its iterates retain the relevant block structure, and read
off the (1, 2)-block of the resulting algorithm. In principle, one can adopt a similar
strategy to derive iterative schemes for computing the Fre´chet derivatives of the polar
decomposition. Indeed, any iterative scheme that computes
sign

0 A 0 E
A∗ 0 E∗ 0
0 0 0 A
0 0 A∗ 0

while retaining its block structure will suffice, owing to the following observation. By
appealing to the definition (1) of the Fre´chet derivative, the identity (9) can be used
to verify that
(10) Lsign
((
0 A
A∗ 0
)
,
(
0 E
E∗ 0
))
=
(
0 LP(A,E)
LP(A,E)∗ 0
)
.
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Now since the sign function is a primary matrix function, (5), (9), and (10) imply
that
sign

0 A 0 E
A∗ 0 E∗ 0
0 0 0 A
0 0 A∗ 0
 =
sign
(
0 A
A∗ 0
)
Lsign
((
0 A
A∗ 0
)
,
(
0 E
E∗ 0
))
0 sign
(
0 A
A∗ 0
)

=

0 P(A) 0 LP(A,E)
P(A)∗ 0 LP(A,E)∗ 0
0 0 0 P(A)
0 0 P(A)∗ 0
 .
A drawback of this approach is that it is valid only for square matrices A. The
strategy we adopt in the present paper will be quite different, and will be valid not
just for square matrices A but also for rectangular matrices A having more rows than
columns.
Organization. This paper is organized as follows. We begin in Section 2 by giving
statements of our main results, deferring their proof to Section 3. In Section 4, we
discuss several practical aspects of the iterative schemes, including stability, scaling,
and termination criteria. We compare the iterative schemes to other methods for
computing the Fre´chet derivative of the polar decomposition in Section 5. We finish
with some numerical experiments in Section 6.
2. Statement of Results. In this section, we give a presentation of this paper’s
main result, which is a theorem that details a class of iterative schemes for computing
the Fre´chet derivative LP of the map P which sends a matrix A to the unitary factor
U in its polar decomposition A = UH. A proof of the theorem is given in Section 3.
The class of iterative schemes to be considered comprises schemes of the form (3-
4), with a mild constraint on the form of the function g. To understand this constraint,
it is helpful to develop some intuition concerning iterative schemes for computing the
polar decomposition and their relationship to iterative schemes for computing the
matrix sign function. Fundamental to that intuition are the identities
(11) sign(A) = A(A2)−1/2, P(A) = A(A∗A)−1/2,
and the integral representation formulas [14, Equations 6.2 and 6.3]
sign(A) =
2
pi
A
∫ ∞
0
(t2I +A2)−1 dt, P(A) = 2
pi
A
∫ ∞
0
(t2I +A∗A)−1 dt,
which hint at two rules of thumb. First, iterative schemes for computing the matrix
sign function tend to have the form Xk+1 = Xkh(X
2
k), where h is a primary matrix
function. Second, to each iterative scheme Xk+1 = Xkh(X
2
k) for computing the
matrix sign function, there corresponds an iterative scheme Xk+1 = Xkh(X
∗
kXk)
for computing the polar decomposition. The first of these rules of thumb appears
to hold empirically to our knowledge. The second is made precise in [15, Theorem
8.13]. The theorem below extends [15, Theorem 8.13] by showing, in essence, that
to each iterative scheme Xk+1 = Xkh(X
2
k) for computing the matrix sign function,
there corresponds an iterative scheme for computing the polar decomposition and its
Fre´chet derivative. This iterative scheme is given by (3-4) with g(X) = Xh(X∗X).
In what follows, we denote by skew(B) = 12 (B−B∗) and sym(B) = 12 (B+B∗) the
skew-Hermitian and Hermitian parts, respectively, of a square matrix B. We denote
the spectrum of B by Λ(B).
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Theorem 1. Let A ∈ Cm×n (m ≥ n) be a full-rank matrix having polar de-
composition A = UH, where U ∈ Cm×n has orthonormal columns and H ∈ Cn×n
is Hermitian positive definite. Let E ∈ Cm×n, and define Ω = skew(U∗E) and
S = sym(U∗E). Let h be a primary matrix function satisfying h(Z∗) = h(Z)∗ for
every Z, and suppose that the iteration Zk+1 = Zkh(Z
2
k) produces iterates Zk that
converge to sign(Z0) as k →∞ when the initial condition is
(12) Z0 =
(
H Ω
0 −H
)
,
as well as when the initial condition is
(13) Z0 =
(
H S
0 H
)
.
Assume that in both cases, h is smooth on an open subset of C containing ∪∞k=0Λ(Zk).
Let g(X) = Xh(X∗X). Then the iteration
Xk+1 = g(Xk), X0 = A,(14)
Ek+1 = Lg(Xk, Ek), E0 = E,(15)
produces iterates Xk and Ek that converge to P(A) = U and LP(A,E), respectively,
as k →∞.
Remark. Taking E = 0 in the preceding theorem, one recovers [15, Theorem 8.13],
up to the following modification: Instead of requesting that h is a primary matrix
function satisfying h(Z∗) = h(Z)∗, [15, Theorem 8.13] makes the weaker assumption
that the function g˜(Z) = Zh(Z2) satisfies g˜(Z∗) = g˜(Z)∗ for every Z. It is easily
checked using elementary properties of primary matrix functions [15, Theorem 1.13]
that the latter is implied by the former.
Note that it is sometimes the case that the convergence of the matrix sign function
iteration Zk+1 = Zkh(Z
2
k) referenced in Theorem 1 is dictated by the spectrum of Z0.
If this is the case, then the hypothesis that the iteration converges when Z0 is given
by (12) or (13) is equivalent to the simpler hypothesis that the iteration converges
when Z0 = H. This follows from the fact that the eigenvalues of (12) or (13) coincide
with those of H.
Central to the proof of Theorem 1 is an identity that relates the Fre´chet derivative
of the polar decomposition to the sign of the block matrix Z0 appearing in (12). We
state the identity below to emphasize its importance. A proof is given in Section 3.1.
Theorem 2. Let A, U , H, E, and Ω be as in Theorem 1. Then
sign
(
H Ω
0 −H
)
=
(
I U∗LP(A,E)
0 −I
)
.(16)
In particular, if U∗E is skew-Hermitian, then
(17) sign
((
U∗ 0
0 −U∗
)(
A E
0 A
))
=
(
U∗ 0
0 −U∗
)(P(A) LP(A,E)
0 P(A)
)
.
In addition to being useful in the proof of Theorem 1, the identity (17) bears an
interesting resemblance to (5).
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Theorem 1 has several corollaries, each corresponding to a different choice of iter-
ative scheme Zk+1 = Zkh(Z
2
k) for computing the matrix sign function. The simplest
is the well-known Newton iteration
(18) Zk+1 =
1
2
(Zk + Z
−1
k ),
which corresponds to the choice h(Z) = 12 (I + Z
−1). It is known that this iteration
converges quadratically to sign(Z0) for any Z0 having no pure imaginary eigenval-
ues [15, Theorem 5.6]. Since (12) and (13) have eigenvalues equal to plus or minus
the eigenvalues of H, all of which are positive real numbers, we obtain the following
corollary. In it, we restrict the discussion to square matrices, since this leads to a
particularly simple iterative scheme.
Corollary 3. Let A ∈ Cn×n be a nonsingular matrix having polar decomposition
A = UH, where U ∈ Cn×n is unitary and H ∈ Cn×n is Hermitian positive definite.
Let E ∈ Cn×n. Then the iteration
Xk+1 =
1
2
(Xk +X
−∗
k ), X0 = A,(19)
Ek+1 =
1
2
(Ek −X−∗k E∗kX−∗k ), E0 = E,(20)
produces iterates Xk and Ek that converge to P(A) = U and LP(A,E), respectively,
as k →∞.
Remark. If A is rectangular, then the iteration obtained from (18) reads
Xk+1 =
1
2
Xk(I + (X
∗
kXk)
−1), X0 = A,(21)
Ek+1 =
1
2
[
Ek(I + (X
∗
kXk)
−1)(22)
−Xk(X∗kXk)−1(E∗kXk +X∗kEk)(X∗kXk)−1
]
, E0 = E.
This scheme simplifies to (19-20) when A is square.
A second corollary of Theorem 1 is obtained by considering the Newton-Schulz
iteration
(23) Zk+1 =
1
2
Zk(3I − Z2k),
which corresponds to the choice h(Z) = 3I − Z. It is known that this iteration
converges to sign(Z0) provided that (i) Z0 has no pure imaginary eigenvalues and
(ii) the eigenvalues of I − Z20 all have magnitude strictly less than one [19, Theorem
5.2]. Note that [19, Theorem 5.2] replaces the latter condition with ‖I − Z20‖ < 1,
but it is evident from their proof that this condition can be relaxed to what we have
written here. Since the eigenvalues of(
I 0
0 I
)
−
(
H Ω
0 −H
)2
=
(
I −H2 ΩH −HΩ
0 I −H2
)
and (
I 0
0 I
)
−
(
H S
0 H
)2
=
(
I −H2 −HS − SH
0 I −H2
)
coincide with those of I −H2 = I −A∗A, we obtain the following corollary.
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Corollary 4. Let A ∈ Cm×n (m ≥ n) be a full-rank matrix having polar de-
composition A = UH, where U ∈ Cm×n has orthonormal columns and H ∈ Cn×n is
Hermitian positive definite. Let E ∈ Cm×n. If all of the singular values of A lie in
the interval (0,
√
2), then the iteration
Xk+1 =
1
2
Xk(3I −X∗kXk), X0 = A,(24)
Ek+1 =
1
2
Ek(3I −X∗kXk)−
1
2
Xk(E
∗
kXk +X
∗
kEk), E0 = E,(25)
produces iterates Xk and Ek that converge to P(A) = U and LP(A,E), respectively,
as k →∞.
Remark. A more direct analysis of (24), without appealing to its relationship
to a matrix sign function iteration, shows that Xk → U under the less stringent
requirement that all of the singular values of A lie in the interval (0,
√
3) [15, Problem
8.20]. Our numerical experiments suggest that the coupled iteration (24-25) enjoys
convergence under the same condition, but Theorem 1 alone appears inadequate to
conclude such a claim.
Other corollaries to Theorem 1 can be derived in a similar fashion. For instance,
iterative schemes based on Pade´ approximations of sign(Z) = Z(I− (I−Z2))−1/2 (of
which (23) is a special case) can be used; see [15, Chapter 5.4] for further details.
3. Proofs. In this section, we present proofs of Theorems 1 and 2. Our presenta-
tion is divided into two parts. First, in Section 3.1, we derive a few identities involving
the Fre´chet derivative of the polar decomposition, proving Theorem 2 in the process.
Then, in Section 3.2, we use the aforementioned identites to prove convergence of the
iteration (14-15), thereby proving Theorem 1.
3.1. Identities Involving the Fre´chet Derivative of the Polar Decom-
position. This section studies the Fre´chet derivative of the polar decomposition and
its relationship to the matrix sign function, culminating in a proof of Theorem 2. A
couple of main observations will be made. First, as will be seen in Lemma 7, the task
of evaluating LP(A,E) can essentially be reduced to the case in which A is Hermitian
positive definite and E is skew-Hermitian. This is relatively simple to show when A
is square, but the rectangular case turns out to be more subtle, requiring some that
some attention be paid to the relationship between the column space of A and that
of E. This observation will be followed with a proof of Theorem 2, which reveals that
the value of U∗LP(A,E) can be read off of the (1, 2)-block of the matrix sign function
applied to a certain block matrix.
Before studying the derivatives of P in detail, it is worth pointing out that P
is a smooth map from the set of full-rank m × n (m ≥ n) matrices to the set of
m × n matrices with orthonormal columns. This follows from two facts: (1) the
latter set of matrices constitutes a smooth, compact manifold, the Stiefel manifold
Vn(Cm) = {U ∈ Cm×n | U∗U = I}, and (2) the map P coincides with the closest
point projection onto Vn(Cn). That is, in the Frobenius norm ‖ · ‖F ,
P(A) = arg min
U∈Vn(Cm)
‖A− U‖F
for any full-rank A ∈ Cm×n [15, Theorem 8.4]. It is a classical result from differential
geometry that the closest point projection onto a smooth, compact manifold embedded
in Euclidean space is a smooth map [9]. In particular, P is Fre´chet differentiable at
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any full-rank A ∈ Cm×n. (For a different justification of this fact, see [8, Section
2.3(c)].)
We now turn our attention to the differentiation of P. We begin by recording a
useful formula for the Fre´chet derivative of a function of the form g(X) = Xh(X∗X).
Along the way, we make some observations concerning the column space R(A) of
a matrix A ∈ Cm×n and the column space R(Lg(A,E)) of the Fre´chet derivative
Lg(A,E) of g at A in a direction E ∈ Cm×n. We denote by N (A∗) the null space of
A∗; equivalently, N (A∗) is the orthogonal complement to R(A) in Cm.
Lemma 5. Let A ∈ Cm×n (m ≥ n), let h : Cn×n → Cn×n be Fre´chet differentiable
at A∗A, and define g(X) = Xh(X∗X). Then for any E ∈ Cm×n,
(26) Lg(A,E) = Eh(A
∗A) +ALh(A∗A,A∗E + E∗A).
In particular, if R(E) ⊆ R(A), then R(Lg(A,E)) ⊆ R(A). On the other hand, if
R(E) ⊆ N (A∗), then
(27) Lg(A,E) = Eh(A
∗A),
and hence R(Lg(A,E)) ⊆ N (A∗).
Proof. The formula (26) is a consequence of the product rule and the chain
rule [15, Theorems 3.3 & 3.4]. The implication R(E) ⊆ R(A) =⇒ R(Lg(A,E)) ⊆
R(A) is immediate since the columns of Lg(A,E) are linear combinations of the
columns of A and E. Equation (27) follows from the fact that A∗E + E∗A = 0
whenever R(E) ⊆ N (A∗).
The preceding lemma has several important consequences. The first of these is
an application of Lemma 5 to the function g(X) = P(X), which has the requisite
functional form in view of (11).
Lemma 6. Let A ∈ Cm×n (m ≥ n) be a full-rank matrix having polar decomposi-
tion A = UH, where U = P(A) ∈ Cm×n has orthonormal columns and H ∈ Cn×n is
Hermitian positive definite. Let E ∈ Cm×n, and write
E = E‖ + E⊥, E‖ = UU∗E, E⊥ = (I − UU∗)E.
Then
(28) UU∗LP(A,E‖) = LP(A,E‖)
and
(29) LP(A,E⊥) = E⊥H−1.
Proof. Apply Lemma 5 with the choice h(X) = X−1/2, so that g(X) = X(X∗X)−1/2 =
P(X). Equation (28) is a restatement of the fact thatR(LP(A,E‖)) ⊆ R(A) = R(U),
while (29) follows from (27) together with the identity H = (A∗A)1/2.
We will now show, with the help of Lemma 6, that the task of evaluating LP(A,E)
can essentially be reduced to the case in which A is Hermitian positive definite and
E is skew-Hermitian.
Lemma 7. Let A ∈ Cm×n (m ≥ n) be a full-rank matrix having polar decom-
position A = UH, where U ∈ Cm×n has orthonormal columns and H ∈ Cn×n is
Hermitian positive definite. Then for any E ∈ Cm×n,
skew(U∗LP(A,E)) = LP(H,Ω),(30)
sym(U∗LP(A,E)) = LP(H,S) = 0,(31)
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where Ω = skew(U∗E) and S = sym(U∗E). Hence,
(32) U∗LP(A,E) = LP(H,Ω).
Proof. Decompose E as
E = E‖ + E⊥, E‖ = UU∗E, E⊥ = (I − UU∗)E.
The linearity of the Fre´chet derivative implies that
LP(A,E) = LP(A,E‖) + LP(A,E⊥).
The formula (29) and the identities A = UH and UU∗E‖ = E‖ then give
LP(A,E) = LP(UH,UU∗E‖) + E⊥H−1.
Now note that the map P clearly satisfies P(V B) = V P(B) for any nonsingular
B ∈ Cn×n and any V ∈ Cm×n (m ≥ n) with orthonormal columns. From this it
follows that for any such V and B, and any F ∈ Cn×n,
(33) LP(V B, V F ) = V LP(B,F ).
Applying this identity to the case in which B = H, V = U , and F = U∗E‖, we obtain
LP(UH,UU∗E‖) = ULP(H,U∗E‖)
= ULP(H,U∗E),
where the second line follows from the fact that U∗E⊥ = 0. Thus,
LP(A,E) = ULP(H,U∗E) + E⊥H−1.
Multiplying from the left by U∗ gives
U∗LP(A,E) = LP(H,U∗E).
since U∗U = I and U∗E⊥ = 0. Equivalently, in terms of Ω = skew(U∗E) and
S = sym(U∗E),
U∗LP(A,E) = LP(H,Ω) + LP(H,S)
The proof will be complete if we can show that LP(H,Ω) is skew-Hermitian and
(34) LP(H,S) = 0.
In fact, (34) holds for any Hermitian matrix S since, for all sufficiently small ε, H+εS
is Hermitian positive definite, showing that P(H + εS) = I. The skew-Hermiticity of
LP(H,Ω) follows from differentiating the identity
P(H + εΩ)∗P(H + εΩ) = I
with respect to ε and using the fact that P(H) = I.
Another consequence of Lemma 5 is the following identity that relates the Fre´chet
derivative of the polar decomposition of a Hermitian positive definite matrix to the
matrix sign function applied to a certain block matrix.
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Lemma 8. Let H ∈ Rn×n be Hermitian positive definite, and let Ω ∈ Rn×n be
skew-Hermitian. Then
sign
(
H Ω
0 −H
)
=
(
I LP(H,Ω)
0 −I
)
,(35)
sign
(
H S
0 H
)
=
(
I LP(H,S)
0 I
)
=
(
I 0
0 I
)
.(36)
Proof. By definition,
sign
(
H Ω
0 −H
)
=
(
H Ω
0 −H
)(
H2 HΩ− ΩH
0 H2
)−1/2
=
(
H Ω
0 −H
)(
H2 HΩ + Ω∗H
0 H2
)−1/2
.
Now apply (5) to the primary matrix function f(X) = X−1/2 to obtain(
H2 HΩ + Ω∗H
0 H2
)−1/2
=
(
H−1 Lx−1/2(H2, HΩ + Ω∗H)
0 H−1
)
,
where the identity (H2)−1/2 = H−1 follows from the positive-definiteness of H. Thus,
sign
(
H Ω
0 −H
)
=
(
H Ω
0 −H
)(
H−1 Lx−1/2(H2, HΩ + Ω∗H)
0 H−1
)
=
(
I HLx−1/2(H
2, HΩ + Ω∗H) + ΩH−1
0 −I
)
.
The identity (35) follows upon observing that, by (26),
LP(H,Ω) = ΩH−1 +HLx−1/2(H
2, HΩ + Ω∗H).
The proof of (36) is simpler, since, by (5) and (31),
sign
(
H S
0 H
)
=
(
I Lsign(H,S)
0 I
)
=
(
I 0
0 I
)
.
We remark that an alternative proof of (35) exists. It is based on the observation
that LP(H,Ω) is the solution of a Lyapunov equation which can be solved by reading
off the (1, 2)-block of sign
(
H Ω
0 −H
)
. For details, see Section 5.
Combining Lemma 8 with Lemma 7 proves Theorem 2.
3.2. Convergence of the Iteration. We now focus our efforts on proving con-
vergence of the iteration (14-15), thereby proving Theorem 1. The cornerstone of the
proof is Lemma 11, where a relationship is established between certain blocks of the
matrices Zk defined by the matrix sign function Zk+1 = Zkh(Zk)
2 and the matrices
Xk and Ek defined by the iteration (14-15). Once this has been shown, convergence
of the iteration (14-15) will follow from the convergence of Zk to sign(Z0), together
with the knowledge (from Theorem 2) that the Fre´chet derivative of the polar decom-
position is related to the (1, 2)-block of sign(Z0) for certain values of Z0.
We begin by examining the block structure of the iterates Zk.
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Lemma 9. The iterates Zk produced by the iteration Zk+1 = Zkh(Z
2
k) with initial
condition (12) have the form
Zk =
(
Hk Ωk
0 −Hk
)
,
where Hk is Hermitian and Ωk is skew-Hermitian.
Proof. Assume the statement is true at iteration k. Then by (5),
Zk+1 =
(
Hk Ωk
0 −Hk
)
h
(
H2k HkΩk − ΩkHk
0 H2k
)
=
(
Hk Ωk
0 −Hk
)(
h(H2k) Lh(H
2
k , HkΩk − ΩkHk)
0 h(H2k)
)
=
(
Hkh(H
2
k) HkLh(H
2
k , HkΩk − ΩkHk) + Ωkh(H2k)
0 −Hkh(H2k)
)
.(37)
By the remark following Theorem 1, Hkh(H
2
k) =
[
Hkh(H
2
k)
]∗
, showing that Hk+1 =
Hkh(H
2
k) is Hermitian. On the other hand, the fact that h is a primary matrix
function implies that Zk commutes with h(Z
2
k), so, by a calculation similar to that
above, we also have
Zk+1 =
(
h(H2k)Hk h(H
2
k)Ωk − Lh(H2k , HkΩk − ΩkHk)Hk
0 −h(H2k)Hk
)
.(38)
Denote Ck = HkΩk −ΩkHk. Since Hk is Hermitian and Ωk is skew-Hermitian, Ck is
Hermitian. Hence, since h(Z∗) = h(Z)∗ for every Z,
Lh(H
2
k , Ck)
∗ = Lh((H2k)
∗, C∗k)
= Lh(H
2
k , Ck).
Comparing the (1, 2) blocks of (37) and (38) then shows that
0 = HkLh(H
2
k , Ck) + Ωkh(H
2
k)− h(H2k)Ωk + Lh(H2k , Ck)Hk
= HkLh(H
2
k , Ck) + Ωkh(H
2
k) + h(H
2
k)
∗Ω∗k + Lh(H
2
k , Ck)
∗H∗k
= Ωk+1 + Ω
∗
k+1.(39)
It follows that Ωk = −Ω∗k for every k.
The proof above also reveals a recursion satisfied by Hk and Ωk, namely,
Hk+1 = Hkh(H
2
k)(40)
Ωk+1 = Ωkh(H
2
k) +HkLh(H
2
k , HkΩk − ΩkHk).(41)
Next, we examine the block structure of the iterates Zk with initial condition (13).
Lemma 10. The iterates Zk produced by the iteration Zk+1 = Zkh(Z
2
k) with initial
condition (13) have the form
Zk =
(
Hk Sk
0 Hk
)
,
where Hk is the same Hermitian matrix as in Lemma 9 and Sk is Hermitian.
Proof. We omit the proof, which is very similar to the proof of Lemma 9.
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In analogy with (41), the iterates Sk satisfy the recursion
(42) Sk+1 = Skh(H
2
k) +HkLh(H
2
k , SkHk +HkSk).
We now relate the matrices Hk, Ωk, and Sk defined in the preceding pair of
lemmas to the matrices Xk and Ek defined by the coupled iteration (14-15).
Lemma 11. The iterates Hk, Ωk, and Sk are related to Xk and Ek via
UHk = Xk,(43)
Ωk = skew(U
∗Ek),(44)
Sk = sym(U
∗Ek).(45)
Proof. The first of these equalities follows easily by induction, for if it holds at
iteration k, then
Xk+1 = g(Xk)
= Xkh(X
∗
kXk)
= UHkh(H
∗
kU
∗UHk)
= UHkh(H
2
k)
= UHk+1.
Furthermore, X0 = A = UH = UH0, which proves (43). To prove (44) and (45),
we will show that if Ωk = skew(U
∗Ek) and Sk = sym(U∗Ek) for a given k, and if
Ek+1, Ωk+1, and Sk+1 are given by (15), (41), and (42), respectively, then Ωk+1 =
skew(U∗Ek+1) and Sk+1 = sym(U∗Ek+1). Recalling (26), we have
U∗Ek+1 = U∗Lg(Xk, Ek)
= U∗Ekh(X∗kXk) + U
∗XkLh(X∗kXk, E
∗
kXk +X
∗
kEk)
= U∗Ekh(H2k) +HkLh(H
2
k , E
∗
kUHk +HkU
∗Ek)
= Ωkh(H
2
k) +HkLh(H
2
k ,Ω
∗
kHk +HkΩk) + Skh(H
2
k) +HkLh(H
2
k , SkHk +HkSk)
= Ωk+1 + Sk+1,
where we have used (41), (42), and the decomposition U∗Ek = Ωk+Sk. By Lemmas 9
and 10, Ωk+1 is skew-Hermitian and Sk+1 is Hermitian, proving (44) and (45).
The proof of Theorem 1 is now almost complete, since by Lemma 9 and Theorem 2,(
Hk Ωk
0 −Hk
)
→ sign
(
H Ω
0 −H
)
=
(
I U∗LP(A,E)
0 −I
)
as k →∞. Likewise, by (36) and Lemma 10,(
Hk Sk
0 Hk
)
→ sign
(
H S
0 H
)
=
(
I 0
0 I
)
,
as k →∞. These observations, together with (43-45), show that
Xk → U,
skew(U∗Ek)→ U∗LP(A,E),
sym(U∗Ek)→ 0
COMPUTING THE FRE´CHET DERIVATIVE OF THE POLAR DECOMPOSITION 13
as k →∞. In other words,
Xk → P(A),(46)
U∗Ek → U∗LP(A,E)(47)
as k → ∞. The latter limit implies that Ek → LP(A,E) when U is square, but not
when U is rectangular. To handle the rectangular case, consider the decompositions
Ek = E
‖
k + E
⊥
k , E
‖
k= UU
∗Ek, E⊥k = (I − UU∗)Ek,
E = E‖ + E⊥, E‖ = UU∗E, E⊥ = (I − UU∗)E.
By Lemma 6 and the linearity of the Fre´chet derivative, the statement (47) is equiv-
alent to the statement that
U∗E‖k → U∗LP(A,E‖) + U∗LP(A,E⊥)
= U∗LP(A,E‖).
Multiplying from the left by U and recalling that UU∗E‖k = E
‖
k and UU
∗LP(A,E‖) =
LP(A,E‖) (by (28)), we conclude that
(48) E
‖
k → LP(A,E‖).
The proof will of Theorem 1 be complete if we can show that
(49) E⊥k → LP(A,E⊥).
This is carried out in the following lemma.
Lemma 12. As k →∞, E⊥k → LP(A,E⊥).
Proof. By (29), it suffices to show that
E⊥k → E⊥H−1.
Using Lemma 5, it is straightforward to see that E
‖
k and E
⊥
k satisfy independent
recursions of the form
E
‖
k+1 = Lg(Xk, E
‖
k),
E⊥k+1 = Lg(Xk, E
⊥
k ).
Now since R(E⊥k ) is orthogonal to R(U) ⊇ R(UHk) = R(Xk), it follows from (27)
that
Lg(Xk, E
⊥
k ) = E
⊥
k h(X
∗
kXk),
so
E⊥k+1 = E
⊥
k h(X
∗
kXk).
If we introduce the matrix Bk ∈ Cn×n defined by the recursion
Bk+1 = Bkh(X
∗
kXk), B0 = I,
then an inductive argument shows that
E⊥k = E
⊥Bk.
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We claim that Bk → H−1 as k →∞. To see this, observe that (14) implies that
Xk = X0Bk = ABk.
Since Xk → U as k →∞, we conclude that
I = U∗U = U∗ lim
k→∞
Xk = U
∗A lim
k→∞
Bk = H lim
k→∞
Bk.
It follows that E⊥k = E
⊥Bk → E⊥H−1 as k →∞.
4. Practical Considerations. This section discusses several practical consid-
erations concerning the iterative schemes detailed in Theorem 1.
4.1. Scaling. Scaling the iterates Xk in the Newton iteration (19) often reduces
the number of iterations required to achieve convergence [15, Chapter 8.6]. If this
strategy is generalized to the coupled iteration (19-20), then the resulting iteration
reads
Xk+1 =
1
2
(µkXk + µ
−1
k X
−∗
k ), X0 = A,(50)
Ek+1 =
1
2
(µkEk − µ−1k X−∗k E∗kX−∗k ), E0 = E,(51)
where µk > 0 is a scaling factor chosen heuristically. Practical choices for µk in-
clude [15]
(52) µk =
(‖X−1k ‖1‖X−1k ‖∞
‖Xk‖1‖Xk‖∞
)1/4
and
(53) µk =
(‖X−1k ‖F
‖Xk‖F
)1/2
,
where ‖ · ‖1, ‖ · ‖∞, and ‖ · ‖F denote the matrix 1-, ∞- and Frobenius norms,
respectively.
More generally, scaling can be applied to other iterative schemes of the form (14-
15), leading to iterative schemes of the form
Xk+1 = g(µkXk), X0 = A,(54)
Ek+1 = Lg(µkXk, µkEk), E0 = E.(55)
Note that if A is rectangular, then (52) and (53) are inapplicable. We have found
(56) µk =
(‖(X∗kXk)−1‖1‖(X∗kXk)−1‖∞
‖X∗kXk‖1‖X∗kXk‖∞
)1/8
and
(57) µk =
(‖(X∗kXk)−1‖F
‖X∗kXk‖F
)1/4
to be effective alternatives to (52) and (53) in our numerical experiments with rect-
angular A.
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4.2. Termination Criteria. Determining when to terminate the iteration (14-
15) is a delicate task. Termination criteria for (14) by itself are, of course, well-studied,
but the accuracy of Ek should be taken into account when choosing termination
criteria for the coupled iteration (14-15).
One possibility is to appeal to the relationship between Xk and Ek and the sign
function iterates Zk referenced in the statement of Theorem 1. Convergence of the
sign function iterates to sign(Z0) = limk→∞ Zk can be readily verified with the aid of
the inequality
‖Z2k − I‖
‖sign(Z0)‖(‖Zk‖+ ‖sign(Z0)‖ ≤
‖Zk − sign(Z0)‖
‖sign(Z0)‖ ≤ ‖Z
2
k − I‖,
which holds in any submultiplicative matrix norm, so long as ‖sign(Z0)(Zk
− sign(Z0))‖ < 1 and Z0 has no pure imaginary eigenvalues [15, Lemma 5.12]. In
other words, ‖Z2k − I‖ provides an estimate for the accuracy of Zk.
For the iterates Zk with initial condition (12), we have, in the notation of
Lemma 9,
Z2k − I =
(
H2k − I HkΩk − ΩkHk
0 H2k − I
)
.
Likewise, for the iterates Zk with initial condition (13), we have, in the notation of
Lemma 10,
Z2k − I =
(
H2k − I HkSk + SkHk
0 H2k − I
)
.
Thus, accuracy is assured when the quantities ‖H2k−I‖, ‖HkΩk−ΩkHk‖, and ‖HkSk+
SkHk‖ are small. Of course, Hk, Ωk, and Sk are never computed explicitly in the
iteration (14-15), so we must relate these quantities to Xk and Ek using Lemma 11.
By (43), we have
H2k − I = X∗kXk − I.
The quantities HkΩk−ΩkHk and HkSk +SkHk are more difficult to relate to Xk and
Ek in a computable way (i.e., a way that does not involve knowing U in advance).
However, second-order accurate approximations to HkΩk −ΩkHk and HkSk + SkHk
are available. As shown in Appendix A, we have
HkΩk − ΩkHk = 1
2
(X∗kXkX
∗
kEk −X∗kEkX∗kXk) + Fk,(58)
HkSk − SkHk = X∗kEk + E∗kXk −
1
2
(X∗kXkX
∗
kEk −X∗kEkX∗kXk)− Fk,(59)
where
‖Fk‖ = O
(‖H2k − I‖2 + ‖H2k − I‖‖HkSk + SkHk‖) .
Roughly speaking, (58) arises from the approximations Hk ≈ 12 (I +X∗kXk) and Ωk ≈
X∗kEk. It turns out that only the first of these approximations is second-order accurate
(see Lemma 15), but delicate cancellations detailed in Appendix A lead to the validity
of (58). One then deduces (59) by noting that X∗kEk + E
∗
kXk = (HkΩk − ΩkHk) +
(HkSk − SkHk) (see Lemma 13).
In summary, the quantities
αk = X
∗
kXk − I,(60)
βk =
1
2
(X∗kXkX
∗
kEk −X∗kEkX∗kXk) ,(61)
γk = X
∗
kEk + E
∗
kXk − βk(62)
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are computable approximations to H2k − I, HkΩk − ΩkHk, and HkSk + SkHk, re-
spectively. These are small in norm if and only if ‖Zk − sign(Z0)‖ is small (for each
of the initial conditions (12) and (13)), which is true if and only if ‖Xk − U‖ and
‖Ek − LP(A,E)‖ are small. As a practical note, these arguments appear to break
down if A is very ill-conditioned, as illustrated in Section 6.
Based on these considerations, we propose that the iterations be terminated when
‖αk‖ ≤ δ‖Xk‖ and ‖βk‖+ ‖γk‖ ≤ ε‖Ek‖,(63)
where δ and ε are relative error tolerances for ‖Xk − U‖ and ‖Ek − LP(A,E)‖,
respectively.
As an alternative approach to terminating the iterations, one could consider bas-
ing the decision to terminate on the smallness of the step lengths ‖Xk+1 −Xk‖ and
‖Ek+1 − Ek‖. Details of this approach, for the case in which Ek is absent, can be
found in [15, Chapter 8.7].
4.3. Stability. Stability of the iterative schemes detailed in Theorem 1 is rela-
tively easy to establish. Indeed, the map
(64) F
(
A
E
)
=
( P(A)
LP(A,E)
)
is idempotent, since P(P(A)) = P(A) and LP(P(A), LP(A,E)) = LP(A,E) by
the chain rule. It follows that any superlinearly convergent iteration for computing( P(A)
LP(A,E)
)
is automatically stable [15, Therorem 4.19]. More precisely, if
(65)
(
Xk+1
Ek+1
)
=
(
g(Xk)
Lg(Xk, Ek)
)
converges superlinearly to
( P(X0)
LP(X0, E0)
)
for all X0 and E0 sufficiently close to A
and E, respectively, then the iteration is stable in the sense of [15, Definition 4.17].
Moreover, the Fre´chet derivative of the map (64) coincides with the Fre´chet derivative
of the map (65) at the fixed point
( P(A)
LP(A,E)
)
[15, Therorem 4.19].
As an example, the Newton iteration (19-20) is superlinearly convergent by virtue
of the superlinear (indeed, quadratic) convergence of the corresponding matrix sign
function iteration (18). The Newton-Schulz iteration (24-25) is likewise superlinearly
(indeed, quadratically) convergent, provided that the singular values of A lie in the
interval (0,
√
2). Thus, both iterations are stable. Using, for instance, (24-25), we
find that the Fre´chet derivative of the map (65) (and hence of the map (64)) at(
U
K
)
=
( P(A)
LP(A,E)
)
is given by
LF
((U
K
)
,
(
F
G
))
=
(
F − 12U(U∗F + F ∗U)
G− 12 [U(U∗G+G∗U) +K(U∗F + F ∗U) + U(K∗F + F ∗K)]
)
.
Note that when U is square, the identities UU∗ = I and U∗K = −K∗U (by (31))
imply that this formula reduces to
LF
((
U
K
)
,
(
F
G
))
=
(
1
2 (F − UF ∗U)
1
2 (G− UG∗U − UF ∗K −KF ∗U)
)
,
in agreement with [15, Theorem 8.19].
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4.4. Condition Number Estimation. A seemingly natural application of
Theorem 1 is to leverage the iterative scheme (14-15) to estimate the condition number
κ(P, A) = ‖LP(A, ·)‖ = sup
E∈Cm×n,
E 6=0
‖LP(A,E)‖
‖E‖
of the map P at A. As tempting as it may seem, a much simpler (and undoubtedly
more efficient) algorithm is available for estimating κ(P, A). As explained in [15,
Theorem 8.9], the value of κ(P, A) at A ∈ Cm×n (m ≥ n) is σ−1n , where σn denotes
the smallest singular value of A. This quantity can be estimated efficiently by applying
the power method [15, Algorithm 3.19] to (A∗A)−1. In most iterative algorithms for
computing the polar decomposition, this matrix (or A−1) is computed in the first
iteration, so the additional cost of computing κ(P, A) is negligible.
Before finishing our discussion of condition number estimation, it is worth pointing
out a subtlety that arises when considering the polar decomposition of a real square
matrix. If A is real and square (m = n), then it can be shown that the condition
number of A with respect to real perturbations is 2(σn + σn−1)−1 [15, Theorem 8.9].
This fact will play a role in our interpretation of certain numerical experiments in
Section 6.
5. Comparison with Other Methods. There are several other methods that
can be used to compute the Fre´chet derivative of the polar decomposition. Below, we
describe a few and compare them with iterative schemes of the form (14-15).
One alternative is to recognize that LP(A,E) is the solution to a Lyapunov equa-
tion. Indeed, upon noting that P(A)∗A = U∗A = H is Hermitian, one can differenti-
ate the relation
skew(P(A)∗A) = 0
with the aid of the product rule to obtain
skew(LP(A,E)∗A+ P(A)∗E) = 0
for any E ∈ Cm×n. Substituting A = UH and P(A) = U , and denoting Y :=
U∗LP(A,E) = −LP(A,E)∗U , we obtain
(66) HY + Y H = U∗E − E∗U.
Given H, U , and E, this is a Lyapunov equation in the unknown Y , which, by the
positive-definiteness of H, has a unique solution. It can be solved using standard
algorithms for the solution of Lyapunov and Sylvester equations [4, 11]. It also has
theoretical utility, offering an alternative proof of part of Theorem 2, owing to a well-
known connection between the solution of Lyapunov and Sylvester equations and the
matrix sign function [27, 15, Chapter 2.4]. Indeed, (66) is equivalent to the equation(
H E∗U − U∗E
0 −H
)
=
(
I Y
0 I
)(
H 0
0 −H
)(
I Y
0 I
)−1
.
Taking the sign of both sides, noting that sign(H) = I, and using the fact that the
matrix sign function commutes with similarity transformations, we conclude that
sign
(
H E∗U − U∗E
0 −H
)
=
(
I Y
0 I
)[
sign
(
H 0
0 −H
)](
I Y
0 I
)−1
=
(
I −2Y
0 −I
)
.
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This is precisely the identity (16), up to a rescaling of E. Its connection with the
Lyapunov equation (66) reveals that the coupled iteration (14-15) is effectively solv-
ing (66) and computing the polar decomposition simultaneously. In comparison to a
naive approach in which (66) is solved after first computing the polar decomposition,
the coupled iteration (14-15) is attractive, as it computes LP(A,E) at the expense of
a few extra matrix-matrix multiplications and additions on top of the computation of
P(A).
When A and E are real, another method for computing Fre´chet derivative of a
matrix function f is to use the complex step approximation [2]
Lf (A,E) ≈ Im
(
f(A+ ihE)− f(A)
h
)
,
where h is a small positive scalar and Im(B) denotes the imaginary part of a ma-
trix B. By using a pure imaginary step ih, this approximation does not suffer from
cancellation errors that plague standard finite differencing, allowing h to be taken
arbitrarily small [2]. This approximation can be applied to the polar decomposi-
tion, but care must be exercised in order to do so correctly. In particular, a mean-
ingful approximation is obtained only if the conjugate transposes X∗k appearing in
the algorithm are interpreted as transposes XTk when evaluating the “polar decom-
position” of A + ihE. We have put “polar decomposition” in quotes since the re-
sult of such a computation is the matrix (A+ ihE)
[
(A+ ihE)T (A+ ihE)
]−1/2
, not
P(A+ ihE) = (A+ ihE) [(A+ ihE)∗(A+ ihE)]−1/2. The cost of this approximation
is close to the cost of computing two polar decompositions.
Another approach is to appeal to the relation P(A) = A(A∗A)−1/2. By (26), the
Fre´chet derivative of P at A in the direction E is given by
LP(A,E) = E(A∗A)−1/2 +ALx−1/2(A
∗A,E∗A+A∗E)
= EH−1 +ALx−1/2(A
∗A,E∗A+A∗E).
Evaluating the second term, the Fre´chet derivative of the inverse square root, can be
reduced to the task of solving a Lyapunov equation, so this approach is essentially of
the same complexity as the one based on (66).
Any of the aforementioned methods, including our own, can be applied in two
different ways when A is rectangular (m × n with m > n). One way is to apply the
methods verbatim, working at all times with rectangular matrices. The alternative
is to first compute a reduced QR decomposition A = QR, where Q ∈ Cm×n has
orthonormal columns and R ∈ Cn×n is upper triangular. Then, one can compute
P(R) and LP(R,Q∗E) (which are square matrices) and invoke the identities
U = P(A) = QP(R), H = P(R)∗R
and
LP(A,E) = LP(A,QQ∗E) + LP(A, (I −QQ∗)E)
= QLP(R,Q∗E) + (I −QQ∗)EH−1
to recover P(A) and LP(A,E). The validity of the latter identity is a consequence
of (33), (29), and the fact that QQ∗ = UU∗. In summary, computations for rectangu-
lar A can be reduced to the square case by performing a reduced QR decomposition
of A at the outset.
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Finally, when A is square, one more method for computing LP(A,E) is available,
as noted in, for instance, [18]. The idea is to make use of the singular value decom-
position A = PΣQ∗, where P,Q ∈ Cn×n are unitary and Σ ∈ Cn×n is diagonal.
The singular value decomposition is related to the polar decomposition A = UH via
the relations U = PQ∗ and H = QΣQ∗. Moreover, the Lyapunov equation (66) is
equivalent to
ΣG+GΣ = F − F ∗,
where F = P ∗EQ and G = P ∗LP(A,E)Q [18, Equation 2.18]. Given Σ and F , this
equation admits an explicit solution for the components of G. Namely,
Gij =
1
σi + σj
(Fij − Fji),
where σi denotes the i
th diagonal entry of Σ, and Fji denotes the complex conjugate of
Fji. One then obtains LP(A,E) from LP(A,E) = PGQ∗. This method is attractive
if the singular value decomposition of A has already been computed, but otherwise it
is an expensive approach in general.
5.1. Floating Point Operations. Relative to the methods listed above, the
iterative schemes derived in this paper are distinguished by their efficiency, at least
when n is large and the columns of A are close to being orthonormal. To see this, con-
sider the number of floating point operations needed to compute P(A) and LP(A,E).
For simplicity, assume that A and E are real and of size n× n. Then, to leading or-
der in n, and excluding the costs associated with termination criteria in the iterative
schemes, the methods have the following computational costs:
• The iteration (19-20) requires niter matrix inversions (each requiring 2n3
flops [15, Appendix C]) and 2niter matrix multiplications (each requiring 2n
3
flops), where niter denotes the number of iterations used. Its computational
cost is thus niter(2n
3) + 2niter(2n
3) = 6nitern
3 flops.
• Solving the Lyapunov equation (66) with a direct method involves diagonaliz-
ing H (9n3 flops [15, Appendix C]) and performing 4 matrix multiplications,
for a total of 9n3 + 4(2n3) = 17n3 flops. The additional cost of computing U ,
H = U∗A, LP(A,E) = UY , and U∗E (assuming that (19) is used to com-
pute U) is dominated by the cost of performing niter matrix inversions and
3 matrix multiplications, bringing the total to 17n3 + niter(2n
3) + 3(2n3) =
(23 + 2niter)n
3 flops.
• The complex step approximation (assuming that (19) is used to compute the
polar decomposition of A and A+ ihE) requires 2niter matrix inversions, of
which niter involve complex arithmetic. Since each inversion of a complex
matrix requires n3 additions of complex scalars (2 real flops) and n3 mul-
tiplications of complex scalars (6 real flops), the computational cost of the
complex step approximation is niter(2n
3) + niter(8n
3) = 10nitern
3 flops.
• The method based on the singular value decomposition requires 5 matrix
multiplications plus the computation of the SVD. Assuming, for instance,
that the Golub-Reinsch algoirthm (22n3 flops [12]) is used to compute the
SVD, this method’s total cost is 5(2n3) + 22n3 = 32n3 flops.
We conclude from this analysis that, for sufficienty large n, the iteration (19-20)
requires fewer floating point operations than its competitors whenever niter ≤ 5. Note
that this is no longer the case if the costs of computing the residual estimates (60-
62) are taken into account. However, if efficiency is the primary objective, then
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k ‖Xk−U‖‖U‖
‖Ek−K‖
‖K‖ ‖αk‖ ‖βk‖ ‖γk‖ ‖β˜k‖ ‖γ˜k‖ µk
1 1.3e−5 2.6e−3 1.1e−4 2.0e−4 5.2e−2 2.0e−4 5.2e−2 1.0e+0
2 3.0e−10 5.9e−8 2.4e−9 4.3e−9 1.2e−6 4.3e−9 1.2e−6 1.0e+0
3 8.0e−16 1.2e−15 1.4e−15 2.5e−15 4.1e−15 1.1e−14 1.2e−14 1.0e+0
Table 1
Nearly orthogonal matrix, m = n = 16, σn(A) = 9.9e−1, σn−1(A) = 1.0e+0, κ(A) = 1.0e+0.
k ‖Xk−U‖‖U‖
‖Ek−K‖
‖K‖ ‖αk‖ ‖βk‖ ‖γk‖ ‖β˜k‖ ‖γ˜k‖ µk
1 1.7e+1 3.3e+1 2.4e+3 1.1e+5 1.1e+5 1.9e+2 6.7e+2 1.8e−1
2 1.4e+0 2.3e+0 2.2e+1 7.7e+0 8.1e+0 1.4e+0 5.2e+0 5.9e−1
3 1.3e−1 3.4e−1 1.1e+0 3.3e−2 4.1e−1 2.6e−2 4.1e−1 9.2e−1
4 2.6e−3 2.2e−2 2.1e−2 8.6e−4 2.5e−2 8.5e−4 2.5e−2 1.0e+0
5 1.4e−6 4.5e−5 1.1e−5 6.6e−7 5.2e−5 6.6e−7 5.2e−5 1.0e+0
6 3.9e−13 5.1e−11 3.1e−12 1.0e−13 6.0e−11 1.1e−13 6.0e−11 1.0e+0
7 2.8e−14 6.5e−14 1.4e−15 1.1e−16 2.0e−16 4.0e−14 5.7e−14 1.0e+0
Table 2
Binomial matrix, m = n = 16, σn(A) = 2.6e+0, σn−1(A) = 2.6e+0, κ(A) = 4.7e+3.
cheaper termination criteria (based, for instance, on ‖Xk − X−∗k ‖, ‖Xk+1 − Xk‖,
and/or ‖Ek+1 − Ek‖) may be appropriate.
6. Numerical Experiments. To illustrate the performance of the iterative
schemes derived in this paper, we have computed the Fre´chet derivative of the polar
decomposition for the following matrices obtained from MATLAB’s matrix gallery.
Note that the first three matrices are identical to those considered in [15, Chapter
8.9].
1. A nearly orthogonal matrix, orth(gallery('moler',16))+ones(16)*1e-3.
2. A binomial matrix, gallery('binomial',16).
3. The Frank matrix, gallery('frank',16).
4. A modification of the Frank matrix obtained by setting its second smallest
singular value equal to its smallest singular value. That is, A = P Σ˜Q∗ where
PΣQ∗ is the singular value decomposition of the Frank matrix, Σ˜ii = Σii for
i 6= 15, and Σ˜15,15 = Σ16,16.
5. A rectangular matrix given by the first 5 columns of the binomial matrix.
We computed P(A) and LP(A,E) for each A listed above, with E a matrix (of the
same dimensions as A) consisting of random entries sampled from a normal distribu-
tion with mean 0 and variance 1. We used the Newton iteration (50-51) with scaling
parameter (52) for the square matrices and its generalization (21-22) with scaling
parameter (56) for the rectangular matrix. To terminate the iterations, we used (63)
with δ = ε = 10−14 and ‖ · ‖ equal to the Frobenius norm. To compute the “exact”
values of P(A) and LP(A,E), we used the singular value decomposition, as explained
in the last paragraph of Section 5.
Note that for simplicity, we used scaling throughout the entire iteration, even
though the scaling parameter µk approaches 1 near convergence. A more efficient
approach is to switch to an unscaled iteration after a certain point. A heuristic for
deciding when to do so is detailed in [15, Chapter 8.9].
Tables 1-5 show the values of several quantities monitored during the iterations.
The first two columns show the relative errors ‖Xk−U‖‖U‖ and
‖Ek−K‖
‖K‖ , where U = P(A)
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k ‖Xk−U‖‖U‖
‖Ek−K‖
‖K‖ ‖αk‖ ‖βk‖ ‖γk‖ ‖β˜k‖ ‖γ˜k‖ µk
1 2.9e+6 6.1e+18 8.4e+13 3.2e+27 3.2e+27 1.4e+14 4.5e+26 1.1e−6
2 1.9e+0 3.2e+12 4.5e+1 1.1e+3 1.3e+14 4.0e+1 1.3e+14 4.2e−1
3 2.7e−1 4.6e+11 2.5e+0 2.8e+0 5.0e+12 1.6e+0 5.0e+12 8.3e−1
4 9.5e−3 4.1e+9 7.7e−2 9.3e−2 3.8e+10 9.1e−2 3.8e+10 9.9e−1
5 3.9e−5 2.4e+7 3.1e−4 4.7e−4 2.2e+8 4.7e−4 2.2e+8 1.0e+0
6 1.6e−9 2.8e+2 1.3e−8 2.4e−8 2.5e+3 2.4e−8 2.5e+3 1.0e+0
7 3.4e−15 1.8e−4 1.0e−15 9.8e−16 2.6e−6 1.0e−14 2.6e−6 1.0e+0
8 3.4e−15 1.8e−4 9.3e−16 8.4e−16 1.8e−15 1.0e−14 1.1e−14 1.0e+0
Table 3
Frank matrix, m = n = 16, σn(A) = 3.5e−13, σn−1(A) = 8.7e−1, κ(A) = 2.3e+14.
k ‖Xk−U‖‖U‖
‖Ek−K‖
‖K‖ ‖αk‖ ‖βk‖ ‖γk‖ ‖β˜k‖ ‖γ˜k‖ µk
1 3.4e+6 8.0e+6 1.0e+14 8.3e+36 8.3e+36 1.9e+23 2.9e+26 6.5e−7
2 1.2e+0 1.9e+0 2.2e+1 1.0e+11 3.0e+13 2.0e+10 3.0e+13 5.1e−1
3 1.4e−1 8.5e−2 1.2e+0 5.5e+8 8.0e+11 5.4e+8 8.1e+11 9.4e−1
4 7.2e−3 3.7e−3 5.8e−2 2.8e+7 4.1e+10 2.8e+7 3.5e+10 1.0e+0
5 3.7e−4 1.8e−3 4.9e−4 1.3e+4 2.0e+7 1.3e+4 9.6e+9 1.0e+0
6 3.6e−4 1.8e−3 5.4e−8 6.5e−2 9.6e+1 6.7e−2 9.6e+9 1.0e+0
7 3.6e−4 1.8e−3 1.2e−15 9.1e−4 1.9e−3 6.4e−3 9.6e+9 1.0e+0
Table 4
Modified Frank matrix, m = n = 16, σn(A) = 3.5e−13, σn−1(A) = 3.5e−13, κ(A) = 2.3e+14.
and K = LP(A,E). The next three columns show the norms of (60-62), which
are the quantities we used to determine when to terminate the iterations. Recall
that (61) and (62) are computable approximations to HkΩk−ΩkHk and HkSk+SkHk,
respectively. We have denoted β˜k = HkΩk − ΩkHk and γ˜k = HkSk + SkHk in the
tables and recorded their norms in the seventh and eighth columns. Finally, the last
column of the tables shows the value of the scaling parameter µk. All norms appearing
in the table headers are the Frobenius norm. In the caption of each table, we have
made note of the dimensions of the matrix A, the smallest and second smallest singular
values σn(A) and σn−1(A) of A, respectively, and the condition number κ(A) of A.
Tables 1, 2, and 5 illustrate the effectiveness of the iteration on relatively well-
conditioned matrices. In all three cases, small relative errors in both Xk and Ek are
achieved simultaneously, and convergence is detected appropriately by the termination
criteria (63). Comparison of the columns labeled ‖βk‖ and ‖γk‖ with the columns
labeled ‖β˜k‖ and ‖γ˜k‖, respectively, lends credence to the asymptotic accuracy of the
approximations βk ≈ β˜k and γk ≈ γ˜k, at least until roundoff errors begin to intervene.
Tables 3 and 4 illustrate what can go wrong when A is ill-conditioned. In the
case of Table 4, the matrix A (the modified Frank matrix) has condition number
κ(A) = 2.3e+14, and its two smallest singular values are both close to zero: σn(A) =
σn−1(A) = 3.5e−13. As a consequence, the condition number of P with respect to
real perturbations (as explained in Section 4.4) is 2(σn + σn−1)−1 = 2.9e+12, and we
cannot expect much more than 3 or 4 digits of relative accuracy in double precision
arithmetic when approximating P(A), much less LP(A,E). This expectation is born
out in Table 4. A more subtle phenomenon occurs in Table 3. There, the matrix A
(the Frank matrix) has condition number κ(A) = 2.3e+14 as well, but only one of its
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k ‖Xk−U‖‖U‖
‖Ek−K‖
‖K‖ ‖αk‖ ‖βk‖ ‖γk‖ ‖β˜k‖ ‖γ˜k‖ µk
1 1.8e+0 3.3e+0 2.0e+1 6.9e+1 1.8e+2 1.2e+1 1.7e+2 5.0e−1
2 2.2e−1 4.0e−1 1.1e+0 1.3e−1 1.0e+1 8.6e−2 1.0e+1 8.2e−1
3 1.8e−4 1.6e−3 7.9e−4 4.3e−4 3.9e−2 4.3e−4 3.9e−2 1.0e+0
4 8.7e−9 2.2e−7 3.9e−8 1.9e−8 5.3e−6 1.9e−8 5.3e−6 1.0e+0
5 3.8e−15 1.3e−14 4.8e−16 2.7e−16 9.2e−15 7.5e−15 3.0e−14 1.0e+0
Table 5
Rectangular matrix, m = 16, n = 5, σn(A) = 2.5e−1, σn−1(A) = 2.3e+0, κ(A) = 5.8e+1.
singular values is close to zero. Namely, σn(A) = 3.5e−13, but σn−1(A) = 8.7e−1. As
a consequence, P is very well-conditioned with respect to real perturbations, having
condition number 2(σn + σn−1)−1 = 1.2e+0. Curiously, the result is that P(A) is
approximated very accurately, but LP(A,E) is not. The fact that the performance
of the Newton iteration (50) is largely unaffected by poorly conditioned A (unless
A has two singular values close to zero) has been noted in [15, Chapter 8.9]. The
observation that, in contrast, it takes only one near-zero singular value to corrupt the
computation of LP(A,E) via the iteration (50-51) deserves further study.
7. Conclusion. This paper has derived iterative schemes for computing the
Fre´chet derivative of the polar decomposition. The structure of these iterative schemes
lends credence to the mantra that differentiating an iteration for computing f(A)
leads to an iteration for computing Lf (A,E). It would be interesting to determine
what conditions on a matrix function f ensure that this mantra bears out in practice.
Certainly being a primary matrix function suffices, but the results of the present paper
suggest that such a construction might work in a more general setting.
On a more specific level, several aspects of this paper warrant further consider-
ation. While the termination criteria devised in Section 4.2 appear to work well in
practice, a more careful analysis of their effectiveness is lacking. In addition, it would
be of interest to better understand the behavior of the iterative scheme (50-51) on
ill-conditioned matrices.
Appendix A. Approximate Residuals.
In this section, we prove the validity of (58-59). Suppressing the subscript k for
the remainder of this section, our goal is to show that if
β =
1
2
(X∗XX∗E −X∗EX∗X) ,(67)
γ = (X∗E + E∗X)− β,(68)
then
β = HΩ− ΩH +O(‖H2 − I‖2 + ‖H2 − I‖‖HS + SH‖),
γ = HS + SH +O(‖H2 − I‖2 + ‖H2 − I‖‖HS + SH‖).
Now since
H2 − I = 2(H − I) + (H − I)2,
the norms of H2 − I and H − I are asymptotically equal, up to a factor of 2. Thus,
it is enough to show that
β = HΩ− ΩH +O(‖H − I‖2 + ‖H − I‖‖HS + SH‖),(69)
γ = HS + SH +O(‖H − I‖2 + ‖H − I‖‖HS + SH‖).(70)
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The following lemma reduces this task to the verification of (69).
Lemma 13. We have
(HΩ− ΩH) + (HS + SH) = X∗E + E∗X.
Proof. By (43) and the equalities H = H∗, U∗E = Ω +S, Ω∗ = −Ω, and S∗ = S,
we have
X∗E + E∗X = HU∗E + E∗UH
= H(Ω + S) + (Ω + S)∗H
= H(Ω + S) + (−Ω + S)H
= (HΩ− ΩH) + (HS + SH).
It follows from the preceding lemma that if β satisfies (69), then γ = (X∗E+E∗X)−β
automatically satisfies (70).
To prove (69), we begin by noting a few useful relations.
Lemma 14. For any B ∈ Cn×n,
H(HB −BH) = HB −BH +O(‖H − I‖2),
(HB −BH)H = HB −BH +O(‖H − I‖2).
Proof. These relations follow from the identities
H(HB −BH) = HB −BH − (H − I)B(H − I) + (H − I)2B,
(HB −BH)H = HB −BH + (H − I)B(H − I)−B(H − I)2.
Lemma 15. We have
X∗X = 2H − I +O(‖H − I‖2).
Proof. Use the identity
H2 = 2H − I + (H − I)2
together with the fact that X∗X = HU∗UH = H2.
Now consider (67). Substituting X∗X = 2H − I + O(‖H − I‖2) and X∗E =
HU∗E = H(Ω + S) gives, after simplification,
β = H (H(Ω + S)− (Ω + S)H) +O(‖H − I‖2).
Applying Lemma 14 with B = Ω + S gives
β = H(Ω + S)− (Ω + S)H +O(‖H − I‖2)
= (HΩ− ΩH) + (HS − SH) +O(‖H − I‖2).
We will finish the proof of (69) by showing that
HS − SH = O (‖H − I‖2 + ‖H − I‖‖HS + SH‖) .
Averaging the two equalities in Lemma 14 with B = S gives
HS − SH = 1
2
[H(HS − SH) + (HS − SH)H] +O(‖H − I‖2)
Finally, an algebraic manipulation shows that the term in brackets above is equal to
H(HS − SH) + (HS − SH)H = (H − I)(HS + SH)− (HS + SH)(H − I),
and so it is of order ‖H − I‖‖HS + SH‖.
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