In this paper, some inequalities for a linearly negative quadrant dependent (LNQD) sequence are obtained. As their application, the asymptotic normality of the weight function estimate for a regression function is established, which extends the results of
Introduction
We first recall the definitions of some dependent sequences. A sequence of random variables {X n , n ≥ } is said to be pairwise negatively quadrant dependent (PNQD) if every pair of random variables in the sequence is NQD.
Definition . (Newman [])
A sequence {X n , n ≥ } of random variables is said to be linearly negative quadrant dependent (LNQD) if for any disjoint subsets A, B ⊂ Z + and positive r j 's, k∈A r k X k and j∈B r j X j are NQD.
Definition . (Joag-Dev and Proschan [])
Random variables X  , X  , . . . , X n are said to be negatively associated (NA) if for every pair of disjoint subsets A  and A  of {, , . . . , n},
where f  and f  are increasing for every variable (or decreasing for every variable) so that this covariance exists. An infinite sequence of random variables {X n ; n ≥ } is said to be NA if every finite subfamily is NA. 
Proof The proof follows easily from the brief outline of the main points of the proof of 
Proof Write
Further notice that e ix = cos(x) + i sin(x). Thus,
By the definition of LNQD, it is easy to see that t m X m and m- j= t j X j are NQD for t  , . . . , t m > . Then by Theorem ., we can obtain that
Similarly as above, we have
Therefore, in view of (.) and (.), we obtain that
For I  , using the same decomposition as in (.) above, we obtain
Similarly to the calculation of I  , we get
Thus, from (.) and (.), constantly repeating the above procedure, we get
Note that for t  , . . . , t m < , -t m X m and m- j= -t j X j are NQD by the definition of LNQD. Similarly as above, we obtain that
This result, along with (.), completes the proof of the theorem. Theorem . Let X  , . . . , X n be a sequence of LNQD random variables, and let t  , . . . , t n be all nonnegative (or nonpositive) real numbers. Then 
For t  , . . . , t n < , it is easy to see that -t  , . . . , -t n >  and i- j= -t j X j and -t i X i are NQD by the definition of LNQD, which implies that exp(-i- j= -t j X j ) and exp(-(-t i X i )) are also NQD for i = , , . . . , n by Lemma .(ii). Similar to the proof of (.), we obtain
(.) Therefore, the proof is complete by (.) and (.).
Theorem . Suppose that {X j : j ≥ } is a LNQD random variable sequence with zero mean and |X
j | ≤ d j a.s. (j = , , . .
.). Let t >  and t
Proof We obtain the result from the proving process of Theorem . in Wang et al. [] . 
Application
To show the application of the inequalities in Section , in this section we discuss the asymptotic normality of the general linear estimator for the following regression model:
where the design points x ni , . . . , x nn ∈ A, which is a compact set of R d , g is a bounded real valued function on A, and the {ε ni } are regression errors with zero mean and finite variance σ  . As an estimate of g(·), we consider the following general linear smoother:
where a weight function w ni (x), i = , . . . , n, depends on the fixed design points x n , . . . , x nn and on the number of observations n. Here, our purpose is to use the inequalities in Section  to establish asymptotic normality for the estimate (. 
Assumption (A)
There exist positive integers p := p(n) and q := q(n) such that p + q ≤ n for sufficiently large n and as n → ∞,
Here, we will prove the following result.
Theorem . Let Assumptions (A)∼(A) be satisfied. Then
Proof We first give some denotations. For convenience of writing, omit everywhere the argument x and set S n = σ
. Then S n may be split as S n = S n + S n + S n , where
Thus, to prove the theorem, it suffices to show that
By Theorem ., Assumptions (A)(ii)∼(iii) and (A)(i)∼(iii), we have
Thus (.) holds.
We now proceed with the proof of (.). Let n = ≤i<j≤k Cov(y ni , y nj ) and s
would also imply that s  n → , provided we show that n → . Indeed, by Assumption (A) and u() < ∞, we obtain u(q) → . Then by stationarity and Assumption (A), it can be shown that Thus, it suffices to show that η nm
