Abstract. We produce infinite families of knots {K i } i≥1 for which the set of cables {K i p,1 } i,p≥1 is linearly independent in the knot concordance group, C. We arrange that these examples lie arbitrarily deep in the solvable and bipolar filtrations of C, denoted by {Fn} and {Bn} respectively. As a consequence, this result cannot be reached by any combination of algebraic concordance invariants, Casson-Gordon invariants, and HeegaardFloer invariants such as τ , ε, and Υ. We give two applications of this result. First, for any n ≥ 0, there exists an infinite family {K i } i≥1 such that for each fixed i, {K i 2 j ,1 } j≥0 is a basis for an infinite rank summand of Fn and {K i p,1 } i,p≥1 is linearly independent in Fn/Fn.5. Second, for any n ≥ 1, we give filtered counterexamples to Kauffman's conjecture on slice knots by constructing smoothly slice knots with genus one Seifert surfaces where one derivative curve has nontrivial Arf invariant and the other is nontrivial in both Fn/Fn.5 and Bn−1/Bn+1. We also give examples of smoothly slice knots with genus one Seifert surfaces such that one derivative has nontrivial Arf invariant and the other is topologically slice but not smoothly slice.
Introduction
Two knots are said to be (smoothly) concordant if they cobound a smooth annulus in S 3 × [0, 1]. The set of smooth concordance classes of knots forms an abelian group called the (smooth) knot concordance group, denoted by C, under the connected sum operation. This group has been the subject of much study since its introduction by Fox and Milnor in [FM66] . A knot that is concordant to the unknot, or equivalently, bounds a smoothly embedded disk in B 4 , is called a (smoothly) slice knot. There is a parallel, weaker notion of topological concordance and topologically slice knots, where the annuli and disks are required to be locally flat rather than smooth.
Let p, q be relatively prime integers and let T p,q denote the (p, q) torus knot. Given a knot K, the (p, q) cable of K, denoted K p,q , is obtained as the satellite of K with pattern T p,q . In our notation, K p,q winds p times in the longitudinal direction and q times in the meridional direction. Observe that K 1,1 is isotopic to K. It is straightforward to see that cabling gives a well-defined function on C for any fixed p, q.
From [Lit79, LM85] , we know that σ ω (K p,q ) = σ ω (T p,q ) + σ ω p (K) for any relatively prime integers p and q, any knot K, and any ω on the unit circle away from roots of Alexander polynomials. For |p|, |q| ≥ 2, this formula can be used to show that K and K p,q are not concordant for any knot K. Indeed, (p, q) cabling in general need not even preserve sliceness, since the nontrivial torus knots arise as cables of the unknot and are not slice. In contrast, (p, 1) cabling is more subtle. For instance, if K is a slice knot, the knot K p,1 is slice for any p. That is, K and K p,1 are concordant. On the other hand, if K has nontrivial signature function, for example, if K is the right-handed trefoil, it is easy to see that {K p,1 } p≥1 is linearly independent. A similar conclusion may be drawn for many knots with non-vanishing Casson-Gordon sliceness obstructions [Kim05, Lit84] or non-vanishing Υ-invariant [OSS17, FPR16, Che16, KP16] . (For a variety of other results on the concordance of cables see also [Kaw80, CFHH13, Hed09] .) This gives rise to the natural question: What can be said about the linear independence of {K p,1 } p≥1 when K is not slice, but all of these invariants vanish? In this paper, we answer this question by producing infinite families of knots whose (p, 1) cables are linearly independent but which are too subtle to be detected by any of the tools mentioned above. More precisely, our examples will lie deep within certain filtrations of C, which we now recall.
The solvable filtration of C [COT03] , · · · ⊂ F n+1 ⊂ F n.5 ⊂ F n ⊂ · · · ⊂ F 0 ⊂ C, provides an infinite sequence of nontrivial sliceness obstructions [COT03, COT04, CT07, Jia81, Liv99, CHL09, CHL11a]. In particular, its lower levels encapsulate several classical concordance invariants. For example, a knot K lies in F 0 if and only if Arf(K) = 0; similarly, K lies in F 0.5 if and only if it is algebraically slice. Thus, any knot in F 0.5 has vanishing signature function. Additionally, every knot in F 1.5 has vanishing Casson-Gordon sliceness obstructions. We remark in passing that if K is topologically slice, K ∈ F n (however, the converse is open). Moreover, there is an analogue of the solvable filtration, denoted {F top n }, for the topological concordance group, and it is known that F top n /F top n.5 ∼ = F n /F n.5 for all n [CHL09, p. 1423]. Thus, the solvable filtration gives a language to organize knots for which topological concordance is increasingly subtle.
In [CHH13] Cochran-Harvey-Horn define a similar filtration,
called the bipolar filtration, specifically geared towards the study of the smooth knot concordance group. This filtration has proved particularly useful in the study of smooth concordance classes of topologically slice knots [CH15, CP14, CK17] . For the smooth concordance group, it was shown in [CHH13] that the bipolar filtration provides an infinite sequence of nontrivial sliceness obstructions, and in particular, several strong concordance invariants, including the Heegaard-Floer invariants τ [OS03] and ε [Hom14b] , as well as Rasmussen's sinvariant [Ras10] , vanish on B 0 . Further, we know from [CHH13, OSS17, NW15, HW16] that the ν + -invariant [HW16] and Υ-invariant [OSS17] also vanish on B 0 . Thus, the bipolar filtration gives a language to organize knots for which smooth concordance is increasingly subtle.
In the present paper, we study the effect of cabling on C through the lens of the solvable and bipolar filtrations. It is easy to see that (p, 1) cabling is a well-defined operation on F n and B n for any n and p (Proposition 2.11). The following is our main result. Theorem A. For any n ≥ 1, there exists an infinite family of knots {K i } i≥1 ⊂ F n ∩B n−1 , such that the set of cables {K i p,1 } i,p≥1 is linearly independent in F n /F n.5 and in B n−1 /B n+1 .
In particular, the examples given above which lie in F 1 have vanishing Levine-Tristram signature function, those in F 2 have vanishing Casson-Gordon sliceness obstructions, and those in B 0 have vanishing τ -, ε-, and Υ-invariants. Consequently, Theorem A shows that the above tools are not sufficient to completely detect the linear independence of cables in C.
The proof of Theorem A uses the technology of [CHL11b] , namely robust doubling operators (Definition 3.1) and von Neumann ρ-invariants (Section 2.1). The main technical result shows that for any p, the (p, 1) cable of a robust doubling operator is also a robust doubling operator, under a mild hypothesis on the Alexander polynomial (Theorem 3.5).
As an application of our main result, we show that certain families of (p, 1) cables form bases for infinite rank summands of F n . Theorem B. For any n ≥ 0, there exists an infinite family of knots {K i } i≥1 ⊂ F n such that, for each fixed i, the set {K i 2 j ,1 } j≥0 is a basis for an infinite rank summand of F n and for which {K i p,1 } i,p≥1 is linearly independent in F n /F n.5 .
The proof of the above theorem uses a result of Feller and the second and third authors [FPR16] , using the Υ-invariant, which says that for any genus one knot K with τ (K) = 1, the set {K 2 j ,1 } j≥0 is a basis for an infinite rank summand of C.
As a second application of Theorem A, we consider Kauffman's conjecture on slice knots [Kau87, p. 226] . For a knot K with a genus g Seifert surface F , a g-component link d on F is called a derivative for K associated with F if it is homologically essential and the linking form vanishes on it. Note that if d is slice, so is K since we may obtain a slice disk for K by performing ambient surgery on F using a collection of slice disks for d. If F has genus one, d is simply a knot. Elementary linear algebra shows that a genus one Seifert surface for an algebraically slice knot K has exactly two derivatives, up to orientation. In the 1980s, Kauffman conjectured that if a knot K is slice, then any genus one Seifert surface for K will have a derivative knot d such that d is slice, or at least Arf(d) = 0. In [CD15] , Cochran and the first author constructed counterexamples to Kauffman's conjecture, by finding slice knots with genus one Seifert surfaces where one derivative has nontrivial Arf invariant and the other is of the form L# − L 2,1 where L is any knot and −L 2,1 denotes the reverse of the mirror image of L 2,1 . By judicious choice of L, they ensured that Arf(L# − L 2,1 ) = 1, i.e. each derivative is nontrivial in C/F 0 . We give a filtered version of their result, as follows. Theorem C. For any n ≥ 1, there exists a slice knot K bounding a genus one Seifert surface with derivative curves d and d such that Arf(d ) = 0 and d is nontrivial in each of the quotients F n /F n.5 and B n−1 /B n+1 .
To complete the set of examples, we also show that there exist slice knots with derivatives that are topologically slice but not slice. Since all topologically slice knots lie in F n , this is an example of a non-slice derivative in F n .
Theorem C . There exists a slice knot K bounding a genus one Seifert surface with derivative curves d and d , such that Arf(d ) = 0 and d is topologically slice but not slice.
Let K be a knot with a genus one Seifert surface F . Then F × I ⊂ S 3 × I is a genus two handlebody. As we noted above, if a derivative curve d on F bounds a topological (resp. smooth) slice disk ∆ d in B 4 , we can do ambient surgery on F × {1} using the slice disk for d × {1} ⊂ S 3 × {1} to yield a topological (resp. smooth) slice disk for K; call this new slice disk ∆. By gluing a thickened copy of ∆ d to F × I, we see that the genus one surface F ∪ ∆ bounds a topological (resp. smooth) handlebody in B 4 . Conversely, if there exists some slice disk ∆ for K such that F ∪ ∆ bounds a topological (resp. smooth) handlebody, then there must be some derivative curve on F which is topologically (resp. smoothly) slice. Thus, Theorem C gives a smoothly slice knot K with a genus one Seifert surface F such that there exists a topological slice disk ∆ top for K such that F ∪ ∆ top bounds a topological handlebody in B 4 , but F ∪ ∆ does not bound a smooth handlebody in B 4 for any smooth slice disk ∆ for K. This is done explicitly in Corollary 6.2.
Outline. In Section 2 we give some background on von Neumann ρ-invariants and the solvable and bipolar filtrations of C. Section 3 introduces robust doubling operators and we prove the key technical result that (p, 1) cables of robust doubling operators are often robust (Theorem 3.5). Sections 4, 5, and 6 give the proofs of Theorems A, B, and C respectively.
Notation and conventions. For any knot K, −K denotes the mirror image of K with the circle orientation reversed and M (K) refers to the 0-framed surgery on S 3 along K. We denote the set of non-negative integers by N 0 and the set of positive integers by N. Throughout the paper, smoothness should be assumed whenever we say concordant, concordance, or slice without qualification. We also assume that any topological embedding is locally flat.
Acknowledgements. Much of this research was completed while the authors participated in a trimester on Topology at the Hausdorff Institute for Mathematics in Bonn, Germany in the fall of 2016. We also worked on this project while the first author visited the second and third at the Max-Planck-Institut für Mathematik in Bonn, Germany in the fall of 2017 and the summer of 2018. We thank both HIM and MPIM for a stimulating research atmosphere. We also thank Jae Choon Cha and Danny Ruberman for helpful conversations.
2. Background 2.1. Von Neumann ρ-invariants. Let M be a closed, oriented 3-manifold, Γ be a discrete group, and φ : π 1 (M ) → Γ be a representation. The von Neumann ρ-invariant, ρ(M, φ) ∈ R, was defined by Cheeger and Gromov in [CG85] . For a detailed discussion from our perspective, see [CHL11b, Section 5],[CT07, Section 2], or [COT04, Section 2]. We will only need the following properties.
(
For any knot K, recall that M (K) refers to the 0-framed surgery on S 3 along K. The von Neumann ρ-invariants corresponding to certain special representations of π 1 (M (K)) will be important to us. First, for a knot K, we define ρ 0 (K) := ρ(M (K), φ), where
is the abelianization map. It is known that ρ 0 (K) equals the integral of the Levine-Tristram signature function of K over S 1 [COT04, Proposition 5.1].
Let G be the group π 1 (M (K)). Since G/G (1) ∼ = Z, the exact sequence
we obtain the associated homomorphism
and thus, the corresponding von Neumann ρ-invariant, ρ(M (K), φ P ).
Remark 2.1. For any knot K, we have the inclusion-induced isomorphism
where E(K) is the exterior of K in S 3 . As a result, either of the two above modules may be taken to be the rational Alexander module of K. As is common practice, we will switch back and forth between these two definitions when convenient and without comment.
Recall that there exists a form B :
A submodule P ⊆ A(K) is said to be isotropic if P ⊆ P ⊥ and Lagrangian if P = P ⊥ , where P ⊥ := {q ∈ A(K) | B (p, q) = 0 for all p ∈ P }. The first-order signatures of a knot K are the real numbers ρ(M (K), φ P ) where P is any isotropic submodule of A(K) with respect to the Blanchfield form on A(K). For any knot K, the set of all first-order signatures of K will be denoted FOS(K).
Remark 2.3. Note that φ P and ρ(M (K), φ P ) are defined in a slightly different way elsewhere in the literature, such as in [CHL08, CHL09] . For any submodule P ⊆ A(K), let
Since P = ker φ P , we see that φ P factors through φ P : G → G/ P , where G/ P ≤ Z A(K)/P . Then by property (4) for von Neumann ρ-invariants given above, ρ(M (K), φ P ) = ρ(M (K), φ P ). This justifies the slight alteration in the definitions.
If a knot K bounds a slice disk ∆ ⊂ B 4 , we have the following submodule: 
Filtrations of C.
Definition 2.5 ([COT03]). A knot K is said to be n-solvable for n ∈ N 0 if K bounds a smooth, properly embedded disk ∆ in a smooth, compact, oriented 4-manifold W with ∂W = S 3 and H 1 (W ; Z) = 0 such that H 2 (W ; Z) has a basis consisting of 2k smoothly embedded, connected, compact, oriented surfaces
for some k, with trivial normal bundles, satisfying:
for all i, then we say that K is (n.5)-solvable and W is an (n.5)-solution for K.
The collection of n-solvable (resp. (n.5)-solvable) knots forms a subgroup of C, denoted by F n (resp. F n.5 ).
Above, recall that for any group G and n ≥ 0, G (n) denotes the nth term of the derived series for G, that is,
In [CHH13] , three new filtrations of C were defined as follows. Note that the main difference is in the intersection form of the 4-manifolds being considered. Definition 2.6 ([CHH13]). A knot K is said to be n-positive (resp. n-negative) for n ∈ N 0 if K bounds a smooth, properly embedded disk ∆ in a smooth, compact, oriented 4-manifold W with ∂W = S 3 and π 1 (W ) = 1 such that H 2 (W ; Z) has a basis consisting of smoothly embedded, connected, compact, oriented surfaces {S 1 , . . . , S k } in W \ ∆, for some k, satisfying:
(1) π 1 (S i ) ⊂ π 1 (W \ ∆) (n) under inclusion for each i = 1, . . . , k, and (2) the intersection form on H 2 (W ; Z) is positive definite (resp. negative definite).
Such a 4-manifold W is called an n-positon (resp. n-negaton) for K.
The collection of n-positive (resp. n-negative) knots forms a submonoid of C, denoted by P n (resp. N n ).
We say a knot K is n-bipolar if K is both n-positive and n-negative. The collection of n-bipolar knots forms a subgroup of C, denoted by B n .
Remark 2.7. In [CHH13, Corollary 5.6], the following relationships were noted.
where {F Q n } denotes the filtration of C obtained using the same definition as Definition 2.5, except that all occurrences of Z are replaced by Q. Importantly, it is known that all the obstructions to membership in F n.5 arising from von Neumann ρ-invariants also obstruct membership in F . Any knot that can be transformed to a knot in P 0 by changing positive crossings to negative crossings lies in P 0 . Similarly, any knot that can be transformed to a knot in N 0 by changing negative crossings to positive crossings lies in N 0 .
2.3. Infection on knots. We will need to construct elements of F n and B n for any n. These examples will be built using the process of iterated infection on ribbon knots, which we now describe. Let R be a fixed knot in S 3 and α be a curve in S 3 \ R which is unknotted in S 3 . The complement S 3 \ α is a solid torus. Given any knot K, the knot R α (K), the result of infection on R with K along α, is the image of R in the copy of S 3 obtained by gluing the solid torus S 3 \ α to S 3 \ K by sending the meridian of α to the longitude of K and the longitude of α to the meridian of K, as shown in Figure 1 . The reader should note that this is simply a different perspective on the classical (untwisted) satellite operation, where R ⊂ S 3 \ α is the pattern and K is the companion. Pictorially, we can imagine cutting the strands of R piercing through the disk bounded by α, tying them into the knot K (with no twisting), and then gluing the strands back together. It is easy to see that a fixed knot R along with a choice of unknotted curve α ⊂ S 3 \ R yields a function R α : C → C, mapping K → R α (K). We will denote such a function by the link (R, α) as in the left panel of Figure 1 . Definition 2.9. A doubling operator is a function R α : C → C arising from infection on a ribbon knot R along an unknotted curve α ⊂ S 3 \ R where lk(R, α) = 0.
Doubling operators enable us to build knots deep in the various filtrations of C by the following result. (
Additionally, it is straightforward to show that the (p, 1) cables of a knot in F n (resp. B n ) lie in F n (resp. B n ) for all n and p, as follows. Proof. By hypothesis K bounds a properly embedded disk ∆ ⊂ W where W is an nsolution for K. We will show that W is also an n-solution for K p,1 . By hypothesis, there exist smoothly embedded surfaces 
for all i, which follows from the functoriality of the derived series
). An identical proof for n-positons and n-negatons gives the second statement.
We end with the following proposition regarding the first-order signatures of knots obtained by infection.
Proposition 2.12 ([CHL09, Lemma 2.3]).
For any doubling operator R α and knot K, there is an isomorphism i * :
2.4. Strong coprimality of sequences of Laurent polynomials. Recall that an element p(t) of Q[t, t −1 ] is said to be prime if it is non-zero, not a unit, and whenever
] is a Euclidean domain, where the size function is given by the difference in the degrees of the lowest and highest terms in a given Laurent polynomial. Thus, an element in Q[t, t −1 ] is prime if and only if it is irreducible. Recall that the units in Q[t, t −1 ] are exactly the non-zero monomials. As usual, two non-zero elements p(t) and q(t) of Q[t, t −1 ] are said to be coprime, denoted by (p, q) = 1, if their greatest common divisor is a unit in Q[t, t −1 ]. We now give a notion of strong primality and strong coprimality of polynomials, and more generally, sequences of polynomials.
Definition 2.13. [CHL11b, Definition 4.4 and Definition 6.1] A non-zero element p(t) ∈ Q[t, t −1 ] is said to be strongly prime or strongly irreducible if p(t k ) is prime (equivalently, irreducible) in Q[t, t −1 ] for every non-zero integer k.
Two non-zero elements p(t), q(t) ∈ Q[t, t −1 ] are said to be strongly coprime, denoted (p, q) = 1, if, for every pair of non-zero integers k and , p(t k ) and q(t ) are coprime in Q[t, t −1 ].
Given P = (p 1 (t), . . . , p n (t)) and Q = (q 1 (t), . . . , q n (t)), two sequences of non-zero elements in Q[t, t −1 ], we say that P is strongly coprime to Q if either (p 1 , q 1 ) = 1, or, for
Remark 2.14. Note that if a non-monomial polynomial p(t) is prime in 
Robust doubling operators and cabling
In [CHL11b] , Cochran-Harvey-Leidy show that knots obtained by n-fold iterated infection by certain robust doubling operators are linearly independent in F n /F n.5 . The goal of this section is to show that given a robust doubling operator, the operator given by its (p, 1) cable is also robust, under a mild condition on the Alexander polynomials related to the integer p. We begin by recalling the definition of a robust doubling operator.
where δ(t) is prime in Q[t, t −1 ], and (2) for each isotropic submodule P ⊆ A(R), either the first-order signature ρ(M (R), φ P ) is non-zero or P corresponds to a ribbon disk for R.
Remark 3.2. Note that the Alexander module of a knot R with A(R) ∼ =
with δ(t) prime in Q[t, t −1 ] has at most three proper submodules, namely 0 , δ(t) , and δ(t −1 ) . This follows since δ(t) is prime in Q[t, t −1 ] iff δ(t −1 ) is. Note that the submodules δ(t) and δ(t −1 ) coincide if δ(t) and δ(t −1 ) differ by multiplication by a unit but otherwise, have trivial intersection.
If R is ribbon, it follows that one of the nontrivial proper submodules δ(t) and δ(t −1 ) must be a Lagrangian which corresponds to a ribbon disk. It is straightforward to check using the properties of the Blanchfield form that the other nontrivial proper submodule is also a Lagrangian. Thus,
.
α k denote the doubling operator on the left hand side of Figure 2 . A direct computation shows that the Alexander polynomial of R k,J is
We now show that these doubling operators are robust for many choices of J and k ≥ 1. These are the operators we use for the proof of Theorem A. Proposition 3.3. For k ≥ 1, and any knot J with −ρ 0 (J) / ∈ F OS(R k,U ), the doubling operator R k,J α k is robust. Since FOS(R k,U ) is a finite set, J can be taken to be the connected sum of an appropriately large number of knots with nontrivial ρ 0 , for example, the connected sum of many right-handed trefoils.
Figure 2. Each solid box containing an integer indicates the number of full right-handed twists among all the strands passing through the box. Each solid box containing J indicates that all the strands passing through the box are tied into 0-framed parallels of the knot J. Left: The doubling operator R
Proof of Proposition 3.3. Note that, for any knot J, the curve d shown on the left hand side of Figure 2 is an unknotted derivative for R k,J , and as a result,
. Notice also that δ k (t) and δ k (t −1 ) are prime and coprime if k = 0, −1.
It remains to verify the last condition in the definition of a robust doubling operator. Since R k,U is ribbon, the set FOS(R k,U ) contains zero, and thus, ρ 0 (J) = 0 by assumption. From Remark 3.2, since δ k (t) and δ k (t −1 ) are prime and coprime, we see that there are three isotropic submodules of A(R k,J ), where the two nontrivial submodules have trivial intersection. We need to show that the three associated first-order signatures are either non-zero or correspond to ribbon disks for R k,J .
Since d is an unknotted derivative for R k,J for any J, we see that d corresponds to a ribbon disk for R k,J and thus,
. In a slight abuse we have not included the dependence of d on J in our notation.
From a Seifert matrix computation, it is easy to see that [η] = 0 in A(R k,U ). Let P be the nontrivial isotropic submodule of A(R k,J ) which is not d . As noted above, we know that P ∩ d = {0}, and thus, [η] / ∈ i * (P ). From Proposition 2.12, we know that
While the above robust doubling operators will be sufficient for our proof of Theorem A, we will need a different collection of robust doubling operators for Theorem B. As an added benefit, these new operators will be completely explicit, without any ambiguity such as in the definition of R k,J α k arising from the choice of the knot J. These new operators are denoted Q k α k , for k ≥ 1, and are shown in Figure 3 . A direct computation shows that the
We now show that these doubling operators are robust for k ≥ 3 (see also [CHL11b, Example 7 .3] and [Dav12a, Theorem 7.2.1]). Note that our examples are the mirror images of the examples in [CHL11b, Dav12a] . Figure 1 for the case k = 1). The dashed box containing k indicates that the bands passing through the box have k full twists rather than all the strands.
. By a direct computation using the obvious genus one Seifert surface visible in Figure 3 , we see that
where the generators are dual curves to the bands of this Seifert surface, namely the curves η ± in the figure. As before, for k / ∈ {−1, 0}, δ k (t) and δ k (t −1 ) are prime and coprime. As a result, we see that
(where as usual we are suppressing the orientations of the curves).
It remains to verify the last condition in the definition of a robust doubling operator. We consider the three proper submodules 0 and η ± , as noted in Remark 3.2. Each of the submodules η ± corresponds to a ribbon disk ∆ ± for Q k where ∆ + (resp. ∆ − ) is a disk obtained by cutting the band passing through η + (resp. η − ). We then only need to check that ρ(M (Q k ), φ 0 ) = 0. In the earlier work of [CHL11b] , the authors bypassed this computation by leaving an ambiguity in their doubling operators, consisting of a choice of whether or not to tie a trefoil in the left-hand band. This ambiguity was removed by the first author in his PhD thesis [Dav12a, Theorem 7.2.1]; we briefly sketch his argument now. Using an additivity result for first-order signatures [Dav12a, Proposition 3.2.7], he shows that there is a Lagrangian
in terms of the Cimasoni-Florens signature [CF08] of any derivative d generating P . After finding a derivative generating P , the proof reduces to a fairly explicit estimation of the Cimasoni-Florens signature of a link using a C-complex.
Given a doubling operator R α , let (R p,1 ) α denote the doubling operator obtained by taking the (p, 1) cable of R α for some integer p, as shown in Figure 2 . More precisely, we consider the ribbon knot R p,1 and the curve α which is the image of α in S 3 \R p,1 . Observe that for any knot K, the (p, 1) cable of R α (K) is isotopic to (R p,1 ) α (K). The following is the key technical result of this paper, which states that (R p,1 ) α is often robust when R α is robust.
Theorem 3.5. Let R α be a robust doubling operator and let ∆ R (t) = δ(t) · δ(t −1 ) be the Alexander polynomial of R. Let p be a non-zero integer. If δ(t p ) is prime in Q[t, t −1 ], then (R p,1 ) α is a robust doubling operator.
We postpone the proof until the end of the section. For now, we obtain the following corollary. Corollary 3.6. For k ≥ 1, p ≥ 1, and any knot J with −ρ 0 (J) / ∈ FOS(R k,U ), the doubling operator R Consequently, if f (t) is not a monomial, it is prime in Q[t, t −1 ].
, where a 1 and a 0 are relatively prime non-zero integers. If f (t) is prime in Z[t] and a 0 = ±x c for any integer x and natural number c > 1, then f (t) is strongly prime in Z[t]. Consequently, if f (t) is not a monomial, it is strongly prime in Q[t, t −1 ].
Note that in each of the above propositions, the last statement follows from Remark 2.14.
Proof of Corollary 3.6. Recall that
where δ k (t) = kt − (k + 1) as before. We will now check that δ k (t p ) is prime for all p ≥ 1; this will complete the proof by Propositions 3.3 and 3.4 and Theorem 3.5. First let k = 8. Then δ k (t p ) = 8t p − 9. In Proposition 3.7, let q 1 = 2 and q 2 = 3. Then for all j = 1, . . . , p − 1, r i j = ∞, α 1 = r 1 p = 3 and α 2 = r 2 0 = 2. Observe that gcd(α 1 , p) is 1 if p = 3 and is 3 if p = 3. Similarly, gcd(α 2 , p) = 1 if p = 2 and 2 if p = 2. In all cases, gcd(gcd(α 1 , p), gcd(α 2 , p)) = 1 and so δ k (t p ) is prime in Q[t, t −1 ]. Thus we conclude that δ k (t) = 8t p − 9 is strongly prime in Q[t, t −1 ] when k = 8. Now let k = 8 and suppose for the sake of contradiction that there is some p for which δ k (t p ) is not prime. We know from before that δ k (t) is prime. As a result, δ k (t −1 ) is prime, δ k (t −p ) is not, and p = ±1. In other words, δ k (t) and δ k (t −1 ) are both prime but not strongly prime. Then, by Proposition 3.8, there exist positive integers x, y and natural numbers a, b > 1 such that k + 1 = x a and k = y b . In particular, x a − y b = 1. The solutions to this equation form the subject of the famous Catalan conjecture from 1844, which was proven in 2004 by Mihȃilescu in [Mih04] who showed that the only solution is x = 3, a = 2, y = 2, b = 3. This implies that k = 8 which is a contradiction. In conclusion, δ k (t) is strongly prime in Q[t, t −1 ] for all k, which completes the proof.
We end the section with the promised proof of Theorem 3.5.
Proof of Theorem 3.5. We have already seen that (R p,1 ) α is a doubling operator and so we only need to show that it is robust. The first half of Definition 3.1 will follow from the fact that the Alexander module of R p,1 is a "tensored up" version of the Alexander module of R. This is a well-known fact; we give a proof since we will need the details in the second half of the proof. Our strategy is similar to [Sei50, LM85] .
Let ∆ be a ribbon disk for R. Let N (∆) be a tubular neighborhood of ∆ restricting to N (R) a tubular neighborhood of R. Construct R p,1 within N (R) and construct a ribbon disk ∆ p,1 for R p,1 by taking p parallel copies of ∆ within N (∆) and banding them together while introducing only index one critical points. Let N (R p,1 ) and N (∆ p,1 ) be tubular neighborhoods of R p,1 and ∆ p,1 contained within N (R) and N (∆) respectively. Let E(R), E(R p,1 ), E(∆), and E(∆ p,1 ) be the exteriors of the tubular neighborhoods of R, R p,1 , ∆, and ∆ p,1 constructed above. Let X = N (R) \ N (R p,1 ) be the exterior of the knot in a solid torus depicted in Figure 4 . Let Y be the space N (∆) \ N (∆ p,1 ). From our construction, we see that
generated by a meridian of R p,1 while H 1 (E(R)) ∼ = H 1 (E(∆)) ∼ = Z is generated by a meridian of R. Moreover, within E(R p,1 ), the meridian of R is homologous to p times the meridian of R p,1 .
Let 
and
Let T be the torus E(R) ∩ X and S be the solid torus E(∆) ∩ Y . Consider the following diagram of homology groups with coefficients in Q[s, s −1 ], where the rows come from the Mayer-Vietoris exact sequence, and the vertical arrows are induced by inclusion.
Above, the maps j * and * are induced by the inclusions T → X and S → Y respectively. These maps are independent of R and ∆ and thus, we may use any choice of R and ∆ to investigate them. Consider the case when R is the unknot and ∆ is obtained by taking a disk bounded by R in S 3 and pushing the interior into B 4 . In this case, R p,1 is also unknotted and ∆ p,1 is a pushed in copy of a disk in S 3 . We see that for
)) = 0 (recall that we are using Q[s, s −1 ] coefficients). Thus, the diagram above shows that j * and * are isomorphisms when d = 0 and are monomorphisms for d = 0. Returning to the general case, we see immediately that
are isomorphisms for all d > 0. In particular, we have now established that the inclusion map E(R) → E(R p,1 ) induces an isomorphism
In particular, we see that
is generated by α , the image of α in A(R p,1 ). By hypothesis δ(s p ) is prime in Q[s, s −1 ] and thus, (R p,1 ) α satisfies the first condition for being a robust doubling operator.
It remains to verify the last condition in the definition of a robust doubling operator. That is, we show that for every isotropic submodule P of A(R p,1 ), either P corresponds to a ribbon disk for R p,1 or ρ(M (R p,1 ), φ P ) = 0. From Remark 3.2, we know that there are only three proper submodules of A(R p,1 ), namely 0 , δ(s p ) · [α ] , and δ(s −p ) · [α ] . Observe that each of these is realized as Q ⊗ Q[s, s −1 ] for some submodule Q of A(R). More precisely,
Let Q be an isotropic submodule of A(R) corresponding to a ribbon disk ∆ for R, that is, Q = ker(A(R) → A(∆)). We claim that Q ⊗ Q[s, s −1 ] corresponds to ∆ p,1 . Indeed, using the identification of A(R p,1 ) with A(R) ⊗ Q[s, s −1 ] and applying (3.1), we observe that
where the second equality uses the fact that Q[s, s −1 ] is flat. Thus, Q⊗Q[s, s −1 ] corresponds to a ribbon disk for R p,1 whenever Q corresponds to a ribbon disk for R.
Let Q ⊗ Q[s, s −1 ] be an isotropic (and thus, proper) submodule of A(R p,1 ). By Remark 3.2, we see that Q is an isotropic submodule of A(R). Suppose that Q ⊗ Q[s, s −1 ] does not correspond to a ribbon disk for R p,1 . As a result, we see that Q does not correspond to a ribbon disk for R. The proof will be complete if we can show that the corresponding first-order signature, ρ(M (R p,1 ), φ Q⊗Q[s,s −1 ] ) is not zero. Since R α is a robust doubling operator, ρ(M (R), φ Q ) = 0. We will establish that ρ(M (R p,1 Figure 6 . In (a), sliding the leftmost 2-handle over the rightmost 2-handle repeatedly, as indicated, yields the 3-manifold shown in (b). Now perform a slam dunk move to obtain the manifold in (c). Observe that this is the manifold M (R p,1 ) as desired.
Note that the handles added to M (R) to produce V live within a neighborhood of R. That is, there is a copy of E(R) × [0, 1] embedded in V so that E(R) × {0} is sent to E(R) ⊂ M (R) and E(R) × {1} is mapped to the copy of E(R) ⊂ E(R p,1 ) ⊂ M (R p,1 ) corresponding to R p,1 being a satellite of R.
Turning the handle structure of V upside down, we see that V can be built from M (R p,1 )× [0, 1], by adding a 0-framed 2-handle along the curve of Figure 7 (b), performing handleslides over this new curve to produce a 0-framed unknot, and then adding a 3-handle to cancel this unknotted surgery curve; see Figure 7 . It follows immediately that H 1 (V ) ∼ = Z is generated by the meridian of R p,1 . Moreover, observe that bounds a surface in M (R p,1 ) (given by a Seifert surface for R) which is disjoint from a Seifert surface for R p,1 . Thus, is a double commutator in π 1 (M (R p,1 )), and as a result, it lifts to a nullhomologous curve in the infinite cyclic cover of M (R p,1 ) 
is an isomorphism. Combining our observations from the last few paragraphs, we obtain a sequence of inclusion-induced isomorphisms with Q[s, s −1 ]-coefficients: 
analogously to the definition prior to Remark 2.1, that is,
Here we are using the fact that H 1 (V ) ∼ = Z. Then the following diagram commutes.
To see that the map on the top right is injective, consider the following commutative diagram, whose rows are exact.
Since the adjoining maps are injective, the middle map is injective by the five lemma. By the properties of von Neumann ρ-invariants listed in Section 2.1, we see that
Recall that V is built from M (R) by adding a 1-handle and then a 2-handle along a homologically nontrivial curve. Thus, H 2 (M (R)) → H 2 (V ) is an epimorphism and so σ(V ) = 0.
We have now reduced the proof to showing that σ (2) (V, φ Q ) = 0. As a preliminary, we first show that Γ is PTFA (poly-torsion-free-abelian). Recall that a group G is said to be PTFA if it admits a descending series of normal subgroups 
is a vector space over Q and so is torsion-free and abelian, while Γ/G 1 ∼ = s ∼ = Z.
There is a bound on the L 2 -signature of a 4-manifold in terms of the rank of a homology group with twisted coefficients. We briefly summarize where this bound comes from (see also [Dav12a, Section 2.3]). For any 4-manifold X and group Γ, the L 2 -signature is defined in terms of the L 2 -homology H (2) 2 (X; 2 (Γ)). Indeed, by [LS03, Corollary 1.10], σ (2) (X, ψ) is the difference in L 2 -dimensions of the maximal subspace on which the intersection form is positive definite and the maximal subspace where the intersection form is negative definite. (For a summary of L 2 -homology and L 2 -dimension, see [Lüc02] .) The monotonicity of the L 2 -dimension [Lüc02, Theorem 1.12 (2)] immediately implies that
2 (X; 2 (Γ)) .
According to [Coc04, Proposition 3.2], since Γ is PTFA, Q[Γ]
is an Ore domain and so embeds into its skew field of fractions K(Γ). In this case, by [Cha08, Lemma 2.4] the L 2 -dimension agrees with rank over K(Γ), and thus,
Finally, we complete the proof by computing H 2 (X; K(Γ)). Note that φ Q is nontrivial as it sends a meridian of R p,1 to s ∈ s
, since V is a connected CW complex, it follows that H 0 (V ; K(Γ)) = 0. Then, by [Coc04, Proposition 3.10 and Remark 3.6(1)], since π 1 (V ) is finitely generated, φ Q is nontrivial, and β 1 (V ) = 1, it follows that H 1 (V ; K(Γ)) = 0. Notice that φ Q sends the meridian of R p,1 to s and the meridian of R to s p , both of which are nontrivial in Γ. Thus, φ Q is nontrivial even when restricted to any boundary component of V . The same argument as we used on V implies that H 1 (M (R); K(Γ)) = H 1 (M (R p,1 ); K(Γ)) = 0. Since V is a 4-manifold with boundary, H 4 (V ; K(Γ)) = 0. Recall from our construction of V that (V, M (R)) has no relative 3-handles. Thus, H 3 (M (R); K(Γ)) → H 3 (V ; K(Γ)) is onto. However,
Thus, H 3 (V ; K(Γ)) = 0. Finally, since χ(V ) = 0, [Coc04, Page 357, Fact 3] implies that H 2 (V ; K(Γ)) = 0. By the bound (3.3), we finally conclude that σ (2) (V, φ Q ) = 0, which completes the proof.
Proof of Theorem A
Cochran-Harvey-Leidy give a very general construction of knots in F n which are linearly independent modulo F n.5 [CHL11b, Theorem 7.7]. Moreover, as we mention in Remark 2.7, in [CHH13] Cochran-Harvey-Horn demonstrate that the tools used in [CHL11b] also obstruct a knot being in B n+1 , so that the following is a consequence. Theorem 4.1. Let R i = R i,1 α i,1 , . . . , R i,n α i,n , for i ≥ 1, be sequences of robust doubling operators and Q i = (∆ R i,n (t), . . . , ∆ R i,1 (t)) be the sequences of Alexander polynomials of R i . Let {K m,i } m,i≥1 be an infinite set of knots. Suppose that (1) Q i is strongly coprime to Q i for all i = i , and (2) for each fixed i, no nontrivial rational linear combination of elements of the set {ρ 0 (K m,i )} m≥1 produces an element in the rational span of FOS(R i,1 ).
is linearly independent in C/(F n.5 + B n+1 ). Remark 4.2. The reader will notice that item (2) above differs slightly from the wording in [CHL11b] . In [CHL11b, Theorem 7 .7] the spans of the two sets are merely assumed to have trivial intersection, but this may produce examples for which the theorem fails. For example, if every K m,i is the unknot, then each R i,n α i,n • · · · • R i,1 α i,1 (K m,i ) will be slice, while the span of {ρ 0 (K m,i )} m≥1 = {0} is the trivial subspace of R, which has trivial intersection with every subspace.
Combining the above with Theorem 3.5, we obtain the following corollary. The reader will see that we have lost generality by taking R i = R to be the same for all i. The only reason to do so is to avoid an excess of notation.
Corollary 4.3. Let R = R 1 α 1 , . . . , R n αn be a sequence of robust doubling operators and let ∆ R n (t) be the Alexander polynomial of R n . Let {K m } m≥1 be an infinite family of knots. Suppose that
(1) for all p ∈ N, ∆ R n (t p ) = δ(t p ) · δ(t −p ) where δ(t p ) is prime in Q[t, t −1 ], and (2) no nontrivial rational linear combination of elements of {ρ 0 (K m )} m≥1 produces an element in the rational span of FOS(R 1 ). Then {J m p,1 } m,p≥1 is linearly independent in C/(F n.5 +B n+1 ), where J m denotes the knot R n αn
Proof. Let R p = R 1 α 1 , . . . , R n−1 α n−1 , (R n p,1 ) α n for each p ≥ 1, where as before, (R n p,1 ) α n denotes the doubling operator obtained as the (p, 1) cable of R n . By Theorem 3.5, (R n p,1 ) α n is robust. Let Q p = (∆ R n (t p ), ∆ R n−1 (t), . . . , ∆ R 1 (t)) be the sequence of Alexander polynomials of R p . Consider any p = p ∈ N. Since δ(t p ) = δ(t p ) are both prime, it follows that ∆ R n (t p ) and ∆ R n (t p ) are coprime and so Q p is strongly coprime to Q p . Thus, assumption (1) of Theorem 4.1 is satisfied. Assumption (2) of Theorem 4.1 follows immediately from the hypothesis when n > 1. When n = 1, it follows from from the fact that FOS(R p,1 ) = FOS(R), for any p ≥ 1 and any ribbon knot R, by equation (3.2) from the proof of Theorem 3.5. The claimed result then follows from the observation that J m p,1 is isotopic to (R n p,1 ) α n •R n−1 α n−1 •· · ·•R 1 α 1 (K m ). In the simplest case, where the sequence R is constant, we get the following corollary. Corollary 4.4. Let R α be a robust doubling operator and ∆ R (t) be the Alexander polynomial of R. Let {K m } m≥1 be an infinite family of knots. Suppose that
, and (2) no nontrivial rational linear combination of elements of {ρ 0 (K m )} m≥1 produces an element in the rational span of FOS(R). Then {J m p,1 } m,p≥1 is linearly independent in C/(F n.5 + B n+1 ). where J m denotes the knot
Consider the twist knots T j with a positive clasp and j full left-handed twists, as shown in Figure 8 . Such knots have vanishing Arf invariant when the number of twists is even. In [COT04, Proposition 2.6, Section 5], Cochran-Orr-Teichner showed that there exists an infinite collection of twist knots K = {T 2jm } m≥1 with vanishing Arf invariant for which {ρ 0 (T 2jm )} is linearly independent over Q. j Figure 8 . The twist knot T j . The solid box containing j denotes j full left-handed twists. Note that these result in positive crossings when j is positive.
We recall Theorem A and give the proof.
Theorem A. For any n ≥ 1, there exists an infinite family of knots {K i } i≥1 ⊂ F n ∩ B n−1 , such that the set of cables {K i p,1 } i,p≥1 is linearly independent in F n /F n.5 and in B n−1 /B n+1 .
Proof. For any k ∈ N, let R k,J k α k be the robust doubling operator of Proposition 3.3 where
∈ FOS(R k,U ) and J k ∈ N 0 . This can be arranged, for example, by taking J k to be a connected sum of sufficiently many copies of the left-handed trefoil. Let {T 2jm } m≥1 be the collection of twist knots given above. As {ρ 0 (T 2jm )} m≥1 is an infinite linearly independent set and FOS(R k,U ) contains at most two non-zero elements, there exist some m 1 , m 2 so that no nontrivial linear combination of {ρ 0 (T 2jm ) | m = m 1 , m 2 } is in the rational span of FOS(R k,J k ).
We now show that the set {(R
, m 2 } has the desired properties. First, since Arf(T 2jm ) = 0, we know that T 2jm ∈ F 0 . By Proposition 2.10, the knot (R
) ∈ B n−1 . Since these twist knots can be unknotted by undoing a single positive crossing at the clasp, we see that Figure 9 . Left: The result of infection R k,J k α k (T 2jm ). Center: Changing k+1 negative crossings gives a new knot R . Right: A doubling operator U η with unknotted pattern for which U η (J k ) = R . P 0 by Proposition 2.8. Thus, by Proposition 2.10, the knot R k,J k α k (T 2jm ) ∈ P 1 ⊂ P 0 . As depicted in Figure 9 , changing k + 1 negative crossings transforms R k,J k α k (T 2jm ) to the satellite knot U η (J k ), where U is the unknot. By assumption, J k ∈ N 0 and so by Proposition 2.10, we see that
and so by Proposition 2.10, we see that (R
It remains to verify the linear independence claim, for which we use Corollary 4.4. Recall that ∆ R k,J k (t) = δ k (t)δ k (t −1 ), where δ k (t) = kt − (k + 1). As we checked in the proof of Corollary 3.6, kt p − (k + 1) is prime for every p. This immediately implies condition (1) of Corollary 4.4. We have already explicitly arranged that condition (2) holds by restricting to m = m 1 , m 2 . Thus, we have that
Proof of Theorem B
We briefly review Legendrian knots; see [Etn05] for further details. An embedding LK of a knot K in S 3 is said to be Legendrian if LK is tangent to the 2-planes of the standard contact structure of S 3 . Up to an isotopy we assume that K misses the point at infinity and so lies in S 3 − {∞} = R 3 . The front projection of a Legendrian knot is obtained by then projecting to the xz-plane (e.g. the middle panel in Figure 10 ). The classical invariants of Legendrian knots, namely the Thurston-Bennequin number, denoted by tb(·), and the rotation number, denoted by rot(·), may be computed from the front projection as follows. The pattern knot R corresponding to any doubling operator R α can be considered as a knot within S 1 × R 2 = Int(S 3 \ N (α)). A doubling operator R α is said to be a Legendrian doubling operator if the embedding LR α of R in S 1 × R 2 is tangent to the 2-planes of the standard contact structure on S 1 × R 2 . We also obtain front projections as before on the xz-plane, where the x-direction is understood to be periodic. We can also draw a single periodic domain as in the first panel in Figure 10 . Using front projections, we can define the Thurston-Bennequin number and the rotation number of a Legendrian doubling operator using the same combinatorical formulae as for Legendrian knots given above. Let LR α be a Legendrian doubling operator in S 1 × R 2 with 2n end points, and LK be a Legendrian knot in S 3 . Let LR α (LK) be the Legendrian knot obtained by taking n vertical parallel copies of LK and inserting LR α in an appropriately oriented strand of LK (see the third panel in Figure 10 for an example). This is called the Legendrian doubling operation or the Legendrian satellite operation; see also [Ng01, NT04, Ray15, PR18] . In what follows we shall restrict ourselves to the doubling operators Q k α k , which we showed to be robust in Proposition 3.4 when k ≥ 3. Proposition 5.3. Let K be a knot with a Legendrian representative with non-negative Thurston-Bennequin number. Then τ Q k α k n (K) = 1 for all k, n ≥ 1.
Notice that any twist knot with j full left-handed twists has a Legendrian representative with non-negative Thurston-Bennequin number. This is given in Figure 11 . Figure 12 , is a Legendrian representative of Q k . Given a Legendrian representative for K with non-negative Thurston-Bennequin number, stabilize to obtain a Legendrian representative LK such that tb(LK) = 0. Then apply the formulae from Proposition 5.2 to conclude that
Recall that the τ invariant gives a lower bound for the Seifert genus of a knot [OS03] . Since Q k α k (K) has genus one, we conclude that τ Q k α k (K) = 1 by Theorem 5.1. j − 1 Figure 11 . Left: A Legendrian diagram LT j for the twist knot T j with j full negative twists. The box containing j − 1 denotes j − 1 full left-handed twists. We compute that tb (LT j ) = 1 and rot (LT j ) = 0 for all j ≥ 1. Right: The specific Legendrian diagram LT 3 for j = 2. . For any genus one knot K with τ (K) = 1, the knots {K 2 j ,1 } j≥0 spans an infinite rank summand of C.
We recall Theorem B and give the proof.
Theorem B. For any n ≥ 0, there exists an infinite family of knots {K i } i≥1 ⊂ F n such that for each fixed i the set {K i 2 j ,1 } j≥0 is a basis for an infinite rank summand of F n and for which {K i p,1 } i,p≥1 is linearly independent in F n /F n.5 . Proof. For n = 0, this follows from classical results [Lev69, Lit79] along with the facts that a knot K is 0-solvable if and only if Arf(K) = 0 and that a knot K is 0.5-solvable if and only if K is algebraically slice [COT03, Remark 1.3.2, Theorem 1.1]. Now, fix a positive integer n and consider the robust doubling operators Q k α k for k ≥ 3. Let {T 2jm } be the set of twist knots for which {ρ 0 (T 2jm )} is linearly independent over Q from the proof of Theorem A. Notice that FOS(Q k ) has exactly one nonzero element, so that just as in the proof of Theorem A, there is some
Now fix k ≥ 3 and m = m 1 . We now show that {(Q k α k ) n (T 2jm ) 2 j ,1 } j≥0 generates an infinite rank summand of F n . By Proposition 5.3, τ ((Q k α k ) n (T 2jm )) = 1 and by construction (Q k α k ) n (T 2jm ) has genus one. By Theorem 5.4, we conclude that {(Q k α k ) n (T 2jm ) 2 j ,1 } j≥0 spans an infinite rank summand of C and therefore, of F n . As in the proof of Theorem A,
Remark 5.5. If one is not interested in cables, one could construct an infinite rank summand of any F n whose image in F n /F n.5 is any fixed infinite rank subgroup via an abstract linear algebra argument using the fact that C has an infinite rank summand contained in F n . More explicitly, we can do the following construction. Fix n ≥ 0. Let {J m } m≥1 be a basis for an infinite rank summand of the subgroup of C consisting of smooth concordance classes of topologically slice knots, produced by [OSS17] (the first such summand was found by Hom in [Hom15] using her ε-invariant). In particular, the sequence of first singularities of {Υ(J m )} m≥1 is monotone decreasing and converges to 0, and the slope change at the first singularities is the least allowed. Now, let K be any nontrivial knot in F n /F n.5 with a genus one Seifert surface. Then the first singularity of Υ(J m #K), as well as the slope change there, coincides with those of Υ(J m ). This follows since Υ(K) is either the zero function or has a unique singularity at 1 (see [FPR16, Proposition 3 .1]). Let {K m } m≥1 be a set of genus one knots which is linearly independent in F n /F n.5 , produced by [CHL09] . Then the sequence of first singularities of {Υ(J m #K m )} m≥1 is monotone decreasing and converges to 0, and the slope change at each first singularity is the least allowed. Thus, {J m #K m } m≥1 is a basis for an infinite rank summand of F n and projects to the linearly independent set {K m } m≥1 in F n /F n.5 . Similar constructions suffice to show the existence of a basis for an infinite rank summand of F n projecting to any choice of infinite rank subgroup of F n /F n.5 . In that case, one should use a subsequence of {J m } m≥1 to ensure the condition on first singularities. More precisely for any knot L, there exists a slice knot K L with the genus one Seifert surface and derivative curves d = L# − (L 2,1 ) and d described in Figure 13 .
Next we recall and prove Theorems C and C .
Theorem C. For any n ≥ 0, there exists a slice knot K bounding a genus one Seifert surface with derivative curves d and d such that Arf(d ) = 0 and d is nontrivial in each of the quotients F n /F n.5 and B n−1 /B n+1 .
Proof. We will choose slice knots as in Theorem 6.1 and vary the choice of L. We first show that d has non-vanishing Arf invariant for any choice of L. Recall that Arf is a Z 2 -valued invariant and the effect of the satellite construction and connected sum on the Arf invariant is well understood (see for instance [CD15, Corollary 2.3]). Note that d is obtained from the right-handed trefoil T by a pair of winding number ±1 satellite constructions with companions L and −L. Thus, we have the following computation:
Next, we need to show that d is nontrivial in F n /F n.5 and B n−1 /B n+1 , for some choice of L. For n = 0, the statement was proved by Cochran and Davis in [CD15, Section 5] (see also [Par18] ) by choosing L to be a knot with non-vanishing σ ω 2 (L) − σ ω (L) (e.g. the connected sum of two right-handed trefoils). Let n ≥ 1 and choose L to be of the form K as in Theorem A. Since {K p,1 } p≥1 is linearly independent in F n /F n.5 and B n−1 /B n+1 , we see that, in particular, d = K# − K 2,1 is nontrivial in F n /F n.5 and in B n−1 /B n+1 , as needed.
Theorem C . There exists a slice knot K with a genus one Seifert surface and derivative curves d and d , such that d has non-vanishing Arf invariant and d is topologically slice but not (smoothly) slice.
Proof. Let K be a slice knot from Theorem 6.1 where we choose L to be the positive Whitehead double of the right-handed trefoil, denoted D. From the proof of Theorem C, we know that d has non-vanishing Arf invariant. The knot d is not (smoothly) slice; this can be seen, for example, using the τ -invariant, as follows. Since τ (D) = 1 [Liv04] (see also [Hed07] ), we compute that τ (D 2,1 ) = 2 using Hom's cabling formula from [Hom14a, Theorem 1]. Since the τ -invariant is additive under connected sum, τ (d) = τ (D#−D 2,1 ) = −1. Lastly, d is topologically slice since it has trivial Alexander polynomial [Fre82, FQ90, GT04] .
We end this section with an interesting corollary of Theorems C and C . In a forthcoming paper we describe the knots for which condition (2) holds [DPR18] .
Corollary 6.2.
(1) There exists a slice knot K with a genus one Seifert surface F such that there exists a topological slice disk ∆ top in B 4 for K where F ∪ ∆ top bounds a topological handlebody in B 4 but there is no (smooth) slice disk ∆ in B 4 for K where F ∪ ∆ bounds a smooth handlebody in B 4 . (2) For any n ≥ 0, there exists a slice knot K with a genus one Seifert surface F such that there exists a smoothly embedded disk ∆ n in an (n+1)-solution W for K where F ∪ ∆ bounds a smooth handlebody in W but there is no topological slice disk ∆ in B 4 for K where F ∪ ∆ bounds a topologically embedded handlebody in B 4 .
We remark that results similar to (2) hold for n-positons and n-negatons via an identical proof.
Proof. As a preliminary observation, observe that if K is a slice knot with a genus one Seifert surface F and a slice disk ∆ such that F ∪ ∆ bounds a smooth handlebody in B 4 , then there exists a derivative curve on F which is itself a slice knot. Indeed, a meridional disk for that handlebody is bounded by such a derivative. Thus, if K has no such derivative, there is no slice disk ∆ such that F ∪ ∆ bounds a smooth handlebody in B 4 . By the same argument, if K has no topologically slice derivative, there is no topological slice disk ∆ top for K such that F ∪ ∆ top bounds a topological handlebody in B 4 .
Proof of (1): Choose a slice knot K from Theorem C ; in particular K has a genus one Seifert surface Glue S and ∆ d × I along this annular neighborhood of d to produce a genus one topological handlebody S ; observe that ∂S = F ∪ A ∪ ∆ top where ∆ top is a locally flat embedded disk in (B 4 ) . By taking ∆ top = A ∪ ∆ top we get the desired result.
Proof of (2): Choose a slice knot K from Theorem C; that is, K has a genus one Seifert surface F and derivative curves d and d such that Arf(d ) = 0 and d is nontrivial in F n /F n.5 . Let W be an n-solution for d and let ∆ d be a smoothly embedded disk in W that satisfies the conditions from Definition 2.5. Consider W := (S 3 ×I)∪W and a smooth embedding i : F ×I → S 3 ×I ⊂ W . We will show that W is an (n+1)-solution for K. First construct a smoothly embedded disk ∆ in W as follows. Let F be the image i(F × {1}) embedded in the boundary of W . Since d bounds the smoothly embedded disk ∆ d , we can cut open F along d and glue on two copies of ∆ d to get a disk ∆ in W . Then we can find a smoothly embedded disk, denoted by ∆, for K in W by gluing together the image i(K × I) and ∆ . Similarly to the proof of (1) we see that ∆ ∪ F bounds the handlebody obtained by gluing together i(F × [0, 1]) and ∆ d × [0, 1]. We still must show that ∆ ⊂ W satisfies the definition of an n-solution (Definition 2.5).
By thickening ∆ d we see that there is a smooth embedding
We know that H 2 (W ) = H 2 (W ) has a basis consisting of 2k embedded, connected, compact, oriented surfaces L 1 , . . . , L k , D 1 , . . . , D k in the exterior of the disk ∆ d ; hence these lie in the exterior of ∆. These surfaces have trivial normal bundles and satisfy the conditions of Definition 2.5. It only remains to show that π 1 (L i ) ⊂ π 1 (W \ ∆) (n+1) and π 1 (D i ) ⊂ π 1 (W \ ∆) (n+1) for all i = 1, . . . , k. Observe that H 1 (W − ∆ d ) ∼ = Z is generated by the meridian of d. As the meridian of d is nullhomologous in the exterior of K, we see that H 1 (W − ∆ d ) → H 1 (W − ∆) is the zero homomorphism, and π 1 (W − ∆ d ) ⊂ π 1 (W − ∆) (1) . The functoriality of the derived series implies that
⊂ π 1 (W \ ∆) (n+1) .
Similarly, π 1 (D i ) ⊂ π 1 (W \ ∆) (n+1) , completing the proof.
