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Abstract
We consider minimizing f(x) = E[f(x, ω)] when f(x, ω) is possibly nonsmooth and either
strongly convex or convex in x. (I) Strongly convex. When f(x, ω) is µ−strongly convex
in x, traditional stochastic approximation (SA) schemes often display poor behavior, arising
in part from noisy subgradients and diminishing steplengths. Instead, we propose a variable
sample-size accelerated proximal scheme (VS-APM) and apply it on fη(x), the (η-)Moreau
smoothed variant of E[f(x, ω)]; we term such a scheme as (η-VS-APM). In contrast with SA
schemes, (η-VS-APM) utilizes constant steplengths and increasingly exact gradients, achieving
an optimal oracle complexity in stochastic subgradients of O(1/) with an iteration complexity
of O(√(ηµ+ 1)/(ηµ) log(1/)) in inexact (outer) gradients of fη(x), computed via an increasing
number of inner stochastic subgradient steps. This approach is also beneficial for ill-conditioned
L-smooth problems where L/µ is massive, resulting in better conditioned outer problems and
allowing for larger steps and better numerical behavior. This framework is characterized by an
optimal oracle complexity of O(√L/µ+ 1/(ηµ) log(1/)) and an overall iteration complexity of
O(log2(1/)) in gradient steps. (II) Convex. When f(x, ω) is merely convex but smoothable,
by suitable choices of the smoothing, steplength, and batch-size sequences, smoothed (VS-
APM) (or sVS-APM) produces sequences for which expected sub-optimality diminishes at
the rate of O(1/k) with an optimal oracle complexity of O(1/2). Our results can be specialized
to two important cases: (a) Smooth f . Since smoothing is no longer required, we observe
that (VS-APM) admits the optimal rate and oracle complexity, matching prior findings; (b)
Deterministic nonsmooth f . In the nonsmooth deterministic regime, (sVS-APM) reduces
to a smoothed accelerated proximal method (s-APM) that is both asymptotically convergent,
admitting a non-asymptotic rate of O(1/k), matching that by [23] for producing approximate
solutions. Finally, (sVS-APM) and (VS-APM) produce sequences that converge almost surely
to a solution of the original problem.
1 Introduction
We consider the following stochastic nonsmooth convex optimization problem
min
x∈Rd
f(x), where f(x) , E[f(x, ξ(ω))], (1)
ξ : Ω→ Ro, f : Rd × Ro → R, (Ω,F ,P) denotes the associated probability space, and E[•] denotes
the expectation with respect to the probability measure P. Throughout, we refer to f(x, ξ(ω)) by
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f(x, ω) and consider settings where f(x, ω) is a nonsmooth strongly convex/convex function in x for
every ω, generalizing the focus beyond the structured nonsmooth setting where the “stochastic
part” is smooth; specifically, structured nonsmooth problems require minimizing f(x, ω) + g(x)
where f is smooth while g may be nonsmooth with an efficient prox evaluation (which naturally
allows for capturing constrained problems over closed and convex sets).
Amongst the earliest avenues for resolving (1) is stochastic approximation [31, 16] and has
proven to be effective on a breadth of stochastic computational problems including convex opti-
mization problems. For differentiable and strongly convex problems, E[‖xk − x∗‖] = O(1/
√
k)
while in merely convex regimes, E[f(xk) − f(x∗)] = O(1/
√
k) and this rate has been shown to be
unimprovable by [20]. [30] developed a long-step averaging scheme in convex differentiable set-
tings, deriving the optimal convergence rate of O(1/√k) under classical assumptions, where k is the
number of iterations while an optimal robust constant steplength SA scheme was suggested by [19]
for nonsmooth stochastic convex programs. This contrasts sharply with the deterministic regime
where O(log(1/)) and O(1/√) steps are required in smooth strongly convex and convex regimes,
respectively. In structured nonsmooth regimes, there has been an effort to employ the stochastic
generalization of an accelerated proximal gradient method to minimize f(x) + g(x). Reliant on a
first-order oracle that produces a sampled gradient ∇xf(x, ω), our proposed variable sample-size
accelerated proximal gradient scheme (VS-APM) (also see [12] and [15]) is stated as follows where
the true gradient is replaced by a sample average (∇xf(xk) + w¯k,Nk) with batch size Nk.
yk+1 := Pγkg (xk − γk (∇xf(xk) + w¯k,Nk)) (2)
xk+1 := yk+1 + βk(yk+1 − yk), (3)
w¯k,Nk ,
∑Nk
j=1∇xf(xk,ωj,k)−∇xf(xk)
Nk
, Pg(y) , arg minx{12‖x − y‖2 + g(x)}, γk, and βk are suitably
defined steplengths. This scheme produces linearly convergent iterates in strongly convex regimes
while matching the rate of O(1/k2) in merely convex regimes, as seen in the work by [3] and [21].
This avenue has two key distinctions: (i) Increasingly exact gradients through increasing batch-sizes
Nk of sampled gradients, allowing for progressive variance reduction; (ii) Larger (non-diminishing)
step-sizes in accordance with deterministic accelerated schemes. Collectively, (i) and (ii) allow for
recovering fast (i.e. deterministic) convergence rates (in an expected value sense) when Nk grows
sufficiently fast. Additionally, such schemes have a more muted reliance on the condition number
κ = L/µ (in µ-strongly convex and L-smooth regimes).
1.1 Prior research.
(a) Stochastic approximation. In nonsmooth convex stochastic optimization problems, [19] derived
an optimal rate of O(1/√k) via an optimal constant steplength (also see [32]) while in strongly
convex regimes, they derived a rate of O(1/k). Structured nonsmooth problems (or composite
problems) have been examined extensively (cf. [17],[11]) and rates of O(1/k2 + 1/√k) and O(1/k+
1/
√
k) were developed for [7] by utilizing a mirror-descent framework for strongly convex and convex
problems, respectively. In related work, [9] derive oracle complexities with a deterministic oracle
of fixed inexactness, which was extended to a stochastic oracle by [10]. Randomized smoothing
techniques have also been employed by [38] together with recursive steplengths (see [25] for a
review) (b) Variance reduction. In strongly convex regimes (without acceleration), a linear rate
of convergence in expected error was first shown for variance-reduced gradient methods by [33]
and revisited by [15], while similar rates were provided for extragradient methods by [14]; the
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accelerated counterpart (VS-APM) improves the complexity to O(√L/µ log(1/)). In smooth
regimes, an accelerated scheme was first presented by [12] where every iteration requires two prox
evals., admitting the optimal rate and oracle complexity of O(1/k2) and O(1/2), respectively. [15]
extended this scheme to allow for state-dependent noise. An extragradient-based variable sample-
size framework was suggested by [14] with a rate of O(1/k). (c) Smoothing techniques for nonsmooth
problems. For a subclass of deterministic nonsmooth problems, [23] proved that an -solution is
computable in O(1/) gradient steps by applying an accelerated method to a smoothed problem
(primal smoothing with fixed smoothing parameter). Subsequently, [22] considered primal-dual
smoothing (extended to composite problems by [36]) with a diminishing smoothing parameter,
leading to rates of O(1/k2) and O(1/k) for strongly convex and convex problems, respectively (also
see [5], [8]). Adaptive smoothing, considered by [35], was shown to have an iteration complexity
of O(1/) while [27] showed that smoothing-based minimization of E[f(x, ω)] + E[g(x, ω)] leads
to rates O(1/k) and O(1/√k) when g is nonsmooth while f is either strongly or merely convex
(extended by [39])1.
1.2 Gaps and contributions.
Unfortunately when f(x, ω) is a nonsmooth strongly convex/convex function, faster rates are un-
available and empirical behavior is generally poor since the schemes rely on diminishing steplength
sequences and are afflicted by noisy gradients. We develop two distinct avenues for combining accel-
eration with variable sample-size schemes for strongly convex and convex regimes that ameliorate
these concerns. Numerical experiments in Section 4 support the theoretical claims.
(I) (η−VS-APM) for strongly convex nonsmooth f . Traditional SG schemes are afflicted
by diminishing steplengths and noisy gradients. In Section 2, we develop an accelerated scheme in
which non-diminishing steplengths are employed with increasingly exact gradients.
γk→0, uk is noisy subgradient.︷ ︸︸ ︷[
xk+1 := xk − γkuk. (SG)
]
γk 6→0, ∇xfη(xk)+w¯k,Nk increasingly exact as k→∞︷ ︸︸ ︷[
yk+1 := xk − γk(∇xfη(xk) + w¯k,Nk),
xk+1 := yk+1 + βk(yk+1 − yk).
(VS-APM)
]
By observing that the Moreau η−smoothing of f (see [2]), denoted by fη(x), retains its minimizers
and is (1/η)-smooth, we consider two avenues based on inexact proximal schemes (cf. [13]): (i)
When the prox. eval. of
∑N
j=1 f(x, ωj) can be tractably evaluated, minimizing fη(x) via (VS-
APM) (referred to as (η−VS-APM)) produces a linearly convergent sequence with an iteration
complexity in inexact gradients of O(√κ˜) log(1/) with an oracle complexity of O(√κ˜/2) where
κ˜ = (µη + 1)/(µη); (ii) More generally, if an inexact computation of ∇xfη(x) is carried out via
a stochastic gradient scheme, the iteration complexity in inexact gradient steps ∇xfη(xk) is still
O(√κ˜ log(1/) while the complexity in inner gradient steps (and consequently oracle complexity)
is O(1/). When f is L-smooth but L/µ >> 1, this avenue has particular computational benefits.
Specifically, outer steps are larger since they utilize a condition number 1/(ηµ)(<< L/µ) where η
is user-specified and the overall inner prox steps is O(√L/µ+ 1/(ηµ) log2(1/) (slightly worse than
the canonical O(√L/µ log(1/)) while the oracle complexity is O(1/).
(II) (sVS-APM) for convex nonsmooth f . In this setting, in Section 3, we develop an
iterative smoothing-based extension of (VS-APM), denoted by (sVS-APM), for the minimizing of
1We would like to thank P. Dvurechensky for alerting us to [36] and [37].
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F (x) , E[F (x, ω)], where F (x, ω) = f(x, ω)+g(x) such that f(x) = E[f(x, ω)] and g(x) are convex
and nonsmooth while g has an efficient prox evaluation. By reducing the smoothing and steplength
parameters at a suitable rate, E[F (yK) − F (x∗)] ≤ O(1/K). Notably (sVS-APM) produces
asymptotically accurate solutions (unlike the scheme by [23]) and is characterized by the optimal
oracle complexity of O(1/2). We may specialize these results to obtain an optimal rate of O(1/k2)
when f is convex and smooth and displays an optimal oracle complexity of O(1/2). When f is
deterministic but nonsmooth, (s-APM) matches the rate by [23] but produces asymptotically exact
solutions. Additionally, we prove that for suitable (but distinct) choices of steplength and smoothing
sequences, (sVS-APM) and (VS-APM) produce sequences that converge a.s. to a solution of (1),
a convergence statement that was unavailable thus far. This matches the deterministic results by
[26] and [6] which leverage Moreau smoothing; we provide a result for (α, β)-smoothable functions
(see [2]). Additionally, we prove a.s. convergence of iterates which does not follow immediately.
Notation: A vector x is assumed to be a column vector while ‖x‖ denotes the Euclidean vector
norm, i.e., ‖x‖ =
√
xTx. We use Pg(x) denotes the prox with respect to g at x. We abbreviate
“almost surely” as a.s., and E[z] is used to denote the expectation of a random variable z.
2 Nonsmooth strongly convex problems
In this section, we develop rate and complexity analysis for nonsmooth strongly convex optimiza-
tion problems via techniques that combine smoothing, acceleration, and variance reduction. Im-
portantly, we consider problems where the nonsmoothness may lie in the stochastic part. In such
settings, the only avenue lies in utilizing stochastic subgradient schemes and we draw motivation
from asymptotically poor behavior of stochastic gradient methods, partly arising from diminishing
steplengths and noisy subgradients. We consider a rather different scheme characterized by utilizing
accelerated gradient methods coupled with a non-diminishing steplength and increasingly exact
gradients. We apply this framework on the Moreau smoothing (see [18]) fη(x) of a proper, closed,
and convex function f(x), defined as follows.
fη(x) , min
u
{
f(u) +
1
2η
‖u− x‖2
}
. (4)
It is well known that fη (Moreau envelope of f) has 1/η-Lipschitz continuous gradients and retains
both strong convexity as well as the minimizers of f as formalized next.
Lemma 1. [28, Lemma 2.19] Consider a convex, closed, and proper function f and its Moreau
envelope fη(x). Then the following hold: (i) x
∗ is a minimizer of f over Rn if and only if x∗ is a
minimizer of fη(x); (ii) f is µ-strongly convex on Rn if and only if fη is µ¯-strongly convex on Rn
where µ¯ , µηµ+1 .
Consequently, we focus on minimizing the µ¯−strongly convex and 1η -smooth function fη(x),
which is not necessarily an easy task since computing ∇xfη(x) necessitates solving nonsmooth
stochastic optimization problems. However, we can control the smoothness of the outer problem
by choosing η and utilize larger non-diminishing steplengths, acceleration, and increasingly exact
gradients, all of which are distinct from (SG). After reviewing the variable sample-size accelerated
proximal method for smooth and strongly convex stochastic convex problems in Section 2.1, we
introduce two distinct approaches for contending with nonsmooth problems: (i) the first of which
leverages the properties of the proximal operator to obtain a linear rate of convergence in terms
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of (relatively cheap) proximal steps (Section 2.2); (ii) More generally, we develop an inexact ac-
celerated proximal scheme where the gradient of the Moreau envelope is computed inexactly (via
an inner (SG scheme) (Section 2.3). Additionally, we show how such a scheme assumes relevance
when the original problem is smooth but ill-conditioned. The key contributions are summarized in
Table 1.
Smooth Conv. rate Iter. comp. Prox. comp. Oracle comp. Comments
VS-APM (2.1) O(ρk) O(√κ log(1/)) O(√κ log(1/)) O(√κ/) Optimal rate and complexity
VS-APM (2.3) O(ρk) O(√κ˜ log(/)) O(
√
κ˜ + 1
ηµ
log2(1/)) O(√κ˜/) Use Moreau smoothing to control
ill-conditioned (Inexact ∇xfη) Lipschitz constant, resolve Moreau.
approx. using VS-APM, larger steps
Nonsmooth Conv. rate Iter. comp. Prox. comp. Oracle comp. Comments
SGD O(1/k) O(1/) - O(1/) Noisy subgradients
(Subgrad. steps) (Subgrad. steps) Diminishing steplengths
VS-APM (2.2) O(ρk) O(log(√κ˜/)) O(log(√κ˜/)) O(√κ˜/2) Assume the Moreau approx. is
tractable prox. (Inexact ∇xfη) (Inexact ∇xfη) (Prox. evals) (eval. of f(., ω)) available in closed form
or cheap to compute
VS-APM (2.3) O(ρk) O(log(√κ˜/)) − O(√κ˜/) Solve Moreau approx. using SGD,
inexact approach (Inexact ∇xfη) (Inexact ∇xfη) steplength is constant,
gradients increasingly exact
Table 1: Comparison of schemes in nonsmooth (NS) and strongly convex regimes
2.1 Background on (VS-APM)
Consider a problem where f(x) in (1) is µ-strongly convex and L-smooth satisfies the following.
Assumption 1. (i) f(x) is µ-strongly convex and continuously differentiable with Lipschitz con-
tinuous gradient with constant L i.e. ‖∇xf(x)−∇xf(y)‖ ≤ L‖x− y‖ for all x, y ∈ Rn. (ii) There
exist C,D > 0 such that E[‖x1 − x∗‖2] ≤ C and E[‖f(x1)− f(x∗)‖] ≤ D, where x∗ solves (1).
Assumption 2. There exists ν > 0 such that E[‖wk‖2 | Fk] ≤ ν2 and E[wk | Fk] = 0 holds almost
surely for all k, where wk , ∇xf(xk)−∇xf(xk, ωk) and Fk , σ{x0, x1, . . . , xk−1}.
We proceed to utilize variable sample-size accelerated proximal scheme (VS-APM), as defined
in Algorithm 1, which can process such problems and differs from a standard accelerated proximal
method in that we employ an inexact gradient ∇xf(xk) + w¯k,Nk where w¯k,Nk denotes condition-
ally unbiased noise whose second moment is dimiishing with k, a consequence of using variance
reduction. Inspired by [24], VS-APM achieves a linear convergence rate akin to that by [24] by
Algorithm 1 Variable sample-size accelerated proximal method (VS-APM)
(0) Given x1, y1 = x1, κ, and positive sequences {γk, Nk}; Set λ1 ∈ (1,
√
κ ]; k := 1.
(1) yk+1 := xk − γk (∇xf(xk) + w¯k,Nk) ;
(2) λk+1 :=
1
2
(
1− λ2kκ +
√(
1− λ2kκ
)2
+ 4λ2k
)
;
(3) xk+1 := yk+1 +
(
(λk−1)(1− 1κλk+1)
1+(1− 2κ)λk+1
)
(yk+1 − yk);
(4) If k > K, then stop; else k := k + 1; return to (1).
combining inexact gradients where the inexactness is driven to zero by increasing the sample-size in
estimating the gradients. This avenue also allows for obtaining the the optimal oracle complexity
to obtain an -solution. These differences lead to a slightly modified set of update rules in contrast
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with that developed by [24] and requires that γk = 1/2L rather than 1/L. This scheme is employed
in the next two subsections and before concluding we restate the following lemma (which provides
an upper bound on the suboptimality for VS-APM) and the main rate and complexity statement.
The sketch of the proof is similar to the proof by [24], hence, for sake of completeness, we included
the proofs in the Appendix.
Lemma 2. Suppose Assumptions 1–2 hold for f . Consider the iterates generated by Algorithm 1,
where γk = 1/2L for all k ≥ 0, κ = L/µ, and α¯ = 1√κ =
√
µ
L . Then the following holds for all K:
E[f(yK)− f∗] ≤
(
D +
µ
2
C2
)(
1− α¯
)K−1
+
k−1∑
i=0
(1− α¯)i 2ν
2
LNk−i
+
k−2∑
i=0
(1− α¯)i+1 2ν
2
LNk−i−1
. (5)
The following theorem characterizes the iteration and oracle complexity of VS-APM.
Theorem 1 (Optimal rate and oracle complexity). Suppose Assumptions 1–2 hold. Consider
the iterates generated by Algorithm 1, where γk = 1/2L, Nk = bρ−kc, θ , (1− 1/
√
κ), ρ ,
(1− 1/(a√κ)) for all k ≥ 0 and a > 2. Then the following hold.
(i) For all K, we have that E[f(yK)− f∗] ≤ C˜ρK−1 where C˜ ,
(
D +
µ
2
C2
)
+
(
4ν2
µ
)
. (6)
In addition, VS-APM needs O(√κ log(1/)) steps to obtain an -solution.
(ii) To compute yK+1 such that E[f(yK+1)− f∗] ≤ ,
∑K
k=1Nk ≤
((
D + µC
2
2
)
+ 4ν
2
µ
)
O
(√
κ

)
.
2.2 η-VS-APM via tractable prox evaluations
In this subsection, we consider the minimization of fη(x), defined in (4), where f(x) , E[f(x, ω)]
and f(x, ω) is a nonsmooth function in x for every ω. Recall that fη(x) has a condition number
of µη+1µη . Step (1) of Alg. 1 requires computing ∇xfη(xk), computable by generating Nk samples
ω1, . . . , ωNk and requires solving the following prox. problem:
Pη,f¯Nk
(xk) , argmin
u∈Rn
 1
Nk
Nk∑
j=1
f(u, ωj) +
1
2η
‖xk − u‖2
 . (7)
In some instances, a cheap computation of (7) is available as shown next.
Case 1. Suppose f(x) = E[f(x, ω)], where Pη,f¯Nk is tractable to compute. For instance, if f(x, ω) =
1
2x
TA(ω)x + b(ω)Tx + c(ω). Then P1,f¯Nk
(x) = 12x
T A¯x + b¯Tx + c¯, where u¯ =
∑Nk
j=1 u(ωk)/Nk. In
fact, f(x, ω) can also be nonsmooth; e.g. if f(x, ω) = λ(ω)dC(x) where dC(x) denotes the distance
of x to a closed and convex set C. Consequently, Then P1,f¯Nk
(x) = x− λ¯ΠC(x/λ¯).
Case 2. Suppose f(x) = E[f(x, ω)], where f(x, ω) = h(x, ω) + g(x), h(x, ω) is strongly convex in
x for every ω while g is a closed, convex, and proper function, both of which have tractable prox.
evaluations. We may then compute Pη,h¯Nk+g
as Pη,h¯Nk+g
(x) = Pη,g ◦ Pgη,h¯Nk (x). Crucial to the
resolution of this problem is the computation of P
h¯Nk
g (xk). While there may be instances when
this object can be computed directly, the following scheme [1, Thm. 3.3] (closely related to the
forward-backward splitting algorithm) generates a convergent sequence using Pg and Ph:
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(i) Let y0 ∈ Rn.
(ii) Let yj+1 be defined as follows:
yj+1 := yj −Pg(yj) + Ph¯Nk (xj + Pg(yj)− yj). (8)
(iii) If termination criteria is satisfied, end; else j := j + 1 and return to (ii).
Finally, we provide a case where the prox of the summation can be computed in closed form. If
h(x, ω) , λ(ω)‖x‖1 and g(x) = 12‖x‖2. If Nk samples of λ(ω) are generated with empirical mean
λ¯Nk , then h¯Nk(x) =
∑Nk
j=1 λ(ω)‖x‖1
Nk
= λ¯Nk‖x‖1. Then Pη,g+h¯Nk (xk) can be evaluated as follows.
Pη,g+h¯Nk
(xk) = Pη,g ◦Pgη,h¯Nk (xk), where P
g
η,h¯Nk
(xk) = (I + ∂g¯Nk(Pη,g))
−1
=
(
I + ∂h¯Nk
(
1
(1+
1
η )
I
))−1
,
where Pη,g =
1
1+
1
η
I. Next, we show that E[‖wk,Nk‖2 | Fk] satisfies Lemma 3 under the following
assumption where wk,Nk , Pη,f¯Nk −Pη,E[f(.,ω)].
Assumption 3. Suppose there exist ν1 > 0 such that for all i ≥ 1, E[‖ui(x)‖2 | Fk] ≤ ν21 holds
almost surely, where ui(x) = f(x)− f(x, ωi).
Lemma 3. Suppose f(x, ω) is µ-strongly convex in x for almost every ω. Let fη(x) denote the
Moreau smoothed approximation of f(x). Suppose Assumption 3 holds. Then, E[‖w¯k,Nk‖2 | Fk] ≤
ν√
Nk
for all k ≥ 0, where ν = 2ν1η .
Theorem 2 (Rate and oracle complexity of (η-VS-APM)). Suppose Assumptions 1 and 3
hold for fη(x). Consider the iterates generated by Algorithm 1 where γk = η/2, Nk = bρ−2kc,
θ ,
(
1− 1/√κ˜
)
, ρ ,
(
1− 1/(a√κ˜)
)
for all k ≥ 0, κ˜ = µη+1µη and a > 2. Then the following hold.
(i) (Rate). For all K and ν = 2ν1(µ+1/η) , we have that
‘E[‖yK − x∗‖2] ≤ CˆρK−1 where Cˆ ,
(
2(µη + 1)
µ
)(
D +
µ
2(µη + 1)
C2 +
4ν
√
η(µη + 1)√
µ
)
. (9)
(ii) (Iteration complexity). η-VS-APM needs O(√κ˜ log(1/)) inexact gradients of ∇xfη(xk)
to obtain an -solution.
(iii) (Oracle complex. in f(., ω)). To compute yK+1 s.t. E[‖yK−x∗‖2] ≤ ,
∑K
k=1Nk ≤ O
(√
κ˜
2
)
.
Proof. (i). Recall that fη is
µ
µη+1 -strongly convex with 1/η-Lipschitz continuous gradients. By
Lemma 3 and E[‖w¯k‖2 | Fk] ≤ ν√Nk for all k ≥ 0, where ν =
2ν1
(µ+1/η) , the results in Lemma 2 hold
for fη(x) by letting L = 1/η, replacing µ with
µ
µη+1 and α¯ = 1/
√
κ˜, where κ˜ = µη+1ηµ :
E[fη(yK)− f∗η ] ≤
(
D +
µ
2(µη + 1)
C2
)(
1− α¯
)K−1
+
∑k−1
i=0 (1−α¯)i2νη√
Nk−i
+
∑k−2
i=0 (1−α¯)i+12νη√
Nk−i−1
. (10)
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From Lemma 1 we know that x∗ is minimizer of function f if and only if x∗ is a minimizer of
function fη, therefore by using the fact that fη is
µ
µη+1 -strongly convex we have
µ
2(µη+1)‖yK−x∗‖2 ≤
Fη(yK)− Fη(x∗). Therefore, inequality (10) can be written as follows:
µ
2(µη + 1)
E[‖yK − x∗‖2] ≤
(
D +
µ
2(µη + 1)
C2
)(
1− α¯
)K−1
+
k−1∑
i=0
(1− α¯)i 2νη√
Nk−i
+
k−2∑
i=0
(1− α¯)i+1 2νη√
Nk−i−1
. (11)
From (10) and by the definition of θ, we may claim the following:
µ
2(µη + 1)
E[‖yK − x∗‖2] ≤
(
D +
µ
2(µη + 1)
C2
)
θK−1 +
K−2∑
j=0
θj
2ν2η
NK−j−1
+
K−2∑
j=0
θj+1
2ν2η
NK−j−1
=
(
D +
µ
2(µη + 1)
C2
)
θK−1 + 2θ
K−2∑
j=0
θj
4ν2η
NK−j−1
≤
(
D +
µ
2(µη + 1)
C2
)
θK−1 +
K−2∑
j=0
θj
4νη√
NK−j−1
(12)
If NK−j−1 = bρ−2(K−j−1)c, by using Lemma 6, we have the following:
K−2∑
i=0
4θjνη
bρ−(K−j−1)c ≤
K−2∑
i=0
2θjνη
ρ−(K−j−1)
≤ 2νηρK−1
K−2∑
i=0
(
θ
ρ
)i
≤
(
2νρη
ρ− θ
)
ρK−1. (13)
By substituting (13) in (12), the bound in terms of K is provided next:
µ
2(µη + 1)
E[‖yK − x∗‖2] ≤
(
D +
µ
2(µη + 1)
C2
)
θK−1 + 4νη
√
κ˜ρK−1 ≤ C˜ρK−1 (14)
where C˜ =
(
D +
µC2
2(µη + 1)
)
+ 4νη
√
κ˜=
(
D +
µC2
2(µη + 1)
)
+
4ν
√
η(µη + 1)√
µ
.
(ii). We may derive the number of gradient steps K (of ∇xfµ) to obtain an -solution:
log(1ρ) = − log(1− a√κ˜) ≥
a√
κ˜
=⇒ log(
Cˆ
 )
log(1/ρ)
≤
√
κ˜
a log(
Cˆ
 ) =⇒ K ≥
√
κ˜
a log(
Cˆ
 ).
(iii) To compute a vector yK+1 satisfying E[‖yK−x∗‖2] ≤ ,we have CˆρK ≤ , where Cˆ = 2(µη+1)µ C˜,
implying that K = dlog(1/ρ)(Cˆ/)e. To obtain the oracle complexity in function evaluations, we
require
∑K
k=1Nk gradients. If Nk = bρ−2kc ≤ ρ−2k, we obtain the following since (1 − ρ) = (1/
(a
√
κ˜)).
K∑
k=1
ρ−2k ≤ 1(
1
ρ2
− 1
) ( 1
ρ2
)3+log(1/ρ)(Cˆ/)
≤
(
Cˆ

)2
1
ρ4(1− ρ2) ≤
Cˆ2
2ρ4(1− ρ) =
a
√
κ˜Cˆ2
ρ42
.
8
Note that ρ = 1− 1
a
√
κ˜
, implying that
ρ2 = 1− 2/(a
√
κ˜) + 1/(a2κ˜) =
a2κ˜− 2a√κ˜+ 1
a2κ˜
≥ a
2κ˜− 2aκ˜
a2κ˜
=
(a2 − 2a)κ˜
a2κ˜
=⇒
√
κ˜
ρ4
≤ a
4κ˜2
√
κ˜
(a2 − 2a)2κ˜2 =
(
a2
(a− 2)2
)√
κ˜ =⇒
log(1/ρ)(Cˆ/)+1∑
k=1
ρ−2k ≤ a
3
√
κ˜Cˆ2
(a− 2)22 = O
(
Cˆ2
√
κ˜
2
)
.
Remark 1. In effect, we obtain a linearly convergent scheme in terms of computations of Pη,F¯Nk
,
each of which may be obtained using an iterative scheme if necessary [1, Th. 3.3].
2.3 η-VS-APM via stochastic subgradient schemes
In this subsection, we consider (1) when the proximal operators of f¯Nk are either unavailable in
closed form or challenging to compute. Instead, one may solve (4) inexactly using a stochastic
subgradient method (cf. [34]). However, this avenue requires O(1/) subgradient steps to achieve
an -solution and is characterized by an optimal oracle complexity O(1/).
Assumption 4. There exists M > 0 such that E[‖S(x, ω) + 1ηx‖2] ≤M2 ∀x, S(x, ω) ∈ ∂f(x, ω).
Theorem 3 (Rate and oracle complexity of η−VS-APM). Suppose Assumption 1 holds for
fη(x). In addition, suppose Assumption 4 holds. Consider the iterates generated by Algorithm 1
where γk = η/2, Nk = bρ−kc, θ ,
(
1− 1/√κ˜
)
, ρ ,
(
1− 1/(a√κ˜)
)
for all k ≥ 0, κ˜ = µη+1µη and
a > 2. Then the following hold.
(i) (Rate). For all K, we have that
‘E[‖yK − x∗‖2] ≤ ĈρK−1 where Ĉ ,
(
2(ηµ+ 1)
µ
)(
D +
µ
2(µη + 1)
C2 +
4Q
√
η(µη + 1)
η2
√
µ
)
. (15)
(ii) (Iteration complexity). The iteration complexity of η-VS-APM in gradient steps (of
∇xfη(xk)) to obtain an -solution is O
√
κ˜ log(1/).
(iii) (Oracle complexity in SG steps). To compute yK+1 such that E[‖yK − x∗‖2] ≤ , the
complexity of SG steps is bounded as follows:
∑K
k=1Nk ≤ a
√
κ˜Cˆ
 .
Proof. (i). At iteration k of Alg. 1, an inexact solution x˜Nk of minu
{
E[f(u, ω)] + 12η‖u− xk‖2
}
is obtained by taking Nk (stochastic) subgradient steps. Therefore, at step (1) of Algorithm 1
w¯k,Nk =
1
η (x˜
∗ − x˜Nk), where x˜∗ denotes the unique optimal solution of the subproblem. Therefore,
by the convergence rate of SGD(see [34]), E[‖w¯k,Nk‖2] ≤ Qη2Nk , where Q , max
{
η2M2, ‖x˜1 − x˜∗‖2
}
.
By replacing ν in (9) (Thm. 2) by Q
η2
, we obtain the bound (16).
(ii). If K denotes the number of gradient steps (requiring evaluating ∇xfη inexactly) to obtain an
-solution, then we have the following.
log(1ρ) = − log(1− a√κ˜) ≥
a√
κ˜
=⇒ log(
Cˆ
 )
log(1/ρ) ≤
√
κ˜
a log(
Cˆ
 ) =⇒ K ≥
√
κ˜
a log(
Cˆ
 ).
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(iii) To obtain the oracle complexity (and equivalently the iteration complexity of SGD steps), we
require
∑K
k=1Nk gradients where K ≥
√
κ˜
a log(
Cˆ
 ). If Nk = bρ−kc ≤ ρ−k, since (1− ρ) = (1/(a
√
κ˜)),
K∑
k=1
Nk ≤
K∑
k=1
ρ−k ≤ 1(
1
ρ − 1
) (1
ρ
)1+log(1/ρ)(Cˆ/)
≤
(
Cˆ

)
1
(1− ρ) ≤
a
√
κ˜Cˆ

.
Special case. Ill-conditioned and smoothf(x, ω). We now consider a case where f(x) is
L−smooth but κ = L/µ can be massive. Variance-reduced accelerated proximal schemes (VS-
APM) lead to an iteration complexity of O(√κ log(1/)) but require minuscule steps since κ
is massive. We consider an alternate approach that minimizes fη(x) which has condition number
1+1/(ηµ) << L/µ when η is chosen appropriately. In such an instance, akin to the prior discussion,
an inexact solution to ∇xfη(x) is obtained by utilizing (VSAPM) on a (µ+ 1/η)-strongly convex
L-smooth problem, unlike in the previous case where an SGD scheme is used on a nonsmooth
problem. The following rate and complexity statement can be provided in such a context.
Theorem 4 (Rate and oracle complexity of (η-VS-APM) for smooth f). Suppose Assump-
tions 1 and 2 hold for fη(x) and f(x, ω), respectively where L = 1/η. In addition, let f(x, ω) be
L-smooth in x for every ω. Consider the iterates generated by Alg. 1 where γk = η/2, Nk = bρ−kc,
θ ,
(
1− 1/√κ˜
)
, ρ ,
(
1− 1/(a√κ˜)
)
for all k ≥ 0, κ˜ = µη+1µη and a > 2. Then the following hold.
(i) (Rate). For all K, we have that
E[‖yK − x∗‖2] ≤ ĈρK−1 where Ĉ ,
(
2(ηµ+ 1)
µ
)(
D +
µ
2(µη + 1)
C2 +
4ν
√
η(µη + 1)√
µ
)
. (16)
(ii) (Iteration complexity). The iteration complexity of η-VS-APM in gradient steps (of
∇xfη(xk)) to obtain an -solution is O(
√
κ˜ log(1/)).
(iii) (Complexity in gradient and prox. evaluations). Suppose yK+1 satisfies E[‖yK+1 −
x∗‖2] ≤ . Then the complexity in gradient evals. and prox. evals of computing yK+1 is bounded as∑K
k=1Nk ≤ a
√
κ˜Cˆ
 and
∑K
k=1 vk ≤ 8a2
√
L
µ +
1
ηµ O
(
log2( Cˆ )
)
, respectively.
Proof. (i),(ii), and the oracle complexity statement (iii) follow from Theorem 1. To obtain the
complexity of proximal evals., we require
∑K
k=1 vk proximal evals. where K ≥
√
κ˜
a log(
Cˆ
 ) and vk
represents the number of proximal evals. at step k to ensure that E[‖wk‖2] ≤ νNk . By the linear
rate of convergence of (VS-APM), if β = (1− 1/(a√κ̂)), κ̂ = (L+ 1/η)/(µ+ 1/η), vk satisfies
D̂βvk =
ν
Nk
=⇒ 1
βvk
=
DˆNk
ν
or vk =
log( D̂Nkν )
log( 1β )
,
where Dˆ = 2µ C˜ and C˜ is defined in Theorem 1. Using Nk = bρ−kc ≤ 1ρk and K = d
√
κ˜
a log(
Cˆ
 )e,
K∑
k=1
vk ≤
K∑
i=1
log(Dˆ/ν) + k log(1/ρ)
log(1/β)
≤ K log(Dˆ/ν)
log(1/β)
+
(K + 1)2 log(1/ρ)
2 log(1/β)
= 4
√
κ˜
√
κˆ log( Cˆ ) log(Dˆ/ν) + 8 log
2( Cˆ )
√
κˆ
√
κ˜
a2
=
8
a2
√
L
µ
+
1
ηµ
O
(
log2( Cˆ )
)
,
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where for K > 3, (K+1)
2
2 ≤ 4(K − 1)2, log(1/ρ) ≤ 2a√κ˜ , and log(1/β) ≥
1
2a
√
κˆ
.
Remark. Notably, for strongly convex and smooth problems, we derive an optimal oracle complex-
ity while the iteration complexity worsens by a modest amount (a log-factor). But computationally,
this scheme is not afflicted by taking minute steps, unlike (VS-APM).
3 Iteratively Smoothed VS-APM for Nonsmooth Convex Prob-
lems
Thus far, we have considered settings where f is strongly convex function. However, there are
many instances when the function f is neither smooth nor strongly convex. In such settings, if
the function f is subdifferentiable, then subgradient methods provide an avenue for resolving such
problems in stochastic regimes but display a significantly poorer rate of convergence. [23] showed
that for a subclass of problems, an accelerated gradient scheme may be applied to a suitably
smoothed problem where the smoothing leads to a differentiable problem with Lipschitz continuous
gradients (with known Lipschitz constants). If the smoothing parameter is chosen suitably, the
convergence rate to an approximate solution can be improved to O(1/k) from O(1/√k). However,
since the smoothing parameter is maintained as fixed, Nesterov’s approach can provide approximate
solutions at best but not asymptotically exact solutions. Subsequently, [22] considered a primal-
dual smoothing technique where the smoothing parameter is reduced at every step while extensions
and generalizations have been considered more recently by [36] and [37]. In this section, we develop
an iteratively smoothed variable sample-size accelerated proximal gradient scheme that can contend
with expectation-valued objectives and is asymptotically convergent. This can be viewed as a
variant of the primal smoothing scheme introduced by [23] where the smoothing parameter is
reduced after every step; this scheme is shown to admit a rate of O(1/k), matching the finding by
[23]; however, our scheme is blessed with asymptotic guarantees rather than providing approximate
solutions. In Section 3.1, we derive rate and complexity statements in Section 3.2 for the iteratively
smoothed VS-APM (or sVS-APM), recovering the optimal rate of O(1/k2) with the optimal
oracle complexity of O(1/2) under smoothness. Finally, in Section 3.3, under suitable choices of
smoothing sequences, (sVS-APM) produces sequences that converge a.s. to an optimal solution.
3.1 Smoothing techniques
In this section, we consider minimizing F (x) , E[F (x, ω)], where F (x, ω) = f(x, ω) + g(x) such
that f(x, ω) and g(x) are convex and may be nonsmooth while g has an efficient prox evaluation (or
”proximable”) but f is not proximable. Note that this setting is more general than structured
nonsmooth problems, where function f(x, ω) is considered to be convex and smooth. In contrast to
the previous section, we assume that ∇xfηk(xk, ωk) is generated from the stochastic oracle, where
ηk is a smoothing parameter at iteration k such that its sequence is diminishing. [4] define an
(α, β)-smoothable function as follows.
Definition 1 ((α, β)−smoothable [2]). A convex function f : Rn → R is referred to as (α, β)-
smoothable if there exists a convex differentiable function fη : Rn → R that satisfies the following:
(i) fη(x) ≤ f(x) ≤ fη(x) + ηβ for all x; and (ii) fη(x) is α/η smooth.
There are a host of smoothing functions based on the nature of f . For instance, when f(x) =
‖x‖2, then fη(x) =
√
‖x‖22 + η2 − η, implying that f is (1, 1)−smoothable function. If f(x) =
11
max(x1, x2, . . . , xn), then f is (1, log(n))-smoothable and fη(x) = η log(
∑n
i=1 e
xi/η) − η log(n).
(see [4] for more examples). Recall that when f is a proper, closed, and convex function, the
Moreau envelope is defined as fη(x) , minu
{
f(u) + 12η‖u− x‖2
}
. In fact, f is (1, B2)-smoothable
when fη is given by the Moreau envelope (see [4]) and B denotes a uniform bound on ‖s‖ in x
where s ∈ ∂f(x). There are a range of other smoothing techniques including Nesterov smooth-
ing (see [23]) and inf-conv smoothing (see [2]); our approach is agnostic to the choice of smoothing
and we merely require that the function f be (1, B2)−smoothable. When f(x, ω) is a proper, closed,
and convex function in x for every ω, then f(x, ω) is (1, B2)-smoothable for every ω where fη(x, ω)
is a suitable smoothing. We proceed to develop a smoothed variant of (VS-APM), referred to as
(sVS-APM), in which ∇xfηk(xk, ωk) is generated from the stochastic oracle and ηk is driven to
zero at a sufficient rate (See Alg. 2).
Algorithm 2 Iteratively smoothed VS-APM (sVS-APM)
(0) Given budget M , x1 ∈ X, y1 = x1 and positive sequences {γk, Nk}; Set λ0 = 0, λ1 = 1; k := 1.
(1) yk+1 = Pγk,g (xk − γk(∇xfηk(xk) + w¯k,Nk));
(2) λk+1 =
1+
√
1+4λ2k
2 ;
(3) xk+1 = yk+1 +
(λk−1)
λk+1
(yk+1 − yk);
(4) If
∑k
j=1Nj > M , then stop; else k := k + 1; return to (1).
3.2 Rate and Complexity analysis
In this subsection, we develop rate and oracle complexity statements for Algorithm 2 when f is
(1, B2) smoothable and we then specialize these results to both the deterministic nonsmooth and
the stochastic smooth regimes. We begin with a modified assumption.
Assumption 5. (i) The function g(x) is lower semicontinuous and convex with effective domain
denoted by dom(g); (ii) f(x) is proper, closed, convex, and (1, B2)-smoothable on an open set
containing dom(g); (iii) There exists C > 0 such that E[‖x1 − x∗‖] ≤ C.
Lemma 4. Consider Algorithm 2 and suppose Assumptions 2 and 5 hold for fηk(x). If {γk} is a
decreasing sequence and γk ≤ ηk/2, then the following holds for all K ≥ 2:
E[Fηk(yK)− Fηk(x∗)] ≤
2
γK−1(K − 1)2
K−1∑
k=1
γ2kk
2 ν
2
Nk
+
2C2
γK−1(K − 1)2 .
Proof. By the update rule in Algorithm 2, we have
yk+1 = argmin
x
g(x) +
1
2γk
‖x− xk‖2 + (∇xfηk(xk) + w¯k)T x. (17)
From the optimality condition for (17), 0 ∈ ∂g(yk+1)+ 1γk (yk+1−xk)+∇xfηk(x)+w¯k. By convexity
of g(x), we have that g(x) ≥ g(yk)+sT (x−yk+1) for all s ∈ ∂g(yk). Hence, we obtain the following.
g(x) + (∇xfηk(xk) + w¯k)Tx ≥ g(yk+1) + (∇xfηk(xk) + w¯k)T yk+1 −
1
γk
(x− yk+1)T (yk+1 − xk).
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Now by using Lemma 7, we obtain that
g(x) + (∇xfηk(xk) + w¯k)T x+
1
2γk
‖x− xk‖2
≥ g(yk+1) + (∇xfηk(xk) + w¯k)T yk+1 +
1
2γk
‖xk − yk+1‖2 + 1
2γk
‖x− yk+1‖2. (18)
By invoking the convexity of fηk(x) and by using the Lipschitz continuity of ∇xfηk(x, ω), we obtain
fηk(x) ≥ fηk(xk) +∇xfηk(xk)T (x− xk)
≥ fηk(yk+1) +∇xfηk(xk)T (x− yk+1)−
1
2ηk
‖xk − yk+1‖2
= fηk(yk+1) + (∇xfηk(xk) + w¯k)T (x− yk+1)−
1
2ηk
‖xk − yk+1‖2 − w¯Tk (x− yk+1), (19)
where the last equality follows from adding and subtracting w¯k. By adding (18) and (19), we obtain
Fηk(yk+1)− Fηk(x) ≤
1
2γk
‖x− xk‖2 − 1
2γk
‖x− yk+1‖2 + 1
2
(
1
ηk
− 1
γk
)
‖xk − yk+1‖2 − w¯Tk (yk+1 − x)
=
(
1
2ηk
− 1
γk
)
‖xk − yk+1‖2 + 1
γk
(xk − yk+1)T (xk − x)− w¯Tk (yk+1 − x), (20)
where the last inequality follows from Lemma 7 by choosing Q = I, v1 = xk, v2 = x, and v3 = yk.
By setting x = yk in (20), we have
Fηk(yk+1)− Fηk(yk) ≤
( 1
2ηk
− 1
γk
)
‖xk − yk+1‖2 + 1
γk
(xk − yk+1)T (xk − yk)
− w¯Tk,Nk(yk+1 − yk). (21)
Similarly, by letting x = x∗, we can obtain
Fηk(yk+1)− Fηk(x∗) ≤
( 1
2ηk
− 1
γk
)
‖xk − yk+1‖2 + 1
γk
(xk − yk+1)T (xk − x∗)
− w¯Tk,Nk(yk+1 − x∗). (22)
By invoking Lemma 7 where v1 = xk, v2 = yk+1 and v3 = yk, we obtain
1
γk
(yk+1 − xk)T (yk − xk) = 1
2γk
(‖yk − xk‖2 + ‖yk+1 − xk‖2 − ‖yk+1 − yk‖2) .
Consequently, (21) can further bounded as follows:
Fηk(yk+1)− Fηk(yk) ≤
( 1
2ηk
− 1
γk
)
‖xk − yk+1‖2 + 1
γk
(xk − yk+1)T (xk − yk)− w¯Tk,Nk(yk+1 − yk)
=
( 1
2ηk
− 1
γk
)
‖xk − yk+1‖2 + 1
2γk
(‖xk − yk‖2 + ‖yk+1 − xk‖2 − ‖yk+1 − yk‖2)− w¯Tk,Nk(yk+1 − yk)
=
( 1
2ηk
− 1
2γk
)
‖xk − yk+1‖2 + 1
2γk
(‖xk − yk‖2 − ‖yk+1 − yk‖2)− w¯Tk,Nk(yk+1 − yk). (23)
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Similarly, we have that
Fηk(yk+1)− Fηk(x∗) ≤
( 1
2ηk
− 1
2γk
)
‖xk − yk+1‖2 + 1
2γk
(‖xk − x∗‖2 − ‖yk+1 − x∗‖2)
− w¯Tk,Nk(yk+1 − x∗). (24)
By multiplying (23) by (λk − 1) and adding to (24), where δk , Fηk(yk)− Fηk(x∗), we have
λkδk+1 − (λk − 1)δk ≤
( 1
2ηk
− 1
2γk
)
λk‖yk+1 − xk‖2 (25)
+
1
2γk
(λk − 1)
(‖xk − yk‖2 − ‖yk+1 − yk‖2)+ 1
2γk
(‖xk − x∗‖2 − ‖yk+1 − x∗‖2) (26)
+ w¯Tk,Nk ((λk − 1)yk + x∗ − λkyk+1) . (27)
Again by using Lemma 7, we may express the terms in (26) as follows:
1
2γk
(λk − 1)
(‖xk − yk‖2 − ‖yk+1 − yk‖2)+ 1
2γk
(‖xk − x∗‖2 − ‖yk+1 − x∗‖2)
=
1
2γk
(
λk‖xk − yk‖2 − λk‖yk+1 − yk‖2 − ‖xk − yk‖2 + ‖yk+1 − yk‖2 + ‖xk − x∗‖2 − ‖yk+1 − x∗‖2
)
=
1
2γk
(−λk‖yk+1 − xk‖2 + 2λk(yk+1 − xk)T (yk − xk) + ‖yk+1 − xk‖2 − 2(yk+1 − xk)T (yk − xk)
−‖yk+1 − xk‖2 + 2(yk+1 − xk)T (x∗ − xk)
)
=
1
2γk
(−λk‖yk+1 − xk‖2 + 2(yk+1 − xk)T ((λk − 1)yk − λkxk + x∗)) .
In addition,
w¯Tk,Nk ((λk − 1)yk + x∗ − λkyk+1) = w¯Tk,Nk ((λk − 1)yk + x∗ − λkxk) + w¯Tk,Nk (λkxk − λkyk+1) .
From the update rule, λ2k−1 = λk(λk− 1) = λ2k−λk. Now by multiplying (25) by λk, we obtain the
following, where uk = (λk − 1)yk − λkxk + x∗:
λ2kδk+1 − λ2k−1δk ≤ λ2k
(
1
2ηk
− 1
2γk
)
‖yk+1 − xk‖2 (28)
+
1
2γk
(−‖λkyk+1 − λkxk‖2 + 2(λkyk+1 − λkxk)T ((λk − 1)yk + x∗ − λkxk))
− λ2kw¯Tk,Nk(xk − yk+1)− λkwTk uk = λ2k
(
1
2ηk
− 1
2γk
)
‖yk+1 − xk‖2 − λ2kw¯Tk,Nk(xk − yk+1)
+
1
2γk
(‖λkxk − (λk − 1)yk − x∗‖2 − ‖λkyk+1 − (λk − 1)yk − x∗‖2)− λkwTk uk
≤ λ
2
k
2
γk
− 2ηk
‖w¯k,Nk‖2 +
1
2γk
(‖uk‖2 − ‖uk+1‖2)− λkwTk uk,
where in the last inequality we used the update rule of algorithm, xk+1 = yk+1 +
λk−1
λk+1
(yk+1 − yk),
to obtain the following:
uk+1 = (λk+1 − 1)yk+1 − λk+1xk+1+x∗ = (λk − 1)yk − λkyk+1+x∗.
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By multiplying both sides by γk and assuming γk ≤ γk−1, we obtain
γkλ
2
kδk+1 − γk−1λ2k−1δk ≤
γkλ
2
k
2
γk
− 2ηk
‖w¯k,Nk‖2 +
1
2
(‖uk‖2 − ‖uk+1‖2)− γkλkwTk uk. (29)
By assuming γk ≤ ηk2 , we obtain 1γk − 1ηk ≥ 12γk , implying that
γkλ
2
kδk+1 − γk−1λ2k−1δk ≤ γ2kλ2k‖w¯k,Nk‖2 +
1
2
(‖uk‖2 − ‖uk+1‖2)− γkλkwTk uk. (30)
Summing (30) from k = 1 to K − 1, we have the following:
γK−1λ2K−1δK ≤
K−1∑
k=1
γ2kλ
2
k‖w¯k,Nk‖2 +
1
2
‖u1‖2 −
K−1∑
k=1
γkλkw
T
k uk
=⇒ δK ≤ 1
γK−1λ2K−1
K−1∑
k=1
γ2kλ
2
k‖w¯k,Nk‖2 +
1
2γK−1λ2K−1
‖u1‖2 − 1
γK−1λ2K−1
K−1∑
k=1
γkλkw
T
k uk.
Taking expectations, we note that the last term on the right is zero (under a zero bias assumption),
leading to the following:
E[δK ] ≤ 1
γK−1λ2K−1
K−1∑
k=1
γ2kλ
2
k
ν2
Nk
+
1
2γK−1λ2K−1
E[‖u1‖2‖] ≤ 2
γK−1(K − 1)2
K−1∑
k=1
γ2kk
2 ν
2
Nk
+
2C2
γK−1(K − 1)2 ,
where in the last inequality we used the fact that ‖y−x∗‖ ≤ C for all y ∈ dom(g) and k2 ≤ λk ≤ k
which may be shown inductively.
We are now ready to prove our main rate result and oracle complexity bound for (sVS-APM).
Theorem 5 (Rate Statement and Oracle Complexity Bound for (sVS-APM)). Suppose
Assumptions 2 and 5 hold. Suppose {λk} is specified in Algorithm 2. Suppose ηk = 1/k, and
γk = 1/2k, and Nk = bkac, where a > 1.
(i) If C¯ , 2ν2aa−1 + 4C2 +B2, then the following holds for any K ≥ 1:
E[F (yK+1)− F (x∗)] ≤ C¯
K
, where C¯ , 2ν
2a
(a− 1) + 4C
2 +B2.
(ii) Let  ≤ C˜/2 and K is such that E[F (yK+1)− F (x∗)] ≤ . Then
∑K
k=1Nk ≤ O
(
1
1+a
)
.
Proof. (i) If Nk = bkac ≥ 12ka and γk = 1/(2k) is utilized in Lemma 4, we obtain the following
E[δK+1] ≤ 2ν
2
K
K∑
k=1
1
ka
+
4C2
K
. (31)
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For a > 1, we may derive the next bound.
K∑
k=1
k−a = 1 +
K∑
k=2
k−a ≤ 1 +
∫ K
1
k−adk = 1 +
1−K1−a
a− 1 ≤
a
a− 1 .
By invoking (1, B2)−smoothability of f and ηK = 1/K, we have that FηK (yK+1) ≤ F (yK+1) and
−FηK (x∗) ≤ −F (x∗) + ηB2. Hence, the required bound follows from (31)
E[F (yK+1)− F (x∗)] ≤ 2ν
2a
(a− 1)K +
4C2 +B2
K
≤ C¯
K
, where C¯ , 2ν
2a
(a− 1) + 4C
2 +B2.
(ii) To find yK+1 satisfying E[F (yK+1)−F (x∗)] ≤  we have C¯K ≤  which implies that K = dC¯/e.
To obtain the optimal oracle complexity we require
∑K
k=1Nk gradients. Hence, the following holds
for sufficiently small  such that 2 ≤ C¯/:
K∑
k=1
Nk ≤
K∑
k=1
ka =
1+C¯/∑
k=1
ka ≤
∫ 2+C¯/
0
kada =
(2 + C¯/)1+a
1 + a
≤
(
C¯

)1+a
≤ O
(
1
1+a
)
.
We now consider two cases of Theorem 5 for which similar rate statements are available.
Case 1. Structured stochastic nonsmooth optimization with f smooth. Now consider
problem (1), where f(x) is a smooth function. Recall that we considered such a problem in Section 2
for strongly convex f and in this case, we consider the merely convex case. When f is deterministic,
accelerated gradient methods first proposed by [21] and their proximal generalizations suggested
by [3] were characterized by the optimal rate of convergence of O(1/k2). When f is expectation-
valued, [12] presented the first known accelerated scheme for stochastic convex optimization where
the optimal rate of 1/k2 was shown for the expected sub-optimality error. This rate required
choosing the simulation length K and choosing Nk = bk2Kc which led to the optimal oracle
complexity ofO(1/2). However, this method is somewhat different from (VS-APM). In particular,
every step requires two prox evaluations (rather than one for VS-APM).2 [15] developed an
accelerated proximal scheme for convex problems with a similar algorithm but allow for state
dependent noise. The weakening of the noise requirement still allows for deriving the optimal rate
of O(1/k2) but necessitates choosing Nk = bk3(ln k)c. As a consequence, the oracle complexity
is slightly poorer than the optimal level and is given by O (−2 ln2(−0.5)). We note that (VS-
APM) displays the optimal oracle complexity O(−2) by choosing Nk = bk2Kc while by choosing
Nk = bkac for a = 3 + δ, then the oracle complexity can be made arbitrarily close to optimal and is
given by O(−2−δ/2). However, (VS-APM) imposes a stronger assumption on noise, as formalized
next.
Corollary 1. (Rate and oracle complexity bounds with smooth f for (VS-APM)) Sup-
pose f(x) is smooth and Assumption 2 and 5 hold. Suppose γk = γ ≤ 1/2L for all k.
(i) Let Nk = bkac where a = 3 + δ and Ĉ , 2ν
2γ(a−2)
a−3 +
4C2
γ . Then the following holds.
E[F (yK+1 − F (x∗))] ≤ Ĉ
K2
for all K and
K()∑
k=1
Nk ≤ O
(
1
2+δ/2
)
,
2While pursuing submission of the present work, we were informed of related work by [15] through a private
communication.
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where E[F (yK()+1)− F (x∗)] ≤ .
(ii) Given a K > 0, let Nk = bk2Kc where a > 3 and C˜ , 2ν2γ + 4C2γ . Then the following holds.
E[F (yK+1 − F (x∗))] ≤ C˜
K2
and
K∑
k=1
Nk ≤ O
(
1
2
)
, where E[F (yK+1)− F (x∗)] ≤ .
Proof. (i) Similar to the proof of Lemma 4, by defining δk = F (yk)− F (x∗) we can prove:
E[F (yK+1)− F (x∗)] ≤ 2ν
2γ
K2
K∑
k=1
k2
ka
+
4C2
γK2
.
Let Nk = bkac ≥ 12ka and γk = γ. Then we have that the following h lds where Ĉ , 2ν
2γ(a−2)
a−3 +
4C2
γ .
E[F (yK+1)− F (x∗)] ≤ 2ν
2γ
K2
K∑
k=1
k2
ka
+
4C2
γK2
≤ 2ν
2γ(a− 2)
(a− 3)K2 +
4C2
γK2
=
Ĉ
K2
, (32)
where the first inequality follows from bounding the summation as follows:
K∑
k=1
k2−a = 1 +
K∑
k=2
k2−a ≤ 1 +
∫ K
1
x2−adx =
1
a− 3 −
K3−a
a− 3 + 1 ≤
1
a− 3 + 1 =
a− 2
a− 3 .
Suppose yK+1 satisfies E[F (yK+1) − F (x∗)] ≤ , implying that ĈK2 ≤  or K = dĈ1/2 / 1/2e. If
 ≤ Ĉ/2, then the oracle complexity can be bounded as follows:
K∑
k=1
Nk ≤
K∑
k=1
ka =
1+
√
Ĉ/∑
k=1
ka ≤
∫ 2+√Ĉ/
0
kada =
(2 +
√
Ĉ/)1+a
1 + a
≤
(√
Cˆ
2
√

)1+a
= O
(
1
2+δ/2
)
.
(ii) Let Nk = bk2Kc ≥ 12k2K. Then similar to part (i), we may bound the expected sub-optimality
as follows where C˜ , 2ν2γ + 4C2γ .
E[F (yK+1)− F (x∗)] ≤ 2ν
2γ
K2
K∑
k=1
k2
k2K
+
4C2
γK2
=
2ν2γ
K2
+
4C2
γK2
≤ C˜
K2
.
Since K = dC˜1/2/1/2e, the oracle complexity may be bounded as follows:
K∑
k=1
Nk ≤
K∑
k=1
k2K =
1
6
K2(K + 1)(2K + 1) =
1
6
K2(2K2 + 3K + 1) ≤ K4 ≤ O
(
1
2
)
.
Case 2: Deterministic nonsmooth convex optimization. When the function f in (1) is
deterministic but possibly nonsmooth, [23] showed that by applying an accelerated scheme to
a suitably smoothed problem (with a fixed smoothing parameter) leads to a convergence rate of
O(1/K). In contrast with Theorem 5, utilizing a fixed smoothing parameter leads to an approximate
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solution at best and such a scheme is not characterized by asymptotic convergence guarantees.
In addition, we observe that the rate statement for (i-VS-APM) is global (valid for all k) while
constant smoothing holds for the prescribed K. We observe that the rate statements by using
an appropriately chosen smoothing and steplength parameter matches that by using a selecting a
suitable smoothing and steplength sequence.
Corollary 2. (Iterative vs constant smoothing for deterministic nonsmooth convex
optimization) Consider (1) and assume f(x) is a deterministic function. Suppose Assumption
5 holds. (i) Iterative smoothing: For γk = 1/2k, ηk = 1/k, and Nk = bkac where a > 1. Then,
E[F (yk+1) − F (x∗)] ≤ 4C2+B2k , ∀k > 0. (ii) Fixed smoothing: For a given K > 0, suppose
ηk = 1/K, γk = 1/2K, and Nk = bkac where a > 1. Then, E[F (yK+1)− F (x∗)] ≤ 4C2+B2K .
3.3 Almost sure convergence
While the previous subsection focused on providing rate statements for expected sub-optimality,
we now consider the open question of whether the sequence of iterates produced by (sVS-APM)
converge a.s. to a solution. Schemes employing a constant smoothing parameter preclude such
guarantees. Proving a.s. convergence requires using the following lemma.
Lemma 5 (Supermartingale convergence lemma ( [29])). Let {vk} be a sequence of nonnegative
random variables, where E[v0] < ∞ and let {αk} and {ηk} be deterministic scalar sequences such
that 0 ≤ αk ≤ 1 and ηk ≥ 0 for all k ≥ 0,
∑∞
k=0 αk =∞,
∑∞
k=0 ηk <∞, and limk→∞ ηkαk = 0, and
E[vk+1 | Fk] ≤ (1− αk)vk + ηk a.s. for all k ≥ 0. Then, vk → 0 a.s. as k →∞.
Proposition 1. (a.s. convergence of (sVS-APM)) Suppose {yk} is a sequence generated by
(sVS-APM) and Assumptions 2 and 5 hold. Suppose γk = k
−b < ηk, where b ∈ (0, 1/2], {ηk} is
a decreasing sequence, and Nk = bkac such that (a + b) > 1. Then {yk} converges to the solution
of (1) a.s..
Proof. From inequality (28), we have that the following holds.
γkδk+1 ≤
λ2k−1
λ2k
γkδk +
1
2λ2k
(‖uk‖2 − ‖uk+1‖2)+
(
γk
2
γk
− 2ηk
)
‖w¯k,Nk‖2 −
1
λk
w¯Tk,Nkuk
≤ λ
2
k−1
λ2k
γk−1δk +
1
2λ2k
(‖uk‖2 − ‖uk+1‖2)+
(
γk
2
γk
− 2ηk
)
‖w¯k,Nk‖2 −
1
λk
w¯Tk,Nkuk.
Dividing both sides of the previous inequality by γk, we obtain the following relationship.
δk+1 +
1
2γkλ
2
k
‖uk+1‖2 ≤
λ2k−1
λ2kγk
γk−1δk +
1
2γkλ
2
k
‖uk‖2 +
(
1
2
γk
− 2ηk
)
‖w¯k,Nk‖2 −
1
γkλk
w¯Tk,Nkuk
=
λ2k−1γk−1
λ2kγk
(
δk +
‖uk‖2
2γk−1λ2k−1
)
+
(
1
2
γk
− 2ηk
)
‖w¯k,Nk‖2 −
1
γkλk
w¯Tk,Nkuk.
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By defining vk+1 , δk+1 + 12γkδ2k ‖uk+1‖
2 and αk , 1− λ
2
k−1γk−1
λ2kγk
, we have the following recursion.
vk+1 ≤ (1− αk)vk +
(
1
2
γk
− 2ηk
)
‖w¯k,Nk‖2 −
1
γkλk
w¯Tk,Nkuk ⇐⇒
vk+1 + ηkB
2 ≤ (1− αk)(vk + ηk−1B2) + ηkB2 − (1− αk)ηk−1B2
+
(
1
2
γk
− 2
ηk
)
‖w¯k,Nk‖2 −
1
γkλk
w¯Tk,Nkuk. (33)
Let v¯k+1 , vk+1 + ηkB2. From (1, B2) smoothability and the decreasing nature of {ηk},
0 ≤ F (yk+1)− F (x∗) ≤ Fηk+1(yk+1)− Fηk+1(x∗) + ηk+1B2 ≤ Fηk+1(yk+1)− Fηk+1(x∗) + ηkB2.
Then (33) can be rewritten as follows:
v¯k+1 ≤ (1− αk)v¯k + ηkB2 − (1− αk)ηk−1B2 +
(
1
2
γk
− 2ηk
)
‖w¯k,Nk‖2 −
1
γkλk
w¯Tk,Nkuk
Recall by the definition of λk, we have λ
2
k−1 =
(2λk−1)2−1
4 and
k
2 ≤ λk ≤ k, if γk = k−b, b ∈ (0, 1/2],
we obtain the following relationship.
αk = 1−
λ2k−1γk−1
λ2kγk
= 1− γk−1(4λ
2
k − 4λk)
4λ2kγk
=
λ2kγk − γk−1λ2k + γk−1λk
λ2kγk
=
γk − γk−1
γk
+
γk−1
λkγk
≥ k
−b − (k − 1)−b
k−b
+
(k − 1)−b
k1−b
=
k1−b − (k − 1)1−b
k1−b
≥ (1− b)
k
, b ∈ (0, 1/2], (34)
where in the last inequality we use b ∈ (0, 1/2]:
k
(
k1−b − (k − 1)1−b
k1−b
)
= k − k
(
k − 1
k
)1−b
= k − kb(k − 1)1−b = k − (k − 1)
(
k
k − 1
)b
= k − (k − 1)
(
1 +
1
k − 1
)b
= k − (k − 1)− b− b(b− 1)
2!(k − 1)2 −
b(b− 1)(b− 2)
3!(k − 1)3 − . . .
= (1− b) + b(1− b)
2!(k − 1)2
(
1− (2− b)
3(k − 1)
)
+ +
b(1− b)(2− b)(3− b)
4!(k − 1)4
(
1− (4− b)
5(k − 1)
)
+ . . .
≥ (1− b), since k ≥ 2 ≥ 1 + max
{
2
3
,
4
5
,
6
7
, . . .
}
.
By taking conditional expectations and recalling that ηk = cγ
k where c > 1, we obtain the
following.
E[v¯k+1 | Fk] ≤ (1− αk)v¯k+ηkB2 − (1− αk)ηk−1B2 +
(
1
2
γk
− 2ηk
)
ν2
Nk
≤ (1− αk)vk+ηkB2 − (1− αk)ηk−1B2 +
(
c
2(c− 1)
)
γkν
2
Nk
.
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If γk = k
−b where b ∈ (0, 1/2] and Nk = bkac where a + b > 1, by Lemma 6, we have that∑∞
k=1
γkν
2
Nk
<∞ and the following holds for ηk = ck−b, c > 1 and b ∈ (0, 1/2]:
ηk − (1− αk)ηk−1 = ηk −
λ2k−1γk−1
λ2kγk
ηk−1 = ck−b −
(
1− 1
λk
)
c(k − 1)−2b
k−b
≤ ck−b −
(
1− 1
λk
)
ck−b ≤ 2c
k1+b
=⇒
∞∑
k=1
(ηkB
2 − (1− αk)ηk−1B2) <∞.
Furthermore, from (34), it follows that
∑∞
k=1 αk =∞ and
lim
k→∞
(
1
αk
)(
c
2(c− 1)
)(
ν2
ka+b
)
≤ lim
k→∞
(
c
2(c− 1)
)(
ν2
(1− b)ka+b−1
)
= 0
for b ∈ (0, 1/2] and a+ b > 1. Additionally, we have the following:
lim
k→∞
ηkB
2 − (1− αk)ηk−1B2
αk
= lim
k→∞
ck−bB2 − c(1− αk)(k − 1)−bB2
αk
≤ lim
k→∞
ck−bB2 − c(1− αk)k−bB2
αk
= lim
k→∞
cB2
kb
= 0,
where ηkB
2 − (1− αk)ηk−1B2 ≥ 0 can be concluded as follows. For any b ∈ (0, 1/2], we have:
λ2k−1
λ2k
=
(
1− 1
λk
)
≤ k − 1
k
≤ (k − 1)
2b
k2b
=⇒ λ
2
k−1
λ2k
kb
(k − 1)b ≤
(k − 1)b
kb
=⇒ λ
2
k−1γk−1
λ2kγk
≤ ηk
ηk−1
=⇒ (1− αk) ≤ ηk
ηk−1
=⇒ ηk − (1− αk)ηk−1 ≥ 0.
Therefore, Lemma 6 can be applied and v¯k = Fηk(xk) − Fηk(x∗) + ηkB2 → 0 a.s.. By (1, B2)
smoothness of f , 0 ≤ F (xk)− F (x∗) ≤ Fηk(xk)− Fηk(x∗) + ηkB2, implying that F (xk)→ F (x∗)
a.s.
The next corollary provides a similar a.s. convergence for (VS-APM) that can accommodate
structured nonsmooth optimization where f(x) is a smooth merely convex function. The proof of
this result is similar to Proposition 1, but δk in this case is defined as δk = F (yk)− F (x∗).
Proposition 2. (Almost sure convergence theory for (VS-APM)) Suppose f is smooth and
{yk} defines a sequence generated by (VS-APM). Suppose Assumptions 2 and 5 hold. Suppose
γk = γ ≤ 1/(2L) and Nk = bkac for a > 1. Then {yk} converges to the solution of (1) a.s.
4 Numerical results
We now compare the performance of (η-VS-APM) and (sVS-APM) with existing solvers on
Matlab running on a 64-bit macOS 10.13.3 with Intel i7-7Y75 @1.4GHz with 16GB RAM.
1. η-(VS-APM): Strongly Convex and nonsmooth f .
Example 1. First we consider the following stochastic strongly convex and nonsmooth problem:
min
x
E
[
α(ω)
2
‖x‖2 + β(ω)Tx+ λ(ω)‖x‖1
]
. (35)
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One may check that the closed-form solution of (4) for the objective (35) can be written as
P ηλ¯
α¯η+1
,‖·‖1
(
x−β¯η
α¯η+1
)
, where α¯, β¯ and λ¯ are sample average of α(ω), β(ω) and λ(ω), respectively.3
Using a simulation budget of 1e5, sample-size Nk = bρ−kc, where ρ = 1− 1/(a
√
κ˜) for a = 2.01, we
set λ = 1/(2L), where Lipschitz constant is L = 1/η. Figure 1 and Table 2 are for 10 replications
using different choices of smoothing parameter η.
Key observations. Under tractable prox. evals, η-(VS-APM) generates far more accurate
solutions over 100 times faster.
Figure 1: Example 1:
(η-VS-APM) vs SGD
µ = 1
Figure 2: Example 2:
(η-VS-APM) vs SGD
µ = 0.1
Figure 3: Example 4: (η-VS-
APM) vs (VS-APM)
κ = 1e6
Method κ˜ η # of iter. ‖yK − x∗‖ time
SGD - - 1e5 1.7573e-3 5.1830e+1
η-VS-APM 12.001 0.1 89 2.3493e-3 2.2068e-1
η-VS-APM 3 1 36 2.3721e-4 2.2693e-1
η-VS-APM 2.1 10 25 1.6152e-4 2.7131e-1
Method κ˜ η # of iter. ‖yK − x∗‖ time
SGD - - 1e5 3.9569-1 4.8492e+1
η-VS-APM 21 0.1 122 1.1894-2 1.9535e-1
η-VS-APM 12.001 1 61 1.0942-3 2.0121e-1
η-VS-APM 3 10 26 7.2599-4 3.7132e-1
Table 2: Comparing η-VS-APM (tractable prox.) vs SGD; µ = 1 (L), µ = 0.5 (R)
Example 2. Now consider the following constrained problem.
min
x∈[−1,1]
E
[
1
2
xTA(ω)x+ β(ω)Tx+ λ(ω)‖x‖1
]
, (36)
where A(ω) = A¯+W ∈ Rn×n and the elements of W have an i.i.d. normal distribution with mean
zero and variance 0.01. Similarly, β(ω) = β¯ + w ∈ Rn, where w is a random vector. Since, prox.
evals are not available for (36), we solve the inner problem inexactly using SGD. Using a budget
of 1e5 and 10 replications, we provide results in Table 3 (L) while Figure 2 shows the behavior
of η-VS-APM with different smoothing parameters η versus SGD. When the strong convexity
modulus µ is small, η-VS-APM performs significantly better than SGD and is far more stable.
For instance, when η = 1, η-VS-APM terminates with an empirical error of approximately 4.8e-3
and 5.5e-3 for µ = 1 and µ = 1e− 4 while corresponding errors for (SGD) are 7.8e-3 to 6.3.
3To obtain proximal mapping f1(x) + f2(x), we refer to [1].
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SGD η-VS-APM
µ ‖yk − x∗‖ time η ‖yk − x∗‖ time
1 7.8609e-4 8.0230 1/µ = 1 4.8893e-3 5.8084
1e-1 9.9114e-1 6.2422 1 5.8973e-3 3.8961
1e-2 3.0611 5.9887 1 7.3432e-3 2.7769
1e-3 4.0682 6.0390 1 4.7901e-3 2.6216
1e-4 6.3783 6.9140 1 5.5248-3 2.4912
SGD η-VS-APM
µ ‖yk − x∗‖ time η ‖yk − x∗‖ time
1 4.4908e-3 4.3883 1/µ = 1 5.8314e-3 1.5191
1e-1 7.6055e-2 4.3183 1 5.6814e-3 1.3476
1e-2 4.5504e-1 4.2605 1 1.1485e-2 1.0527
1e-3 5.6163 4.1568 1 2.1045e-2 1.0332
1e-4 5.7298e-1 4.3883 1 4.0489e-2 1.0578
Table 3: Comparing η-VS-APM (inexact approach) vs SGD: Example 2 (L), Example 3 (R)
Example 3. We revisit this comparison using a stochastic utility problem.
min
‖x‖≤1
E
[
φ
(
n∑
i=1
(
i
n
+ ωi
)
xi
)]
+
µ
2
‖x‖2,
where φ(t) , max1≤j≤m(vi + sit), ωi are iid normal random variables with mean zero and variance
one, and vi, si ∈ (0, 1). Table 3 (R) shows similar behavior as in Example 2.
Key observation. η−(VS-APM) performs significantly better than (SGD) as µ gets smaller.
Example 4. Next, we examine smooth but ill-conditioned problems by applying η-VS-APM to
a smoothed problem, which has a smaller Lipschitz constant. Consider the following problem:
min
x
E
[
1
2
xTA(ω)x+ β(ω)Tx
]
, (37)
an unconstrained version of Example 2 such that λ(ω) = 0 and κ = 1e6. Figure 3 demonstrates
that (η-VS-APM) (with η = 10) displays tangible benefits over directly applying (VS-APM).
2. (sVS-APM). Convex and smoothable f .
Example 5. In this setting, we compare the performance of (sVS-APM) for merely convex
problems on Example 3 with µ = 0. The δ-smoothed approximation of φ(t) provided by [4] is given
by φδ(t) = δ log
(∑m
i=1 e
(vi+sit)/δ
)
. In Table 4, we generate 20 replications for (sVS-APM) with
fixed and diminishing smoothing sequences with ηk = δk/2, Nk = bk3.001c, and sampling budget is
1e6. In Figure 4, we compare trajectories for (sVS-APM) with those for constant smoothing for
n = 200.
sVS-APM Fixed smooth.
n m δk E[f(yk)− f∗] δ E[f(yk)− f∗]
20 10 1/k 1.832e-4 1/K 3.455e-3
1/(2k) 3.014e-3 1/(2K) 2.157e-2
1/(3k) 1.269e-2 1/(3K) 6.079e-2
100 25 1/k 1.944e-3 1/K 3.126e-2
1/2k 1.181e-2 1/2K 5.130e-2
1/3k 2.411e-2 1/3K 5.817e-2
200 10 1/k 1.067e-4 1/K 4.695e-3
1/2k 5.173e-3 1/2K 3.957e-2
1/3k 1.594e-2 1/3K 6.929e-2
Table 4: Comparing (sVS-APM) with fixed smoothing
Key observations. The empirical behavior of (sVS-APM) appears to be better on this test
problem. One rationale for this may be drawn from noting that (sVS-APM) allows for larger
steplengths early (since ηk ≤ δk) on while in fixed smoothing technique, ηk ≤ δk (where δk may be
quite small). This can be seen in the trajectories where early progress by the iterative smoothing
scheme can be observed. A larger δk allows for larger steplengths but leads to a coarser approxi-
mation of the original problem while smaller δk leads to poorer progress but better approximations
(See Table 4 and Figure 4).
22
Figure 4: (sVS-APM) vs
fixed smoothing; n = 200
Figure 5: a.s. convergence
(sVS-APM), ν2 = 5.
Figure 6: a.s. convergence
(sVS-APM), ν2 = 2.
4. a.s. convergence. Next, we implemented sVS-APM on the stochastic utility problem with
n = 20 and m = 10 for different choices of the smoothing sequences. Specifically, we allow δk to
be δk ∈ {1/k, 1/
√
k, 1/k0.25} (where δk = 1/k is required for convergence in mean and δk = 1/kb
with b ∈ (0, 1/2] for a.s. convergence). We employ Nk = bk3.001c. For each experiment, the mean
of 20 replications and their 95% confidence intervals are plotted in Figure 5 and 6. It can be seen
that when δk → 0 at a slower rate as mandated by the requirement of the a.s. convergence result,
the confidence bands are tighter, becoming more apparent in Figure 5 where the variance is 5.
Furthermore, our numerical studies have revealed that even for less aggressive choices of Nk such
as when Nk = k
a and a > 1, the trajectories show the desired behavior in accordance with Prop. 1.
5 Concluding remarks
Drawing motivation from the generally poor behavior of SGD schemes on general (rather than
structured) nonsmooth stochastic convex optimization problems, we develop two sets of acceler-
ated proximal variance-reduced schemes, both of which rely on a variable sample-size accelerated
proximal method (VS-APM) for smooth convex problems. In nonsmooth strongly convex regimes,
η-VS-APM requires applying (VS-APM) on an η-Moreau smoothed variant of E[f(x, ω)] where
increasingly exact gradients are computed via an inner SGD scheme. This scheme is inspired by the
idea of replacing (SGD) which is afflicted by noisy subgradients and diminishing steps by a scheme
that relies on increasingly exact gradients and non-diminishing steps. This scheme achieves an
optimal oracle complexity in stochastic subgradients while displaying a linear convergence in outer
steps. In smooth ill-conditioned regimes, this approach shows crucial empirical advantages, while
the iteration complexity worsens slightly to log2(1/). When f(x, ω) is smoothable and convex,
our smoothed (VS-APM) scheme (or sVS-APM) admits optimal rate and oracle complexity.
Our findings when specialized to the smooth and convex f provide an optimal accelerated rate
of O(1/k2) with optimal oracle complexity matching findings by [12] and [15]. When f is de-
terministic, our rate matches that obtained by [23] but does so while providing asymptotically
convergent schemes. Preliminary numerics suggest that the schemes compare well with existing
techniques both in terms of complexity as well as in terms of sensitivity to problem parameters
(such as conditioning).
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6 Appendix
Lemma 6. For any real number y ≥ 1 we have that: byc ≥ ⌈12y⌉ .
Proof. Let T = byc. If T is an even number. Then, we have ⌈12y⌉ = ⌈12(T + )⌉ = T2 + 1. where
 ∈ (0, 1). Since T ≥ T2 + 1, so byc ≥
⌈
1
2y
⌉
. If T is an odd number, we have
⌈
1
2y
⌉
=
⌈
T−1
2 +
+1
2
⌉
=
T−1
2 + 1 =
T+1
2 . Again since T ≥ T+12 , we have that byc ≥
⌈
1
2y
⌉
.
We state several lemmas to prove convergence rate of VS-APM (theorem 1) for the case that
we have minF (x) , E[F (x, ω)], where F (x, ω) = f(x, ω) + g(x) such that f(x) is smooth and
strongly convex function and g(x) may be nonsmooth. We first define (VS-APM).
(1) yk+1 := Pγkg (xk − γk (∇xf(xk) + w¯k,Nk)) ;
(2) λk+1 :=
1
2
1− λ2k
κ
+
√(
1− λ
2
k
κ
)2
+ 4λ2k
;
(3) xk+1 := yk+1 +
(
(λk − 1)
(
1− 1κλk+1
)
1+
(
1− 2κ
)
λk+1
)
(yk+1 − yk) ;
(VS-APM)
Lemma 7. Given a symmetric positive definite matrix Q, then, we have the following for any
ν1, ν2, ν3: (ν2− ν1)TQ(ν3− ν1) = 12(‖ν2− ν1‖2Q + ‖ν3− ν1‖2Q−‖ν2− ν3‖2Q), where ‖ν‖Q ,
√
νTQν.
Lemma 8. Suppose Assumptions 1 – 2 hold. Furthermore, γk = 1/2L for all k. If h(xk) ,
2L(xk − yk+1), F (x)− µ2‖x− xk‖2 ≥ F (yk+1) + 14L‖h(xk)‖2 + h(xk)T (x− xk)− 2L‖w¯k,Nk‖2.
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Proof. Since yk+1 , arg minx 12Lg(x) +
1
2
∥∥x− [xk − 12L(∇xf(xk) + w¯k,Nk)]∥∥2, we have that
yk+1 = arg min
x
1
2L
g(x) +
1
2
[
‖x− xk‖2 + 1
L
(x− xk)T (∇xf(xk) + w¯k,Nk) +
1
4L2
‖∇xf(xk) + w¯k,Nk‖2
]
= arg min
x
g(x) +
[
L‖x− xk‖2 + f(xk) + (x− xk)T (∇xf(xk) + w¯k,Nk)
]
.
Let ψk(x) , f(xk) +∇xf(xk)T (x− xk) + L‖x− xk‖2 + w¯Tk,Nk(x− xk), implying that
yk+1 = arg min
x
ψk(x) + g(x). (38)
Then ∇xψk(x) may be expressed as ∇xψk(x) = ∇xf(xk) + 2L(x − xk) + w¯k,Nk By the optimality
condition of (38), we have 0 ∈ ∂g(yk+1) + ∇ψk(yk+1). Hence, by convexity of function g(x) we
obtain
g(x) ≥ g(yk+1)−∇ψk(yk+1)T (x− yk+1) =⇒ ∇ψk(yk+1)T (x− yk+1) ≥ g(yk+1)− g(x). (39)
Consequently, by using the definition of ψk(x) and h(x) we have that
∇xf(xk)T (x− yk+1) ≥ g(yk+1)− g(x) + (h(xk)− w¯k,Nk)T (x− yk+1), ∀x. (40)
Since f is a µ−strongly convex function,
f(x)− µ
2
‖x− xk‖2 ≥ f(xk) +∇xf(xk)T (x− xk) = f(xk) +∇xf(xk)T (x− xk + yk+1 − yk+1)
(From (40))
≥ f(xk) +∇xf(xk)T (yk+1 − xk) + (h(xk)− w¯k,Nk)T (x− yk+1) + g(yk+1)− g(x)
= ψk(yk+1)− L‖yk+1 − xk‖2 − w¯Tk,Nk(yk+1 − xk) + (h(xk)− w¯k,Nk)T (x− yk+1) + g(yk+1)− g(x)
= ψk(yk+1)− L‖yk+1 − xk‖2 + w¯Tk,Nk(xk − x) + h(xk)T (x− yk+1) + g(yk+1)− g(x).
From the definition of h(xk), L‖yk+1−xk‖2 = 14L‖h(xk)‖2 and inequality (39), we have the following:
F (x)− µ
2
‖x− xk‖2 ≥ ψk(yk+1)− 1
4L
‖h(xk)‖2 + h(xk)T (x− yk+1) + w¯Tk,Nk(xk − x) + g(yk+1)
= ψk(yk+1)− 1
4L
‖h(xk)‖2 + h(xk)T (x− yk+1 + xk − xk) + w¯Tk,Nk(xk − x) + g(yk+1)
= ψk(yk+1) +
1
4L
‖h(xk)‖2 + h(xk)T (x− xk) + w¯Tk,Nk(xk − x) + g(yk+1), (41)
where (41) follows from the definition of h(xk). From L-smoothness of f ,
ψk(yk+1) = f(xk) +∇xf(xk)T (yk+1 − xk) + L‖xk − yk+1‖2 + w¯Tk,Nk(yk+1 − xk)
≥ f(yk+1) + w¯Tk,Nk(yk+1 − xk)
L
2
‖xk − yk+1‖2 ≥ f(yk+1)− 2
L
‖w¯k,Nk‖2, (42)
where (42) follows from 2aT b+ ‖a‖2 ≥ −‖b‖2. By substituting (42) in (41), the result follows.
It is worth emphasizing that in the proof of Lemma 8, we employ a simple bound to ensure that
the term w¯Tk,Nk(yk+1−xk) does not appear in the final bound. Instead, the term ‖w¯k,Nk‖2 emerges
and this allows for deriving the optimal (rather than sub-optimal) oracle complexity. Next, we
define a set of parameter sequences that form the basis for updating the iterates.
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Definition 2 (Defn. of vk, αk, τk). Given v0, τ0, sequences {vk, τk, αk} are defined as follows:
vk+1 :=
1
τk+1
[(1− αk)τkvk + αkµxk − αk(h(xk)] , (43)
αk solves (1− αk)τk + 2αkµ = 2α2kL, (44)
τk+1 := (1− αk)τk + 2αkµ. (45)
We employ this set of parameters in showing that the update rule (3) in Algorithm VS-APM
can be recast using the parameters τk, αk, and vk. This observation is crucial as we analyze the
update.
Lemma 9 (Equivalence of Update rules). Suppose Assumptions 1–2 hold. Suppose the se-
quences {vk}, {αk}, and {τk} are prescribed by Definition 2. Consider the sequence {xk} generated
by the algorithm. Then the following hold:
(i)
[
xk+1 := yk+1 +
αK+1τk+1(1−αk)
τk+2+2αk+1τk+1
(yk+1 − yk)
]
≡
[
xk+1 :=
1
τk+1+2αk+1µ
(αk+1τk+1vk+1 + τk+2yk+1)
]
.
(ii) Suppose αk =
1
λk
for all k. Then the update rule (1b) in Algorithm VS-APM with σk ,
(λk−1)
(
1−λk+1
κ
)
1+(1− 2κ)λk+1
for all k is equivalent to the following:
[xk+1 := yk+1 + σk(yk+1 − yk)] ≡
[
xk+1 :=
1
τk+1 + 2αk+1µ
(αk+1τk+1vk+1 + τk+2yk)
]
.
Proof. (i). The update rule on the right in (i) can be recast as follows:
xk =
1
τk + αkµ
(αkτkvk + τk+1yk) ≡ vk = (τk + αkµ)xk − τk+1yk
αkτk
. (46)
Now by substituting the expression for vk from (46) in (43) and recalling that τk+1 = (1−αk)τk +
2αkµ = 2Lα
2
k and h(xk) = 2L(xk − yk+1), we obtain the following sequence of equalities.
vk+1 =
1
τk+1
[
(1− αk)τkvk + αkµxk − αk(h(xk)
]
=
1
τk+1
[
(1− αk)τk (τk + αkµ)xk − τk+1yk
αkτk
+ αkµxk − αk(h(xk)
]
=
(1− αk)τk + αkµ− α2kµ
τk+1αk
xk − 1− αk
αk
yk +
αkµ
τk+1
xk − αk
τk+1
(h(xk))
=
τk+1 − α2kµ
τk+1αk
xk − 1− αk
αk
yk +
αkµ
τk+1
xk − αk
τk+1
h(xk)
= yk +
1
αk
(xk − yk)− αk
2Lα2k
(2L(xk − yk+1)) = yk + 1
αk
(yk+1 − yk). (47)
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We now show that the update rule for xk+1 on the left is equivalent to that on the right in (i).
xk+1 =
1
τk+1 + 2αk+1µ
(αk+1τk+1vk+1 + τk+2yk+1)
=
1
τk+1 + 2αk+1µ
(αk+1τk+1yk +
αk+1τk+1
αk
(yk+1 − yk) + τk+2yk+1)
=
(
τk+2 + αk+1τk+1
τk+1 + 2αk+1µ)
)
yk+1 +
(
1
αk
− 1
)(
αk+1τk+1
τk+1 + 2αk+1µ
)
(yk+1 − yk)
= yk+1 +
(
1
αk
− 1
)( αk+1τk+1
τk+1 + 2αk+1µ
)
(yk+1 − yk)
= yk+1 +
αk+1τk+1(1− αk)
αk(τk+1 + 2αk+1µ)
(yk+1 − yk) = yk+1 + αk+1τk+1(1− αk)
αk(τk+2 + 2αk+1τk+1)
(yk+1 − yk),
since τk+1 = (1− αk)τk + 2αkµ.
(ii). By choosing τk+1 = 2α
2
kL for k ≥ 0, satisfying (44) and (45),
xk+1 = yk+1 +
αk+1τk+1(1− αk)
αk(τk+2 + 2αk+1τk+1)
(yk+1 − yk)= yk+1 + αk+1αk(1− αk)
α2k+1 + 2αk+1α
2
k
(yk+1 − yk)
= yk+1 +
αk(1− αk)
αk+1 + 2α
2
k
(yk+1 − yk). (48)
Now by choosing αk =
1
λk
, we have the following:
αk(1− αk)
2α2k + αk+1
=
1
λk
(1− 1λk )
2
(
1
λk
)2
+ 1λk+1
=
λk+1(λk − 1)
2λk+1 + λ
2
k
. (49)
From the update rule for λk, we can obtain:
λk+1 =
1− λ2kκ +
√(
1− λ2kκ
)2
+ 4λ2k
2
=⇒ λ2k =
λk+1(λk+1 − 1)
1− λk+1κ
. (50)
By substituting (50) in (49) we obtain αk(1−αk)
2α2k+αk+1
=
(λk−1)(1−λk+1κ )
1+(1− 2κ)λk+1
. Hence (48) can be written as
xk+1 = yk+1 + σk(yk+1 − yk), σk =
(λk − 1)
(
1− λk+1κ
)
1+
(
1− 2κ
)
λk+1
.
We now utilize the previous Lemma in defining an auxiliary function sequence {φk+1(x)} and
a sequence {pk}. These sequences form the basis for carrying out the final rate analysis.
Lemma 10. Suppose Assumptions 1–2 hold. Consider the iterates generated by Algorithm VS-
APM where γk = 1/2L while {vk}, {τk}, and {αk} are defined in (43)–(45). Suppose φ1(x) ,
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F (x1) +
τ1
2 ‖x− x1‖2 and p1 = 0. If φk(x) and pk are defined as follows for k ≥ 1:
φk+1(x) := (1− αk)φk(x) + αk
[
F (yk+1) +
1
4L
‖h(xk)‖2 + µ
2
‖x− xk‖2 + h(xk)T (x− xk)
]
(51)
pk+1 := (1− αk) 2
L
‖w¯k,Nk‖2 + (1− αk)pk, (52)
where h(xk) = 2L(xk − yk+1). If φ∗k , minx φk(x), then φ∗k ≥ F (yk)− pk, for all k ≥ 1.
Proof. We begin by showing that ∇2φk(x) = τkI, where I denotes the identity matrix. For k = 1,
∇2φ1(x) = τ1I. Suppose, this holds for k and we proceed to show that this holds for k := k + 1 :
∇2φk+1(x) = (1− αk)∇2φk(x) + αkµI = (1− αk)τkI + αkµI. (53)
By choosing τk+1 = (1−αk)τk +αkµ, the required claim follows. Next we show that the sequence
φk(x) can be written as follows:
φk(x) = φ
∗
k +
τk
2
‖x− vk‖2, (54)
where φ∗k = minx φk(x) and vk = arg minx φk(x). Since φk+1(x) is a convex quadratic function by
definition, we may represent it as φk+1(x) = a+b
Tx+ 12x
TQx. First, we note that ∇2φk+1(x) = Q =
τk+1I. By noting that ∇xφk+1(vk+1) = 0, implying that b + τk+1vk+1 = 0 =⇒ b = −τk+1vk+1.
Consequently, we have that φk+1(vk+1) = φ
∗
k+1 = a − τk+1vTk+1vk+1 + 12τk+1‖vk+1‖2 =⇒ a =
φ∗k+1 +
τk+1
2 ‖vk+1‖2. This implies that φk+1(x) = φ∗k+1 + τk+12 ‖x− vk+1‖2 and (54) has been shown
to be true for all k. Next, we proceed to obtain the recursive rule for vk+1 and φ
∗
k+1. By using
the optimality conditions for the unconstrained strongly convex problem minx φk(x), we obtain the
following:
0 = ∇xφk+1(x) = (1− αk)∇xφk(x) + αk[µ(x− xk) + h(xk)]
= (1− αk)τk(x− vk) + αk[µ(x− xk) + h(xk)]
=⇒ ∇xφk+1(x) = τk+1(x− vk+1) = (1− αk)τkvk+1 + αkµvk+1 = [(1− αk)τkvk + αkµxk − αkh(xk)]
implying vk+1 =
1
τk+1
[(1− αk)τkvk + αkµxk −αkh(xk)] . (55)
By using equations (51) and (54), we obtain the following:
φ∗k+1 = φk+1(xk)−
τk+1
2
‖xk − vk+1‖2
= (1− αk)
[
φ∗k +
τk
2
‖xk − vk‖2
]
+ αk
[
F (yk+1) +
1
4L
‖h(xk)‖2
]
− τk+1
2
‖xk − vk+1‖2
= (1− αk)
[
φ∗k +
τk
2
‖xk − vk‖2
]
+ αk
[
F (yk+1) +
1
4L
‖h(xk)‖2
]
− τk+1
2
∥∥∥xk − 1
τk+1
[
(1− αk)τkvk + αkµxk − αkh(xk)
]∥∥∥2
= (1− αk) φ∗k + αkF (yk+1) + (1− αk)
τk
2
‖xk − vk‖2 + αk
[ 1
4L
‖h(xk)‖2
]
− τk+1
2
∥∥∥xk − 1
τk+1
[
(1− αk)τk(vk − xk + xk) + αkµxk − αkh(xk)
]∥∥∥2.
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The expression on the right can be further simplified as follows:
φ∗k+1 = (1− αk) φ∗k + αkF (yk+1) + (1− αk)
τk
2
‖xk − vk‖2 + αk
[ 1
4L
‖h(xk)‖2
]
− τk+1
2
∥∥∥ 1
τk+1
[
− (1− αk)τk(vk − xk) + αkh(xk)
]∥∥∥2
= (1− αk) φ∗k + αkF (yk+1) + (1− αk)
τk
2
‖xk − vk‖2 + αk
[ 1
4L
‖h(xk)‖2
]
− (1− αk)
2τ2k
2τk+1
‖vk − xk‖2
− α
2
k
2τk+1
‖h(xk)‖2 + (1− αk)αkτk
τk+1
h(xk)
T (vk − xk)
= (1− αk) φ∗k + αkF (yk+1) + (1− αk)
τk
2
‖xk − vk‖2 +
(
αk
4L
− α
2
k
2τk+1
)
‖h(xk)‖2
− (1− αk)
2τ2k
2τk+1
‖vk − xk‖2 + (1− αk)αkτk
τk+1
h(xk)
T (vk − xk)
=⇒ φ∗k+1 = (1− αk) φ∗k + αkF (yk+1) + (1− αk)
τk
2
(
1− (1− αk)τk)
τk+1
)
‖xk − vk‖2
+
(
αk
4L
− α
2
k
2τk+1
)
‖h(xk)‖2 + (1− αk)αkτk
τk+1
h(xk)
T (vk − xk)
= (1− αk) φ∗k + αkF (yk+1) +
(1− αk)αkµτk
2τk+1
‖xk − vk‖2 +
(
αk
4L
− α
2
k
2τk+1
)
‖h(xk)‖2
+
(1− αk)αkτk
τk+1
h(xk)
T (vk − xk)
= (1− αk) φ∗k + αkF (yk+1) + (1−αk)αkτk+1 τk
(µ
2
‖xk − vk‖2 + h(xk)T (vk − xk)
)
+
(
αk
4L −
α2k
2τk+1
)
‖h(xk)‖2.
Next, we inductively prove that φ∗k ≥ F (yk)− pk where pk is defined in (52). This holds for k = 1
where p1 = 0. Assuming, it is true for k, we prove it holds for k + 1 by invoking Lemma 8 for
x = yk:
φ∗k+1 ≥ (1− αk)(F (yk)− pk) + αkF (yk+1) +
(αk
4L
− α
2
k
2τk+1
)
‖h(xk)‖2
+
αk(1− αk)τk
τk+1
(µ
2
‖xk − vk‖2 + h(xk)T (vk − xk)
)
(Since φ∗k ≥ F (yk)− pk)
≥ (1− αk)(F (yk+1) + h(xk)T (yk − xk) + 1
4L
‖h(xk)‖2 + µ
2
‖yk − xk‖2
− 2
L
‖w¯k,Nk‖2)− (1− αk)pk + αkF (yk+1) +
(αk
4L
− α
2
k
2τk+1
)
‖h(xk)‖2 + αk(1− αk)τk
τk+1
×
(µ
2
‖xk − vk‖2 + h(xk)T (vk − xk)
)
= F (yk+1) + (1− αk) +
( 1
4L
− α
2
k
2τk+1
)
‖h(xk)‖2 + (1− αk)h(xk)T
(
αkτk
τk+1
(vk − xk) + (yk − xk)
)
− (1− αk)pk − (1− αk) 2
L
‖w¯k,Nk‖2) + (1− αk)
µ
2
‖yk − xk‖2 + αk(1− αk)τk
τk+1
µ
2
‖xk − vk‖2
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≥ F (yk+1) + (1− αk)h(xk)T
Term (a)︷ ︸︸ ︷(αkτk
τk+1
(vk − xk) + (yk − xk)
)
+
Term (b)︷ ︸︸ ︷( 1
4L
− α
2
k
2τk+1
)
‖h(xk)‖2
− (1− αk) 2
L
‖w¯k,Nk‖2 − (1− αk)pk = F (yk+1)− (1− αk)
2
L
‖w¯k,Nk‖2 − (1− αk)pk,
where the last inequality follows noting that terms (a) and (b) are zero from recalling that 2Lα2k =
τk+1 and xk =
1
τk+αkµ
(αkτkvk + τk+1yk) (by Lemma 9). By choosing pk+1 = (1− αk) 2L‖w¯k,Nk‖2 +
(1− αk)pk, we have that 4 φ∗k+1 ≥ F (yk+1)−
Term (c)︷︸︸︷
pk+1 .
Before analyzing the rate of convergence, we proceed to examine the limiting behavior of the
sequence {λk} and show that λk →
√
κ, where κ denotes the condition number of the problem.
Lemma 11 (Properties of {λk}). Suppose sequence {λk}k≥1 is defined by the recursion
λk+1 :=
1− λ2kκ +
√(
1− λ2kκ
)2
+ 4λ2k
2
, . (56)
where λ1 ∈ (1,
√
κ]. Then {λk} is an increasing and bounded sequence, such that limk→∞ λk =
√
κ.
Proof. First by induction we show that sequence {λk} is bounded above by
√
κ. By assumption,
λ1 ≤
√
κ, we assume λk ≤
√
κ and proceed to show that λk+1 ≤
√
κ:
λk+1 =
1− λ2kκ +
√(
1− λ2kκ
)2
+ 4λ2k
2
⇔ λ2k =
λk+1(λk+1 − 1)
1− λk+1κ
=⇒ λk ≤
√
κ⇔ λk+1(λk+1 − 1)
1− λk+1κ
≤ κ⇔ λ2k+1 ≤ κ⇔ λk+1 ≤
√
κ.
Since the sequence is increasing and bounded above, its limit exists. Suppose, limk→∞ λk+1 = λ,
implying λ =
1−λ2
κ
+
√(
1−λ2
κ
)2
+4λ2
2 =⇒ λ =
√
κ. Second we show that sequence {λk} is increasing,
i.e. λk+1 ≥ λk, which can be written equivalently by replacing the recursive rule λk+1 as follows
1−λ
2
k
κ
+
√
(1−λ
2
k
κ
)2+4λ2k
2 ≥ λk ⇔
(
1− λ
2
k
κ
)2
+ 4λ2k ≥
(
λ2k
κ
− 1 + 2λk
)2
⇔ 4λk
(
1− λ
2
k
κ
)
≤ 0⇔ λk ≤
√
κ.
We are now in a position to provide our main proposition that provides a bridge towards deriving
rate statements and oracle complexity bounds.
4Update rule for xk, according to Lemma 9, is equivalent to that in the algorithm. Also, compared with the
approach by Nesterov, we employ inexact (rather than exact) gradients, the key difference in the proof is term(c)
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Proof. Proof of Lemma 2. We have that:
E[φk+1(x)] = (1− αk)E[φk(x)] + αkE
[
F (yk+1) +
1
L
‖h(xk)‖2 + µ
2
‖x− xk‖2 + h(xk)T (x− xk)
]
≤ (1− αk)E[φk(x)] + αkE[F (x)] + αk 2
L
E[‖w¯k,Nk‖2].
By rearranging terms and setting x = x∗ in the inequality above, we obtain
E[φk+1(x∗)− F (x∗)] ≤ (1− αk)E[φk(x∗)− F (x∗)] + 2
L
E[‖w¯k,Nk‖2]
≤ (1− αk)(1− αk−1)E[φk−1(x∗)− F (x∗)] + αk 2
L
E[‖w¯k,Nk‖2] + αk(1− αk−1)
2
L
E[‖w¯k−1,Nk−1‖2]]
≤
(
k∏
i=1
(1− αi)
)
E[φ1(x∗)− F (x∗)] + αk
k−1∑
i=0
i−1∏
j=0
(1− αk−j)
 2
L
E[‖w¯k−i,Nk−i‖2].
From Lemma 11, αk =
1
λk
∈ (0, α¯] where α¯ = 1√
κ
, and by recalling that E[‖w¯k−i,Nk−i‖2 | Fk−i] ≤
ν2/Nk−i, we obtain the following sequence of inequalities:
E[φk+1(x∗)− F (x∗)] ≤
(
k∏
i=1
(1− αi)
)
E[φ1(x∗)− F (x∗)] +
k−1∑
i=0
(
(1− α¯)i) 2
L
E[E[‖w¯k−i,Nk−i‖2 | Fk−i]]
≤
(
k∏
i=1
(1− αi)
)
E[φ1(x∗)− F (x∗)] +
k−1∑
i=0
2ν2(1− α¯)i
LNk−i
. (57)
By using Lemma 10 and (57), we may obtain
F (yk)− F (x∗) ≤ E[φ∗k + pk]− F (x∗) ≤ E[φk(x∗)− F (x∗)] + E[pk]
≤
(
k−1∏
i=1
(1− αi)
)
E[φ1(x∗)− F (x∗)] +
k−2∑
i=0
2ν2(1− α¯)i
LNk−1−i
+ E[pk]
=
(
k−1∏
i=1
(1− αi)
)
E[F (x1)− F (x∗) + τ1
2
‖x∗ − x1‖2] +
k−2∑
i=0
2ν2(1− α¯)i
LNk−1−i
+ E[pk]
≤ (1− α¯)k−1(D + µ
2
C2) +
k−2∑
i=0
2ν2(1− α¯)i
LNk−1−i
+ E[pk], (58)
where we used the fact that τ1 = µ and αk ∈ (1, α¯]. Next, we derive a bound on E[pk]. By
definition, we have pk = (1− α¯) 2L‖w¯k−1,Nk−1‖2 + (1− α¯) pk−1, implying that
pk = (1− α¯) 2
L
‖w¯k−1,Nk−1‖2 + (1− α¯)2
2
L
‖w¯k−2,Nk−2‖2 + (1− α¯)2 pk−2
= . . . =
k−2∑
i=0
(1− α¯)i+1 2
L
‖w¯k−i−1,Nk−i−1‖2.
By taking expectations and invoking Assumptions 1–2,
E [pk] ≤
k−2∑
i=0
(1− α¯)i+1 2
L
E[E[‖w¯k−i−1,Nk−i−1‖2 | Fk−i−1]] ≤
k−2∑
i=0
2ν2 (1− α¯)i+1
LNk−i−1
. (59)
By substituting (59) in (58), we obtain the desired result.
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Proof. Proof of Theorem 1. (i). From (5) and by the definition of θ, we may claim the following:
E[F (yK)− F ∗] ≤
(
D +
µ
2
C2
)
θK−1 +
K−2∑
j=0
θj
2ν2
LNK−j−1
+
K−2∑
j=0
θj+1
2ν2
LNK−j−1
=
(
D +
µ
2
C2
)
θK−1 + 2θ
K−2∑
j=0
θj
4ν2
LNK−j−1
≤
(
D +
µ
2
C2
)
θK−1 +
K−2∑
j=0
θj
4ν2
LNK−j−1
, (60)
where in the last inequality we used the fact that α¯ + 2θ = 2− α¯ ≤ 2. If NK−j−1 = bρ−(K−j−1)c,
by using Lemma 6, we have the following:
K−2∑
i=0
4θjν2
Lbρ−(K−j−1)c ≤
K−2∑
i=0
2θiν2
Lρ−(K−i−1)
≤ 2ν
2
L
ρK−1
K−2∑
i=0
(
θ
ρ
)i
≤
(
2ν2ρ
L(ρ− θ)
)
ρK−1. (61)
By substituting (61) in (60), the bound in terms of K is provided next where C˜ is defined in (6):
E[F (yK)− F ∗] ≤
(
D +
µ
2
C2
)
θK−1 +
(
4ν2
√
κ
L
)
ρK−1 ≤ C˜ρK−1 (62)
where C˜ =
(
D +
µC2
2
)
+
4ν2
√
κ
L
=
(
D +
µC2
2
)
+
4ν2√
Lµ
≤
(
D +
µC2
2
)
+
4ν2
µ
.
Furthermore, we may derive the number of steps K to obtain an -solution:
1
ρ
=
1
(1− 1
a
√
κ
)
=
a
√
κ
(a
√
κ− 1) =⇒ K ≥
log(C˜)− log()
log(1/ρ)
≈ O(√κ) log(1/). (63)
(ii) To compute a vector yK+1 satisfying E[F (yK+1) − F ∗] ≤ ,we have C˜ρK ≤ , implying that
K = dlog(1/ρ)(C˜/)e. To obtain the optimal oracle complexity, we require
∑K
k=1Nk gradients. If
Nk = bρ−kc ≤ ρ−k, we obtain the following since (1− ρ) = (1/(a
√
κ)).
K∑
k=1
ρ−k ≤ 1(
1
ρ − 1
) (1
ρ
)1+K
≤ 1(
1
ρ − 1
) (1
ρ
)3+log(1/ρ)(C˜/)
≤
(
C˜

)
1
ρ2(1− ρ) =
a
√
κC˜
ρ2
.
ρ = 1− 1
a
√
κ
=⇒ ρ2 = 1− 2/(a√κ) + 1/(a2κ) = a
2κ− 2a√κ+ 1
a2κ
≥ a
2κ− 2aκ
a2κ
=
(a2 − 2a)κ
a2κ
=⇒
√
κ
ρ2
≤ a
2κ
√
κ
(a2 − 2a)κ =
(
a
a− 2
)√
κ =⇒
log(1/ρ)(C˜/)+1∑
k=1
ρ−2k ≤ a
2√κC˜
(a− 2)
=
((
D +
µC2
2
)
+
4ν2
µ
)
O
(√
κ

)
.
Proof. Proof of Lemma 3. First, FNk(x) is µ-strongly convex where FNk(x) ,
∑Nk
j=1 F (x,ωj)
Nk
. Let
x∗k = proxη,F (xk) , arg minu
[
F (u) +
1
2η
‖xk − u‖2
]
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and
x∗Nk = proxη,FNk (xk) , arg minu
[
FNk(u) +
1
2η
‖xk − u‖2
]
.
From the definition of Moreau smoothing, we have∇Fη(xk) = 1η (xk−proxη,F (xk)) and∇Fη(xk, ωi) =
1
η (xk − proxη,F (.,ωi)(xk)). Therefore, E[‖w¯k,Nk‖2 | Fk] = 1η2E[‖x∗k − x∗Nk‖2 | Fk]. The following in-
equalities are a consequence of invoking strong convexity and the optimality conditions associated
with the prox problems proxη,F (xk) and proxη,FNk
(xk).
F (x∗Nk) +
1
2η
‖x∗Nk − xk‖2 ≥ F (x∗) +
1
2η
‖x∗k − xk‖2 +
1
2
(
µ+
1
η
)
‖x∗k − x∗Nk‖2,
FNk(x
∗) +
1
2η
‖x∗k − xk‖2 ≥ FNk(x∗Nk) +
1
2η
‖x∗Nk − xk‖2 +
1
2
(
µ+
1
η
)
‖x∗Nk − x∗‖2.
Adding the above inequalities, we have that F (x∗Nk)−FNk(x∗Nk)+FNk(x∗k)−F (x∗k) ≥
(
µ+ 1η
)
‖x∗Nk−
x∗k‖2. Consequently, from the definition of FNk(xk) we obtain that
β‖x∗k − x∗Nk‖2 ≤
∑Nk
j=1(F (x
∗
Nk
)−F (x∗Nk ,ωj))
Nk
+
∑Nk
j=1(F (x
∗
k)−F (x∗k,ωj))
Nk
=
∑Nk
j=1 uj(x
∗
Nk
)
Nk
+
∑Nk
j=1 uj(x
∗
k)
Nk
,
where β , µ+ 1η . Now by letting u¯Nk(x) =
∑Nk
j=1 uj(x)
Nk
, we get the following:
E[β‖x∗k − x∗Nk‖2] ≤ E
[∑Nk
j=1 uj(x
∗
Nk
)
Nk
]
+ E
[∑Nk
j=1 uj(x
∗
k)
Nk
]
= E[u¯Nk(x
∗
Nk
)] + E[u¯Nk(x
∗
k)].
It may be recalled that by Jensen’s inequality, we have that for any x, E[u¯Nk(x)] ≤
√
E[u¯Nk(x)
2] =√
var(u¯Nk(x)) =
√∑Nk
i=1 var(ui(x))
N2k
≤ ν√
Nk
. We may then conclude that E[β‖x∗k − x∗Nk‖2| Fk] ≤ ν1√Nk
implying that E[‖w¯k,Nk‖2 | Fk] ≤ 2ν1βη2√Nk≤
2ν1
η
√
Nk
.
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