ABSTRACT Autonomous devices able to evaluate diverse situations without external help have become especially relevant in recent years because they can be used as an important source of relevant information about the activities performed by people (daily habits, sports performance, and health-related activities). Specifically, the use of this kind of device in childhood games might help in the early detection of developmental problems in children. In this paper, we propose a method for the detection and classification of movements performed with an object, based on an acceleration signal. This method can automatically generate patterns associated with a given movement using a set of reference signals, analyze sequences of acceleration trends, and classify the sequences according to the previously established patterns. This method has been implemented, and a series of experiments has been carried out using the data from a sensor-embedded toy. For the validation of the obtained results, we have, in parallel, developed two other classification systems based on popular techniques, i.e., a similarity search based on Euclidean distances and machine-learning techniques, specifically a support vector machine model. When comparing the results of each method, we show that our proposed method achieves a higher number of successes and higher accuracy in the detection and classification of isolated movement signals as well as in sequences of movements.
I. INTRODUCTION
Playing is one of the most important activities during human development, especially at early ages. It is a key activity for the child learning process and an indicator of psycho-motor development across the different growth phases. Through the years, child development experts (psychologists, physiotherapists, educators, etc.) have developed different tools and scales to evaluate and monitor childhood development that extensively use toys and playing activities [1] , [2] . For that purpose, the detection and classification of each one of the movements composing a game, along with their associated features (for instance, if the movements were clumsy, slow, etc.) would be remarkably useful for experts in the evaluation of overall activity performance.
In recent years, there has been important progress in technologies with sensor-based devices. Smart phones, wearables and Internet-of-Things (IoT) devices are each day becoming increasingly present in our lives; this applies to toys as well. There are many research proposals [3] - [5] and commercial devices [6] that take advantage of embedded sensors and communications capabilities to provide new features for entertainment [7] , education [8] and health care [9] , [10] . Therefore, the idea of designing smart toys able to provide useful data for development experts is a very promising line of research [11] , in which some psychology scale-based smart toys and an IoT platform were designed to provide this type of information. In the literature, there is a description of some of the devices designed for the project [12] : A set of ''Smart Cubes'' to perform activities such as building a tower or other structures.
As we show in section II, there are many research works related to human activity detection and classification based on VOLUME 6, 2018 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ acceleration sensors. The drawback of many of these works is that they are focused on activities that are extended for a long period of time (running, walking, etc.). The goal is to detect and classify short duration tasks that compose a more complex activity. One example is the cube-stacking activity, which can be carried out in a short period of time (approximately a few minutes). This is a goal that the existing methods cannot reach with adequate accuracy.
In this paper, we present a novel methodology for the automatic detection and classification of the movements that compose a short-duration activity. The system based on this methodology is composed of the technique used for the codification of the acceleration signals, the automatic optimization of input parameters (attributes and variables) module based on a genetic algorithm and, finally, the pattern search system and the movement classifier.
The primary goals of this work are as follows:
• To create a system to automatically identify (in terms of position and duration) the movements that compose an activity of short duration;
• To automate the movement pattern generation process from a set of reference signals;
• To develop a proof of concept of the proposed system, using signals obtained from a real smart device and a specific activity or game; and
• To evaluate the proposed system by comparing it with other popular classification systems, applied to the same experiments. The paper is structured as follows. In section II, we present related works focused on automatic human activity detection and the research approaches used in those studies. Section III offers a detailed description of the proposed method, including the pattern extraction, parameter optimization and movement classification modules. In sections IV and V, we define the experimental systems for experimentation and comparison with other approaches, and we discuss the results. Finally, we present our conclusions and future work directions in VI.
II. RELATED WORK
Human activity recognition and classification have been very popular research topics in recent years. There are numerous applications of expert systems in heterogeneous fields, such as health care [13] - [15] , exercise activity monitoring [15] - [18] , biometric-based security and surveillance [19] or movement-based human-interaction environments [20] , [21] . Moreover, the rise of wearable and IoT-based technologies [22] - [24] and the development of machine learning techniques have resulted in the emergence of many proposed methods to accurately detect and classify various types of movements and activities.
For example, a classification of typical activities detected by these systems has been proposed [25] . The activities can be grouped by ambulatory activities (walking, running, sitting, etc.) [26] , [27] , transportation activities (driving, cycling, etc.), other daily activities (eating, drinking, cooking, etc.) [28] , exercise (rowing, lifting weights, etc.), specific military activities or more subtle activities that involve just the upper body, such as speaking or moving the head or the hand [29] . A classification by global and local activities has also been proposed [30] . Although it is possible to find examples of classification systems for many of the aforementioned activities, most of the works available in the literature are focused on the activities from the first group (ambulatory activities).
In this section, we present classification methods that use the placement of the sensors that retrieve data as input to the classification model and then a classification of the methods used for the definition of the models. We differentiate between repetitive or long duration activity classification systems and systems that aim to classify short duration movements, such as eye movements or hand gestures.
There is an extensive body of works that aim to classify human activities using wearable sensor-equipped devices [31] . The list of detected activities is different in each work, but most of them classify activities such as walking, falling, sitting, standing and lying, i.e., ambulatory activities as classified in the previous paragraph. The data used for the classification are obtained from devices located on different parts of the human body, such as the waist [32] - [34] , the wrist [35] , [36] , the lower back [18] , or a combination of placements (using sensors on the thighs, trunk, chest, etc.) [37] - [41] . Additionally, in recent works, wearable devices have been used to gather smart phone data [42] , [43] .
All of these works use machine learning techniques to model the classification system. These techniques are usually derived from a feature extraction method applied to raw sensor data (most of them coincide in the use of accelerometers as the data source) and then the application of a supervised or unsupervised learning algorithm to the feature dataset. A validation dataset is then used to obtain the classification system accuracy.
The specific extracted features also vary from work to work, but they are usually grouped into time-domain features and frequency-domain features [31] . For example, some researchers [44] use the mean value, variance, skewness and kurtosis as time-domain features. There are also other more specific features [45] , and some researchers [46] , [47] include the velocity (calculated as the integration of the acceleration values) and the root mean square (RMS) as features. Some of the most-used frequency-domain features are the peaks from the discrete Fourier transform (DFT) of the signal, the power spectral density (PSD) and the entropy [31] , [48] .
The methods used for classification depend on the features, the data and the desired output. Researchers [49] have presented a taxonomy to differentiate between supervised and unsupervised classifiers. Supervised classifiers are those that use a labeled training dataset, while in the unsupervised approach, only the desired output classes are known and the training data are not labeled a priori. Another possible classification is between single-frame and sequential approaches: Single-frame methods do not consider the data history, while sequential methods take the previous data into account. Finally, there is classification into probabilistic, geometric and template-matching methods. Examples of probabilistic methods are Bayesian classifiers [50] and Gaussian mixture models (GMM) [51] . Hidden Markov models (HMM) [52] can also be considered probabilistic methods. The geometric approach works by dividing the features domain into regions where it is possible to categorize each class. Artificial neural networks (ANN) [53] - [55] , k-nearest neighbors classifiers [56] and support vector machines (SVM) [48] use this approach. Threshold-based classifiers can also be categorized as geometric models [57] - [59] .
Template-matching is based in a comparison between data and predefined templates that can be manually determined or obtained using a training method [60] . Finally, binary classifiers [33] , [61] create a decision tree wherein each node discriminates between two possible states.
All the examples above present good results in terms of human activity classification accuracy; however, their goal is to classify relatively long duration and repetitive activities, such as walking and running, as the previous classification shows. These methods are not as effective when applied to the detection of movements that occur in a very short time period. Examples of these techniques applied to more subtle and brief activities or movements such as those we classify with this proposal are rare. Some researchers address short duration movements using an algorithm for the detection of eye movements based on electrooculography (EOG), which is a measurement of the electric potential difference between the retina and the nerves in the cornea [21] . The system is a 'simple' binary classifier in which the waveform of the EOG is analyzed to determine three possible movements.
Additionally, systems have been proposed to detect hand gestures using accelerometers and electromyography (EMG) sensors [62] , [63] . Zhang et al. [62] use hidden Markov models and data from two sensor devices placed on the participant's wrist and forearm. Fougner et al. [63] apply a linear discriminant analysis (LDA) classifier and use various sensors placed around the participant's forearm. Both systems reach high accuracy in the detection of various preset gestures. They both also present the drawback of requiring a complex sensor and electrode setup on the human participants. Xue et al. [64] encountered similar issues, wherein they used a set of multimodal sensors with a directed acyclic graph SVM approach to classify various hand movements. Liu et al. [65] propose gesture recognition using only accelerometers, using a dynamic time warping (DTW) algorithm combined with a set of preset templates to develop a template-matching classifier. Kela et al. [66] use a similar approach, based again on HMM and preset gesture templates. Although the accuracy in gesture detection is high, it comes at a high cost in terms of reconfiguration and training of the classification models to add new gestures (and therefore new templates) in the future. Finally, some of the proposals for gesture detection are based not only on sensors but also on image pattern recognition, such those in [67] and [68] , which require the installation of cameras where the detection will take place.
Our proposal differs from these in that we aim to detect hand movements using external devices grabbed by the participant hand and without any interference by intrusive sensors. Additionally, the nature of the experiments with the devices requires the generalization of the classification model, which will ease the addition of templates for new movements to be included in future activities.
III. PATTERN GENERATION SYSTEM AND SHORT DURATION ACTIVITY CLASSIFICATION
As discussed in section II, most of the state-of-the-art works are focused on long duration activities (activities that are repeated over a relatively long period of time, e.g., walking and running). These works show that applying machine learning techniques and methods derived from them is feasible and offer good results. However, when the activities to be detected and classified are of short duration (i.e., activities in which the duration is constrained to a few minutes and the movements are not very repetitive), specific systems must be designed to extract each individual movement to study and classify them. The ultimate goal of these systems is ultimately the study of the behavior of the participants performing the activities (e.g., the degree of doubt when performing movements, dexterity evaluation and the speed of movement). In this section, we propose an autonomous system to obtain the pattern associated with a given movement, using a previous dataset of signals for the same movement. Moreover, with the pattern extraction method, we also construct a system for further detection and classification of movements that arise in any short duration activity performed with the sensorized devices.
The structure of the proposed system is shown in Fig. 1 . It is composed of a set of N modules that, for a given input signal, will extract an acceleration trend pattern using a set of specific attributes and parameters. The parameters used for each movement are different and are obtained in the previously proposed optimization phase.
Once the input signal patterns are extracted by each extraction module (composed of a specific preprocessor, a sequence extraction module and a pattern search module), there is a movement selection phase that determines the most probable set of performed movements and their location in the original signal.
A. ACCELEROMETER-BASED SIGNAL ANALYSIS FOR PATTERN GENERATION
The group of movements on which our proposal is focused is any action performed by a participant with a specially sensorized toy, e.g., raising it, putting it down or stacking it with others. The spectral analysis of these movements using accelerometer-based signals does not ease their classification using the regular state-of-the-art methods, given their short duration (just a few seconds) and the heterogeneity of the obtained measures. Using data from a 3-axis accelerometer, we compose a dataset of samples with three signals corresponding to an acceleration vector for each sample. An activity can be decomposed into a sequence of time-ordered movements. In the same way, each movement is decomposed into another ordered sequence of accelerations, representing the trajectory of the sensorized device in each period of time.
As discussed in section II, the drawback of many systems when used in playing activities is that the diversity of possible movements to detect is high and depends strongly on the activity. Therefore, it is important in this case to design a system that will automatically generate a new pattern for each new movement that must be classified. Our proposal is based on performing a study of the signals in terms of the growing or decreasing trends in the acceleration vectors. In the following section, we define and explain each module that composes the pattern generation system: the common preprocessor, the specific preprocessor and the sequence extraction.
1) COMMON PREPROCESSOR
The signals used in this work are obtained from sensors embedded in autonomous devices that generate and send the data to a receiver device using a wireless communications system. Regardless of the activity performed or the movements to classify, it is mandatory to first perform signal treatment to avoid obtaining misleading or invalid data. Possible occasional failures or saturation in the wireless communications system could lead to the loss of some data from the sensor. To mitigate this problem, in this module, we perform signal interpolation, using as the sampling frequency the one originally used in the device for the actual sampling.
This process guarantees a uniformly sampled signal to be further studied. In addition to this interpolation, we perform an analysis of the data on each axis, discarding possible incomplete signals or signals damaged by external interference. Finally, in this first preprocessing module, we use a calibration signal (obtained from the same device before the beginning of the activity) to remove sensor drift before analyzing the signal.
2) SPECIFIC PREPROCESSOR
When preparing signals for analysis, it is common to perform a smoothing operation to limit the number of samples that are too far from the signal tendency in each instant (probably caused by sensor read errors). Given the diversity of movements in the scenario, it is nontrivial to define the specific values to be used in the smoothing function. The specific preprocessor module has been designed to be dynamically adjusted to provide the best signal for further analysis. The module can be adjusted for each movement or set of movements. The next module extracts a pattern using the signal values. The data acquisition for the signals is performed using a fixed sampling rate, which is derived from the maximum sensor or device processing capacity. This sampling rate might not be the optimum value for each movement pattern extraction. For example, long duration movements with a bounded magnitude can be represented using ''large'' sampling periods, which would allow the use of fewer samples for the analysis. On the other hand, fast-varying signals need higher sampling rates. Therefore, after smoothing the original signal, we perform a new interpolation using a variable and movement-specific sampling rate.
3) SEQUENCE EXTRACTION
The specific goal of this module is to obtain a sequence of trends (defined as a set of labels) from a signal by analyzing the data from the accelerometer. Prior to the description of the proposed method, we need to define the data structures we are using:
• f (x) (1 x N ) is the set of acceleration values that compose the signal, where N is the number of samples in the signal.
• d(x) (1 x N ) is the set of acceleration difference values obtained using equation 1:
That is, each value of d(x) is the difference between the current acceleration value and the previous one.
• t(x) (2 x N −1) is the array that includes the signal trends for each sample of the original signal f (x). This array uses the following: -accelValues is an array containing all the possible trend categorization labels. For example, if we label positive acceleration with the number 1, negative acceleration with the number −1 and no acceleration with the number 0, accelValues would
value of the trend array must be one of the labels in accelValues exclusively. Additionally, three different threshold values are used during the sequencing algorithm to set the trend status changes as follows:
• zeroThreshold: If the variation between the absolute value of two consecutive samples is less than this value, then we consider there to be no acceleration. This threshold should only be applied to samples that are near the mean value of the signal.
• meanThreshold: If the absolute value of the mean of a subset of consecutive samples with different individual trends is above this value, then we consider all samples in the subset to follow the mean trend.
• repeatThreshold: If the division between the number of samples with the most popular trend in a subset of consecutive samples and the size of the subset is above this value, then we consider that all the samples in the subset follow the most popular trend. Having defined the data structures and variables to use in the algorithm, the steps of the algorithm itself are the following. The algorithm evaluates each sample in increasing time order from x = 1 to x = N , and i is the instant of the current sample being analyzed.
1) Classification of the instantaneous trend of the signal using the current acceleration value (f (x)) and the difference from its previous value (d(x)):
if accelValues = 1 0 −1 where 1 = positive acceleration 0 = no acceleration
Decision making about the current trend value to determine if it is definitive or conditional on the previous or future trend values. The trend analysis system has a ''stable'' status when all the previous trend values from t(i) are definitive.
If the system has a ''stable'' status:
is marked as definitive, and the system maintains a ''stable'' status.
-t(i) = currentTrend -We set the status of the system as ''not stable'' and store a pointer p to the value i. The value in t(i) is marked as not definitive (it can change in future iterations of the algorithm). If the system has a ''not stable'' status:
• A new array tempTrend is generated. This array is composed of the values from the samples between 2p−i and i. For example, in some instant i = p+1, the set of sample values that compose the array is the one shown in equation 2:
or as shown in equation 3:
-If the absolute value of the mean of the differences between time instants (d(x)) in the current tempTrend array are greater than meanThreshold, we update the trends using the equation 4 to calculate the mean value:
If tempMean > meanThreshold, using the tempMean value, the algorithm evaluates the global trend by following the conditions in step 1.
The resultant values are used to update every t(x) (2p−i x i) value. -If the division between the most popular trend in tempTrend and the size of tempTrend is greater than repeatThreshold, then the trends between t(2p−i) and t(i) are also updated using the mean value of tempTrend (tempMean). -In both cases, the pointer p is freed, and the system becomes ''stable'' again. -If none of the above cases is matched, the system maintains a ''not stable'' status, and the analysis is started for the next sample i + 1. If the size VOLUME 6, 2018
of the next tempTrend array is higher than the variable bufferSize, the pointer p is updated by one, and the first value in tempTrend (that is, t(2p − i)) is established as definitive. 3) Summarizing the t(x) array: Once the full signal analysis is complete, the size of t(x) is N −1 (N is the number of samples).
• A new process t(x) is carried out to delete consecutive equal trend values.
• After this process, the pattern in the summarized trend changes is obtained.
B. PATTERN GENERATION ALGORITHM ATTRIBUTE OPTIMIZATION
The system described in section III-A uses 10 input parameters to perform the pattern extraction process, in addition to the signal to analyze. Three of them are preset attributes that depend on the characteristics of the device where the data were obtained. The other seven are signal-dependent variables. Some of the input parameters have already been defined in section III-A; in the following, we classify them and define those not previously mentioned.
• Attributes: -samplesMean: The mean value for each acceleration sample on each axis of the analyzed signal. -sampleRate: The sampling rate used in the device from which the data are sampled. -accelValues: Numeric values identifying each acceleration trend.
• Variables:
-bufferSize: The maximum size of consecutive samples that can have a non-definitive status during the pattern extraction process. -order: Used in the specific processor as a parameter for the Savitzky-Golay filter [69] , a digital filter used for signal smoothing. It specifies the order of the filter. -framelen: Another parameter for the Savitzky-Golay filtering process. It specifies the frame length used in the filter. -optSampleRate: Used in the specific processor as the resampling rate. Its goal is to reduce the number of total samples to simplify the pattern extraction process. -Thresholds: zeroThreshold, meanThreshold and repeatThreshold, as defined in section III-A. Because the movements to analyze can differ greatly in time and space, a very specific variable configuration is likely required for the pattern extraction. This configuration can be composed of virtually infinite combinations because most of the variables are real numbers (R). To solve this category of problem, iterative optimization fitness-based algorithms can be useful. Evolution algorithms, more specifically genetic algorithms, are suitable for application to this type of problem. In this section, we define the proposed fitness function for the optimization of the variables of the pattern detection system for each movement, as shown in Fig. 2 . The primary goal of the pattern extraction system is to define a method that, given an acceleration-based signal, outputs the same pattern (a sorted sequence of acceleration trends) for the same movement, even if the movement is performed at different speeds or by different people. Therefore, the goal of the algorithm presented in Fig. 2 is to obtain the optimum parameters for the pattern extraction system in terms of the equality of the patterns obtained for a movement. That is, if we obtain the same pattern for a set of signals depicting the same movement, we can conclude that the parameters are optimum.
A fitness function is defined to validate the patterns generated by a set of M input signals for a given movement N (the dataset of the movement N). Each of these signals is processed individually using the system proposed in section III-A (common and specific preprocessors and sequence extraction). The attributes and variables used for the pattern are fixed for each iteration of the genetic algorithm and used by the sequence extraction process to obtain a pattern for the signal. At the end of the iterations, the function obtains M patterns for M signals. Then, the ''pattern ranking'' module compares each pattern with the other patterns and sorts them from higher to lower occurrence. The fitness function returns two values: The first one is the pattern in the top of the sorted list (the pattern with more occurrences in the iteration), and the second one is the fitness value, obtained as the difference between the total number of signals M and the number of occurrences of the returned pattern. This means that if for every signal, the method obtains the same pattern, then the function will return a fitness value = 0. The genetic algorithm tries to minimize the fitness value.
The crossover function used for the genetic algorithm is based on the random selection of genes from each parent. The mutation function adds a random number from a Gaussian distribution.
Finally, there are some restrictions on the variables used as input to the fitness function. These restrictions must be defined prior to the execution of the algorithm. The restrictions for each variable are as follows:
• bufferSize: The minimum value for this variable is three samples. This is because if the system cannot make a definitive decision about a sample, it must at least compare the value with the ones for the previous and next samples. The maximum value for the buffer for ''non-definitive'' samples to evaluate in each iteration must always be less than the total number of samples. Additionally, the size of the buffer must be limited to simplify the decision-making process; if the buffer is overly large, the algorithm might run over the whole signal without making any definitive decision. We have set this value to 10% of the mean size of the input signal samples.
• order and framelen: Following the specifications of the Savitzky-Golay filtering, ''the polynomial order, order, must be less than the frame length, framelen, and in turn framelen must be odd. If order = framelen-1, the filter produces no smoothing'' [70] .
• optSampleRate: This variable must be lower than or equal to the sampling rate of the original signal. In a similar way, we have set a minimum rate of 10 Hz.
• zeroThreshold, meanThreshold and repeatThreshold: These variables can take any value in R, but to favor convergence of the algorithm, we have limited the thresholds based on the calibration values obtained from the devices.
C. MOVEMENT CLASSIFICATION METHOD BASED ON THE PATTERN GENERATION ALGORITHM
After defining the pattern generator and the parameter optimization process, in this section, we show the full system behavior and describe the decision-making method for determining the final set of movements composing a given acceleration signal. This part of the system can be divided into three primary phases. The first one oversees the generation of patterns and input variables associated with a given movement. The second one is composed of as many sets of modules (specific preprocessor, sequence extraction and pattern search) as activity signals to analyze. The final phase is a classification system, which determines the set of movements composing the original input signal using the partial results of the independent signal analysis for each movement.
1) PHASE 1: PATTERN ACQUISITION FOR A MOVEMENT
For the system to acquire the pattern of a certain movement, a representative dataset must be used. These data consist of a set of signals generated by the repetition of one movement by different people. The diversity of the signals is essential to obtain a valid movement pattern and the optimum associated variables.
This dataset will be used in the genetic algorithm, defined in section III-B. After the algorithm finishes execution and converges by returning fitness values near or equal to zero, the returned pattern and the variables used are stored.
This process is repeated for each movement or activity to classify, obtaining a set of N tuples of patterns and variables.
2) PHASE 2: PARALLEL PATTERN SEQUENCE EXTRACTION
The input signal is preprocessed as described in section III-A. Then, in this phase, the output of the common preprocessing module is used as input to each specific pattern generation module for each movement. This generates the sequence composed of values of acceleration trends (sequence extraction module) using each optimized parameter set for each module, thus easing the pattern search module task. It searches in the trend sequence for any total or partial coincidence with the pre-obtained movement pattern. An example of this process is shown in Fig. 3-a, where there is a sequence of trends (0, 1 or −1 values) associated with an acceleration signal.
The output of the pattern search module will be an array containing a number of samples dependent on the optSampleRate parameter, but keeping the time values of the original signal. The values of the array will be 1 or 0 depending on if each sample is coincident with the movement pattern or not, respectively. In addition to this label, the confidence value of the detection is stored. This value depends on the coincidence degree between the pattern and the set of samples: If the coincidence is complete, the value will be 1, and if there is partial coincidence, the value will depend on the number of coincident samples with respect to the size of the pattern. Following the previous example, the confidence values for each pre-detected movement (each line represents a different type of movement) is shown in Fig. 3-b .
Once this phase is complete, the system will include an array of possible movements for each analyzed movement.
3) PHASE 3: FINAL SELECTION OF MOVEMENTS
The final decision process is performed using the features of the original signal and the partial decisions for each individual movement search.
In this phase, the specific preprocessor module performs two tasks: The first one is an interpolation of each of the N resultant arrays from the previous phase to obtain a common number of samples. For this interpolation, the inverse of the optSampleRate parameter is used on each signal, obtaining the original sampling rate. The second task consists of comparing each array of partial results to choose the final movement for each case. For this decision-making process, two factors are taken into account:
• If two movements are detected, the system chooses the one with the highest confidence value.
• If the confidence value is equal for both decisions, the system will choose the one with a longer pattern. When this phase is complete, the system presents an output signal of equal size (in terms of the number of samples and time) to the original signal and labeled differently for each detected movement, as shown in the example in Fig. 3-c. 
IV. SETUP AND EXPERIMENTS
To validate our method, we implement each module defined in the previous sections, and we have designed a set of experiments for its evaluation and comparison with related techniques.
A. IMPLEMENTATION AND SETUP
For data acquisition, we designed a system based on the devices described in [12] and a custom receiver device. The devices incorporate various sensors, including an MPU-9150 9-axis accelerometer/gyroscope/magnetometer.
Using this sensor, we send and store the 3-axis acceleration data to the receiver device through a radio-frequency wireless communication system using a sampling rate of 50 Hz.
The receiver has been programmed to work in two different ways, depending on how we are going to use the obtained data. For the acquisition of data from complete activities composed of a certain number of movements, we store the data as they are received, in a single file. For the acquisition of data for the training of the system, the signal to be used in the pattern generation module is isolated for each movement. To achieve this, we have implemented a movement detection system in the receiver, based on a previous calibration, to store samples for each movement separately in isolated files.
For the evaluation of our method, we implemented it along with two other methods based on machine learning techniques (specifically, we built a quadratic support vector machine model) and on a signal similarity search process (using functions to determine the distance between signals). All the systems were developed using MATLAB R2018a. The implementations are described in the following sections.
1) SIGNAL SIMILARITY SEARCH (FIND SIGNAL)
This technique is based on the locations of segments of samples in a signal that are near a previously set reference signal. To achieve this, the squared Euclidean distance between each segment of samples and the signal is calculated, and if the distance between them is small enough, the initial and final coincident samples are returned. The findsignal function of MATLAB [71] performs these calculations and returns the coincidences and the calculated distance.
Although this method is feasible for the location of signals of a certain type, it cannot classify different signals from different movements, which is the goal of our method. To solve this and to obtain a classification system, we generate a reference signal for each of the movements to detect using the mean signal from all the isolated signals obtained in the data acquisition process. When we have repeated the similarity search process for each movement, there are as many detected signal arrays as movements we are classifying.
Because the similarity search is an independent process in each case, it is possible that the same data samples are selected for more than one type of movement. In this case, the system selects the movement with the lowest calculated distance between the sample and the reference signal. Once this process is performed, there is a single array of samples labeled as one of the possible movements.
One important drawback of this approach is that the system cannot determine a priori the number of movements to find in the input data. This must be set as a parameter of the findsignal function, or alternatively, a maximum distance threshold must be set.
2) QUADRATIC SUPPORT VECTOR MACHINE (QUADRATIC SVM)
As discussed in section II, many studies on activity detection are based on the application of machine learning techniques. Therefore, it is important to compare our method with existing approaches. The current techniques are based on the extraction of a set of relevant features to train a model that will then be applied to new data to classify different classes into different categories.
Using the dataset of isolated signals, we select a set of time-domain and frequency-domain features. We develop an extraction function for each signal, which is then labeled according to the movement to which it belongs. The selected features in the time domain are the mean, the maximum and minimum values, the standard deviation, the skewness, the kurtosis, the mean absolute deviation (MAD), the entropy and the highest peaks of the signal. In the frequency domain, we select the highest peaks of the fast Fourier transform (FFT) of the signal as well as their frequencies and the results of the complex cepstral analysis (CCEPS).
Using the arrays of labeled features, we apply the training dataset to a set of the most-used supervised learning algorithms to determine the best approach for our case. For the validation of each algorithm, we perform a 5-fold cross-validation process.
We tested different tree-based algorithms (fine, medium and coarse), support vector machines (linear, quadratic and cubic) and K-nearest neighbors (fine, medium and coarse), among others. From the comparisons, we selected the model with the highest validation accuracy, i.e., the quadratic vector machine, with 95.3% accuracy.
Although the model has high accuracy when validated with isolated signals, for our goals, it was necessary to develop a method to apply it to a continuous signal composed of various movements. In a first approach, we divided the input signal into a set of fixed-size sample sets (the mean number of samples that compose a movement was used as the size) that could be overlapped or isolated. The sample sets were then fed into the SVM model, and a movement classification would be returned for each set. This approach resulted in very poor performance. The system did not accurately determine which part of the signal was a movement.
Therefore, we performed previous movement detection using a calibration-based system similar to the one used for the training data acquisition. Using this detection method, the beginning and end of a movement were determined with acceptable accuracy. Consequently, we used the samples between these two values as input for the classification model.
3) PROPOSED SOLUTION
Finally, the solution described in section III was implemented and jointly tested with the signal similarity search and SVM methods. Our method takes the isolated single movement signal dataset as input for the ''training'' of each pattern generation module and optimizes them using the genetic algorithm with the fitness function defined in III-B. As a result, we obtain a set of pattern extraction modules (one for each movement to classify), and the output of each one is used in the movement classifier to determine the sequence of movements performed during the experiments.
B. DESCRIPTION OF THE EXPERIMENTS
After all the implementations were completed and tested, a set of experiments was defined to compare the performance of each system. First, we acquired enough training data to feed the three compared systems. We selected three different movements, shown in Fig. 4 : • ''Up'' movement ( Fig. 4-a): 1) It starts with the device laying stable on a surface. 2) Then, there is a vertical movement from the surface into the air of approximately 20 or 25 cm. 3) The movement ends when the device stays stable in the air for a short period of time (approximately 0.2 s).
• ''Down'' movement ( Fig. 4-b ):
1) It starts with the device stable in the air, approximately 20 or 25 cm vertically from a surface. 2) Then, there is a vertical movement from the air position and onto the surface. 3) The movement ends when the device stops at the surface.
• ''Stack'' movement ( Fig. 4-c): 1) It starts with the device laying stable on a surface. 2) Then, there is an arch-like movement from the surface to another surface, which can be at the same or a different elevation. 3) The movement ends when the device stops at that surface. To obtain a reliable dataset for each movement, we asked 5 different people to perform these movements repeatedly using the device, storing the isolated signals for each of the movements. At the end of this process, we gathered 300 signals per movement.
These 900 signals were then used as input to the systems in the comparison, i.e., they were used as reference signals for the signal similarity search method, as training data for the SVM model, and as input for the construction of the optimum patterns for each movement in our method.
The proposed system used these reference signals to obtain the reference patterns for each movement type. As described in section IV-A.3, each set of 300 signals was used as input data for the optimization function described in section III-B. The results obtained for each variable and each movement type are shown in Table 1 . From the optimized values for each movement type, the reference patterns used in the next phase of the proposed system were obtained. In this case (1 = positive acceleration, 0 = no acceleration, and −1 = negative acceleration), the reference patterns are as follows:
After this training data acquisition phase, we defined the following experiments:
• Experiment 1: A single isolated signal of each type of movement (''Up'', ''Down'' and ''Stack'') is obtained from the device and then tested in each one of the classifiers.
• Experiment 2: A set of continuous movements of each type is performed with the device, and the resultant sequence is tested in each of the classifiers. Up and down movements are combined into one sequence in this experiment, as it is easier for the experiment participants to perform one down movement after each up movement.
• Experiment 3: A sequence of movements combining up, down and stack movements is performed with the device and tested with each classifier. For each experiment, a visual inspection of the signal was performed to manually determine the beginning, end and type of each movement, enabling us to compare the accuracy of each method with the ''ideal'' classifier.
V. RESULTS AND DISCUSSION
This section describes the results obtained after carrying out the three experiments defined in section IV-B with the selected classification methods described in sections IV-A.1, IV-A.2 and IV-A.3.
To perform a correct evaluation of the results, it is important to first determine the reference ideal result values for each case. In Table 2 , we show, for each experiment, the types of movements to detect and the number of movements to detect.
In Table 2 , the ''Optimal detection'' column shows the exact number of movements of each type that should be detected to consider an experiment completely successful.
In Figs. 5, 6 and 7, we show the obtained results for each experiment in a graphical manner, and the numerical results are listed in Table 3 , including the previously defined factors to ease discussion of the results and the conclusions.
The number of movements in each case is not the only factor to consider. Accuracy, in terms of time coincidence and duration of the optimal movement, is also important. To consider these factors, we have included two extra evaluation parameters in Table 3: • Error Rate: This is defined in equation 5 as the relation between the erroneous detection of movements (i.e., the number of movements detected by the classifier that do not correspond with the real type or position of the performed movement) and the number of correctly detected movements:
Error Rate = Detection errors Detection hits (5)
• Distance: We determine the distance as the absolute value of the differences between the time instants of the beginning and end of the real and detected movements divided by the duration of the real reference movement, as shown in equation 6:
where t bd and t br are the beginning time values for the detected and real movements, respectively, and t ed and t er are the corresponding ending instants. Because the experiments are composed of a sequence of movement types, we gather all distance values into a single mean value and its standard deviation from the set of correctly detected movements. In this way, we obtain an error rate to evaluate the accuracy of the movements that have been correctly detected.
For each classifier evaluated, we obtain the following results:
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Regarding the distances to the real reference values in the movement, the results are highly diverse, from average distances over 1 (which means that the size and position of the detected movements are more than one unit different from the real movements) to much more accurate results, such as the distance obtained in Experiment 3 (0.2203).
• Quadratic support vector machine: This method is highly accurate when it is used with isolated movements such as the ones used in Experiment 1. Nevertheless, the results are very different when the model is used with sequences of movements (Experiments 2 and 3). For these sequences, there is a high error rate and high variability in the accuracy of movement detection, which makes the system unreliable.
• Proposed solution: The classifier proposed in this paper obtains a 0 error rate for all three experiments. The mean distance values are slightly higher in some cases using this method; however, this is explained by the absence of detection errors, which implies that the distance is calculated over every detected value. The mean value is stable when analyzing the results of each experiment. The highest value is 0.3701 (which means that the detected movement is 37.01% away from the size and mean position of the real movement). Finally, the standard deviations calculated for each distance are lower than those in the other methods, which indicates that the detected movements are near the real movements in terms of size and position. Analysis of the acceleration signals and their correspondence with the actual performed movements, combined with the results obtained for each classifier, enables the following assessments:
• The signal similarity search method requires the previous selection of a number of signals to be searched in the input sequence and/or a distance threshold to determine when the distance between the original and actual signals is valid. This process leads to an ''overstimulation'' of the classifier, which then identifies and returns an excessive number of erroneous movements.
• An additional movement detection system is required for the classifier based on the quadratic support vector machine mode because the classifier cannot perform the required task correctly prior to the classification process. The detection method assumes that each movement starts and ends at an acceleration value close to 0 (the minimum acceleration value after normalizing the acceleration values to remove gravity using the calibration data). This system yields acceptable values for the start and stop of movements in some of the evaluated movements but shows important flaws when the movements do not start or end abruptly (e.g., slow movements where the slope of the acceleration or deceleration curve is small).
• ''Stack'' movements are partially composed of an ''Up'' and a ''Down'' movement. This produces erroneous classifications in both the signal similarity search and quadratic support vector machine methods, where a pair of ''Up'' and ''Down'' movements is detected when a ''Stack'' movement is performed. In many cases, these methods cannot make the correct classification decision. Our proposed method, however, is the only classifier to identify each type of movement correctly.
• The method we propose is the only one among those evaluated that does not require a priori knowledge of the number of movements performed in the input signal. It also does not require an additional start and stop of movement detector.
• Our method is the only classifier able to identify and classify every movement correctly in the three performed experiments.
VI. CONCLUSIONS
In this paper, we have described a novel methodology for the detection and classification of movements in playing activities or short duration games. Following the goals described in section I, we conclude the following:
• The system developed by following the proposed methodology successfully detects the beginning and the end of the movements. It also classifies the types of movements in signals composed of isolated movements as well as in signals composed of series of movements (section III).
• The proposed optimization system in section III-B obtains the tuple of optimum variables and the pattern for the further detection of a type of movement. The utility of the optimization system is shown in 1, illustrating that the variables used for analyzing a signal depend on the type of movement searched.
• The experiments defined and carried out in sections IV and V verify the soundness of the developed system.
• The results of the experiments presented in V show the advantages of the proposed method compared with two well-known methods for the search and classification of human activities. Finally, the promising results obtained in this work enable us to define future lines of work, such as the creation of movement trend arrays based on information from other types of sensors (gyroscopes, light sensors, etc.). Another possible future line of work is the generation of more complex patterns composed of a combination of simple patterns to detect more complex movements.
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