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Abstract
In this paper we examine the problem of reconstructing a discrete two-dimensional set
from its two orthogonal projection (H, V ) when the set satisfies some convexity conditions.
We show that the algorithm of the paper [Int. J. Imaging Systems and Technol. 9 (1998)
69] is a good heuristic algorithm but it does not solve the problem for all (H, V ) instances.
We propose a modification of this algorithm solving the problem for all (H, V ) instances,
by starting to build the “spine”. The complexity of our reconstruction algorithm is O(mn ·
log(mn) · min{m2, n2}) in the worst case. However, according to our experimental results,
in 99% of the studied cases the algorithm is able to reconstruct a solution without using the
newly introduced operation. In such cases the upper bound of the complexity of the algorithm
is O(mn · log(mn)). A systematic comparison of this algorithm was done and the results show
that this algorithm has the better average complexity than other published algorithms. The way
of comparison and the results are given in a separate paper [Linear Algebra Appl. (submitted)].
Finally we prove that the problem can be solved in polynomial time also in a class of discrete
sets which is larger than the class of convex polyominoes, namely, in the class of 8-connected
convex sets. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
The problem of the reconstruction of discrete sets from their projections has been
studied in discrete mathematics (see, for example, [9,16]) and applied in several
areas like image processing [17], biplane angiography [15], electron microscopy
[8,19] and others. One of the most intensively studied cases is the reconstruction
of two-dimensional discrete sets (like lattice points or equivalently, binary matrices
or patterns) from two (usually horizontal and vertical) projections. Due to Ryser [16],
existence and uniqueness results are known and also reconstruction algorithms have
been published. Since the number of solutions can be very high in the general case,
the reconstruction of special sets/matrices has been posed in several applications.
Accordingly, there are algorithms to reconstruct sets having some convexity and/or
connectivity properties [3,18]. Among them the one [3], which is suitable for recon-
structing convex polyominoes, is especially interesting, because it can find a solution
in time O(m4n4), where m and n denote the sizes of the discrete space containing the
solutions. In [4] the authors propose a heuristic algorithm which finds a solution in
this class in time O(m2n2) and their conjecture is that it is able to reconstruct any
convex polyomino. In every other studied class of polyominoes and convex sets the
computational complexity of the reconstruction is NP-complete [3,21].
In this paper we show that the conjecture in [4] is not true, since there exist several
polyominoes with the same projections but the algorithm halts without reconstruct-
ing any polyomino. By means of a new property of the polyominoes of this special
class, we define an algorithm similar to the previous one, but such that it decides if
there is a convex polyomino having projections (H, V ) for all (H, V ) instances. The
complexity of this new version is O(mn · log(mn) · min{m2, n2}).
Chrobak and Dürr [6] published a reconstruction algorithm. Although this algo-
rithm is formally elegant, the concepts on which it is based have been just introduced
in [3]. It works in time O(mn · min{m2, n2}) so that it is faster than our algorithm
in the worst case. In Section 4, we give the results of our experiments showing that
in most cases (99%) our algorithm is able to find a solution without “choosing the
position of two opposite feet”, so decreasing the running time. This time has O(mn ·
log(mn)) as upper bound.
During the writing of this paper an algorithm was published for reconstructing
convex polyominoes [10]. This algorithm has similar steps but in a different order,
which is very important from the viewpoint of average complexity. The critical point,
“choosing the position of two opposite feet”, is used only if there is no way to find
a solution, in our case. A systematic comparison of this algorithm was done and
the results show that this algorithm has the better average complexity than other
published algorithms. Furthermore, according to our opinion, there are no proofs in
his paper that if we have selected feet, then there is at least one cell in each column
between selected feet’s positions. We are proving also this case.
Finally, we generalize the results obtained for a class of discrete sets which is
larger than the class of convex polyominoes. This class can be easily derived from the
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convex polyominoes by changing the property of 4-connectedness with the weaker
8-connectedness (polyominoes are 4-connected). The reconstruction can be solved
still in polynomial time for this class of discrete sets.
2. Definitions and notations
Consider the integer lattice Z2. The points of Z2 will be also called cells. The
non-empty finite subsets of Z2 are called discrete sets in this paper.
First, we introduce some definitions, which allow us to characterize discrete sets.
The 4-neighbours of a cell (i, j) ∈ Z2 are the cells
(i − 1, j)
(i, j − 1) (i, j + 1)
(i + 1, j)
A sequence of points (i0, j0), (i1, j1), . . . , (in, jn) is called a 4-path if (ik−1, jk−1) is
a 4-neighbour of (ik, jk) for all k = 1, 2, . . . , n. If for any pair of cells of a discrete
set S there is a 4-path connecting them, S is 4-connected (see Fig. 1) and we say
that S has the property p4 .
The ith row and the jth column of a non-empty discrete set S are the intersection
of S with (i × Z) and (Z × j), respectively, for i, j ∈ Z. A discrete set is horizon-
tally convex if its rows are 4-connected and similarly, it is vertically convex, if its
columns are 4-connected. We indicate these properties by h and v, respectively. A
discrete set is convex if it has the properties h and v. Fig. 2 shows some examples of
4-connected discrete sets having different kinds of convexity or no convexity at all.
Without loss of generality, we can suppose that the discrete setS to be studied has
non-empty rows for i = 1, 2, . . . , m and non-empty columns for j = 1, 2, . . . , n, ex-
actly. The positive integersm  1 and n  1 denote the number of rows and columns
of S, respectively.
Let us denote the vector of row projection (or horizontal projection) of S by
H = (h1, h2, . . . , hm), where hi  1 is the number of cells of S in the ith row,
1  i  m, and the vector of column projection (or vertical projection) of S by
V = (v1, v2, . . . , vn), where vj  1 is the number of cells of S in the jth column,
Fig. 1. (a) A set which is not 4-connected. (b) A 4-connected set.
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Fig. 2. (a) A 4-connected but neither horizontally nor vertically convex set. (b) A 4-connected horizon-
tally convex but vertically not convex set. (c) A 4-connected convex set.
Fig. 3. A 4-connected convex discrete set, its horizontal and vertical projections H and V and their
cumulated sums Hi and Vj .
1  j  n. From the sizes of the vectors of the projection-pair it follows that S is
contained in the discrete rectangle
R = {(i, j): 1  i  m, 1  j  n}.
Our aim is to reconstruct a 4-connected convex set from the projection-pair (H, V ),
where H ∈ Nm and V ∈ Nn (N denotes the set of positive integers). We say that
(H, V ) is satisfiable in the class (p4, h, v) if there is a 4-connected convex set S
such that it has the projection-pair (H, V ) (see Fig. 3).
Our reconstruction problem can be formulated as follows.
Instance: Two vectors H = (h1, . . . , hm) ∈ Nm and V = (v1, . . . , vn) ∈ Nn.
Question: Is the pair (H, V ) satisfiable in (p4, h, v)?
We wish to point out that Woeginger [21] proved that this problem in the class of
horizontally and vertically convex sets (i.e., in the class (h, v)) is NP-complete.
3. The heuristic algorithm
In this section, we present the main steps of the heuristic algorithm defined in [4].
The columns ofS that have elements in the first row of the rectangle R are called the
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north foot of S and it will be denoted by PN. The column indices of PN determine
an interval:
{nf, nf + 1, . . . , n}, 1  nf  n  n.
Similar definition can be given for the south foot, PS, taking the columns of S that
have elements in the last row of R. The corresponding column indices are
{sf, sf + 1, . . . , s}, 1  sf  s  n.
Furthermore, the east and west feet PE and PW can be defined analogously, having
row indices
{ef, ef + 1, . . . , e}, 1  ef  e  m
and
{wf, wf + 1, . . . , w}, 1  wf  w  m,
respectively (see Fig. 4). For example, in the case of the 4-connected convex set S
shown in Fig. 3, the foot positions, that is the row and column indices of the feet, are
nf = 1, n = 1, sf = 7, s = 9, wf = 1, w = 2, ef = 5, e = 6.
Consider now the cumulated sums of the row and column projections:
H0 = 0, Hk =
k∑
i=1
hi, k = 1, . . . , m,
V0 = 0, Vk =
k∑
i=1
vi, k = 1, . . . , n,
(see Fig. 3). The condition:
m∑
i=1
hi =
n∑
j=1
vj . (1)
Fig. 4. The feet, PN, PS, PW and PE, of a 4-connected convex set S.
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is necessary for the satisfiability of the projection-pair (H, V ) in any class of discrete
sets. Let us denote the common total sums of the row and column projections by A.
The spine of a 4-connected convex set S, denoted by Sp, is the set of cell (i, j)
in rectangle R satisfying at least one of the following conditions:
(nf  j  s or wf  i  e) and Vj  Hi−1, Hi  Vj−1, (2)
(sf  j  n or ef  i  w) and Hi  A− Vj ,A− Vj−1  Hi−1.
In [4], the authors proved that Sp ⊆S (see Fig. 5). Therefore, if we know the foot
positions ofS, we can determine the setSp from (H, V ). From the definition of 4-
connected convex set we have that two pairs of consecutive (according to clockwise
ordering) feet have a non-empty intersection. Otherwise, it is easy to check that if
PN ∩ PW = ∅ and PN ∩ PE = ∅,
then we obtain vertical disconnections in certain rows of the discrete set S. There-
fore,
(PN ∩ PW /= ∅ ∧ PS ∩ PE /= ∅) ∨ (PN ∩ PE /= ∅ ∧ PS ∩ PW /= ∅). (3)
On the basis of this condition we can say that there are two possible cases:
Case 1. PN ∩ PW = ∅ and PS ∩ PE = ∅,
Case 2. PN ∩ PE = ∅ and PS ∩ PW = ∅.
We say that the four feet, PN, PW, PS and PE determine an allowed foot position
if Case 1 or Case 2 is satisfied. The following four foot configurations can arise:
1. PN is to the left of PS (i.e., nf  s) and PW is to the north of PE (i.e., wf  e),
2. PN is to the left of PS (i.e., nf  s) and PW is to the south of PE (i.e., ef  w),
3. PN is to the right of PS (i.e., sf  n) and PW is to the north of PE (i.e., wf  e),
4. PN is to the right of PS (i.e., sf  n) and PW is to the south of PE (i.e., ef  w).
Fig. 5. The spine Sp of a 4-connected convex set.
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Given a pair of vectors (H, V ), the heuristic algorithm starts by selecting one of
the possible foot configurations and determining foot limitations (see [4]). The results
of the computation of the foot limitations are generally two intervals containing the
possible column and row indices for each foot. For example, if foot configuration 1 or
2 is supposed, then the resulting intervals of the north and south feet are [1, . . . , lN ]
and [rS, . . . , n], respectively, such that 1  lN  rS  n and
PN ⊆ [1, . . . , m] × [1, . . . , lN] and PS ⊆ [1, . . . , m] × [rS, . . . , n]. (4)
(If foot configuration 3 or 4 is supposed, then the resulting intervals of the north and
south feet are [rN, . . . , n] and [1, . . . , lS], respectively, such that 1  lS  rN  n
and PN ⊆ [1, . . . , m] × [lN, . . . , n] and PS ⊆ [1, . . . , m] × [1, . . . , rS].) For exam-
ple, in the case given in Fig. 6, lN = 7, rS = 16.
It follows from (2) that, if there is a solution S satisfying foot configuration 1,
then the cells having the properties
lN − h1 + 1  j  rS + hm − 1 and Vj  Hi−1, Hi  Vj−1 (5)
belong to the spine Sp. So, a subset S′p of Sp can be determined simply from the
knowledge of lN and rS. We proceed in the same way for the rows and deduce some
limitations of the positions of feet PW and PE.
We wish to point out that selecting a foot configuration means that one of the
four foot configurations is selected, but no choice about the positions of the feet is
given. Then, according to the computed foot limitations, the algorithm determines
only a subset S′p of the spine. This operation will be called partial sum operation
(see Fig. 6).
Fig. 6. Determination of the set S′p by the partial sum operation (assuming foot configuration 1). The
black cells denote the elements of Sp .
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After the partial sum operation the algorithm approaches, iteratively, a 4-connect-
ed convex solution S by two finite sequences of discrete sets. The first sequence
is increasing and its elements are supposed to be the subsets of S. They are called
kernels and denoted by {αk}, where k denotes the index of iteration. The second
sequence is decreasing and its elements are supposed to contain S. They are called
shells and denoted by {βk}. As initial kernel and shell let us select the subset of the
spine (determined on the base of the selected foot configuration) and the discrete
rectangle R, respectively (i.e., α1 =S′p and β1 = R).
Having the initial kernel and shell, the algorithm reduces the shell and expands
the kernel by performing the so-called filling operations (see [3]).
These operations are performed on R row by row and then column by column.
We distinguish them into “connecting operation” and “coherence” operations. Infor-
mally, if the intersection of any kernel (shell) and the row is not connected, then the
connecting operations connect the two components of the kernel (shell) in the row
by adding cells to the kernel (or deleting cells from the shell). This can be done,
because the set to be reconstructed is horizontally and vertically convex. Moreover,
the coherence operations exploit both the property of convexity of the set and the
knowledge of the projections. We describe these operations by means of an example,
while we refer the interested reader to [3] for the formal definition.
Example 1. Let us denote the ith row by Ri , the cells of βk in Ri by 1 and the cells
of βk − αk by ?. We perform the filling operations on
Ri = 0?1?1???0??0
iteratively. At first the connecting operations add the cell (i, 4) to the kernel, and
delete the cells (i, 10), (i, 11) from the shell:
Ri = 0?111???0000.
Suppose that the projection on Ri is 5. The coherence operations add the cell (i, 6)
to the kernel, and delete the cell (i, 8) so that we obtain
Ri = 0?1111?00000.
No further changes are produced by repeating the application of the filling opera-
tions.
The application of the filling operations supposes only that the rows of S are
horizontally convex and the columns ofS are vertically convex, so these operations
can be used for reconstructing (either 4- or 8-connected) convex sets. The filling
operations are used iteratively until αk ⊂ βk or the sets αk and βk are invariant with
respect to the filling operations.
This heuristic algorithm can be described as
Input: The vectors H ∈ Nm and V ∈ Nn.
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Output: 4-connected convex set(s) having projections H and V (if there is such a
solution).
Check if (1) is true.
Compute the cumulated sums Hi and Vj for i = 1, . . . , m and j = 1, . . . , n.
Repeat for all four foot configurations.
{
Compute the foot limitations.
Perform the partial sum operations.
Repeat until α ⊂ β or (α and β are invariant).
{
Perform the filling operations.
}
If α = β and they are 4-connected convex sets, then S := α is a solution.
If α ⊂ β and α is a 4-connected convex set, the length of the jth column
of β is smaller than 2vj for all j = 1, . . . , n and the length of the
ith row of β is smaller than 2hi for all i = 1, . . . , m, then link the
reconstruction problem to 2SAT [4];
}
In [4] the authors had the conjecture that after a finite number of iteration steps
we have one of the following three cases:
1. αk ⊂ βk or (αk = βk and αk is not a 4-connected convex set).
2. αk = βk and αk is a 4-connected convex set.
3. αk ⊂ βk , and the length of βk in the ith row (jth column) is not greater than 2hi
(2vj ) for all i ∈ {1, . . . , m} (j ∈ {1, . . . , n}).
Fig. 7. Situation when the heuristic algorithm is not able to reconstruct a solution. During the iterations
we reach a situation when αk ⊂ βk . They are invariant with respect to the filling operations, and every
column and row of the kernel is 4-connected, but there are rows and a column, in which the kernel has no
element.
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In the first case we choose another foot configuration and repeat the partial sum
and filling operations with the new foot configuration (we note that there are only
4 foot configurations). In the second case αk = S and so there is at least one 4-
connected convex set that satisfies (H, V ) (we just reconstructed one of them). In
the third case, we link our problem to the 2-Satisfiability problem (which can be
solved in time O(mn) [1,3]).
Unfortunately, this conjecture is not true and we are going to show a counterex-
ample of this assertion (see Fig. 7).
Example 2. Let H = (2, 6, 6, 5, 5, 2) and V = (1, 3, 5, 5, 4, 4, 2, 2) and assume
that PS is to the left of PN and PE is to the north of PW. By performing the heuristic
algorithm we obtain: αk ⊂ βk , the first column of βk is longer than 2v1, and the first
row of βk is longer than 2h1. Therefore the algorithm in [4] is not yet able to decide
if there is a 4-connected convex set S that satisfies (H, V ). We observe that there
exist two solutions of this problem.
The counterexample shows that the algorithm in [4] does not solve the problem for
all (H, V ) instances. In order to find a solution, even in such cases, another operation
has to be performed. We are going to illustrate a property that allows us to define this
operation.
4. New algorithm
4.1. Properties of the spine
Let us assume that PN is to the left of PS. Then let NS be the set of cells (i, j) of
R such that nf  j  s, Vj  Hi−1 and Hi  Vj−1.
Proposition 4.1. The set NS ∪ PN ∪ PS is 4-connected and it has at least one cell
in each row of R.
Proof. From Eq. (1) we know that for each column index j there are row indices dj
and uj such that:
Vj  Hi−1 for each i  dj and Vj < Hdj , (6)
Hi  Vj−1 for each i  uj and Huj−1 < Vj−1. (7)
From Eq. (6) it follows that, if i = dj , then
Hi = Hdj > Vj > Vj−1
and so i  uj . That is, uj  dj which means that NS has at least one cell in the jth
column. Since Vj  Hi−1 and Hi  Vj−1 if and only if uj  i  dj , the jth column
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Fig. 8. The spine of a 4-connected convex set.
of NS is 4-connected (the cells (uj , j) and (dj , j) are the upmost and lowest cells
of this column, respectively, see Fig. 8).
From Eqs. (6) and (7) it follows that
dj  dj+1 and uj  uj+1
for 1  j  n− 1. We now prove that two consecutive columns ofNS are 4-connec-
ted, that is, dj  uj+1. To prove it, consider the row index i = dj . Replacing it into
Eq. (6), we get Vj  Hdj . On the basis of Eq. (7) it means that i = dj  uj+1.
Therefore, NS ∪ PN ∪ PS is a 4-connected convex set having at least one cell in
each row of R. 
If PN is to the right of PS, then let NS be the set of cells (i, j) of R such that
sf  j  n, Hi  A− Vj and A− Vj−1  Hi−1. It can be proved analogously that
Proposition 4.1 is true also in this case.
Consider now the east and west feet. Let us assume that PW is to the north of PE.
Then let WE be the set of cells (i, j) of R such that wf  i  e, Vj  Hi−1 and
Hi  Vj−1.
Proposition 4.2. The set WE ∪ PW ∪ PE is 4-connected and it has at least one cell
in each column of R.
Proof. Analogously to the proof of Proposition 4.1. 
Finally, if PW is to the south of PE, then WE can be defined as the set of cells
(i, j) of R such that ef  i  w, Hi  A− Vj and A− Vj  Hi−1. In this way
Proposition 4.2 is valid even in this case.
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From condition (3) it follows that the sets NS ∪ PN ∪ PS and WE ∪ PW ∪ PE
have a non-empty intersection. The spine Sp is equal to NS ∪WE and so the set
Sp ∪ PN ∪ PS ∪ PW ∪ PE is a 4-connected set having at least one cell in each row
and column of R.
Corollary 4.3. Let R be the minimal discrete rectangle containing a 4-connected
convex set S. The union of the spine with the feet of S is a 4-connected set having
at least one cell in each row and column of R.
4.2. New operation
From Example 2, we know that the algorithm given in Section 3 can end up with
such a situation that the following are true for the actual kernel αk and shell βk:
• αk ⊂ βk ,
• αk is 4-connected convex and βk is 4-connected,
• αk and βk are invariant with respect to the filling operations, and
• there is a column j longer than 2vj .
In this case the reconstruction problem cannot be linked to the 2-Satisfiability
problem, and we need some further steps. We believe that this situation is relatively
rare and we have to use the next operation only in this rare situation.
In this case our reconstruction algorithm chooses an allowed position of a pair
of opposite feet (if n  m, it chooses an allowed position of PN and PS such that
PN ∪ PS ⊆ βk , else we choose an allowed position of PW and PE) and then it per-
forms the partial sum operation creating a spine (eventually new elements to the soon
available set S′p) and filling operations. As a result, we have a kernel which has at
least one cell in each row (or in each column, if PW and PE were selected) of R.
Another operation ′ should be added to the classical four filling operations defined
by Coherence operation ′ on the ith row:
if (i, j ′), (i, j ′′) ∈ βk, 0 < j ′ − j ′′  hi,
then
′(βk) = βk \ {(i, j)|j ′′ < j < j ′}.
This operation deletes a sequence of consecutive cells of βk in the ith row, when its
length is smaller than the projection. As a matter of fact, in this case we know that
no cell of the sequence is in the set to be reconstructed, because it is horizontally
convex.
Example 3. We use the same notations of Example 1. Suppose that the projection
on Ri is 3. By performing the operation ′ on Ri = 0?0??0???0??00, we obtain
Ri = 000000???00000.
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The introduction of the operation ′ makes the reduction to 2SAT possible. The
definition of ′ on the jth column is analogous. We are going to prove that if αk and
βk are obtained in this way by choosing an allowed position of PN and PS, then after
a finite number of iterations we have one of the following cases:
1 . αk ⊂ βk or (αk = βk and αk is not a 4-connected convex set).
2 . αk = βk and αk is a 4-connected convex set.
3′. αk ⊂ βk and αk and βk are invariant with respect to the filling operations.
3′.1. αk is a 4-connected hv-convex set having at least a cell in the ith row for
all i = 1, . . . , m.
3′.2. The length of the jth column of βk is not greater than 2vj for all j =
1, . . . , n.
Proposition 4.4. Let αk ⊇ NS ∪ PN ∪ PS. If αk ⊂ βk and αk and βk are invariant
with respect to the filling operations, then 3′.1. and 3′.2. hold.
Proof. From αk ⊂ βk there follows that βk − αk is a non-empty set, called the set
of indeterminate cells. The kernel now contains the set NS ∪ PN ∪ PS. Let βhi (βvj )
be the ith row (jth column) of βk and αhi (αvj ) be the ith row (jth column) of αk .
From Proposition 4.1, it follows that the kernel is a 4-connected convex set having
at least one cell in each row. Therefore, from the properties of the filling operations
we deduce that the length of βhi is smaller than 2hi for all i ∈ {1, . . . , m}, that is,
|βhi | < 2hi (see Fig. 9). In particular by condition (3.1) of Proposition 3.2 in [3], we
have that
|βhi + αhi | = 2hi (8)
for all i ∈ {1, . . . , m}.
We are going to show that if cases 3′ and 3′.1 are verified, then
∑m
i=1 hi =∑n
j=1 vj implies case 3′.2. Let us suppose that we have a situation such that 3′.2
is not true and let j ′ be such that |βv
j ′ | > 2vj ′ (see, for example, the first and second
columns of the shell in Fig. 9) and so |αv
j ′ | = 0. Obviously,
∑m
i=1 |αhi | =
∑n
j=1 |αvj |
= |α| and∑mi=1 |βhi | =
∑n
j=1 |βvj | = |β|. By condition (8),
2
m∑
i=1
hi =
m∑
i=1
|αhi | +
m∑
i=1
|βhi | =
n∑
j=1
|αvj | +
n∑
j=1
|βvj |.
But, from our assumption |βv
j ′ | > 2vj ′ , it follows that
n∑
j=1j /=j ′
|αhj | +
n∑
j=1j /=j ′
|βhj | + |βhj ′ | >
n∑
j=1
vj
so that
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Fig. 9. The kernel and the shell obtained by choosing an allowed position of PN and PS and by performing
the partial sum and filling operations.
m∑
i=1
hi >
n∑
j=1
vj .
We have obtained a contradiction so proving the claim. 
We underline that the cumulated sums of rows and columns of Fig. 9 are different.
Although case 3′ is weaker than the conditions required in [3] (αk is a 4-connected
convex set, the length of the jth column of β is smaller than 2vj for all j = 1, . . . , n
and the length of the ith row of β is smaller than 2hi for all i = 1, . . . , m), it is
possible to transform the reconstruction problem to the 2-Satisfiability problem as-
sociating boolean variables V (i, j) to the indeterminate cells (i, j) and constructing
formulas expressing the projection-constraints and convexity-constraints, as shown
in [3]. An additional formula should be constructed for those columns of βk that are
not 4-connected (if αk is empty in the column, the filling operations do not ensure
that βk is 4-connected) whose lengths equal 2vj . In fact, if βvj is not connected and
has length equal to 2vj , operation ′ ensures that βk is constituted of two sequences
of consecutive indeterminate cells each of them having length equal to vj . Therefore,
if φ(V ) is an evaluation of the variables, it is easy to prove that φ(V ) is 4-connected
on the jth column and satisfies vj if and only if
Bj =
∧
i′,i∈βki′−ivj
(
V (i, j)↔ V (i′, j)) .
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In conclusion, by performing the new operation (i.e., by choosing an allowed
position of a pair of opposite feet, and performing the partial sum and filling oper-
ations), we obtain αk and βk verifying conditions 1 or 2 or 3′. This means that the
new algorithm solves the problem for all (H, V ) instances.
As a summary we can describe the reconstruction algorithm as follows:
Input: The vectors H ∈ Nm and V ∈ Nn.
Output: 4-connected convex sets having projections H and V (if there is such a
solution).
Check if (1) is true.
Compute the cumulated sums Hi and Vj for i = 1, . . . , m and j = 1, . . . , n.
Repeat for all four foot configurations.
{
Compute the foot limitations.
α := ∅; β := R.
Perform the building procedure.
If α ⊂ β ∧ (α is not 4-connected ∨ there is no cell of α in at least one row and
one column of R), then
{
KE := α; SH := β.
Repeat for all foot positions (PN and PS or PW and PE).
{
α := KE ∪ PN ∪ PS (or α := KE ∪ PW ∪ PE); β := SH ;
If α ⊆ β
{
Perform the building procedure
}
}
}
}
Building procedure
Input: The vectors H ∈ Nm and V ∈ Nn and the kernel α, shell β and the interval
[jf, j] (or [if, i]) for foot position.
Output: Kernel α, shell β created by the partial sum and filling operations
Perform the partial sum operations.
Repeat until α ⊂ β or (α and β are invariant).
{
Perform the filling operations.
}
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If α = β and they are 4-connected convex set, then S := α is a solution.
If α ⊂ β and α is a 4-connected convex set, the length of the jth column of β is
smaller than 2vj for all j = 1, . . . , n or the length of the ith row is smaller than
2hi for all i = 1, . . . , m, then link the reconstruction problem to 2SAT.
Let us consider now the complexity of the reconstruction algorithm. To perform the
partial sum operations on the columns and rows involves a computational cost of
O(mn). In [10] the author gave a procedure for performing the filling operations. This
procedureusesbalancedbinarytreesanditscomputationalcostisO(mn · log(mn)).The
complexity of the evaluation procedure depends on 2SAT problem that can be solved in
time O(mn). Therefore, the complexity of the building procedure is O(mn · log(mn))
and it is only applied O(min{m2, n2}) four times at most, i.e., we choose the pair of
opposite feet having the smallest number of possible positions. Consequently, the
complexity of the new algorithm is O(mn · log(mn) · min{m2, n2}) in the worst case.
5. Experimental results
During the writing of this paper the authors have known that Chrobak and Dürr
[6] had found a method for reconstructing so-called hv-convex polyominoes in time
O(mn · min{m2, n2}). This result is better if we compare it with the complexity of
our algorithm in the worst case. We plan to compare the new algorithm described
here and the algorithm given by Chrobak and Dürr [6]. We performed the follow-
ing preliminary experiments. First, we generated several hundred polyominoes with
given sizes uniformly [11]. Then, we applied the new reconstruction algorithm to
the projections of the generated polyominoes. It turned out that in most cases (over
90%) it was enough to use the partial sum and filling operations to get a solution.
These cases are the ones in which there is only one 4-connected convex discrete set
satisfying the given projections. Repeating the experiments by using also the tran-
formation into 2SAT, the algorithm finds a solution without choosing foot positions
in 98% of the cases. In these cases the upper bound becomes O(mn · log(mn)). In
fact, min{m2, n2} in our worst case complexity is due to the number of possible
positions of two opposite feet. Chrobak and Dürr’s algorithm complexity is O(mn ·
min{m2, n2}) and min{m2, n2} is due to the choice of so-called “anchors”. We point
out that, whereas their algorithm has to choose necessarily the anchors, only in a few
percentage cases our algorithm needs to choose foot positions.
A further systematic testing and comparison of the two reconstruction algorithms
are to be done. However these results indicate that the new algorithm seems to be
more effective in many cases (in overhelming majority of the studied cases).
In Table 1, the third column shows the percentage of the 4-connected convex sets
reconstructed using only partial sum and filling operations. The fourth column shows
the percentage of the 4-connected convex sets reconstructed using partial sum, filling
operations and the transformation into 2SAT (without using foot selection).
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Table 1
Row Column Percentage of successfull cases Percentage of successfull cases
size size (partial sum and filling operations) (partial sum, filling operations and 2SAT)
10 10 81 94
20 20 90 95
30 30 92 98
40 40 93 98
50 50 90 98
60 60 97 98
70 70 98 99
80 80 96 98
90 90 97 99
100 100 98 100
120 120 98 99
140 140 98 100
160 160 97 100
180 180 94 99
200 200 91 98
6. An extension: the class of 8-connected convex sets
In this section, we show that the problem of reconstructing a discrete set from
its projections (H, V ) in the class of 8-connected convex sets [14] is solvable in
polynomial time. The 8-neighbours of (i, j) ∈ Z2 are the cells
(i − 1, j − 1) (i − 1, j) (i − 1, j + 1)
(i, j − 1) (i, j + 1)
(i + 1, j − 1) (i + 1, j) (i + 1, j + 1)
An 8-path is a sequence of points such that each cell is an 8-neighbour of the fol-
lowing one. If for any pair of cells of a discrete set S, there is an 8-path connecting
them, S is 8-connected (see Fig. 10) and we say that S has the property p8.
We now are going to compare the class of 8-connected convex discrete sets, de-
noted by (p8, h, v), with the class of convex polyominoes. (A polyomino is a 4-con-
nected discrete set in our terminology.) Let us underline with the following remarks
that the former class is different from the latter one.
Fig. 10. An 8-connected set.
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Remark 6.1.
(a) If S has the property p4, it has p8 too. Therefore, a polyomino is an 8-con-
nected set too.
(b) The reverse statement is not true (see, for example, Fig. 1(c)). Therefore, the
class of 8-connected convex sets, (p8, h, v), is greater than the class of convex
polyominoes, i.e., (p4, h, v).
We generalize some properties and concepts of convex polyominoes to the class
of 8-connected convex sets.
Proposition 6.2. Let (i, j) be a cell of the rectangle R containing an 8-connected
convex set S. If
Vj > Hi−1, Hi > Vj−1, Hi > A− Vj and A− Vj−1 > Hi−1,
then (i, j) belongs to S.
Remark 6.3. The proof of Proposition 6.2 is similar to the proof of the correspond-
ing proposition in the case of convex polyominoes [4]. We now have strict inequali-
ties in conditions instead of relations found for 4-connected convex sets. It reflects
the fact that the concept of 8-connected convex set includes the concept of convex
polyomino.
We now introduce the concept of “median” and show another important difference
between the classes (p8, h, v) and (p4, h, v). Let S be an 8-connected convex set.
Its ith row is a median row, if Hi−1  A/2  Hi and its jth column is a median
column, if Vj−1  A/2  Vj . The median of S is just the intersection of median
rows and columns.
Remark 6.4. In the case of convex polyominoes it is proved [4] that the median be-
longs to the discrete set. However, it is not true for 8-connected convex sets generally,
as it can be seen from Fig. 11.
Fig. 11. An example of an 8-connected convex set which does not contain its median. The cells indicated
by x are the elements of the median but they are not elements of the 8-connected convex set.
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Fig. 12. The spine Sp of an 8-connected convex set.
The concept of spine in the class of 8-connected convex sets is the natural exten-
sion of the one in the class of convex polyominoes. In fact, we define the spine of an
8-connected convex set S, denoted by Sp, as the set of cells (i, j) in rectangle R
satisfying at least one of the following conditions:
• (nf  j  s or wf  i  e) and Vj > Hi−1, Hi > Vj−1,
• (sf  j  n or ef  i  w) and Hi > A− Vj , A− Vj−1 > Hi−1.
Analogously to the 4-connected case, Sp ⊆ S (see Fig. 12). Finally, we can prove
that Proposition 4.1 has a corresponding one in the case of 8-connected convex sets.
Let NS8 be the set of cells (i, j) of R such that nf  j  s, Vj > Hi−1 and Hi >
Vj−1 and let WE8 be the set of cells (i, j) of R such that wf  i  e, Vj > Hi−1
and Hi > Vj−1.
Proposition 6.5. The set NS8 ∪ PN ∪ PS is an 8-connected set having at least one
cell in each row of R. The set WE8 ∪ PW ∪ PE is an 8-connected set having at least
one cell in each column of R.
Since our algorithm is based on the concept of spine and on its properties, it is
able to solve in polynomial time the reconstruction problem in (p8, h, v), by using
strict inequalities in the partial sum operations.
7. Conclusion
The proposed algorithm solves the problem of reconstructing 4-(8-)connected
convex sets from row and column projections and has the better average complexity
than other published algorithms. The algorithm can be also used to decide whether
the found solution is unique. If the algorithm computes a solution without linking the
reconstruction problem to 2SAT, then the solution is unique for the chosen configu-
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ration of the feet. In the case in which the algorithm reduces the problem to 2SAT,
one can easily check if there is at least another solution. In fact, if v is the value
determined for any variable x from the evaluation satisfying the formula, one can
assign v¯ (the negation of v) to x and try to satisfy the resulting formula.
Let us point out yet unsolved problems. The problem of establishing how many
solutions do exist is open. A result in this direction is given in [7], where the authors
prove that there exists a projection-pair for which the number of solutions is 2h/2,
where h = min{n,m}.
Another question concerns the applicability of the discussed method in nature.
Even if the geometric assumption of convexity could be too strict for a lot of rele-
vant uses, weakenings on one direction convexity lead to an NP-hard reconstruction
problem [3]. This means that (unless P = NP) exact solutions of the problem require,
in general, an exponential amount of time. In polynomial time only approximate
solutions can be expected. So, the problem concerns the definition of algorithms for
finding these approximate solutions. The first approach is given in [20].
The problem of noisy projections has been studied in [5]. More precisely, the
authors deal with the reconstruction problem from approximate projections for the
classes of horizontally and vertically convex sets and 4-connected horizontally and
vertically convex sets and they propose an heuristic algorithm. The hardness of the
problems is not known.
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