Modeling phase is fundamental both in the analysis process of a dynamic system and the design of a control system. If this phase is in-line is even more critical and the only information of the system comes from input/output data. Some adaptation algorithms for fuzzy system based on extended Kalman filter are presented in this paper, which allows obtaining accurate models without renounce the computational efficiency that characterizes the Kalman filter, and allows its implementation in-line with the process.
Introduction
The use of Kalman filter in fuzzy logic has been researched in several applications, such as the extraction of rules from a given rule base [1] , parameters optimization of defuzzification mechanisms [2] or in optimization of Takagi-Sugeno models ( [3, 4] . However, this proposal has not been generalized yet to adapt antecedents and consequents of TakagiSugeno general models.
Some general algorithms for estimation of adaptive parameters of a fuzzy model using the extended Kalman filter (EKF) are presented in this paper. These algorithms are general because they do not limit the size of input/output vectors, neither the type nor distribution of the membership functions used in the definition of fuzzy sets of the model. Algorithms developed in this paper are based on the theoretical development presented in [5] , however, in order to make the paper self-contained, the equations necessary for the proposed algorithms are repeated in this work. Authors try to use the excellent features of Kalman filter to obtain fuzzy models of unknown systems from input/output data, and also to allow its application in real-time [6, 5] . This paper is organized as follows: in section 2 is presented the fuzzy modeling problem in a completely general form with the notation that will be used along the article. This section is also devoted to formal presentation of the extended Kalman filter and its use for modeling fuzzy systems. From here, in section 3 we propose three algorithms for modeling fuzzy systems using the extended Kalman filter. In section 4, we study the performance of the proposed algorithms to build fuzzy models in several examples, and finally, in section 5, some conclusions and future works are presented.
Problem Formulation
The extended Kalman filter [7] allows to model a nonlinear systems in presence of white noise both in model and in measures if the system supports linearized models around any working point. Let p(k) be the set of adaptive parameters of a fuzzy system, and y(k) the set of outputs of this fuzzy system, the system represented in (1) allows to obtain these parameters using the extended Kalman filter.
The Extended Kalman filter can be solved by iterative application of following set of equations [8] :
wherep(·) is the estimation of the parameters vector, and R v , R ve and R e are the noise covariance matrices, estimated from the hope operator. If h(x(k), p(k)) is a completely general TakagiSugeno discrete fuzzy model, it can be represented by the following set of rules [9, 10, 11, 12] :
where n is the number of input variables, m is the number of output variables, l = 1..M is the index of the rule, and M i the number of rules that model the evolution of the i-th system output, y i (k). The extended Kalman filter can be used to adjust the parameters of a fuzzy model, where the jacobian matrices of the system are:
and
Matrix C can be obtained by [5] :
wherex is extended input vector [13, 14] ,
is the matching degree of the rules:
and its derivative with respect to each of the parameters of the antecedents is given by:
Given the formulation exposed above, the estimation problem is to determine the values of adaptive parameters of both antecedents, σ l ji , and consequents of the rules, a l ji .
Application of the Extended Kalman
Filter to fuzzy modeling
In this section we present three algorithms that allow the application of the extended Kalman filter to model a fuzzy system. Algorithm 1 [4, 15] , EKF(c), adjust only the consequents of a fuzzy model, keeping the antecedents in its initial value. This algorithm is the fastest because needs to do fewer calculations, but it doesn't adjust antecedents and this limits their ability to model complex systems. This algorithm is presented in Figure 1 . We have considered the set of the initial parameters to 0, but it could be initialized by other procedures. α is a positive integer of a high value which represents the little certainty that the algorithm should give to the initial parameters, and I is the identity matrix.
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Update P(k + 1|k) by (5) 10: end for k Algorithms 2 and 3 adjust both antecedents and consequents of the fuzzy model, but they confront with modeling process using two different strategies. Algorithm 2, EKF(ac), represented in Figure 2 , performs the simultaneous adjustment of antecedents and consequents. As in the previous algorithm, α and β are positive integers of a high value which represents the little certainty that the algorithm should give to the initial parameters. In this case, α is used for consequents and β for antecedents. The distinction of these two parameters can refine the algorithm and decrease response, both the modeling error, as the potential for instability of it.
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Update P(k + 1|k) by (5) 15: end for k Algorithm 3, EKF(c+a), is really the sequential execution of two filters. First it perform the setting of consequents and later the setting of antecedents (we check that the adjustment in the reverse order is worse, so it will not be considered). This algorithm is shown in Figure 3 , where α and β have the same meaning as in the previous algorithm.
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Examples
To demonstrate the practical application of the extended Kalman filter to fuzzy modeling, several examples will be shown. For each case we run the three algorithms presented in the previous section to evaluate their performance: EKF(c), EKF(ac) and EKF(c+a). These examples represent a wide range of possibilities: static and dynamic systems nonlinear, with only one type of membership function and with mixed functions. Example 3 makes a comparison with a recently published method [17] , in order to assess the goodness of the proposed algorithms.
Example 1
Let be the system:
affected by a white noise of covariance R e = 0.5. We are going to model this system with two different configurations. In the first case, we will use an initial model consisting only of Gaussian membership functions uniformly distributed. In the second case, we will start with a more complex initial model, which consists of several membership functions of different types, mixed. In order to verify the performance of algorithms, we will use the same noise in all cases. The initial covariance matrix for each of the algorithms will be initialized with the value that obtain best performance in each case, i.e., α = 10 2 for EKF(c) algorithm, α = 10 3 and β = 10 −2 for EKF(ac) algorithm, and α = 10 10 and β = 10 4 for EKF(c+a).
Case I -Gaussian membership functions
Starting from an initial model whose antecedents are Gaussian membership functions uniformly distributed, and with all consequents set to zero, we have executed the 3 adjustment algorithms.
EKF(ac) algorithm has modified antecedents slightly, but antecedents resulting from EKF(c+a) algorithm are shown in Figure 4 . Figures 5 and 6 , algorithm EKF(c) obtains a good model, but their in-line response is not very good, while algorithm EKF(ac) obtains a better performance during in-line modeling, but the final model obtained is worse than the rest. The best result both for in-line modeling and for the final model validation, is EKF(c+a) algorithm, which gets a much smaller error in both cases.
As shown in
The mean final error of EKF(c) algorithm is 4.50899, it raises to 6.41349 for EKF(ac) algorithm and drops to 2.21189 for EKF(c+a) algorithm. The response, both in-line models as the final models, can be seen in Figures 7 and 8 respectively. 
Case II -Membership functions of different type, mixed
In this case the antecedents of the initial model consist of a S function, a Z function, a trapezoidal function and a bell function, distributed as shown in Figure 9 , and all the consequents initialized to zero. Figure 15 : Tunnel diode circuit.
Example 2
Given the tunnel-diode circuit shown in the Figure 15 [16] , where R = 1.5KΩ, C = 2pF and L = 5µH, and whose dynamics can be represented by:ẋ
where
and u(t)
is shown in the Figure 16 . We assume that the system is affected by a white noise of covariance: The initial covariance matrix is set again in order to get the best performance, i.e., α = 10 10 for EKF(c) algorithm, α = 10 2 and β = 10 −2 for EKF(ac) algorithm, and α = 10 10 and β = 10 4 for EKF(c+a).
After making 100 runs for each of the algorithms the results are shown in Table 1 : Mean values for 100 runs.
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Example 3
We have taken a practical example from [17] in order to compare these methods with a recent one that is known has a good performance. Be the nonlinear system:
affected by a white noise of covariance R e = 3. The initial model consists of Gaussian membership functions uniformly distributed, and the initial covariance matrix is initialized with the value giving the best performance in this case, i.e., α = 10 Table 2 , and the time taken for each run is shown in Figure 21 . EKF the final mean error obtained in EKF(c+a), 1.62997 (see Table 2 ), we can see the first is slightly better, but note that EKF(c+a) is an in-line algorithm, and its performance in run-time is really good.
With the idea of showing the response of the different models obtained has been extracted one of the simulations, obtaining the results shown in Figures 22 and 23. 
Conclusions
Two new algorithms based on extended Kalman filter for parametric adaptation of a fuzzy system completely general, i.e., without restrictions on the size of the input or output vectors, or the type or distribution of membership functions used in the definition of fuzzy sets of the model has been presented in this paper.
In order to show the generality of the methodology, several possible alternatives for fit both antecedents and consequents of the fuzzy model have been presented, and we have obtained several comparatives of accuracy and efficiency performed on three examples of nonlinear systems. In view of the results, it seems evident that the fitting algorithm in two stages obtains better results both in the evolution of the instantaneous error while running in-line filter, as in the final models obtained. In addition, with respect to runtime, the EKF(c+a) algorithm has proven to be faster in most cases.
Tests have shown that these algorithms occasionally may diverge, especially the EKF(ac) algorithm, preventing a good in-line behavior. It has also been observed in all cases a great dependence on the values assigned to parameters α and β, which recommends a previous study of systems to model.
In future works we aim to improve the overall response of the algorithms through an in-line study of the evolution of the modeling process, so as to obtain a more robust performance of these filters. In addition, with respect to the initialization of the covariance matrices, authors are working on several alternatives to limit the current dependence of the parameters α and β.
