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TRACE DECATEGORIFICATION OF TENSOR PRODUCT
ALGEBRAS
CHRISTOPHER LEONARD AND MICHAEL REEKS
Abstract. We show that in ADE type the trace of Webster’s categorifica-
tion of a tensor product of irreducibles for the quantum group is isomorphic
to a tensor product of Weyl modules for the current algebra U˙(g[t]). This
extends a result of Beliakova, Habiro, Lauda, and Webster who showed that
the trace of the categorified quantum group U˙∗(g) is isomorphic to U˙(g[t]),
and the trace of a cyclotomic quotient of U˙∗(g), which categorifies a single
irreducible for the quantum group, is isomorphic to a Weyl module for U˙(g[t]).
We use a deformation argument based on Webster’s technique of unfurling
2-representations.
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2 CHRISTOPHER LEONARD AND MICHAEL REEKS
1. Introduction
Categorification is the process of enriching algebraic objects by increasing their
categorical dimension by one, for example by passing from a set to a category. Many
categories have been constructed whose split Grothendieck groups are, by design,
isomorphic to important objects in Lie theory. Recently following [BGHL14], there
has been an effort to determine the trace decategorifications of these categories.
For example, the traces of the Heisenberg category, diagrammatic Hecke category,
and categorified quantum group have been identified with the W-algebra W1+∞
([CLLS18]), the semidirect product of the Weyl group and a polynomial algebra
([EL16]), and the corresponding current algebra ([BHLŽ17] and [BHLW17]), re-
spectively.
The trace of a k-linear category C, denoted Tr(C), is the k-vector space
Tr(C) =
( ⊕
x∈Ob(C)
C(x, x)
)/
spank{fg − gf},
with the span taken over all f : x → y and g : y → x for x, y ∈ Ob(C). The trace
of a category is invariant under passage to the Karoubi envelope, which makes it
particularly convenient for diagrammatic categories.
The trace and split Grothendieck group are related by the Chern character map
hC : K
k
0(C) → Tr(C) which sends the isomorphism class of an object to the trace
class of the identity morphism on that object. It is often injective but not surjective.
In particular, if C is a graded category and C∗ is the category obtained from C by
enlarging morphism spaces to include morphisms of non-zero degree, then Tr(C∗)
is a graded vector space and the image of hC∗ is concentrated in degree zero, so the
trace of C∗ is considerably richer than its Grothendieck group.
Higher representation theory is concerned with categorifying Lie algebras (and
related algebras) and their representation theory. For a given Cartan datum,
Rouquier [Rou08] and Khovanov-Lauda [KL10] independently constructed a graded
2-category, the categorified quantum group U˙ = U˙(g), whose split Grothendieck
group K0(U˙) is isomorphic to the corresponding quantum group U˙Zq = U˙
Z
q (g).
Khovanov and Lauda’s presentation of U˙ is diagrammatic; the 2-morphism spaces
are spanned by oriented string diagrams.
The deformed and undeformed cyclotomic quotients, denoted Uˇλ and Uλ respec-
tively, are graded 2-representations of U˙ associated to a given dominant weight λ.
Kang-Kashiwara [KK12] and Webster [Web17] independently showed that K0(Uˇλ)
and K0(Uλ) are both isomorphic to the highest weight module for U˙Zq of weight
λ. In addition, Webster constructed a graded 2-representation X λ of U˙ for any
sequence λ = (λ(1), . . . , λ(n)) of dominant weights whose split Grothendieck group
is isomorphic to the tensor product of highest weight modules with these weights
(actually in [Web17] Webster worked with the tensor product algebra T λ, but it
will be convenient for us to work with the category Xλ ∼= T λ -pmod defined in
[Web16]). Morphisms spaces in Xλ are spanned by string diagrams containing red
strings that separate the tensor factors.
The trace of U˙∗ is a graded algebra and graded 2-representations of U˙∗ become
graded representations of Tr(U˙∗). In [BHLŽ17] the authors showed that Tr(U˙∗(sl2))
is isomorphic to (the idempotent form of) the current algebra U˙(sl2[t]) with the
indeterminate t in degree 2. The analogous statement for sl3 was proved in [Živ14]
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and this was extended to any g of ADE type in [BHLW17], where the authors also
identified Tr(Uˇλ,∗) and Tr(Uλ,∗) with global W(λ) and local W (λ) Weyl modules
for U˙(g[t]) respectively.
In this paper we extend the results of [BHLW17] to the starred tensor product
categorification X λ,∗ and its deformed counterpart Xˇ λ,∗ defined in [Web12]. Our
main theorem is:
Theorem A. Take g of ADE type and a sequence λ = (λ(1), . . . , λ(n)) of dominant
weights. There are isomorphisms of graded U˙(g[t])-algebras
W(λ) :=W(λ(1))⊗ · · · ⊗W(λ(n)) −→ Tr(Xˇ λ,∗)
W (λ) := W (λ(1))⊗ · · · ⊗W (λ(n)) −→ Tr(X λ,∗).
(1.1)
These maps are uniquely characterized by the fact that they commute with the
action of Tr(U˙∗) ∼= U˙(g[t]), and that adding an additional tensor factor in W(λ) or
W (λ) and taking its cyclic vector corresponds to drawing an additional red string
on the left of a diagram.
The algebra Sym of symmetric functions is central to how we relate U˙(g[t]) and
U˙∗ and their (2-)representations. Let Π =
⊗
i∈I Sym, where I is the indexing set
for simple roots of g. This is a graded Hopf algebra with pi,r, the rth power-sum
symmetric function in the ith copy of Sym, in degree 2r and coproduct δ given by
(1.2) δ(pi,r) = pi,r ⊗ 1 + 1⊗ pi,r.
For µ ∈ X , there is a commutative diagram of graded algebras:
(1.3)
Π
U(h[t]) U˙∗(1µ, 1µ)
bµ
The left diagonal map (a map of Hopf algebras) sends pi,r 7→ ξi⊗ tr and the map bµ
sends complete homogeneous (resp. elementary) symmetric functions to clockwise
(resp. counter-clockwise) bubbles. The horizontal map agrees with the isomorphism
U˙(g[t]) ∼= Tr(U∗) after passing to the trace.
In [CFK10] the authors showed that each global Weyl module W(λ(k)) car-
ries a graded right action of Π and this action factors through the surjection
ak : Π→ Aλ(k) =
⊗
i∈I Sym〈i,λ(k)〉, where Symm denotes the algebra of symmet-
ric polynomials in m variables. So the tensor product W(λ) is naturally a graded
(U˙(g[t]),Aλ)-bimodule, where Aλ =
⊗n
k=1 Aλ(k) . If we consider Aλ as a subalgebra
of a polynomial algebra k[Z] in a set of indeterminates Z then W (λ) is obtained
from W(λ) by tensoring with the left Aλ-module k on which all z ∈ Z act as zero.
The deformed tensor product categorification Xˇ λ,∗ is obtained by deforming
the defining relations in X λ,∗ over Aλ so that a dot on a string, rather than being
nilpotent, has spectrum contained in the set of indeterminates Z. It is enriched over
graded right Aλ-modules and the undeformed category X λ,∗ is obtained from Xˇ λ,∗
by tensoring morphism spaces with the left Aλ-module k as above. The spectrum of
a dot is determined by the action of bubbles, so it is important for us to understand
how these interact with red strings in Xˇ λ,∗. In particular we show the following:
Proposition B. Take µ ∈ X and 1 ≤ k ≤ n. Recall the coproduct δ on Π, the
map bµ sending elements of Π to bubbles, and the projection ak : Π→ Aλ(k) ≤ Aλ.
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If f ∈ Π and δ(f) =
∑
s gs ⊗ g
′
s then in Xˇ
λ,∗:
(1.4) bµ+λ(k)(f)
(k)
µ
=
∑
s
ak(g
′
s)
(k)
bµ(gs)
µ
The label (k) on the red string indicates that this corresponds to the weight λ(k).
In the rest of the introduction we outline the proof of Theorem A. We show that
Tr(Xˇ λ,∗) and Tr(X λ,∗) are spanned by the classes of diagrams with no crossings
between red and black strings, so the maps in (1.1) are surjective if they are well-
defined. Combining this with a filtration of Tr(X λ,∗) coming from the standardly
stratified structure on X λ,∗, the results of [BHLW17] allow us to derive an upper
bound for the dimension of the trace:
(1.5) dimkTr(X λ,∗) ≤ dimkW (λ).
It remains to show that these dimensions are equal and the maps are well-defined.
We do this by showing the maps are well-defined at the generic point using Web-
ster’s “unfurling” ([Web15]), and apply the upper semi-continuity of dimension un-
der deformation.
Let K = k(Z), the algebraic closure of the field of rational polynomials in Z. In
[Web15] Webster showed that the idempotent completion of the extension of scalars
Xˇ λ,∗⊗AλK carries a 2-representation of the categorified quantum group U˙
∗(g˜) for a
larger Lie algebra g˜ =
⊕
z∈Z g, called an unfurling of g, and moreover it is equivalent
to a cyclotomic quotient of U˙∗(g˜). The corresponding statement for Weyl modules
was proved in [CFK10]: W(λ) ⊗Aλ K is isomorphic to a tensor product of local
Weyl modules for U˙(g[t]) indexed by Z; that is, to a single local Weyl module for
U˙(g˜[t]) (actually the module structures on these local Weyl modules are “twisted”
according to the parameter z).
Combining these two pictures with [BHLW17] allows us to construct an isomor-
phism
(1.6) W(λ)⊗Aλ K −→ Tr(Xˇ
λ,∗)⊗Aλ K.
In particular their dimensions are equal, so the upper bound (1.5) and the upper
semi-continuity of dimension under deformation implies that Tr(Xˇ λ,∗) is flat over
Aλ. Moreover, Proposition B implies that the right actions of Aλ on W(λ) and
Tr(Xˇ λ,∗) are compatible and so flatness allows us to lift (1.6) to a bimodule iso-
morphism W(λ) → Tr(Xˇ λ,∗). Tensoring over Aλ with k gives the isomorphism
W (λ)→ Tr(X λ,∗).
The structure of the paper is as follows. In Section 2 we recall preliminaries
on quantum groups, current algebras, and Weyl modules. In Section 3 we recall
the categorified quantum group U˙ , 2-representations, and cyclotomic quotients.
In Section 4 we recall the undeformed and deformed tensor product algebras and
prove Proposition B. In Section 5 we adapt Webster’s theory of unfurling to our
situation to determine the structure of Xˇ λ,∗ at the generic point. In Section 6 we
use the results of the previous section to show that morphism spaces in Xˇ λ,∗ are
free over Aλ. In Section 7 we recall the process of trace decategorification and start
investigating the structure of Tr(X λ,∗). Finally in Section 8 we prove our main
result, Theorem A.
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Conventions. Throughout the article k will denote a fixed field of characteristic
zero. For an integer m, [1,m] denotes the set of integers k such that 1 ≤ k ≤ m.
Let C be a small k-linear category (we will generally just say “category” and
“functor” and the reader can assume that everything is small and linear). We write
Ob(C) for the set of objects in C, C(x, y) for the k-vector space of morphisms from
x to y, and 1x ∈ C(x, x) for the identity morphism on x.
If C is a graded category with grading shift 〈1〉 we let C∗ denote the category
with the same objects as C and morphism spaces given by
(1.7) C∗(x, y) =
⊕
t∈Z
C(x, y〈t〉),
Morphism spaces in C∗ are Z-graded with C(x, y〈t〉) in degree t.
Let K0(C) denote the split Grothendick group of C and write [x] ∈ K0(C) for the
class of x ∈ Ob(C). Write Kk0(C) = K0(C) ⊗Z k. If C is graded then grading shift
induces a Z[q±1] action on K0(C) and K0(C∗) ∼= K0(C)⊗Z[q±1] Z where q acts on Z
as 1.
2. Quantum groups and current algebras
We fix notation and recall some standard results about current algebras and
their modules. The main reference for current algebras is [CFK10].
2.0.1. Cartan datum. Fix a symmetric simply-laced Cartan datum consisting of:
• a free Z-module X , the weight lattice;
• a finite indexing set I, simple roots αi ∈ X and fundamental weights Λi ∈ X
for i ∈ I;
• simple coroots α∨i ∈ X
∨ := HomZ(X,Z) for i ∈ I;
• a symmetric bilinear form (−,−) on X .
Write 〈−,−〉 : X∨ ×X → Z for the canonical pairing. Assume that
• (αi, αi) = 2 for all i ∈ I;
• 〈i, λ〉 := 〈α∨i , λ〉 = (αi, λ) for i ∈ I and λ ∈ X ;
• (αi, αj) ∈ {0,−1} for i, j ∈ I with i 6= j;
• 〈i,Λj〉 = δij for i, j ∈ I.
For i, j ∈ I we will write 〈j, i〉 := 〈α∨j , αi〉. Let X
+ =
⊕
i∈I Z≥0Λi be the set of
dominant weights in X . We sometimes write +I for I and define a set of formal
negatives −I = {−i | i ∈ I}. Define the “absolute value” |±i| = i. For i, j ∈ I let
α−i = −αi ∈ X and 〈j,−i〉 = −〈j, i〉.
We assume that the Cartan datum is of finite type, so the Cartan matrix
(〈i, j〉)i,j∈I is invertible. Let Γ denote the corresponding graph without loops or
multiple edges. It has vertex set I and an edge between i and j if any only if
〈i, j〉 = −1. For the rest of the article we fix an orientation on Γ.
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2.0.2. The quantum group. Let q be an indeterminate and let Uq = Uq(g) denote
the quantum group associated to the Cartan datum above. This is the Q(q)-algebra
generated by Ei, Fi, and Kµ for i ∈ I and µ ∈ X∨ and subject to familiar relations
(we use the same conventions as in [BHLW17, §3.1].
The quantum group is a Hopf algebra with coproduct ∆q given by
∆q(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆q(Kµ) = Kµ ⊗Kµ, ∆q(Fi) = Fi ⊗K−i + 1⊗ Fi
for i ∈ I and µ ∈ X∨. Let UZq denote the integral form of Uq; the Z[q
±1]-subalgebra
of Uq generated by the Kµ for µ ∈ X∨ and the divided powers E
(a)
i and F
(a)
i for
i ∈ I, a ∈ N.
Let U˙q = U˙q(g) denote the idempotent form of Uq; the locally unital Q(q)-
algebra obtained from Uq by adjoining mutually orthogonal idempotents 1λ for
λ ∈ X satisfying
(2.1) Ei1λ = 1λ+αiEi, Kµ1λ = 1λKµ = q
〈µ,λ〉1λ, Fi1λ = 1λ−αiFi.
The algebra U˙q decomposes as a direct sum
(2.2) U˙q =
⊕
λ,µ∈X
1µUq1λ.
Let U˙Zq =
⊕
1µU
Z
q 1λ denote the integral form of U˙q.
For λ ∈ X+, let Vq(λ) denote the irreducible U˙q-module generated by a highest
weight vector vλ of weight λ and let V Zq (λ) = U˙
Z
q vλ be its integral form. For a
sequence λ = (λ(1), . . . , λ(n)) of dominant weights, let
(2.3) V Zq (λ) = V
Z
q (λ
(1))⊗Z[q±1] · · · ⊗Z[q±1] V
Z
q (λ
(n)),
regarded as a U˙Zq -module via the coproduct ∆q.
2.0.3. The current algebra. Let g be the semisimple Lie algebra over Q determined
by the Cartan matrix. For i ∈ I, we write ei and fi for the root vectors of weights
αi and −αi respectively, and write ξi = [ei, fi]. We will sometimes also write e−i
for fi. Let h = spanQ{ξi | i ∈ I} be the canonical Cartan subalgebra of g and
n = 〈ei | i ∈ I〉 the sum of the positive root spaces.
Let t be an indeterminate and set g[t] := g⊗Q Q[t] with Lie bracket given by
(2.4) [x⊗ tr, y ⊗ ts] = [x, y]⊗ tr+s
for x, y ∈ g and r, s ∈ N.
Definition 2.1. The current algebra U(g[t]) = Uk(g[t]) of g over k is the universal
enveloping algebra of g[t] over the field k. It is Z-graded with x ⊗ tr in degree 2r
for x ∈ g and r ∈ N.
This is a Hopf algebra with coproduct sending x to x⊗ 1 + 1⊗ x for all x ∈ g[t].
The current algebra has an idempotent form U˙(g[t]); the locally unital k-algebra
obtained from U(g[t]) by adjoining mutually orthogonal idempotents 1λ for λ ∈ X
satisfying
(ei⊗t
r)1λ = 1λ+αi(ei⊗t
r), (ξi⊗t
r)1λ = 1λ(ξi⊗t
r), (fi⊗t
r)1λ = 1λ−αi(fi⊗t
r)
and
(2.5) (ξi ⊗ 1)1λ = 1λ(ξi ⊗ 1) = 〈i, λ〉1λ
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for i ∈ I and r ∈ N. The idempotent form is also Z-graded. We will pass freely
between weight modules for U(g[t]) with integral weights and U˙(g[t])-modules.
2.0.4. Symmetric functions. Let Sym denote the ring of symmetric functions over
k and define Π :=
⊗
i∈I Sym. We denote power sum, elementary, and complete
homogeneous symmetric functions in the ith component of Π by {pi,r}r≥1, {ei,r}r≥1,
and {hi,r}r≥1 respectively. We consider Π as a Z-graded algebra with pi,r, ei,r, and
hi,r in degree 2r.
It will be useful for us to consider the generating functions
(2.6) pi(x) =
∞∑
r=1
pi,rx
r , ei(x) =
∞∑
r=0
ei,rx
r, hi(x) =
∞∑
r=0
hi,rx
r,
where x is a formal indeterminate (by convention hi,0 = ei,0 = 1). If we regard
the ith copy of Sym in Π as consisting of symmetric functions in countably many
variables y1, y2, . . . then
(2.7) pi(x) =
∞∑
j=1
yjx
1− yjx
, ei(x) =
∞∏
j=1
(1 + yjx), hi(x) =
∞∏
j=1
(1− yjx)
−1.
For n ∈ N, let Symn denote the polynomial algebra in n variables over k, also
Z-graded with each variable having degree 2. For m,n ∈ N, there is an inclusion
(2.8) Symm+n −→ Symm ⊗ Symn.
Taking the direct limit over m and n this gives a map from Sym to Sym ⊗ Sym,
and tensoring over I copies yields a coproduct δ : Π → Π ⊗ Π. In terms of the
generating functions:
δ(pi(x)) = pi(x)⊗1+1⊗pi(x), δ(ei(x)) = ei(x)⊗ei(x), δ(hi(x)) = hi(x)⊗hi(x).
For any λ ∈ X , there is an isomorphism of graded Hopf algebras
Π −→ 1λU(h[t])1λ
pi,r 7−→ 1λ(ξi ⊗ t
r)1λ
(2.9)
for i ∈ I and r ≥ 1. Note in particular that it intertwines δ with the coproduct on
U(h[t]).
For λ ∈ X+ define a Z-graded algebra
(2.10) Aλ :=
⊗
i∈I
Sym〈i,λ〉.
There is a surjective homomorphism of graded algebras Π→ Aλ sending pi,r, ei,r,
and hi,r to the corresponding symmetric polynomials.
2.0.5. Weyl modules. Let p = h ⊕ n[t] ⊆ g[t]. For λ ∈ X+, let M(λ) denote the
Verma-like module
(2.11) M(λ) = U(g[t])⊗U(p) kλ,
where kλ is the one-dimensional h-module on which each ξi acts by 〈i, λ〉, induced
up to p. Let mλ := 1 ⊗ 1 ∈ M(λ). Then M(λ) is generated by mλ subject to the
following relations:
(2.12) n[t] ·mλ = 0, (ξi ⊗ 1) ·mλ = 〈i, λ〉mλ
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for i ∈ I. It is a graded U(g[t])-module with mλ in degree 0. There is a right action
of Π on M(λ) given by
(2.13) (umλ) · pi,r = u(ξi ⊗ tr)mλ
for i ∈ I, r ≥ 1, and u ∈ U(g[t]). This implicitly uses the identification in (2.9) of
Π with 1λU(h[t])1λ, and makes M(λ) a graded (U(g[t]),Π)-bimodule.
The global Weyl module W(λ) is the U(g[t])-module quotient of M(λ) by the
relation
(2.14) (fi ⊗ 1)〈i,λ〉+1 ·mλ = 0
for i ∈ I. It is also Z-graded. We write wλ for the image of mλ in W(λ). The right
action of Π on M(λ) descends to an action onW(λ). In fact we have the following:
Theorem 2.2. [CFK10] The action of Π on W(λ) factors through a faithful action
of Aλ. Moreover, M(λ) and W(λ) are free right Π- and Aλ-modules respectively.
Proof. The first claim is [CFK10, Theorem 4]. The fact that W(λ) is a free Aλ-
module follows from the work of [CP01], [CL06], [FL07], and [BN04]. See [CFK10,
§7.2] for a more detailed discussion. Finally M(λ) is free by the PBW theorem. 
In particular, W(λ) is a graded (U(g[t]),Aλ)-bimodule.
The local Weyl module W (λ) associated to λ ∈ X+ is
(2.15) W (λ) :=W(λ) ⊗Aλ k,
where k is the unique simple graded Aλ-module. Equivalently, W (λ) is the U(g[t])-
module quotient of W(λ) by the relation
(2.16) ht[t] · wλ = 0.
It is a graded U(g[t])-module.
2.0.6. Notation for tensor products. For the rest of the paper we fix n ∈ N and
a sequence λ = (λ(1), . . . , λ(n)) of dominant weights. For k ∈ [1, n] and i ∈ I let
λ
(k)
i := 〈i, λ
(k)〉. Define
(2.17) M(λ) =
n⊗
k=1
M(λ(k)), W(λ) =
n⊗
k=1
W(λ(k)), W (λ) =
n⊗
k=1
W (λ(k)).
Each of these is a graded U(g[t])-module via the coproduct.
Define also
(2.18) Aλ =
n⊗
k=1
Aλ(k) =
⊗
i∈I
n⊗
k=1
Sym
λ
(k)
i
and write ak for the projection Π→ Aλ(k) ⊆ Aλ. We regard elements of Symλ(k)
i
as
symmetric polynomials in a set Z(k)i of λ
(k)
i indeterminates. Define disjoint unions
(2.19) Z(k) :=
∐
i∈I
Z
(k)
i , Zi :=
∐
k∈[1,n]
Z
(k)
i Z :=
∐
k∈[1,n]
Z(k).
The algebra Aλ is graded local ring. Let k denote the unique simple graded
Aλ-module (on which all z ∈ Z act as zero) and let K := k(Z) (the algebraic
closure of the field of rational functions in the indeterminates Z). We consider Aλ
as embedded in K.
TRACE DECATEGORIFICATION OF TENSOR PRODUCT ALGEBRAS 9
There is a graded (U(g[t]),Π⊗n)-bimodule structure on M(λ) where Π⊗n acts
component-wise (note that the right actions are defined component-wise, not using
the coproduct δ). This induces a graded (U(g[t]),Aλ)-bimodule structure on W(λ)
from which we obtain W (λ) =W(λ)⊗Aλ k.
3. Categorified quantum groups
In this section we recall the definition of the categorified quantum group U˙ = U˙k(g).
We state an isomorphism between the tensor product Π =
⊗
i∈I Sym of symmetric
functions and bubbles in U˙ and formulate bubble slides in U˙ . Finally we recall
the notion of a (graded) 2-representation of U˙ and the definition of the deformed
Uˇλ = Uˇλk (g) and undeformed U
λ = Uλk (g) cyclotomic quotients of U˙ .
3.1. Definition. We use the “cyclic” formulation of the categorified quantum group
defined in [BHLW16], where it is denoted UcycQ (g). It is shown in Theorem 2.1 in
loc. cit. that UcycQ (g) is equivalent to the 2-category defined in [CL15].
Note that we read our diagrams from right to left and bottom to top following
[BHLW16], [CL15], [KL10], and [Lau10]. In contrast, Webster ([Web15], [Web16],
[Web17]) reads his diagrams from left to right.
3.1.1. Choice of parameters. The definition of U˙ depends on two additional pieces
of information: a choice of scalars tij ∈ k for i, j ∈ I and a choice of bubble
parameters ci,λ ∈ k for i ∈ I and λ ∈ X .
Recall from §2.0.1 that we have fixed an orientation on the graph Γ associated
the Cartan datum. For the choice of scalars we set
(3.1) tij =

1 if i = j or 〈i, j〉 = 0;
1 if there is an arrow j → i;
−1 if there is an arrow i→ j.
In [Web16] this is called the geometric choice of scalars.
For the bubble parameters we allow any choice of ci,λ ∈ k \ {0} for i ∈ I and
λ ∈ X consistent with the conditions
(3.2) ci,λ+αj = tijci,λ
for i, j ∈ I and λ ∈ X .
3.1.2. KLR algebras. For m ∈ N, the Khovanov-Lauda-Rouquier algebra, or KLR
algebra, Rm is a k-algebra with generators {εi | i ∈ Im}, {yk | k ∈ [1,m]}, and
{ψl | l ∈ [1,m− 1]}.
We will often represent elements of Rm diagrammatically: write
εi =
i1 i2
· · ·
im
ykεi =
i1
· · ·
ik
· · ·
im
ψlεi =
i1
· · ·
il il+1
· · ·
im
The product a · b is represented by placing the diagram for a above that for b and
attempting to connect the strings. If the labels do not match then we get zero (i.e.
the εi are mutually orthogonal).
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If q(y) =
∑m
r=0 ary
r ∈ k[y] is a polynomial, we will denote the element q(yk)εi
diagrammatically by
(3.3)
i1
· · · q(y)
ik
· · ·
in
=
m∑
r=0
ar
i1
· · · r
ik
· · ·
in
where r next to a dot indicates r dots.
Isotopic diagrams are equal and subject to well-known local relations. In partic-
ular:
(3.4)
i j
=
i j
+ δij
i j
(3.5)
i j
=

0 if 〈i, j〉 = 2,
i j
if 〈i, j〉 = 0,
tij
i j
+ tji
i j
if 〈i, j〉 = −1
For the remaining relations the reader is referred to [CL15, (2.8)-(2.14)] (we have
ri = 1, di,j = 1, and s
pq
ij = 0 for all i, j, p, q).
3.1.3. Definition of U . We define a graded k-linear 2-category U = Uk(g) (so mor-
phism spaces U(λ, µ) in U are graded k-linear categories). Objects in U are weights
λ ∈ X . The 1-morphisms λ→ µ are formal direct sums of grading shifts of symbols
1µEi1λ, where i = (i1, . . . , im) ∈ (±I)m for some m ∈ N such that
(3.6) λ+
m∑
j=1
αij = µ,
(recall that we write α−i = −αi). Since µ is uniquely determined we often drop it
from our notation and write Ei1λ for 1µEi1λ.
The 2-morphisms in U are k-linear combinations of (grading shifts of) Khovanov-
Lauda (KL) diagrams. A KL diagram consists of finitely many oriented black strings
in R× [0, 1], labelled by elements of I and decorated with finitely many dots, with
the regions between strings labelled by weights. Diagrams have no triple points
or tangencies and any open end of a string must meet one of the lines y = 0 or
y = 1 at a distinct point from all other strings. The labelling of regions must be
consistent with the local rules below:
(3.7)
i
µ+ αi µ
i
µ− αi µ
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Since the labelling of all regions is uniquely determined by that of a single one, we
will often only label one region.
Take a KL diagram. Let λ and µ be the weights of the right- and left-most
regions respectively. Reading along the bottom (y = 0) of the diagram yields
a signed sequence i = (i1, . . . , im) ∈ (±I)m where |ik| is the label of the kth
string from the left, and ik ∈ +I (resp. −I) if the string is oriented upward (resp.
downward). Similarly, reading along the top (y = 1) of the diagram yields a signed
sequence j. We assign the diagram a degree d by taking the sum of the degrees of
the elementary diagrams of which it is composed: a dot has degree 2, a crossing
between and i-string and a j-string has degree −〈i, j〉, and cups and caps have the
following degrees:
(3.8) deg
i λ
= 〈i, λ〉 − 1 deg
i λ
= −〈i, λ〉 − 1
(3.9) deg
i λ
= 〈i, λ〉 − 1 deg
i λ
= −〈i, λ〉 − 1.
Then this diagram is a 2-morphism 1µEi1λ ⇒ 1µEj1λ〈d〉.
The horizontal composition D ◦D′ of KL diagrams D and D′ is given by placing
D to the left of D′ if the weights of the corresponding regions match. Their vertical
composition D ·D′ is given by placing D on top of D′ and connecting strings if the
corresponding 1-morphisms match. These definitions extend to all 2-morphisms.
So “ ·” denotes composition in the category U(λ, µ) and ‘◦’ denotes composition
(3.10) U(ν, µ)× U(λ, µ) −→ U(λ, ν).
The 2-morphisms in U are subject to the additional local relations listed in
[BHLW16, Definition 1.3]. In particular, if we interpret diagrams in the KLR
algebra as having all strings oriented upward then 2-morphisms locally satisfy the
KLR relations, bubbles are subject to the relations described in §3.2, and we have
the following for any i ∈ I and λ ∈ X :
(3.11)
i i
λ
= −
i
λ
i
+
∑
α+β+γ
=〈i,λ〉−1
i
γ
α
i
i ♠+ β
λ
The cyclic duality in U (see [BHLW16, §1.2]) means that rotating any relation
by 180 degrees yields another valid relation in U . In particular, rotating the second
relation in [BHLW16, Proposition 3.3] yields the following for any i ∈ I, λ ∈ X ,
and s ≥ 0:
(3.12)
i
λ
s
=
∑
α+β=s+〈i,λ〉
α
i
i ♠+ β
λ
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3.1.4. Categorified quantum group. The categorified quantum group U˙ = U˙k(g) is
the idempotent completion of U . More precisely, the morphism space U˙(λ, µ) is the
idempotent completion of U(λ, µ). It is a graded k-linear 2-category. The starred
variants U∗ and U˙∗ are defined by adding stars to the morphisms categories.
The split Grothendieck group K0(U˙) of U˙ is a locally unital Z-algebra:
(3.13) K0(U˙) =
⊕
λ,µ∈Ob(U)
1µK0(U˙(λ, µ))1λ
with multiplication induced by horizontal composition. There is an isomorphism of
locally unital Z-algebras
(3.14) U˙Zq −→ K0(U˙).
where U˙Zq is the integral idempotent quantum group from §2.0.2.
This map exists and is surjective by [KL10, Theorem 1.1] and injectivity is equiv-
alent to non-degeneracy of the graphical calculus by Theorem 1.2 in loc. cit. In
finite-type non-degeneracy follows from the decategorification of cyclotomic quo-
tients proved by [KK12] and [Web16] (c.f. §3.3).
3.2. Bubbles and symmetric functions. We will use the following shorthand
for bubbles:
(3.15)
i ♠+ r
λ
:=
i 〈i, λ〉 − 1 + r
λ
i ♠+ r
λ
:=
i −〈i, λ〉 − 1 + r
λ
where λ ∈ X , i ∈ I, and r ∈ Z. When r > |〈i, λ〉| these bubbles have degree 2r.
When r ≤ |〈i, λ〉| the number of dots is negative and so this doesn’t make sense as
a 2-morphism. We resolve this by adding this “fake bubble” as a new generator of
degree 2r and impose the following relations: bubbles of negative degree are zero,
degree zero bubbles satisfy
(3.16)
i ♠+ 0
λ
= ci,λ1λ,
i ♠+ 0
λ
= c−1i,λ1λ,
and higher degree bubbles satisfy the equations arising from the homogeneous terms
in x of the infinite Grassmannian equation:
(3.17)

∞∑
r=0
i ♠+ r
λ
xr


∞∑
s=0
i ♠+ s
λ
xs
 = 1λ.
From this it follows that all fake bubbles can actually be written in terms of real
bubbles.
Recall the graded algebra Π =
⊗
i∈I Sym from §2.0.4. For any λ ∈ X , there is a
homomorphism of graded algebras
(3.18) bλ : Π −→ U˙∗(1λ, 1λ)
sending
(3.19) (−1)rei,r 7−→ ci,λ
i ♠+ r
λ
hi,r 7−→ c
−1
i,λ
i ♠+ r
λ
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By non-degeneracy, this is an isomorphism.
Remark 3.1. In [Lau12, §3.4.4] and [CL15, §5.1] the authors identify elementary
symmetric fuctions with clockwise bubbles. Our homomorphism differs from theirs
by the automorphism of Π interchanging (−1)rei,r and hi,r and fixing pi,r. We
believe our choice is more natural given the relationship between bubbles and the
deformed cyclotomic relation (3.26).
Remark 3.2. Observe that we now have isomorphisms relating symmetric functions,
bubbles, and the Cartan subalgebra of g. More precisely, for any λ ∈ X there are
isomorphisms of graded algebras:
(3.20)
Π
1λU(h[t])1λ U˙∗(1λ, 1λ)
where the left diagonal map was defined in 2.0.4. The horizontal map descends to
the restriction of the isomorphism U˙(g[t]) ∼= Tr(U∗) in the trace.
It will be convenient for us to consider the image under bλ of the generating
functions ei(x), hi(x), and pi(x) from §2.0.4. For example, the relation (3.17) is
just the image under bλ of hi(x)ei(−x) = 1.
Generating functions also greatly simplify the statement of bubble slide equa-
tions. To save space, we do not state these diagrammatically. Instead for i ∈ ±I we
use 1Ei to denote a string labelled by |i|, oriented upward if i ∈ +I and downward if
i ∈ −I, and let y to denote a dot on that string. Recall that “◦” denotes horizontal
composition in U˙ .
The reader is invited to compare these with the equations (2.7).
Lemma 3.3. Take i ∈ ±I, j ∈ I, and λ ∈ X. Then
bλ+αi(ej(x)) ◦ 1Ei = (1 + yx)
〈j,i〉 ◦ bλ(ej(x)),
bλ+αi(hj(x)) ◦ 1Ei = (1− yx)
−〈j,i〉 ◦ bλ(hj(x)),
bλ+αi(pj(x)) ◦ 1Ei = 1Ei ◦ bλ(pj(x)) + 〈j, i〉
yx
1 − yx
.
(3.21)
Proof. The first two follow directly from [BHLW16, §3.2]. The third follows from
these, the coproduct δ, and (2.7). 
3.3. 2-representations and cyclotomic quotients. In this subsection we recall
the definition of a 2-representation of U˙ and 2-natural transformations between
them. We also recall the undeformed and deformed cyclotomic quotients of U˙ -
2-representations of U˙ that categorify irreducible modules over the quantum group.
3.3.1. 2-representations. A 2-representation of U˙ on a category M consists of a
weight decomposition M =
⊕
λ∈XM(λ) into subcategories and compatible func-
tors from U˙(λ, µ) to the category of functors M(λ) → M(µ). A 2-representation
is graded if M is graded and all the functors are graded. This induces a 2-
representation of U˙∗ on M∗.
A graded 2-representation of U˙ on M induces a K0(U˙) ∼= U˙Zq -module structure
on
(3.22) K0(M) =
⊕
λ∈Ob(U)
1λK0(M(λ))
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compatible with the action of Z[q±1].
A 2-natural transformation η between 2-representations on M and N consists
of functors
(3.23) η(λ) :M(λ) −→ N (λ)
for all λ ∈ X together with compatible natural isomorphisms
(3.24) η(x) : xN ◦ η(λ)⇒ η(µ) ◦ xM
for any 1-morphism x ∈ Ob(U(λ, µ)), where xM (resp. xN ) denotes the functor
M(λ) → M(µ) (resp. N (λ) → N (µ)) associated to x. We call η a 2-natural
isomorphism if the η(λ) are all equivalences.
If M, N and all η(λ) and η(x) are graded we call η a graded 2-representation.
This induces a 2-representation from M∗ to N ∗. A graded 2-representation of U˙
induces U˙Zq -module homomorphism K0(M) → K0(N ). These are isomorphisms if
η is a 2-natural isomorphism.
3.3.2. Cyclotomic quotients. If λ ∈ X+, the corresponding deformed cyclotomic
quotient Uˇλ = Uˇλk (g) of U˙ is the graded category obtained from
⊕
µ∈X U˙(λ, µ) by
imposing the following global relation for any i ∈ I:
(3.25) · · ·
λ
i
= 0;
that is, any diagram with an upward string at the far right is equal to zero. This
preserves the direct sum decomposition Uˇλ =
⊕
µ∈X Uˇ
λ(µ) according to the left-
most weight, and horizontal composition in U˙ induces an action of U˙ on Uˇλ by
placing a diagram on the left. So Uˇλ is a graded 2-representation of U˙ .
Taking s = 0 in (3.12) yields the deformed cyclotomic relation in Uˇλ:
(3.26)
〈i,λ〉∑
r=0
〈i, λ〉 − r
i
i ♠+ r
λ
=
i
λ
= 0.
The undeformed cyclotomic quotient Uλ = Uλk (g) of U˙ is obtained from Uˇ
λ by
setting any diagram with a positive degree bubble at the far right equal to zero. In
Uλ we have the undeformed cyclotomic relation:
(3.27) · · ·
i
〈i, λ〉
λ
= 0
at the far right of any diagram. The weight decomposition and action of U˙ on Uˇλ
are preserved, so Uλ is also a graded 2-representation of U˙ .
It was proved independently by [Web17, Corollary 3.22] and [KK12, Theorem 6.2]
that for any λ ∈ X+ there are isomorphisms of U˙Zq -modules:
(3.28) K0(Uˇλ) ∼= K0(Uλ) ∼= V Zq (λ),
where V Zq (λ) is the irreducible U˙
Z
q -module from §2.0.2.
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4. Bubble slides in the tensor product algebra
Recall from §2.0.6 that we have fixed n ∈ N and a sequence λ = (λ(1), . . . , λ(n))
of dominant weights and that, if k ∈ [1, n] and i ∈ I, then λ(k)i = 〈i, λ
(k)〉. The
corresponding graded algebra Aλ consists of certain symmetric polynomials in a set
Z of indeterminates.
In this section we recall Webster’s categorification Xλ of a tensor product V Zq (λ)
of irreducibles for U˙Zq and its deformation Xˇ
λ, and prove equations for passing
bubbles through red strings in Xˇ λ analogous to the bubble slide equations in U˙
(see §3.2). Note that to match with the conventions of [BHLW16] our categories
differ from Webster’s by a reflection in a vertical line. Also, since we work with a
fixed sequence λ of dominant weights we will label red strings in Xλ by (k) with
k ∈ [1, n] rather than by the actual weights λ(k).
The category X λ is equivalent to the category of graded projective modules over
the tensor product algebra T λ from [Web17], but it is more convenient for us to
define X λ by generators and relations as in [Web15]. Morphisms spaces in X λ are
spanned by string diagrams containing red strings which separate tensor factors
and there is a graded 2-representation of U˙ on X λ by placing diagrams on the left
and composing.
The category Xˇ λ is equivalent to the category of graded projective modules over
the algebra in [Web12, §3.2]. It is obtained by deforming the defining relations
for X λ over Aλ such that setting all z ∈ Z equal to zero recovers X λ. The effect
of this is that dots in Xˇ λ, rather than being nilpotent, can have any z ∈ Z as a
generalized eigenvalue (see §5). The relationship between X λ and Xˇ λ is analogous
to that between the undeformed Uλ and deformed Uˇλ cyclotomic quotients of U˙ .
There is a graded 2-representation of U˙ on Xˇ λ and morphism spaces in the starred
category Xˇ λ,∗ are graded right Aλ-modules.
In §4.2 we prove new equations for passing bubbles through red strings in Xˇ λ.
We state these in terms of the coproduct δ on U(h[t]) which shows that the actions
of Aλ on W(λ) and Xˇ λ,∗ are compatible. We also the bubble slides in terms of the
generating functions ei(x), hi(x), and pi(x) for symmetric functions. This allows
us to study the spectrum of a dot in X λ,∗ in §5.
4.1. Tensor product algebras.
4.1.1. An auxiliary category. We begin by defining an auxiliary graded k-linear
category X˜ λ from which both Xλ and Xˇ λ can be obtained. We will not need X˜ λ
outside this subsection.
Objects in X˜ λ are formal direct sums of grading shifts of Stendhal pairs (i, κ),
where i ∈ (±I)m for some m ∈ N and κ is a weakly increasing function from
[1, 2, . . . , n+1] to [0, 1, . . . ,m] with κ(n+1) = m (the equivalent objects in [Web15]
and [Web17] are called tricolore quadruples and double Stendhal triples respec-
tively).
Morphisms in X˜ λ are k-linear combinations of grading shifts of Stendhal diagrams
(double Stendhal diagrams in [Web17]). A Stendhal diagram consists of finitely
many strings in R× [0, 1]. Each string is either:
• coloured black, given an orientation, labelled with an element i ∈ I, and
decorated with finitely many dots; or
• coloured red and labelled with (k) for k ∈ [1, n].
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Diagrams have no triple points or tangencies and any open end of a string must
meet one of the lines y = 0 or y = 1 at a distinct point from all other strings. Red
strings have no critical points (that is, they never turn back on themselves) and
two red strings cannot cross. Reading the labels of red strings from left to right as
the intersect a horizontal line y = c must give the sequence (n), (n− 1), . . . , (1).
Regions between strings are labelled by weights. The right-most region is labelled
by 0 and the labels of the other regions are determined by the consistency rules in
(3.7) and the additional condition:
(4.1)
(k)
µ+ λ(k) µ
Since the labelling of regions is uniquely determined we will often not record it.
Take a Stendhal diagram. As with 2-morphisms in U , recording the labels and
orientations of the black strings along the bottom of the diagram yields a signed
sequence i = (i1, . . . , im) ∈ (±I)m. For k ∈ [1, n], let κ(k) ∈ N be the number of
black strings to the right of the red (k)-string reading along the line y = 0, and
let κ(n+ 1) = m. This defines a weakly increasing function from [1, . . . , n + 1] to
[0, . . . ,m], so (i, κ) is a Stendahl pair. Similarly, reading the top of the diagram we
get an Stendhal pair (i′, κ′). We assign the diagram a degree d by taking the sum
of the degrees of elementary diagrams: in addition to those set in U , such as (3.9),
we let
(4.2) deg
i(k)
= deg
i (k)
= 0,
(4.3) deg
i (k)
= deg
i(k)
= λ
(k)
i .
This diagram is a morphism from (i, κ) to (i′, κ′)〈d〉. Composition of morphisms is
induced by vertical composition of diagrams as in §3.1.3.
We sometimes conflate a Stendhal pair S and the identity 1S on S and refer to,
for example, the red string in S labelled by (k).
Morphisms in X˜ λ are subject to local relations: black strings satisfy the relations
of U (see §3.1.3) and for any i ∈ I and k ∈ [1, n] the following hold as well as their
reflections in a vertical line:
(4.4)
i (k)
=
i (k) i(k)
=
i(k)
(4.5)
i (k)
=
(k)i
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We also impose the relations [Web17, (4.4a)-(4.4c)] and their reflections in a vertical
line for any labelling of red and black strings (the reader can ignore the orientation
on red strings). Finally we also set to zero any violated diagrams; that is, diagrams
which at some horizontal slice y = c have a black string to the right of all red
strings.
4.1.2. Tensor product algebras. The following category was introduced in [Web17,
§4], where it is presented as the category of graded projective modules over an
algebra:
Definition 4.1. Let Xλ be the idempotent completion of the category obtained from
X˜ λ by imposing the following additional local relations as well as the reflection of
(4.6) in a vertical line:
(4.6)
(k)i
λ
(k)
i
=
i (k)
(4.7)
ji (k)
=
ji (k)
+ q
i
p
i (k)
δi,j
∑
p+q=λ
(k)
i
−1
It is a graded k-linear category. There is a weight decomposition X λ =
⊕
X λ(µ)
according to the left-most weight µ ∈ X of a diagram, and placing diagrams in U˙
on the left of those in X λ defines a graded 2-representation of U˙ on X λ.
The 2-representation of U˙ on X λ induces a U˙Zq -action on the split Grothendieck
groupK0(X λ). By [Web16, Theorems 4.38] there is an isomorphism of U˙Zq -modules
(4.8) K0(X λ) −→ V Zq (λ),
where V Zq (λ) is the product of irreducible modules from §2.0.2. To reflect this, we
will sometimes refer to X λ as a tensor product categorification.
4.1.3. Deformed tensor product algebras. Recall the graded algebras Π =
⊗
i∈I and
Aλ and the projections ak : Π→ Aλ(k) ⊆ Aλ from §4.1.1. Let X˜ λ ⊗ Aλ denote the
extension of scalars of X˜ λ to Aλ. This is a graded category and X˜ λ,∗ is enriched
over graded right Aλ-modules.
Morphisms in X˜ λ ⊗ Aλ are Aλ-linear combinations of Stendhal diagrams. If D
is a Stendhal diagram and a ∈ Aλ then we will represent the morphism D · a in
X˜ λ ⊗ Aλ diagrammatically by placing a in a box somewhere in D. The placement
of the box does not change the morphism.
The following was introduced in [Web12, §3.2] where it was presented as a cate-
gory of graded projective modules over an algebra:
Definition 4.2. Let Xˇ λ be the idempotent completion of the category obtained from
X˜ λ⊗Aλ by imposing the following additional local relations as well as the reflection
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of (4.9) in a vertical line:
(4.9)
∑
p+q=λ
(k)
i
ak(ei,p)
i
q
(k)
=
i (k)
(4.10)
ji (k)
=
ji (k)
+ δi,j
λ
(k)
i
−1∑
r=0
∑
p+q=
λ
(k)
i
−r−1
(−1)r ak(ei,r)
i
p
(k) j
q
This a graded k-linear category and Xˇ λ,∗ is enriched over graded right Aλ-modules.
Observe that relations (4.9)-(4.10) reduce to the relations (4.6)-(4.7) in the un-
deformed category X λ if we specialize z = 0 for all z ∈ Z. So if k denotes the
unique simple graded Aλ-module (on which all z ∈ Z act as zero) then tensoring
morphism spaces over Aλ with k gives a functor from Xˇ λ,∗ to X λ,∗. Restricting to
degree zero morphisms gives a functor from Xˇ λ to X λ.
As with X λ, there is a weight decomposition Xˇ λ =
⊕
Xˇ λ(µ) according to the
left-most weight µ ∈ X of a diagram and placing diagrams in U˙ on the left gives a
graded 2-representation of U˙ on Xˇ λ.
In §6 we will show that the split Grothendieck group of Xˇ λ is isomorphic to
V Zq (λ) as a U˙
Z
q -module, which justifies our referring to Xˇ
λ as a deformed tensor
product categorification.
4.2. Bubble slides. Recall the algebra Π =
⊗
i∈I Sym from §2.0.4. We can in-
terpret symmetric functions in Xˇ λ either through the isomorphism with bubbles
bµ : Π → U
∗(1µ, 1µ) from §3.2 or through the projections ak : Π → Aλ(k) ⊆ Aλ.
Our description of how the two of these interact takes the form of bubble slides
through red strings and mirrors the relationship between the actions of U(h[t]) and
Aλ on the tensor product W(λ) of global Weyl modules.
Recall the coproduct δ : Π→ Π⊗Π from §2.0.4.
Proposition 4.3. Take µ ∈ X and k ∈ [1, n]. If f ∈ Π and δ(f) =
∑
s gs⊗g
′
s then
(4.11) bµ+λ(k)(f)
(k)
µ
=
∑
s
ak(g
′
s)
(k)
bµ(gs)
µ
Take i ∈ I and recall the generating functions ei(x), hi(x), and pi(x) from §2.0.4
and the set Z(k)i of indeterminates from §2.0.6. In Lemma 3.3 we stated bubble slides
in U˙∗ for ei(x), hi(x), and pi(x). The proposition yields the analogous equations
in Xˇ λ,∗ (the products and sums below are taken over all z ∈ Z(k)i ):
(4.12) bµ+λ(k)(ei(x))
(k)
µ
=
(k)
∏
(1 + zx) bµ(ei(x))
µ
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(4.13) bµ+λ(k)(hi(x))
(k)
µ
=
(k)
∏
(1− zx)−1 bµ(hi(x))
µ
(4.14) bµ+λ(k)(pi(x))
(k)
µ
=
(k)
bµ(pi(x))
µ
+
(k)
∑ zx
1− zx
µ
The idea behind the proof of the proposition is simple, but the reality is a little
fiddly. Through explicit diagrammatic calculations based on the deformed relations
in Definition 4.2, we will show that (4.11) holds for all f in a generating set for Π.
The difficulty is that a priori the deformed relations only hold when the bubbles
are real, so the generating set we choose depends on the weight µ.
Lemma 4.4. Take µ ∈ X, i ∈ I, k ∈ [1, n], and s ≥ 1.
(i) If s > λ
(k)
i + 〈i, µ〉 then
(4.15)
i ♠+ s
(k)
µ
=
s∑
r=0
(−1)r ak(ei,r)
(k)
i
♠+ s− r
µ
(ii) If s > −〈i, µ〉 then
(4.16)
i ♠+ s
(k)
µ =
s∑
r=0
(−1)r ak(ei,r)
(k)
i
♠+ s− r µ
(iii) If −λ
(k)
i < 〈i, µ〉 < 0 and s < λ
(k)
i then
(4.17)
s∑
r=0
(−1)r ak(ei,r)
∑
p+q=s−r
i ♠+ p
(k)
i ♠+ q
µ
= 0
Proof. (i) By the assumption on s, the bubble on the left is real, so we can pull
the right edge through the red string and use the mirror image of deformed rela-
tion (4.9) in a vertical line to pull the rest of the bubble through. This yields the
right hand side of the equation, but with the sum running to λ(k)i . The difference
between these two sums either involves negative degree bubbles, which are zero, or
symmetric polynomials ak(ei,r) with r > λ
(k)
i , which are also zero. So the equation
holds.
(ii) This is similar to (i), but we pull the bubble left through the red string.
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(iii) This is more involved. Set s1 := max{0, s+〈i, µ〉} and s2 := max{s−1,−〈i, µ〉}.
Observe that s1 + s2 = s− 1 and
(4.18) 0 ≤ s1 < λ
(k)
i + 〈i, µ〉, 0 ≤ s2 < −〈i, µ〉.
Consider the following diagram:
(4.19)
λ
(k)
i
−1∑
r=0
(−1)r ak(ei,r)
∑ i s1 + a
(k)
i s2 + b
µ
where the second sum is over all a, b ≥ 0 with a+ b = λ(k)i − r− 1. We can rewrite
this in “spade notation” as
(4.20)
λ
(k)
i
−1∑
r=0
(−1)r ak(ei,r)
∑
p+ q = s− r
i ♠+ p
(k)
i ♠+ q
µ
where p and q in the second sum must satisfy
(4.21) p ≥ s1 − λ
(k)
i − 〈i, µ〉+ 1, q ≥ s2 − 〈i, µ〉+ 1.
By (4.18) the expressions on the right-hand side of both inequalities are less than or
equal to zero and bubbles of negative degree are zero, so we can change the second
summation to be over p, q ≥ 0 without changing the value of the expression. Now
the first sum is empty for s < r < λ(k)i so we change the upper limit to s, which
yields the left hand side (4.17).
Now we claim that (4.19) is equal to zero. Since s1, s2 ≥ 0, all the bubbles in
the diagram are real, so we can apply the deformed relation (4.10) to get
s1
i
s2
(k)
µ
−
s1
i
s2
(k)
µ
=
s1
i
s2
(k)
µ
−
s1
i
s2
(k) µ
We claim that both of these “infinity” diagrams are zero.
For the rightmost one, consider (3.12) with m = s2 and λ = µ. Adding s1 dots
to the free string and closing it with a loop on the left yields
(4.22)
s1
i
s2
µ
= −
∑
α+ β = s;
i ♠+ α i ♠+ β
µ
with the sum over α ≥ 0 and β ≥ s2 + 〈i, µ〉 + 1. Again, since s2 + 〈i, µ〉 + 1 ≤ 0
and bubbles of negative degree are zero, we can just take β ≥ 0. Now this is the
homogeneous component of the infinite Grassmannian (3.17) of degree s > 0 so is
zero.
The calculation for the other “infinity" diagram is similar using the second iden-
tity in [BHLW16, Proposition 3.3]. The claim follows. 
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Proof of Proposition 4.3. We fix i ∈ I and show the claim for the copy of Sym in
Π indexed by i. We will prove (4.11) for all f in a generating set of Sym. Since we
have only proved the bubble slides in Lemma 4.4 for real bubbles, the generating
set we choose depends on λ(k)i . There are three cases.
(1) If 〈i, µ〉 ≤ −λ(k)i then (4.15) holds for all s > 0. Since
(4.23) δ(ei,s) =
s∑
p+q=s
ei,p ⊗ ei,q,
the bubble slides hold for all f = ei,s, s ≥ 1.
(2) If 〈i, µ〉 ≥ 0 then (4.16) holds for all s > 0. Since
(4.24) hi,s ⊗ 1 =
∑
p+q=s
(−1)p(1⊗ ei,p)δ(hi,q),
by induction on s the bubble slides hold for all f = hi,s, s ≥ 1.
(3) If −λ(k)i < 〈i, µ〉 < 0 then (4.17) holds for 0 < s < λ
(k)
i and (4.15) holds for
s ≥ λ
(k)
i . Since
(4.25) 0 =
∑
p+q+r=s
(−1)p+q(ei,p ⊗ ei,q)δ(hi,r),
by induction the bubble slides hold for f = hi,s for 0 < s < λ
(k)
i and they hold
for f = ei,s for s ≥ λ
(k)
i as in (1).

5. Unfurling 2-representations
Recall from §4.1.2 that Xˇ λ is a deformation of the tensor product categorification
X λ over the algebra Aλ which consists of certain symmetric polynomials in a set
Z of indeterminates and is regarded as a subset of K = k(Z) (see §2.0.6). In this
section we study Xˇ λ at the generic point of the deformation; that is, we study the
idempotent completion Gλ of Xˇ λ,∗ ⊗Aλ K.
Define a new symmetric simply-laced Cartan datum with indexing set I˜ = I × Z,
weight lattice X˜ = X × Z, and symmetric bilinear form obtained from that on X
via
(5.1) ((µ, z), (µ′, z′)) = δz,z′(µ, µ′).
for (µ, z), (µ′, z′) ∈ X˜. We call I˜ an unfurling of I and we identify the corresponding
Lie algebra g˜ with a direct sum g⊕Z of copies of g indexed by z ∈ Z.
Morphism spaces in Gλ are (ungraded) K-vector spaces and the deformed rela-
tions (4.9)-(4.10) in Xˇ λ imply that a dot acting on a black string in a Stendhal
pair S ∈ Ob(Gλ) has spectrum contained in Z. In [Web16], Webster showed that
the decomposition of S into generalized eigenspaces indexed by Z induces a 2-
representation of the categorified quantum group U˙∗K(g˜) for g˜ on G
λ where a dot
in U˙∗K(g˜) acts locally nilpotently. Moreover, he showed that there is a 2-natural
isomorphism
(5.2) η : U λ˜,∗K (g˜) −→ G
λ,
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between Gλ and a cyclotomic quotient of U˙∗K(g˜). Since the trace decategorification
of cyclotomic quotients is known from [BHLW17], this allows us to determine the
structure of Tr(Gλ) in §8.
Actually, the setting considered in [Web16] is slightly different; Webster considers
a categorification of a tensor product of highest and lowest weight modules with
a less generic deformation. The main ideas are the same, but since [Web16] is a
preprint and we need to understand the structure of the 2-representation of U˙∗K(g˜)
on Gλ in some detail for §6 and §8, we give a relatively complete description of its
construction.
Remark 5.1. Since the underlying field and Lie algebra vary in this section, we
will take care to include them in our notation. This applies particularly to the
categorified quantum group U˙k(g), cyclotomic quotients U
λ,∗
k (g), current algebra
Uk(g[t]), and Weyl modules Wk(λ). Since we only ever consider (deformed) tensor
product categorifications over k with respect to g, we still write these as X λ and
Xˇ λ.
5.1. Spectrum of dots. Recall that if q(w) =
∑m
r=0 arw
r is a polynomial then
we will write
(5.3)
q(y)
i
= am
i
m
+ · · · + a1
i
+ a0
i
Recall that Gλ is the idempotent completion of Xˇ λ,∗ ⊗Aλ K. Since the elements
of Z are scalars in K, the deformed relation (4.9) factors in Gλ to give
(5.4) r(y)
i (k)
=
i (k)
where r(w) is the product of (w − z) over z ∈ Z(k)i . This allows us to determine
the spectrum of a dot on a black string in Gλ.
Lemma 5.2. Take a Stendhal pair S ∈ Ob(Gλ) and let B denote a black string in S
with label i ∈ I. Suppose that the first red string R to the right of B is labelled by (k).
Then a dot y acting on B satisfies a polynomial with roots in Z(≤k) =
⋃
l≤k Z
(l).
Proof. We proceed by induction on the total number of strings (red or black) to
the right of B.
First suppose there are no black strings between B and R. Let S′ denote the
Stendhal pair obtained from S by swapping B and R and denote their images in
S′ by B′ and R′, respectively. By the inductive hypothesis, a dot on B′ satisfies a
polynomial q′(w) with roots in Z(≤k−1). The relations (4.5) and (5.4) imply that
in Gλ(S, S),
i
q′(y)
(k)
=
i
q′(y)
(k)
= 0,
i
q′(y)r(y)
(k)
=
i
q′(y)
(k)
= 0,
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where r(w) is the product of (w − z) taken over all z ∈ Z(k)i . The claim follows.
Now suppose that the string C immediately to the right of B in S is black
and labelled by j ∈ I. Let S′ denote the Stendhal pair obtained by swapping B
and C and denote their images in S′ by B′ and C′ respectively. By the inductive
hypothesis, a dot acting on C in S (resp. B′ in S′) satisfies a polynomial q(w) (resp.
q′(w)) with roots in Z(≤k).
First suppose that B and C have the same orientation. Without loss of generality
we may assume they are both oriented down. Recall that the KLR relations (3.4)
and (3.5) hold on downward-oriented black strings.
If 〈i, j〉 = 0 then we can pull B through C and dots commute with the crossing,
so q′(y) acts as zero on B. If 〈i, j〉 = −1 then
(5.5) 0 =
i
q′(y)
j
= tij
i
yq′(y)
j
+ tji
i
q′(y)
j
Since tij = −tji by (3.1), repeated applications of this show that
(5.6)
i
q′(y)q(y)
j
=
i
q′(y)
j
q(y)
= 0.
If i = j then let
(5.7) τ =
ii
−
ii
+
ii
As in [BK09, Lemma 2.1], this squares to the identity on S, and conjugating by τ
sends a dot on C to a dot on B. So q(y) acts on B as zero.
Now suppose that B and C have opposite orientations. Assume that B (resp.
C) is oriented up (resp. down). The other case is similar. If i 6= j then we can pull
B through C and dots commute with the crossing so q′(y) acts as zero on B. If
i = j then for r ∈ N, the relation (3.11) and KLR relations imply that
(5.8)
i
r
i
µ
= −
i
µ
i
r +
∑
α+β+γ
=r+〈i,µ〉−1
i
γ
α
i
i ♠+ β
µ
so if q′(w) = cmwm + · · ·+ c0 then
(5.9)
i
q′(y)
i
µ
=
m∑
r=0
cr(
∑
α+β+γ
=r+〈i,µ〉−1
i
γ
α
i
i ♠+ β
µ
)
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Apply q(y) to the top of the left string on both sides of the equation. On the right
hand side we can slide these new dots through the cup and so the whole expression
is equal to zero. So q′(y)q(y) acts on B as zero and the claim holds. 
5.2. 2-representations on Gλ. Recall that the unfurled Cartan datum has index-
ing set I˜ = I × Z and weight lattice X˜ = X × Z. The associated graph Γ˜ ∼= Γ× Z
inherits an orientation from Γ. We write p for the projection X˜ → X . For nota-
tional convenience we identify (±I˜)m = (±I)m × Zm for m ∈ N, so, for example,
E(−i,z) means E−(i,z) for i ∈ I and z ∈ Z.
The definition of the corresponding categorified quantum group U˙K(g˜) depends
on a choice of parameters - see §3.1.1. We use the geometric choice of scalars:
(5.10) t(i,z),(j,z′) =
{
ti,j if z = z′
1 if z 6= z′
and the following bubble parameters:
(5.11) c(i,z),µ˜ = ci,µ˜z ,
where (i, z), (j, z′) ∈ I˜ and µ˜z is the z-component of µ˜ ∈ X˜ .
There is an ungraded 2-representation of U˙∗K(g) on G
λ arising from the 2-representation
of U˙∗k (g) on Xˇ
λ,∗. Sections 3 and 4 of [Web15] establish the following:
Theorem 5.3. [Web15, Theorem 3.13] There is a 2-representation of U˙∗K(g˜) on G
λ
such that dots in U˙∗K(g˜) act locally nilpotently.
In this subsection we describe how to construct this 2-representation. The reader
is referred to [Web15, Theorem 3.13] for the proof that it is well-defined.
From the 2-representation of U˙∗K(g) there is a decomposition G
λ =
⊕
Gλ(µ)
according to the weight µ ∈ X of the left-hand region of a diagram and compat-
ible functors from U˙∗K(g)(µ, ν) to the category of functors G
λ(µ) → Gλ(ν) for any
µ, ν ∈ X .
In particular there are functors Ei1µ from Gλ(µ) to Gλ(µ + αi) for all i ∈ ±I
(recall that α−i = −αi). Define
(5.12) Ei =
⊕
µ∈X
Ei1µ, E =
⊕
i∈I
Ei,
regarded as endofunctors of Gλ. For (i, z) ∈ ±I˜, let E(i,z) denote the functor sending
A ∈ Ob(Gλ) to the generalized z-eigenspace of a dot acting on EiA and given by
restriction on morphisms. By Lemma 5.2 we can decompose Ei =
⊕
z∈Z E(i,z).
By [Rou08, Theorem 5.25], to define a 2-representation of U˙∗K(g˜) it remains to
give a refined weight decomposition
(5.13) Gλ(µ) =
⊕
µ˜∈p−1(µ)
Gλ(µ˜)
such that for any (i, z) ∈ ±I˜, the restriction E(i,z)1µ˜ of E(i,z) sends
(5.14) Gλ(µ˜) −→ Gλ(µ˜+ α(i,z)),
and to give a suitable action of the unfurled KLR algebra R˜m on Em.
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5.2.1. Weight decomposition of Gλ. The definition of the categories Gλ(µ˜) below is
equivalent to that in [Web15, §3.2].
Take a weight µ ∈ X and a Stendhal pair S = (i, κ) ∈ Ob(Gλ(µ)) with i ∈ (±I)m
and for k ∈ [1,m] let yk denote a dot acting on the black string in S labelled by
|ik|. By Lemma 5.2, yk has generalised eigenvalues in Z. For a sequence z =
(z1, . . . , zm) ∈ Zm let Sz ∈ Ob(Gλ) denote the simultaneous generalised eigenspace
of S where yk has eigenvalue zk (note that the yk commute). Let Iz denote the
2-sided ideal of Gλ(Sz, Sz) generated by yk − zk for 1 ≤ k ≤ m.
Recall the generating functions ej(x) for j ∈ I from §2.0.4 and the isomorphism
bµ with bubbles from §3.2. The dot yk acts as zk in Gλ(Sz , Sz)
/
Iz so by the
bubble slides in Lemma 3.3 and (4.12), bµ(ej(x)) acts in Gλ(Sz, Sz)
/
Iz as a rational
function in x. We define the weight µ˜ ∈ X˜ of Sz as the unique weight such that
(5.15) bµ(ej(x)) ◦ 1Sz ≡
∏
z∈Z
(1 + zx)〈(j,z),µ˜〉1Sz (mod Iz)
for all j ∈ I. From the bubble slides and induction,
∑
z〈(j, z), µ˜〉 = 〈j, µ〉 and so
µ˜ ∈ p−1(µ).
Let Gλ(µ˜) denote the full, additive subcategory of Gλ generated by objects Sz
with weight µ˜ defined as above, and closed under taking direct summands. Since
Stendhal pairs generate Xˇ λ,∗, there is an induced decomposition Gλ(µ) =
⊕
Gλ(µ˜)
taken over all µ˜ ∈ p−1(µ). If (i, z) ∈ ±I˜, then E(i,z) denotes the generalized z-
eigenspace of a dot on Ei, so by Lemma 3.3 acting by E(i,z) contributes a factor of
(1 + zx)〈j,i〉 to (5.15). Thus
(5.16) E(i,z)1µ˜ : G
λ(µ˜) −→ Gλ(µ˜+ α(i,z))
as required.
5.2.2. Actions of KLR algebras. Take m ∈ N. Let Rm denote the KLR algebra
associated to I defined over the field K (see §3.1.2). Since the KLR relations hold
on upward oriented strings in U˙k(g), the 2-representation of U˙∗k (g) on G
λ leads to
algebra homomorphisms
(5.17) Rm −→ Gλ(EmA, EmA)
which are natural in A ∈ Ob(Gλ). The idempotent εi ∈ Rm acts as projection onto
EiA and by Lemma 5.2 a dot ykεi acts with generalized eigenvalues in Z. We can
package such actions in a completion Rˆm in which we can formally separate the
spectrum of the dot into components indexed by z ∈ Z.
For N ∈ N, let J (N)m be the two-sided ideal of Rm generated by elements
(5.18)
(∏
z∈Z
(yk − z)
N
)
εi
as i ranges over Im and k ranges over [1,m]. These form a decreasing chain
J
(1)
m ⊇ J
(2)
m ⊇ J
(3)
m ⊇ · · · so we can form the completion:
(5.19) Rˆm = lim
←−
Rm
/
J (N)m .
If A ∈ Ob(Gλ) then each ykεi acts on EmA with generalised eigenvalues in Z, so
there is an induced homomorphism from Rˆm to Gλ(EmA, EmA). By abstract Jordan
decomposition there is a unique decomposition εi =
∑
z∈Zm ε(i,z) into mutually
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orthogonal idempotents such that if z = (z1, . . . , zm) ∈ Zm then ε(i,z) projects
onto the simultaneous generalized (z1, . . . , zm)-eigenspace for (y1εi, . . . , ymεi) on
EiA and this operation is natural in A.
Let R˜m be the KLR algebra for I˜ defined over K. To distinguish them from
elements Rm, we write the generators of R˜m as {ε˜(i,z) | (i, z) ∈ I˜m}, {y˜k | 1 ≤ k ≤
m}, and {ψ˜l | 1 ≤ l ≤ m − 1}. Note in particular that ε˜(i,z) denotes a generator
of R˜m, whereas ε(i,z) denotes the element of Rˆm projecting onto a generalized
z-eigenspace for dots.
We can package actions of R˜m in which dots act nilpotently into a completion.
For N ∈ N, let J˜ (N)m be the two-sided ideal of R˜m generated by elements y˜Nk ε˜(i,z)
as (i, z) ranges over I˜m and k ranges over [1,m]. Let ˆ˜Rm denote the completion of
R˜m along these ideals.
Proposition 5.4. [Web16, Proposition 3.3] There is an algebra isomorphism ˆ˜Rm → Rˆm
sending
(5.20) ε˜(i,z) 7−→ ε(i,z) y˜kε˜(i,z) 7−→ (yk − zk)ε(i,z)
for (i, z) ∈ I˜m and k ∈ [1,m].
The formula for the image of ψ˜lε˜(i,z) is more involved and we will not need it
explicitly.
Since dots in Rm act on Gλ with generalized eigenvalues in Z, the action of Rm
on EmA for an object A induces an action of the completion Rˆm. The action of
R˜m comes from the compositions
(5.21) R˜m −→
ˆ˜Rm −→ Rˆm −→ G
λ(EmA, EmA)
which are natural in A ∈ Ob(Gλ). For (i, z) ∈ I˜m, ε˜(i,z) acts as projection onto
(5.22) E(i,z)A = E(i1,z1) · · · E(im,zm)A,
and each y˜kε(i,z) acts nilpotently. This completes our description of the construction
of the 2-representation of U˙∗K(g˜) on G
λ.
5.3. Equivalence with cyclotomic quotient. In this subsection we analyze the
structure of Gλ as a 2-representation of U˙∗K(g˜).
Let S ∈ Ob(Gλ) be a Stendhal pair. Take k ∈ [1, n], i ∈ I, and z ∈ Z(k)i . Let
S1 be the Stendhal pair obtained from S by placing a black string B1 labelled by
i immediately to the left of the red (k)-string. Define S2 by placing a black string
B2 labelled by i and of the same orientation as B1 immediately to the right of the
red string. For j = 1, 2, let Tj ∈ Ob(Gλ) denote the generalized z-eigenspace for a
dot on Bj - a direct summand of Sj .
Lemma 5.5. There is an isomorphism T1 ∼= T2 and this intertwines a dot acting
on B1 with a dot on B2.
Proof. For j = 1, 2, we can consider dots acting on Bj in Sj as coming from an
action of the KLR algebra Rm with m = 1. Recall the completion Rˆ1 from §5.2.2
and the element ε(i,z) ∈ Rˆ1. This acts as projection onto Tj and is independent of
j. We can identify
(5.23) Gλ(Tj , Tj) ∼= ε(i,z)G
λ(Sj , Sj)ε(i,z).
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Define Stendhal diagrams in D1 ∈ Gλ(S1, S2) and D2 ∈ Gλ(S2, S1) by
(5.24) D1 =
i (k)
and D2 =
i(k)
where the black string is given the same orientation as B1 and B2. Note that since
dots can pass through red strings by (4.4), D1 and D2 intertwine the actions of
Rˆ1 on S1 and S2 so we can project them to morphisms between T1 and T2 by
multiplying by ε(i,z) on either the top or bottom.
If B1 and B2 are both oriented upward then by relation (4.5) in Xˇ λ, D1 ·D2 = 1S2
and D2 · D1 = 1S1 so ε(i,z)D1 and ε(i,z)D2 are mutually inverse isomorphisms
T1 ∼= T2. Suppose B1 and B2 are oriented downward. Let r(w) =
∏
(w− z′) where
the product is taken over z′ ∈ Z(k)i . By (5.4), separating the red and black strings
in D1 ·D2 and D2 ·D1 introduces a factor of r(y). Since z /∈ Z
(k)
i , r(w) and (w− z)
are coprime and so there exists s ∈ Rˆ1 such that r(y)sε(i,z) = ε(i,z). Thus sε(i,z)D1
and ε(i,z)D2 give mutually inverse isomorphisms T1 ∼= T2. 
Corollary 5.6. Let S ∈ Ob(Gλ) be a Stendhal pair and take k ∈ [1, n] and i ∈ ±I.
Suppose that there are no black strings to the left of the red (k+1)-string in S, and
let S+ denote the Stendhal pair obtained from S by placing a black string labelled
by |i| and oriented according to the sign of i immediately to the right of this red
string. Then there is an isomorphism
(5.25)
⊕
z∈Z(≤k)
E(i,z)S −→ S
+
intertwining a dot on the left-most black string in EiS with a dot on the new string
in S+.
Proof. If z ∈ Z(≤k) then by repeated applications of Lemma 5.5, the generalized
z-eigenspace of a dot on the new string in S+ is isomorphic to E(i,z)S. But by
Lemma 5.2 the eigenvalues of the dot in S+ are contained in Z(≤k), so the claim
holds. 
Let ∅ ∈ Ob(Gλ) denote the trivial Stendhal pair with no black strings. Define a
dominant weight for g˜ by
(5.26) λ˜ =
∑
i∈I
∑
z∈Zi
Λ(i,z),
where Zi =
⋃
k Z
(k)
i . By the construction of the weight decomposition §5.2.1 and
the bubble slides (4.12) ∅ has weight λ˜ in Gλ. Repeated applications of Corollary 5.6
show that ∅ generates Gλ under the action of U˙∗K(g˜). Moreover, E(i,z)∅ = 0 for all
(i, z) ∈ I˜ and dots in U˙∗K(g˜) act locally nilpotently on G
λ by Theorem 5.3, so ∅ is a
highest weight object in Gλ.
Recall the definition of cyclotomic quotients from §3.3. By [Rou12, Theo-
rem 4.25], the undeformed cyclotomic quotient U λ˜,∗K (g˜) of U˙
∗
K(g˜) of weight λ˜ is
the universal highest weight categorification on which dots act nilpotently, so there
is a 2-natural transformation
(5.27) η : U λ˜,∗K (g˜) −→ G
λ
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sending 1λ˜ to ∅ and this is an isomorphism if and only if ∅ ≇ 0 in G
λ. Webster
shows this by explicitly constructing an inverse to η:
Theorem 5.7. [Web17, Lemma 4.8] There is a 2-natural isomorphism
(5.28) η : U λ˜,∗K (g˜) −→ G
λ.
sending 1λ˜ to ∅.
6. Flatness of Xˇ λ,*
In this section we use §5 to show that Xˇ λ,∗ is a flat deformation of X λ,∗ over Aλ
and deduce that K0(Xˇ λ) ∼= K0(X λ) and Xˇ λ is equivalent to a deformed cyclotomic
quotient if λ = (λ). The results in this section are tangential to the rest of the
paper, but we include them since they follow relatively easily from §5 and are not
recorded elsewhere.
Recall from §2.0.6 that Aλ ≤ K = k(Z) is a graded local ring with unique simple
graded module k on which all z ∈ Z acts as zero. The following is well-known, but
we state it precisely for sake of clarity:
Lemma 6.1 (Upper semi-continuity of dimension). Let M be a finitely-generated
graded right Aλ-module. Then
(6.1) dimkM ⊗Aλ k ≥ dimKM ⊗Aλ K
with equality if and only if M is a free graded Aλ-module.
Note that since Aλ is a graded local ring, M is free if and only if it is flat.
So to establish that morphism spaces in Xˇ λ,∗ are flat Aλ-modules it suffices to
compare the dimensions of morphism spaces in X λ,∗ = Xˇ λ,∗⊗Aλ k and Xˇ
λ,∗⊗Aλ K,
or its idempotent completion Gλ. Dimensions of morphism spaces are encoded in
the Euler form on the Grothendieck group, so the problem essentially reduces to
one of bilinear forms on g-modules.
Proposition 6.2. Morphism spaces in Xˇ λ,∗ are free over Aλ.
Proof. Recall that K0(X λ,∗) is obtained from K0(X λ) by tensoring over Z[q±1]
with the module Z on which q acts as 1, so if U˙Z(g) is the idempotent form of the
integral universal enveloping algebra for g and V Z(λ) is a tensor product of integral
highest weight modules for U˙Z(g) then there is an isomorphism K0(X λ,∗) ∼= V Z(λ)
of U˙Z(g)-modules sending the class of a Stendhal pair S ∈ Ob(X λ,∗) to a vector
vS ∈ V Z(λ).
The set I˜ = I ⊗ Z indexes simple roots for the unfurled Lie algebra g˜ = g⊕Z .
By Theorem 5.7 there is a 2-natural isomorphism between Gλ and U λ˜,∗K (g˜) - the
undeformed cyclotomic quotient of U˙∗K(g˜) of weight
(6.2) λ˜ =
∑
i∈I
∑
z∈Zi
Λ(i,z).
So there is an isomorphism K0(Gλ) ∼= V Z(λ˜) of U˙Z(g˜)-modules sending the class of
a Stendhal pair S ∈ Ob(Gλ) to a vector v˜S ∈ V Z(λ˜).
For k ∈ [1, n] there is an inclusion of U˙Z(g)-modules
(6.3) V Z(λ(k)) −→
⊗
i∈I
V Z(Λi)
⊗λ
(k)
i
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sending the cyclic vector vλ(k) to the tensor product of the cyclic vectors. Taking
the tensor product over all k we get an embedding V Z(λ) →֒ V Z(λ˜), where we use
the identification g˜ = g⊕Z . We claim this sends vS 7→ v˜S for any Stendhal pair S.
This is clear for the trivial Stendhal pair ∅ with no black strings. Take k ∈ [1, n]
and assume the claim holds for some S with no black strings to the left of the red
(k + 1)-string. Take i ∈ ±I and let S+ denote the Stendhal pair obtained from S
as in Corollary 5.6; that is, by placing a black string labelled by |i| and oriented
according to the sign of i immediately to the right of this red string. We prove the
claim for S+. It then follows in general by induction.
By [Web17, Theorem 4.38], vS+ is obtained from vS ∈ V Z(λ) by applying ei to
the first k tensor factors. So by the construction of the map (6.3) and the inductive
hypothesis, vS+ is mapped to
(6.4)
∑
z∈Z(≤k)
e(i,z)v˜S
in V Z(λ˜), where Z(≤k) =
⋃
l≤k Z
(l). But by Corollary 5.6,
(6.5) S+ ∼=
⊕
z∈Z(≤k)
E(i,z)S
in Gλ, so their classes are equal in the Grothendieck group and the claim follows.
Recall that for a k-linear category C, the Euler form is the bilinear form on the
Grothendieck group K0(C) defined by
(6.6) 〈[x], [y]〉 = dimk C(x, y)
for x, y ∈ Ob(C). By [Web15, Theorem 4.38], the isomorphisms K0(Gλ) ∼= V Z(λ˜)
and K0(X λ,∗) ∼= V Z(λ) intertwine the Euler forms with the Shapovalov form and
factorwise Shapovalov form, respectively. By the uniqueness of contravariant forms
on highest weight modules, the inclusions (6.3), and consequently the embedding
V Z(λ) →֒ V Z(λ˜), are isometries.
Now take Stendhal pairs S and S′. Then
(6.7) dimk Xˇ λ,∗(S, S′) = 〈vS , vS′〉 = 〈v˜S , v˜S′〉 = dimK Gλ(S, S′),
so Xˇ λ,∗(S, S′) is a free Aλ-module by the upper semi-continuity of dimension -
Lemma 6.1. Since flatness is preserved under taking direct sums and direct sum-
mands, this shows that every morphism space in Xˇ λ,∗ is free. 
Recall that there is a functor from Xˇ λ to X λ given by taking the degree zero
component of the projection Xˇ λ,∗ → X λ,∗ defined by tensoring over Aλ with k.
Corollary 6.3. The functor Xˇ λ → X λ induces an isomorphism of U˙Zq -modules
(6.8) K0
(
Xˇ λ
)
−→ K0
(
X λ
)
and so K0(Xˇ
λ) ∼= V Zq (λ).
Proof. It suffices to show that the functor realises a bijection between isomorphism
classes of indecomposables. Since every indecomposable object is a direct summand
of (a grading shift of) a Stendhal pair, it suffices to show that if S is a Stendhal
pair then idempotents (and isomorphisms between them) lift uniquely under the
algebra homomorphism
(6.9) Xˇ λ(S, S) −→ X λ(S, S)
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The kernel K of this map is the degree zero component of Xˇ λ,∗(S, S) · (Aλ)+,
where (Aλ)+ is the augmentation ideal of Aλ. So KN is contained in the degree
zero component of Xˇ λ,∗(S, S) · (Aλ)N+ . Degrees of morphisms between Stendhal
pairs are bounded below (this follows from Lemma 7.2 which is independent of this
proposition) so K is nilpotent ideal of Xˇ λ(S, S). Since idempotents can be lifted
uniquely modulo nilpotent ideals, the claim holds. 
If λ = (λ) consists of a single dominant weight then we write Xˇ λ for Xˇ λ. Recall
the deformed cyclotomic quotient Uˇλ from §3.3.
Corollary 6.4. If λ ∈ X+ is a dominant weight then there is a graded 2-natural
isomorphism
(6.10) ξ : Uˇλ −→ Xˇ λ
sending 1λ to the trivial Stendhal pair ∅.
Proof. Horizontal composition induces a graded right action of U˙∗(1λ, 1λ) on mor-
phism spaces in Uˇλ,∗. Since an upward string at the far right is zero in Uˇλ,∗, real
clockwise bubbles act as zero. So the bubble isomorphism bλ from §3.2 induces a
right action of Π such that elementary symmetric functions ei,r with r > 〈i, λ〉 act
as zero. These generate the kernel of the projection Π → Aλ, so the action of Π
factors through Aλ.
Let ∅ ∈ Ob(Xˇ λ) denote the trivial Stendhal pair with no black strings. By
relation (4.5), Ei∅ = 0 for any i ∈ I, so ∅ is a highest weight object of Xˇ λ of weight
λ. Moreover, ∅ generates Xˇ λ under the action of U˙ so by [Rou12, Theorem 4.25]
there is an essentially surjective 2-natural transformation
(6.11) ξ : Uˇλ −→ Xˇ λ
sending 1λ to ∅, and ξ is an isomorphism if and only if the induced map
(6.12) Uˇλ,∗(1λ, 1λ) −→ Xˇ λ,∗(∅, ∅)
is an isomorphism. But the bubble slides (4.12)-(4.14) in Xˇ λ imply that ξ respects
the Aλ-actions and both Uˇλ,∗(1λ, 1λ) and Xˇ λ,∗(∅, ∅) are generated by the identity
morphism under Aλ, so in particular Xˇ λ,∗(∅, ∅) ∼= Aλ. The claim follows. 
7. Trace of X λ,∗
In this section we begin discussing the trace of Xλ,∗ and Xˇ λ,∗. After recalling
the necessary background, we show that Tr(Xλ,∗) and Tr(Xˇ λ,∗) are spanned by the
classes of diagrams with no crossings between red and black strings. We use this
to determine the trace of the unstarred categories X λ and Xˇ λ and find an upper
bound for dimkTr(X λ,∗).
7.1. Trace decategorification. First we recall the necessary background on trace
decategorification and the relevant results from [BHLW17] on the trace of the cat-
egorified quantum group and its cyclotomic quotients.
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7.1.1. Definition. The trace or zeroth Hochschild homology of a k-linear category
C, denoted Tr(C), is the k-vector space defined by:
Tr(C) =
( ⊕
x∈Ob(C)
C(x, x)
)/
spank{fg − gf},
where the span is over all f ∈ C(x, y) and g ∈ C(y, x) for x, y ∈ Ob(C). If f ∈ C(x, x)
then write [f ] for the class of f in Tr(C). In diagrammatic categories, applying the
trace relation fg = gf can be thought of as cutting a diagram at a horizontal line
and swapping the top and bottom parts of the diagram.
The trace and the split Grothendieck group of C are related by the k-linear Chern
character map:
hC : K
k
0(C) −→ Tr(C)
[x] −→ [1x].
(7.1)
This is injective under relatively weak hypotheses (see [BHLW17, Proposition 2.4]),
but often fails to be surjective. Unlike the split Grothendieck group, the trace is
invariant under taking the Karoubi envelope (c.f. [BHLŽ17, Proposition 3.2]).
If C is a graded category then grading shift 〈1〉 induces an automorphism q on
the trace. This gives Tr(C) a k[q±1]-module structure with respect to which hC is
a homomorphism of k[q±1]-modules.
If C∗ is the corresponding starred category then the q-action on Tr(C∗) is trivial,
but since C∗ is enriched over graded vector spaces, the trace Tr(C∗) is a graded
vector space also. The corresponding Chern character map hC∗ is a homomorphism
of graded vector spaces where Kk0(C
∗) is concentrated in degree zero.
Since the morphism spaces in C∗ are larger than in C, we should expect Tr(C∗)
to be richer than Tr(C). In fact in this paper the Chern character maps hC for
the unstarred categories are always isomorphisms, so we focus our attention almost
entirely on the traces of starred categories Tr(C∗).
If C is enriched over (graded) right A-modules for some k-algebra A then Tr(C)
is a (graded) right A-module. Moreover, the trace commutes with base change; if
C is a k-linear category and A is a k-algebra then
(7.2) Tr(C ⊗A) ∼= Tr(C)⊗A
as right A-modules.
7.1.2. Trace decategorification and 2-representations. The trace Tr(U∗) ∼= Tr(U˙∗)
of the (starred) categorified quantum group is a locally unital graded k-algebra:
(7.3) Tr(U∗) =
⊕
µ,ν∈X
1ν Tr(U
∗(µ, ν))1µ
with multiplication given by horizontal composition. A (graded) 2-representation of
U˙∗ onM =
⊕
µ∈XM(µ) induces a locally unital (graded) Tr(U
∗)-module structure
on
(7.4) Tr(M) =
⊕
µ∈X
1µTr(M(µ)).
A 2-natural transformation η between 2-representations on M and N induces a
homomorphism of locally unital Tr(U∗)-modules Tr(η) : Tr(M) → Tr(N ). If η is
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a 2-natural isomorphism then Tr(η) is an isomophism. If M, N , and η are graded
then Tr(η) respects this structure.
In particular, Tr(Uˇλ,∗), Tr(Uλ,∗), Tr(Xˇ λ,∗), and Tr(X λ,∗) are locally unital
graded Tr(U∗)-modules. The action is given by placing a diagram on the left if
weights match, and taking the class in the trace. Moreover, since morphism spaces
in Xˇ λ,∗ are enriched over graded right Aλ-modules, Tr(Xˇ λ,∗) has the structure of
a graded (Tr(U∗),Aλ)-bimodule.
7.1.3. Results of [BHLW17]. Recall from §2.0.3 that the current algebra U˙(g[t])
is a locally unital graded k-algebras and for λ ∈ X+ it has (locally unital) graded
modulesW(λ) andW (λ) called global and local Weyl modules respectively. Recall,
also for λ ∈ X+, the deformed and undeformed cyclotomic quotients Uˇλ and Uλ -
graded 2-representations of U˙ . Finally recall the isomorphisms bµ (µ ∈ X) between
symmetric functions and bubbles from §3.2.
The following theorem comprises [BHLW17, Theorems 7.4, 7.5, and 8.4]:
Theorem 7.1. There is an isomorphism of locally unital graded k-algebras
(7.5) ρ : U˙(g[t]) −→ Tr(U∗)
sending
(ei ⊗ t
r)1µ 7−→

i
µ
r
 , (ξi ⊗ tr)1µ −→ [bµ(pi,r)], (fi ⊗ tr)1µ 7−→

i
µ
r

for any µ ∈ X, i ∈ I, and r ∈ N. Moreover, for any λ ∈ X+ there are isomorphisms
of graded modules
(7.6) W(λ) −→ Tr(Uˇλ,∗(g)) and W (λ) −→ Tr(Uλ,∗)
intertwining ρ and sending the distinguished generator wλ to the class [1λ] of the
empty diagram.
So Tr(X λ,∗) is a graded U˙(g[t])-module and Tr(Xˇ λ,∗) is a graded (U˙(g[t]),Aλ)-
bimodule.
In [BHLW17, Theorem 8.1] the authors also showed that the Chern character
maps hU˙ , hUˇλ , and hUλ for the unstarred categories are isomorphisms, thereby
determining the traces of these categories. Our proof that hXˇλ,∗ and hXλ,∗ are
isomorphisms follows theirs (see Proposition 7.4).
7.2. Spanning set. In this subsection we show that Tr(Xˇ λ,∗) and Tr(X λ,∗) are
spanned by diagrams with no crossings between red and black strings and deduce
that the Chern character maps hXλ and hXˇλ for the unstarred categories are iso-
morphisms.
We begin by constructing a spanning set for morphism spaces in Xˇ λ,∗ and X λ,∗
following [KL10, §3.2]. Choosing this set carefully allows us to use an inductive
argument in the proof of Lemma 7.2.
Let C denote the set of compositions ν = (ν(1), . . . , ν(n)) of length n. Write
|ν| =
∑
ν(j) and let C(m) denote the set of ν ∈ C with |ν| = m. Each C(m) is a
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poset under the reverse dominance order: ν ≤ ν′ if
(7.7)
k∑
j=1
ν(j) ≥
k∑
j=1
ν′(j)
for all k ∈ [1, n]. If S = (i, κ) is a Stendhal pair then define a composition
(7.8) νS = (κ(2)− κ(1), . . . , κ(n+ 1)− κ(n)),
so νS(k) is the number of black strings between the red strings labelled by (k) and
(k+1). Observe that “right” crossings move us down in the partial order and “left”
crossings move us up:
“left” crossing “right” crossing
Take Stendhal pairs S = (i, κ) and S′ = (i′, κ′). Any Stendhal diagram with S
as its bottom and S′ as its top induces a matching on the disjoint union i ⊔ i′ by
pairing elements of ±I that are connected by strings. Any such matching either
connects an occurrence of ±i ∈ ±I in i with one in i′, or occurrences of i and −i
that lie either both in i or both in i′.
For each such matching we fix a diagram D that attaches matched elements. We
require that:
(1) D is minimal (no two strings of any color cross more than once);
(2) D has no closed loops (so no bubbles);
(3) there are no dots on any of the strings of D;
(4) on a given red string, all “right” crossings with black strings occur below
all “left” crossings:
Fix a point on each black string of D away from intersections. Let BS,S′ denote
the union over all matchings of diagrams obtained from D by placing an arbitrary
number of dots at the chosen points on D.
Lemma 7.2. The set BS,S′ generates the morphism space X λ,∗(S, S′) (resp. Xˇ λ,∗(S, S′))
as a k-vector space (resp. Aλ-module).
Proof. This follows from the spanning set argument in [KL10, §3.2] together with
the new bubble slides from Proposition 4.3. 
Lemma 7.3. The trace Tr(X λ,∗) (resp. Tr(Xˇ λ,∗)) is generated as a k-vector space
(resp. Aλ-module) by the classes of Stendhal diagrams with no crossings between
red and black strings.
Proof. We show the statement for the undeformed category Xλ,∗; the argument
for Xˇ λ,∗ is identical. It suffices to show that Tr(Xλ,∗) is generated as an vector
space by the classes of diagrams in BS,S with no red-black crossings, taken over all
Stendhal pairs S.
Take a Stendhal pair S and suppose D ∈ BS,S has a red-black crossing. Condi-
tion (4) in the definition of BS,S implies that D factors through a Stendhal pair S′
with νS′ < νS . Let D = D1 · D2 be the corresponding factorization of D and set
D′ = D2 ·D1 ∈ X λ,∗(S′, S′). Then [D] = [D′] in the trace, D′ lies in the span of
BS′,S′ , and νS′ < νS . The claim follows by induction on C. 
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Together with the results of [BHLW17] this allows us to determine the structure
of the trace of the unstarred categories Xˇ λ and X λ.
Corollary 7.4. The Chern character maps
(7.9) hXλ : K
k
0(X
λ) −→ Tr(X λ), hXˇλ : K
k
0(Xˇ
λ) −→ Tr(Xˇ λ)
are isomorphisms, so by Corollary 6.3 both Tr(Xλ) and Tr(Xˇ λ) are isomorphic to
V Zq (λ) with scalars extended to k.
Proof. We prove the claim for the undeformed tensor product category Xλ; the
argument for Xˇ λ is identical. The field k is perfect since it has characteristic 0, and
morphism spaces in X λ are finite-dimensional vector spaces by Lemma 7.2 so hXλ is
injective by [BHLW17, Proposition 2.4]. The same argument as Lemma 7.3 shows
that Tr(X λ) is spanned by classes of Stendhal diagrams of degree zero with no red-
black crossings, so by [BHLW17, Corollary 6.3]Tr(X λ) is spanned by concatenations
of idempotents projecting onto divided powers, separated by red strings. Since
X λ is idempotent complete, any idempotent lies in the image of hXλ and so it is
surjective. 
7.3. Upper bound on dimension. In this subsection we show that the dimension
of Tr(X λ,∗) is bounded above by the dimension of the tensor product W (λ) of
local Weyl modules. This will allow us to show that Tr(Xˇ λ,∗) is free over Aλ in
Corollary 8.5 using the upper semi-continuity of dimension.
Recall the cyclotomic quotients from §3.3. We wish to relate X λ and the unde-
formed cyclotomic quotients Uλ
(k)
and their traces. Consider the product category
(7.10) Uλ = Uλ
(1)
× · · · × Uλ
(n)
.
Objects (resp. morphisms) in Uλ are tuples of objects (resp. morphisms) with
composition defined component-wise. The trace of a product category is isomorphic
to the product of the traces.
We would like to define a functor sending a tuple of objects in Uλ to the obvious
horizontal composition in X λ with different components separated by red strings.
But in X λ the cyclotomic-type relations (4.5) and (4.6) only allow us to pull black
strings through red strings, while in cyclotomic quotients they give zero, so we
would need to pass to a filtration (or stratification) of Xλ for this functor to be
well-defined. In [Web17, §6] Webster constructed such a functor S. To deal with
taking quotients of objects in X λ, he defined S as a functor from Uλ to the category
of representations of Xλ - an abelian category in which X λ embeds fully-faithfully.
To avoid this complication we ignore objects; instead of defining a functor we
construct homomorphisms from morphism spaces in Uλ,∗ to quotients of morphism
spaces in X λ,∗. In the trace this gives surjections
(7.11) Tr(Uλ,∗)ν −→ Tr(X λ,∗)≤ν
/
Tr(X λ,∗)<ν ,
where the Tr(Uλ,∗)ν and Tr(X λ,∗)≤ν form a grading and a filtration of Tr(Uλ,∗) and
Tr(X λ,∗) respectively, both indexed by the poset C of compositions ν of length n
(see §7.2). The upper bound on dimension follows from the trace decategorification
of cyclotomic quotients.
Corollary 7.5. The dimension of Tr(X λ,∗) is bounded above:
(7.12) dimkTr(X λ,∗) ≤ dimkW (λ).
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Proof. For m ≥ 0 let Qm ∈ Ob(Xλ) be the direct sum of all Stendhal pairs (i, κ)
with i ∈ (−I)m, so there are m black strings and they are all oriented downward.
By the categorified commutation relation for E+i and E−i and the fact that by (4.5)
upward black strings commute with red strings, the objects Qm additively generate
X λ. So [BHLW17, Lemma 2.1] implies that Tr(Xλ,∗) is isomorphic to the trace
of the full subcategory of X λ,∗ with objects Qm. Since there are no morphisms
between Qm and Qm′ for m 6= m′, this implies that the trace decomposes as a
direct sum:
(7.13) Tr(X λ,∗) =
⊕
m≥0
Tr(Xλ,∗)m,
where Tr(X λ,∗)m is the image of the morphism space Xλ,∗(Qm, Qm) in the trace.
We can refine this by a filtration indexed by the poset C(m) of compositions of
m (c.f. §3.3). For ν ∈ C(m) let X λ,∗(Qm, Qm)≤ν and X λ,∗(Qm, Qm)<ν denote the
subalgebras of X λ,∗(Qm, Qm) spanned by diagrams that factor through a Stendhal
pair S with νS ≤ ν and νS < ν respectively. Let Tr(X λ,∗)≤ν and Tr(X λ,∗)<ν denote
their images in the trace.
The spaces Tr(X λ,∗)≤ν with |ν| = m form a filtration of Tr(X λ,∗)m. The com-
ponents of the associated graded space are defined by
(7.14) Tr(X λ,∗)ν = Tr(X λ,∗)≤ν
/
Tr(X λ,∗)<ν .
for ν ∈ C(m). In particular, this implies that
(7.15) dimkTr(X λ,∗)m ≥
∑
ν∈C(m)
dimkTr(X
λ,∗)ν .
Now consider the undeformed cyclotomic quotients Uλ
(k)
. For k ∈ [1, n] and
m ≥ 0 let P (k)m ∈ Ob(Uλ
(k)
) be the direct sum of all Ei1λ(k) with i ∈ (−I)
m. For
a composition ν ∈ C, the tuple Pν = (P
(1)
ν(1), · · · , P
(n)
ν(n)) is an object in the product
category Uλ.
As with X λ, the objects Pν additively generate Uλ and there are no non-zero
morphisms between Pν and Pν′ for ν 6= ν′, so there is a direct sum decomposition
(7.16) Tr(Uλ,∗) =
⊕
ν
Tr(Uλ,∗)ν ,
where Tr(Uλ,∗)ν is the image of Uλ,∗(Pν , Pν) in the trace.
For a composition ν with |ν| = m, define an algebra homomorphism
(7.17) Uλ,∗(Pν , Pν) −→ X λ,∗(Qm, Qm)≤ν
/
X λ,∗(Qm, Qm)<ν
by sending a tuple (D1, . . . , Dn) of diagrams to the coset of
(7.18) Dn
(n) (n− 1)
Dn−1
(2)
D1
· · ·
(1)
If Dk has a downward string with λ
(k)
i dots (or an upward string) at the far right
then by (4.6) (resp. (4.5)) we can pass that string through the red (k)-string in Xλ.
So we have an element of X λ,∗(Qm, Qm)<ν and this map respects the cyclotomic
relations (3.27).
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It isn’t obvious that the homomorphism is well-defined, since it doesn’t respect
the weights of regions and the defining relations depend on these weights. How-
ever, by [Web17, Proposition 3.13] the algebra Uλ,∗(Pν , Pν) is generated by dia-
grams whose black strings have no critical points (that is they never turn back on
themselves) subject only to KLR relations and the cyclotomic relation. Since these
relations are independent of the weight of the region, the map is well-defined.
Passing to the trace we get a linear map
(7.19) Tr(Uλ,∗)ν −→ Tr(X λ,∗)ν
for any composition ν. By Lemma 7.3, Tr(X λ,∗) is spanned by diagrams with no
red-black crossings, so this is surjective. Since the trace commutes with products,
Theorem 7.1 implies that
dimkW (λ) =
∑
ν∈C
dimkTr(U
λ,∗)ν
≥
∑
ν∈C
dimkTr(X
λ,∗)ν
≥
∑
m≥0
dimkTr(X
λ,∗)m
= dimk Tr(X
λ,∗)
(7.20)
as required. 
8. Proof of Theorem A
In this section we prove our main theorem on the trace decategorification of X λ,∗
and Xˇ λ,∗. First we introduce some notation to make the statement more precise:
for u1, . . . , un ∈ U˙(g[t]), recursively define elements
(8.1) w(u1, . . . , uk) ∈W(λ(1))⊗ · · ·W(λ(k))
for k ∈ [1, n] by setting w(u1) := u1wλ(1) and
(8.2) w(u1, . . . , uk) := uk(w(u1, . . . , uk−1)⊗ wλ(k)).
So w(u1, . . . , un) is a well-defined element of W(λ).
Recall the isomorphism ρ : U˙(g[t])→ Tr(U∗) from Theorem 7.1.
Theorem 8.1. There are isomorphisms
(8.3) W(λ) −→ Tr(Xˇ λ,∗), W (λ) −→ Tr(X λ,∗)
of graded (U˙(g[t]),Aλ)-bimodules and graded U˙(g[t])-modules respectively, sending
w(u1, . . . , un) to the class of the diagram
(8.4) ρ(un)
(n) (n− 1)
ρ(un−1)
(2)
ρ(u1)
· · ·
(1)
for any u1, . . . , un ∈ U˙(g[t]).
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In §8.1 we construct a U˙(g[t])-module homomorphism from the tensor product
of Verma-like modules M(λ) to Tr(Xˇ λ,∗) and show it is surjective and compatible
with the right actions by symmetric functions. Then in §8.2 we use the results of
§5 to show that this descends to an isomorphism at the generic point:
(8.5) W(λ)⊗Aλ K −→ Tr(Xˇ
λ,∗)⊗Aλ K.
Finally we use the upper bound on dimension from Proposition 7.5 and upper
semi-continuity of dimension to establish the theorem.
8.1. Homomorphism from M(λ). Recall the Verma-like modules M(λ(k)) from
§2.0.5. For u1, . . . , un ∈ U˙(g[t]), recursively define elements
(8.6) m(u1, . . . , uk) ∈M(λ(1))⊗ · · · ⊗M(λ(k))
by analogy with (8.2), so m(u1, . . . , un) ∈M(λ).
Lemma 8.2. There is a unique homomorphism of graded U˙(g[t])-modules
(8.7) ϕ : M(λ) −→ Tr(Xˇ λ,∗)
sending m(u1, . . . , un) to the class of the diagram (8.4) for any u1, . . . , un ∈ U˙(g[t]).
Proof. We proceed by induction on n; the number of tensor factors. If n = 1 then
by Corollary 6.4 there is a 2-natural isomorphism between Xˇ λ,∗ and the deformed
cyclotomic quotient Xˇ λ,∗, so the claim follows from Theorem 7.1.
Assume the claim holds for n ∈ N and take µ ∈ X+. Recall the Lie algebra p =
h⊕n[t] and the one dimensional p-module kµ from §2.0.5. The U˙(g[t])-module map
from the inductive hypothesis induces a p-module mapM(λ)→ Tr(Xˇ λ,∗). There is
a map of graded k-vector spaces from Tr(Xˇ λ,∗) to Tr(Xˇ (λ,µ),∗) induced by placing
the new red string at the far left of the diagram. By (4.1) this increases the weight
by µ and so there is an induced h-module map from M(λ)⊗ kµ to Tr(Xˇ (λ,µ),∗). In
fact this is a p-module map by (4.4) and (4.5). By Frobenius reciprocity and the
tensor identity this yields a g[t]-module homomorphism M(λ, µ)→ Tr(Xˇ (λ,µ),∗) of
the desired form. Uniqueness is clear. 
Recall that M(λ) carries a right action by Π⊗n. We can consider Tr(Xˇ λ,∗) as a
right Π⊗n-module via projection
⊗
ak : Π
⊗n → Aλ.
Proposition 8.3. The map ϕ above is a surjective homomorphism of (U˙(g[t]),Π⊗n)-
bimodules.
Proof. Take u1, . . . , un ∈ U˙(g[t]). By the definition of the action of Π⊗n and the
coproduct on U(g[t]), a power sum symmetric function pi,r in the kth copy of Π in
Π⊗n sends m(u1, . . . , un) to
(8.8) m(u1, . . . , uk(ξi ⊗ tr), . . . , un)−m(u1, . . . , (ξi ⊗ tr)uk−1, . . . , un)
By Theorem 7.1 and the bubbles slides in Proposition 4.3, this is mapped under ϕ
to
(8.9) ϕ(m(u1, . . . , un)) · ak(pi,r).
Surjectivity follows from the spanning set Lemma 7.2 and surjectivity of ρ. 
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8.2. Unfurling and the trace. In this subsection we apply the trace decategorifi-
cation results from [BHLW17] to the unfurled 2-representation on Gλ of §5. We use
this to determine the structure of Tr(Xˇ λ,∗) at the generic point and apply upper
semi-continuity to show that ϕ descends to an isomorphism from Wk(λ). Since the
underlying field and Cartan datum vary in this section we take care to include them
in notation.
8.2.1. The trace of Gλ. Recall from §5 that the set I˜ = I × Z indexes simple
roots for the unfurled Lie algebra g˜ = g⊕Z and there is a 2-representation of the
corresponding categorified quantum group U˙∗K(g˜) on the idempotent completion G
λ
of Xˇ λ,∗⊗AλK, where K = k(Z). By Theorem 7.1 there is an induced U˙K(g˜[t])-action
on Tr(Gλ).
We need to be a little careful with interpreting this action: the isomorphism ρ
is expressed diagrammatically, but the diagrammatics in U˙∗K(g˜) doesn’t match the
diagrammatics of Gλ. In particular, for (i, z) ∈ ±I˜ and r ∈ N, e(i,z) ⊗ tr acts
on the class of a morphism in Tr(Gλ) by applying the functor E(i,z) and acting
by y˜ε˜(i,z) ∈ R˜1 - the KLR algebra for g˜. By Proposition 5.4, this is the same as
applying Ei and acting by (y − z)rε(i,z) ∈ R1. So the action of U˙K(g˜[t]) on Tr(Gλ)
is “twisted” according to z ∈ Z.
We wish to modify the action of U˙K(g˜[t]) on Tr(Gλ) to remove this twist. For
z ∈ Z, the current algebra UK(g[t]) of g has an automorphism σz given by
(8.10) σz(x ⊗ tr) = x⊗ (t+ z)r
for x ∈ g and r ≥ 0. For any UK(g[t])-module M we can define a z-twisted action
on M by
(8.11) u ∗m = σz(u)m
for u ∈ UK(g[t]) and m ∈ M . Let σZ denote the automorphism of UK(g˜[t]) which
restricts to σz on the copy of g[t] indexed by z under the identification g˜[t] = g[t]⊕Z .
We define the Z-twisted action on a UK(g˜[t])-module as above.
Let TrZ(Gλ) denote the trace of Gλ under the Z-twisted action of U˙K(g˜[t]). Now
e(i,z) ⊗ t
r acts on the class of a morphism by applying Ei and acting by yrε(i,z),
or in diagrammatic terms, by adding a black i-string at the left, projecting to the
generalized z-eigenspace of a dot, and applying r dots.
Recall from Theorem 5.7 that there is a 2-natural isomorphism
(8.12) η : U λ˜,∗K (g˜) −→ G
λ
where U λ˜,∗K (g˜) is the cyclotomic quotient of U˙
∗
K(g˜) of weight
(8.13) λ˜ =
∑
i∈I
∑
z∈Zi
Λ(i,z).
By Theorem 7.1, the trace of U λ˜,∗K (g˜) is isomorphic to the local Weyl module for
U˙K(g˜[t]) of weight λ˜, so taking the trace of η and twisting by Z yields an isomorphim
of U˙K(g˜[t])-modules:
(8.14) TrZ(η) : WZK (λ˜) −→ Tr
Z(Gλ),
where WZK (λ˜) denotes the local Weyl module under the Z-twisted action.
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8.2.2. Application to Tr(Xˇ λ,∗). By [CFK10, Corollary 6], there is an isomorphism
of U˙K(g[t])-modules
(8.15) Wk(λ)⊗Aλ K −→
⊗
i∈I
⊗
z∈Zi
W zK(Λi),
where W zK(Λi) denotes the z-twisted UK(g[t])-module structure on the local Weyl
module WK(Λi). The module on the right coincides with WZK (λ˜) using the identi-
fication g˜ = g⊕Z . Moreover, since the trace is invariant under idempotent comple-
tion, there are K-linear isomorphisms
(8.16) TrZ(Gλ) −→ Tr(Xˇ λ,∗)⊗Aλ K −→ Tr(Xˇ
λ,∗)⊗Aλ K.
Now we can relate Wk(λ) and Tr(Xˇ λ,∗) at the generic point:
Proposition 8.4. The composition
(8.17) Wk(λ)⊗Aλ K −→W
Z
K (λ˜) −→ Tr
Z(Gλ) −→ Tr(Xˇ λ,∗)⊗Aλ K
of the K-linear isomorphisms (8.15), (8.14), and (8.16) sends w(u1, . . . , un) to the
class of the diagram (8.4) for any u1, . . . , un ∈ U˙k(g[t]).
Proof. The claim is immediate if all uk = 1. Assume the statement holds for
w := w(u1, . . . , uk, 1, . . . , 1) for some k ∈ [1, n] and u1, . . . , uk ∈ U˙k(g[t]) and take
i ∈ ±I and r ∈ N. We will deduce the claim for w+ := (u1, . . . , (ei⊗tr)uk, 1, . . . , 1).
The proposition follows by induction.
By assumption, the composition (8.17) sends w to the class of an endomorphism
D of a Stendhal pair S with no black strings to the left of the red (k + 1)-string.
Let S+ be the Stendhal pair obtained from S as in Corollary 5.6; that is, by placing
a black string labelled by |i| and oriented according to the sign of i immediately to
the right of this red string. Let D+ be the endomorphism of S+ obtained from D
by inserting this new string and acting on it with r dots. We need to show that
w+ 7→ [D+].
We obtain w+ from w ∈Wk(λ) by applying ei ⊗ tr to the first k tensor factors.
So in WZK (λ˜),
(8.18) w+ =
∑
z∈Z(≤k)
(e(i,z) ⊗ t
r) ∗ w,
under the Z-twisted action, where Z(≤k) =
⋃
l≤k Z
(l).
Since TrZ(η) is an isomorphism of UK(g˜[t])-modules, it sends w+ to
(8.19)
∑
z∈Z(≤k)
(e(i,z) ⊗ t
r) ∗ [D].
By the discussion in §8.2.1 this is the class of r dots acting on the left-most string
in
(8.20)
∑
z∈Z(≤k)
E(i,z)D.
The isomorphism in Corollary 5.6 sends this to D+ and so they are equal in the
trace. The claim follows. 
Corollary 8.5. The trace Tr(Xˇ λ,∗) is a free graded right Aλ-module.
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Proof. By Proposition 8.4,
(8.21) dimKTr(Xˇ λ,∗)⊗Aλ K = dimKWk(λ)⊗Aλ K.
If k denotes the unique simple graded Aλ-module then Wk(λ) ∼=Wk(λ) ⊗Aλ k and
Tr(X λ,∗) ∼= Tr(Xˇ λ,∗)⊗Aλ k, so Corollary 7.5 implies that
(8.22) dimk Tr(Xˇ λ,∗)⊗Aλ k ≤ dimkWk(λ)⊗Aλ k.
By Theorem 2.2, Wk(λ) is a free graded right Aλ-module so the right hand
terms in the above equations are equal by upper semi-continuity of dimension (see
Lemma 6.1). Now the claim follows by appealing to upper semi-continuity again.

Now we can prove the main theorem.
Proof of Theorem 8.1. It suffices to construct the isomorphism from W(λ). There
are surjective homomorphisms of graded (U˙(g[t]),Aλ)-bimodules
(8.23) W(λ) M(λ)⊗Π⊗n Aλ Tr(Xˇ λ,∗)
ψ ϕ
coming from the natural projection from M(λ) onto W(λ) and the map in Propo-
sition 8.3 respectively. By Theorem 2.2 and Corollary 8.5, all three of these Aλ-
modules are graded free, so Ker(ϕ) and Ker(ψ) are also free (they are flat and so
free since Aλ is graded local).
By Proposition 8.4, these factor through an isomorphism at the generic point:
(8.24)
M(λ)⊗Π⊗n K
W(λ)⊗Aλ K Tr(Xˇ
λ,∗)⊗Aλ K
ψ⊗K ϕ⊗K
So Ker(ϕ ⊗ K) = Ker(ψ ⊗ K). Freeness implies that Ker(ϕ) = Ker(ψ) and so ϕ
factors through an isomorphism from W(λ) as claimed. 
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