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This paper investigates the role of the central nucleus of the barn owl's inferior colliculus in determination of the soundsource azimuth. The central nucleus contains many neurons that are sensitive to interaural time difference (ITD), the cue for azimuth in the barn owl. The response of these neurons varies in a cyclic manner with the ITD of a tone or noise burst. Response maxima recur at integer multiples of the period of the stimulating tone, or, if the stimulus is noise, at integer multiples of the period corresponding to the neuron's best frequency.
Such neurons can signal, by means of their relative spike rate, the phase difference between the sounds reaching the left and right ears. Since an interaural phase difference corresponds to more than one ITD, these neurons represent ITD ambiguously. We call this phenomenon phase ambiguity.
The central nucleus is tonotopically organized and its neurons are narrowly tuned to frequency. Neurons in an array perpendicular to isofrequency laminae form a physiological and anatomical unit; only one ITD, the array-specific ITD, activates all neurons in an array at the same relative level. We, therefore, may say that, in the central nucleus, an ITD is conserved in an array of neurons. Array-specific ITDs are mapped and encompass the entire auditory space of the barn owl. Individual space-specific neurons of the external nucleus, which receive inputs from a wide range of frequency channels (Knudsen and Konishi, 1978) , are selective for a unique ITD. Space-specific neurons do not show phase ambiguity when stimulated with noise (Takahashi and Konishi, 1988) . Space-specific neurons receive inputs from arrays that are selective for the same ITD. The collective response of the neurons in an array may be the basis for the absence of phase ambiguity in space-specific neurons.
Barn owls obtain information about the interaural time difference (ITD) of a sound from interaural phase differences of spectral components of a sound (Moiseff and Konishi, 1981; Takahashi and Konishi, 1986 ). An important neural correlate for the representation of ITD is the "characteristic delay." This is de-fined as the ITD at which a neuron's response is independent of frequency (Rose et al., 1966) . Initially, acoustic signals are processed by neurons that are narrowly tuned to frequency. If such neurons are sensitive to ITD, a similar response level recurs at ITDs separated by integral multiples of the period of the stimulating tone (Rose et al., 1966; Goldberg and Brown, 1969) or, if a broadband stimulus is used, at integral multiples of the reciprocal of the neuron's best frequency (Geisler et al., 1969) .
Neurons narrowly tuned to frequency may exhibit a characteristic delay, but since the neurons have multiple response maxima even to stimulation with noise, they cannot signal, by means of their relative spike rate, their characteristic delay to the next neural station. Thus, it is important to discriminate between what a neuron can "exhibit" and what it can "signal." Neurons narrowly tuned to frequency may be said to signal an interaural phase difference. We call the inability of a neuron to signal a unique ITD "phase ambiguity." Neurons in the external nucleus of the owl's inferior colliculus ("external nucleus") respond only to sounds emanating from a restricted direction (space-specific neurons) and form a map of auditory space Konishi, 1977, 1978) . These neurons receive input from a wide range of frequencies (QIOdB = l-4; Knudsen, 1984) and do not show phase ambiguity if stimulated with noise (Takahashi and Konishi, 1986) . Neurons in the central nucleus of the inferior colliculus ("central nucleus") that are sensitive to ITDs have been found in the barn owl (Takahashi and Konishi, 1983) as well as in mammals (Rose et al., 1966; Geisler et al., 1969; Stillman, 197 1; Kuwada, 1983, 1984) . These neurons, in contrast to space-specific neurons, show phase ambiguity, are arranged tonotopically, and are narrowly tuned to frequency (QIOdB = 1-14; Knudsen, 1984) (barn owl: Knudsen and Konishi, 1978; Takahashi and Konishi, 1983; cat: Roseet al., 1963 cat: Roseet al., ,1966 Geisleret al., 1969; Merzenich and Reid, 1974; Roth et al., 1978; Semple and Aitkin, 1979) . Retrograde tracing studies by Knudsen (1983 Knudsen ( , 1984 indicate that a space-specific neuron receives inputs from many isofrequency laminae of the central nucleus.
We investigated how the functional organization of the central nucleus and its projection onto the external nucleus subserve the resolution of phase ambiguity, and present evidence for (1) a representation of a single ITD in arrays of neurons that are oriented perpendicularly to isofrequency laminae of the central nucleus, (2) a projection from arrays in the central nucleus to restricted loci (space-specific neurons) in the external nucleus, and (3) a 2-dimensional map of the interaural phase difference in the central nucleus that covaries along one dimension with the frequency map to create the map of a third, derived, variable, a map of ITD. HIV. Crystals of HRP were dissolved in Tris-buffered saline (pH 8.3) to a concentration of 7-10%. The HRP solution was drawn into a glass micropipette with an inner diameter of 15-20 pm at the tip. Single neuron rcsponscs, which could be recorded through the HRP pipette, guided placement in the external nucleus. All neurons in a dorsoventral penetration were selective for the same ITD. Typically, 2-4 neurons wcrc recorded in a single penetration. When the desired area was located, we applied a +2 PA pulsed DC current (5 set on, 5 set elf) for IO min and iontophoretically deposited HRP at a single location in the vicinity of the recording sites. After a 2 d survival period. the owl was anesthetized with sodium pentobarbital, transcardially exsanguinatcd with saline, and fixed by perfusion with a mixture of I% paraformaldehydc and I .25% glutaraldehydc in phosphate buffer (0. I M, pH 7.4) followed bv 10% sucrose in phosphate buffer. Brains were removed, infiltrated with 20% sucrose, and 30 pm frozen sections collected in ice-cold buffer. Sections were treated for HRP histochcmistry according to the protocol of Mesulam (I 978) . using tetramethyl benzidinc as the chromagen. Sections were counterstained with neutral red and analyzed under a light microscope using dark-and bright&Id optics. Duta ana&sis. Circular statistics (Batschelet, I98 I) are used for the analysis of the data. First. an ITD is converted into interaural phase dilTcrcncc 0 by dividing the ITD by the period of the stimulus tone or, in the case of a noise stimulus, by the period of the neuron's best frequency. The integer part of the result is disregarded in the further calculation. If the ITD is less than zero, I is added to the phase value. The response of a neuron at the ith ITD is thus a vector having the direction Ip, and magnitude /t,, the normalized spike count. The selectivity ofa neuron for a particular interaural phase diffcrcnce is calculated as vector strength VS (Goldberg and Brown, 1969) . The direction of the mean vector, the mean interaural phase &, denotes the phase value around which the rcsponsc is centered. The circular standard deviation s, can bc derived from vector strength L'S:
Materials and Methods
Surgery. Data were collected from 24 barn owls (Tr(o al&). Animals wcrc ancsthctized with kctamine (4 mg/kg/hr) and placed in a stcrcotaxic head-holder that fixed the head such that the plane defined by the center of the car bars and the ventral surface of the palatine ridge was tilted 45" downward from the horizontal plant. A stainless steel head-plate was ccmcntcd to the skull, and a reference post was glued onto the skull at the intersection of the interaural axis and the midline of the skull. The head-holder was removed after the cement had dried and part of the dural surface was exposed through a craniotomy. A heating pad warmed the animal throughout an experiment. Glass-coated platinumiridium electrodes were positioned with respect to the reference post and advanced through the brain from dorsal to ventral with a remotecontrolled stepping motor. Whcncvcr a bird was not killed immediately after an experiment, the following measures were taken: with the use of clean surgical tools, the craniotomy and skin incisions were closed, a topical antibiotic ointment was applied, a separate room for individual caging was provided and the bird was inspected daily. Food consumption which usually returned to the normal level within 24 hr after surgery, served as a sensitive indicator of the bird's health. Birds that did not rcsumc feeding within a 24 hr period received injections of glucose and saline until they began to cat normally. All of the above trcatmcnts, taken together reduced discomfort and effcctivcly prevented sickness and infection.
Stimuli. All experiments were conducted in an ancchoic soundproof chamber. Sound was delivered through earphones placed in the cxtcmal auditory mcatus (MoisclTand Konishi, 198 I) . Stimuli consisted of 100 mscc bursts (5 msec rise/fall time) of cithcr noise (using a customdesigned noise generator with a nearly flat spectrum between 3 and 9 kHz, as measured by cochlear microphonic potentials) or tones (General Radio I3 IOB) presented at a level IO-40 dB above the neurons threshold. The frequency of the tones was chosen to lie within the excitatory tuning curve of the units. Usually, a frequency near the best frequency was used. Stimuli were rcpcatcd at a rate of 1.5/set. A digital delay circuit (MoisclTand Konishi, 1981) controlled ITD (?300 rsec range; sampling interval usually 30 pscc).
&z/a colkction. Multi-unit and single-unit responses were recorded extraccllularly in the inferior colliculus. Responses were cxprcsscd as the number of spikes to 5 or IO stimulus repetitions for each ITD. Responses at different ITDs were combined into a so-called ITD responsc function and normalized with respect to the maximal response. Thus, the term "relative response level" means the percentage of response with rcspcct to the maximal response. Yin et al. (1986) have reported that neurons respond at similar levels to ITD intervals that arc rclatcd to the period of each neuron's best frequency rather than to that of its characteristic frequency. Accordingly, we used best frequencies and not characteristic frequencies for the analysis. The best frequency of a neuron to binaural stimulation was determined at the ITD that yielded the best response upon listening to an audiomonitor and observing the number of spikes on an oscilloscope. IJse of visual and auditory monitoring is adcquatc for determining the best frequency (see also Kiang. 1965) .
Eurphonc, culihrution. WC measured the phase response of the carphones with a calibrated microphone (i/z in. B&K) over a range from 400 to 10.000 Hz in steps of 160 Hz. Furthermore, while recording from a unit (75 cases), we first obtained an ITD response function, reversed the carphoncs, and obtained a second ITD response function. The mean interaural phase values (see below) of these 2 ITD response functions were subtracted from each other and the difl'crencc divided by 2. From the phase-difference values obtained in this way, and from those obtained from the calibration experiment, we compiled a correction table and corrected the ITD values read from the delay circuit accordingly. The 2 typesofmcasurementsagreed to within kO.03 cycles. The variabilitv found in experiments with different owls was well below the neurons' selectivity for-ITDs. Since the ITD sensitivity of the neurons is independent of stimulus intensity (Moiseff and Konishi, 1981; Takahashi ct al., 1984) . the interaural intensity difference was simply set to 0 in most of the experiments. s, = (I 80/n) -d/2 -(I -l's).
Yin and Kuwada (I 983) published a method for the calculation of a characteristic delay. They stimulated a neuron with diffcrcnt frequencies and tested whether the mean interaural phase of the response and the stimulus frequency were linearly related. The level of significance was read from a table composed of the "mean square error" (rnse). In contrast to the correlation coclficicnt, mse is independent of the slope of the regression line. The mean square error is a measure of the deviation of the data points from the regression line in the y-direction and is defined as follows: mse=i(b,-a-h*JJ'l(N-2). , I
(2) 6, andf;are, respectively, the actual mean interaural phase and frequency values, and a and h are the intercept and slope of the regression line, respectively. N -2 are the degrees of freedom. The slope of the linear rcgrcssion lint has units of time and represents the characteristic delay of the neuron, whereas the y-intercept, called characteristic phase, has units of cycles and represents the phase angle at which the characteristic delay occurs relative to the maximum response. Values around zero (or 1 .O) indicate a characteristic delay near the maximum discharge, whcrcas values around 0.5 indicate a characteristic delay near the minimum discharge of the neuron. Summing up the spike counts at a particular ITD to stimulation with dilTerent frequencies yields the "composite response" of a unit . The composite peak dcnotes the highest response counted for different ITDs. respectively. These parameters were calculated over an integral number of cycles, usually with start and end points near a respons_e minimum. The sampling interval between 2 adjacent ITDs is 30 psec. Negative ITDs indicate that the left signal is leading in time. B, Plot of + as a function of best frequency for the individual recording sites. The mean square error is 0.002 @ < 0.005). Slope (I I3 psec) and y-intercept (-0.05 cycles) show that the array-specific ITD corresponds to an ITD at which all neurons of the army respond maximally. For quantification of parameters, see Table 1. the period of the ITD response function is 6.6 ? 8.2 psec (42 The vector strength of the ITD response function obtained at cases). The mean absolute difference between the period of the a location having a best frequency of 5500 Hz, shown in Figure neuron's best frequency and the period of the ITD response 1 A, is 0. I I. The circular standard deviation for the mean infunction to stimulation with noise is 14.0 * 9.8 psec (42 cases). teraural phase is 20.21 cycles or 238 @sec. In this curve, the Generally, all rcsponsc peaks of any given ITD response funclowest response level relative to the maximum is 48%. Response tion have similar heights and occur at the same interaural phase curves with lower vector strengths are flatter, and mean intcrdifference, which is measured by mean interaural phase (Figs. aural phase becomes even less well defined. We arbitrarily chose IA, 6A). Thus, ITD-sensitive neurons in the central nucleus show phase ambiguity. Selectivity to ITD is found in neurons tuned to best frequencies ranging from 500 Hz (lower frequencies were not tested) to 9500 Hz. The ITD response functions obtained from stimulation with noise are equivalent to those obtained from stimulation with the neurons' best frequencies: similar values of vector strength and mean interaural phase are mcasurcd, although the absolute discharge level under these 2 stimulus conditions often differs. In some parts of the nucleus, there arc 2 regions with different linear relationships between spatial coordinate and best frequency. A linear regression was calculated for recording sites l-4 and another for recording sites 6-l I from the top of the nucleus. Both correlation coefficients are significantly different from zero (p < 0.05). The slopes arc 1685 Hz/mm for the low-frequency region and 5845 Hz/mm for the high-frequency region. The fourth, sixth, seventh, and eighth recording sites from the top of the nucleus represent single-unit recordings; all others represent multi-unit clusters. Relative depth refers to the depth from the top of the nucleus. 0.1 as a threshold and did not include ITD response functions with vector strengths of less than 0.1 in the analysis. The tuning of neurons in the central nucleus to ITDs, as measured by (1) circular standard deviation and (2) half-maximal width, is betwccn 20 and 60 ~NX (Figs. 1, 6).
Since ITD response functions are almost symmetrical around the response maximum, mean interaural phase can bc calculated reliably from a few points. Generally, a sampling interval of 30 PSCC was used in the recordings. Controls at a finer sampling interval (IO rsec) revealed no differences in mean interaural phase ( Fig. 2 ; 49 cases, mean of absolute difference = 0.007 ? 0.008 cycles).
The data presented here include multi-unit and single-unit recordings. We found no conspicuous differences in vector strength or mean interaural phase between the 2 types of recording ( Figs. 1, 6 ). Furthermore, response peaks of single-unit and multi-unit recordings encountered in one penetration at distances not farther apart than 150 pm occur at similar ITDs. In Figure 3 we compare the response peaks of such pairs and use the ITDs of the actual peaks and not the values of the mean intcraural phase, since mean interaural phase depends on frequency, and frequency changes with depth in the central nucleus (see below). The responses at 5500 and 6250 Hz shown in Figure  I ,4 represent one of the 26 points plotted in Figure 3 , which were taken from 22 penetrations and 10 owls. In all 26 cases, the difference between the peaks lies within 30 rsec, or one sampling interval.
ITD specijic to an array of neurons Individual neurons in the central nucleus show phase ambiguity. As the central nucleus is a tonotopic structure (Knudsen and Konishi, 1978) , we hypothesized that a group of neurons from a penetration, which would encompass a broad band of frequencies, would exhibit a single ITD. A test of this idea requires 3 steps: First, one must find a penetration angle that comprises a broad band of frequcncics. Second, it must be demonstrated that an ITD exists that activates all neurons in a penetration at the same relative response level. Third, a functional significance has to be assigned to this ITD. Dorsoventral penetrations fullill the first condition. Singleunit and multi-unit data reveal a monotonic increase in the best frequency of neurons from dorsal to ventral ( Fig. 4 ; see also Figs. In, 6,4, Table 1 ). The penetration shown in Figure 4 , which is from the center of the nucleus, encompasses frequencies ranging from 500 to 10,000 Hz. Gcncrally, the frequency ranges were larger than 5000 Hz. As indicated by the 2 different regression lines of Figure 4 , the slope for frequencies lower than 1500 Hz may be different from that for frequencies higher than 2000-2500 Hz. Our analysis will be restricted to the high-frequency range, which is most important for sound localization in the barn owl (Konishi, 1973) .
The test of the second condition is based on the following relationship: If an ITD exists that activates all units in a pcnetration at the same relative response level, mean interaural phase will be a linear function of best frequency. ITD response functions obtained in a dorsoventral penetration within a frequency range of 2 100-6700 Hz are shown in Figure 1 A. An outstanding feature of Figure 1A is the common response peak at about + 90/+ 120 psec. In Figure 1 B, mean interaural phase is plotted as a function of the best frequency for the recording sites shown in Figure 1A and quantified in Table 1 . Regression and correlation analyses demonstrate that the variables are lineafly related (mse = 0.002; p < 0.005). The value of the slope, 1 13 psec, corresponds to the ITD at which all units are activated at the same relative response level. This value agrees well with what one would expect from an inspection of Figure 1A . The y-intercept of the regression line, -0.05 cycles, confirms that all units are maximally activated at the ITD represented by the slope of the regression line.
In this study we made 231 penetrations through the central nucleus. We shall refer to all the neurons recorded in one penetration as an "array." An "array-specific ITD" is the ITD that activates all the neurons ofan array at the same relative response level. In linear-regression analysis, the reliability of the results depends on the number of sample points. If the number of recording sites is small, even minor variations in the responses of individual neurons have large influences on the slope and intercept of the regression line defining the properties ofan array. Therefore, we evaluated only the 93 penetrations in which 4 or more recording sites sensitive to ITDs could be obtained. Fiftyseven penetrations (6 1%) yielded statistically significant values of mean square error (p < 0.05). Array-specific ITDs range from -326 to 153 psec ( Fig. 5A ), but only 4 of the 93 values were greater than the physiological ITD range of the barn owl [about f 180 wsec (Moiseff and Konishi, 1981) ; note that in Fig. 54 this observation is obscured by the fact that the important bin ranges from -195 to -165 rsec]. All ITDs seem to be equally represented within this range. The distribution of the y-intercepts has a peak around zero (Fig. 5B) . Thus, in a large proportion of the arrays, the array-specific ITD elicits a maximal response in all neurons forming the array. Fifty-four percent of the y-intercepts lie within 0.0 f 0.15 cycles, whereas only 16% lie between 0.5 + 0.15 cycles. The filled areas in Figure 5 represent data from penetrations with significant mean square errors. The addition of values from penetrations that did not meet the significance criterion does not change the shape of the distributions shown in Figure 5 . Note, however, that the array-specific ITDs that lie outside the physiological ITD range of the barn owl are all from arrays that did not meet the significance criterion.
The characteristic delay of single neurons in an array To compare the array-specific ITD with the characteristic delays of the individual neurons forming an array, we attempted to determine these delays. Since the characteristic delay of a neuron is also calculated by linear-regression analysis, the constraints mentioned in the last paragraph apply: the fewer the number of frequencies that can be tested, the less reliable are the results. Also, the test frequencies should be spaced in intervals that are related to the ITD selectivity of the neuron that is investigated. We measured ITD selectivity by circular standard deviation. A typical circular standard deviation for a neuron in the central nucleus was 30 psec. Therefore, we chose test frequencies whose periods differed by 30 bsec. Only 13 neurons could be tested with 4 or more test frequencies differing in period by 30 Fsec. All of these neurons had best frequencies below 5500 Hz and were from different arrays. High-frequency units (best frequency > 7500 Hz) could usually be tested with only 2 frequencies that differed in period by 30 hsec. Therefore, for most of the arrays, the array-specific ITD and the characteristic delay of individual neurons could not be compared.
Eleven of the 13 neurons showed a significant linear relationship between mean interaural phase and stimulus frequency (nonrandom mse; p < 0.05). Thus about 80% of the neurons tested exhibited a characteristic delay. In 7 cases the characteristic delay of a unit could be compared with the ITD exhibited by the array to which the unit belonged. The mean absolute difference between the array-specific ITD and the characteristic delay of a unit belonging to that array was 84 psec for the 7 cases. We will comment more on these problems in the Discussion.
Relationship between arrays and space-specific neurons
In the third step of testing our hypothesis, we used the retrograde transport of HRP injected into a restricted area of the external nucleus to study the relationship between arrays of neurons in the central nucleus and the injection site. Cells in the external nucleus, unlike those in the central nucleus, are selective for a unique ITD (Takahashi and Konishi, 1986) . We show the data from one representative owl in Figure 6 and summarize the results of 4 such experiments in Figure 7 .
First, the ITD selectivity at an injection site in the external nucleus was determined ( Fig. 6A, uppermost response curve) . Then, an array in the central nucleus, exhibiting an ITD similar to that found at the injection site in the external nucleus, was marked by small, electrolytic lesions ( Fig. 6, A, B) . Most of the labeled cells were found in the central nucleus. Labeling also occurred in the external nucleus, ipsi-and contralaterally. In Figure 6A we show the somata labeled in the inferior colliculus ipsilateral to the injection site. The density of labeled somata in sections near the lesions (f 150 pm) is much higher than that in the sections farther away from the lesioned track ( Fig. 6A) . Thus, space-specific neurons in the external nucleus receive inputs from an array in the central nucleus that is selective for the same ITD as the target neurons. Labeled somata are concentrated around and lateral to the lesioned track. This distribution is consistent with the observation that the same ITD is exhibited over a range of about 500 pm in the mediolateral direction in all but the most anterior part of the central nucleus (for changes of the array-specific ITD in the anteroposterior direction, see next section). In order to rule out the possibility that lesions per se produced a label-like artifact within somata, we placed lesions above and below the central nucleus in one animal. In this owl, labeled somata are found within the nucleus and not at the lesion sites.
Injections were made at different locations of the external nucleus in 4 experiments to study the projection of the central nucleus onto the external nucleus (Fig. 7) . In one of these experiments, the tracer spread into the central nucleus. We included the data of this experiment in Figure 7 because the distribution of cells labeled in the central nucleus was not affected by this spread. Labeled somata occur along the whole anteroposterior axis of the central nucleus. However, each distribution Higher numbers belong to more anterior sections. ZCx, External nucleus; ICC, central nucleus. B, Array-specific ITD is -57 psec (mse = 0.0021) (p < 0.005). The response peak of the curve recorded near the injection site is at -60 psec. All recordings, except that near the injection site, were from multi-unit clusters.
shows a clear peak, and the distribution of labeled somata in the central nucleus varies systematically with the ITD represented at the injection site in the external nucleus: the more contralateral the preferred ITD in the external nucleus, the more posterior is the maximum of the distribution in the central nucleus. This provides anatomical evidence for a systematic mapping of ITDs within the central nucleus.
Maps of time cues in the central nucleus
We gathered enough data from 4 owls to evaluate the dependence of mean interaural phase on position within the nucleus. Figures 8-11 summarize the results obtained from one representative owl. Seven penetrations (Pl-P7) were made systematically in the central nucleus (Fig. 8A) . The ITD response functions at 4-8 sites per penetration were recorded. The posteromedial part, which contains neurons insensitive to ITD, was not investigated (Fig. 8A) . Where possible, data were taken at locations having preselected best frequencies (3333, 3704, 4167, 4762, 5555, 6667, and 8333 Hz) to evaluate the distribution of mean interaural phase within these isofrequency laminae. Four of the 7 penetrations (Pl, P4, P5, P7) were marked by lesions. The lesions and the electrode track of a fifth penetration (P3) were identified histologically (Fig. 8B) . Therefore, the locations of 5 penetrations are precisely known. Only the data from these penetrations were used for constructing the maps shown in Figures  10 and 11 .
Array-specific ITDs change with the position of the penetration within the central nucleus ( Fig. 9 ). Only units with best frequencies below 7500 Hz were used for the analysis, because mean interaural phase values of the 8333 Hz isofrequency lam-ina were displaced with respect to the data from all other isofrequency laminae (Fig. 11) . P2 exhibits the most negative ITD and P7 the most positive. Array-specific ITDs increase monotonically from P3 to P7. Although the positions of P2 and P6 could not be verified histologically, the curves obtained from these penetrations are included in Figure 9 . The array-specific ITD of P2 indicates that this penetration lies close to Pl. The array-specific ITD of P6 makes it seem probable that this pencentral nucleus, they increase linearly with position ( Fig. 10) . etration was made between P5 and P7, as intended.
In Figure 7 , we showed an anatomical map of ITD in the central When the array-specific ITDs from the 5 histologically idennucleus. The data of Figure 10 physiologically demonstrate the tified penetrations are plotted along a straightened axis of the existence of such a map. The physiological map extends further to ipsilateral space than does the anatomical map. Arrays near the posterolateral margin of the central nucleus exhibit ITDs corresponding to the most peripheral contralateral azimuths. More anteriorly along the lateral margin, the array-specific ITDs correspond to more central loci in contralateral space. At the anterior margin of the central nucleus, the array-specific ITDs lie around zero. The entire ipsilateral space is represented along the medial margin of the central nucleus; array-specific ITDs increase as the electrode moves from anterior to posterior along the medial margin. The largest ipsilateral ITD in this owl is 9 1 psec. In other owls, array-specific ITDs up to 150 +ec ipsilateral were found. We have shown that mean interaural phase changes systematically along the tonotopic axis. We now test whether there is also a systematic change within one isofrequency lamina, as would be expected from the map of ITD shown in Figure 10 . Mean interaural phase is plotted against position for 4 different isofrequency laminae in Figure 11 . In each of these laminae (and in 3 additional ones, not plotted), mean interaural phase changes linearly with position (each individual correlation coefficient is significant at p < 0.05). This demonstrates a map of mean interaural phase within each isofrequency lamina. If the data of all penetrations are considered, a 2-dimensional map of mean interaural phase becomes evident. This map is highly organized. The change of mean interaural phase with position, as revealed by the slope of the linear-regression lines, is smaller for low than for high frequencies (0.19 cycles/mm for 3333 Hz, 0.25 cycles/mm for 4762 Hz, 0.32 cycles/mm for 6667 Hz, and 0.35 cycles/mm for 8333 Hz). The data obtained at 3 other isofrequency laminae show similar dependencies of mean interaural phase on position (slopes: 0.13 cycles/mm for 3704 Hz, 0.22 cycles/mm for 4167 Hz, 0.25 cycles/mm for 5555 Hz).
Although the values of mean interaural phase in the isofrequency lamina of 8333 Hz change linearly with position, they are shifted relative to the others. Therefore, the data of this lamina will not be considered in the following description. Figure 8A along a straight axis. In this way, the hooklike contour shown in Figure  8A is unfolded by conserving the distances between penetrations.
The map of ITD can also be inferred from the 2-dimensional map of mean interaural phase shown in Figure 11 . The regression lines intersect so that to the left of the intersection, lower frequencies have higher mean interaural phase values than do higher frequencies. The reverse is true to the right of the intersection. The greater the range of the mean interaural phase values in one penetration (imagine vertical lines in Fig. 1 l) , the larger is the absolute value of the array-specific ITD, because, for a given frequency range, the slope of the regression line depends on the range of the mean interaural phase values (see Figs. l&  6B) . At the intersection, the mean interaural phase values are equal. The slope of the regression line, and therefore the arrayspecific ITD at this locus, is zero. The sign of the ITD differs left and right of the intersection, because the slope is dependent on the sign of the gradient of mean interaural phase with frequency. The intersection in Figure 11 lies near a mean interaural phase of 0.9. This shows that the peak response of individual neurons contributes to the array-specific ITD (compare with Fig. 5B ). Since all mean interaural phase values at the intersection point are near one and the array-specific ITD at this point is zero, the intercept of this particular array must also be zero. Note that this conclusion holds for all ITDs represented in the nucleus, because, owing to the common intersection and the linearity of the change of mean interaural phase with position, the y-intercept is nearly the same at each position. This relationship is also seen in the clustering of the y-intercepts of the regression lines around one in Figure 9 . In conclusion, the 2-dimensional map of mean interaural phase covaries in one dimension with the frequency map to create a map of a third, derived, variable, a map of ITD.
Tonotopy and the arrays The final experiment investigated the orientation of the ITD axis and the frequency axis with respect to each other. Figure  12 shows a coronal view of 2 isofrequency laminae in the central nucleus. Twenty-nine dorsoventral penetrations spaced 0.5 mm in a 2-dimensional grid covering all of the inferior colliculus Figure 10 . The stimulus was a tone burst at the best frequency of the recording site. Mean interaural phase was calculated as indicated in Figures 1A and 6A . The data of the 3333 Hz (*, -), 4763 Hz (+, .), 16667 Hz (0, --), and 8333 Hz (4, --) isofrequency laminae are plotted. Note the displacement of the data points and regression line of the 8333 Hz lamina with respect to the others.
were made in a single owl. Lesions were placed whenever a best frequency of 3000 or 6000 Hz was encountered. To assess the orientation of the arrays' axes, 2 ofthe penetrations were marked by many lesions. The distinct bands of lesions in Figure 12 demonstrate that the isofrequency laminae are flat slabs parallel to each other. The data, obtained at different anteroposterior coordinates, are plotted here onto one coronal section from the middle of the nucleus. This projection of all data onto a plane indirectly demonstrates the flatness of the isofrequency laminae: if the laminae were not flat, the 2 clusters would not be separated in space. From the distances of other frequencies relative to those of the marked laminae, it is clear that the other isofrequency laminae are similarly aligned. Note also that the penetrations were made nearly perpendicular to the isofrequency laminae. Measured on coronal sections, the penetration angle ranged from 75 to 90" relative to the isofrequency laminae. The angle in the sagittal plane, which could be measured by rotating the computer image 90", resulted in similar values. This result indicates that the ITD and frequency axes in the central nucleus are essentially perpendicular to each other.
Discussion
The analysis presented above shows a 2-dimensional map of interaural phase difference in the central nucleus. Interaural phase difference changes systematically, both within isofrequency laminae and perpendicular to them. The spatial relationship between the 2 parameters, interaural phase difference and frequency, underlies the extraction of a third parameter, ITD. The map of ITD consists of arrays of neurons oriented perpendicularly to isofrequency laminae. Retrograde transport of HRP from restricted loci in the external nucleus to arrays in the central 
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Angle between isofrequency laminae and 2 penetrations (PEN). Twenty-nine penetrations were made in one owl in a grid with 0.5 mm spacing. Lesions were placed whenever a best frequency of 3000 or 6000 Hz was encountered. Two tracks were marked by many lesions (A). The brain was cut after 2 reference holes were drilled into the brain perpendicular to the cutting plane. The border of the nucleus, the markers, lesions, and angle of the electrode tracks were digitized and stored in a computer. A 3-dimensional reconstruction was obtained with a computer system by visually aligning the sections on a CRT monitor. Since 3000 Hz was alwavs encountered above 6000 Hz, and the nrecision of electrode positioning was better than 0.5 mm, the correspondence between the isofrequency laminae was clear in sections where both lesions could be recovered. These lesions are marked by squares (3000 Hz) and triangles (6000 Hz), respectively. Lesions from sections with only a single one are marked by Jilled circles. Because of their location, these lesions also fall into one of the 2 clusters. The ventral line outlines the border of the inferior colliculus. The dorsal, hatched region indicates the tectal ventricle in a section from the middle of the nucleus, where the transected area was largest. The inset outlines the finding that isofrequency laminae are parallel slabs that were penetrated nearly perpendicularly.
nucleus establishes arrays as one of the inputs to space-specific neurons.
Similarities between array-specific ITD and characteristic delay A dorsoventral array of neurons in the central nucleus spans a broad band of frequencies. Single neurons of an array have different best frequencies. There is only one ITD that excites all neurons of an array at the same relative response level, the arrayspecific ITD. The response at the array-specific ITD is, therefore, independent of frequency. Rose et al. (1966) stimulated single units at different frequencies and found that the response of some neurons was independent of frequency at one ITD. They called this ITD the "characteristic delay of the unit." By analogy, the array-specific ITD may also be called the "characteristic delay of the array."
Possible functional sign$cance of the arrays In Figure 13 , a schematic model of the ITD-sensitive region of the central nucleus is shown. It is a 2-dimensional map of interaural phase difference that covaries with frequency along the dorsoventral axis. Interaural phase difference also changes systematically within each isofrequency band. In this way, a map of ITD is created in the anteroposterior dimension. Suppose an owl receives a noise stimulus having an ITD of 50 psec. Two neurons in the frequency band of 5000 Hz, for example, will be maximally excited-one representing an interaural phase difference of 25%, and one that represents an interaural phase difference of -75%. The same 2 neurons will also be maximally excited to stimulation with noise having an ITD of -150 wsec because individual neurons cannot distinguish noises having ITDs differing by integral numbers of periods of their best frequencies. In contrast, the response of the columns or arrays in the model is unambiguous: at any ITD, only one array is maximally excited and at different ITDs, different arrays are maximally excited. Therefore, the array has properties that are absent in a single unit. It can unambiguously represent an ITD and signal this ITD to the next neural station, where it can be deciphered. Even if all individual neurons forming an array had a characteristic delay, which was the same for all neurons of an array, the individual neurons could not signal their characteristic delay, and no unique ITD could be assigned to the signal of individual neurons at the next neural station because these neurons show phase ambiguity.
In space-specific neurons, more than one frequency is necessary to resolve phase ambiguity (Takahashi and Konishi, 1986) . The broad frequency band encompassed by the array fulfills this condition and, therefore, provides a basis for the resolution of phase ambiguity in the array's target neuron in the space map. The direct projection to the space-specific neurons constitutes further evidence that an array forms a functional unit. The HRP experiments show that the arrays probably signal their arrayspecific ITD to the space-specific neurons to which they project. Knudsen (1983 Knudsen ( , 1984 studied the connection between the central and the external nuclei by means of retrograde labeling. He found a converging input from many isofrequency laminae in the central nucleus onto one spot in the external nucleus, and an anteroposterior gradient similar to ours [notice that in Figure  10 of Knudsen (1983) , only the anterior third of the inferior colliculus is shown, and that no cells were labeled in the posterior part (E. Knudsen, personal communication) ].
Comparison between the maps in the external nucleus and in the central nucleus In the external nucleus, the location of a stimulus is mapped topographically Konishi, 1977, 1978) . This map of auditory space requires 2 dimensions of the nucleus: ITD or azimuth, varying roughly along the anteroposterior axis, and interaural intensity difference (IID) or elevation along the dorsoventral axis. Any given coordinate in this 2-dimensional grid corresponds to a unique pair of ITD and IID (Moiseff and Konishi, 1981) . In the central nucleus, the 2 corresponding dimensions are occupied by interaural phase difference. In addition, frequency also varies along the dorsoventral axis. In both the external and the central nucleus, the mapping along the third dimension is unknown. In the central nucleus, the representation of a single ITD requires one dimension and the map of ITD occupies the other one. One transformation from the central to the external nucleus is the convergence of frequency channels (Knudsen, 1983 (Knudsen, , 1984 . This convergence has 2 effects: first, it underlies the resolution of phase ambiguity in space-specific neurons (Takahashi and Konishi, 1986) ; and second it leads to a loss of tonotopy (Knudsen and Konishi, 1978) , and thus "frees" one of the dimensions in the external nucleus. The map of IID occupies this "freed" dimension and the map of auditory space emerges. Figures 10 and 11 , and not to the actual anteroposterior axis of the owl (Fig. 8.4 ). The slabs of discrete values in this scheme do not imply a compartmentalization in the central nucleus. Interaural phase difference forms a 2-dimensional map that covaries along one dimension with the tonotopic order to create the map of a third, derived variable, ITD, which runs perpendicular to the frequency axis.
In the central nucleus, the entire ITD range of the barn owl is mapped, whereas in the external nucleus, ITDs corresponding to eccentric ipsilateral loci are not represented Konishi, 1977, 1978) . The meaning of this difference is not yet understood. Interestingly, however, the anatomical map in the central nucleus essentially parallels the map in the external nucleus: we did not find clusters of heavy labeling in the medial part of the central nucleus, which represents ipsilateral space. The parts of the anatomical and physiological maps in the central nucleus that correspond to contralateral and frontal space (Figs. 7, 10) are similar. A quantitative comparison is difficult because of the few data points and the curvature of the ITD axis. We have shown in Figures 10 and 11 that a linear regression fits the maps in the central nucleus. In the external nucleus, the frontal auditory space is overrepresented (Knudsen and Konishi, 1977) . This might also be the case in the central nucleus, but many more data points will be needed in order to discriminate between an apparent linearity and a possible nonlinearity. It is interesting that during the mapping of both the external nucleus Konishi, 1977, 1978) and the central nucleus (this study), only interaural delays corresponding to azimuths smaller than 50" were found. Nevertheless, in recordings from single space-specific neurons (unpublished observations) and arrays (Fig. 5) , we found ITDs covering the entire physiological ITD range of the barn owl. This could mean that the most peripheral locations are represented within a small portion of the nucleus.
We have demonstrated a gradient of ITD in the central nucleus, but we do not intend to present the exact quantitative relationship between position and ITD, because there are many sources of variability in this derived map, for example, errors in measuring mean interaural phase and best frequency. It is also possible that the units forming an array sometimes do not lie along a straight line. Especially at the low-and high-frequency ends, we sometimes found mean interaural phase values that were displaced from the straight line formed by the rest of the units (best frequencies between 2500 and 7500 Hz). For this reason we did not include units with best frequencies greater than 7500 Hz in Figures 9 and 10 .
Creation of a 2-dimensional map of interaural phase d@erence The central nucleus contains a very systematic 2-dimensional map of interaural phase difference. We know the quantitative relationship within this map much better than that within the map of ITD, because we directly measured the values of the interaural phase difference within predetermined isofrequency laminae in a spatial grid revealed by lesions. How is the lattice of Figure 13 generated? The problem may be divided in two: the map of interaural phase difference within isofrequency laminae and the map of interaural phase difference perpendicular to isofrequency laminae.
We first discuss how the map within the isofrequency laminae may be created. Recording of evoked potentials in nucleus laminaris, the first site of binaural convergence in the barn owl, suggests a map of interaural phase difference within each isofrequency lamina in this nucleus (Sullivan and Konishi, 1986) . Thus, the map of interaural phase difference within isofrequency laminae in the central nucleus could be created by topologically conservative projections from nucleus laminaris. It seems possible that the solution of the second problem mentioned above also lies in nucleus laminaris and that, therefore, the 2-dimensional map in the central nucleus may derive from a similar map in nucleus laminaris.
Comparison with other systems Many concepts of sound localization and binaural interaction have origins in studies of mammalian systems such as those of humans (for review, see Hafter, 1984) , the cat (for review, see Yin and Kuwada, 1984) , the dog (Goldberg and Brown, 1969) , or the kangaroo rat (Stillman, 1971) . Mammals, in contrast to the barn owl, use interaural intensity and interaural time difference for coding azimuth (duplex theory of sound localization; for review, see Hafter, 1984) . So far, the barn owl is the only animal known to use interaural phase differences derived from carrier frequencies greater than 5 kHz (Moiseff and Konishi, 1981; Sullivan and Konishi, 1984) . The mammalian inferior colliculus is tonotopically organized (Rose et al., 1963; Merzenith and Reid, 1974; Semple and Aitkin, 1979) , as is the central nucleus of the barn owl. Interestingly, reported preliminary data showing a gradient of characteristic delay in the cat's inferior colliculus. With free-field stimulation, Aitkin et al. (1985) found azimuth-selective units in the lowfrequency region of the cat's inferior colliculus. The arrangement of the neurons in one isofrequency region (1.3 kHz) suggests a gradient of azimuth. The selectivity of these neurons for azimuth is presumably based on ITDs. Thus, this map is similar to the map of mean interaural phase within one isofrequency lamina reported here. Aitkin et al. (1985) did not present sufficient data to show maps of azimuth and their alignment in other isofrequency laminae. Therefore, it is not clear at the moment whether the cat also uses a broad band of frequencies for localization of azimuth by ITD. It seems possible that the principles of auditory processing demonstrated in the barn owl, such as the organization of phase-sensitive units into arrays and the orthogonal mapping of frequency and ITD, may also be of relevance to the understanding of the mammalian auditory system.
Reliability of measuring characteristic delay
When Rose et al. (1966) introduced characteristic delay as a neural correlate for representing ITD, they assumed that characteristic delay is a result of an anatomically imposed constant delay. This concept and interpretation have been widely accepted (Yin and Kuwada, 1984; Konishi, 1986; Konishi et al., 1987) .
In 1983, Yin and Kuwada introduced a method to calculate characteristic delay: Characteristic delay corresponds to the slope of the linear regression line calculated from a plot of different mean interaural phase values versus stimulus frequencies. The measures of characteristic delay (slope) and characteristic phase &intercept) are, however, sensitive to slight variabilities in mean interaural phase (see data of . These authors themselves expressed caution about the usefulness of their method for obtaining information about the ITD of a freefield source. We argue that caution is especially necessary in interpreting values from units with a narrow, V-shaped tuning curve, like those in the central nucleus. A unit is stimulated at its best frequency and also at other frequencies within its excitatory tuning curve. First, owing to the narrow bandwidth of the neurons, the number of significant data points (separated in period by about the circular standard deviation) in phase/frequency plots are limited. Also, the narrower the bandwidth, the more sensitive are the quantified parameters to slight variabilities. There may be small changes in the response of the unit at nonoptimal frequencies that may cause shifts of mean interaural phase. Changes of mean interaural phase that depend on stimulus intensity, for example, have been reported ). Furthermore, it is not clear how the contribution of each frequency should be weighted. Correction for spike number would not be enough, because the center point, which usually represents the best frequency, has the least influence on the slope of the regression line. concluded from their study on single units that the composite peak (see Materials and Methods) and not the characteristic delay may be the important parameter for signaling information about the ITD of a free-field source. The composite peak is less influenced by slight changes of the response that possibly occur at nonoptimal frequencies. We found that the mean absolute difference between the array-specific ITD and the characteristic delay of a unit was 84 psec for 7 examples. The mean absolute difference between the composite peaks of the single units and the array-specific ITD is smaller (28 psec; Wilcoxon matched-pairs signed-rank test; n = 7; p < 0.05). This also suggests that the composite peak may tell more about the functional significance of a unit than does the characteristic delay. In general, phase/frequency plots may be appropriate for the analysis of the arrays and for units with wide, U-shaped tuning curves, but not for units with narrow, V-shaped tuning curves. In units with U-shaped tuning curves and the arrays, many of the above-mentioned problems (number of points, intensity) do not arise.
