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Abstract
Ozone Secondary Eﬀects (OSE) are characterized by the depletion of the ozone layer in medium latitude areas, triggered by the
movement of the polar vortex borders over these regions. These air masses may remain in transit from 7 to 20 days after their
separation from the vortex and reach inhabited latitudes, causing a temporary reduction in the total column ozone (TCO) over
these areas. Detecting such events may help alerting the population and the local authorities on upcoming augmentations in the
UV irradiation. In this work we describe our eﬀorts to design a HPC application for OSE detection. This application runs on a
pervasive environment, being therefore capable of adapting to the available computing resources of the researchers and institutions
interested in such information.
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1. Introduction and Deﬁnitions
The discovery of the Antarctic Ozone hole1 raised the interest of the scientiﬁc community and since them several
studies are being conducted with the objective to monitor the variation in the density of the ozone layer on polar
regions2 3. The depletion of the ozone layer may trigger several events in medium latitude areas, due to the movement
of the polar vortex borders over these regions4 5, or the inﬂux of air masses with reduced concentration of ozone
detached from the polar vortex. The latter case is known as Inﬂuence of the Antarctic Ozone Hole events or simply
Ozone Secondary Eﬀects (OSE), happening by atmosphere circulation variations around of the Ozone Hole. These
air masses may remain in transit from 7 up to 20 days after their separation from the vortex and reach low and
medium latitudes, causing a temporary reduction in the total column ozone (TCO) over these areas6 7 8. As a result, an
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Fig. 1. OMI satellite image for 18 October 2013 (a) and the associated wind currents for (b) 19 and (c) 22 October 2013 at 620K
increasing level of harmful ultraviolet radiation reaches the surface9, and a reduction of 1% in the total ozone column
may lead to an increase of 1.2% in the ultraviolet radiation measured over the Southern Brazil area10. The secondary
eﬀects of the Antarctic Ozone Hole in medium latitude zones are regularly observed over populated zones on South
America11 12, south of Africa13 14 and New Zealand15.
Recent analysis indicate the occurrence of an event observed from October 19th to October 22nd, 2013. In this
example, depicted in Figure 1(a), the air mass with a reduced concentration of ozone extended up to the south of
Brazil (latitude 30◦S) and the total column ozone reached 266.9 UD, a reduction of 8.7% to the average values for
the month of October (292.7 ± 9.85 UD). We observe indeed that the ozone reduction is concomitant with a favorable
wind ﬂow as depicted in 1(b) and (c), characterizing an OSE. In spite of an associated stratospheric dynamic, there
are few studies concerning the numeric modeling of the circulation dynamic of the ozone layer5. Indeed, most of the
climatic models are limited to the lower atmosphere layers (especially those associated to the weather forecast), and
do not explore the interactions in higher layers, like those associated to the Ozone layer.
One important step towards the construction of prediction models for these events was obtained during the masters
thesis of Lucas Vaz Peres16. By concentrating in well known Secondary Eﬀect episodes, he was able to set a forecast
model that was able to reproduce the observed events. From this experiment, we wish to conduct a wider analysis
of the existing data, and this analysis cannot be performed without HPC (High Performance Computing) techniques,
especially those related to big data and data mining.
Indeed, the amount of accumulated data requires both an important computational eﬀort to analyze all this data
and HPC techniques to speed up the processing. For instance, each year of ozone observation with the OMI satellite
represents more than 1GB of raw data that must be prepared and analyzed, and the TOMS/OMI satellite measurements
for the total column ozone date back to 1978. Preparing this data is a time-consuming activity that requires an
important computing power and dedicated storage support that can only be provided by clusters, pervasive grids or
cloud platforms. Therefore, big data tools and frameworks are essential to ensure the scalability of the solution.
The rest of the paper is organized as follows: Section 2 presents the main elements on OSE detection and how we
implement each component on CloudFIT. We also present some preliminary results that validate our approach. We
ﬁnally conclude this paper in Section 3, which also presents our future plans on this subject.
2. Identifying Ozone Secondary Events with CloudFIT
CloudFIT17 is a computing middleware structured around collaborative nodes connected over a P2P overlay and
based on the Finite Independent Irregular Tasks paradigm. While initially designed for computing intensive applica-
tions (e.g. combinatorial problems), the association with DHT storage capabilities oﬀers interesting possibilities for
big data and data analysis.
As previously presented in18, CloudFIT can be deployed over a wide range of heterogeneous devices, from dedicate
servers to low-end devices like Rapsberry PI, and is supported in both Linux, Windows or MacOS. Nodes running
CloudFIT can express their computing and storage capabilities so that their advantages (number of cores) or limitations
(disk space) could be tuned to prevent over or underusing the resources. Hence, a Raspberry-Pi node can set a DHT
ﬂag for no storage, saving it from the extra work associated to the DHT storage and management.
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Fig. 2. Jobs structuration in the CloudFIT implementation
The main interest on using CloudFIT instead a more traditional platform is that the computational requirements for
OSE vary a lot depending on the research subject. Indeed, the requirements can be reduced if the target is solely the
monitoring of OSE over a given geographical region, but the needs can grow fast if the researchers are interested on
the predictive analysis of upcoming events, the analysis of historical records or even the study of possible correlations
with other factors like geography, atmospheric wind pattern, etc. Using CloudFIT we can develop and deploy the
same code over diﬀerent platforms, adapting the computing resources and parameters to the needs.
In the case of the Ozone Secondary Events detection, we identiﬁed four main tasks to be performed and that can
take advantage of CloudFIT distributed computing environment. These tasks are the following :
1. Input preprocessing - transform the raw OMI data ﬁles for the analysis
2. Filtering and aggregation - select data corresponding to a give geographical zone and time window, performing
aggregation if needed
3. Parameters computing - extract the average and standard deviation for the target period and zone
4. Event detection - identiﬁcation of abnormal ozone values and eventual alert generation
The preprocessing is necessary as the raw data ﬁles are hard to be exploited, as presented in the next section.
The ﬁltering process allows us to concentrate eﬀorts in speciﬁc zones of the globe or on a given time period, and
the aggregation may help achieving a required data granularity. Indeed, most satellite data is published with a coarse
grain of 1◦, requiring no special aggregation. Some data sources however may have a more detailed grid (for example,
with 0.25◦ between each measure), and the researchers can therefore aggregate the data to smooth punctual variations
that could raise unnecessary alerts (false positives).
For each coordinate in the target zone and for each day analyzed, we need to compute the average and standard
deviation for the last n-days. This procedure is detailed in Section 2.2. Finally, the event detection takes place by
comparing, for each coordinates, the measured values with the time-series average. As a result, an alert system may
be implemented if the ensemble of detected Ozone drops seems signiﬁcant (i.e., if the OSE progression seem to
menace a populated area), advertising the risks to the population and the public health organizations. In this work we
focused in validating the procedure against well-known events in order to tune the operational parameters. Further
work shall deﬁne surveillance zones as well as including extra information on winds vorticity to allow an accurate
prediction of the events progression.
The ﬁrst three computing tasks above can be associated with the classical big data ETL (Extract, Transform, Load)
procedures, and the last task can also be associated to decision-making algorithms. Our ﬁrst approach was to represent
the ﬁrst three tasks as map-reduce operations, as we did before18 19. However, this would involve several read-write
operations between each map-reduce block, reducing the performance (especially on slow devices). Instead, we
decided to minimize I/O by keeping dependent tasks together and implementing a DAG between jobs, as illustrated
in Figure 2. As a consequence, we have three main jobs that can be executed in sequence or separated. Most of these
steps can be parallelized, and the next sections explain in detail how we implemented them in CloudFIT.
2.1. Input preprocessing
The total ozone column can be measured by ground equipments but also counts with a worldwide satellite coverage,
the OMI instrument, which produces a global measurement once a day . TOMS/OMI website oﬀers diﬀerent datasets,
from raw data to ﬁnal analyzed products. In our case, we use access raw data to extract all the necessary information
to our calculations. The ﬁle format provided by OMI, presented in Figure 3(a), is not really adapted for parallel
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Day: 1 Jan 1, 2013 OMI TO3 STD OZONE GEN:13:003 Asc LECT: 01:44 pm
Longitudes: 360 bins centered on 179.5 W to 179.5 E (1.00 degree steps)
Latitudes : 180 bins centered on 89.5 S to 89.5 N (1.00 degree steps)
280280280280280280280280280280280280280280280280280280280279279279279279279
279279279279279279279279279279279279279279279279279279279279279279279279279
279279279279279279279279279279279279279279279279279279279279279279279279279
279279279279279279279279279279279279279279279279279279280279280280280280280
280280280280280280280280280280280280280280280280280280280280280280280280280
280280280280280280280280280280280280280281281281281281281281281281281281281
(...)
282282282282282282282282282282 lat = -89.5
(...) lat = -88.5
(...) lat = -87.5
(...)
{
"date":"20130101",
"step":"1.0",
"latitudes":{
"-89.5":["-179.5":"280","-178.5":"280",(...)],
"-88.5":["-179.5":"272","-178.5":"272",(...)],
(...)
}
}
(a) (b)
Fig. 3. OMI Ozone raw dataﬁle for a given day (a) and its JSON representation (b)
processing. Each ﬁle corresponds to the measures of a day and contains a header that speciﬁes the basic information
for that ﬁle (date, coordinates grid, step), followed by the measurements for each latitude (indicated at the end of the
line) and for all covered longitudes. Each measure in Dobson Units (UD) is represented as a 3 characters integer that
must be parsed from the other readings. For example, in Figure 3(a) the coordinates (89.5W, 179.5S) would have a
value 280, (89.5W, 178.5S) would have a value 280, and so on.
As this format is barely comprehensible, we preferred to preprocess it and store in the DHT as JSON entries using
the template presented in Figure 3(b). JSON is a well known format that is easy to parse and also compatible with
document-oriented NoSQL databases. The preprocessing is highly parallelizable as each input ﬁle containing the
measures of a given day can be treated independently from each other as the data is distributed over all the nodes
using the DHT. Further, new data can be included later, as long as the DHT is kept working.
2.2. Time-series analysis and OSE detection
As presented in Section 1, OSE are deﬁned by abnormal drops in the total ozone column that are not directly
related to the expansion of the Antarctic Ozone Hole. The detection of the ozone concentration reduction is made by
comparing the measured values for a given day with and the historical average for that zone. However, choosing a
good ”historical” average impacts on the perception of the event. Indeed, one cannot simply use the year average as
the ozone concentration varies according to the seasons (lower on Autumn, higher on Spring).
The current approach used by Perez et al. 16 relies on the historical average by month, i.e., measures are compared
to the corresponding month average. For example, the October 22, 2013 values would be compared to the historical
average for the October month. While this approach allows the detection of OSE, it lacks precision as the natural
ozone concentration varies from year to year and also from the beginning to the end of the month, especially in
transition months like July or November. Using a standardized average for each month would result in false-positive
alerts that we wish to minimize. As we have computational tools powerful enough to make more precise estimations,
we decided to use a sliding window approach, with for example the average of the last 15 days. This solution is more
realistic as it allows natural variations in a given period to be taken into account.
Like the transformation of the input ﬁles, this job can also be parallelized as each coordinates point has its own
data set and because the analysis for a target day computes the average and standard deviation for a diﬀerent time
window. In our implementation, the computing tasks are distributed among the nodes so that each task is responsible
for one point in the grid for our target zone. Each task reads the values for the last 15 days for that coordinate, extracts
the average and standard deviation. For example, if we consider the zone covered between the coordinates {(70.5W,
84.5S), (20.5W, 29.5S)} (see Figure 4) with a 1◦ step, the ﬁnal grid has 50x55 points to be analyzed (2750 tasks).
Once the average and standard deviation for a given coordinate (in a given time period) is computed, we can
proceed with the detection of OSE. One easy formula, applied our preliminary tests, uses only these two parameters
as presented in Equation 1, i.e., we consider the occurrence of an OSE if the measure for a given coordinate is less
than the expected lower bound (1.5× the standard deviation) with respect to the last 15 days average. Additional
parameters such as the wind potential vorticity shall be added in the future, improving the accuracy of our detections.
Detection(v) =
{
True i f v < (average − 1.5 × stdev)
False otherwise (1)
The scalability of the algorithm is also a concern. Indeed, this algorithm can be used to evaluate the potential OSE
risks in a daily basis as well as in longer experiments. The evaluation for a single day for the zone on Figure 1(b)
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Fig. 4. Progression of detected OSE from October 18th to October 22nd, 2013
Fig. 5. Superposition of detected events over Santa Maria, Brazil (29.68◦S, 53.81◦W) and the wind potential vorticity charts
can be accomplished in a few minutes in a desktop PC or around 40 minutes in a Raspberry Pi 2. In spite of the
lower performance, low-end devices like a Raspberry Pi still qualify as good candidates for inexpensive alert servers.
Nevertheless, if we wish to explore a large set of historical records to detect previous occurrences (documented and
undocumented) or to extrapolate recurrent patterns and correlations with wind currents, the overall execution time
can easily reach several hours in a single machine. Because long executions represent an important computing eﬀort
and are prone to failures, CloudFIT can be extended with additional nodes according to the needs, ensuring both the
performance of the solution and fault tolerance mechanisms to ensure the completion of the jobs.
2.3. Results
To validate our implementation, we compared our results with the experiments from Peres et al. 16. In Figure 4
we observe the progression of the OSE front, from October 18th to October 22, 2013. The basic detection strategy
from Equation 1 allows concentrating only in points that are subjected to a recent TCO drop (contrarily to more
austral latitudes that are longer under the inﬂuence of the Ozone Hole). Also, the OSE plot on October 18 presents
a form similar to the OMI satellite image from Figure 1(c). Additionally, Figure 5 compares the OSE points around
the location of the Santa Maria observatory (Brazil) against the wind potential vorticity maps. We can observe a
correlation between the wind currents (especially in the October 20 chart) and the approaching of low concentration
air masses, but also we observe that the dissipation of the OSE may take several days. indeed, even if the winds
move out from the zone, a residual layer of poor ozone concentration may persist a few days over an inhabited area,
threating the population. These results encourage our plans to continue our works towards the correlation analysis
between OSE and wind patterns.
Concerning the performance, we conducted the analysis for the period between October 15 2013 and October 31st
2013 in a pervasive cluster composed by one Macbook Air (Intel i7-4650U, 2 cores, 8GB RAM) and one Dell Preci-
sion T5610 server (2x Intel Xeon E5-2620, 12 cores, 32GB RAM), both running CloudFIT. The overall computation
took 570 seconds, but this time can be improved with the addition of more nodes in the pervasive cluster.
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3. Conclusion
Identifying Ozone Secondary Eﬀects (OSE) events in medium latitude areas is a key concern as it may help de-
veloping alert procedures for the population and local authorities on upcoming augmentations in the UV irradiation.
In this paper we described the main elements of our ﬁrst application developed for OSE detection. Our choice on
developing this application over CloudFIT, a pervasive computing platform, is due to the needs to adapt both to the
research problem (from a simple alert system to a massive historical study with correlation analysis) and the available
computational resources. Some preliminary results validate our approach and open the road to future improvement of
the application. Indeed, we wish to continue developing an alert system based on predictive analysis and surveillance
of surrounding areas. Also, we aim at conducting a full historical research on the available data to unveil unidentiﬁed
OSE events and to study patterns and correlations with other atmospheric factors like the wind, the geography, etc.
References
1. J. Farman, G. Gardiner, J. Shanklin, Large losses of total ozone in antarctica reveal seasonal clox/nox interaction, Nature 315 (1985) 207–210.
2. S. Solomon, Stratospheric ozone depletion: A review of concepts and history, Reviews of Geophysics 37 (3) (1999) 275–316.
3. M. L. Salby, E. A. Titova, L. Deschamps, Changes of the antarctic ozone hole: Controlling mechanisms, seasonal predictability, and evolution,
Journal of Geophysical Research: Atmospheres 117 (D10) (2012) n/a–n/a, d10111.
4. V. W. J. H. Kirchhoﬀ, Y. Sahai, C. A. R. S. Casiccia, B. F. Zamorano, V. V. Valderrama, Observations of the 1995 ozone hole over punta
arenas, chile, Journal of Geophysical Research: Atmospheres 102 (D13) (1997) 16109–16120.
5. M. Marchand, S. Bekki, A. Pazmino, F. Lefe`vre, S. Godin-Beekmann, A. Hauchecorne, Model simulations of the impact of the 2002 antarctic
ozone hole on the midlatitudes, Jounal of the Atmospheric Sciences 62 (2005) 871–884.
6. M. Prather, A. H. Jaﬀe, Global impact of the antarctic ozone hole: Chemical propagation, Journal of Geophysical Research: Atmospheres
95 (D4) (1990) 3473–3492.
7. D. W. Waugh, R. A. Plumb, R. J. Atkinson, M. R. Schoeberl, L. R. Lait, P. A. Newman, M. Loewenstein, D. W. Toohey, L. M. Avallone,
C. R. Webster, R. D. May, Transport out of the lower stratospheric arctic vortex by rossby wave breaking, Journal of Geophysical Research:
Atmospheres 99 (D1) (1994) 1071–1088.
8. G. L. Manney, R. W. Zurek, A. O’Neill, R. Swinbank, On the motion of air through the stratospheric polar vortex, Jounal of the Atmospheric
Sciences 51 (1994) 29732994.
9. C. Casiccia, F. Zamorano, A. Hernandez, Erythemal irradiance at the magellan’s region and antarctic ozone hole 1999-2005, Atmosfera 21 (1)
(2008) 2–12.
10. R. Guarnieri, L. Padilha, F. Guarnieri, E. Echer, K. Makita, D. Pinheiro, A. Schuch, L. Boeira, N. Schuch, A study of the anticorrelations
between ozone and uv-b radiation using linear and exponential ﬁts in southern brazil, Advances in Space Research 34 (4) (2004) 764 – 76.
11. V. W. J. H. Kirchhoﬀ, N. Schuch, D. Pinheiro, J. Harris, Evidence for an ozone hole perturbation at 30 south, Athmospheric Environment
33 (9) (1996) 1481–1488.
12. D. Pinheiro, N. Leme, L. Peres, E. Kall, Inﬂuence of the Antarctic ozone hole over South of Brazil in 2008 and 2009, Vol. 1, National Institute
of Science and Technology, 2011, pp. 33–37.
13. N. Semane, H. Bencherif, B. Morel, A. Hauchecorne, R. Diab, An unusual stratospheric ozone decrease in southern hemisphere subtropics
linked to isentropic air-mass transport as observed over irene (25.5 s, 28.1 e) in mid-may 2002, Atmospheric Chemistry and Physics 6 (2006)
1927–1936.
14. V. Sivakumar, T. Portafaix, H. Bencherif, S. Godin-Beekmann, S. Baldy, Stratospheric ozone climatology and variability over a southern
subtropical site: Reunion island (21s; 55e), Annales Geophysicae 25 (2007) 23212334.
15. E. J. Brinksma, Y. J. Meijer, B. J. Connor, G. L. Manney, J. B. Bergwerﬀ, G. E. Bodeker, I. S. Boyd, J. B. Liley, W. Hogervorst, J. W.
Hovenier, N. J. Livesey, D. P. J. Swart, Analysis of record-low ozone values during the 1997 winter over lauder, new zealand, Geophysical
Research Letters 25 (15) (1998) 2785–2788.
16. L. V. Peres, Efeito Secunda´rio do Buraco de Ozoˆnio Anta´rtico Sobre o Sul do Brasil, Msc in Meteorology, Universidade Federal de Santa
Maria, Brazil, 2013.
17. L. Steﬀenel, O. Flauzac, A. Charao, P. Barcelos, B. Stein, G. Cassales, S. Nesmachnow, J. Rey, M. Cogorno, M. Kirsch-Pinheiro, C. Souveyet,
Mapreduce challenges on pervasive grids, J. of Computer Science 10 (11).
18. L. A. Steﬀenel, M. Kirsch-Pinheiro, CloudFIT, a PaaS platform for IoT applications over pervasive networks, in: 3rd International Workshop
on Cloud for IoT (CLIoT 2015), Taormina, Italy, 2015.
19. L. A. Steﬀenel, M. Kirsch-Pinheiro, When the cloud goes pervasive: approaches for IoT PaaS on a mobiquitous world, in: EAI International
Conference on Cloud, Networking for IoT systems (CN4IoT 2015), Rome, Italy, 2015.
