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Si au IIIe siècle avant Jésus-Christ, on considérait que la bibliothèque d’Alexandrie renfermait
la totalité du savoir humain, la quantité gigantesque d’informations disponible aujourd’hui ne peut
être que grossièrement quantifiée. Une estimation récente [Mayer-Schonberger 13] montre qu’une
division de la quantité totale d’informations entre tous les Terriens donnerait à chaque personne
une quantité d’informations 320 fois supérieure à celle d’Alexandrie, c’est-à-dire de 1200 exaoctets.
Une autre estimation de cette même étude, cette fois-ci plus visuelle, décrit la masse d’informations
actuelle comme l’équivalent de 5 piles de CD capable de relier la Terre à la Lune. Cette explosion
de la quantité d’information a été générée par les progrès inimaginables au cours du 20ème siècle de
l’électronique et de l’informatique. En effet, à partir des années 70, on a commencé à parler d’une
ère de l’information [Mason 78]. Les estimations récentes montrent que la quantité d’informations
générées dans le monde augmente de 30% chaque année [Dong 09]. De plus, aujourd’hui presque
chaque personne a accès à un ordinateur avec une connexion Internet. Ainsi, il est connecté à un
ensemble très grand et très varié de sources d’informations lui proposant de nombreux services en
ligne, payants ou en accès libre. Avec ces ressources mises à sa disposition, il est très simple pour
chacun de créer son propre système d’information. Mais cette facilité d’accéder aux informations
cache une dimension peu visible de ces dernières : la confiance dans les sources d’information.
Le développement des réseaux sociaux, le déploiement d’un nombre de plus en plus élevé de
capteurs (biologiques, d’observation de l’environnement : radar, sonar, lidar, électrique, etc.) font
que la quantité des données à traiter continue d’augmenter. On vit une époque de « Big data »,
un déluge numérique. Ainsi, le télescope Sloan Digital Sky Survey installé en 2000 à New Mexico,
États-Unis, a collecté lors des ces premières semaines de fonctionnement une plus grande quantité de
données que celle de toute l’histoire de l’astronomie. Un autre exemple est celui du groupe américain
Wal Mart, spécialisé dans la grande distribution qui réalisait en 2010 un million de transactions
par heure, alimentant ainsi ses bases de données de plus de 2.5 pétaoctets [Economist 10]. Grâce
aux technologies actuelles, ces données pourraient être utilisées pour extraire des informations
sur le comportement des utilisateurs. De plus, presque chaque aspect de notre vie personnelle et
professionnelle est très souvent numérisé, enregistré, traité et finalement échangé par l’intermédiaire
des ordinateurs, des dispositifs intelligents (téléphones, tablettes, etc.), des caméras vidéo, des
dispositifs RFID, de l’Internet, des réseaux sociaux, des courriels, des différentes applications (e-
commerce, dans le cadre de l’entreprise, etc.). Et ces données sont, potentiellement, instantanément
accessibles en tout moment et en tout lieu.
[Gates 99] dans son livre « Business @ the Speed of Thought » fait l’affirmation suivante :
The most meaningful way to differentiate your company from your competition, the
best way to put distance between you and the crowd, is to do an outstanding job with
information. How you gather, manage and use information will determine whether you
win or lose. 1
Ainsi, les organisations se sont rendues compte que les données et les informations sont une
ressource d’une valeur potentielle incroyable. En conséquence, afin de rester compétitives, les or-
ganisations ont commencé à beaucoup investir dans leurs systèmes informatiques. Malgré la crise
1. En traduction : « La façon la plus signifiante de différencier ton entreprise de ta compétition, la meilleure
manière de prendre de l’avance vis-à-vis des autres, est de faire un travail extraordinaire avec les informations. La
façon avec laquelle tu les collectes, les gères et les utilises va déterminer si tu vas gagner ou si tu vas perdre. »
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économique, les organisations continuent à dépenser en 2014 de plus en plus dans les technologies
de l’information et de la communication (TIC), selon une étude de Gartner [Kanaracus 14].
Cependant, ces données stockées sont inutiles si elles ne sont pas transformées en information
utile. Ainsi, les algorithmes de traitement de données ont aussi connu un développement incroyable.
Prenons l’exemple du décodage du génome humain, qui nécessite l’analyse de 3 milliards de paires
de base. En 2003, quand ce processus a été pour la première fois implémenté, dix ans ont été
nécessaires pour compléter le décodage. À l’heure actuelle, cela prendrait moins d’une semaine.
Aujourd’hui, de volumes gigantesques de données peuvent être traitées dans des temps raisonnables.
Les systèmes de traitement de l’information continuent d’évoluer. Ils sont passés d’un système
d’information utilisé par un seul utilisateur dans une seule tâche à un système d’information utili-
sant une multitude de sources de données et réalisant une intégration de services.
Pourtant, cette augmentation de la quantité de données disponibles, accompagnée par l’em-
ploi de techniques de plus en plus complexes peut avoir dans beaucoup de cas un effet inverse
sur la qualité des informations extraites. Même si les nouvelles technologies d’information et de
communications continuent d’offrir de plus en plus de possibilités de traitement de l’information,
leur simple utilisation ne va pas résoudre le problème de la qualité des informations fournies à
l’utilisateur final.
Suite à ces changements (augmentation de la quantité de données, l’Internet, techniques de
communication, etc.) les organisations sont confrontées à de nouveaux problèmes sur la quantité
(et la qualité) des données/ des informations/ des connaissances disponibles. Très souvent dans
les organisations, les personnes qui sont en charge de ces problèmes n’ont pas de réponse sur la
quantité et la qualité des données et des informations dont l’organisation dispose. Cependant, les
données et les informations sont indispensables dans le processus de prise de décisions.
Si on passe du côté des utilisateurs des systèmes d’informations, on peut voir qu’ils ont besoin
des informations pertinentes, exactes, complètes, consistantes, actualisées et présentées d’une façon
facilement compréhensible. Mais le passage des données vers des informations n’est pas évident et
beaucoup d’organisations peuvent être caractérisées comme étant riches en données et pauvres en
informations. Les principales causes de cette situation sont que [Pautke 02] :
– La plupart des organisations n’ont pas la culture de quantifier et de qualifier les données, les
informations et les connaissances dont elles disposent ;
– Les managers prennent les décisions en utilisant leur intuition et dans beaucoup de cas n’ont
pas confiance ou ont peur des décisions qui leurs sont proposées par un système d’information
- ils n’ont pas confiance à la seule vue d’une valeur sans aucune autre explication ;
– Dans la plupart des organisations, les processus de prise de décisions sont ad-hoc et non-
contrôlés.
Au cours de ces dernières décennies la plupart des travaux de recherche ont été orientés vers
le développement et l’implémentation de nouveaux algorithmes de traitement de données. Ces
algorithmes sont devenus de plus en plus spécialisés, avec de très bonnes performances dans le cas
spécifique de leur application, malheureusement cela s’est accompagné d’une complexité de plus en
plus grande. En même temps, très peu de travaux de recherche ont été menés sur la qualification
de ces algorithmes, et du système de traitement de l’information en général, afin d’évaluer leurs
capacités dans des situations réelles, dynamiques et complexes. Les algorithmes de traitement de
données sont habituellement analysés et validés en utilisant des simulations et/ou des tests dans
un environnement contrôlé. Malheureusement, la validation du système d’information dans un
contexte réel et dynamique ne peut se faire qu’après sa mise en application. À l’heure actuelle, il
n’existe pas une méthodologie permettant d’évaluer automatiquement la qualité des informations
proposées par un système d’information.
Les problèmes de qualité de données et d’information ont eu comme conséquences des pertes
énormes pour les organisations. Une statistique présentée dans [English 09] montre que 122 or-
ganisations ont accumulé des pertes totales d’une valeur de 1212 milliards de dollars. À lui seul,
le système "Mars Climate Orbiter" développé par la NASA a gâché 125 millions de dollars (sans
prendre en compte les pertes de mesures scientifiques) à cause d’une mauvaise transformation des
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unités de mesure anglaise en unités métriques 2.
L’évaluation de la qualité de l’information ou plus généralement l’évaluation des performances
d’un système d’information est un problème interdisciplinaire faisant référence aux domaines de
recherche comme le design de systèmes (architecture, développement, etc.), l’analyse de données,
les techniques de simulation ou encore l’inférence statistique. Définir une telle méthodologie reste
un problème très difficile, surtout à cause de la nature intangible de l’information. Dans l’industrie,
il existe depuis des décennies des mesures de performances et de productivité pour des produits
tangibles, physiques, comme par exemple le nombre d’automobiles produits par homme par heure.
Ces mesures sont dans la plupart de cas des indicateurs de productivité faisant la liaison entre la
sortie et l’entrée de la chaîne de production.
La complexité des systèmes d’information continue à augmenter en ajoutant de plus en plus de
fonctionnalités. Ainsi, l’ajout de nouveaux modules de traitement ou la mise à jour d’existants est
devenu une pratique courante. En conséquence, il est nécessaire pour le processus d’évaluation de la
qualité de l’information de pouvoir prendre en compte ces changements, de préférence d’une façon
plus ou moins automatique. De plus, nous sommes persuadés que pour l’utilisateur d’un système
d’information la qualité joue un rôle aussi important que la valeur en elle-même de l’information.
Ainsi, il y a un vrai besoin d’équiper chaque système d’information d’une méthodologie d’évaluation
de la qualité de l’information. Malheureusement, à l’heure actuelle une telle méthodologie n’existe
pas. Les propositions existantes considèrent le système comme une « boîte noire » et analysent
la qualité en entrée et en sortie du système. Malheureusement, cette vision restreinte du système
impose l’utilisation de formulaires comme seule possibilité d’évaluation. Ce processus d’évaluation
demande beaucoup de temps, est très subjectif et réalise une évaluation moyenne du système,
c’est-à-dire l’utilisateur donne son avis sur l’ensemble de ses expériences d’utilisation du système
et non sur une seule. En conséquence, une autre limitation est l’impossibilité de fournir la qualité
individuelle de chaque information proposée.
Dans cette thèse, nous proposons une nouvelle méthodologie d’évaluation de la qualité de l’infor-
mation. Afin de pouvoir couvrir un spectre large d’application, cette méthodologie est développée
dans un contexte général d’un système d’information quelconque sans a priori sur une applica-
tion précise. Le point de départ de cette méthodologie est l’exploitation de la structure interne du
système d’information et de son architecture. Ainsi, une des plus importantes caractéristiques de
cette méthodologie est sa flexibilité à s’adapter aux évolutions du système. Si dans la plupart des
travaux de recherche les notions de données et d’information sont traitées de façon équivalente,
cette méthodologie fait appel à leurs caractéristiques individuelles afin de pouvoir définir la no-
tion de qualité. Ainsi, dans cette méthodologie les caractéristiques sémantiques des données et des
informations servent à choisir les dimensions de qualité adaptées à l’évaluation de la qualité des
données et respectivement, des informations.
Cette méthodologie se voit d’abord comme un outil permettant aux utilisateurs d’avoir « un
degré de confiance » dans l’information que son système d’information lui propose. Et si l’utilisateur
est circonspect sur cette valeur, alors la méthodologie va lui permettre d’avoir une explication sur sa
provenance. En plus, cette méthodologie va pouvoir être utilisée par les analystes et les designers des
systèmes afin d’optimiser les performances du système d’information en analysant les améliorations
et les dégradations de la qualité à travers le système.
Ainsi, l’objectif final de ce travail de doctorat est l’évaluation de la confiance que l’utilisa-
teur peut avoir dans le système d’information utilisé. Autrement dit, nous envisageons de faire la
liaison entre l’évaluation des performances d’un système d’information (évaluation objective) et
l’adaptation du système d’information aux besoins de(s) utilisateur(s).
2. source CNN : http ://edition.cnn.com/TECH/space/9909/23/mars.orbiter.03/
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ORGANISATION DU MÉMOIRE
Ce mémoire de thèse est divisé en trois parties. Dans la première partie, l’état de l’art de
l’évaluation de la qualité des données et de l’information ainsi que le contexte de ce travail sont
présentés. Dans le premier chapitre de cette partie, nous proposons des définitions pour les notions
de base : données, information et connaissance dans le contexte général d’un système d’information
complexe utilisé dans le cadre d’un processus d’aide à la décision. Ensuite, dans le deuxième
chapitre, l’évaluation de la qualité des données stockées dans de bases de données est présentée.
Dans le troisième chapitre, nous réalisons un état de l’art sur la définition et l’évaluation de la
qualité de l’information suite à un tour d’horizon dans trois domaines d’applications des systèmes
d’informations : management de systèmes d’information, systèmes d’information sur le Web et
systèmes de fusion d’informations. À la fin de ce chapitre, nous adressons un bilan global et des
critiques sur les méthodologies précédemment présentées.
Dans la deuxième partie, nous proposons une nouvelle méthodologie d’évaluation de la qualité
de l’information. Par rapport aux autres méthodologies proposées dans la littérature, le système
d’information est décomposé en modules de traitement élémentaires afin de pouvoir suivre l’évolu-
tion de la qualité à travers le système. Pour cela nous définissons, dans le quatrième chapitre, deux
visions différentes de la notion de qualité. La première, appelée qualité locale, exprime la qualité en
sortie d’un module de traitement du système d’information. La deuxième, appelée qualité globale,
exprime la qualité du système d’information dans sa globalité. L’idée de base de cette double vision
de la notion de qualité est que celle locale, propre à un module de traitement, est beaucoup plus
facile à estimer que la qualité globale. Le point central de cette méthodologie est la modélisation de
l’influence d’un module de traitement sur la qualité. Dans le cinquième chapitre, nous introduisons
un nouveau concept, celui de la fonction de transfert de la qualité. Celle-ci est inspirée de la notion
de fonction de transfert en traitement du signal, qui fait la liaison entre le signal en sortie d’un
module et celui en son entrée. Ainsi, la fonction de transfert de qualité a pour rôle d’évaluer la
qualité en sortie d’un module de traitement en fonction de la valeur et de la qualité de l’information
à son entrée. Dans le chapitre six et dernier de cette partie, nous réalisons la liaison entre la qualité
locale et la qualité globale grâce à la notion de fonction de transfert de la qualité. Par conséquent,
nous montrons qu’il est possible d’évaluer automatiquement la qualité globale du système entier.
La troisième partie de cette thèse est consacrée à la validation de notre méthodologie. Comme
nous voulons que la méthodologie soit généralement applicable pour tout type de système d’in-
formation, nous avons choisi deux applications différentes. La première est un système de recon-
naissance automatique de cibles radar. La deuxième est un système d’aide au codage des actes
médicaux.
Dans la quatrième partie, nous présentons une conclusion générale qui dresse le bilan des travaux
réalisés et les perspectives offertes par ce travail de recherche. Il faut mentionner qu’aujourd’hui le
domaine d’évaluation de la qualité de l’information est encore naissant et que dans les prochaines
années de plus en plus de projets de recherche y seront consacrés.
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PREMIÈRE PARTIE : QUALITÉ DES DONNÉES ET DE L’INFORMATION
Cette partie est organisée autour de trois chapitres. Le
premier présente le contexte général de ces travaux
de recherche, c’est-à-dire systèmes d’information com-
plexes d’aide à la décision. Dans le cadre de ce contexte
et afin de bien définir la notion de qualité pour les don-
nées et pour les informations, nous proposons des défi-
nitions pour les notions de données, d’information et de
connaissance. Le deuxième chapitre fait l’objet d’un état
de l’art sur la qualité des données. Ensuite, le troisième
et dernier chapitre de cette partie, présente un état de
l’art sur la qualité de l’information en considérant trois
domaines différents d’application des systèmes d’infor-
mation.
« Even though quality cannot be defined, you know what it is. »
Zen and the Art of Motorcycle Maintenance : An inquiry into
Values




Dans ce chapitre, nous définissons le contexte de ce travail de recherche ainsi que les notions
centrales qui sont les données, l’information et la connaissance. Dans le paragraphe 1.1, la
notion de système d’information complexe (SIC) est présentée en parallèle avec d’autres types de
systèmes afin de pouvoir tracer les frontières de notre problématique : système d’information
complexe pour l’aide à la décision.
Ensuite, le paragraphe 1.2 définit ce qui est entendu par contexte d’application. C’est une
notion très importante qui intervient dans la plupart des définitions énoncées. Puis, le paragraphe
1.3 présente les définitions pour les notions de données, information et connaissance dans le cadre
d’un système d’information complexe d’aide à la décision. Quant au paragraphe 1.4, il introduit la
notion de qualité afin de la mettre en correspondance avec les données et l’information.
1.1 SYSTÈME D’INFORMATION COMPLEXE (SIC)
Avant de présenter ce qu’est un système d’information, les acteurs qui interagissent avec celui-ci
seront définis ce qui permettra de définir un système d’information. Enfin, le système d’information
complexe, qui est le système qui nous intéresse, sera présenté.
1.1.1 Les acteurs d’un système d’information
Un système d’information est en contact permanent avec une multitude d’utilisateurs ayant
différents rôles, responsabilités et/ou expertises dans le cadre d’une organisation. Il existe trois
types principaux d’acteurs : l’utilisateur, l’expert et l’analyste du système.
Définition 1 : Un utilisateur est une personne (un humain) qui fait appel à
un système d’information afin d’obtenir des informations nécessaires pour produire
quelque chose, pour résoudre un problème ou bien effectuer une tâche liée à son
activité quotidienne [Turban 05].
Les utilisateurs sont les bénéficiaires directs du déploiement du système d’information. En
plus d’être les initiateurs des requêtes vers le système d’information, les utilisateurs sont aussi
responsables pour déterminer 1 :
– les problèmes à résoudre,
– les opportunités à exploiter,
– les besoins à satisfaire,
– les contraintes à surmonter par le système,
– si le système est facile / difficile à utiliser.
Très souvent il existe une confusion entre l’utilisateur d’un système d’information et l’expert
du domaine. Bien sûr il est possible que l’utilisateur soit la même personne que l’expert. Mais pour
1. Selon le document Introduction to information systems de l’Open University of Malayesia : http://www.oum.
edu.my/oum/v3/download/CBAD2103.pdf, consulté le 15/08/2014
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éliminer toute confusion, une définition de l’expert est donnée. Dans la littérature, il n’y a pas une
définition standard d’un expert. La performance de ces décisions et son niveau d’expertise dans
son domaine sont les critères de base dans l’identification d’un expert.
Définition 2 : Un expert est une personne (un humain) qui possède des connais-
sances des jugements, des expériences et des méthodes spécifiques ainsi que la ca-
pacité d’appliquer ceux-ci afin de donner des conseils et de résoudre des problèmes
[Turban 05].
Ainsi, suite à cette définition, un expert est capable de résoudre un problème et d’atteindre un
meilleur niveau de performance qu’une personne ad-hoc. Cependant, les experts sont relatifs à un
domaine spécifique, c’est-à-dire ils sont spécialisés dans un domaine restreint.
Deux types particuliers d’experts peuvent être identifiés : le designer du système et le dévelop-
peur du système 1. Le designer du système est un expert dans le domaine technique qui a pour rôle
de concevoir un système qui répond aux besoins des utilisateurs. Un développeur du système est
un expert dans le domaine technique qui a la responsabilité de développer, tester et délivrer un
système répondant aux spécifications fournies par les designers du système.
Donc les développeurs du système utilisent des outils technologiques (logiciels, langages de
programmation, méthodologies, etc.) pour développer le système d’information. En fonction des
ressources humaines allouées par l’organisation pour le déploiement du système d’information, il
se peut que le designer du système soit également le développeur du système.
Une autre entité très importante dans le déploiement du système d’information est l’analyste
du système.
Définition 3 : L’analyste du système est une personne responsable de la pla-
nification, l’analyse et l’implémentation du système d’information. Il a l’expertise
nécessaire pour pouvoir cordonner l’activité des autres acteurs : d’élargir la vision
des utilisateurs du système d’information, de s’assurer que les designers et les déve-
loppeurs du systèmes ont les connaissances techniques et technologiques nécessaires
pour répondre aux besoins de l’organisation.
Maintenant, nous présenterons ce qu’est un système d’information complexe utilisé dans le
processus d’aide à la décision. Premièrement, la notion de système d’information sera définie. Puis,
les caractéristiques indiquant la présence d’un système complexe seront présentées.
1.1.2 Système d’information
Les premières notions qui doivent être définies sont celles de « système » et de « architecture
d’un système ». Ci-dessous sont présentées leurs définitions selon [Xiao 09] :
Définition 4 : Un système est un ensemble d’éléments interdépendants qui in-
teragissent entre eux de façon organisée et formant un ensemble unique. Parmi les
éléments constituant un système, se retrouvent des produits (hardware, software,
firmware), des processus, des humains, des informations, des techniques, des facilités,
des services et d’autres éléments de support [INCOSE 04].
Définition 5 : L’architecture d’un système est un arrangement d’éléments et de
sous-systèmes qui allouent des fonctions afin de respecter les spécificités techniques
requises par le système.
Très souvent, il y a une confusions entre la notion de système d’information, celle de système
informatique et celle de système expert. Nous présentons en parallèle ces trois types de systèmes,
dans la figure 1.1.
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CHAPITRE 1. CONTEXTE GÉNÉRAL
1
Figure 1.1: Différents types de systèmes : informatique, expert et d’information
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L’objectif d’un système informatique est d’automatiser le traitement des données / in-
formations. Il est composé de deux composants principaux : le matériel (le « hardware ») et les
logiciels (le « software »). Les ordinateurs personnels (les PC), les tablettes, les téléphones intelli-
gents (les « smartphones »), etc. sont quelques exemples de systèmes informatiques très communs
dans notre vie quotidienne. Les systèmes informatiques servent comme éléments de base pour le
développement des autres types de systèmes : expert ou d’information.
Un système expert est un programme informatique qui imite le processus de raisonnement
d’un expert humain afin de répondre à un problème donné. Dans la plupart des cas, un système
expert est composé d’au moins trois parties [Hall 92] :
1. Un moteur d’inférence : il utilise les connaissances du domaine et les informations acquises
sur un problème donné afin de donner la solution expert ;
2. Une base de connaissances : elle contient les connaissances du domaine expert sous la forme
des règles et des faits ;
3. Une interface : utilisée pour communiquer les informations aux utilisateurs ou vers d’autres
systèmes.
Un système d’information a pour rôle de collecter, traiter, stocker, analyser et disséminer l’in-
formation pour un objectif spécifique [Turban 05]. De cette définition, on peut immédiatement
observer qu’un système d’information est utilisé pour offrir le support nécessaire à une autre en-
tité (un utilisateur ou même un autre système) qui ne fait pas partie du système d’information
lui-même. Les fonctionnalités et le comportement du système d’information sont déterminés par
rapport aux besoins de son environnement, c’est-à-dire des entités avec lesquelles il interagit.
Une vision simplifiée d’un système d’information est présentée dans la figure 1.1 (adaptée de
[Kwan 96]). Ainsi, un système d’information contient une première partie, appelée déclarative, qui
est responsable de la description du monde réel (phénomènes sous observation). Ce sous-système
réalise une numérisation de l’environnement sous observation et enregistre les données résultantes
(suite à des opérations de mesure) dans des bases de données. Ces bases de données peuvent
être locales ou distribuées. La deuxième partie d’un système d’information est sa composante
opérationnelle, responsable de l’extraction de la partie descriptive des informations utiles qui est
destinées aux utilisateurs finaux (les décideurs). Le processus d’extraction d’informations utiles fait
appel à divers traitements numériques, modifiant et transformant les données pour les transformer
en information. Ensuite, les décideurs sous l’influence des informations reçues vont entreprendre
des actions, qui à leur tour vont impacter le monde sous observation.
Un système d’information est conçu pour répondre aux divers besoins de(s) utilisateur(s). Ainsi,
si un système expert est conçu pour une tâche bien précise (par exemple le diagnostic d’une maladie)
avec l’objectif de remplacer un expert, un système d’information répond à des problématiques
beaucoup plus complexes (par exemple l’estimation et la visualisation de la propagation d’une
maladie).
Les systèmes d’information sont devenus le cœur de toute organisation moderne dans tous les
domaines d’activité. Par exemple, les systèmes d’information peuvent être utilisés dans le mana-
gement d’une entreprise pour [O’Brien 11] :
– soutenir les processus et les opérations de l’entreprise ;
– aider les managers et les employés dans leur processus d’aide à la décision ;
– soutenir les stratégies afin d’obtenir des avantages compétitifs.
1.1.3 Système d’information complexe
Grâce aux développements technologiques, de plus en plus de données et de possibilités de
traitements sont devenues accessibles. Ainsi, les systèmes d’information continuent d’évoluer, de-
venant de plus en plus complexes. Cependant, les organisations sont des entités dynamiques avec
des besoins en terme d’information de plus en plus élevés. Ainsi, les nouvelles possibilités offertes
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par l’évolution du système d’information se traduisent très souvent en nouveaux produits et/ou
services.
Définir la complexité est un problème difficile. Un système complexe est caractérisé par des
relations de causes à effets qui sont seulement cohérentes en rétrospection [Kurtz 03]. Cela veut
dire que les sorties d’un système complexe peuvent être perçues mais pas prédites. Même si les
mêmes résultats peuvent être susceptibles de réapparaitre après un certain temps dans un certain
contexte, ce caractère reproductible ne peut pas être généralisé.
Ainsi, selon [Kurtz 03] les sorties d’un système complexe peuvent être caractérisées par des
propriétés émergentes. Ces propriétés ne sont pas issues seulement des propriétés des composants
du système, mais aussi des nombreuses relations entre ces composants. Cette vision est identique
à celle de [Simon 62] qui présente le système complexe comme étant un système construit à partir
d’un très grand nombre de parties qui interagissent d’une manière non-simple. Les propriétés
des parties (des sous-systèmes) et les lois gouvernant leurs interactions font de l’évaluation des
performances du système entier un problème non-évident.
L’étude de la complexité des systèmes d’information est dans la plupart des cas inspirée par le
domaine de l’architecture logicielle [Godfrey 13]. Il existe plusieurs approches formelles capables
d’analyser la complexité intrinsèque d’un système logiciel, comme par exemple l’utilisation du
nombre cyclomatique associé à un graphe dérivé de la structure de l’architecture ou l’analyse de
diagrammes de classe (en utilisant le formalisme UML). Malheureusement, ces méthodes s’ap-
puient sur des descriptions d’architectures détaillées et sur des calculs complexes, qui les rendent
difficilement applicable dans le cas d’un système d’information [Caseau 07].
Les systèmes complexes hiérarchiques et décomposables ont tendance d’évoluer plus rapidement
que les systèmes intégrés [Ethiraj 04]. Une structure modulaire du système s’avère très utile quand
le système tend à devenir très grand et que les interdépendances entre les éléments du système
augmentent énormément. Ainsi, selon [Ethiraj 04], une modélisation modulaire du système est un
moyen de gérer la complexité.
Une autre caractéristique d’un système complexe modulaire est la possibilité que ses modules
soient utilisés dans plusieurs applications indépendantes c.à.d. fournissant des informations à plu-
sieurs entités (utilisateurs ou d’autres systèmes).
Un cas particulier de systèmes complexes est représenté par le systèmes de systèmes 2. Figure
1.2 présente l’exemple du système AGS Core de l’OTAN 3. Ce genre de système, d’une complexité
très élevée, contient un nombre important de sous-systèmes qui à leur tour peuvent être caractérisés
comme étant complexes. Ainsi, les systèmes de systèmes sont un ensemble de systèmes qui partagent
leurs ressources et capacités afin d’offrir des nouvelles fonctionnalités et des meilleures performances
par rapport à la somme de contributions individuelles des systèmes.
Dans le cadre de cette thèse, le système complexe sera vu comme un système composé d’un
nombre important de modules coopérant entre eux. De plus, du fait de l’indépendance des mo-
dules, ceux-ci peuvent être modifiés ou mise à jour en fonction des évolutions technologiques. En
conséquence, le système et ses performances sont amenés à évoluer dans le temps.
Dans le chapitre 4 dédié à l’étude de la qualité d’un système d’information, le système d’infor-
mation sera décomposé en modules élémentaires. Dans [Baldwin 00], un module est défini comme
étant une unité composée des éléments ayant des connections très étroites entre eux et des connec-
tions faibles avec les éléments des autres unités. Notre définition d’un module élémentaire est la
suivante :
Définition 6 : Le module élémentaire est l’entité morpho-fonctionnelle d’un
système d’information, constituant l’élément de base de l’architecture du système et
ayant un comportement et un fonctionnement stable par rapport aux autres modules.
2. En anglais : System of Systems (SoS)
3. http://www.nagsma.nato.int/Pages/AGS_General_Information.aspx, consulté le 03 septembre 2014
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Figure 1.2: Exemple de système de systèmes : AGS Core de l’OTAN
1.2 MODÉLISATION DU CONTEXTE
Pour les êtres humains, le processus de transfert des informations et des connaissances par la
communication orale ou écrite est favorisé par la compréhension, implicite ou explicite, des expé-
riences ou des situations communes dans la vie quotidienne. La richesse du langage partagé par les
interlocuteurs, les conventions sociales ou encore la compréhension mutuelle sur le fonctionnement
des choses dans le monde sont parmi les plus importants catalyseurs de la communication. Toutes
ces informations, complémentaires à la communication directe définissent le contexte. Pourtant,
quand il s’agit d’une communication entre un humain et une machine, le contexte n’est pas par-
tagé d’une manière explicite. Donc, une des directions de recherche actuellement très actives est la
définition formelle et l’intégration du contexte dans les applications informatiques. Une définition
générique du contexte a été proposée par [Dey 01] :
Définition 7 : Le contexte est composé de toute information qui pourrait être utili-
sée pour caractériser les situations d’une entité. Par entité, est entendu une personne,
un emplacement ou un objet considéré comme pertinent pour l’interaction entre un
utilisateur et une application, en incluant l’utilisateur et l’application eux-même.
Dans cette définition, un des plus importants mots est le mot « pertinent ». En effet, le contexte
est composé de tous les éléments complémentaires du message de communication directe et de toute
nature qui sont pertinents à la communication.
Ce genre de définitions générales est très difficile à être implémenté dans la pratique, ainsi
d’autres chercheurs ont proposé d’autres définitions du contexte. [Schilit 94] identifie trois catégo-
ries du contexte :
– Le contexte informatique : le réseau, le coût de communication, la bande passante, les péri-
phériques, les postes de travail ;
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– Le contexte de l’utilisateur : le profil, l’emplacement, les autres personnes de l’environnement,
la situation sociale, etc. ;
– Le contexte physique : le niveau de bruit, les conditions du trafic, les conditions météo, etc.
La dimension temporelle du contexte est très importante pour toutes les applications et comme
elle est difficilement intégrable dans les trois catégories de contexte, [Chen 00] en a proposée une
quatrième :
– Le contexte temporel : le moment exact du temps : l’heure, le jour, le mois, l’année, etc.
En utilisant les définitions susmentionnées, le contexte peut être modélisé par un ensemble fini
de paramètres de contexte (Ci). Chacun de ces paramètres (Ci) possède un domaine de définition
noté dom(Ci). Dans le cas le plus général, le domaine dom(Ci) est un ensemble de valeurs infini
dénombrable.
Si on considère une application particulière X, son contexte sera défini par [Stefanidis 11] :
Définition 8 : Le contexte d’une application particulière X, noté CA(X)
est composé de l’ensemble de ces paramètres de contexte : CA(X) =
{C1, C2, . . . , Cn}, n ≥ 1.
Représentation du contexte :
Pour que la modélisation du contexte soit suffisamment flexible pour permettre une spécification
facile du contexte, les paramètres de contexte peuvent être définis à plusieurs niveaux, formant un
schéma hiérarchique [Ye 08] and [Stefanidis 11], c’est-à-dire pour un même paramètre de contexte
il existe plusieurs niveaux de détail. Soit un paramètre de contexte C pouvant être défini à m ≥ 1
niveaux, son schéma hiérarchique sera défini par N = {N1, N2, . . . , Nm}, avec N1 le niveau le plus
détaillé et Nm le niveau le plus général. Sur cette structure granulaire, on peut également définir
un opérateur d’ordre partiel ≺ permettant d’ordonner les niveaux Ni par rapport à leur niveau
de détail. Grâce à cet opérateur, pour chaque schéma hiérarchique N on a N1 ≺ N2 ≺ . . . ≺ Nm.
Chaque niveau Nj de chaque paramètre de contexte Ci a un domaine propre de définition de
valeurs domNj (Ci). De plus, comme indiqué dans [Stefanidis 11], il est préférable que le niveau
le plus général ait une seule valeur : domNm(Ci) = {ALL}. Cette valeur par défaut indique une
incertitude totale sur la vraie valeur de ce paramètre de contexte. Maintenant, un exemple est
présenté pour mieux visualiser les notions introduites jusqu’à présent.
Exemple 1 : Prenons l’exemple d’une application proposant la gestion du chauffage dans une
institution. Dans ce cas les paramètres de contexte sont : l’endroit, la température intérieure, la
température extérieure, le nombre de personnes et le moment du temps. La figure 1.3 présente
un exemple possible du schéma hiérarchique caractérisant le paramètre de contexte {température
extérieure}. De cette figure, il peut s’observer la structure granulaire des paramètres de contexte.
Par exemple dans le cas des conditions météo, l’intervalle [−10°C,−5°C] est d’une granularité plus
fine que la valeur linguistique {Froid}.
Le schéma hiérarchique de chaque paramètre de contexte forme un arbre avec au moins un
nœud à chaque niveau. Pour chaque niveau Nj , 1 ≤ j ≤ m, est associé un domaine de va-




domNj (Ci). Un état du contexte est un n-uplet {c1, c2, . . . , cn} dans lequel ci ∈
dom(Ci), 1 ≤ i ≤ n. Dans le cas de l’exemple actuel, un état du contexte pourrait être {Salle
C03b, 18°C, Froid, Petit groupe, Après-midi}.
1.3 DONNÉES, INFORMATION ET CONNAISSANCE DANS UN SIC
Dans ce paragraphe, nous définissons les notions suivantes : les données, l’information et la
connaissance. Ces définitions sont importantes car elles ont une influence directe sur les notions
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Froid Doux Chaud Très chaud 
[-5°C, 0°C] 
Figure 1.3: Exemple de schéma hiérarchique du paramètre de contexte la température extérieure
de qualité des données et de l’information. En fait, la qualité d’une entité est définie en fonction
de ces propriétés. Malheureusement, la plupart des articles de recherche dans le domaine des
systèmes d’information mélange les définitions de données et d’information, les considérant comme
équivalentes. Il peut en être de même entre la notion d’information et celle de connaissance (cf.
[Sølvberg 93] pages 366-372). Ainsi, très souvent ces notions sont vues comme étant synonymes.
En conséquence, la qualité est définie et évaluée en employant les mêmes outils. Cela provoque,
dans beaucoup de situations, des confusions sur ce qui doit être mesuré et sur ce qui est mesuré
en réalité.
Essayer de définir ce qu’est l’information ou la connaissance reste un problème ouvert. Donc, il
est impossible de proposer des définitions couvrant tous les aspects de ces notions. Ainsi, dans cette
thèse, seront proposées des définitions uniquement dans un contexte particulier, celui des systèmes
d’information utilisés dans le cadre d’un processus d’aide à la décision. Néanmoins, il est nécessaire
de rester cohérent avec les définitions les plus globales, données dans des contextes plus généraux.
Une démarche très innovante pour la définition de ces trois notions, a été initiée par [Zins 07].
Dans son étude, Zins a demandé à quarante-cinq chercheurs (de 16 pays différents et couvrant
tous les domaines de la science de l’information) de donner leurs propres définitions. Après avoir
collecter toutes les réponses, sa conclusions a été que « apparemment, la communauté scientifique
parle des langues différentes ».
La principale explication de cette difficulté de trouver une définition universellement acceptable
pour ces notions est la nature polymorphe de celles-ci. Un concept polymorphe ne peut pas être
défini d’une façon classique, c’est-à-dire en énumérant un ensemble de caractéristiques nécessaires
et suffisantes qui soient universellement valides. Ce genre de concepts possède plusieurs définitions
en fonction du contexte d’utilisation. Un exemple classique est le nom commun « voiture ». Sa
définition varie si celle-ci est donnée par un mécanicien ou par un activiste de la protection de
l’environnement. En même temps, une photo illustrant une voiture peut répondre à toutes les
questions dans ce cas précis. Cependant, les notions mathématiques, comme par exemple les figures
géométriques, possèdent des définitions très précises.
Pourtant, dans le cas des données, de l’information ou de la connaissance, la difficulté est encore
plus grande, à cause de leur forte dépendance du contexte de définition. Actuellement, il n’y a
pas de modalité reconnue capable de faire la différence entre une donnée, une information ou une
connaissance, sur une base purement représentative. Ainsi, si un objet ou une structure, à l’intérieur
d’un système est pris isolément, il n’est pas possible de discerner s’il s’agit d’une donnée, d’une
information ou d’une connaissance. Néanmoins, la littérature présente des modélisations essayant
de caractériser les relations existantes entre ces notions. La figure 1.4 présente deux modèles parmi
les plus populaires. Le premier modèle à mettre toutes ces notions dans une seule formule est
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(b) Sous la forme d’interactions, cf.
[Gustavsson 05]
Figure 1.4: Modélisations illustratives des relations entre données, information et connaissance
celui de [Zeleny 87]. Il a proposé une structuration hiérarchique pyramidale, cf. figure 1.4a. Dans
sa vision, la connaissance est extraite d’information, elles-mêmes issues de données. Une autre
modélisation, très répandue dans le domaine de la fusion d’information, est celle présentée dans
la figure 1.4b [Gustavsson 05]. Celle-ci présente les trois notions dans une boucle représentant la
transformation continue d’une notion en une autre.
Le point de départ choisi pour définir ces notions consiste en l’identification de leurs rôles
respectifs dans le cadre d’un système d’information d’aide à la décision.
1.3.1 État de l’art des définitions : contexte général
Avant de donner nos propres définitions, est présenté un état de l’art en analysant les définitions
proposées dans des références incontournables : les dictionnaires, les standards et les travaux qui
ont marqué le développement scientifique.
1.3.1.1 Les données
Selon Le petit Robert les données peuvent être définies comme :
– Math. : Ce qui est donné, connu, déterminé dans l’énoncé d’un problème, et qui sert à
découvrir ce qui est inconnu ;
– Inform. Représentation conventionnelle d’une information (fait, notion, ordre d’exécution)
sous une forme (analogique ou digitale) permettant d’en faire le traitement automatique.
Selon Hachette :
– Élément servant de base à un raisonnement, une recherche, etc. ;
– Inform. Information servant à effectuer des traitements ;
– Math. : Grandeur permettant de résoudre une équation, un problème ;
L’organisation internationale de normalisation 4 a également donné une définition des données
dans la norme ISO 11179 [Sebastian-Coleman 13] :
4. ISO - International Standards Organization
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Figure 1.5: Les données étant décrites comme le résultat d’une étape de modélisation et d’une
étape de représentation
– Représentations ré-explicables de l’information dans une manière formalisée et adaptée pour
la communication, l’interprétation ou le traitement.
En analysant presque chaque monographie traitant du thème des bases de données et quelque
soit le domaine d’application, le concept de données est décrit de la même façon. Ceci est illustré
figure 1.5. Ainsi, dans ce domaine 5, les données sont supposées être le résultat d’une étape de
modélisation et d’une étape de représentation. L’étape de modélisation a pour but d’obtenir des
triplés < e, a, v > permettant de décrire le domaine de l’observation. Dans ce triplé, v est la
valeur prise (valeur faisant partie d’un domaine prédéfini) par l’attribut a correspondant à la
description de l’entité e qui fait partie du domaine observé. La deuxième étape est la représentation
et l’enregistrement de ces triplés, très souvent dans des bases de données.
Ainsi, en faisant une synthèse sur les divers définitions de la notion de données, il peut s’affirmer
que :
Définition 9 : Les données (contexte général) sont des représentations discrètes
et objectives des événements et des entités qui ont été observés.
Les données peuvent être représentées selon un format structuré, semi-structuré ou encore non-
structuré. Les données structurées sont numériquement enregistrées dans des tableaux faisant partie
d’une base de données (par exemple une base de données SQL). Les données semi-structurées sont
enregistrées dans un format moins bien défini, comme par exemple des fichiers XML ou HTML.
Ce type de données est issu de l’Internet. Les données non structurées sont dans la plupart des
cas issues de saisies textuelles des utilisateurs dans des formulaires, courriels ou autres documents
écrits. Le traitement de ce dernier type de données est plus difficile à mettre en place et nécessite
une étape de pré-traitement afin de pouvoir organiser le contenu, extraire des mots-clés, etc.
Les valeurs des données peuvent prendre une forme numérique, d’une chaîne de caractères ou
encore de mots, de propositions ou d’autre objet (par exemple une images, une equation mathé-
matique, ...), etc.
Observation : Même si dans la plupart des cas, les données sont collectées et stockées dans
des bases de données pour un but bien précis, elles ont comme caractéristique principale : l’indé-
pendance du contexte. Grâce à cette caractéristique elles peuvent être vues comme des repré-
sentation objectives. Cependant, lorsque les données sont mises dans le contexte (c’est-à-dire quelle
est leur source, dans quelles conditions elles ont été collectées, etc.), elles cessent d’être purement
objectives. Mais, dans ce cas, il s’agit plus de données, mais ... d’information.
1.3.1.2 L’information
Le paragraphe 1.1.2 indique qu’un système d’information ne peut pas exister sans l’information
qu’il fournit à son utilisateur. Cependant, dans le cadre des systèmes d’information, il n’y a pas
de définition générale acceptable par l’ensemble de la communauté. De plus, la nature même de
l’information soulève des différentes opinions [Mingers 96].
5. Le domaine des bases de données est le seul domaine qui gravite autour de la notion de donnée. Elle est leur
« matière première »
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La notion d’information est souvent utilisée avec différents sens. Son utilisation est source de
confusions importantes. L’utilisation habituelle du mot information, dans notre vie quotidienne,
est liée à la notion de message : par exemple une lettre, une émission TV ou une page Internet.
Tous ces exemples sont des sources d’information, elles communiquent de l’information.
Une consultation des dictionnaires fournit, en plus du sens introduit ci-dessus, les définitions
suivantes (cf. Larousse et Hachette) :
– Élément de connaissance susceptible d’être codé pour être conservé, traité ou communiqué ;
– Une production sociale : pour qu’un fait devienne une information, il doit être communiqué
à un public.
Donc, selon ces définitions la notion d’information se superpose beaucoup à celles de données
et de connaissance. La seule différence majeure, par rapport aux données est la nécessité qu’elle
soit communiquée à un auditoire.
Il existe également des définitions faisant appel à des modélisations mathématiques pour un plus
grand formalisme. La plus connue des définitions est celle donnée par Claude Shannon, dans son
article « A mathematical theory of communication » écrit en 1948. Cet article, considéré comme
l’un des plus influents articles du XX-ème siècle, a posé les bases de la théorie mathématique
appelée « théorie de l’information ».
[Weaver 49] dans son étude sur la nouvelle théorie développée par Shannon fait une analyse de
la notion d’information et il identifie trois problèmes fondamentaux :
– des problèmes techniques : concernant la quantification et la transmission sans erreurs de
l’information. Ceci a été couvert par la théorie mathématique de l’information de Shannon
(l’entropie de Shannon) ;
– des problèmes sémantiques : liés à l’interprétation de l’information au niveau du sens et
de la véracité de l’information ;
– des problèmes d’impact et d’efficacité : concernent le succès avec lequel le sens de l’infor-
mation influence le comportement du destinataire (appelé par Weaver problème d’influence).
Selon [Shannon 93] p. 180 : « The word information has been given different meanings by
various writers in the general field of information theory. It is likely that at least a number of
these will prove sufficiently useful in certain applications to deserve further study and permanent
recognition. It is hardly to be expected that a single concept of information would satisfactorily
account for the numerous possible applications of this general field. » 6
Pendant une longue période dans le domaine de l’ingénierie, le sens de l’information n’a pas été
considéré comme une caractéristique importante de l’information, ce qui a généré une confusion
générale entre la notion de donnée et celle d’information. Comme Shannon disait : « les aspects
sémantiques d’une communication sont non-pertinents pour les aspects de l’ingénierie. » Donc,
pour un ingénieur en télécommunications, le plus important était de pouvoir concevoir un système
permettant de transmettre le plus grand nombre de bits possible avec un taux d’erreurs le plus
faible possible.
Actuellement dans le domaine des systèmes d’information, il y a deux principales familles de
définitions concernant la notion d’information :
1. La première famille définit l’information comme étant la résultante du traitement de données
afin d’en extraire une utilité. Cette définition classique de l’information respecte le modèle
pyramidale présenté dans la figure 1.4a. Même si elle ne couvre pas tous les aspects de
l’information, elle est très intuitive et très facile pour son application pratique. Cette définition
est celle adoptée dans le domaine du traitement du signal.
2. Au cours de ces dernières trois décennies, dans beaucoup de domaines de recherches, comme la
Théorie des systèmes d’information, le Management des systèmes d’information, la Théorie
6. « Au cours du temps, divers écrivains du domaine général de la théorie de l’information ont associé le mot
information à différents sens. Il est possible qu’au moins quelques uns de ceux-ci soient suffisamment utiles dans
certaines applications pour mériter des études plus approfondies et une reconnaissance permanente. Il est peu
probable qu’un seul concept de l’information soit satisfaisant pour couvrir les nombreuses applications possibles de
ce domaine général. »
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de la décision, il a été adopté une définition générale de l’information en considérant que
[Floridi 09] :
Information = Donne´es + Sens
Dans ce cadre, la définition générale de l’information précise que σ est une instance de
l’information si est seulement si :
– σ est constitué de n données (D), avec n ≥ 1. En d’autres mots l’information est issue de
données et ne peut pas exister sans ;
– les données sont bien formatées, c’est-à-dire l’intégration des données pour former l’infor-
mation respectent des règles de syntaxe imposées sur la forme, la construction, la compo-
sition ou encore la forme ;
– les données bien formatées ont un sens.
La définition donnée par [Floridi 09] est très intéressante parce qu’elle permet de répondre aux
trois problèmes identifiés par Weaver. En plus, elle précise de façon explicite les éléments nécessaires
pour la transformation de données en information. Cet aspect sera développé dans le paragraphe
1.3.2.1.
Observation : Par rapport aux données, les informations sont directement dépendantes du
contexte : le formatage et le sens ajouté ne peuvent se faire que dans un contexte bien défini.
1.3.1.3 La connaissance
Dans le paragraphe précédent, la définition (du dictionnaire) de l’information faisait référence à
la notion de connaissance. Malgré cette violation des règles de définition, la définition de la notion
de connaissance est présentée ci-dessous (cf. Hachette) :
– Fait de connaître une chose, fait d’avoir une idée exacte de son sens, de ses caractères, de son
fonctionnement ;
– Notions acquises ; ce que l’on a appris d’un sujet.
Ainsi, la connaissance a un caractère personnel et subjectif, étant interne à la personne qui
détient la connaissance et donc, modélisée en fonction de ses perceptions et de ses expériences
existantes.
Dans le domaine de la psychologie, il est identifié deux types de connaissances :
– La connaissance explicite, qui peut toujours être exprimée et expliquée aux autres. Ce
type de connaissance peut être : encodée, acquise, créée, utilisée à l’effet de levier, enregistrée,
transférée et partagée ;
– La connaissance implicite, qui représente les aptitudes personnelles. Elle est difficilement
explicable aux autres (un exemple est l’aptitude à faire du vélo). Ces caractéristiques princi-
pales sont : le caractère personnel, la dépendance du contexte et la difficulté à être formalisée.
En fonction de la forme sous laquelle les connaissances sont exprimées, [Sølvberg 93] identifie
cinq catégories :
La connaissance factuelle : qui s’exprime sous la forme : X est / a été / sera quelque chose.
La connaissance déontique : qui s’exprime sous la forme : X devrait être quelque chose. Elle
exprime nos croyances sur quelque chose qui est ou qui devrait être.
La connaissance explicative : qui s’exprime sous la forme : X est quelque chose parce que Y
est ... Ce type de connaissance est utilisé lorsqu’on cherche une solution à un problème.
La connaissance instrumentale : qui s’exprime sous la forme : X est réalisé, donc Y est la
conséquence. Ce type de connaissance fournit les moyens avec lesquelles la personne qui
détient la connaissance est capable de changer quelque chose.
La connaissance conceptuelle (appelée aussi méta-connaissance) : qui est une connaissance sur
le sens des mots et sur les autres moyens utilisés dans le processus de communication afin de
la rendre intelligible. Ce type de connaissance définit le protocole de communication.
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Si on fait une comparaison entre la notion d’information et celle de connaissance, il peut s’ob-
server que si l’information est représentée par le sens incorporé dans le message, la connaissance
est l’information assimilée par les structures cognitives d’une personne. Réciproquement, il peut
s’affirmer que l’information est une représentation des connaissances comprises [San Segundo 02].
1.3.2 Définitions de données, de l’information et de la connaissance
dans le contexte d’un SIC
Les notions de données, information et connaissance, adaptées à notre étude sont maintenant
définies dans le contexte d’un système d’information complexe d’aide à la décision. Ainsi, dans
un premier temps, sont identifiées ces notions par rapport au système et puis, dans un deuxième
temps, sont étudiées les interactions entre ces notions, toujours dans ce même contexte.
Afin de positionner ces notions dans le contexte d’un système d’information complexe d’aide à la
décision, nous garderons la description d’un SI, présentée dans la figure 1.1, avec une modélisation
des données, de l’information et de la connaissance sous forme pyramidale (figure 1.4a) et sous
forme d’interactions (figure 1.4b).
En analysant la structure générique d’un système d’information, quatre domaines d’abstraction
différents peuvent être identifiés. Ces domaines représentent respectivement l’environnement du
système d’information, les données, l’information et les connaissances (figure 1.6). La première
observation est que la structure de cette représentation suit le modèle pyramidal. Également ont
été ajoutées les diverses interactions entre ces quatre domaines, identifiées dans [Aamodt 95]. Ces
interactions sont représentées par des flèches numérotées.
Ce type de représentation générale d’un système d’information peut couvrir un large spectre
de contextes d’application, des plus simples jusqu’aux plus complexes. Ainsi, si nous considérons
l’exemple d’un système d’information utilisé pour la gestion d’un conflit militaire, ce schéma peut
balayer toutes les entités du champ de bataille jusqu’à l’évaluation et la conscientisation de la
situation 7. Pourtant, dans ce type d’application les deux acteurs du conflit ont, généralement,
deux visions différentes de la même réalité, qui est unique et qui est représentée par le terme
situation. Cette différence de vision est due aux trois domaines (correspondant aux données, aux
informations et aux connaissances) qui ne sont pas traités de la même façon par les deux côtés.
Maintenant, chaque domaine ainsi que ses interactions avec les autres domaines seront présentés,
afin de donner les définitions des données, de l’information et de la connaissance.
Le domaine physique décrit les entités constituant l’environnement. Il contient également des
entités abstraites comme par exemple les plans, les intentions, etc. des entités physiques. Comme ces
entités abstraites peuvent être vues comme étant des représentations de haut niveau, elles peuvent
être considérées comme étant des connaissances a priori et donc elles sont injectées directement
(voir la flèche 1’ dans la figure 1.6) au domaine cognitif (de plus haut niveau). Toutes ces entités
abstraites ont, en général, un caractère dynamique et nécessitent des estimations pour une bonne
évaluation de la situation.
Le deuxième domaine est celui de données, obtenues à partir du domaine physique par diffé-
rents processus de mesure (par exemple en utilisant différents types de capteurs). Elles forment le
domaine des données, contenant les données stockées dans des bases de données. Le passage vers
les données est représenté par la flèche 1 dans la figure 1.6. Ces données sont par la suite utilisées
pour l’extraction d’informations. Comme il est possible que les données collectées ne soient pas sa-
tisfaisantes (la situation ayant évolué), il est nécessaire d’en enregistrer d’autres. Cette commande
vient de la part du domaine cognitif (représentée par la flèche 7 ) et elle est en correspondance di-
recte avec le besoin en information du processus de prise de décisions. À ce niveau, nous proposons
une définition de données :
7. De l’anglais : situation awareness
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Figure 1.6: Les quatre domaines (niveau) : physique, données, informations et cognitif
16
CHAPITRE 1. CONTEXTE GÉNÉRAL
1
Définition 10 : Les données (contexte SI) sont des représentations syntaxiques
(sans aucun sens associé) qui n’ont pas été interprétées dans un contexte bien défini.
Elles sont issues de l’environnement sous observation et peuvent avoir diverses formes
de représentation (discrètes dans le cas d’un système d’information) : caractères
numériques ou alphanumériques, signaux n-dimensionnels, etc.
Le domaine de l’information est caractérisé par un processus de transformation des données en
informations, suite à une étape d’interprétation [Aamodt 95] (représentée par la flèche 2 dans la
figure 1.6). Ce passage est contrôlé par le domaine cognitif (flèche numéro 6 ) parce que la trans-
formation des données en informations ne peut se faire qu’avec la contribution de la connaissance.
En même temps, à ce niveau, d’autres informations peuvent être obtenues suite à une étape d’éla-
boration des informations existantes, toujours avec l’intervention des connaissances (cf. la flèche
numéro 5 ). Comme notre principal intérêt est la qualité des données et des informations, l’as-
pect de la transformation des données en information sera traité plus en détail dans le paragraphe
1.3.2.1. Néanmoins, ci-dessous on donne une définition de l’information :
Définition 11 : L’information est issue des données qui ont été interprétées en y
ajoutant de la sémantique dans un contexte bien défini et par rapport aux besoins
du processus d’aide à la décision.
Le domaine cognitif est caractérisé par les connaissances des utilisateurs. Ces connaissances
peuvent être des connaissances a priori, des attentes, des exigences, des inquiétudes ou des connais-
sances acquises à partir des informations disponibles. C’est à ce niveau que l’utilisateur vient en
contact avec les informations fournies par le système d’information, par une étape d’extraction de
connaissances (cf. flèche 3 ). Ainsi, au fur et à mesure du temps, les connaissances de l’utilisateur
évoluent suite à son interaction à l’environnement. L’acquisition des nouvelles connaissances se fait
en intégrant les informations reçues de la part du système d’information dans ses propres structures
cognitives. Cette intégration se fait suite un processus d’apprentissage (cf. flèche 4 ) qui peut être
décrit par :
Nouvelles informations + Connaissances existantes→ Nouvelles connaissances (1.1)
De plus, tout apprentissage se fait avec un objectif bien défini, c’est-à-dire il fait la liaison
entre les connaissances et leur utilisation potentielle : c’est à ce niveau que le processus de prise
de décisions a lieu.
Ainsi, si on reste dans le cas d’une application de gestion d’un conflit militaire, l’utilisateur peut
avoir des connaissances a priori sur l’emplacement de ces forces et des forces ennemies, mais aussi
des connaissances sous la forme de performances attendues de ces unités et des unités ennemies.
Toutes ces connaissances ont été représentées comme provenant du domaine physique et ensemble
avec les connaissances acquises, suite à l’utilisation du système, vont donner une estimation actuelle
de la situation.
Sans connaissance, le système d’information ne peut pas fonctionner. Les connaissances sont
indispensables pour l’interprétation des données, l’élaboration des informations et pour l’appren-
tissage.
Exemple 2 : prenons le cas d’un système d’information ressemblant à celui présenté dans la
figure 1.2 et supposons qu’un des capteurs de ces plateformes a enregistré l’image 8 présentée dans
la figure 1.7. Sans d’autres éléments, cette image représente une donnée. Si cette image est par la
suite :
1. mise dans le contexte (provenance capteur ISAR surveillant la zone X) et
2. interprétée (la cible est identifiée comme étant un avion F4)
8. Cette image est issue d’une acquisition expérimentale de la chambre anéchoïque de L’ENSTA Bretagne en
utilisant une maquette à l’échelle 1/48e`me.
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Figure 1.7: Exemple de signature d’un capteur ISAR
l’information suivante est extraite : un avion F4 a été identifié dans la zone X. Ensuite si cette
information est fournie à un commandant, il va l’intégrer dans ses propres structures cognitive en
réalisant une mise à jours des ces connaissances : un avion d’attaque F4 est dans la zone X. Afin
de pouvoir se former une idée plus claire de cette situation, le commandant pourrait avoir besoin
d’autres informations, comme par exemple l’allégeance de cette cible. Cette demande, représentée
par la flèche 7 dans la figure 1.6, sera poursuivie par l’activation d’autres équipements (par
exemple un système identification ami ou ennemi) afin d’obtenir l’information demandée.
1.3.2.1 Le transformation des données en informations
Dans le paragraphe précédent, l’information a été définie comme étant un ensemble de don-
nées organisées qui possèdent un sens (une sémantique) dans le cadre du contexte d’application.
Cette organisation de données peut se faire suite à des opérations de clustering, d’indexation ou
d’association en fonction de la syntaxe utilisée.
Le sens de l’information est acquis par la projection des données dans un autre domaine en
correspondance directe avec le contexte d’application. Ce domaine contient les valeurs possibles de
l’information. Si on considère le cas d’un système d’information utilisé dans le processus d’aide à
la décision, le nombre de décisions possibles est fini. En conséquence, le domaine de l’information
peut être supposé de dimension finie. Le passage du domaine des données vers le domaine de
l’information est illustré dans la figure 1.8. Dans cette figure, à partir du domaine des données sont
extraites et organisées 9 les données D0, Di et Dl. Associée à ces données se trouve l’information
I3, d’un total de N informations possibles. Cette association peut être par exemple la résultante
9. L’extraction et l’organisation de données se fait avec l’apport d’une base de connaissance comme a été défini
dans le paragraphe précédent. Pour des raisons de simplicité on ne présente pas cette intervention et on la considère
comme implicite
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Figure 1.8: La transformation des données dans des informations
d’une règles du type « SI - ALORS » 10 [Berkan 97].
Cependant, cette cartographie du domaine de données vers le domaine de l’information n’est
pas toujours parfait. Ainsi, il existe la possibilité que les données disponibles ne supportent pas
l’extraction des informations attendues. Il y a plusieurs explications à ce phénomène. La plus
fréquente est liée à l’indisponibilité et à l’imperfection des données : il n’est pas toujours possible
d’avoir les données voulues. La deuxième est liée à l’imperfection de la transformation des données
en information. Cette transformation est la fonction principale d’un système d’information et
comme tout système réel il possède des limites.
Dans la figure 1.9 est présentée une nouvelle vision de la transformation des données dans des
informations. Cette fois-ci, le système d’information joue le rôle d’extraction d’informations et il
est modélisé comme un processus.
Dans cette nouvelle représentation, il peut s’observer que la principale caractéristique des don-
nées est d’englober les informations utiles (par exemple à la figure 1.9, il y en a N informations
utiles). Ainsi si les données « contiennent » 11 toutes les informations dont l’utilisateur a besoin,
ces données peuvent être qualifiées de très bonne qualité. Bien sûr les données peuvent contenir des
« non-informations », c’est-à-dire des données qui ne sont pas pertinentes et donc de qualité nulle
pour l’utilisateur. C’est le rôle du système d’informations de discerner entre informations utiles et
non-informations. En fonction de l’adaptation des traitements, le fonctionnement du système peut
être « qualifié » (dans la figure Qualproc). Au final, à la sortie du système d’information, trois cas
peuvent être identifiés en fonction du nombre M d’informations proposées et du nombre N d’in-
formations utiles pour l’utilisateur. Le premier cas est quand le système propose exactement les N
informations attendues par l’utilisateur. Dans ce cas, la satisfaction de l’utilisateur est maximale et
donc le système d’informations est d’une très bonne qualité. Sinon, dans les cas quand N < M ou
quand N > M , la qualité du système d’informations est sous-optimale. Cet exemple montre que la
10. Le terme anglais est « IF-THEN rules »
11. Dans le sens que les données supportent l’extraction des informations
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Figure 1.9: Le passage des données vers des informations
qualité des données ne peut s’évaluer que par rapport aux informations pouvant s’en extraire. Une
présentation plus détaillée de la qualité des données et de l’information se trouve dans chapitre 2
et respectivement, chapitre 3.
Un exemple de transformation de données en information est présenté dans la figure 1.10. Il
s’agit d’un traitement typique pour un système d’information géographique 12. De cet exemple,
nous observons qu’à partir des données, représentées par la première couche (en bas de la figure
1.10), différents types d’informations peuvent être extraites, en fonction du besoin de l’utilisateur
final. Ainsi, par exemple, l’information extraite peut être :
– l’utilisation du terrain (forêt, fermes, maisons, etc.), la deuxième couche de bas en haut ;
– le relief de la zone sous observation, la troisième couche de bas en haut ;
– les parcelles de terrain, la quatrième couche de bas en haut ;
– les routes, la cinquième couche de bas en haut ;
– les entités identifiées dans cette aire géographique, la sixième couche en haut de la figure
1.10.
Cet exemple est une illustration pratique de notre modélisation des notions de données et
d’information, présentée dans les figures 1.8 et 1.9 : l’information est obtenue en filtrant les données
en ne gardant que les éléments informatifs.
Une autre question qui peut se poser ici est la façon dont la qualité de l’information obtenue
peut être calculée sachant la qualité des données et la qualité du processus faisant la liaison entre
les données et les informations. Dans la deuxième partie de ce mémoire de thèse, il est proposé
une possible réponse à cette question sous la forme d’une nouvelle méthodologie d’évaluation de la
qualité de l’information.
À la fin de ce paragraphe, nous proposons une formalisation mathématique de la notion d’in-
formation dans le contexte d’un système d’information. Une information peut être modélisée sous
la forme d’une paire : I = (E,A) dans laquelle :
– E est un ensemble fini non-nul d’entités ;
– A est un ensemble fini non-nul d’attributs ;
– pour chaque attribut a ∈ A il existe une fonction a : E → Va assignant des valeurs d’un
12. En anglais « Geographic Information Systems (GIS) »
20
CHAPITRE 1. CONTEXTE GÉNÉRAL
1
Figure 1.10: Exemple de transformation des données en informations, adapté de [Solano 12]
21
11.4. LA QUALITÉ D’UN PRODUIT
• caractéristiques ; • performance ;
• compétitivité ; • promptitude ;
• courtoisie ; • potentiel du processus ;
• conformité aux standards et procédures ; • manque d’erreurs ;
• convivialité ; • sécurité : employés, clients et environnent ;
• fiabilité ; • maintenance ;
• durabilité ; • esthétique ;
• rendement du processus ; • coût de la faible qualité ;
• temps du cycle de développement ; • prix ;
• coût ; • satisfaction des employés ;
• responsabilité sociale.
Table 1.1: Liste de dimensions de qualité selon [Juran 89]
domaine Va propre à l’attribut a aux entités E.
Si un système de reconnaissance de cibles radar est considéré, comme celui de l’exemple 2, les
entités E correspondent à l’ensemble de cibles pouvant être détectées (F4, Rafale, A10, A320, etc.)
et les attributs A aux caractéristiques de ces cibles (allégeance, position, vitesse, etc.).
Précédemment, la notion de qualité a été utilisée sans la définir. Par conséquent, dans le para-
graphe suivant, nous passons rapidement en revue les définitions d’origine de la qualité (c’est-à-dire
d’un produit physique), pour ensuite introduire la qualité d’une données / information.
1.4 LA QUALITÉ D’UN PRODUIT
Il n’y a pas une seule définition de la notion de qualité. Au fur et à mesure du temps plusieurs
chercheurs (appelés très souvent « gourous de la qualité ») ont essayé de donner des définition
génériques.
Ainsi, selon [Feigenbaum 91] la qualité est définie comme étant « La composition totale de ca-
ractéristiques de produits et services de marketing, ingénierie, fabrication et maintenance à travers
lesquels les produits et les services vont répondre aux attentes des clients. »
À partir des études de Deming [Deming 82] et de Juran [Juran 89] la notion de qualité est
vue comme étant directement liée au contexte. Juran introduit l’expression « fitness for use »
pour décrire la qualité. Deming et Juran ont été les premiers à s’intéresser à l’augmentation de
la productivité des entreprises et ils ont défini la qualité par rapport aux produits développés par
ces dernières. Dans ce cas, la qualité d’un produit physique est généralement définie d’une façon
unique. Cette forme unique de la qualité est donnée par les caractéristiques qui, grâce à la nature
tangible du produit, sont facilement mesurables et comparées à des étalons (standard de qualité).
[Juran 89] avance également une liste (non-exhaustive) de dimensions possibles de la qualité (Cf.
tableau 1.1).
Selon [Juran 89], la qualité d’un produit devrait être analysée par rapport à quatre aspects :
1. Le processus de production
2. Les caractéristiques du produit
3. La concurrence : (c’est-à-dire par rapport aux autre produits sur le marché)
4. Les employés
au processus de production, aux caractéristiques du produit, à la concurrence et aux employés.
[Hunt 92] fait une classification des dimensions de la qualité d’un produit en mettant l’accent
sur deux aspects : l’aspect factuel et la perception (Cf. tableau 1.2). La qualité factuelle décrit ce
que le produit ou le service doit faire, tandis que la qualité de la perception concerne la vision du
produit ou du service dans les yeux des clients, c’est-à-dire ce que les clients doivent croire sur le
produit ou le service.
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Qualité factuelle Qualité de la perception
• Soit le bon • Est le bon
• Fonctionne correctement • Répond aux besoins
• Fonctionne correctement dès la première foi • Satisfait les attentes
• Soit délivré en temps • Est délivré avec intégrité et respect
Table 1.2: Liste de dimensions de qualité selon [Hunt 92]
Par opposition avec un produit physique, les données et les informations ont un caractère
fortement fongible, c’est-à-dire en ayant des significations différentes en fonction du contexte de
définition. Cette différence fait que la qualité des données et des informations et fortement dépen-
dante de l’utilisateur et du contexte d’application. La même information pourrait être d’une très
bonne qualité pour un utilisateur et mauvaise pour un autre. Prenons par exemple le cas d’un
signal reçu de l’espace, un bruit cosmique. Pour un système de communication par satellite il est
un simple bruit qui doit être filtré, mais pour un système d’observation de l’espace il porte toute
l’information utile pour les astronomes.
1.5 CONCLUSION
Avant de pouvoir définir la qualité des données et de l’information, il est nécessaire de définir les
notions de données et d’information. En effet, la qualité d’une entité exprime les propriétés voulues,
désirées de celle-ci. Ainsi, il est impératif d’identifier les propriétés des données et de l’information.
Malheureusement, dans la littérature il n’y a pas de consensus sur leurs définitions et très souvent,
il existe des confusions entre les propriétés des données et celles de l’information ou encore de celles
de la connaissance.
Par conséquent, ce premier chapitre de ce mémoire de thèse a été consacré à la définition aux
notions de base : données, information et connaissance. Comme il s’agit de notions contextuelles,
nous avons commencé par la définition d’un système d’information.
La définition d’un système d’information a été donnée par rapport à deux autres types de
systèmes : informatique et expert. Ainsi, nous avons très clairement établi les frontières entre ces
trois types de systèmes en présentant les caractéristiques de chacun. De plus, comme ce travail
de recherche est fait dans le cadre d’un système d’information complexe, nous avons également
traité la notion de complexité afin d’en déduire les caractéristiques qui rend complexe un système
d’information.
La seule définition d’un système d’information n’est pas suffisante pour la définition des trois
notions sus-mentionnées, car une autre notion, celle du contexte d’application, joue également un
rôle important. En effet, un système d’information ne peut être développé que dans un contexte
d’application très bien défini. Par conséquent, le contexte d’application et le système d’information
constituent le contexte dans lequel les données, l’information et la connaissance devrait être définies.
Avec le contexte de définition établi, nous avons proposé des définitions pour les trois notions.
Nous avons pris en compte les définitions existantes dans la littérature, en les adaptant au contexte
de systèmes d’information complexes utilisés dans le processus d’aide à la décision.
À la fin de ce chapitre, un survol rapide de la littérature a été réalisé, afin de trouver les
principales définitions de la notion de qualité. Ces définitions vont nous servir dans les deux pro-






Ce chapitre présente les techniques de calcul de la qualité des données les plus utilisées dans
la pratique. La qualité des données est un sujet de recherche in sine depuis le développement des
techniques modernes de traitement numérique.
Le paragraphe 1.3.1.1 a donné une définition de la notion de « données ». Sans perdre en
généralité, dans ce chapitre nous traitons la qualité des données stockées dans une base de données.
Ainsi, pour l’étude de la qualité des données, il est nécessaire de considérer deux aspects : la
qualité individuelle des données (c’est-à-dire des valeurs constituant la donnée) et la qualité de
la représentation des données dans les bases de données (c’est-à-dire par rapport aux règles à
respecter de la base de données).
Le processus de mesure et enregistrement des données est limité par le monde observé, qui est
la source de toutes les données. Et ces limitations sont en relation directe et implicite avec le niveau
de qualité des données. Ainsi, par exemple, le principe d’incertitude de Heisenberg nous dit qu’il
est impossible de mesurer à la fois la vitesse et l’emplacement d’une particule élémentaire au-dessus
d’un certain niveau de précision. À une échelle plus grande, il existe un nombre très important
de phénomènes avec des caractéristiques aléatoires ou peu connus, par exemple les conditions
météo, le comportement humain (dont la prise de décisions), etc. Toutes ces caractéristiques non-
déterministes imposent des contraintes dans le processus de prise de mesure et chaque violation
partielle ou totale de ces contraintes affecte la qualité de données en résultant.
Prenons l’exemple d’un signal audio. Afin d’être numérisé et enregistré, il est nécessaire de
l’échantillonner. Mais pour garder toute l’information portée par ce signal audio, il faut que la
fréquence d’échantillonnage soit plus supérieure au double de la plus haute fréquence de ce signal.
Cette dernière condition est un exemple de contrainte.
Une base de données est un modèle numérique du monde réel. Ainsi, comme tout autre modèle,
il essaie de représenter une version abstraite de la réalité. Le niveau d’abstraction est donné dans la
plupart de cas par le contexte d’application [Motro 95]. La modélisation la plus simple d’une base
de données prend la forme de plusieurs tables relationnelles. Chacune de ces tables modélise un
ensemble d’objets similaires du monde réel. Chaque ligne décrit un objet particulier et les colonnes,
communes pour tous les objets, décrivent les attributs des objets.
Avant de rentrer dans l’étude de la qualité des données et des bases de données, on rappelle
quelques notions et notations usuelles dans le domaine de base de données [Ramakrishnan 03],
[Decker 09] :
– Un atome est une expression de la forme p(a1, a2, . . . , an), où p est un prédicat n-aire, n ≥ 0 ;
– Les ai s’appellent attributs (ou encore arguments) et peuvent prendre des valeurs constantes
ou variables ;
– Un fait est un atome avec tous les attributs constants ;
– Une clause de base de données est soit un fait dont son prédicat correspond à une table
relationnelle et dont les attributs correspondent aux valeurs des colonnes de cette table, soit
une formule de la forme A← B, où la tête A est un atome et le corps B est une conjonction
de littéraux ;
– Une base de données est un ensemble fini de clauses de base de données ;
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– Une mise à jour est un ensemble fini de clauses de base de données à insérer ou à supprimer.
Ainsi pour une mise à jour U = U+ ∪ U− de la base de données D, la nouvelle base de
données sera notée DU et sera la résultante de l’ajout dans D de toutes les clauses à insérer
de U+ et de la suppression de toutes les clauses à supprimer de U−. Donc, on peut aussi
utiliser la formule DU = (D ∪ U+)\U−, dans laquelle ∪ et \ sont les opérateurs de réunion
et respectivement de différence des ensembles.
L’étude de la qualité des données stockées dans une base de données peut se faire à deux
niveaux. Le premier, au niveau syntaxique, concerne l’intégrité de la base de données, c’est-à-dire
les contraintes que les données doivent respecter afin de pouvoir être enregistrées dans la base
de données. Le deuxième, au niveau sémantique, concerne la conformité à la réalité des données
enregistrées. Plus précisément sont étudiées les imperfections des données.
Le paragraphe 2.1 traite la consistance des bases de données, exprimée sous la forme de
contraintes d’intégrité. Ensuite, le paragraphe 2.2 présente les imperfections les plus fréquentes
de données. Le paragraphe 2.3 fait une récapitulation de la qualité des données et propose une
représentation sous la forme d’une taxonomie. Suite à ces trois paragraphes, le paragraphe 2.4 pré-
sente différentes possibilités d’étendre le modèle relationnel afin de pouvoir incorporer la qualité
des données stockées. Ce chapitre se termine par une conclusion qui présente une synthèse sur la
notion dédiée à la qualité des données.
2.1 CONSISTANCE DES BASES DE DONNÉES
Ce paragraphe présente un état de l’art sur les différents types de contraintes d’intégrité exis-
tantes dans la littérature. La première classification de ce type de contraintes a été proposée par
Codd dans les années 70 [Codd 70].
Dans la théorie des bases de données, la qualité de données peut être modélisée au niveau
déclaratif sous la forme d’une série de conditions appelées contraintes d’intégrité. Ces contraintes
ont pour rôle de garder une conformité sémantique des données enregistrées. Prenons le cas d’une
donnée représentant l’âge d’une personne. Un exemple de contrainte d’intégrité pour ce type de
donnée est la restriction de valeurs acceptable aux entiers positifs et inférieurs à 130.
Ainsi, à l’aide de ces contraintes d’intégrité, la qualité de données peut être contrôlée, leur
violation indiquant une mauvaise qualité. Les contraintes d’intégrité sont des conditions spécifiées
lors de la définition du schéma de la base de données et restreignent les données qui peuvent y être
enregistrées.
Une base de données n’est pas une ressource statique ainsi, au fur et à mesures du temps, des
nouvelles contraintes d’intégrité sont spécifiées et renforcées [Ramakrishnan 03] :
– Quand l’administrateur de la base de données ou l’utilisateur final définissent un nouveau
schéma ;
– Quand une application sur la base de données est en train de s’exécuter, le système de
management de la base de données vérifie pour les violations de contraintes d’intégrité et
refuse les changements susceptibles de les violer.
Même si le contrôle de contraintes d’intégrité se fait d’une manière automatique, la consistance
des données est très souvent compromise dans la pratique. Parmi les pratiques responsables de
cette dégradation de la qualité de données, se retrouvent [Decker 09] :
– l’ajout sans vérification de nouvelles contraintes ;
– l’arrêt temporaire de la vérification des contraintes d’intégrité pour télécharger un backup ou
pour augmenter l’accessibilité de données ;
– l’intégration (la fusion) de plusieurs bases de données.
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2.1.1 Définition
Une Contrainte d’Intégrité (CI) est un prédicat logique de premier ordre. Plus précisément il
s’agit d’une condition qui doit être respectée par les enregistrements d’une relation. Les contraintes
sont exprimées sous la forme de négations, d’interdictions. Un ensemble fini de conditions d’intégrité
forme une Théorie d’Intégrité (TI). Les contraintes d’intégrité dépendent du contexte d’application.
Par exemple pour une base de données contenant les clients d’une banque, l’age de clients doit
être supérieur à 18 ans, qui n’est pas le cas d’une base de données d’un hôpital. Les contraintes
d’intégrité s’appliquent à la base de données entière et donc leurs vérifications demandent un temps
qui est proportionnel à la taille de la base [Christiansen 04].
Définition 12 : Un état d’une base de données D est consistant avec une théorie
d’intégrité TI si et seulement si D(TI) = vraie, c’est-à-dire toutes les contraintes
d’intégrités composant TI sont respectées par D.
Par la suite, les contraintes d’intégrité vont s’exprimer par la formule générique ← B. Le corps
B représente les déclarations qui doivent être respectées.
Exemple 1 : Soit une table p(NumSecu,Nom,NumTel) définie par le prédicat p décrivant
les personne enregistrées dans une base de données quelconque. Les trois colonnes contiennent
le numéro de sécurité sociale NumSecu, le nom Nom et le numéro de téléphone NumTel des
personnes. Supposons que la contraintes d’intégrité I est définie comme :
I =← ((p(x, y1, z1)) ∧ (p(x, y2, z2)) ∧ (y1 6= y2 ∨ z1 6= z2)) (2.1)
La contrainte d’intégrité I interdit que deux personnes ayant le même numéro de sécurité sociale
x aient des noms différents (y1 et y2) ou des numéros de téléphone différents (z1 et z2). En d’autres
mots, I oblige que le numéro de sécurité soit unique pour toutes les personnes. Maintenant, si
suite à une opération de mise à jour U , l’enregistrement p(1111, Jean, 0611111100) est inséré, la
contrainte I impose la vérification de :
I
′
=← ((p(1111, Jean, 0611111100)) ∧ (p(1111, y2, z2)) ∧ (Jean 6= y2 ∨ 0611111100 6= z2))
Donc, lors de la mise à jour, il est vérifié qu’il n’y a pas un autre enregistrement ayant le même
numéro de sécurité mais avec un nom ou un numéro de téléphone différent. La contrainte I ′ peut
encore s’exprimer sous une forme plus simple :
I
′
s =← ((p(1111, Jean, 0611111100)) ∧ (Jean 6= y2 ∨ 0611111100 6= z2))
Cette dernière est beaucoup plus intéressante car elle permet de ne parcourir qu’une seule fois
la base de données (complexité linéaire), tandis que la contrainte d’intégrité I ′ est plus complexe
demandant à la limite une opération de JOIN de p avec lui même (de complexité N · log(N), avec
N le nombre d’enregistrements).
Malheureusement très souvent dans la pratique les données ne sont pas consistantes avec les
conditions d’intégrité précédemment définies. Ainsi, les systèmes de management des bases de
données peuvent soit ne pas les prendre en compte, soit les tolérer. Les premières ont la propriété
de produire en sortie des résultats crédibles dans la plupart de cas. Par contre les systèmes tolérant
les inconsistances ne sont pas crédibles, sauf si on est capable de quantifier les inconsistances et de
les prendre en compte.
2.1.2 Mesures de l’inconsistance dans les bases de données
Une fois les contraintes d’intégrité définies, des mesures peuvent être définies afin de pouvoir
quantifier les éventuelles inconsistances.
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Soit un opérateur d’ordre  ayant les propriétés d’antisymétrie, réflexivité et transitivité.
Définition 13 : Une mesure d’inconsistance µ est définie sur des n-uplets
(D,CI) et fournit une valeur dans un treillis partiellement ordonné par cet opérateur
d’ordre  [Decker 09].
Ainsi, pour tout état d’une base de données D satisfaisant la théorie d’intégrité TI, D(TI) =





) = faux ⇒ µ(D,TI) ≺ µ(D′ , T I ′) (2.2)
De plus, pour chaque (D,TI) et pour tout autre (D′ , T I ′) on a :
Si D(TI) = vrai ⇒ µ(D,TI)  µ(D′ , T I ′) (2.3)
Des exemples concrets de mesures d’inconsistance sont décrits dans [Decker 08] et [Grant 06].
La définition des mesures d’inconsistance n’est pas suffisante. Il faut également les utiliser pour
prévenir des dégradations de qualité suite à des mises à jour. Ainsi, dans [Decker 09] il a été montré
que chaque mesure d’inconsistance induit une méthode sensée vérifier l’intégrité. Si les méthodes
de vérification de l’intégrité intolérantes aux inconsistances demandent que la condition d’inté-
grité D(TI) = vrai soit totalement satisfaite, les méthodes tolérantes demandent une satisfaction
partielle. Ainsi, au lieu d’utiliser des contraintes universelles, il est plus intéressant de pouvoir dis-
tinguer parmi plusieurs cas de violations d’une contraintes. En utilisant cette stratégie, des mesures
d’inconsistance différenciées peuvent être définies, c’est-à-dire plus/moins le nombre de contraintes
violées, pire/meilleure est la consistance des données.
2.1.3 Catégories de contraintes d’intégrité
Ce paragraphe présente les entités sur lesquelles des contraintes d’intégrité peuvent être impo-
sées. Pour la simplicité d’exposition, il n’est considéré que le cas de bases de données relationnelles.
Dans la littérature, il existe trois catégories de contraintes d’intégrité : du domaine d’attributs,
de l’entité et référentielle. Ci-dessous, pour chacune de ces catégories sera donnée sa définition,
ainsi qu’un exemple pour indiquer ce qui est mesuré.
Contrainte 1 ( Intégrité du domaine [Ramakrishnan 03] ) : Soit R(f1 :
D1, f2 : D2, . . . , fn : Dn) un schéma relationnel pour lequel chaque attribut fi, 1 ≤
i ≤ n prend des valeurs dans l’ensemble Domi correspondant au domaine Di. Une
instance de la relation R qui respecte les contraintes d’intégrité du domaine est un
ensemble de n-uplets :
{(f1 : d1, f2 : d2, . . . , fn : dn) | d1 ∈ Dom1, d2 ∈ Dom2, . . . , dn ∈ Domn} (2.4)
Un schéma relationnel spécifie les domaines de chaque champ ou colonne de l’instance de la
relation. Ces contraintes d’intégrité du domaine ont pour rôle d’imposer à toutes les valeurs de
la même colonne un seul domaine de définition. D’un point de vue informatique, du langage de
programmation, le domaine d’un attribut se traduit par le type de cet attribut.
Exemple 2 : Soit une relation ETUDIANT décrivant les étudiants d’une université. Elle est
définie par le prédicat p(ID,NomPrenom,Age,NumTel,GPA). Les cinq attributs contiennent
l’identifiant ID, le nom et le prénom NomPrenom, l’âge Age, le numéro de téléphone NumTel et
le GPA GPA de chaque étudiant enregistré. Dans le cas de cet exemple, les contraintes suivantes
pourraient être déclarées :
– ID un String de 6 caractères ;
– NomPrenom un String de maximum 40 caractères ;
– Age un nombre entier compris entre 16 et 100 ;
– NumTel un nombre entier contenant exactement 10 chiffres ;
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– GPA un nombre réel à deux décimales compris entre 0.00 et 4.00.
Pour résumer cette contrainte d’intégrité, les valeurs des attributs d’une relation doivent prendre
des valeurs autorisées. Parmi les violations les plus rencontrées de cette contraintes il y a :
– des valeurs manquantes ;
– des valeurs par défaut NULL ;
– des valeurs non-uniques (s’il y a obligation) ;
– des valeurs qui ne font pas partie d’un ensemble de valeurs numériques ou alphanumériques
valides ;
– des valeurs (continues) qui sont en dehors de l’intervalle numérique imposé.
En reprenant l’Exemple 2, on peut immédiatement observer qu’il faut absolument que deux étu-
diant n’aient pas le même ID. Il s’agit d’une contrainte d’intégrité sur les entités qui impose qu’un
certain sous-ensemble minimal d’attributs (appelés attributs primaires) soit l’identifiant unique
pour un n-uplet. Un tel sous-ensemble est appelé dans la théorie de base de données clé primaire,
ou simplement clé, pour la relation respective.
Contrainte 2 ( Intégrité de l’entité ) : Si l’attribut ai d’une relation R(−→a ) est
un attribut primaire, ai ne peut accepter que des valeurs non-NULL.
Ainsi il y a deux cas de violation de la contrainte d’intégrité de l’entité : le premier se produit
quand la valeur de la clé primaire est nulle et le deuxième quand les valeurs de la clé primaire ne
sont pas uniques. Dans le cas de l’Exemple 2, l’attribut ID est la clé primaire de cette relation.
Très souvent les données contenues dans une relation sont reliées à d’autres données faisant
partie d’une autre relation. Dans ce cas, lorsqu’une relation est modifiée, il est nécessaire de vérifier
l’autre pour vérifier les éventuelles inconsistances engendrées. Ainsi, il faut définir des contraintes
d’intégrité pour les deux relations ensembles. Dans la théorie de bases de données ce type de
contraintes d’intégrité fait appel à une clé étrangère.
Une clé étrangère est un attribut ou un ensemble d’attributs d’une relation R1(−→a1), tel que la
valeur de chaque attribut de cet ensemble est celui de la clé primaire de la relation R2(−→a2).
Si la relation R contient des références à une autre relation S, on doit vérifier les liaisons entre
les n-uplets de R et ceux de S sont valides. La contrainte d’intégrité suivante, agissant sur la clé
étrangère, garantit que les références de n-uplets de R vers les n-uplets de S sont définies d’une
manière non-ambigüe [Desai 90] :
Contrainte 3 ( Intégrité référentielle ) : Soit la relation R faisant référence à
la relation S via un ensemble d’attributs formant la clé primaire de la relation S et
que cet ensemble d’attributs forme une clé étrangère dans la relation R. Dans ce cas,
la valeur de la clé étrangère d’un n-uplet de R doit être, soit égale à la clé primaire
d’un n-uplet de S, soit entièrement nulle.
Ainsi, si un attribut ai de la relation R est défini dans le domaine Di et la clé primaire de
la relation S est aussi définie dans le domaine Di, alors les valeurs de ai dans les n-uplets de R
doivent être soit nulles, soit égales à la valeur v de la clé primaire d’un n-uplet de S. La contrainte
d’intégrité référentielle est très importante dans la pratique parce qu’elle impose l’existence d’un
n-uplet de la relation qui correspond à l’instance de l’entité référencée. De plus, cette contrainte
indique d’une manière implicite les actions pouvant être entreprises lors d’opérations de mise à
jour. Ainsi, si un n-uplet référencé par une clé étrangère est supprimé, il existe trois possibilités
pour garder l’intégrité de la base de données [Desai 90] :
– Tous les n-uplets ayant des références vers le n-uplet supprimé devraient être également
supprimés. Ainsi, comme conséquence, une suppression détermine d’autres suppression en
cascade ;
– Seulement les n-uplets non-référencés par d’autres n-uplets peuvent être supprimés ;
– Le n-uplet est supprimé, mais afin de ne pas avoir un effet de domino les attributs des clés
primaires pertinentes de tout n-uplet référencé sont mis à valeur nulle.
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2.2 LES IMPERFECTIONS DES DONNÉES
Dans le paragraphe précédent, les contraintes d’intégrité ont été introduites comme outil de
préservation de la consistance des bases de données en identifiant et traitant les n-uplets avec des
problèmes. Dans ce paragraphe, nous traitons les imperfections des valeurs des données et les
techniques qui peuvent être mises en place afin de pouvoir les modéliser et les prendre en compte
lors du traitement.
Soit l’exemple d’un attribut dont la valeur exacte n’est pas connue. Dans cette situation, un
système traditionnel de base de données met une valeur par défaut ou la valeur par défaut NULL
(voir le paragraphe 2.2.3). Les systèmes modernes essaient de prendre en compte les différentes
imperfections. Ainsi, il est plus intéressant de mettre, au lieu d’une valeur par défaut, un intervalle
qui contient la valeur exacte.
[Motro 96] présente parmi les imperfections les plus importantes des valeurs de données : l’er-
reur, l’incomplétude, l’imprécision et l’incertitude. Ces différents types d’imperfection sont détaillés
ci-après.
2.2.1 Les données erronées
Ce type d’imperfection est le plus souvent rencontré. Une valeur erronée est une valeur diffé-
rente de celle réelle. Il s’agit d’un cas très important et très fréquent. L’existence de contraintes
d’intégrité trop strictes peut entrainer comme conséquence la saisie de valeurs erronées. Ainsi, cer-
taines applications obligent le remplissage d’attributs. Soit l’exemple d’une base de données d’une
compagnie qui loue des voitures. Chaque client doit fournir ses informations personnelles incluant
le code postal de son adresse. Mais chaque pays a un système propre de définition du code postal.
Ainsi, très souvent, un code postal étranger sera refusé, mais comme il est impératif d’en saisir un,
un code aléatoire, donc erroné, sera choisi (par exemple le code postal de la compagnie louant les
voitures).
Un cas particulier de données erronées est celui des valeurs aberrantes, appelées dans la litté-
rature spécialisée outliers. Les outliers sont des erreurs grossières de mesure. Selon [Pearson 05] :
Définition 14 : Un outlier est une valeur d’un attribut d’une base de données
qui est anormale par rapport au comportement observé dans la majorité des autres
valeurs de cet attribut.
Cette définition donne les éléments nécessaires pour détecter si une valeur correspond à un
outlier. Pour cela, il faut :
– caractériser le comportement nominal, c’est-à-dire le non-anormal ;
– définir un critère quantitatif permettant de décider si une valeur est en conflit significatif
avec cette caractérisation nominale.
En fonction du contexte d’application, il existe différents types de comportements normaux,
d’où l’existence de différents types d’outliers et de différents algorithmes de détection. Le cas le plus
simple et un des plus fréquent dans la pratique est celui des outliers uni-variés. Prenons le cas d’une
séquence réelle {xk}. Dans ce cas la technique de détection des outliers est basée sur l’hypothèse
que les valeurs {xk} peuvent être décrites par une distribution de probabilité. Dans la plupart des
situations le comportement nominal est décrit par une distribution gaussienne de moyenne µ et de
variation σ2. Sous cette hypothèse, une valeur {xi} est déclarée un outlier en appliquant la règle de
3σ : si la valeur {xi} n’appartient pas à l’intervalle [µ ± 3σ] il s’agit d’un outlier. Une hypothèse
moins restrictive est de considérer des distributions de probabilité symétriques de moyenne et de
variance finie. Toute valeur qui est anormalement éloignée du centre du cluster des données est
déclarée outlier.
En fonction du contexte d’application, l’apparition des outliers peut être la résultante de dif-
férentes sources, par exemple une défaillance technique ordinaire d’un équipement. Dans ce cas,
les outliers n’apportent pas une information utile et donc, ces valeurs ne doivent pas être prises en
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compte lors du traitement de données 1. Cependant, dans d’autres situations, les outliers portent
une information très intéressante caractérisant des phénomènes rares (phénomènes astronomiques,
attaques cybernétiques, etc.).
[Pearson 05] décrit en détail les effets négatifs des outliers et les méthodes statistiques qui
peuvent être employées afin de les détecter et d’appliquer le traitement correspondant.
2.2.2 Les données incomplètes
Les données incomplètes sont une anomalie qui affecte surtout les bases de données volumi-
neuses. Ce type d’imperfection décrit 2 situations possibles :
– Des attributs manquants : dans cette situation, il existe des attributs pertinents (c’est-à-dire
portant de l’information) qui n’ont pas été enregistrés. Il se peut également que l’ensemble
des attributs pertinents n’est pas connu. Dans la littérature, il existe un nombre important
d’algorithmes capables de traiter ce genre de données et particulièrement dans le domaine
« business intelligence ». [Kim 13] présente des méthodes statistiques de traitement adaptées
à ce domaine.
– Des valeurs manquantes : dans cette situation, un attribut pertinent et connu a été me-
suré mais il existe des valeurs manquantes pour certains n-uplets. Deux cas peuvent être
distingués :
– l’absence d’une valeurs existante mais qui n’est pas enregistrée dans la base de données ;
– la valeur n’existe pas.
Un exemple classique illustrant ces deux cas est celui du domaine des assurances, en deman-
dant l’état civil et le type d’assurance du conjoint(e). Chaque personne a un état civil et
donc chaque n-uplet doit avoir une valeur de cet attribut (premier cas). Mais tout le monde
n’a pas obligatoirement un(e) conjoint(e) (deuxième cas).
Une des causes les plus fréquentes est le non-fonctionnement des systèmes de mesure. Ainsi,
il est possible que sur une période de temps, les valeurs des données ne soient pas enregistrées.
Les données issues d’un système de collecte manuelle sont aussi susceptibles d’être incomplètes.
[Adriaans 96] montre que la fréquence des valeurs laissées non-complétées est inversement propor-
tionnelle à l’importance des attributs.
Les conséquences des données incomplètes dans la pratique dépendent de la proportion des
valeurs manquantes et de leur type. Il peut y avoir des données manquantes qui n’affectent pas
les traitements suivants. Par exemple si on a suffisamment données (échantillons), on peut filtrer
les données manquantes et ne prendre en compte que les données complètes. Cependant, il peut y
avoir des données manquantes qui, en les ignorants, introduisent des biais assez importants. C’est
le cas des données qui sont systématiquement manquantes. Donc, il faut les détecter et les mesurer
afin de pouvoir les prendre en compte dans les futurs traitements.
2.2.3 Les données imprécises
Une donnée imprécise représente la situation dans laquelle sa vraie valeur ne peut pas être
déterminée qu’avec approximation. Par rapport aux données erronées, les données imprécises n’af-
fectent pas la consistance de la base de données. Parmi les types d’imprécision les plus communs,
[Motro 95] identifie :
– les valeurs disjonctives : la valeur réelle fait partie d’un ensemble fini {v1, v2, . . . , vn} ;
– les valeurs négatives : la valeur réelle n’est pas v ;
– les valeurs dans un intervalle : la valeur réelle est dans l’intervalle [v − , v + ] ;
– les valeurs NULL : une valeur NULL signifie que la vraie valeur n’est pas disponible. Elle
peut être vue comme une valeur imprécise avec l’ensemble de valeurs possible équivalent au
domaine de définition de l’attribut (voir le paragraphe 2.1.3).
1. Sauf si ces données sont utilisées pour la détection d’une panne
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Intégrité	   Erreurs	   Incomplétude	   Imprécision	  
Figure 2.1: La qualité des données d’une base de données
Pour chaque type d’imprécision, il existe des méthodes mathématiques spécifiques capables de
mesurer ce type d’imperfection. Un cadre mathématique généralisé dans lequel peuvent se définir
de mesures d’imprécisions, est présenté dans l’annexe A.
2.3 TAXONOMIE DE LA QUALITÉ DES DONNÉES
Dans les paragraphes précédents, les caractéristiques les plus importantes de la qualité des don-
nées ont été présentées. Dans la figure 2.1, nous proposons une récapitulation des dimensions les
plus importantes de la qualité des données sous la forme d’une taxonomie. De cette représentation,
il peut s’observer que la qualité des données enregistrées dans des bases de données caractérise,
d’une part comment elles sont enregistrées (qualité de la table) et d’autre part, ce qui est enregis-
tré (qualité des valeurs de données). Dans cette étude, l’hypothèse de départ est que le système
d’information est déjà développé et prêt à être mis en place. Ainsi, par la suite l’accent sera mis
sur la qualité des valeurs de données, les bases de données étant considérées fonctionnelles avec
toutes les contraintes d’intégrité définies et implémentées.
En ce qui concerne la qualité des valeurs de données, appelée par la suite simplement qualité
des données, il peut s’observer qu’elle est multidimensionnelle, c’est-à-dire les données peuvent être
affectées par plusieurs sources de défauts. En fait, chaque attribut est plus ou moins susceptible
d’avoir un même type de problème de qualité pour tous les n-uplets, à cause de l’utilisation du
même processus de mesure 2 (avec ces limitations).
Dans le paragraphe suivant, il est proposé d’étendre le modèle relationnel afin de pouvoir
prendre en compte la qualité des données dès leur enregistrement.
2. Utilisation du même capteur, opérateur humain, etc.
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2.4 MODÉLISATION DES IMPERFECTIONS DES DONNÉES DANS
LE MODÈLE RELATIONNEL
Les systèmes de bases de données relationnelles commerciaux classiques (par exemple DB2
d’IBM, SQL Server de Microsoft ou encore Oracle DBMS d’Oracle) partent de l’hypothèse que les
données enregistrées sont correctes et d’une qualité parfaite [Wang 02]. Mais, comme indiqué au
paragraphe précédent, les données sont loin d’être parfaites à cause des sources multiples. Dans
la pratique, les systèmes d’information utilisant ces données sont habituellement responsables de
la prise en compte des éventuels problèmes de qualité. La plupart des chercheurs insistent que
la responsabilité de la mesure et de la modélisation de la qualité des données doit revenir au
système de management des données. Ainsi, les recherches menées récemment ont essayé d’intégrer
au modèle relationnel une autre dimension, celle de la qualité des données : voir par exemple les
projets MystiQ [Boulos 05], ORION [Cheng 05] et Trio-One [Mutsuzaki 07].
L’estimation la plus simple de la qualité des données peut se faire au niveau relationnel. Dans ce
cas, les mesures de qualité sont définies en appliquant des modèles statistiques comme par exemple :
la proportion de valeurs manquantes, la proportion de valeurs de NULL, etc. Le problème avec
cette approche est que toutes les données (n-uplets) d’une même relation vont être caractérisées
avec la même qualité. Par conséquent, ce type de modélisation de la qualité des données ne peut
pas prendre en compte l’hétérogénéité au niveau des n-uplets. Une autre possibilité est d’essayer
modéliser la qualité au niveau de n-uplet. Mais, dans ce cas tous les attributs d’un même n-uplet
vont avoir la même qualité. Cependant, comme il a déjà été précisé dans le paragraphe 2.3 chaque
valeur d’attribut peut être la résultante d’un autre processus de mesure ou d’une autre source.
Ainsi, cette méthode est également insuffisante. En conséquence, la procédure la plus adaptée est
d’essayer d’étiqueter chaque attribut avec un ensemble de paramètres de qualité.
Le modèle de qualité présenté à la figure 2.1 montre qu’une valeur d’un attribut peut être
associée à un ensemble de paramètres de qualité. Cette liste de paramètres de qualité est non-
exhaustive et peut être augmentée selon les besoin du contexte de l’application. Ainsi, il est possible
d’ajouter des paramètres de qualité d’ordre supérieur ayant pour rôle de décrire la qualité avec
laquelle les paramètres de qualité de premier ordre ont été évalués.
Exemple 3 : : Soit une source de données fournissant des valeurs avec une déviation standard
±, c’est-à-dire la valeur réelle v d’une donnée issue de cette source sera dans l’intervalle [v −
, v− ]. Néanmoins, il existe des situations où cette représentation sous la forme d’un intervalle de
l’imprécision de données n’est pas suffisante. Ainsi, un autre paramètre de qualité est usuellement
utilisé afin de compléter le précédent : le degré de confiance que la vraie valeur se situe dans cet
intervalle. Ce dernier est un exemple de paramètre de qualité d’ordre supérieur (d’ordre deux dans
ce cas).
Donc, a priori, un attribut peut être associé à un nombre arbitraire de niveaux de paramètres de
qualité. Cette observation est illustrée dans la figure 2.2. Ainsi, un attribut de qualité est caractérisé
par ces paramètres de qualité de premier ordre (de niveau 1 - N1). Si un de ces paramètres ne
peut pas représenter tous les aspects de cette dimension de la qualité, des paramètres d’ordre deux
peuvent lui être associés (de niveaux 2 - N2). Et si ces derniers ne sont encore pas suffisants, des
paramètres d’ordre 3 peuvent lui être associés. Ce raisonnement en niveau de qualité peut être
itéré jusqu’au moment où la dimension de qualité a été complètement modélisée.
Une telle modélisation de la qualité des données stockées dans des bases de données relation-
nelles pose des problèmes techniques. Une solution élégante a été proposée dans [Wang 95]. Dans
cette étude, il est proposé d’étendre la notion d’attribut à une paire ordonnée, appelée attribut de
qualité. Celui-ci est composé de l’attribut lui-même et d’une clé de qualité. Cette clé de qualité a
pour rôle de référencer les paramètres de qualité des niveaux supérieurs. Ainsi, la clé de qualité
sert comme clé étrangère. Cette idée est représentée à la figure 2.3. Chaque attribut a de la base
de données relationnelle est étendu à la paire ordonnée < a,Q(a) >, dans laquelle Q(a) est la clé
de qualité. Celle-ci, ensuite, fait référence à la table de qualité correspondante. Dans cette table,
les attributs consistent en paires < qi, Q(qi) >, avec qi un paramètre de qualité de Q(a) et avec
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Figure 2.2: Association de différents niveaux de qualité pour un attribut
Q(qi) la clé de qualité de qi qui développe encore cette notion de qualité (un niveau en plus). Il est
évident que cette arborescence ne peut pas aller à l’infini. Ainsi, lorsqu’une clé de qualité prend
une valeur prédéterminée, par exemple nill dans [Wang 95], le référencement vers un autre niveau
s’arrête.
Toujours dans la même étude, [Wang 95] a défini les conditions d’intégrité que le nouveau
modèle relationnel doit respecter. Ainsi, la valeur d’un attribut et ses valeurs de qualité cor-
respondantes (contenant tous les niveaux) doivent être traitées comme une entité atomique. En
conséquence, chaque fois qu’une valeur d’un attribut est créée ou modifiée, son correspondant de
qualité doit être aussi créé ou modifié en concordance avec ce changement. En plus des contraintes
d’intégrité, les opérations algébriques de traitement de données doivent être également redéfinies
[Wang 95] et [Wang 02].
Dans le paragraphe suivant, nous présentons deux types particuliers de modèles relationnels
incorporant l’imprécision des données : le modèle probabiliste et le modèle possibiliste. Principa-
a 
< a, Q(a) > 
Q(a)  < q1, Q(q1) > < q2, Q(q2) > < qn, Q(qn) > 
Q(q1)  < q11, Q(q11) > < q12, Q(q12) > < q1m, Q(q1m) > 
Figure 2.3: Extension du modèle relationnel : attributs de qualité
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Clé Indépendant Interdépendants IndépendantDéterministe Stochastique Stochastique
Nom du salarié Département Proba. [Qualif_Travail / Bonus] Salaire
Jean Maison
0.2 [Très bien / Oui] 0.4 [40-50 ke]0.6 [Bien / Oui] 0.6 [50-60 ke]0.2 [Satisfaisant / Non]
Table 2.1: Exemple d’une table probabiliste
lement, il s’agit de remplacer une valeur d’une donnée affectée d’imprécision par l’ensemble (fini)
des valeurs possibles, accompagné d’indices de qualité.
2.4.1 Le modèle probabiliste de bases de données
Le modèle probabiliste suppose que la valeur d’un attribut a est une variable Xa et que cette
variable est décrite par une distribution de probabilité PXa . Comme toute distribution de proba-
bilité, PXa assigne des valeurs comprise dans l’intervalle unitaire [0, 1] aux éléments du domaine
de définition de l’attribut a. La condition de normalisation implique que la somme des valeurs
assignées soit égale à 1.
Afin de respecter les contraintes d’intégrité sur les clés, voir le paragraphe 2.1.3, il est supposé
que les attributs composant la clé de la relation ne sont pas affectés d’imprécision et ont un
comportement déterministe. Les attributs n’appartenant pas à la clé peuvent avoir une nature
déterministe ou stochastique. Les attributs déterministes ne sont pas affectés par des incertitudes,
ainsi ils sont supposés avoir une qualité parfaite. Cependant, les attributs stochastiques sont affectés
par différents types d’incertitudes et ils sont sensibles aux imperfections comme celles décrites dans
le paragraphe 2.2.
Ci-dessous on présente une définition d’une relation probabiliste selon [Barbara 92] :
Définition 15 : Soit K un ensemble d’attributs K1, . . . ,Kn formant la clé primaires
de la relation R et A un ensemble d’attributs A1, . . . , Am. Les domaines de ces
attributs sont donnés par dom(Ki) et dom(Aj). Une relation probabiliste de R est
une fonction de dom(K1)× . . .× dom(Kn) vers PF, une famille de distributions de
probabilité pour A. Chaque p ∈ PF est une fonction de dom(A1) × . . . × dom(Am)
dans l’intervalle unitaire, vérifiant la propriété de normalisation :∑
a∈dom(A1)×...×dom(Am)
p(a) = 1 (2.5)
Dans le tableau 2.1 est présenté un exemple adapté de [Barbara 92]. Il s’agit d’une relation pro-
babiliste contenant les salariés d’une entreprise. La clé primaire Clé contient les noms des salariés.
L’attribut Département est déterministe et indépendant des autres. Les attributs Qualif_Travail et
Bonus sont stochastiques et interdépendants, donc il a été choisi de les représenter dans une seule
colonne. En effet, la valeur de l’attribut Qualif_Travail influence la valeur de l’attribut Bonus.
Donc, pour ces deux attributs, il s’agit d’une probabilité conjointe, conditionnée par le salarié :
Pr{Qualif_Travail,Bonus|Nom du Salarie´}. Par exemple :
Pr{Qualif_Travail = Tre`s bien,Bonus = Oui | Nom du Salarie´ = Jean} = 0.2 (2.6)
Le dernier attribut, Salaire est stochastique et indépendant des autres. Sa distribution de
probabilité est conditionnée par le nom du salarié.
Le principal problème avec ce modèle probabiliste est la construction de la distribution de
probabilité. En conséquence, il se peut que l’on ait pas toutes les valeurs de probabilité pour
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l’ensemble du domaine de l’attribut ou qu’il existe une incertitude vis-à-vis de l’exactitude de la
distribution de probabilité. Dans ce cas, un autre niveau de qualité peut être ajouté : la confiance
dans le modèle de la distribution de probabilité, situation illustrée dans le schéma de qualité figure
2.2.
Par définition, les distributions des probabilités ont pour rôle la modélisation l’imprécision.
Par conséquent, les bases de données probabilistes sont bien adaptées pour modéliser les données
imprécises, voir le paragraphe 2.2. L’exemple du tableau 2.1 contient trois attributs dont des valeurs
de probabilité ont été associées à chaque valeur d’attribut disjonctive.
Nous ne rentrons pas dans plus des détails concernant ce type de modèle probabiliste. Néan-
moins, nous recommandons l’article [Barbara 92] comme étant une très bonne et complète réfé-
rence. Dans cette étude, l’accent est mis sur le développement des techniques de modélisation
dans le cas de distributions de probabilité partiellement connues. Aussi, ils proposent une algèbre
relationnelle afin de pouvoir faire des requêtes à ce type de base de données.
2.4.2 Le modèle possibiliste de bases de données
La théorie des possibilités est fondée sur la théorie des ensembles flous 3. Un ensemble flou F
est un ensemble d’éléments dont à chaque élément il est associé une valeur dans l’intervalle unitaire
[0, 1]. Cette valeur représente le degré d’appartenance à l’ensemble.
Les domaines de définition des attributs des bases de données relationnelles floues peuvent être
représentés soit par des scalaires discrets (ex. {petit,moyen, grand}) soit par des nombres discrets
d’un ensemble fini ou infini. Dans une base de données relationnelle floue, il n’est pas nécessaire que
les valeurs des attributs soient atomiques [Buckles 82]. Ainsi, les attributs ai prennent des valeurs
dans le sous-ensemble du domaine de définition de cet attribut dom(ai). Donc, tout élément de
l’ensemble des parties de l’ensemble 2dom(ai) pourrait être une valeur de l’attribut ai. Ci-dessous,
les définitions d’une relation floue et d’un n-uplet flou sont données selon [Buckles 82].
Définition 16 : Une relation floue R est un sous-ensemble du produit croisé des
ensembles 2dom(a1) × 2dom(a2) × . . .× 2dom(an).
Définition 17 : Un n-uplet flou est un membre de R et du produit croisé des
ensembles 2dom(a1) × 2dom(a2) × . . .× 2dom(an).
Sachant qu’un objet (valeur d’un attribut) est un membre d’un ensemble flou, l’objectif de la
théorie des possibilités est de déterminer la possibilité qu’une valeur spécifique s’applique [Klir 88].
Ainsi, pour une valeur particulière d’un attribut d’un n-uplet, ai, une distribution de possibilité
piai lui est associée.
Dans le tableau 2.2 est présentée une relation possibiliste. Elle contient trois attributs : le
Nom, l’Âge et le Salaire d’un employé. Comme dans le cas probabiliste, la clé primaire de cette
relation, Nom, est considérée comme étant déterministe et sans incertitude. Deux n-uplets (entités)
sont identifiés afin d’illustrer la notion de distribution de possibilité. L’attribut Salaire du premier








L’interprétation de la distribution de possibilité de l’équation 2.7 est que la valeur du salaire de
Jean est « totalement » possible d’être 40 ou 41 ke, « fortement » possible d’être 39 ke, « moyen-
3. Pour une introduction mathématique dans la théorie des ensembles flous et dans la théorie des possibilités
voir l’annexe A
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Nom Âge Salaire [ke]
Jean 28 {39/0.8 , 40/1.0 , 41/1.0 , 42/0.5 }
Marie {29/0.7 , 30/1.0 , 31/0.8 } 42
Table 2.2: Exemple d’une table possibiliste
nement » possible d’être 42 keet complètement impossible d’avoir une autre valeur. Les mêmes
observations peuvent être faites pour le cas de l’attribut Âge du deuxième n-uplet.
Une observation importante est maintenant faite. Très souvent, ce n’est pas possible de quan-
tifier numériquement une valeur d’un attribut. Dans ce cas, il est préférable d’utiliser des notions
linguistiques, par exemple {bas , moyen , haut }. Un des avantages de l’utilisation de distributions
de possibilités est leur adaptation à la modélisation [Motro 95] :
– des termes linguistiques ambigus (exemple : Âge = jeune) ;
– des valeurs disjonctives (exemple Département = {Avant vente , Apre`s vente }) ;
– des valeurs de NULL : toutes les valeurs du domaine sont possibles ;
– des valeurs simples : une seule valeur du domaine est possible.
Afin de pouvoir manipuler ce genre de bases de données il faut, comme dans les autres cas
précédemment présentés, définir une algèbre relationnelle. Ceci est hors sujet dans ce mémoire de
thèse et donc, sont recommandées les références [Buckles 84], [Bosc 96] et [Ma 06].
2.5 CONCLUSION
Ce chapitre a été consacré à la définition de la qualité des données stockées dans des bases de
données relationnelles. Deux aspects de la notion de qualité ont été présentés :
– le premier représente la qualité des relations composant la base de données ;
– le deuxième représente les imperfections des données stockées.
Par chacun de ces deux aspects, les principales dimensions de qualité ont été présentées et un
exemple a été donné. Ainsi, la principale dimension de qualité pour les relations est la consistance.
Afin de garder la consistance des bases de données, plusieurs critères d’intégrité, exprimés sous la
forme des contraintes logiques, ont été définis.
La consistance des bases de données peut être définie et contrôlée par l’administrateur de la
base de données, par contre en ce qui concerne les imperfections des données stockées, elles sont
implicitement issues des limitations techniques, temporelles, etc. des sources/processus les générant.
Ainsi, la procédure que nous recommandons de suivre est d’essayer de prendre en compte ces
imperfections dès leur enregistrement en ajoutant, pour chaque valeur, son niveau de qualité. Deux
solutions pratiques de représentation des imperfections ont été présentées dans ce sens, la première






3.1 L’IMPORTANCE DE LA QUALITÉ DE L’INFORMATION
Dans la littérature, il y a beaucoup d’exemples qui présentent les effets désastreux de l’utilisation
des données et des informations de mauvaise qualité. Ainsi, le 28 janvier 1986 la navette spatiale
Challenger lancée par la NASA a explosé après quelques secondes. La commission d’investigation
a conclu que cette tragédie a été la conséquence d’un processus d’aide à la décision basé sur des
informations incomplètes et confuses. Une autre tragédie ayant à la base l’utilisation d’information
de mauvaise qualité est la destruction d’un avion commercial iranien par l’USS Vincennes en juillet
1988. Ces deux accidents ont été pris comme études de cas par [Fisher 01]. Un autre exemple est
celui de la fusée Ariane 5, développée par ESA et lancée en 1996. Elle devait transporter des charges
utiles sur l’orbite terrestre sans aucun humain à bord. Après 40 secondes, la procédure d’auto-
destruction de la fusée a été initialisée et l’Ariane 5 a été complètement détruite. L’analyse après
cet incident [Lions 96] a montré que le système inertiel de référence (IRS) a cessé de fonctionner.
Ce système IRS utilisait 7 variables pour l’enregistrement de données en provenance de différents
capteurs. Les données envoyées par les capteurs était codées sur 64 bits en point flottant. Le
système IRS travaillait sur des nombres entiers signés codés sur 16 bits. Ainsi, les données en
entrées du système IRS n’étaient pas compatibles à son fonctionnement et une conversion aurait
du être effectuée avant de procéder à l’exécution du traitement. Malheureusement, chaque fois
que la conversion n’était pas possible à réaliser, une erreur était levée et le système cessait de
fonctionner. Ce problème est apparu parce que les ingénieurs ont voulu utiliser le software présent
dans le projet Ariane 4 et en réalisant le minimum de changements dans le système IRS. De plus,
si le système IRS avait été testé avec les autres composants, ce type d’erreurs aurait été facilement
repéré et réparé. La conséquence est :
– La perte de 500 millions dollars investis dans la construction de la fusée ;
– La perte de la charge transportée ;
– Une mauvaise image du programme spatiale européen ;
– Une perte de temps.
Les systèmes utilisés dans la défense et dans l’aéronautique ne sont pas les seuls à être affectés
par la qualité des données et des informations. Il en est de même pour ceux utilisés dans notre
vie quotidienne. Ainsi, une étude faite en 2006 par l’ « Institute of Medicine » [Weise 06] montre
qu’aux États-Unis plus de 1,5 millions de patients reçoivent une fausse médication. Ce même rap-
port montre aussi que les surcoûts de traitements provoqués par une mauvaise médication dans les
hôpitaux s’élèvent à plus de 3,5 milliards de dollars. Une étude faite en 1999 [Charatan 99b] montre
que presque 100000 patients meurent chaque année aux États-Unis à cause d’un dysfonctionnement
du système médical. Une autre [James 13], plus récente, présente des chiffres beaucoup plus alar-
mants avec une limite inférieure de 210000 décès annuels. Selon ces deux dernières études, une des
causes principales est la mauvaise implémentation du système d’information médical. Ainsi, dans
beaucoup de cas, les informations dont le médecin a besoin ne lui sont pas accessibles. De plus, si
le système d’information mis en place n’accompagne pas les informations par un niveau de qualité,
le médecin est dans l’impossibilité de savoir la confiance qu’il peut avoir dans ces informations.
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Toujours dans le cadre médical, un autre exemple typique concerné par des problèmes de qualité
est l’utilisation des prescriptions pharmaceutiques écrites à la main par les médecin. Comme il y a
des médicaments avec des noms très proches, mais avec une composition chimique très différente,
le pharmacien peut se tromper et donner une mauvaise médication au patient. Les conséquences
d’une telle confusion peuvent être tragiques dans certains cas [Charatan 99a].
Les problèmes auxquels sont confrontés les organisations, dus à un manque d’information sur
la qualité des données et des informations, ont été largement présentés dans la littérature. Ainsi,
dans [English 09] est avancé le chiffre de 1212 milliards de dollars de pertes ou des coûts provoqués
par 122 des plus grandes entreprises du monde. Cette estimation est beaucoup plus étonnante si
on considère le fait que ces entreprises ont alloué des ressources importantes et qu’elles étaient
conscientes de cette situation.
Ci-dessous sont présentées d’autres conclusions issues de différentes études :
– Plus de 60% des 500 entreprises de taille moyenne se sont retrouvées avec des problèmes de
qualité des données et d’information [Wand 96] ;
– Entre 1% et 10% des données enregistrées dans les bases de données des organisations sont
imprécises, selon [Klein 97] ;
– Un taux d’erreur sur les données allant jusqu’à 30% est souvent considéré comme normal
dans l’industrie et ce taux peut aller dans certains situation jusqu’à 70% [Redman 96] ;
– L’étude de [Wang 96], proposant un des premières méthodologies d’évaluation de la qualité de
l’information, a pris comme point de départ la situation d’une banque new-yorkaise identifiée
comme ayant 40% de données incomplètes sur des données de management des crédits à
risque ;
– Entre 50% et 80% des casiers judiciaires américains contiennent des données imprécises,
incomplètes ou ambigües [Strong 97] ;
– En moyenne, la faible qualité des données et des informations implique des pertes de revenus
entre 8% et 12% pour une entreprise. Elle est également responsable de 40% à 60% de
dépenses supplémentaires pour une entreprise de services [Redman 98].
En analysant tous ces exemples, on peut déduire que les problèmes de qualité concernent toutes
les organisations, qu’ils sont très coûteux et qu’ils peuvent avoir des conséquences catastrophiques.
Également, on peut conclure que la procédure traditionnelle d’inspection et de correction des
défauts des données 1 et des informations, bien que très utile et importante, a des limitations. Ainsi,
il est nécessaire d’avoir une méthodologie capable d’évaluer la qualité et de la faire parvenir au
divers modules de traitement, pour augmenter leurs performances, et au final, informer l’utilisateur
sur la qualité des informations qui lui sont proposées. De plus, il est intéressant de pouvoir expliquer
ce niveau de qualité afin d’offrir à l’utilisateur une image de l’évolution de la qualité de l’information
dans le système, c’est-à-dire de l’informer sur sa provenance.
Comme les principaux effets de la qualité de l’information impactent la qualité du processus
de prise de décisions, le prochain sous-paragraphe va introduire la corrélation entre la qualité de
l’information et le résultat de la prise de décisions.
3.1.1 L’utilisateur et la qualité de l’information
Si dans le passé les utilisateurs avaient des difficultés à mener à bien leurs tâches à cause d’un
manque d’information, de nos jours les utilisateurs sont bombardés d’informations de différents
types et provenant de différentes sources. Ce basculement a été réalisé grâce aux progrès techno-
logiques du domaine de l’informatique, software et hardware, et aux déploiements de réseaux très
haut débit.
De nos jours, les responsabilités d’un opérateur humain sont le monitoring et l’accès à l’informa-
tion, la prise de conscience de la situation actuelle, l’inférence des futures conséquences et en final
la prise de décision [Atoyan 10]. L’implémentation des systèmes d’information comme systèmes
1. En anglais : « data profiling » et « data cleansing »
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d’aide à la prise de décisions par les utilisateurs a beaucoup amélioré la capacité des utilisateurs à
discerner les informations utiles dans cet amalgame d’informations dont ils ont accès. Dans le cas
de situations critiques, l’utilisateur qui doit pouvoir prendre des décisions, pouvant avoir des consé-
quences catastrophiques, a besoin de vite comprendre les informations qui lui sont proposées par le
système. Cette compréhension s’exprime non seulement par la façon de présenter les informations
et la précision de celles-ci, mais également en indiquant la confiance qu’il peut avoir dans le système
et dans les informations fournies. Ces caractéristiques traduisent la qualité de l’information et elles
sont en directe corrélation avec les attentes de l’utilisateur vis-à-vis du système qu’il utilise.
L’utilisation des systèmes d’information peut se faire selon différents niveaux d’automatisation.
Ainsi en fonction de la tâche à réaliser un système d’information peut aider l’utilisateur humain
ou il peut le remplacer et faire la tâche lui même. En fonction du niveau d’automatisation, les
systèmes d’information peuvent être classifiés [Sheridan 05] :
– l’utilisateur humain fait tout, c’est-à-dire le système d’information n’est pas utilisé ;
– le système d’information offre des alternatives ;
– le système d’information élimine une grande partie des alternatives possibles et propose à
l’utilisateur un ensemble restreint d’alternatives ;
– le système d’information propose une seule alternative ;
– le système d’information exécute l’alternative si l’humain est d’accord ;
– le système d’information exécute l’alternative, mais l’humain a un droit de véto ;
– le système d’information exécute l’alternative et il informe l’humain ;
– le système d’information exécute un ensemble d’alternatives sélectionnées et il informe l’hu-
main seulement s’il est demandé ;
– le système d’information exécute un ensemble d’alternatives sélectionnées et il informe l’hu-
main seulement s’il le décide ;
– le système d’information fonctionne d’une façon complètement autonome.
A l’exception du premier et des deux derniers, dans tous les autres cas d’utilisation il est
nécessaire d’évaluer les performances du système d’information, plus précisément la qualité de
chaque information proposée par le système afin de permettre à l’utilisateur d’avoir à sa disposition
l’information et le degré de confiance qu’il peut y avoir.
Pour que l’utilisateur soit confiant dans un système d’aide à la décision il est nécessaire qu’il
comprenne l’ensemble des opérations subies par les données et les informations dans le système.
Cependant, du fait d’un nombre important de traitements, la représentation visuelle n’est pas une
solution car elle est très complexe. Dans ce but, [Shankaranarayanan 06] propose d’utiliser des
métadonnées, comme indicateurs de qualité, à chaque niveau de traitement du système d’infor-
mation. Cette étude montre que l’utilisation de ces méta-données rend l’utilisateur plus conscient
de la qualité des données et des informations et donc finalement augmente sa confiance dans le
système d’aide à la décision. La théorie cognitive sociale dit que dans les situations où l’utilisateur
est confiant dans ces actions, il est en moyenne plus performant.
Par conséquent, la qualité de l’information joue un rôle très important dans l’adoption d’un sys-
tème d’information par un utilisateur, dans son utilisation et dans son réutilisation [Laudon 11].
Quand les informations proposées à l’utilisateur ne sont pas argumentées, l’utilisateur peut ra-
pidement perdre la confiance dans le système d’information. Ainsi, le système d’information est
en danger de ne plus être utilisé. Mais lorsque les informations sont expliquées, c’est-à-dire ac-
compagnées par de coefficients de confiance, l’utilisateur sera intéressé par les processus qui les
ont produites. Dans ce cas, la qualité finale des décisions est enrichie et l’utilisateur aura plus de
confiance dans les décisions proposées, c’est-à-dire dans le système d’aide à la décision.
3.2 INTRODUCTION SUR LA QUALITÉ DE L’INFORMATION
Une recherche bibliographique spécialisée nous donne une quantité impressionnante d’articles
traitant le sujet de la qualité de l’information. Dans la figure 3.1 l’évolution de la recherche sur
le sujet de la qualité des données et de l’information est présentée en nombre de publications
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Figure 3.1: L’évolution du nombre de publications durant les dernières deux décennies de la
recherche dans le domaine de la qualité des données et de l’information
annuelles 2. Comme la notion de qualité de données et de l’information est très générale, en fonction
du domaine de recherche/activité d’autres termes peuvent être employés. Ainsi, dans la figure 3.1,
est présentée l’évolution pour trois catégories différentes : la qualité de l’information ou des données,
la qualité de données et métadonnées et le management des données.
Comme observé dans le paragraphe précédent, la qualité de données et de l’information concerne
tous les domaines de recherche. Afin de mieux illustrer l’évolution des recherches dans la modéli-
sation et l’évaluation de la qualité de l’information, trois domaines sont considérés : les systèmes
d’information d’aide au management des organisations (MIS 3), les systèmes d’information adop-
tant les technologies Web (WIS 4) et les systèmes avec fusion d’informations (IFS 5). Dans la figure
3.2 sont présentés les plus importants articles de ces trois domaines, en terme d’impact c’est-à-dire
de nombre de citations, ainsi que leurs interactions. De cette analyse, il peut s’observer que les
premières recherches ont été faites dans le cadre du management des organisations. En effet à la fin
des années 80, les organisations se sont rendues compte qu’elles investissaient beaucoup d’argent
dans les nouvelles technologies de l’information et que ces dernières sont soit inutilisées soit d’une
confiance incertaine. Ainsi, au début des années 90, beaucoup de recherches sur ce sujet ont été
menées dans ce domaine. En analysant les interactions entre les citations trans-domaine, on peut
observer que les deux autres domaines, WIS et IFS, ont adoptés des méthodologies développées
2. Selon ISI Web of Knowledge http ://apps.isiknowledge.com
3. de l’anglais Management Information System
4. de l’anglais Web Information System
5. de l’anglais Information Fusion System
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Figure 3.2: Les interactions entre les articles de référence dans la littérature concernant la modé-
lisation et l’évaluation de la qualité de l’information
dans le cadre de MIS, plus précisément celles présentées dans les travaux de Richard Wang. Néan-
moins, comme le contexte diffère, une adaptation particulière de ces méthodologies a été effectuée
dans chacun des domaines.
Dans les trois paragraphes suivants, les définitions de la qualité des données et de l’information
dans chacun de ces domaines seront présentées. De plus, l’influence du domaine des MIS sur les
deux autres domaines sera détaillée afin de pouvoir, dans le paragraphe 3.7, tirer les conclusions sur
l’état de l’art actuel de la qualité de l’information et mettre en évidence les points faibles méritant
d’être étudiés et résolus.
3.3 LA QUALITÉ DE L’INFORMATION DANS LES MIS
À la fin des années 70, [Matlin 77] et [King 78] ont commencé les premiers travaux de recherche
ayant comme sujet l’influence des systèmes d’information sur le fonctionnement de l’organisation.
Ces recherches ont été développées pour des intérêts économiques particuliers et ils ont montré la
nécessité d’utiliser plusieurs critères de qualité. Dans les années 80, les organisations (les entre-
prises) ont commencé à investir de plus en plus dans des systèmes d’information afin d’augmenter
leur productivité et d’accélérer leur processus de prise de décisions. Cette adoption de nouvelles
technologies a impliqué (et continue d’impliquer) des problèmes de confiance des utilisateurs envers
les systèmes qu’ils utilisent.
Afin de répondre aux besoins des entreprises d’avoir des informations de très bonne qualité
et suite à la réussite du programme de management de la qualité dans les processus industriels
[Deming 82], le Dr. S. Madnick professeur à MIT Sloan School of Business, a initié au début des an-
nées 90 un programme de recherche en partenariat avec les entreprises appelé « Total Data Quality
Management » (TDQM) 6. L’objectif majeur de ce partenariat a été de créer un centre d’excellence
responsable du développement d’une théorie sur la qualité des données et de l’information. Le plus
grand succès de ce partenariat est le programme MIT Information Quality Program (MITIQ) 7
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Acronyme Nom Référence Flexible
TDQM Total Data Quality Management [Wang 96] Non
TIQM Total Information Quality Management [English 99] Non
AIMQ A meth. for Information Quality Assessment [Lee 02] Non
DQA Data Quality Assessment [Pipino 02] Oui
COLDQ Cost-effect Of Low Data Quality [Loshin 04] Non
DaQuinCIS Data Quality in Cooperative IS [Scannapieco 04] Oui
QAFD Quality Assessment on Financial Data [De Amicis 04] Non
CDQ Comprehensive meth. for Data Quality [Batini 06] OuiManagement
Table 3.1: Huit méthodologies parmi les plus citées de la qualité de l’information
conférence internationale « International Conference in Information Quality », ainsi que du premier
journal de ce domaine : « ACM Journal of Data and Information Quality ».
À l’heure actuelle, il existe plus de vingt méthodologies définissant la qualité de l’information
[Knight 08]. Dans le tableau 3.1, nous présentons huit méthodologies parmi les plus citées dans la
littérature. Chacune de ces méthodologies est fondée sur la définition d’un ensemble de dimensions
de qualité. La dernière colonne du tableau 3.1 indique les méthodologies qui sont extensibles à
d’autres dimensions de la qualité. Comme il s’agit de modèles théoriques de modélisation de la
qualité, la grande majorité de ces méthodologies essaient de proposer une liste exhaustive afin de
couvrir tous les aspects de la qualité. Dans le tableau 3.2 sont présentées les dimensions de qualité
de ces méthodologies 8. De ce tableau, on peut observer qu’une bonne partie des dimensions sont
identiques pour plusieurs méthodologies : par exemple la précision, l’obsolescence, la confiance,
etc. Cependant, il existe des dimensions avec un nom différent mais qui expriment la même chose.
Ainsi, dans les méthodologies AIMQ et DQA la dimensions sans erreur est équivalente avec la
précision des autres méthodologies. Une autre observation est, qu’en fonction du contexte dans
lequel ces méthodologies ont été développées, certaines dimensions sont explicitement développées
en plusieurs sous-dimensions. Par exemple, la dimension précision est évaluée au niveau sémantique
et syntaxique dans la méthodologie QAFD.
La méthodologie TDQM est la plus utilisée dans la pratique et elle a servi de référence pour
presque toutes les autres méthodologies. Ainsi, c’est celle-ci qui sera présentée par la suite. La
méthodologie développée dans le cadre du programme TDQM est fondée sur une amélioration
continue de la qualité des données et de l’information par un cycle du type Définir, Mesurer,
Analyser et Améliorer, illustré dans la figure 3.3. Cette stratégie est inspirée de la méthodologie
« Six-Sigma » 9. Chacune de ces quatre étapes du processus TDQM est maintenant brièvement
introduite.
Définir : Cette étape définit la qualité de l’information. Wang et Strong, dans leur étude
[Wang 96], ont défini les dimensions de la qualité de l’information en interrogeant les utilisateurs
et en ne gardant que les dimensions les plus communes. Comme cette définition de la qualité de
l’information est la plus citée de la littérature, elle sera présentée plus en détail dans le paragraphe
3.3.1.
Mesurer : Après avoir défini la qualité de l’information, celle-ci est mesurée afin de pouvoir
la quantifier et l’utiliser.
Analyser : Les mesures de l’étape précédente sont interprétées. Cette étape est responsable
de l’identification des dimensions de la qualité déficitaires (ayant un faible niveau de qualité). De
plus, sont également identifiées les sources de ces problèmes de qualité.
8. Les dimensions des méthodologies COLDQ et CDQ n’ont pas été illustrées parce qu’elles sont plutôt adaptées
à la qualité des données
9. La méthode DMIC : «Define, Measure, Analyse, Improve, Control » soit «Définir, mesurer, analyser, améliorer,
contrôler »
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Table 3.2: Les dimensions de qualité présentes dans diverses méthodologies
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Figure 3.3: Le processus TDQM d’amélioration continue de la qualité des données et de l’infor-
mation
Intrinsèque Contextuelle Représentation Accessibilité
précision plus-value interprétabilité accès




Table 3.3: Les attributs de la qualité de données/information selon [Wang 96]
Améliorer : À cette étape sont entreprises les actions nécessaires pour diminuer les problèmes
de qualité. D’habitude, l’intervention est faite au niveau des processus dont les problèmes sont
issus.
Dans le paragraphe suivant, le modèle de qualité de Wang et Strong sera présenté plus en détail.
Il est considéré comme étant le modèle de référence dans le domaine des systèmes d’information
d’aide au management des organisations.
3.3.1 Le modèle de Wang et Strong
Dans [Wang 96] un cadre a été proposé pour l’évaluation de la qualité des données et des
informations. Malheureusement, dans cette étude les deux notions : données et informations sont
considérées comme étant équivalentes. Un point très important de cette étude est que les attributs
définissant la qualité (des données et de l’information) ont été définis par les utilisateurs et non
pas par les chercheurs. En première conclusion la notion de qualité, c’est-à-dire les dimensions
employées pour sa définition, diffère en fonction du contexte d’utilisation : la tâche à réaliser,
l’expérience de l’utilisateur, etc. Deuxièmement, la plupart de dimensions de qualité gravite autour
de la notion de précision. Après une première analyse de la notion de qualité, Wang et Strong sont
arrivés à un ensemble de 179 dimensions définissant la qualité des données et de l’information.
Comme le nombre de paramètres est trop important, ils ont raffiné leur analyse à l’aide des autres
groupes d’analyse et suite à une analyse factorielle, Wang et Strong ont réussi restreindre à 16
le nombre de dimensions. Pour une plus simple illustration, ces dimensions ont été regroupées en
quatre catégories, tableau 3.3 :
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– la 1ère catégorie correspond aux dimensions intrinsèques de la qualité des données et de
l’information, c’est-à-dire indépendantes du contexte de l’application ;
– la 2ère catégorie contient les dimensions contextuelles de la qualité, c’est-à-dire les dimen-
sions dépendantes du contexte de l’application ;
– la 3ère catégorie contient les dimensions de la qualité décrivant la représentation des données
et des informations en vue de leur facilité d’utilisation ;
– la 4ère catégorie correspond aux dimensions de la qualité traduisant l’accessibilité des don-
nées et des informations.
Par la suite les dimensions de chaque catégorie de la qualité seront détaillées.
La qualité intrinsèque
– La précision correspond à l’erreur entre la valeur enregistrée et la valeur d’une base de
référence (correspondante à la réalité physique). C’est la dimension de qualité la plus usuelle
et elle est mesurée très souvent en utilisant une distance entre la valeur de référence et la
valeur de facto. La distance euclidienne est parmi les mesures de précision les plus utilisées
dans la pratique. Pour une information composée de plusieurs valeurs numérique on peut
employer comme mesure de précision :






(ωi − ωˆi)2 (3.1)
Dans cette équation les ωi représentent les valeurs correctes (de référence) et les ωˆi les
valeurs réelles (enregistrées) des données ou des informations.
• le rapport entre le nombre de valeurs correctes sur le nombre total de valeurs.
– La confiance, comme le nom l’indique, correspond au degré de crédibilité dans une don-
née/information. Cette dimension est d’une importance très grande et elle peut être incluse
aussi dans la catégorie de qualité contextuelle car en fonction du contexte d’application cer-
taines données/informations peuvent avoir différents niveaux de crédibilité. La notion de
crédibilité peut faire référence à deux entités : la crédibilité de données/informations et la
crédibilité des sources qui les ont produit.
– L’objectivité : décrit le degré d’objectivité de la source dont les données/informations sont
issues. Lorsque des données ou des informations subjectives, c’est-à-dire issues des humains,
sont utilisées, des biais peuvent être introduits. Cette dimension peut influencer la dimension
confiance.
– La réputation : est une caractéristique de la qualité se rapprochant de la notion de confiance,
mais qui est déterminée au fur et à mesure des expériences avec certaines sources de don-
nées/information. Ainsi, si une source d’information a fourni que des informations crédibles,
sa réputation, ainsi construite, fait que les futures informations seront également considérées
crédibles.
La qualité contextuelle
– La plus-value : représente le bénéfice d’utilisation de ces informations en terme monétaires.
Cette dimension doit toujours être prise en compte lorsqu’il y a des coûts associés et quand
la nature des informations n’est pas encore certaine ;
– La pertinence : correspond à l’utilité des données/informations pour la tâche en cours ;
– L’obsolescence 10 : correspond à une dimension de qualité temporelle représentant la nou-
veauté, la fraîcheur des données/informations. Dans le contexte des systèmes dynamiques
10. Le terme anglais est « timeliness »
47
33.3. LA QUALITÉ DE L’INFORMATION DANS LES MIS
c’est une des dimensions de qualité les plus importantes. Cette dimension de qualité peut
être encore divisée en deux autres [Peralta 06] : l’obsolescence de l’information, par rapport
aux sources d’information 11 et l’obsolescence de données, comme montré dans la figure 3.4.











Obsolescence de  
l’information  
Figure 3.4: L’obsolescence des données et de l’information
• la différence entre le moment de l’extraction de l’information et le moment dont elle est
reçu par l’utilisateur ;
• le nombre de mises-à-jour d’une source d’information par rapport au moment d’extraction
de l’information ;
• le rapport d’obsolescence : le pourcentage d’informations extraites qui sont à jour, c’est-
à-dire leurs valeurs sont actuelles (identiques) par rapport à leurs sources.
En ce qui concerne la dimension d’obsolescence de données, la mesure la plus utilisée est :
• le temps écoulé par rapport à la dernière mise-à-jour des données (utilisation des estam-
pilles temporelles, « timestamps »).
À partir de ces mesures, d’autres indicateurs de l’obsolescence des données et de l’information








où la volatilité exprime la durée d’actualité de l’information et s est un coefficient de contrôle
de la sensibilité du rapport. L’avantage de cet indicateur est qu’il est défini dans l’intervalle
unitaire le rendant facilement compréhensible et utilisable.
– La complétude (ou son équivalent inverse l’incomplétude) : mesure la présence de toutes
les valeurs pour toutes les variables. Cette dimension peut être étudiée en la divisant en
complétude de la structure et complétude du contenu [Ballou 03] :
ComplétudeStruct =
valeurs enregistrées
valeurs qui pourraient être enregistrées
ComplétudeContenu =
contenu transmis
contenu qui pourraient être transmis
C’est une dimension très importante dans le cas où plusieurs sources d’information sont
utilisées, ces sources pouvant fournir des informations complémentaires et donc de réduire
l’incomplétude.
11. Le terme anglais est « currency »
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– La quantité de données/informations : Un très grand volume de données a un impact impor-
tant sur le temps de traitements nécessaires pour en extraire des informations. De plus, il
n’est pas envisageable de présenter à l’utilisateur un très grand volume d’informations parce
qu’il aura des problèmes avec leur compréhension. Les mesures classiques pour mesurer la
quantité (le volume) de données sont le nombre de n-uplets et d’attributs d’une base de don-
nées, le volume en bits, le nombre de lignes et de colonnes d’un enregistrement d’une image,
etc.
La qualité de représentation
– L’interprétabilité : les données/informations doivent être représentées en utilisant un langage
et des unités de mesure claires pour l’utilisateur (tous les champs des données/informations
doivent avoir des explications).
– La compréhensibilité : les données/informations doivent être facilement présentées sous une
forme claire, non-ambiguë pour être facilement compréhensibles.
– La consistance : cette dimension de qualité a été traitée lors du paragraphe 2.1. Pour que
la consistance soit préservée il est nécessaire d’utiliser le même format de représentation
des données et des informations d’un système à un autre ou d’une application à une autre
[Fisher 13]. Des problèmes de consistance peuvent apparaître lors de la combinaison de plu-
sieurs données/informations (ex. la combinaison de deux tables utilisant un codage différent
pour les valeurs des attributs). Pour augmenter le niveau de consistance on peut filtrer des
données ou des informations [Ballou 03]. Ce filtrage doit se faire au niveau de la structure/du
format de l’information et non pas au niveau du contenu de l’information.
– La concision : les données/informations doivent être présentées sous un format de petite
taille, mais sans perdre en complétude.
– La manipulabilité : représente la facilité de traitement (modifier, mettre à jour, supprimer,
copier, etc.) des données/informations.
La qualité d’accessibilité
– L’accessibilité : les données et les informations doivent être facilement et rapidement acces-
sibles.
– La sécurité : les données et les informations doivent être protégées en limitant l’accès. Donc
cette dimension est opposée à la précédente, l’accessibilité.
3.3.2 Les relations entre les dimensions de la qualité
Après avoir analysé individuellement les dimensions de qualité proposées par Wang et Strong,
il est nécessaire de regarder s’il existe des influences entre les différentes dimensions. Déjà, lors de
la définition de la dimension de qualité l’objectivité, il a été précisé qu’elle peut avoir un impact
sur une autre dimension de qualité, la confiance. Un autre exemple d’influence, plus direct et plus
évident, est la relation inverse entre l’accessibilité et la sécurité : une augmentation du niveau
de sécurité va diminuer l’accessibilité et vice-versa. Dans [Ballou 03], il a été montré qu’il existe,
dans beaucoup de cas, une relation entre la consistance et la complétude. Ainsi, très souvent il
faut choisir entre ces deux variantes : soit d’avoir des informations complètes mais inconsistantes,
soit d’avoir des informations incomplètes mais consistantes. Une autre dépendance qui peut être
observée est entre la précision et l’obsolescence, car plus on veut avoir des informations précises
plus on a besoin de temps pour collecter des données et les traiter [Ballou 95]. Ainsi il faut prendre
des précautions quand on veut se concentrer sur une seule dimension de la qualité parce qu’à cause
des relations existantes, d’autres dimensions peuvent influencer cette dernière.
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Le modèle de [Zeng 04] Le modèle de [Ran 03] Le modèle UML de [OMG 08]
débit débit débit








Table 3.4: Les dimensions de la QoS
3.4 LA QUALITÉ DE L’INFORMATION DANS LES WIS
Le développement de l’Internet, plus particulièrement du World Wide Web (www), a ouvert la
possibilité d’accéder à une multitude de sources d’information sur presque tous les sujets d’intérêt
[Naumann 01]. Actuellement, presque tous les documents sont numérisés et mis sur un serveur afin
d’être disponibles à distance grâce aux services Web.
Les systèmes les plus utilisés dans le vaste domaine du Web sont les moteurs de recherche.
Ils nous aident à retrouver des sources d’information dont certaines caractéristiques (des « mots-
clé ») sont connues ou même à découvrir des nouvelles sources d’information. Très souvent, grâce à
l’existence de plusieurs alternatives, l’utilisateur choisit une source particulière ou combine plusieurs
sources afin d’obtenir l’information dont il a besoin. Bien sûr, c’est une situation bien avantageuse
mais qui demande du temps. Chaque site Web peut être considéré comme une source d’information.
Le nombre de sites Web a continué augmenter au fur et à mesure du temps, voir figure 3.5, et
actuellement ils viennent de dépasser 1 milliard.
Les systèmes d’information qui utilisent les technologies du Web ont commencé à être de plus en
plus présents dans notre vie quotidienne. Ils ont un rôle primordial dans nos activités de communi-
cation, d’information ou de divertissement. Par rapport aux autres types de systèmes d’information,
les WIS utilisent des technologies qui sont complètement indépendantes de l’utilisateur (du client) :
le réseau, les serveurs, les sites Web, etc. Ainsi, l’utilisateur n’a aucune possibilité de contrôler le
système. En conséquence, l’évaluation de la qualité des informations fournies par les WIS est très
importante parce que les informations d’une faible qualité peuvent avoir des influences indésirables.
Les performances d’un tel système sont traditionnellement évaluées par la qualité de service
(le QoS 12). Les problèmes généraux couverts par la QoS sont liés à la transmission et aux taux
d’erreur des sources Web. Dans le tableau 3.4, trois modèles proposant les dimensions couvertes
par la QoS sont présentés. En les analysant, il peut s’observer que ces dimensions caractérisent
le bon fonctionnement d’un système par : le débit maximal sur le réseau, le temps de réponse
d’un service Web, la fiabilité d’un serveur, etc. Même si les fournisseurs d’Internet garantissent par
contrat une certaine QoS pour chaque client, ce type de mesure de la qualité n’est que partiellement
satisfaisant pour l’utilisateur. En plus de la QoS, l’utilisateur a besoin de connaître la qualité des
informations qui lui sont fournies par le WIS. En conséquence, d’autres dimensions sont nécessaires
afin de pouvoir caractériser l’utilité et l’adaptation des informations pour l’utilisateur.
[Naumann 02] a essayé de répondre à cette question en proposant vingt-deux dimensions de
qualité compilées à partir de six méthodologies différentes. Comme dans le cas de Wang et Strong,
il a regroupé les dimensions en quatre catégories, cf. tableau 3.5.
12. Acronyme du terme anglais « Quality of Service »
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Figure 3.5: L’évolution du nombre de sites Web et d’utilisateurs, selon [NetCraft 14]
Contenu Technique Intellectuel Présentation
précision accessibilité confiance volume
complétude latence objectivité concision
support client coût réputation consistance
documentation QoS compréhensibilité
interprétabilité temps de réponse vérifiabilité
pertinence sécurité
valeur ajoutée fraicheur
Table 3.5: La qualité de l’information dans le cas des systèmes d’information utilisant les services
Web, selon [Naumann 02]
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La qualité du contenu
La qualité du contenu décrit les aspects intrinsèques de l’information. La précision, la complé-
tude, la pertinence, l’interprétabilité et la valeur ajoutée sont des dimensions identiques à celles
du modèle de Wang et Strong. La seule différence est leur regroupement dans la même classe.
Cependant, il existe des dimensions particulières :
– Le support client : ensemble avec l’autre dimension, la documentation décrivent la possibilité
d’offrir le support nécessaire pour aider l’utilisateur dans la compréhension et dans l’utilisa-
tion des informations fournies. Le support client se fait habituellement par courriel ou par
téléphone et il peut être quantifié par le temps moyen d’attente pour la réponse. Une autre
quantification de cette dimension peut se faire en évaluant l’utilité de la réponse (c’est une
dimension de qualité d’ordre supérieur) ;
– La documentation : consiste dans l’existence de méta-données qui renvoient l’utilisateur vers
une page Web contenant des explications sur l’information fournie. Cette dimension peut
être quantifiée par une variable booléenne (1 - documentation existante, 0 - documentation
inexistante), par le nombre de mots / lignes / pages de la documentation ou par une évalua-
tion subjective des utilisateur vis-à-vis de son utilité et de son compréhensibilité (dimension
couverte par une autre dimension).
La qualité technique
Les dimensions techniques de la qualité caractérisent le software, le hardware et le réseau par
rapport à la satisfaction de l’utilisateur.
– L’accessibilité : est la probabilité qu’une source d’information réponde à une requête dans un
intervalle de temps prédéfini. Dans le cas des WIS, cette dimension concerne le bon fonction-
nement du software, du hardware et du réseau entre l’utilisateur, le système d’information
et les sources d’information. L’accessibilité est une des dimensions les plus critiques d’un
WIS et une des plus difficile à paramétrer parce qu’elle est fortement dépendante du trafic
dans le réseau, de la distribution de serveurs dans le monde, des attaques informatiques, des
opérations de maintenance, etc. ;
– La latence : est le temps écoulé entre la requête de l’utilisateur et la réception du premier
élément d’information. Dans le cas où un seul élément d’information est demandé, la latence
est équivalente au temps de réponse ;
– Le coût : est le montant d’argent que l’utilisateur doit payer pour obtenir l’information ;
– Le QoS : il a été présenté précédemment ;
– La sécurité : décrit le degré de confidentialité de la requête envoyée par l’utilisateur et de
l’information fournie par le WIS ;
– La fraîcheur : identique avec celle du modèle de Wang et Strong.
La qualité intellectuelle
La qualité intellectuelle concerne les aspects subjectifs des utilisateurs vis-à-vis de la qualité des
sources d’information. Toutes ces dimensions se retrouvent également dans le modèle de Wang et
Strong. La seule différence majeure est que dans ce cas, la qualité de l’information est évaluée par
rapport aux sources d’information. Si dans le cas d’un système d’information d’une organisation,
le nombre de sources d’information est restreint, dans le cas des WIS l’utilisateur dispose d’un
nombre impressionnant des sources.
L’évaluation des sources d’information se fait habituellement en fonction de leur affiliation et de
la possibilité de la vérifier (une autre dimension de qualité de ce modèle). Ainsi, les utilisateurs ont
tendance à préférer les sources internes dans leur organisation ou les sources qui sont généralement
connues comme étant crédibles : CNN pour les actualités, Yahoo Finance pour la bourse, IEEE et
ScienceDirect pour des articles scientifiques, etc.
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La qualité de présentation
La qualité de présentation caractérise la façon de visualiser les informations pour qu’elles soient
facilement utilisables par l’utilisateur. À part la vérifiabilité, toutes les autres dimensions ont été
décrites par le modèle de Wang et Strong.
– La vérifiabilité : décrit le degré avec lequel l’information présentée peut être vérifiée afin
d’établir sa conformité. Le niveau de vérifiabilité peut être amélioré en présentant la source,
c’est-à-dire la traçabilité de l’information ou en indiquant une source tierce (de préférence
ayant un niveau de crédibilité élevé) la confirmant.
3.4.1 Conclusion
Les seules vraies différences entre le modèle de Naumman et celui de Wang et Strong se situent
au niveau des dimensions techniques de la qualité. Même si la liste de dimensions de qualité est plus
grande que celle des MIS, Naumann recommande d’utiliser dans la pratique un nombre réduit de
dimensions. L’utilisation d’un nombre élevé de dimensions a pour conséquence une augmentation
de la difficulté d’évaluation d’une source par l’utilisateur. Néanmoins, elle permet de couvrir toutes
les aspects de l’information et donc, d’avoir une évaluation rigoureuse.
Comme pour le modèle de Wang et Strong, il existe de très fortes corrélations entre les diverses
dimensions de qualité. Ainsi, certaines dimensions peuvent être dérivées par la combinaison de
plusieurs dimensions. Par exemple, du point de vue de l’utilisateur l’accessibilité d’une source Si
pourrait s’exprimer comme étant :
Accessibilite´(Si) = Latence(Si)× Couˆt(Si) (3.3)
Un autre exemple est donné dans [Singh 13] pour la réputation d’une source. Dans leur vision
elle est déterminée par l’accessibilité et la fiabilité de la source, donc :
Re´putation(Si) = Accessibilite´(Si)× Fiabilite´(Si) (3.4)
3.5 LA QUALITÉ DE L’INFORMATION DANS LES IFS
Comme la plupart des chercheurs considèrent les notions de données et d’information comme
équivalentes, il existe plusieurs termes qui sont utilisés avec le même sens : fusion d’informations,
fusion de décisions, fusion de données, fusion de capteurs, etc. Dans ce mémoire de thèse est choisi
le terme fusion d’informations 13 pour désigner l’ensemble de fusions possibles. Néanmoins, en
fonction de la sémantique des entités à fusionner, différents types de fusion seront identifiées : de
données, d’informations, de connaissances. Cette différentiation est très importante dans notre cas
car l’objectif est la modélisation de la qualité, qui est directement dépendante de la sémantique,
cet aspect sera détaillé dans le paragraphe 4.2.
Traditionnellement, un système de fusion d’informations utilise plusieurs sources de données :
différents types de capteurs, experts humains, etc. Ainsi, très souvent dans la littérature ces sys-
tèmes sont appelés systèmes multi-sources ou encore systèmes multi-capteurs.
[Bossé 06] définit la fusion d’information comme étant un processus d’acquisition, de filtrage,
de corrélation et d’intégration d’informations pertinentes, issues de différentes sources hétérogènes
(différents types de capteurs, bases de données, experts humains, etc.) dans un format de repré-
sentation unique et adapté à la prise de décisions.
La fusion d’information est représentée par un module de traitement de l’information. Deux
cas d’utilisation peuvent être identifiés :
13. Dans la communauté scientifique ce terme est presque exclusivement utilisé : la conférence principale s’ap-
pelle « International Conference on Information Fusion » et les deux principaux journaux : « Information Fusion »
(Elsevier) et « Journal of Advances in Information Fusion » (ISIF).
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– Le premier lorsque le module de fusion est intégré dans le système dès le début (par exemple
pour la fusion de données distribuées dans plusieurs bases de données) ;
– Le deuxième lorsque le module de fusion est intégré afin d’améliorer les performances d’un
système (en général en exploitant la redondance et la complémentarité des sources d’infor-
mation).
Dans ces deux cas, la fusion d’information n’est qu’un module faisant partie du système de
traitement de l’information. Ces deux cas d’utilisation jouent un rôle important dans l’évaluation
des performances d’un tel module. Ainsi, pour le deuxième cas, l’évaluation des performances du
module de fusion va devoir se faire par rapport à la situation où cette fusion n’est pas appliquée.
Pour l’analyse de situations complexes, il est nécessaire d’utiliser plusieurs capteurs afin de
pouvoir tirer avantage de leurs comportements complémentaires. Selon [Appriou 01] les principaux
avantages d’utilisation d’un système multi-capteurs sont :
– L’augmentation du nombre de situations pouvant être analysées : quand un des capteurs
devient inefficace à cause des conditions externes (contre-mesures, conditions atmosphériques,
etc.) ou internes (défections techniques), les autres capteurs vont continuer à prendre des
mesures ;
– La réduction du temps nécessaire pour la prise de mesures grâce à la coopération des capteurs
et au partage des fonctions ;
– L’augmentation de la capacité de discrimination grâce aux observations complémentaires qui
sont localement partielles.
Selon d’autres auteurs [Blasch 07], les avantages d’utilisation de la fusion d’information sont :
– La réduction de l’incertitude ;
– La réduction de la dimension du problème (plusieurs valeurs sont agrégées en une seule) ;
– L’amélioration de la réactivité du système (le temps de transmission d’une seule information
est plus rapide que la transmission de toutes les informations).
Un système de fusion d’information est par sa nature un système complexe qui nécessite, pour
sa construction et pour son utilisation, des réponses à des questions comme [Waltz 90] :
– Quelle est la meilleure combinaison de capteurs et de sources de données pour que les besoins
en terme d’information des utilisateurs finaux soient respectés ?
– Avec un ensemble particulier de capteurs et de sources de données quelles sont les perfor-
mances qui peuvent être atteintes ? Comment les performances vont s’améliorer si d’autres
capteurs et/ou sources de données sont ajoutés ? Comment les performances vont s’améliorer
suite à une amélioration de la qualité (des performances) des capteurs ou des sources de
données ?
Une notion très importante dans les systèmes avec fusion d’information est celle d’incertitude.
Très souvent l’implémentation d’un module de fusion d’information a pour objectif la diminution
de l’incertitude [Blasch 07]. Ainsi, dans le paragraphe 3.5.1, une courte introduction dans la mo-
délisation de l’incertitude sera présentée. Ensuite, dans le paragraphe 3.5.2, la notion d’incertitude
sera mise en correspondance avec celle de la qualité de l’information.
3.5.1 Modélisation des incertitudes
Les incertitudes peuvent être associées à l’acquisition des données, aux traitements de don-
nées, aux informations extraites et à la fiabilité du système [Atoyan 10]. Ces sources d’incertitude
peuvent être caractérisés par un comportement objectif parce qu’elles ne sont pas dépendantes
de l’utilisateur. En même temps, il existe des incertitudes liées à l’utilisateur, des incertitudes
subjectives. Ces incertitudes dépendent de la perception des informations par les utilisateurs et
par la méthode de traitement de ces informations. Ces différences de perceptions et d’intégration
des informations influencent les décisions prises et les actions des utilisateurs. Parmi les causes de
ces différences, [Atoyan 10] identifie les attentes des utilisateurs, leurs modèles mentaux et leurs
confiances dans le système.
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Figure 3.6: La taxonomie d’incertitude de Smithson
Les incertitudes sont directement dépendantes du contexte d’application. Dans la littérature,
il existe plusieurs modélisations de l’incertitude sous la forme de taxonomies. Ces taxonomies,
développées en grande majorité à la fin des années 80 et au début des années 90, décomposent la
notion d’incertitude en plusieurs dimensions pour une meilleure compréhension. Trois taxonomies
parmi les plus connues seront présentées par la suite. Une observation intéressante concernant tous
ces modèles est qu’ils utilisent comme point de départ la notion d’ignorance.
3.5.1.1 La taxonomie de Smithson
La taxonomie proposée par [Smithson 89] s’appuie sur la notion d’ignorance ou celle de la
non-connaissance. Smithson fait la distinction entre deux états différents : état d’ignorance et état
d’ignorer. Quand une personne est ignorante à cause d’un manque de connaissance, elle est dans
un état d’erreur par rapport à l’état de connaissance parfaite. Tandis que, dans le cas où une
décision consciente est prise en déconsidérant quelque chose sous le motif de non-pertinence, cette
information est ignorée. Ainsi, la notion d’ignorance est décomposée en deux grandes catégories :
l’erreur et la non-pertinence (comme présenté dans la figure 3.6). Smithson divise la non-pertinence
en 3 catégories : l’inactualité, l’indécidabilité et le tabou. L’inactualité représente les choses qui
n’ont plus de connexion avec la situation présente. L’indécidabilité est issue de problèmes qui n’ont
pas de solution. Le tabou représente les situations dans lesquelles les utilisateurs n’ont pas le droit
de poser de questions et ils doivent accepter ce qu’ils ont reçu.
La grande majorité des études menées dans la modélisation de l’incertitude ont pris en compte
l’erreur. Smithson identifie deux causes d’erreurs : l’incomplétude et la distorsion des données ou
des informations. La distorsion des données/informations a pour cause principale l’imprécision,
mais de possibles confusions peuvent également jouer un rôle important. L’incomplétude selon
Smithson est due soit à l’absence de l’information, soit à l’incertitude de l’information. Afin de
définir l’incertitude, Smithson propose de la subdiviser en trois catégories : la probabilité (l’incerti-
tude des événements qui ne sont pas totalement prédictives) ; l’ambiguïté (l’incertitude provenant
de l’incapacité à distinguer deux événements) et le flou (l’incertitude provenant des distinctions
incorrectement observées).
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Figure 3.7: La taxonomie d’incertitude de Smets
3.5.1.2 La taxonomie de Smets
[Smets 96] a proposé une nouvelle taxonomie traitant le problème de l’incertitude. Smets fait la
distinction entre imprécision et incertitude, voir la figure 3.7. Dans la vision de Smets, l’imprécision
est une caractéristique du contenu de l’information, tandis que l’incertitude caractérise un manque
d’information pour pouvoir décider si une affirmation est vraie ou fausse. Dans son étude Smets
donne l’exemple de deux affirmations :
– John a au moins deux enfants et j’en suis sûr.
– John a trois enfants, mais je n’en suis pas sûr.
Dans le premier cas, il s’agit d’une information imprécise mais certaine, tandis que dans le
deuxième cas, l’information est précise mais incertaine. De cet exemple, on peut déduire que les
deux concepts peuvent coexister, mais qu’ils ont des sens différents. Ainsi, il est possible d’avoir
une information moins précise mais avec un niveau élevé de certitude ou d’avoir une information
plus précise mais d’un niveau plus faible de certitude. Smets va plus loin dans son raisonnement
et affirme qu’il est possible d’énoncer un principe de maximum d’information qui dit que « le
produit » entre le niveau de précision et le niveau de certitude ne peut pas dépasser un certain
niveau critique, comme dans le cas du principe d’incertitude de Heisenberg-Gabor utilisé dans le
domaine du traitement du signal.
L’incertitude peut être soit une propriété objective de l’information, soit une propriété subjec-
tive de l’observateur. L’incertitude objective peut être soit aléatoire, soit vraisemblable, si elle est
connue statistiquement. L’incertitude subjective est dépendante de l’utilisateur : informations cré-
dibles mais pas en totalité, informations de provenance douteuse ou informations non-pertinentes
et dans ce dernier cas, elles ne sont pas utiles.
Smets divise l’imprécision en deux catégories caractérisant : les informations sans erreurs et les
informations avec erreurs. Les informations sans erreurs peuvent être vagues : pas bien définies et
étant ambigües ; approximatives : bien définies et connues d’être proches de la vraie valeur ; floues :
pas bien définies ; incomplètes : des valeurs manquantes ; déficientes : quand le manque de valeurs
est important. Les informations avec erreurs peuvent être incorrectes : complètement erronées ;
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Figure 3.8: La taxonomie d’incertitude de Bonissone et Tong
imprécises : la vraie valeur étant comprise dans un intervalle ; invalides : générant de fausses
informations ; certaines informations peuvent être conflictuelles, incohérentes ou inconsistantes
entres elles.
3.5.1.3 La taxonomie de Bonissone et Tong
Dans [Bonnisone 85], Bonissone et Tong ont proposé, dans le cadre d’un système expert, un
modèle avec trois types d’ignorances : l’incertitude, l’incomplétude et l’imprécision, voir la figure
3.8. Dans leur vision l’incomplétude représente l’absence d’une valeur et l’imprécision caractérise
une valeur qui n’est pas suffisamment précise. L’incertitude apparait lorsqu’un agent doit construire
une opinion subjective sur une hypothèse, sans avoir une connaissance certaine.
L’incomplétude, selon Bonissone et Tong, est définie lorsque l’inférence est réalisée en utilisant
des informations partielles. Les éléments d’information sont ensuite regroupées en deux catégories :
nécessaires et possibles.
L’imprécision peut être représentée soit par un intervalle (ou par une valeur floue), soit par une
disjonction (X est x1 ou x2 ), soit encore par une négation (X n’est pas x1). Malheureusement,
Bonissone et Tong ne proposent pas de représentation mathématique particulière pour l’impré-
cision. Par contre, ils proposent de représenter l’incertitude soit par une probabilité (théorie des
probabilités), soit par un degré de crédibilité (théorie de Dempster-Shafer), soit par une possibilité
(théorie des possibilités), voir l’annexe A pour une description de ces trois théories mathématiques.
3.5.1.4 Les taxonomies de l’incertitude et la notion de qualité
Les taxonomies de Smithson et de Smets donnent une définition parmi les plus complètes des
imperfections de données et des informations. Les deux utilisent quasi les mêmes termes pour ca-
ractériser l’incertitude. Ainsi, il peut s’affirmer que ces deux taxonomies sont en concordance, avec
quelques différences impliquant que certaines notions ont des significations différentes [Parsons 01].
Ainsi, selon Smithson la notion d’incertitude est une caractéristique de la notion d’erreur, parce
que les incertitudes provoquent des erreurs dans les processus de raisonnent. Par contre, pour
Smets l’incertitude est une notion d’un niveau plus élevé caractérisant directement l’information.
De plus, selon Smets les informations incertaines ne sont pas forcement le résultat d’utilisation de
données erronées, elles peuvent être issues par exemple de données incomplètes.
Comme les attributs de ces taxonomies caractérisent des aspects spécifiques des données et
des informations, des concepts mathématiques particuliers ont été suggérés pour la quantification
de diverses imperfections. Ainsi, les aspects aléatoires sont mieux représentés par la théories des
probabilités, les aspects flous et ambigus par la théorie des ensembles flous. Néanmoins, il existe
des aspects qui peuvent être quantifiés dans plusieurs théories mathématiques. Un exemple dans ce
sens est le conflit entre deux sources d’information (identifié dans la taxonomie de Smets). Celui-ci
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peut être représenté dans la théorie des probabilités (par exemple en utilisant la mesure d’entropie
de Shannon A.48) et aussi dans la théorie de Dempster-Shafer (par exemple en utilisant la mesure
de dissonance A.53).
En faisant une comparaison entre ces taxonomies et la définition de la qualité donnée dans les
domaines de MIS et de WIS, plusieurs points en commun peuvent être identifiés :
1. Les taxonomies de l’incertitude et la qualité essaient de représenter la même chose : les
caractéristiques des données et de l’information.
2. La qualité et l’incertitude sont définies en utilisant une liste (voulue exhaustive) d’attri-
buts, regroupée dans plusieurs catégories. Ces catégories correspondent aux caractéristiques
primordiales des données ou de l’information.
3. Les attributs utilisés sont définis en faisant appel au langage naturel, sans (formellement)
définir a priori les entités étudiées, c’est-à-dire les données et les informations.
À cause du point précédent, les définitions restent très générales et elles ne sont pas accom-
pagnées par des indications sur comment elles pourraient être adaptées dans la pratique.
Néanmoins, il existe aussi des différences :
1. La définition de qualité donnée par Wang et Strong, considère l’information en sortie d’un
système d’information et l’analyse par rapport à l’utilisateur final à qui elle est destinée.
Cependant, les taxonomies d’incertitude considèrent l’information dans un cadre générale,
indépendamment du contexte d’utilisation. Ainsi, ces dernières rapportent les caractéristiques
de l’information à la connaissance parfaite.
3.5.2 L’évaluation de la qualité d’un module de fusion
La grande majorité des systèmes d’information « multi-sources » est développée d’une manière
optimiste en supposant que les sources sont indépendantes et que les informations issues de ces
sources sont de très bonne qualité. Malheureusement, dans la réalité, ces deux hypothèses ne sont
pas toujours vérifiées et les performances d’un processus de fusion d’informations sont directement
dépendantes de la qualité des informations extraites des données (de la part des multiples sources
d’information) et traitées par le module de fusion [Rogova 04].
Afin de pouvoir évaluer un IFS, il faut prendre en compte non seulement ses performances
intrinsèques mais aussi la satisfaction des objectifs pour lesquels le système a été développé (en
satisfaisant les contraintes de l’environnement réel). Dans les paragraphes suivants, trois modèles
d’évaluation de la qualité de l’information en sortie d’un module de fusion sont présentés.
3.5.2.1 Le modèle de Lefebvre, Hadzagic et Bossé
Selon [Lefebvre 07], les éléments principaux d’un système de fusion d’informations sont les
sources d’information, le module de fusion et le résultat de la fusion. Pour chacun de ces
trois éléments, des mesures de qualité peuvent être associées, voir la figure 3.9. La bonne détection
des événements par les capteurs (les sources d’information) est influencée par des incertitudes.
Pour caractériser la qualité des informations fournies par les sources d’information, [Lefebvre 07] a
utilisé la mesure de confiance. En fonction de cette mesure le module de fusion peut être construit.
En ce qui concerne la qualité de l’information résultante du processus de fusion les mesures de
complétude et de pertinence sont proposées. Par la suite, ces quatre dimensions de la qualité de
l’information sont présentées selon [Lefebvre 07] :
1. L’incertitude : Cette notion a été présentée au paragraphe précédent, 3.5.1. Dans la litté-
rature, il existe plusieurs théories mathématiques capables d’exprimer différentes aspects de
l’incertitude : la théorie des probabilités, la théorie de Dempster-Shafer, la théorie des possibi-
lités, la théorie de l’information généralisée. Toutes ces théories sont présentées dans l’annexe
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l’information [Lefebvre 07]
A. En plus, dans la figure 3.12, chaque aspect de l’incertitude est mis en correspondance avec
la ou les théories mathématiques adaptées pour son traitement.
2. La confiance : caractérise la précision avec laquelle les sources d’information peuvent re-
présenter la réalité. En fonction du contexte d’application, les sources d’information peuvent
avoir des degrés de confiance différents. En conséquence, il est très important d’évaluer la
confiance de chaque source pour avoir une meilleure représentation de la réalité. Comme
les sources d’information peuvent être considérées comme étant incertaines, le niveau de
confiance de chaque source est directement lié à la modélisation de l’incertitude. En gar-
dant cette approche, [Rogova 10] présente la notion de confiance comme étant une incerti-
tude d’ordre supérieur, c’est-à-dire représentant l’incertitude de l’évaluation de l’incertitude.
Ainsi la confiance est dépendante, en plus du contexte d’application et des caractéristiques
intrinsèques des sources, de la façon de représenter l’incertitude. L’évaluation des coefficients
de confiance de chaque source peut se faire soit par un expert, soit par un apprentissage
automatique [Kim 02]. En fonction du niveau de connaissance disponible 14, l’évaluation de
coefficients de confiance des sources d’information peut se faire sous la forme [Lefebvre 07] :
– D’un niveau de confiance numérique qui peut être désigné pour chaque source. Dans ce cas,
le plus souvent le niveau de confiance s’exprime par un nombre dans l’intervalle unitaire
[0, 1] , avec ou sans condition de normalisation du type
∑
i Confi = 1.
– De sources d’information qui peuvent être ordonnées en fonction de leur niveau de confiance,
mais sans connaître la valeur exacte du niveau de confiance.
– D’un sous-ensemble de sources d’information qui ont un très bon niveau de confiance, mais
sans savoir quelles sont les sources exactes de ce sous-ensemble.
En conclusion, le module de fusion peut être décrit par une fonction F dépendante des
informations reçues à son entrée Ii, 1 ≤ i ≤ N et des niveaux de confiance ri, 1 ≤ i ≤ N de
chaque sources d’information : F (I1, I2, . . . , IN , r1, r2, . . . , rN ).
3. La complétude : est une caractéristique de l’information dépendante directement du mo-
dule de fusion. Dans la littérature, dans la plupart de cas, elle est décrite en utilisant son
14. Les valeurs de coefficient de confiance peuvent être vues comme des informations utiles d’un point de vue du
module de fusion. Ainsi, comme présenté dans le paragraphe 1.3.2, l’évaluation de coefficients de confiance doit se
faire avec l’apport d’une base de connaissances
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correspondant antagonique, l’incomplétude, qui exprime une déficience d’information. La ré-
férence la plus citée pour décrire cette dimension de la qualité de l’information est le livre
édité en 1997 par Motro et Smets [Motro 96]. La modélisation de l’incomplétude reste un pro-
blème difficile même à l’heure actuelle. Dans beaucoup de cas, l’utilisateur peut prendre des
décisions même s’il ne dispose pas d’une information complète. Une définition plus récente,
dans le domaine de la prise de conscience de la situation, est donnée par [Perry 04]. Selon
eux, la complétude est une caractéristique de l’information décrivant le degré avec lequel tous
les aspects d’intérêt de l’entité de l’étude sont exprimés. Ainsi, comme observation générale,
la complétude est dépendante du contexte.
4. La pertinence : est une caractéristique fortement subjective qui peut encore se décomposer
en deux autres propriétés : la valeur ajoutée et l’obsolescence de l’information [Lefebvre 07].
Pour l’évaluer, il faut connaître les besoins et les attentes de l’utilisateur. Ainsi cette dimen-
sion de la qualité ne peut pas s’exprimer sous une forme absolue, seulement par rapport au
contexte : la situation, le choix des composantes du système, l’expérience de l’utilisateur, etc.
Il est possible d’être dans une situation où la quantité d’informations disponibles est très
grande et où elle continue à augmenter. Une quantité très grande d’informations est difficile
à traiter par le système et à intégrer par l’utilisateur. Dans [Perry 04], la pertinence a été
définie comme étant la proportion d’informations collectées qui sont reliées aux besoins de
l’utilisateur. Un système d’information travaillant dans un environnement dynamique peut
présenter deux types d’information non-pertinentes (selon [Lefebvre 07]) :
(a) les croyances mutuellement indépendantes et conditionnellement indépendantes (définies
dans la théorie de Dempster-Shafer) : considérées comme informations indépendantes
et traitées comme telles ;
(b) les informations obsolètes : le degré de pertinence de ces informations se dégradant en
temps (modélisé dans un cadre probabiliste).
Une autre modalité pour exprimer la pertinence de l’information est l’utilisation des mesures
d’entropie 15 : si la quantité d’incertitude de l’information est grande, l’information est non-
pertinente. La quantité d’incertitude qui reste après l’observation de y peut s’exprimer par
l’entropie conditionnelle : S(x|y) = S(x, y)− S(y). Ce problème a été beaucoup étudié dans
le domaine de la recherche d’information.
Le modèle d’évaluation de la qualité de [Lefebvre 07] est intéressant parce qu’il prend en compte
les différences sémantiques des informations tout au long de la chaîne de traitement. Dans la figure
3.9 est présenté ce modèle de système opérationnel de fusion avec les différentes caractéristiques
de l’information : l’incertitude, la confiance, la complétude et la pertinence.
3.5.2.2 Le modèle de Rogova et Bossé
[Rogova 10] a proposé une première démarche pour définir une ontologie de la qualité de l’infor-
mation dans le cadre d’un processus de fusion d’information. Dans cette étude, trois catégories de
qualité ont été définies : la qualité de la source d’information, la qualité du contenu de l’informa-
tion et la qualité de la présentation de l’information. Ensuite, pour chaque catégories [Rogova 10]
a proposé plusieurs dimensions. L’ensemble de la modélisation de la qualité selon Rogova et Bossé
est présenté dans la figure 3.10. Ci-après, chaque catégorie de qualité est présentée en détail.
1. La qualité des sources d’information : il existe deux types de sources d’information :
des sources objectives et des sources subjectives. Les sources objectives correspondent aux
capteurs, modèles, bases de données, processus automatiques, services d’intelligence 16, etc.
15. voir l’annexe A.8.4 pour une présentation des différents types d’entropies
16. Même si les services d’intelligence sont formés par des humains, ils sont considérés comme objectifs parce qu’a
priori les informations fournies par eux sont non-biaisées par le facteur humain
60














Crédibilité Pertinence Confiance 












Figure 3.10: La qualité de l’information d’un IFS, selon [Rogova 10]
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Leurs principales caractéristiques sont l’indépendance vis-à-vis des biais issus des jugements
humains, les seuls facteurs affectant la qualité de ces sources étant leur calibration et l’adé-
quation des modèles à la réalité. Les dimensions de qualité proposées dans [Rogova 10] pour
évaluer ce type de source sont : la confiance, la crédibilité et la pertinence. Les définitions de
ces dimensions sont identiques à celles des domaines MIS et WIS, présentées précédemment.
Les sources subjectives peuvent être représentées par des hypothèses, opinions et croyances
exprimées par des experts, des sources ouvertes (journaux, pages Web, chaînes de télévi-
sion, radios), les réseaux sociaux (Twitter, Facebook, etc.), etc. Ce type de source est affecté
par une certaine subjectivité issue du raisonnement humain. L’évaluation de la qualité des
sources subjectives doit prendre en compte, en plus des dimensions de qualité des sources ob-
jectives, l’objectivité, le niveau d’expertise, la véracité et la réputation de ces sources. Toutes
ces dimensions ont déjà été définies précédemment. Cependant, pour l’évaluation de la répu-
tation d’une source, il est nécessaire de prendre en compte les interactions et les expériences
antérieures.
Comme les dimensions de qualité caractérisant les sources d’information sont fortement dé-
pendantes du contexte d’application, leur quantification est habituellement faite par des
experts. Ainsi, une source peut être objective pour un cas d’utilisation et subjective pour un
autre. Cette différentiation peut se faire soit directement par un expert, soit en utilisant une
base de connaissances construite sur l’expertise d’un ou des plusieurs experts du domaine.
2. La qualité du contenu de l’information : décrit les caractéristiques intrinsèques de
l’information. Rogova et Bossé identifient cinq dimensions. La disponibilité et l’accessibilité
concerne la possibilité de l’utilisateur d’avoir accès à l’information. La disponibilité est ca-
ractérisée par une variable binaire : information disponible ou indisponible et dans ce dernier
cas, toutes les autres dimensions sont non-pertinentes. En même temps, l’accessibilité décrit
les coûts nécessaires (temps, argent, etc.) pour obtenir l’information utile. L’obsolescence
est mesurée par le niveau d’utilité de l’information au moment où elle devient disponible.
L’information est considérée pertinente si les résultats des décisions ou des actions sont in-
fluencés par celle-ci. La dernière dimension de cette catégorie est l’intégrité. Elle décrit la
manque d’imperfection du contenu de l’information. Pour la caractériser, Rogova et Bossé
l’ont décomposé en incertitude et imperfection, puis ils ont utilisé la taxonomie de Smets,
voir figure 3.7.
3. La qualité de la présentation de l’information : caractérise la façon dont l’information
est perçue par les utilisateurs et son influence sur les actions, décisions et/ou jugements
entrepris. Ces dimensions ont déjà été traitées dans les paragraphes précédents.
3.5.3 Les performances d’un IFS complexe
Dans le paragraphe précédent, deux modèles d’évaluation de la qualité de l’information ont été
présentées pour le cas d’un module de fusion d’information faisant partie d’un système d’infor-
mation. Les systèmes de fusion d’informations sont des systèmes complexes qui sont utilisés pour
répondre à des tâches difficiles. Une des applications les plus fréquentes d’un IFS est l’évaluation
et la prise de conscience d’une situation complexe. Un exemple très fréquemment utilisé dans la
communauté est un scénario d’un conflit armé majeur, comme celui présenté dans la figure 3.11.
Dans le cas d’un système complexe, la fusion d’informations se fait à deux niveaux : fusion bas
niveau (« low-level fusion » LLF) et fusion haut niveau (« high-level fusion »- HLF). La fusion bas
niveau concerne la combinaison de mesures de capteurs, de données stockées dans des bases de
données, de rapports, etc. pour la détection et l’identification des entités d’intérêt. Par contre, la
fusion haut niveau s’occupe de la combinaison d’informations concernant plusieurs entités, ainsi que
d’informations contextuelles, afin de caractériser une situation complexe, c’est-à-dire d’en déduire
à la fois les relations entre les entités et leur évolution possible et de soutenir le management des
ressources [Waltz 90].
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Figure 3.11: Scénario complexe d’un conflit armé, selon [Rempt 01]
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[Costa 12] propose d’utiliser pour l’évaluation des performances d’un système de fusion d’infor-
mations de bas niveau :
– la précision ;
– l’obsolescence : la rapidité avec laquelle le système propose une décision pour un niveau de
précision imposé ;
– la confiance.
Dans le cas particulier d’un système de fusion d’informations utilisé pour des application en
défense, l’évaluation de la qualité se fait en utilisant quatre classes de mesures [Waltz 90] : les
mesures des paramètres des entités physiques, la mesure des performance (MOP - « measure of
performance »), la mesure de l’efficacité (MOE - « measure of effectiveness ») et la mesure de
l’efficacité de la force (MOFE - « measure of force effectiveness »).
1. Les mesures des paramètres des entités physiques : décrivent les caractéristiques, le
comportement des éléments du système :
– le rapport signal sur bruit (SNR), la bande de fréquences, la fréquence, le nombre d’opé-
rations par seconde, le taux d’erreurs binaires, la résolution, le taux d’échantillonnage, le
coût, etc.
2. Les mesures de performance : sont en général dépendantes des mesures des entités phy-
siques et comme le nom l’indique, elles décrivent les performances des attributs du système :
– la probabilité de détection, le taux de fausse alarme, la précision de l’estimation de la
localisation, la probabilité d’identification, la distance d’identification, le temps entre la
détection et la transmission, le délai de communication, la couverture spatiale et fréquen-
tielle des capteurs, la précision de classification des cibles, etc.
3. Les mesures de l’efficacité : caractérisent les performances du système vis-à-vis de sa
capacité d’assister le bon déroulement d’une mission (pour la définition des attributs voir
[Llinas 08]) :
– le taux de nomination des cibles, l’obsolescence de l’information, la précision de l’informa-
tion, le temps de réaction (« warning time »), l’immunité aux contremesures, la survie des
communications, le nombre de cibles qui sort de la détection, etc.
4. Les mesures de l’efficacité de la force : caractérisent les performances de la mise en
application des décisions proposées (d’un niveau d’abstraction encore plus haut et qui traduit
la capacité d’accomplir la mission par l’ensemble de forces) :
– le résultat du combat, le coût du système, le taux de survie, le taux de diminution de la
force ennemie, « weapons on target » (même si la détection des cibles ennemies augmente,
un manque de munition ne va pas augmenter la MOFE), etc.
Un des critères de l’évaluation des performances d’un système de fusion haut niveau est
l’effectivité du système. L’effectivité d’un système peut être définie comme la capacité du système
à produire un effet [Costa 12]. Parmi les attributs de l’effectivité proposés, [Costa 12] cite :
– le rendement : la propriété du système à réaliser les tâches d’une manière économique ;
– l’efficacité : identique aux mesures de l’efficacité (MOE) présentées ci-dessus ;
– la conformité : la propriété du système à réaliser les tâches pour lesquelles il a été déployé.
Pour mesurer l’effectivité d’un système, il faut quantifier ces attributs. Cette même étude,
[Blasch 10] propose :
– le gain d’information : dû à la combinaison de plusieurs sources d’information (par rapport
à l’utilisation individuelle des informations fournies par les sources) ;
– la qualité de l’information : exprimée par les mesures des performances (précision, dimi-
nution de l’incertitude, confiance, fiabilité, etc.) ;
– la robustesse : traduit la consistance des résultats lors des étapes de test et de production.
Toujours dans la même étude, une méthode de combinaison de ces trois mesures a été proposée
afin d’arriver à une mesure générale de l’effectivité :
Effectivite = GainInfo×QualInfo× Robustesse (3.5)
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Réseaux IFS ATR/ID Tracking
Retard Obsolescence Temps d’acquisition/traitement Taux de mise à jours
Probabilité d’erreur Confiance Prob. de détection/ FA Prob. de détection
Variations du retard Précision Précision de la position Covariance
Débit Débit Nombre d’images Nombre de cibles
Coût Coût Nb. de plateformes Nb. de plateformes
Table 3.6: Exemples des mesures pour différents domaines, selon [Blasch 10]
En comparant les mesures de performances (MOP) à celles de l’efficacité (MOE), il peut s’obser-
ver que ces dernières sont évaluées par rapport à l’utilisateur. Ainsi, l’humain fait partie intégrante
de l’évaluation et donc, il est nécessaire de l’intégrer dans le processus d’évaluation.
En considérant un IFS comme un système fournissant un service pour l’utilisateur, il est possible
de mettre en parallèle la qualité du service (la QoS - paragraphe 3.4) et les mesures de perfor-
mances d’un IFS. Dans le tableau 3.6, est présentée une comparaison entre les différentes mesures
utilisées dans l’évaluation de performances de réseaux de communications, d’IFS, de systèmes de
reconnaissance/identification automatique de cibles (ATR/ID) et de systèmes de tracking.
3.5.4 Conclusion
La qualité d’un système de fusion d’information est décrite dans la communauté par rapport
aux incertitudes de l’information. Une information peut être affectée par plusieurs sources d’in-
certitudes ou être la résultante d’une fusion d’informations chacune étant affectée par ses propres
incertitudes. Par conséquent, il est nécessaire d’utiliser les moyens adaptés pour la représentation
de chaque aspect de l’incertitude. Ce choix va influencer les performances d’un système de fusion
d’information [Blasch 10] et [Dragos 13]. L’essentiel de recherches sur ce sujet est orienté vers le
développement de théories mathématiques spécifiques pour chaque type d’incertitude. Récemment
une nouvelle théorie mathématique a essayé de couvrir tous les aspects de l’incertitude dans un seul
cadre : la théorie de l’information généralisée [Klir 06a]. Cette théorie mathématique est introduite
dans le paragraphe A.4 de l’annexe A, ensemble avec ses principaux principes de raisonnement.
Une synthèse très intéressante reliant les théories mathématiques et les types d’incertitudes est
présentées dans la figure 3.12.
3.6 UTILISATION DES MODÈLES DE QUALITÉ DE L’INFORMATION
DANS LA PRATIQUE
Dans le développements de modèles de qualité de l’information présentées dans ce chapitre, les
chercheurs ont essayé de rester rigoureux en essayant de proposer des listes de dimensions de qualité
couvrant tous les aspects. Cependant, dans la pratique, les organisations se sont préoccupées à
trouver les problèmes de qualité spécifiques à leur contexte d’application. Et pour cela, elles utilisent
des démarches ad-hoc sans être rigoureuses d’un point de vue théorique [Lee 02] et [Borek 14]. En
conséquent, les organisations ont une vision sur la qualité de l’information orientée sur leur besoin
de moment, perspective différente par rapport aux recherches académiques.
Parmi les modèles de la qualité d’information présentés dans ce chapitre, celui de Wang et Strong
a connu le plus grand succès pratique. Dans le tableau 3.7 sont présentés quelques exemples d’or-
ganisations et leur modèle de qualité de l’information. Les dimensions de qualité ont été classifiées
selon les quatre catégories du modèle de Wang et Strong afin d’avoir une meilleure correspondance.
Les recommandations concernant la qualité de l’information du ministère américain de la dé-
fense (DoD 17) font appel au quatre étapes du processus TDQM, illustrées dans la figure 3.3. Leur
17. The Departement of Defense
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Figure 3.12: Les différentes mesures d’incertitude, selon [Klir 88]
Organisation Intrinsèque Contextuelle Représentation Accessibilité
US DoD précision complétude unicité
[Cykana 96] validité fraîcheur consistance
HSBC précision complétude consistance accessibilité[Gardyn 97] fraîcheur
MITRE Id. [Wang 96] Id. [Wang 96] Id. [Wang 96] Id. [Wang 96][Meyen 97]
Info. Resources précision fraîcheur
[Kovac 97] confiance
Unitech Syst. précision complétude consistance sécurité[Mandke 97] confiance fraîcheur privé
précision complétude clarté de la déf. disponibilité
AT & T confiance fraîcheur redondance flexibilité





Table 3.7: Qualité de l’information dans sept organisations
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programme utilise les dimensions de qualité suivantes : la précision, la complétude, la consistance,
l’obsolescence, l’unicité et la validité [Cykana 96]. À part les deux dernières dimensions, toutes
les autres se retrouvent dans le modèle de Wang et Strong. L’unicité (le fait d’être la seule re-
présentation de son type) et la validité (être suffisamment rigoureuses pour induire l’acceptation)
pourraient être couvertes par la dimension consistance. Mais, dans leur contexte il existe des direc-
tives particulières pour ces deux dimensions. Par exemple, la validité est décrite dans la directive
DOD 8320.1-M.
Dans le cas de HSBC, le modèle de qualité a été proposé pour le département de Management
de Capitaux 18. Ils ont surtout concerné les problèmes d’intégration des données dans des entrepôts
et la qualité des informations extraites. La seule dimension ajoutée par rapport au modèle de Wang
et Strong est l’exactitude. Mais une analyse montre que cette dimension couvre les aspects de la
précision et de la conformité vis-à-vis des règles de business spécifiées par les utilisateurs.
L’entreprise MITRE a choisi de suivre ad litreram le modèle de Wang et Strong. Dans une de
leurs études [Meyen 97], ils affirment que 35% des utilisateurs sont concernés par des problèmes
d’accessibilité, 27% par la qualité intrinsèque, 24% par la qualité contextuelle et 14% par celle de
la représentation. En plus, 43% des problèmes d’accessibilité étaient liés à la difficulté d’effectuer
des opérations.
L’entreprise Information Resources Inc. est un fournisseur d’informations pour d’autres or-
ganisations. Ainsi, ils sont directement concernés par la qualité de l’information car leur produit
commercialisé est l’information. Afin de mieux gérer la qualité des informations fournies aux clients
ils ont développé un modèle de qualité appelé TRAQ : « timeliness + reliability + accuracy = qua-
lity » 19. Ce modèle a été construit pour offrir à la fois des mesures objectives de la qualité des
données et de l’information fournie par le système et un outil permettant d’améliorer et de gérer
les performances du système.
Unitech Systems Inc. commercialise des outils logiciels pour l’évaluation de la qualité de l’in-
formation. Au lieu d’utiliser le mot qualité ils préfèrent employer la notion d’intégrité. Dans leur
étude [Mandke 97], ils affirment que tout système d’information doit respecter les trois dimensions
d’intégrité suivantes : la précision, la confiance et la consistance. Les autres dimensions sont, dans
leur vision, dérivées de ces trois dimensions.
Lors de ses travaux effectués chez AT&T, Redman a proposé une des premières méthodologies
d’évaluation de la qualité des données et de l’information. Dans son ouvrage [Redman 92], à la
page 66, il fait un résumé de l’ensemble de dimensions de qualité identifiées dans ses travaux.
Comme il a travaillé dans l’intégration de bases de données volumineuses et hétérogènes, la grande
majorité de dimensions présentées concernent la qualité de représentation. Dans le tableau 3.3 sont
présentées les plus importantes dimensions, mais pour une liste quasi-exhaustive on recommande
[Redman 92].
Le standard STANAG 2511 de l’OTAN concerne l’évaluation de toute information obtenue
dans l’objectif d’être utilisée par un service d’intelligence. Pour cela, deux critères sont évalués : la
réputation de la source d’information et la confiance du contenu de l’information. Le système de
quantification de ces critères utilise des valeurs alphanumériques de A à F pour la réputation et
de 1 à 6 pour la confiance.
3.7 SYNTHÈSE SUR LES MODÈLES DE QUALITÉ DE L’INFORMA-
TION
Le plus souvent la qualité de l’information est définie comme étant le degré d’utilité vis-à-
vis de son usage par l’utilisateur. Des technologies de contrôle de la qualité ont été développées
et utilisées depuis les années 70 dans l’industrie. Dans ce cadre industriel, ont été définies des
méthodologies comme par exemple : « Total Quality Control » [Wilkinson 98] (le programme de
18. Asset Management
19. Trad. en fr. : « obsolescence + confiance + précision = qualité »
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MIT sous la coordination de R. Wang), « Six Sigma » [Coskun 10] ou encore « Statistical Process
Control » [Redman 92]. Malheureusement, il n’est pas encore prouvé que ces méthodologies et
techniques peuvent directement s’appliquer à la modélisation et à l’évaluation de la qualité de
l’information. Les inconvénients de ces méthodologies pour l’application à l’évaluation de la qualité
de l’information sont liés aux propriétés particulières de l’information [Stvilia 08] : le manque de
propriétés physiques, la dépendance du contexte, la non-linéarité de l’information (c’est-à-dire
l’information de l’ensemble ne peut pas s’exprimer comme étant la somme de ses composantes),
l’instabilité et l’apparition pas nécessairement au hasard des erreurs dans l’information.
Une observation générale caractérisant tous les modèles présentés dans ce chapitre est que la
notion de qualité a tendance à être évaluée en utilisant quasiment toujours les mêmes dimensions :
la précision, la confiance, l’obsolescence, l’accessibilité, la pertinence, etc. Les différences consistent
dans la façon dont ces dimensions sont évaluées. De plus, dans ces modèles, la qualité de l’in-
formation est définie comme une extension de la qualité des données. La seule différence entre
les deux évaluations est l’ajout dans le cas de la qualité de l’information de quelques dimensions
supplémentaires.
Les modèles développés dans le cadre de MIS et de WIS considèrent le système d’information
comme une « boîte noire », dans le sens qu’ils analysent la qualité en entrée du système (la qualité
des données) et en sortie du système (la qualité de l’information). Ainsi, ils ont une vision res-
treinte du système d’information, sans s’intéresser aux effets des divers traitements. Cette vision
est utile pour l’évaluation finale d’un produit informatique, mais pour un système d’information
(complexe) il est nécessaire d’avoir une vision locale qui permette de justifier les choix des modules
de traitement et d’indiquer la provenance de l’information.
Si les notions de données et d’information sont considérées comme différentes (c’est-à-dire
considérant la définition du paragraphe 1.3.2), il peut s’observer dans un premier temps qu’une
faible qualité de données va implicitement entrainer une faible qualité de l’information (le principe
GIGO 20). Dans un deuxième temps, une faible qualité de l’information n’entraine pas forcement
une faible qualité de données. La faible qualité de l’information peut être le résultat d’un traite-
ment non-adapté sur des données de bonne qualité. Une autre situation intéressante est celle où les
données sont d’une qualité moyenne et l’utilisation d’une chaîne de traitement adaptée rend une
information de très bonne qualité à l’utilisateur. Donc, comme conclusion finale, il faut dire que la
qualité des données et la qualité de la chaîne de traitement (l’adéquation et les performances des
traitements) rendent la qualité de l’information fournie à l’utilisateur.
Par rapport aux systèmes MIS et WIS, les systèmes de fusion d’information considèrent les
différents aspects de l’information à travers le système. Ainsi, le modèle de Lefebvre (présenté dans
le paragraphe 3.5.2.1) associe différents types d’incertitudes aux données et aux informations issues
des divers traitements. C’est une idée très intéressante parce que les caractéristiques sémantiques
de données/information évoluent au fur et à mesure des traitements. En conséquence, cette évo-
lution devrait également induire un changement de définition de la qualité de cette information.
Malheureusement, ce modèle contient un nombre réduit de dimensions de qualité, étant orienté
vers l’évaluation des dimensions intrinsèques de la qualité. Cependant, le modèle de Rogova et
Bossé (présenté dans le paragraphe 3.5.2.2) offre un cadre plus élargi, inspiré du modèle de Wang
et Strong et de la taxonomie de Smets. Pourtant, Rogova et Bossé ne considèrent que l’analyse du
module de fusion, d’où la principale limitation de ce modèle. Le modèle le plus complet d’évalua-
tion d’un système IFS est celui présenté dans le paragraphe 3.5.3. Malheureusement, les mêmes
critiques que dans le cas des systèmes MIS et IFS peuvent être soulevées.
Dans les cas où le système est vu comme une boîte noire, les dimensions de la qualité de
l’information ont été évaluées en utilisant des questionnaires fournies aux utilisateurs. C’est la
seule technique d’évaluation possible à cause de la complexité du système et de l’ignorance des
différents traitements subis par les données/informations. La principale justification au recours à
cette technique d’évaluation de la qualité a été le caractère subjectif de beaucoup de dimensions :
20. De l’anglais « Garbage In Garbage Out »
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dépendantes du besoin de l’utilisateur et de son niveau de satisfaction. Mais dans la pratique, cette
méthodologie d’évaluation de la qualité n’est que partiellement satisfaisante. Une des raisons pour
laquelle ce genre de méthodologies n’est pas satisfaisant est l’impossibilité de saisir les influences,
négatives ou positives, induites par une ou plusieurs dimensions de qualité (suite aux modifications
de valeurs de qualité) vers les autres dimensions. Ainsi, par exemple, une augmentation de la
précision de données, grâce aux enregistrements de plus longue durée peut avoir un impact négatif
sur la « fraîcheur » (dans le cas d’un système de classification cette dimension est équivalente
au rappel - dans le couple précision/rappel), une dimension de la qualité critique dans certains
domaines d’applications. Un autre exemple de dépendances entre dimensions est celle entre la
complétude et la consistance [Ballou 03]. De plus, si le système évolue suite à des mises à jours des
modules de traitements ou à l’ajout d’autres modules de traitement, ce type de méthodologie va
être incapable de s’ajuster à ces changements. Ainsi, elle oblige à un nouveau processus d’évaluation
de la qualité de l’information par des formulaires, démarche qui demande beaucoup de temps.
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DEUXIÈME PARTIE : MÉTHODOLOGIE D’ÉVALUATION DE LA QUALITÉ
DE L’INFORMATION
Dans cette partie, nous proposons une nouvelle métho-
dologie d’évaluation de la qualité de l’information. Le
cœur de mon doctorat constitue en l’étude de la qua-
lité au sein du SI, c’est-à-dire en chacun de ses mo-
dules. Grâce à la décomposition du SI, nous propo-
sons, dans le premier chapitre de cette partie, d’étudier
la qualité selon deux niveaux : local, en entrée et en
sortie de chaque module, et globale, en sortie du SI.
Dans le deuxième chapitre de cette partie nous intro-
duisons un outil innovant permettant de modéliser l’in-
fluence du module de traitement sur la qualité. Dans le
troisième chapitre de cette partie, nous montrons com-
ment la qualité globale peut être automatiquement esti-
mée en utilisant la qualité locale.
« You should call it entropy, for two reasons. In the first place your
uncertainty function has been used in statistical mechanics under
that name, so it already has a name. In the second place, and more
important, nobody knows what entropy really is, so in a debate you
will always have the advantage. »
La réponse de J. von Neumann à C. Shannon (selon Tribus et
McIrvine, 1971)

4 Qualité locale versus
Qualité globale
Dans le chapitre précédent 3, un état de l’art a été réalisé sur la définition et l’évaluation de
la qualité de l’information. On a pu observer que (à notre connaissance) toutes les méthodologies
considèrent le système d’information comme une boîte noire. Ainsi, celles-ci se sont plutôt intéres-
sées à l’évaluation des performances moyennes du système d’information et non pas de la qualité
de chaque information fournie par le système.
En même temps, dans le processus de prise de décisions, l’utilisateur a besoin connaître la
qualité de chaque information individuelle qui lui est proposée par le système, et si possible, que
celui-ci lui propose la possibilité d’obtenir une explication sur la provenance de cette qualité. Une
solution à cette question est l’exploitation de la structure interne du système d’information afin
de pouvoir modéliser les différents niveaux de qualité de l’information à l’intérieur du système
d’information.
Pour cela, il est nécessaire de décomposer le système en ces modules élémentaires. Bien sûr, il
faut pouvoir avoir accès aux modules de traitement afin de pouvoir les analyser. Cette hypothèse
est vérifiée dans la pratique car, dans la plupart du temps, les modules de traitement sont déjà
construits et donc ils existent physiquement. Ainsi, il est possible d’obtenir les connaissances néces-
saires sur le comportement et le fonctionnement de chacun de ces modules. Suite à la décomposition
du système d’information, la notion de qualité peut être définie et analysée à deux niveaux :
1. niveau local : caractérisant la qualité en entrée et en sortie de chaque module élémentaire
de traitement ;
2. niveau global : caractérisant la qualité en sortie du système d’information.
La figure 4.1 présente ces deux visions de la notion de qualité, locale et globale, obtenues suite
à une décomposition d’un système d’information.
Le paragraphe suivant 4.1 présente la décomposition du système d’information dans ces modules
élémentaires. Ensuite, le paragraphe 4.2, présente la stratégie d’analyse de chacun de ces modules
de traitement afin de pouvoir définir et évaluer la qualité locale.
4.1 PRÉSENTATION DU SI DÉCOMPOSÉ
Selon [Caseau 07], l’architecture d’un système d’information peut s’analyser en distinguant
deux visions clefs du système d’information :
– l’architecture fonctionnelle, c’est-à-dire l’organisation des fonctions et des processus mé-
tiers qui sont supportées par le système ;
– l’architecture technique, c’est-à-dire l’organisation des modules de traitement de l’infor-
mation. Ces modules ont pour rôle d’offrir les fonctionnalités métiers aux utilisateurs.
Dans le cas des systèmes d’information complexes, implémentés dans le cadre d’une organisation
de taille importante, l’architecture fonctionnelle est la seule visible par l’utilisateur final. Ainsi,
elle « correspond à une organisation hiérarchique des échanges de flux d’objets métiers entre les
fonctionnalités métier » [Caseau 07]. Comme l’objectif de ce chapitre est de modéliser l’évolution
de la qualité à travers le système, il ne sera considéré que l’architecture technique.
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Figure 4.1: La qualité locale et globale dans un système d’information
Nous allons présenter maintenant l’approche hiérarchique de la décomposition de l’architec-
ture technique. Plus précisément, il s’agit d’un processus de décomposition descendante 1 du sys-
tème d’information. Comme déjà indiqué dans la section 1.1.3, nous sommes intéressés par des
architectures modulaires. Ainsi, par la suite, nous allons étudier la décomposition des systèmes
d’information modélisés par des diagrammes d’architecture composés de modules de traitement
élémentaires, représentés par des boîtes, des flèches ou des liens, qui représentent les interactions
entre ces modules. Une illustration de la décomposition d’un système d’information modulaire est
présentée dans la figure 4.1. Dans ce cas, le système d’information est composé de quatre modules
élémentaires de traitement.
Le module élémentaire (atomique) de traitement de l’information peut être considéré comme
une boîte noire dans le sens qu’il [Borysowich 11] :
– a des entrées et des sorties prédéfinies et fixes ;
– réalise des traitements qui sont inconnus et non-pertinents pour les autres modules ;
– a un comportement prévisible, c’est-à-dire la fonctionnalité de l’algorithme de traitement est
correctement définie et implémentée.
Ainsi, un module élémentaire de traitement de l’information peut être utilisé par les autres
modules en interactions avec lui, sans faire appel à sa structure interne. Un des avantages majeurs
d’avoir un système décomposable en modules élémentaires est la possibilité de remplacer un module
par un autre, équivalent, sans influencer le fonctionnement des autres. C’est la principale raison
pour laquelle il est préférable d’avoir des modules ayant des couplages faibles, c’est-à-dire être quasi-
indépendants. Dans ces situations, il faut seulement connaître les données/informations échangées
par les modules et leurs paramètres de fonctionnement. Cet aspect sera traité plus en détail dans
le paragraphe suivant 4.2.
Les flèches connectant deux modules de traitement d’un diagramme d’architecture sont suppo-
sées traduire l’existence d’une ou plusieurs liaisons entre ces deux modules. Comme l’objectif de
1. En anglais : « top down »
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cette thèse est l’étude de la qualité, la nature et le nombre d’échanges de données ou d’informa-
tions entre deux modules de traitement, c’est-à-dire le flux de données/informations, ne seront pas
explicitement représentés, sauf dans le cas où la nature des données ou des informations sera mise
en relation avec la définition de la qualité.
Par la suite, nous faisons l’hypothèse que l’architecture du système d’information peut être
obtenue, par exemple, de la part de l’analyste du système. Ainsi, la décomposition du système
d’information en modules élémentaires est supposée réalisée. A la fin de ce paragraphe, le problème
de mise à jour d’un système d’information est traité, soit par une mise à jour d’un ou de plusieurs
modules, soit par le remplacement d’un ou de plusieurs modules.
Comme chaque module élémentaire d’un système d’information est inter-connecté avec d’autres
modules, lors d’une mise à jour il faut respecter quelques règles :
– le nouveau module devrait accomplir les mêmes fonctions que l’ancien. Donc, une mise à jour
d’un module oblige de fournir toutes les fonctionnalités que l’ancien module était censé de
livrer. Cela n’empêche pas d’améliorer les performances de ces fonctionnalités ou d’en ajouter
de nouvelles.
– les entrées du nouveau module devrait être compatibles avec les données/informations qui lui
sont fournies par les autres modules. Ainsi, le nouveau module devrait être capable d’utiliser
les mêmes flux des données/informations que l’ancien. Une source importante d’erreurs est
l’ignorance du format de représentation de données/information. Par exemple, dans le cas de
traitement d’images, il existe des formats avec compression (jpeg, gif, etc.) ou sans compres-
sion (raw) et donc, le nouveau module devrait être compatible avec le format d’images qui
lui est fourni.
– les sorties du nouveau module devrait être adaptées aux entrées des modules les utilisant.
Comme dans le cas précédent, le nouveau module est obligé de fournir, dans le bon format,
les données/informations demandées par les autres modules avec lesquels il interagit.
Ces principes à respecter dans le processus de mise à jour sont illustrés dans la figure 4.2. En bas
de la figure 4.2, sont présentés trois modules successifs de traitements, i-1, i et i+1, faisant partie du
même système d’information 2. Leurs entrées et sorties, représentées par des figures géométriques,
sont adaptées aux autres modules. Soit la situation dans laquelle le Module i devrait être remplacé
par un autre et que l’analyste du système dispose de quatre modules implémentant la même
fonction que le Module i. En respectant les règles d’adaptation du nouveau module aux modules
avec lesquels il va interagir, seul le Module i3 pourrait être utilisé. L’utilisation des autres modules
va entraîner des problèmes de communication entre ces modules et le système d’information peut
être en danger de ne plus fonctionner correctement.
4.2 ÉVALUATION DE LA QUALITÉ LOCALE DE L’INFORMATION
Dans ce paragraphe, le processus d’analyse d’un module élémentaire de traitement est présenté
d’un point de vue de la qualité. Plus précisément, la stratégie de définition et d’évaluation de
la qualité des données et/ou de l’information en entrée ou en sortie d’un module élémentaire est
étudiée. Nous avons appelé cette qualité (cf. [Todoran 13]), qualité locale.
Dans les chapitres précédents, la notion de qualité a été définie et présentée pour plusieurs
domaines d’application. Pourtant, aucune définition formelle n’a pas été donnée. Ainsi, dans le
paragraphe suivant 4.2.1, nous proposons une définition formelle fondée sur les observations faites
lors des chapitres 2 et 3. Puis, dans le paragraphe 4.2.2, le processus d’analyse de la qualité
en sortie d’un module de traitement quelconque est défini et illustré. Dans le paragraphe 4.2.3,
nous proposons une modélisation informatique de la qualité. Celle-ci a pour objectif de rendre le
processus d’analyse de la qualité facilement applicable dans la pratique.
2. Afin de mieux visualiser les caractéristiques d’entrée et de sortie des modules, le système d’information est vu
sous la forme d’un pipeline, les modules s’imbriquant un dans l’autre
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Figure 4.2: La mise à jour d’un module de traitement de l’information
4.2.1 Formalisation du concept de qualité des données et de l’infor-
mation
Lors de l’introduction sur la définition de la qualité, paragraphe 1.4, il a été précisé que la
qualité traduit les propriétés voulues de l’entité étudiée, dans ce cas les données et les informations.
Dans le paragraphe 1.3, lors de la définition des données et de l’information, deux caractéristiques
fondamentales de celles-ci ont été identifiées : la quantité (couvrant le type et la valeur) et la
sémantique.
Les listes des dimensions de qualité proposés dans les différents types de contextes d’appli-
cation et présentées dans le chapitre 3 peuvent être considérées comme quasi-exhaustives, dans
le sens qu’elles couvrent tous les aspects des données et de l’information. Ainsi, ces listes de di-
mensions constituent une bonne base pour la construction d’une méthodologie d’évaluation de la
qualité. Comme un processus d’évaluation fait appel à des critères, nous avons choisi d’appeler les
dimensions de qualité : critères de qualité.
Cependant, en fonction des caractéristiques des données ou de l’information, seule une partie
de ces critères est applicable. En conséquence, il est nécessaire de les adapter, en ajoutant des
méta-informations, afin de les rendre plus facilement utilisables. Plus précisément, il faut utiliser
ces critères dans un cadre permettant la sélection de « bons » critères. De plus, la simple utilisation
de critères de qualité n’est pas suffisante. Il est nécessaire d’associer à chaque critère de qualité les
outils adaptés pour leur quantification, c’est-à-dire les mesures de qualité.
En poursuivant les idées énoncées ci-dessus, nous présentons une formalisation de la notion
de qualité des données ou de l’information dans la figure 4.3. Le module de traitement générique
de cette figure est supposé recevoir une information en entrée et fournir en sortie également une
information.
Observation : quand un module de traitement, faisant partie d’un système d’information est
analysé, il est suffisant d’évaluer la qualité de données/informations à sa sortie parce que la qualité
à son entrée a déjà été évaluée lors de l’étude du module précédent.
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Figure 4.3: La formalisation de la qualité de l’information
Supposons que la qualité de l’information en sortie du module de traitement est à analyser.
Cette information possède des caractéristiques dépendante du fonctionnement du module de
traitement et du contexte d’application. En fonction de ces caractéristiques seulement quelques
critères de qualité (notés Cri) seront utilisés pour décrire la qualité de l’information. Parmi les
caractéristiques de données ou d’information se retrouvent :
– le type : série temporelle, image, liste d’identités, etc. ;
– la valeur : numérique (valeurs booléennes, naturelles, réelles, dans un intervalle [a, b], etc),
chaîne de caractères, linguistique, etc. ;
– la sémantique : ce que cette information représente, la signification du message transmis.
Soit l’exemple d’un module de traitement d’images implémentant un débruitage d’images et un
autre, implémentant une segmentation d’images. Les deux modules de traitement vont fournir en
sortie une image, ayant donc le même type, mais le contenu sémantique de ces deux images sera
différent et donc, impose l’utilisation de critères de qualité différents. L’association de critères de
qualité aux caractéristiques des données et/ou de l’information est illustrée dans le cas des deux
exemples concrets aux chapitres 7 et 8.
Afin d’utiliser les critères de qualité, dans la pratique il est nécessaire d’associer à chacun
d’entre eux, des mesures de qualité (notés Mj). Ces mesures de qualité ont comme objectif la
quantification des critères de qualité en les associant des valeurs numériques ou symboliques. La
démarche classique dans le développement de mesures de qualité est de les définir dans l’intervalle
unitaire [0, 1]. Des exemples de mesures de qualité prenant de valeurs dans l’intervalle unitaire sont
les mesures de probabilité, de possibilité, d’évidence, etc.
Les valeurs numériques ne sont pas nécessairement adaptées pour tous les critères de qualité.
Ainsi, dans la plupart des cas, une représentation linguistiques des valeurs de qualité se prêtent
mieux à quantifier les critères fortement dépendants de contexte. L’explication est que ce genre
de critères est habituellement évalué par des experts, qui utilisent dans le processus d’évaluation
des termes exprimés en langage naturel. Bien sûr, même si l’évaluation de ces critères est faite en
utilisant le langage naturel, afin de pouvoir l’incorporer dans les futurs traitements, il est nécessaire
de la « numériser ». Un outil adapté à ce genre de problème est la théorie des ensembles flous. Dans
cette théorie toute évaluation linguistique est numériquement quantifiable à l’aide d’une mesure
floue [Ehikioya 99]. La cohabitation de plusieurs mesures de qualité définies dans des théories
mathématiques différentes peut générer des problèmes d’interprétation. À cause de cela, le modèle
mathématique le mieux adapté pour définir et construire des mesures de qualité est la théorie de
l’information généralisée. Dans cette théorie, il coexistent des mesures de probabilité, d’évidence,
de possibilité, floues, etc. Une description plus détaillée de cette théorie se retrouve dans l’annexe
A.
Soit l’exemple d’un module de traitement réalisant l’estimation de la position d’un aéronef et
délivrant cette information directement à l’utilisateur. En sortie du module la valeur de l’informa-
tion sera composée de trois nombres réels correspondant aux trois dimensions spatiales (x, y, z).
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La qualité de cette information sera évaluée par les critères suivants avec leurs mesures de qualité
spécifiques :
– La précision : mesurée par une déviation standard pour chaque dimension spatiale ;
– L’obsolescence : le temps écoulé entre la prise de mesures et le moment de la présentation
de l’information à l’utilisateur.
Dans le cas où l’utilisateur a besoin d’autres informations complémentaires de la position de
l’aéronef, par exemple son identité ou sa vitesse, des critères de qualité additionnels sont nécessaires.
Dans ce cas, il s’agit d’une information finale composée de multiples informations élémentaires. Un
critère de qualité adapté pour ce genre de situations est la complétude, indiquant la présence de
toutes les informations élémentaires.
4.2.2 Processus d’analyse de l’information en sortie d’un module
Dans la figure 4.4 est présenté, sous la forme d’un diagramme de flux, le processus d’analyse
de l’information 3 en sortie d’un module de traitement. Pour cela, nous allons utilisé la définition
formelle de la notion de qualité comme fil directeur pour le développement du processus. Ci-dessous,
chaque étape de ce processus est décrite :
1) La première étape du processus est l’identification des caractéristiques (opération idCaracté-
ristiques) de l’élément d’information étudié, El_Information.
2) La deuxième étape est d’associer à chaque caractéristique de l’information un ou plusieurs
critères de qualité. Ainsi, tant qu’il reste de caractéristiques à quantifier (représenté par la
boucle caract_à_quantifier), deux actions sont possibles :
2a) La première concerne le cas où la caractéristique courante peut être quantifiée (branche
quantifiable) par un ou plusieurs critères de qualité et dans ce cas, l’opération trouve-
Critère(s) est lancée.
2b) La deuxième représente la situation quand la caractéristique de la qualité ne peut pas
être quantifiée (branche pas quantifiable), c’est-à-dire il n’y existe pas un correspondant
dans la liste des critères disponibles. Dans ce cas, la seule solution est de demander à
un expert ou à l’utilisateur de réaliser l’évaluation.
3) Une fois les critères de qualité sélectionnés, dans la troisième étape il est nécessaire de leur
associer des mesures de qualité, comme indiqué dans la figure 4.3. Deux situations peuvent
être identifiées :
3a) Dans la première (branche mesurable), le critère de qualité est associé à une ou plusieurs
mesures de qualité et dans ce cas l’opération trouveMesure est lancée. Ensuite, chacune
des mesures est reliée à une certaine métrique indiquant l’unité et l’échelle de mesure
(données par l’opération associeMétrique).
3b) Dans la deuxième situation (branche non-mesurable) le critère de qualité n’a pas une
mesure de qualité associée. La procédure, dans ce cas, est de faire appel à une évaluation
extérieure (opération évalExt) en appelant un expert. En même temps, comme il s’agit
d’une caractéristique de l’information qui est quantifiable, il est nécessaire d’ajouter une
mesure de qualité (opération ajoutMesure). Celle-ci pourrait être donnée par l’expert,
sous la forme d’une formule mathématique ou sous la forme d’une évaluation générale :
la caractéristique X de l’information en sortie du module courant est valeurX .
La sous-étape 3b) décrit tous les critères de qualité pour lesquels il n’existe pas de mesures
de qualité exprimées sous la forme de formules mathématiques. Il s’agit surtout des critères de
qualité subjectifs. Ainsi, il est intéressant de donner un exemple afin d’illustrer le processus de
quantification d’un tel critère.
3. Par la suite de cette section, comme la discussion sur l’évaluation de la qualité locale est identique pour le cas
des données et de l’information, par simplicité de présentation que le terme information sera utilisé pour représenter
la notion de données et de l’information.
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Figure 4.4: Le processus d’évaluation de la qualité de l’information
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Exemple 1 : Soit une source d’information quelconque et le critère de qualité l’objectivité.
Trouver une mesure pour ce critère est très difficile et même impossible sans avoir de connaissances
a priori - par exemple si cette source d’information est étudiée sur une longue durée de temps, il
est possible de développer une mesure statistique. Cependant, l’objectivité de cette source pourrait
être évaluée par un expert du domaine qui l’a utilisée auparavant. Dans ce cas, son évaluation, par
exemple sous une forme peu objective, peut être considérée comme généralement valable pour ce
critère.
Comme les données sont différentes de l’information au niveau sémantique, la qualité de ces
deux entités est également différente. Cette différence se traduit par un changement de définition
des critères de qualité et donc, implicitement, par le besoin d’utilisation de mesures de qualité
différentes. En conséquence, il est nécessaire d’utiliser pour chaque sens d’un même critère de qua-
lité, une mesure de qualité différente. Soit l’exemple du critère de qualité la complétude. Lorsque
ce critère est utilisé pour évaluer la qualité des données il exprime le degré de présence de toutes
les valeurs. En même temps, lorsqu’il est employé dans l’évaluation de la qualité de l’information,
la complétude exprime la présence de tous les éléments informatifs (et pas les autres) qui sont
nécessaire à l’utilisateur dans le processus de prise de décisions. Ainsi, dans ce dernier cas, la com-
plétude est définie par rapport aux besoins de l’utilisateur. Cet exemple concernant la complétude
de l’information est illustré à la figure 1.9.
Par la suite, afin de montrer l’influence de la sémantique sur la qualité, nous proposons une
classification des critères de qualité présentés dans le chapitre 3, en critères adaptés pour la qualité
des données (tableau 4.1) et en critères adaptés pour la qualité de l’information (tableau 4.2). De
plus, pour chacun de ces critères seront proposés des exemples de mesures possibles de qualité.
Même si non exhaustive, la liste du tableau 4.1 contient les principaux critères de qualité qui
peuvent caractériser les données. Comme le domaine de management des systèmes d’information
met l’accent principalement sur les données extraites des bases de données, la grande majorité des
critères du tableau 4.1 est issue du modèle de Wang et Strong, voir le paragraphe 3.3.1. Dans la
deuxième colonne de ce tableau, pour chaque critère de qualité sont présentées quelques exemples
de mesures de qualité. Celles-ci sont principalement issues du chapitre 2, traitant de la qualité des
données. Néanmoins, il existe des critères de qualité qui n’ont pas de mesures numériques, exprimées
par des formules mathématiques. Dans ce cas, il est nécessaire de faire appel aux évaluations faites
par des experts ou, si un expert n’est pas disponible, de demander aux utilisateurs de donner leur
avis.
Dans la troisième colonne du tableau 4.1 est illustrée l’applicabilité de ces critères de qualité
dans le cas de deux types différents de données : des données issues de capteurs et des données
non-structurées. Le premier type de données concerne les données collectées par divers types de
capteurs : électrique, infrarouge, électro-optiques, mécanique, acoustique, radar, sonar, vidéo, etc.
Ce type de données a comme caractéristique principale un format et une structure bien définis,
représentés par des valeurs numériques issues du processus de prise de mesures. Le deuxième
type de données consiste de données semi ou non-structurées. Cette catégorie de données sont
principalement issues de rapports d’experts, du Web (par exemple en format XML qui est semi-
structuré), etc. Par rapport à l’autre type de données, celles-ci ont comme caractéristique principale
la coexistence de valeurs numériques et symboliques avec des symboles, images, graphiques et
d’autres objets (comme par exemple des équations mathématiques). De plus, tous ces objets se
retrouvent dans un format ad-hoc. Ainsi, le critère de qualité, précision, qui est applicable pour
les valeurs numériques, est mieux adapté aux données issues de capteurs. Cependant, le critère
de qualité, objectivité est adapté et très important pour les données issues de sources humaines
qui sont sujets des biais à cause de leur subjectivité. Ce critère est applicable pour les données
non-structurées.
Comme dans le cas de l’étude de la qualité des données, le tableau 4.2 contient les princi-
paux critères de qualité qui peuvent être définis afin de caractériser l’information. Si dans le cas
des critères de qualité de données, le modèle de Wang et Strong est le mieux adapté, dans ce
cas, nous avons choisi le modèle de Rogova et Bossé adapté aux systèmes de fusion d’informa-
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Critère de qualité Mesures de qualité
Type de données :
♦ Issues de capteurs
♥ Non-structurées
Précision Déviation standard ♦
Confidence Standards, évaluation utilisateur/expert ♦ ♥
Objectivité Évaluation utilisateur/expert ♥
Pertinence Évaluation utilisateur/expert ♦ ♥
Obsolescence Fréquence de rafraîchissement ♦ ♥
Complétude Proportion de valeurs manquantes, ♦ ♥complétude de la population
Quantité No. d’attributs, no. d’entités, ♦ ♥volume (bits)
Interprétation Évaluation utilisateur/expert ♥
Consistance Par rapport au type du format, ♦ ♥redondances
Accessibilité Temps d’accès, taux de défaillances, ♦ ♥temps de remise en état
Sécurité Niveau de sécurité ♦ ♥
Table 4.1: Critères de qualité pour les données en association avec exemples de mesures de qualité
tion (voir le paragraphe 3.5.2.2). Dans la seconde colonne de ce tableau, pour chaque critère de
qualité sont proposés des exemples de mesures possibles de qualité. Par rapport aux critères de
qualité pour les données, dans le cas de l’évaluation de l’information, les critères de qualité ont un
caractère fortement dépendant du contexte d’application et de l’utilisateur. Ainsi, les mesures de
qualité doivent être définies en concordance avec les attentes et les besoins de l’utilisateur dans
le contexte considéré. Afin de montrer l’applicabilité de ces critères dans des situations concrètes,
deux types/formats d’informations sont considérées. Dans le premier, les informations sont pré-
sentées sous la forme d’un rapport (par exemple décrivant la situation ukrainienne) et dans le
deuxième, le système d’information fournit une liste d’informations élémentaires, c’est-à-dire une
énumération d’informations élémentaires (par exemple l’ensemble des objets identifiés dans un cer-
tain périmètre). La présentation des informations sous la forme d’un rapport permet de fournir à
l’utilisateur, en plus des informations élémentaires, d’autres informations comme les interactions
entre celles-ci ou encore une prévision sur l’évolution possible de la situation actuelle. En consé-
quence, pour ce type d’information il est nécessaire d’évaluer la facilité de compréhension et son
objectivité, parce que dans la plupart des cas, des sources humaines (des experts) sont utilisées
dans la constitution de rapports.
Suite à cette analyse concernant les critères et les mesures de qualité, pour les données et pour
l’information, nous pouvons conclure que la quantification d’un critère de qualité peut se faire en
employant une ou plusieurs mesures de qualité. Ainsi, par exemple, pour l’évaluation de la qualité
d’une entité multidimensionnelle, le critère précision devrait être mesuré pour chaque dimension.
De plus, en fonction de ce qui est disponible, il est possible d’utiliser des mesures incommensurables
pour le même critère :
– une mesure probabiliste, s’il existe des connaissances sur les probabilités a priori et/ou si des
informations statistiques sont disponibles ;
– une mesure floue, si l’évaluation de critères de qualité fait appel à des experts.
4.2.3 Modélisation informatique de la qualité
À partir de la formalisation de la définition de la qualité, figure 4.3, une solution informatique
peut être proposée afin de facilité son implémentation dans la pratique. Ainsi, la qualité peut se
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Véridicité Degré de validité ♣ ♠
Confiance Standards, évaluation utilisateur/expert ♣ ♠
Objectivité Évaluation utilisateur/expert ♣
Réputation Éval. utilisateur/expert, fondée sur les préférences ♣ ♠personnelles et sur l’expérience professionnelle
Pertinence Degré d’applicabilité et d’utilité pour ♣ ♠la tâche courante
Obsolescence Degré avec lequel la fraîcheur de l’information ♣ ♠est appropriée à l’utilisation
Complétude Degré avec lequel tous les éléments ♣ ♠d’information sont présents
Compréhension Évaluation utilisateur/expert ♣
Intégrité Degré avec lequel l’information est consistante ♣ ♠
Table 4.2: Critères de qualité pour les données en association avec exemples de mesures de qualité
modéliser sous la forme d’un diagramme de classe UML 4 [Todoran 14a].
Une telle modélisation est illustrée dans la figure 4.5. Comme dans la description formelle
de la qualité de l’information, le diagramme de classe UML part de l’élément des données ou
de l’information à analyser, modélisé par la classe El_Info. Chaque élément d’information est
décrit par une ou plusieurs caractéristiques, composant une liste de caractéristiques, listeCar.
La modélisation des caractéristiques de l’information est réalisée en utilisant une nouvelle classe
Caractéristique. Parmi les attributs de cette classe, se trouve le type de valeur de l’information
(par exemple un réel, une chaîne de caractères, etc.) et la description de l’information, c’est-à-dire
la signification de l’information. Par exemple, l’information en sortie d’un module peut représenter
l’identité d’une entité (la description de l’information). Dans ce cas, la valeur de cette information
est le nom de l’entité (par exemple « Airbus A380 ») et son type est une chaîne de caractères.
Comme déjà mentionné dans la section 4.2.2 et dans la figure 4.4, il est nécessaire d’indiquer si cette
caractéristique est quantifiable ou pas. Cela est représentée par la méthode de classe estMesurable()
retournant une valeur booléenne. Cette valeur indique, pour chacune de ces caractéristiques, si un
processus de mesure peut être mis en place, c’est-à-dire elle indique les caractéristiques qui peuvent
être évaluées.
Avec l’élément d’information caractérisé, la prochaine étape est de lui associer sa qualité, re-
présentée par la classe QualitéInfo. Cette classe est composée d’une liste non-vide de critères de
qualité, listeCritères. La modélisation d’un critère de qualité est réalisée par une classe, Critère-
Qual. Cette classe contient deux attributs, le nom et la catégorie. L’attribut nom indique le nom
du critère utilisé et l’attribut catégorie indique s’il s’agit d’un critère de qualité pour les données ou
pour l’information. Toujours à ce niveau, si besoin, un nouveau critère de qualité peut être ajouté
en appelant la méthode de classe ajoutNouveauCritère(). Chaque critère de qualité est composé
d’un ou de plusieurs mesures de qualité, représentées par la classe MesureQual. Chaque instance
de cette classe, donc chaque mesure de qualité, a comme attribut la valeur prise par cette mesure,
le type de mesure (par exemple probabiliste, floue, possibiliste, etc.) et une description présentant
la façon de calcul de cette mesure.
De plus, une métrique est associée pour chaque mesure de qualité. La classe Métrique a comme
attributs l’unité et l’échelle de la mesure de qualité.
Dans le diagramme de classes UML, il est également représenté le contexte d’application du
module de traitement, sous la forme d’une classe qui a pour rôle de décrire le fonctionnement du
4. Unified Modeling Language (UML) http://www.uml.org/ est un outil de modélisation graphique orienté objet.
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module de traitement et donc, il influence :
– la détermination des caractéristiques de l’information. Celle-ci est dépendante de la classe Ca-
ractéristique du contexte car la description et la signification de l’information est directement
dépendante du contexte d’application du module ;
– la sélection de critères de qualité (dépendance de la classe CritèreQual du contexte) : en
fonction du besoin de l’application courante seulement un sous-ensemble de critères sont
utiles ;
– le choix des mesures de qualité (dépendance de la classeMesureQual du contexte) : en fonction
du contexte d’application, certaines mesures peuvent être préférables aux autres. C’est le cas
de l’exemple 2, dans lequel plusieurs mesures d’entropie sont disponibles.
Avant de conclure ce paragraphe, un exemple est considéré afin d’illustrer l’utilité de cette
modélisation informatique.
Exemple 2 : Soit le cas d’un module de traitement implémentant l’identification d’un ob-
jet parmi un ensemble de N possibles. Habituellement, l’algorithme de discrimination entre les
différents identités associe à chaque identité un score de probabilité 5 (le cas d’un algorithme pro-
babiliste) :
Pri → Idi (∀) Idi 0 < i ≤ N (4.1)
Supposons qu’à sa sortie il fournit l’identité ayant le plus élevée niveau de probabilité :
Idfinale = {Idj |Prj ≥ Pri, (∀)Pri 0 < i ≤ N} (4.2)
Cette description du fonctionnement du module correspond au contexte d’application du mo-
dule. L’identité de l’objet représente l’information en sortie du module. Supposons que le critère
de qualité pour cette information est le degré de confiance. Le contexte d’application du module,
chaque identité associée à une probabilité, indique d’utiliser une mesure de qualité exploitant ces
informations. Une solution est la mesure d’entropie (le type de mesure) : plus l’entropie est faible,
plus la discrimination entre les identités est forte et donc la confiance est plus élevée. Dans la lit-
térature il existe plusieurs formules de calcul pour l’entropie, développées sous différentes théories
mathématiques, voir l’annexe A.8. Ainsi, une description de cette mesure de qualité peut être :





Cette métrique, l’entropie de Shannon, prend des valeurs dans l’intervalle [0, log2(N)] et donc
une possible transformation pour obtenir le degré de confiance, exprimé dans l’intervalle unitaire
[0, 1] est :
Confiance = 1− Slog2(N)
(4.4)
4.3 CONCLUSION
Dans ce chapitre, le système d’information a été décomposé afin d’avoir accès à ses modules
élémentaires de traitement de l’information. Suite à cette décomposition, nous avons défini deux
visions différentes de la notion de qualité : la qualité locale, caractérisant la qualité des données
ou de l’information en entrée et en sortie de chaque module, et la qualité globale, caractérisant
la qualité du système entier.
5. ou de possibilité (le cas d’un algorithme possibiliste) ou encore de croyance (le cas d’un algorithme implémenté
dans le cadre de la théorie de Dempster-Shafer)
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Comme les définitions habituelles de la qualité des données et de l’information ne fournissent
pas d’indications sur l’utilisation dans un cas concret, nous avons proposé un nouveau processus
de définition et d’évaluation de la qualité en sortie d’un module de traitement quelconque, c’est-
à-dire la qualité locale. Pour cela, nous avons proposé, dans un premier temps, une définition
formelle de la qualité des données et de l’information. Ainsi, nous avons réalisé la connexion entre
les caractéristiques des données et de l’information et les critères de qualité adaptés pour les
quantifier.
Dans un deuxième temps, grâce à cette définition formelle de la qualité, nous avons proposé un
processus d’évaluation de la qualité des données et de l’information en sortie d’un module, sous
la forme d’un diagramme de flux. Ce processus, intuitif et facile à comprendre, permet d’illustrer
le raisonnement pour le choix de bons critères de qualité, par rapport aux caractéristiques des
données et de l’information, et leur quantification, à l’aide des mesures de qualité.
De nos jours, le paradigme le plus utilisé dans la conception de systèmes d’information est celui
orienté-objet. Ainsi, nous avons choisi d’utiliser la définition formelle de la qualité et le processus
d’évaluation de la qualité afin de modéliser sous la forme d’un diagramme de classes UML, un
processus de définition et de modélisation de la qualité des données et de l’information. Cet outil
permettra de facilement implémenter dans la pratique le modèle de qualité adapté, sous une forme
informatique.
Bien sûr, l’évaluation de la qualité locale n’est utile que pour l’analyse du module de traitement.
Notre objectif est de pouvoir évaluer la qualité du système d’information entier. Ainsi, dans les




5 Modélisation de l’influenced’un module de traitementsur la qualité de
l’information
Dans ce chapitre, nous analysons la possibilité de modéliser l’influence du module de traitement
sur la qualité de l’information en sortie. Plus précisément, la modélisation d’un module de traite-
ment est étudiée par une « fonction » permettant de relier les qualités de l’information à l’entrée
et à la sortie du module. L’intérêt étant de modéliser l’influence du module sur la qualité, seuls
les échanges en terme de qualité seront représentés et analysés. Par conséquent, le flux de données
et d’informations à travers le système d’information ne sera pas étudié. Néanmoins, lorsque les
valeurs de l’information devront être prises en comptes, elles seront explicitement représentées.
Avant de commencer l’étude sur la transformation de la qualité à travers un module de trai-
tement, il est précisé que pour des raisons de simplicité de l’exposé, seul le terme information
sera utilisé. Ainsi, toute discussion portant sur la qualité de l’information est généralisable à celle
portant sur la qualité des données. De plus, comme précisé dans le paragraphe 4.2, il est supposé
que tous les modules de traitement sont accessibles à l’étude, c’est-à-dire que les connaissances sur
les entrées, les sorties et le fonctionnement du module sont supposées connues.
Dans le paragraphe 5.1 nous introduisons un outil innovant sous la forme d’une fonction ma-
thématique, permettant de modéliser l’influence d’un module de traitement sur la qualité. Ensuite,
dans les paragraphes 5.2 et 5.3, nous présentons deux façons de calculer cette fonction : analytique
et non-analytique.
5.1 FONCTION DE TRANSFERT DE QUALITÉ
Sous ces hypothèses, la figure 5.1 présente un module de traitement élémentaire d’un système
d’information. À son entrée, le module reçoit l’information Iin et à sa sortie il fournit l’information
Iout. En parallèle avec le flux d’informations, le flux de qualité est également représenté. Le para-
graphe 4.2.2 présente le processus d’évaluation de la qualité locale. Ce processus permet d’évaluer
la qualité de l’information en entrée du module, Qin et la qualité en sortie du module, Qout. Chaque
fois que la qualité de l’information en entrée du module change, la qualité en sortie du module
change aussi. Malheureusement, le processus d’évaluation de la qualité locale demande beaucoup
de temps et donc, il n’est pas réaliste de l’utiliser chaque fois qu’un changement de qualité inter-
vient. Ainsi, il est préférable de développer un outil permettant de mettre à jour automatiquement
la qualité en sortie du modèle une fois qu’un changement de qualité en entrée a été détecté.
Dans le domaine du traitement du signal, il est possible de déterminer le signal so(t) en sortie
d’un filtre. Le signal so(t) est déterminé par le résultat de la convolution entre le signal en entrée
du filtre, si(t) et la fonction de transfert du filtre, h(t) : so(t) = si(t) ∗ h(t). Ainsi, il n’est pas
nécessaire d’utiliser une sonde pour déterminer le signal à chaque endroit du système, il suffit de
connaître le signal en entrée du système et ensuite, en utilisant les fonctions de transfert de filtres,
le signal peut être directement calculé à chaque instant.
Pour pouvoir réaliser une évaluation automatique de la qualité en sortie d’un module, dans
[Todoran 13] nous avons introduit une fonction Qf qui a pour rôle de caractériser l’influence sur la
qualité du module de traitement. Cette fonction est appelée : fonction de transfert de qualité,
en analogie avec la fonction de transfert du domaine du traitement du signal, figure 5.1.
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Figure 5.1: La fonction de transfert de qualité d’un module de traitement
L’estimation de la confiance d’une information en sortie d’un module par rapport à son entrée
est un problème classique qui a été étudié en profondeur dans le cadre de systèmes de contrôle
[Srivastava 83]. Dans ce cas d’application, le critère de qualité nommé confiance décrit complète-
ment la qualité en entrée, Cin et la qualité en sortie Cout. Afin de pouvoir estimer la confiance à
sa sortie, [Srivastava 85] a modélisé le module de contrôle à l’aide des paramètres suivants :
– Pw qui décrit la probabilité du module de contrôle en état de fonctionnement ;
– Pc qui décrit la probabilité du module de contrôle de prendre une décision correcte sachant
que l’information à son entrée est correcte ;
– Pe qui décrit la probabilité du module de contrôle de prendre une décision correcte sachant
que l’information en entrée est incorrecte, c’est-à-dire le degré de détection et de correction
d’erreur.
Ainsi, le module de contrôle est caractérisé par un modèle probabiliste. De plus, si les confiances
en entrée et en sortie du module sont définies dans un cadre probabiliste, l’expression analytique
de la confiance en sortie du module de contrôle est donnée par [Srivastava 85] :
Cout = Cin [1− Pw + Pw(Pc − Pe)] + PwPe (5.1)
L’équation 5.1 est un exemple de fonction de transfert de la qualité reliant la qualité en en-
trée du module, Cin et celle en sortie du module, Cout. Malheureusement, le modèle du domaine
de système de contrôle prend en compte une seule dimension de la qualité de l’information, la
confiance. Cependant, dans les chapitres précédents, nous avons montré que la qualité est une
notion multidimensionnelle.
Avant de rentrer plus en détail sur la définition et le développement des fonctions de transfert
de qualité, nous présentons une discussion sur l’influence des caractéristiques de l’information en
entrée du module, Iin sur la qualité de l’information en sortie, Qout. Sous l’hypothèse que le système
opère dans un environnement complexe et dynamique, il est évident que les caractéristiques de
l’information en entrée de chaque module de traitement évoluent dans le temps. En conséquence
de cette évolution, la qualité de l’information évolue également puisqu’elle est directement définie en
lien avec les caractéristiques de l’information, cf. paragraphe 1.4. En même temps, un changement
de l’information en entrée du module de traitement n’implique pas obligatoirement un changement
de l’information en sortie du module. Tout dépend du module de traitement de l’information.
Cependant, même si la valeur de l’information reste identique, sa qualité peut changer. Soit, le cas
d’un module réalisant une classification et la situation dans laquelle le niveau de bruit diminue
(pour visualisation la figure 5.2 pourrait être utile). Les conséquences de cette diminution de bruit
sont que la qualité en entrée du module s’améliore, les entités qui ont été correctement classifiées
vont continuer à l’être (donc la même valeur pour l’information en sortie du module), mais la
qualité de l’information en sortie est meilleure. C’est-à-dire la confiance (le critère de qualité) dans
le fonctionnement du module augmente.
Suite à cette discussion, la fonction de transfert de qualité Qf doit être définie par rapport à
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l’information et la qualité de information en entrée du module :
Qout = Qf (Iin, Qin) (5.2)
La notion de qualité est par sa nature multidimensionnelle et donc, en conséquence, la fonction
de transfert de qualité Qf le sera également. Afin d’illustrer le comportement de cette fonction, il
a été choisi l’exemple d’un module de traitement implémentant une classification d’une signature
radar (cet exemple sera analysé en profondeur dans le chapitre 7). Ce module reçoit en entrée des
données radar et fournit en sortie une information sur l’identité de la cible. Dans ce cas, nous sup-
posons que le processus d’évaluation de la qualité locale caractérise la qualité des données en entrée
par les critères de qualité : {CrPrécision, CrObsolescence, CrQuantité} et la qualité de l’information en
sortie du module par les critères de qualité {CrConfiance, CrObsolescence}. Une partie de ces critères,
CrObsolescence, exprime les mêmes caractéristiques pour les données et l’information en entrée et
en sortie du module, mais avec un sens différent, tandis que les autres caractéristiques qui ont été
utilisés à l’entrée ne sont plus en sortie, CrQuantité. De plus, en fonction des caractéristiques de
l’information à qualifier, ces critères peuvent être évalués par différentes mesures de qualité, µjCr
qui représente la j-ème mesure de qualité employée pour le critère de qualité Cr. L’équation (5.3)
illustre cet exemple et le rôle de la fonction de transfert de qualité de mappage d’une instance de




 Qf−−→ Qout = ( CrConfianceCrObsolescence
)
(5.3)
En conséquence, la fonction de transfert de qualité est définie sur l’espace de critères de qualité
en entrée du module et renvoie des valeurs dans l’espace de critères de qualité en sortie du module :
Qf : QualCritèresEntrée → QualCritèresSortie (5.4)
Ainsi, afin d’obtenir la fonction de transfert de qualité pour un module de traitement, une
analyse en deux étapes est nécessaire :
1. établir les relations entre les critères de qualité en entrée du module et celle en sortie ;
2. déduire la fonction de transfert de la qualité.
De plus, pour que la fonction de transfert de qualité soit déterminée il faut avoir une connais-
sance parfaite du module de traitement. Cette connaissance doit s’exprimer, dans un premier temps,
par les critères de qualité utilisés en entrée et en sortie du module de traitement. L’utilisation des
vecteurs binaires prenant des valeurs unitaires pour chaque critère utilisé et des valeurs nulles
pour chaque critère inutilisé est un exemple de représentation de la connaissance sur les critères de
qualité. En reprenant l’exemple représenté par l’équation (5.3) et sous l’hypothèse que les critères
de qualité en entrée sont pris du tableau 4.1 et que ceux en sortie proviennent du tableau 4.2, la
représentation vectorielle de l’équation (5.5) est donnée par :{
Qin = [1 0 0 0 1 0 1 0 0 0 0]
Qout = [0 1 0 0 0 1 0 0 0]
}
(5.5)
Dans un deuxième temps, il faut avoir une connaissance sur le fonctionnement du module de
traitement : la fonction réalisée, les paramètres internes, etc. (comme dans le cas de l’exemple du
module de contrôle, l’équation 5.1).
Maintenant, la stratégie de développement de la fonction de transfert de la qualité d’un module
de traitement quelconque est présentée. Parfois, il se peut que ce module ait un comportement
simple et qu’une connaissance parfaite pour sa caractérisation soit disponible. Dans ce cas, il est
possible d’arriver à une expression analytique de la fonction de transfert de qualité. Dans d’autres
cas, le module de traitement a un comportement complexe ou partiellement connu, difficilement
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exprimable par des formules mathématiques simples. Dans ce type de situations, l’évaluation de la
qualité de l’information nécessite l’utilisation d’un nombre important de critères de qualité avec de
possibles dépendances entre eux. Dans ce genre de situation, il est préférable de viser une méthode
non-analytique d’estimation de la fonction de transfert de qualité.
Avant de commencer la présentation de ces deux techniques de développement de la fonction de
transfert de qualité, l’hypothèse de départ est rappelée : les modules de traitement sont accessibles
à l’étude, c’est-à-dire les entrées, les sorties et le fonctionnement générale du module sont supposés
connus.
5.2 ÉVALUATION ANALYTIQUE DE LA FONCTION DE TRANSFERT
DE QUALITÉ
Dans ce cas, la connaissance sur les critères de qualité utilisés en entrée et en sortie du module
de traitement est supposée connue, car ceux-ci ont été analysés et déterminés lors de l’étape
d’évaluation de la qualité locale du système d’information. Pourtant, il n’y a pas une relation entre
les valeurs prise par les critères de qualité en entrée et les valeurs de critères de qualité en sortie
du module de traitement. Il est rappelé que les valeurs de critères sont données par des mesures
de qualité.
Afin d’illustrer la détermination analytique de la fonction de transfert de qualité, prenons un
exemple simple d’un module de traitement implémentant une classification bayésienne en deux
classes. Ce problème de classification peut également être vue comme un problème de détection
indiquant la présence ou l’absence d’un signal.
Notons chaque observation à classifier par X et supposons qu’elle soit donnée par la relation
suivante :
X = S +N (5.6)
Dans cette dernière équation, S représente le signal utile (à détecter) qui, pour la simplicité de
l’exemple, peut prendre les valeurs 0 ou A et N est un bruit blanc gaussien additif de moyenne
nulle et variance unitaire. Ainsi, ce problème peut se formuler sous la forme d’un test binaire
d’hypothèses :
Hypothèse H1 : présence signal : X = A+N
Hypothèse H0 : absence signal : X = N
(5.7)
Suite à l’équation 5.6, l’observation à classifier, X est une variable aléatoire gaussienne. Comme
toute variable aléatoire, elle est complètement caractérisée par sa densité de probabilité fX|Hi(x),
conditionnée par l’hypothèse Hi, i = 0, 1. La théorie Bayésienne utilise comme critère de test








Ainsi, si le rapport de plausibilité, Λ(X) est inférieure au seuil η l’hypothèse H0 est validée
(signal absent) et dans le cas contraire, Λ(X) > η l’hypothèse H1 est validée (signal détecté).
Toujours dans le cadre de la théorie bayésienne, la valeur du seuil fait appel aux probabilités a
priori, d’absence du signal, P0 et de sa présence, P1 et elle est déterminée suite à la minimisation
du coût de prise de décisions sous les deux hypothèses [Van Trees 68] :
η = P0(C10 − C00)
P1(C01 − C11) (5.9)
Dans cette dernière équation, Cij représente le coût de prendre une décision en faveur de
l’hypothèse i dans la situation quand j est la vraie, (i, j) = {0, 1} × {0, 1}.
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Figure 5.2: Exemple d’évaluation analytique de la fonction de transfert de qualité










Ce problème de classification est illustré dans la figure 5.2. La classification de l’entrée est faite
en comparant l’observation au seuil η : si la valeur est inférieure à ce seuil, l’observation appartient
à la classe 0 (aucun signal détecté), sinon l’observation appartient à la classe 1 (signal détecté).
Dans le cas de cet exemple, la qualité en entrée du module de traitement est donnée par le critère
de qualité la précision, mesurée par le niveau du rapport signal sur bruit, SNR 1. La qualité en
sortie du module de traitement est donnée la confiance de la détection, mesurée par la probabilité
de bonne détection (ou par son inverse la probabilité d’erreur). La probabilité de bonne détection
a, dans ce cas simple, la formule analytique suivante [Bisdikian 07] :










dans cette équation Φ représente la distribution cumulative d’une variable aléatoire gaussienne












Le rapport ψ = A2σ2 est une mesure du rapport signal sur bruit et donc l’équation (5.11) peut
encore s’écrire sous la forme suivante :










En conclusion, dans le cas de ce module une formule analytique de calcul de la qualité en sortie
du module de traitement peut être déterminée en fonction de sa qualité en entrée (le rapport signal
sur bruit) et en ayant une connaissance du comportement et du fonctionnement de ce module :
1. De l’anglais « Signal-to-Noise Ratio »
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– il s’agit d’un détecteur bayésien ;
– la valeur du seuil η, qui est un paramètre interne du module.
Cet exemple présente une fonction de transfert de qualité unidimensionnelle, reliant la précision
d’observations à la confiance de la détection. dans le cas multidimensionnel, l’expression générale








Dans l’équation 5.14, les valeurs des critères de qualité en sortie du module sont exprimées
en fonction des valeurs des critères de qualité en entrée du module et de la valeur prise par
l’information en entrée du module. Cette dernière dépendance, de la quantité de l’information,
doit nécessairement être prise en compte parce que le fonctionnement du module de traitement est
dépendant d’elle et donc la qualité le sera également.
5.3 ÉVALUATION NON-ANALYTIQUE DE LA FONCTION DE TRANS-
FERT DE QUALITÉ
Il y a des cas où il est impossible d’exprimer la fonction de transfert de qualité sous une forme
analytique. C’est la situation où la qualité en entrée et en sortie du module de traitement s’exprime
par un nombre important de critères de qualité, avec des dépendances non-évidentes entre eux.
Une autre situation est quand nous avons une connaissance partielle du comportement et/ou du
fonctionnement du module de traitement. Cette dernière situation se rencontre lorsque le module
de traitement est complexe d’un point de vue des traitements numériques (exemple : un réseau de
neurones) ou quand il n’est pas possible d’avoir accès à l’intérieur du module de traitement pour
voir les paramètres de fonctionnement, la façon dont il a été développé, etc. Dans ce dernier cas,
le module de traitement est vu plus ou moins comme une boîte noire offrant accès seulement aux
entrées et aux sorties de ce module. Dans tous les cas, nous faisons la supposition qu’au moins la
connaissance des caractéristiques des entrées et des sorties du module et le comportement générale
de fonctionnement du module peuvent être obtenus. En utilisant ces connaissances, incomplètes,
le comportement vis-à-vis de l’influence du module sur la qualité peut alors être analysé en faisant
varier le couple d’entrée l’information et la qualité de l’information, −→Q in, Iin et en observant (me-
surant) la qualité correspondante en sa sortie. Cette stratégie d’analyse du module de traitement
permet d’obtenir des couples de qualité de type −→Q in,−→Qout pour chaque module du système d’in-
formations. Par la suite, ces couples vont permettre de déterminer des relations entre la qualité en
entrée du module et la qualité en sortie du module en utilisant des méthodes statistiques comme
par exemple la régression linéaire ou non-linéaire.
Maintenant, un exemple d’estimation de la fonction de transfert de qualité Qf sera présenté, en
faisant appel à cette méthode non-analytique, c’est-à-dire en mesurant les paires −→Q in,−→Qout. Pour
la simplicité de l’exposition, un cas unidimensionnel d’évaluation de la qualité sera considéré, en
prenant le même exemple que celui du cas d’évaluation analytique de la Qf , paragraphe 5.2. Dans
ce cas, il est supposé que la connaissance sur le module de traitement est :
– le fonctionnement générique du module : il s’agit d’un détecteur bayésien ;
– le signal en entrée du module de traitement est unidimensionnel et susceptible d’être affecté
par un bruit blanc gaussien additif de moyenne nulle ;
– la sortie du module est la classe estimée du signal (présence ou absence).
Sans avoir la connaissance de la valeur du seuil η, paramètre interne du module de traitement,
la détermination analytique de la fonction de transfert de qualité Qf n’est pas possible (équation
(5.13)). Comme dans le cas traité dans le paragraphe 5.2, la valeur de la qualité en entrée est
représentée par le niveau du rapport signal sur bruit, ψ et la qualité en sortie par la probabilité de
bonne détection, Pd.
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Figure 5.3: L’évaluation non-analytique de la fonction de transfert de qualité
L’évaluation de la qualité en sortie a été réalisée par une simulation Monte-Carlo consistant
dans la génération de 10000 échantillons pris à partir d’une loi Bernoulli ayant la probabilité de
succès p = 0.5. La valeur du paramètre du signal utile, A a été fixée à 5 et le bruit N ∼ N (0, σ2)
avec σ2 variant de 0.25 à 100. Dans la figure 5.3 se trouvent les résultats de cette simulation.
Les points rouges représentent les estimations de la probabilité de bonne détection en fonction
du niveau de bruit. La courbe en bleu représente la probabilité de bonne détection théorique. De
petits biais peuvent s’observer entre les valeurs estimées par la simulation et les valeurs théoriques
de Qf . Avec la fonction de transfert de qualité ainsi déterminée, pour chaque nouvelle qualité en
entrée Qin, la qualité en sortie Qout peut être directement évaluée en utilisant une interpolation
entre les deux points les plus proches de la fonction Qf , comme illustré dans la figure 5.3.
Cet exemple présente l’estimation de la fonction de transfert de qualité pour le cas unidimen-
sionnel. Pour le cas multidimensionnel, il est proposé d’évaluer indépendamment chaque critère de
la qualité en sortie du module, Crout, par rapport à tous les critères de qualité en entrée, Crin.
L’algorithme d’estimation pour ce cas général est présenté sous la forme de pseudo-code, algorithme
1.
Cette évaluation individuelle de critères de qualité en sortie est justifiée en raison des possibles
dépendance entre les critères de qualité. Ainsi, la fonction de transfert de qualité pour un module
de traitement sera représentée par M fonctions, avec M le nombre de critères de qualité en sortie
du module. Chacune de ces M fonctions sera représentée par une surface N -dimensionnelle, avec
N le nombre de dimensions de qualité en entrée.
Un exemple concret de détermination d’une fonction de transfert de qualité multidimensionnelle
sera présenté dans le chapitre 7.
5.4 CONCLUSION
Dans ce chapitre, nous avons introduit un nouveau concept : la fonction de transfert de qualité.
L’objectif de cette fonction est de modéliser l’influence du module de traitement sur la qualité.
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Entrées : Critères de qualité en entrée Crin
Critères de qualité en sortie Crout
Sorties : La fonction de transfert de qualité Qf pour chaque Crout
N = nombre(Crin) ;
M = nombre(Crout) ;
pour i = 1 à M faire
pour j = 1 à N faire
varie les valeurs de Crjin ;
enregistre Criout ;
fin
Qf (Criout) = interpolation de Criout
fin
Algorithme 1: L’algorithme d’évaluation de la fonction de transfert de qualité d’un module
de traitement
Ainsi, elle réalise la liaison entre la qualité en entrée du module et la qualité en sortie. L’importance
de cette fonction est de mettre à jour automatiquement la qualité en sortie d’un module une fois
qu’un changement d’information ou de qualité d’information est identifié à son entrée.
Comme la fonction de transfert de qualité a été définie dans un cadre générique, pouvant
modéliser tout module de traitement, sa construction peut poser des problèmes. Pour cela nous
avons identifié deux situations. La première est lorsque le comportement et le fonctionnement du
module de traitement sont complètement connus et que le nombre de critères de qualité est réduit,
par exemple inférieur à 5. Dans cette situation, il est envisageable de déterminer une expression
analytique pour la fonction de transfert de qualité.
La deuxième situation est lorsque les connaissances sur le comportement et le fonctionnement
du module de traitement sont incomplètes ou lorsque le nombre de critères de qualité est trop
important. Dans ce cas, il est très difficile à déterminer une formule analytique pour la fonction de
transfert de qualité. Ainsi, nous avons proposé un processus d’estimation de celle-ci sous l’hypothèse
d’avoir au moins accès aux entrées et aux sorties du module de traitement. Cette estimation
suppose de faire varier l’information et la qualité de l’information de l’entrée et d’enregistrer les
valeurs des critères de qualité en sortie. Grâce à cette technique, il est possible d’enregistrer des
couples ((Qin, Iin), Qout) qui, suite à une interpolation, peuvent être considérés comme une bonne
estimation de la fonction de transfert de qualité.
Ainsi, il est possible de relier la qualité en sortie du module à celle de son entrée. Dans le chapitre
suivant nous allons corroborer cet outil avec le processus d’évaluation de la qualité locale afin
d’évaluer d’une manière automatique la qualité de l’information en sortie du système d’information.
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6 Évaluation de la qualité
globale de l’information
Dans ce chapitre, nous présentons la stratégie d’utilisation de l’évaluation de la qualité locale et
de la fonction de transfert de qualité, dans l’évaluation de la qualité globale, c’est-à-dire la qualité
du système d’information. Jusqu’à présent, la procédure d’évaluation de la qualité locale, chapitre
4, ainsi que la manière de quantifier l’influence d’un module de traitement sur la qualité, chapitre
5, ont été définies.
Les études précédentes ont été faites en considérant un seul module de traitement. Maintenant,
l’objectif est de changer d’échelle et de passer à l’analyse du système d’information entier. La
première étape est l’analyse de deux modules de traitements successifs. Puis, l’étude sera étendue
au système d’information entier et finalement la qualité globale sera évaluée. Le passage de la
qualité locale à la qualité globale est présenté dans le paragraphe 6.1. Puis, dans le paragraphe 6.2,
il est proposé d’agréger les valeurs de qualité afin de l’exprimer dans une seule dimension.
6.1 PASSAGE DE LA QUALITÉ LOCALE À LA QUALITÉ GLOBALE
Dans la figure 6.1 sont présentés deux modules de traitement successifs qui doivent être conca-
ténés. Afin que ces deux modules de traitement puissent être connectés ensemble, l’information
en sortie du premier module de traitement doit être adaptée à l’entrée du deuxième module de
traitement, cf. paragraphe 4.1. Ce besoin d’adaptation est aussi applicable au domaine de la qualité.
Ainsi, une première condition pour la qualité est formulée par le principe suivant :
Principe 1 : Dans le cas de deux modules de traitement de l’information successifs,
la qualité en sortie du premier, Qiout détermine la qualité en entrée du deuxième
module, Qi+1in par rapport aux critères de qualité, c’est-à-dire Qi+1in ⊆ Qiout.
L’explication de ce principe est immédiate. En effet, les caractéristiques (valeurs et sémantiques)
de l’information en sortie du premier module sont identiques aux caractéristiques de l’information
en entrée du module suivant. En conséquence, les mêmes critères de qualité seront employés.
Cependant, il est possible que certains critères ne soient pas disponibles pour le deuxième module.
Figure 6.1: La concaténation de deux modules de traitement
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Ainsi, dans l’énoncé de ce principe l’opérateur inclusion-égalité a été utilisé, au lieu d’une simple
égalité.
Maintenant, nous allons faire la transition vers l’évaluation de l’information en sortie du système
d’information. Le point de départ est l’observation qu’une variation de la qualité en entrée d’un
module de traitement est directement responsable d’une variation de la qualité en sortie de ce
même module, à l’aide de la fonction de transfert de qualité. En se basant sur ce raisonnement,
dans [Todoran 14c] nous avons énoncé un principe de propagation des variations de la qualité :
Principe 2 : Les variations locales de la qualité des données et de l’information se
propagent à travers le système jusqu’à sa sortie.
Ce principe est illustré dans la figure 6.2. Cette architecture d’un système d’information mo-
dulaire contient deux flux principaux d’information. Supposons qu’un changement de qualité ap-
paraisse après le premier module de la branche supérieure, Module i. Par application du deuxième
principe, ce changement de qualité va se propager, en cascade, en aval de ce module, après chaque
module de traitement, pour finalement arriver à la sortie du système d’information. Cette pro-
pagation du changement de la qualité est représentée par la ligne rouge pointillée dans la figure
6.2.
Dans la présentation des objectifs attendus de cette méthodologie d’évaluation de la qualité de
l’information, il a été également fait l’hypothèse qu’elle devrait être capable de prendre en compte
les évolutions éventuelles du système d’information : la mise à jour des modules de traitement,
l’ajout d’un nouveau module de traitement, etc. Toujours à la figure 6.2, la situation du remplace-
ment du Module i+1, par un autre est illustrée, en respectant les conditions présentées au début du
paragraphe 4.2. Dans ce cas, la seule procédure à suivre est l’estimation de la fonction de transfert
de qualité du nouvel module, Qi+1f ′ . Après son estimation, la qualité en sortie de ce module sera
automatiquement mise à jour, ainsi que les autres qualités de l’information en aval de ce module,
marquées par une flèche rouge. Ainsi, il n’est pas nécessaire d’évaluer à nouveau le système dans
sa globalité, il suffit d’estimer une seule fonction de transfert de qualité et de laisser le reste du
processus inchangé.
Il est intéressant d’analyser aussi la procédure à suivre afin de détecter les éventuels changements
de qualité dans le système. Pour cela, une hypothèse réaliste est de considérer que les données en
entrée du système (et donc, implicitement, également leur qualité) évoluent beaucoup plus vite que
les paramètres internes du système (c’est-à-dire les mises à jour des modules, les ajouts/suppressions
de modules, etc.). Ainsi, dans [Todoran 13], nous avons proposé d’utiliser une sonde mesurant la
qualité à des intervalles de temps réguliers, déterminés par les spécificités de l’application. Si la
base de données ou le capteur sont considérés comme un module, la qualité à la sortie de ce module
sera décrite par une liste de critères de qualité Cri, i ∈ 1, . . . , n, avec les valeurs données par des
mesures de qualité mji , i ∈ 1, . . . , nj ∈ 1, . . . , Ni, comme présenté sur la figure 6.3.
En conclusion, la qualité locale conjointement avec le concept de fonction de transfert de qua-
lité permettent d’évaluer automatiquement 1 la qualité de l’information en sortie d’un système
d’information.
6.2 ÉVALUATION DU SCORE DE QUALITÉ TOTALE DE L’INFORMA-
TION
Pour chaque niveau de traitement du système d’informations, plusieurs critères de qualité sont
utilisés afin d’évaluer la qualité. Dans certaines situations, il est préférable d’exprimer le niveau
de cette qualité dans une seule dimension, c’est-à-dire d’évaluer la qualité par une seule valeur.
C’est le cas quand l’utilisateur final veut avoir une idée de l’évolution de la qualité à travers les
différents traitements subis par les données et par les informations dans le système d’informations.
Dans cette situation, l’utilisation d’une seule valeur pour caractériser la qualité permet d’avoir une
1. Une fois la qualité locale et les fonctions de transfert de qualité déterminées pour chaque module de traitement
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Figure 6.2: Évaluation dynamique de la qualité d’information
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Cr2 :  m21,m22,!,m2N2{ }
"















Figure 6.3: La qualité d’une base de données ou d’un capteur mesurée par une sonde
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vision d’ensemble synthétique, qui ne nécessite pas l’analyse par l’utilisateur de tous les critères
de qualité, opération difficile, qui demande beaucoup de temps de la part de l’utilisateur. Cette
vision unidimensionnelle de la qualité est généralement préférée par les décideurs. En fait, les
décideurs ont besoin d’une vision de la qualité plus détaillée seulement dans les situations où
l’information proposée est en contradiction avec leurs propres croyances, attentes, etc. Dans ce cas,
la méthodologie présentée dans ce mémoire de thèse, permet d’étendre la vision de la qualité et de
lui proposer la traçabilité de la qualité à travers le système [Todoran 14a] :
« La traçabilité permet au décideur de visualiser quelles sources d’information soutiennent l’in-
formation qui lui est proposée et comment sa qualité a évolué à travers le système d’information. »
Le problème est que les différents critères de qualité peuvent être évalués en utilisant des
mesures de qualité noncommensurables, c’est-à-dire des mesures qui n’ont pas le même domaine
de définition, la même importance ou la même signification. Ainsi, dans le paragraphe 4.2, nous
avons montré qu’un critère de qualité pourrait être mesuré par une mesure floue ou par une
probabilité. De plus, il existe des dépendances entre les critères de qualité qui devront être prises
en compte.
Par conséquent, le processus d’agrégation de ces critères de qualité n’est pas si trivial. Néan-
moins, l’existence de multiple critères caractérisant la même entité suggère de s’orienter vers le
domaine d’analyse multi-critères [Todoran 14c]. Ceci est un outil mathématique très utilisé dans le
domaine d’aide à la décision. Il a pour objectif la comparaison d’alternative, décrites par un groupe
de critères. Dans notre cas d’analyse, la principale différence, par rapport à l’analyse multi-critères
traditionnelle, est que l’analyse sera faite non seulement à la sortie du système, mais aussi après
chaque module de traitement.
Le problème général de construction d’un opérateur d’agrégation de toutes les dimensions de
la qualité peut être décrit par l’équation suivante :
Qtotale = Hn(Cr1(q11 , q21 , . . .), . . . ,Crn(q1n, q2n, . . .)) (6.1)
Dans cette équation, Cri représente le ième critère de qualité et qji sa jème mesure de qualité
(car un critère peut être évalué par plusieurs mesures de qualité, paragraphe 4.2). En analysant
plus en détail l’équation 6.1, on peut observer que l’agrégation doit se faire à deux niveaux :
– agrégation intra-critère : correspond à la combinaison de mesures de qualité du même
critère de qualité ;
– agrégation inter-critère : correspond à la combinaison de critères de qualité, critères qui
sont exprimés par une seule valeur issue de l’agrégation intra-critère.
Comme indiqué dans toute étude sur les opérateurs d’agrégations (voir par exemple [Calvo 02]),
la restriction des valeurs en entrée et en sortie à un intervalle fixé (une échelle) I = [a, b] ⊆
(−∞,+∞) n’affecte pas la généralité et les propriétés de l’opérateur. En fait, il s’agit d’un problème
de passage d’une échelle à une autre. Ainsi, sans perdre en généralité, le cas de l’intervalle unitaire
I = [0, 1] sera considéré.
Avant de proposer des solutions à ce problème de construction d’opérateurs d’agrégation adaptés
pour l’évaluation du score de qualité totale, dans le paragraphe suivant, une courte présentation
des différents types d’opérateurs rencontrés dans la littérature est réalisée.
6.2.1 Vers l’agrégation de mesures de qualité
Dans beaucoup de situations, il est nécessaire de combiner (agréger) plusieurs mesures qui,
dans le cas le plus général, ne sont pas forcement commensurables. Pour cela, dans ce paragraphe
les principales classes d’opérateurs d’agrégation seront présentées, en mettant l’accent sur leurs
propriétés.
Cette présentation d’opérateurs d’agrégation sera faite dans le cadre du domaine de l’aide à la
décision multi-critères (MCDA 2).
2. De l’anglais « Multi-criteria decision aid »
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Nous notons :
– X l’ensemble d’alternatives (de critères de qualité dans notre cas) ;
– H l’opérateur d’agrégation ;
– x % y : x est préféré à y
– u la fonction d’utilité, ayant comme propriété x % y ⇒ u(x) > u(y) ;
– x(i) indique que les indices ont été permutés pour respecter : 0 ≤ f(x(1)) ≤ . . . ≤ f(x(n)) ≤ 1
(avec f une fonction continue strictement monotone) ;
– A(i) , {x(i), . . . , x(n)}.
Selon [Grabisch 95], la seule propriété nécessaire pour un opérateur d’agrégation est celle de
monotonicité :
x % y ⇒ H(u1(x1), . . . , un(xn)) > H(u1(y1), . . . , un(yn)) (6.2)
6.2.1.1 Opérateurs d’agrégation communs
Dans ce paragraphe, les principales catégories classiques d’opérateurs d’agrégation seront pré-
sentées :
1. Opérateurs basés sur la moyenne :
Ce type d’opérateurs d’agrégation se situent entre les opérateurs min et max. Ci-dessous sont
présentés quelques exemples d’opérateurs d’agrégation basés sur la moyenne :

































avec f une fonction continue strictement monotone.
2. La médiane :
L’opérateur médiane donne comme résultat la valeur du milieu d’une séquence ordonnée :
med(a(1), . . . , a(2q−1)) , a(q) (6.7)
La médiane est le seul opérateur de la famille des moyennes qui possède la propriété d’asso-
ciativité [Grabisch 95].
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3. Opérateurs compensatoires
Si l’opérateur d’agrégation est regardé d’un point de vue de l’utilisateur humain, il peut
s’observer qu’il est compensatoire [Zimmermann 80]. L’effet compensatoire signifie qu’un cri-
tère de très bonne qualité peut compenser un autre d’une qualité moins bonne. La famille
d’opérateurs moyenne quasi-arithmétique, l’équation (6.6), et les opérateurs algébriques basés
sur la disjonction « OU » (par exemple le max) sont des exemples d’opérateurs complète-
ment compensatoires. De l’autre côté, les opérateurs basés sur la conjonction « ET » sont
non-compensatoires. [Zimmermann 80] a montré que ni les opérateurs complètement com-
pensatoires, ni les opérateurs non-compensatoires sont adaptés pour modéliser l’agrégation
des informations issues des experts. De plus, dans cette même étude il a été montré que la
moyenne arithmétique donne des résultats biaisés parce qu’elle ne prend pas en compte les
interactions possibles entre les différents critères. Pour prendre en compte l’effet compensa-
toire, [Zimmermann 80] propose une nouvelle famille d’opérateurs, ayant un comportement
se situant entre les opérateurs non-compensatoires et ceux complètement compensatoires.
Cette famille d’opérateurs a été appelée γ−opérateurs :

















Dans [Grabisch 95], d’autres exemples d’opérateurs d’agrégation compensatoires sont pré-
sentés. Un trait commun de tous ces opérateurs d’agrégation est qu’ils sont intuitifs, mais
comme ils sont construits d’une manière ad-hoc, leurs propriétés exactes ne sont pas connues
de manière précise (sauf la compensation) [Grabisch 95].
4. Opérateurs avec pondération
Dans beaucoup de cas, les mesures à agréger n’ont pas la même importance et donc une
pondération est nécessaire. Par la suite avec wi sera noté le poids associé à la i−ème mesure.
De plus, il sera considéré que les poids sont normalisés, c’est-à-dire
∑n
i=1 wi = 1. Dans la
théorie des possibilités, voir annexe A.2, il existe des exemples d’agrégations avec pondération
en utilisant les opérateurs min et max :
Ww1,...,wn(a1, . . . , an) = min
i
{max{(1− wi), ai}} (6.10)
Ww1,...,wn(a1, . . . , an) = max
i
{min{(wi, ai)}} (6.11)
La famille d’opérateurs d’agrégation quasi-arithmétiques peut être transformée afin de prendre
en compte la pondération [Grabisch 95] :








Une autre famille importante d’opérateurs d’agrégation avec pondération est celle proposée
dans [Yager 91], qui caractérise des opérateurs de moyenne pondérée ordonnée (OWA 3).
Dans le cas le plus simple, OWA est une moyenne pondérée :




3. De l’anglais "Ordered Weighted Averaging"
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Comme dans le cas de la moyenne quasi-arithmétique pondérée, équation 6.12, l’opérateur
OWA peut être généralisé :







En analysant les méthodes d’agrégation proposées dans ce paragraphe, il peut s’observer qu’elles
ont des limitations. Ainsi, par exemple, il existe des méthodes simples à interpréter, comme la
moyenne pondérée ou l’OWA, mais avec l’inconvénient d’être restrictives (par exemple elles ne
peuvent pas prendre en compte les interactions entre les mesures à agréger). D’autres méthodes
sont plus flexibles mais avec l’inconvénient d’être difficile à interpréter, comme les opérateurs avec
compensation. Une autre limitation est la difficulté à prendre en compte les éventuelles dépendances
entre les mesures à agréger. Une solution possible à ces limitations est l’intégrale floue qui sera
introduite dans la section suivante.
6.2.1.2 L’intégrale floue
L’intégrale floue sera considérée comme un opérateur sur [0, 1]n et donc elle sera appliquée pour
le cas de fonctions qui prennent les valeurs dans l’intervalle unitaire.
Quelques exemples d’intégrales floues seront maintenant présentées. Pour la simplicité seule-
ment le cas discret sera considéré, avec un ensemble d’alternatives fini X = {x1, . . . , xn}, qui peut
être vu comme un ensemble de critères, d’attributs, d’experts, de capteurs, etc.
Définition 18 : Soit un espace mesurable flou (X,P(X), µ). L’intégrale de Sugeno
d’une fonction f : X → [0, 1], par rapport à la mesure floue µ, est définie par :
Sµ(f(x1), . . . , f(xn)) , max
i
{min(f(x(i)), µ(A(i))} (6.15)
Définition 19 : Soit un espace mesurable flou (X,P(X), µ). La quasi-intégrale de
Sugeno d’une fonction f : X → [0, 1], par rapport à la mesure floue µ, est définie
par :
Sᵀµ(f(x1), . . . , f(xn)) , max
i
{f(x(i)) ᵀ µ(A(i))} (6.16)
avec ᵀ représentant une t-norme, c’est-à-dire ᵀ(x, y) ≤ min(x, y).
Définition 20 : Soit un espace mesurable flou (X,P(X), µ). L’intégrale de Choquet
d’une fonction f : X → [0, 1], par rapport à la mesure floue µ est définie par :







avec f(x(0)) = 0.
Observations sur l’intégrale de Choquet [Grabisch 00] :
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(µn−i+1 − µn−i)f(i) (6.19)
avec µi , µ(A) et avec |A| = i .
– une intégrale de Choquet commutative reviens à un opérateur OWA.
Dans les définitions précédentes la mesure floue µ doit être vue comme une représentation des
poids (mesure d’importance, de confiance, etc.) soit pour des critères individuels, soit pour un
ensemble de critères [Grabisch 95]. Grâce à cela, les intégrales floues ont la possibilité de prendre
en compte les éventuelles interactions entre les critères.
Une possibilité pour la quantification de l’interaction entre les différents critères est la valeur
(l’indice) de Shapley [Grabisch 97], utilisée pour la première fois dans la théorie des jeux coopératifs.




(n− |K| − 1)!|K|!
n! [µ(K ∪ {xi})− µ(K)] (6.20)
Ainsi, la valeur de Shapley est un vecteur φi, i = 1, n. En considérant que la contribution de
l’élément {xi} dans la coalition K est donnée par µ(K ∪ {xi}) − µ(K), la valeur de Shapley φi
exprime la contribution moyenne de l’élément {xi} dans toutes les coalitions, la moyenne étant
pondérée par un coefficient dépendant du cardinal de la coalition [Grabisch 00]. Dans la pratique
la valeur de Shapley peut être utilisée comme une mesure de l’importance de chaque source d’in-
formation [Gader 04].
Quelques propriétés de la valeur de Shapley :
–
∑n
i=1 φi = µ(X) = 1
– si la mesure µ est additive : φi = µ(xi) (∀)xi ∈ X
– si la mesure µ est dépendante seulement du cardinal de l’ensemble : φi = µ(xi) = 1n (∀)xi ∈ X
En gardant le même raisonnement que pour la définition de la valeur de Shapley, l’interaction




(n− |K| − 2)!|K|!
(n− 1)! [µ(K ∪ {xi, xj})− µ(K ∪ {xi})− µ(K ∪ {xj}) + µ(K)]
(6.21)
En fonction de la coopération entre ces deux éléments, la quantité µ({xi, xj})− µ(xi)− µ(xj)
peut prendre des valeurs [Grabisch 00] :
– Positives : exprimant une coopération productive, car les éléments xi et xj pris ensemble
donne une information plus riche que les deux éléments pris individuellement. Dans ce cas,
les deux éléments sont complémentaires.
– Négatives : la coopération n’est pas productive, car les éléments xi et xj pris ensemble
donne une information moins riche que les deux éléments pris individuellement. Dans le cas
extrême la prise en compte d’un seul élément est suffisante, l’autre étant redondant. Dans
cette situation, les éléments sont substitutifs.
– Nulle : il n’y a pas de coopération, les deux éléments étant indépendants.





(n− |K| − |A|)!|K|!





, ∀A ⊂ N (6.22)
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Dans la construction de l’intégrale de Choquet, il est nécessaire de définir 2n − 2 coefficients.
Dans la pratique ce nombre peut être grand et donc la construction de l’intégrale devient com-
plexe. Pour résoudre ce problème, une solution est de considérer un nombre limité à k interactions





Définition 21 : Une mesure floue est appelée mesure k-additive si I(A) = 0 pour
toutes les coalitions contenant plus de k éléments et s’il existe au moins une coalition
A, contenant exactement k éléments et pour laquelle I(A) 6= 0 [Grabisch 00].
Dans [Warren 99], il a été proposée une méthodologie pour le calcul de l’intégrale de Choquet
en quatre étapes en supposant que la formule de calcul de l’intégrale est donnée par l’équation
(6.19) :
1. Pour un ensemble donné de valeurs d’importance de coefficients (des poids) ω, déterminer




(1 + ωiλ) (6.23)
Les valeurs des poids ωi peuvent être obtenues par des techniques d’apprentissage auto-
matique ou par des connaissances a priori sur la confiance dans les sources d’information
[Schuck 10].
2. Ordonner (décroissant) les valeurs f(xi) .
3. Pour les coefficients ordonnés, calculer les poids de sous-ensembles µ(Ai) en commençant
avec la plus grande valeur :
µ(Ai) = µ(Ai−1) + ωi + λωiµ(Ai−1) (6.24)
µ(Ai) représentent des poids associés aux sous-ensembles monotones, µ(A0) = 0
4. Utiliser l’équation (6.19) pour la construction de l’intégrale.
Dans l’équation (6.24) une valeur positive du paramètre λ exprime un effet super-additif, c’est-
à-dire en augmentant le poids du sous-ensemble. Cet effet peut être utile dans l’utilisation d’une
synergie entre les valeurs individuelles de la fonction f(xi) [Warren 99]. Ainsi, les valeurs proches
entre elles vont augmenter la valeur finale de l’agrégation et les valeurs divergentes vont la diminuer.
Il faut aussi remarquer que les valeurs proches entre elles traduisent la consistance et donc le
fait d’avoir une valeur finale de l’agrégation directement dépendante du degré de consistance est
tout à fait naturel. Dans ce cas de super-additivité, la valeur de l’intégrale de Choquet reste
toujours inférieure à la valeur obtenue par l’opérateur de moyenne pondérée. Une valeur négative
du paramètre λ exprime un effet de redondance et dans ce cas, les valeurs de la fonction de l’ordre
inférieur vont avoir une moindre influence sur le résultat de l’agrégation. Dans ce cas, de sous-
additivité, la valeur de l’intégrale de Choquet reste toujours supérieure à la valeur obtenue par
l’opérateur de moyenne pondérée.
6.2.1.3 Conclusion sur l’agrégation de dimensions de la qualité
Tous les opérateurs d’agrégation possèdent la propriété demonotonicité, exprimée par l’équa-
tion 6.2. En plus de cette propriété, dans le tableau 6.1, les principales propriétés de trois catégories
d’opérateurs d’agrégation sont présentées. De plus, pour chacune de ces catégories leurs principaux
inconvénients sont également exposés.
En revenant au problème formulé au début du paragraphe 6.2, il faut proposer des opérateurs
adaptés à l’agrégation intra et inter critères. La première agrégation qui doit être réalisée est
celle intra-critère, pour chaque critère de qualité. Dans ce cas, les mesures de qualité à agréger
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• additive • ne peut pas prendre en compte
• symétrique (pour ωi = 1n ) les interactions (dépendances)






• prend en compte les dépen-
dances inter-critères
• propriétés exactes variables en
fonction de la méthode de




• fondée sur une mesure floue • difficile à interpréter
• prend en compte les dépen-
dances inter-critères
Table 6.1: Les propriétés et les inconvénients de trois catégories d’opérateurs d’agrégation
ont été définies pour quantifier la même caractéristique de la qualité. Ainsi, elle peuvent être
transformées par des opérations spécifiques, comme par exemple la représentation sur la même
échelle, afin d’arriver à des entités commensurables. Par conséquent, il est proposé d’utiliser un
opérateur «moyenne pondérée », car ses propriétés linéaires et additives sont désirables pour ce cas.
Soit le cas du critère de qualité, la précision, pour une information de géo-localisation. Supposons
que deux mesures sont utilisées pour quantifier ce critère : la déviation standard longitudinale,
Long et latitudinaire, Lat. En utilisant l’opérateur de Dyckhoff-Pedrycz avec α = 2 (équation





La deuxième agrégation à réaliser est celle inter-critères. Comme dans ce cas les critères de
qualité à agréger expriment des caractéristiques de qualité différentes, il est nécessaire d’utiliser un
opérateur capable de prendre en compte les dépendances entre ceux-ci. Ainsi, dans [Todoran 14c] et
[Todoran 14a], nous avons proposé d’utiliser l’intégrale de Choquet. Un exemple de son application
et de ses capacités de prendre en compte les dépendances inter-critères d’une manière non-linéaire
est présenté dans le paragraphe suivant.
6.2.2 Exemple d’agrégation de critères de qualité
Afin d’illustrer l’application des opérateurs d’agrégation dans un cas concret d’application, un
système de reconnaissance automatique de cibles radar est considéré dans ce paragraphe. Ce type
d’application, qui sera traité plus en détail dans le chapitre 7, est caractérisé comme ayant un degré
élevé de risque à cause de possibles contremesures qui pourraient être envisagées. Sans rentrer dans
les détails, il est supposé que l’information finale est qualifiée par les critères de qualité : {Confiance,
Complétude, Obsolescence}.
À cause du caractère critique du système, supposons que l’utilisateur ait besoin d’être informé
sur la qualité des informations en utilisant une seule valeur, qu’elle soit numérique, symbolique ou
en code de couleurs. De plus, supposons que pour l’utilisateur :
1. La confiance et la complétude sont plus importante que l’obsolescence.
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Information Confiance Complétude Obsolescence Qualité totale
Info1 0.90 0.80 0.50 0.720
Info1 0.50 0.60 0.90 0.680
Info1 0.65 0.70 0.70 0.695
Table 6.2: Exemple d’évaluation du score de qualité totale en utilisant l’intégrale de Choquet
2. La confiance et la complétude sont presque de même importance et il existe une forte cor-
rélation entre les deux, signifiant qu’une information d’un bon niveau de confiance est aussi
complète et vice-versa.
3. Une information d’un bon niveau de confiance ou complète, qui est en plus actuelle et qui
décrit une information d’une très bonne qualité doit être mise en évidence.
Ces trois spécifications sont très difficiles à utiliser pour la construction d’un opérateur d’agré-
gation sous la forme d’une moyenne pondérée. Ainsi, dans ce genre de situation il est préférable
d’utiliser un opérateur non-linéaire, comme l’intégrale de Choquet. Cette liste de spécifications
peut servir à construire la mesure floue µ, utilisée par l’intégrale de Choquet. Ci-dessous, nous
donnons à titre d’exemple une possibilité de construction de la mesure floue :
– La première spécification peut être transformée en :
µ({Confiance}) = 0.4 ; µ({Comple`tude}) = 0.4 ; µ({Actualite´}) = 0.3 (6.26)
– En utilisant la deuxième spécification :
µ({Confiance,Comple`tude}) = µ({Comple`tude,Actualite´}) = 0.6 <
µ({Confiance}) + µ({Comple`tude}) = 0.8 (6.27)
– À partir de la troisième spécification il peut être déduit que :
µ({Confiance,Actualite´}) = µ({Comple`tude,Actualite´}) = 0.9 (6.28)
plus grand que la somme individuelle 0.4 + 0.3 = 0.7.
Les résultats d’application de l’intégrale de Choquet pour trois informations ayant des qualités
différentes sont présentés dans le tableau 6.2. Dans le premier cas, l’information est d’une très bonne
confiance et complète, mais elle manque d’actualité. Dans le deuxième cas, l’information est presque
en temps-réel, mais avec un niveau médiocre de confiance et de complétude. Finalement, dans le
troisième cas, l’information est d’un niveau moyen de confiance, de complétude et d’obsolescence.
Ainsi, en conclusion de cet exemple, l’intégrale de Choquet indique que l’utilisateur préfère la
première information, même si les autres deux ont des scores de qualité proches.
L’expression des préférences de l’utilisateur sous la forme présentée dans cet exemple, accom-
pagnée par l’utilisation de l’intégrale de Choquet peut aider l’analyste du système dans le déve-
loppement du module de fusion. Ainsi :
– en fonction des préférences de l’utilisateur, seulement quelques sources d’information pourrait
être considérées : celles offrant une information d’un niveau élevé de confiance ou d’actualité
(pas obsolète).
– les modules de traitement de l’information peuvent être adaptés à ces préférences, par exemple
en passant d’un algorithme à un autre en fonction de valeurs de critères de qualité.
6.3 CONCLUSION
Ce chapitre présente la dernière étape de notre méthodologie d’évaluation de la qualité de
l’information d’un système d’information, c’est-à-dire la qualité globale. Afin d’obtenir la qualité de
l’information proposée à l’utilisateur, nous avons utilisé l’évaluation de la qualité locale, présentée
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dans le chapitre 4 et la notion de fonction de transfert de qualité, définie et analysée dans le chapitre
5.
L’évaluation de la qualité globale est fondée sur le principe de propagation de la qualité, car il
permet de mettre à jour la qualité en sortie du système d’une manière automatique. Ainsi, tout
changement de qualité à l’intérieur du système d’information est directement translaté à la sortie.
De plus, si l’utilisateur a besoin d’avoir une explication de la provenance de la qualité, il est possible
de lui présenter la traçabilité de la qualité à travers le système.
Également, l’agrégation des critères de qualité a été étudiée. Comme un critère peut être quan-
tifié par plusieurs mesures de qualité, nous avons proposé de réaliser une agrégation en deux étapes.
La première étape consiste dans l’agrégation des mesures de qualité pour chaque critère de qualité,
afin d’avoir une seule valeur de qualité par critère. La deuxième étape consiste dans l’agrégation des
valeurs de critères afin d’obtenir un score global de qualité exprimé par une seule valeur. Une étude
de plusieurs familles d’opérateurs d’agrégation a été faite, en mettant l’accent sur leurs propriétés,
afin de trouver les opérateurs d’agrégation les mieux adaptés pour ces deux étapes. Ainsi, il a été
observé que dans le cas de l’agrégation intra-critère, les mesures de qualité peuvent être considé-
rées comme commensurables. Par conséquent, il est possible d’utiliser une moyenne arithmétique
pondérée. Pourtant, dans le cas de l’agrégation inter-critères, les valeurs sont incommensurables,
exprimant des aspects différents de la qualité. Par conséquent, nous avons proposé comme solution
l’intégrale de Choquet. Par rapport à un opérateur commun, elle est non-linéaire et permet de
prendre en compte les interactions entre les divers critères. Un exemple a permis d’illustrer l’utilité
de cet opérateur et a montré comment ce score global de qualité peut aider l’analyste du système
dans la conception d’un système d’information.
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TROISIÈME PARTIE : VALIDATION DE LA MÉTHODOLOGIE
Dans cette partie est réalisée la validation de la mé-
thodologie en considérant deux systèmes d’information
de deux domaines d’application différents. La première
application est un système de reconnaissance automa-
tique de cibles radar et la deuxième est un système
d’aide au codage médical. Pour chaque système d’in-
formation, les trois étapes de notre méthodologie seront
illustrées :
1. la décomposition du système dans ces modules
élémentaires et l’évaluation de la qualité locale ;
2. construction de la fonction de transfert de qualité
pour chaque module ;
3. évaluation de la qualité globale, du système entier.
« Creating information from data is complicated by the fact that,




7 Étude d’un système dereconnaissance
automatique de cibles radar
Dans ce chapitre, nous traitons un premier cas applicatif afin d’illustrer et de valider la mise
en pratique de notre méthodologie. Dans le premier paragraphe 7.1, nous présentons une courte
introduction de la problématique des systèmes de reconnaissance de cibles radar. L’accent de
cette présentation sera mis sur les besoins informatifs et qualitatifs des utilisateurs des systèmes
d’information dans le domaine de la défense. Ensuite, dans le paragraphe 7.2, un système multi-
capteurs de reconnaissance automatique de cibles radar est choisi afin de servir pour la validation
de la méthodologie d’évaluation de la qualité de l’information que j’ai proposé. Les trois étapes de
notre méthodologie seront appliquées et l’analyse complète du système sera réalisée.
7.1 INTRODUCTION
Le système d’information que nous allons étudier est un système de reconnaissance automa-
tique de cibles radar. Ce type d’application a un niveau de risque très élevé à cause des possibles
contremesures qui peuvent être mise en œuvre. De plus, l’environnent militaire évolue très vite
car les enjeux stratégiques et géopolitiques obligent à garder un avantage technologique face aux
adversaires.
Un des problèmes majeurs au domaine de la défense est le manque de solution rapide et robuste
pour l’identification d’objets dans l’espace de combat [Tait 05]. Le développement de systèmes de
type « Identification Friend or Foe (IFF) » (identification ami ou ennemi) pour les cibles aériennes a
permis une amélioration de la probabilité de reconnaissance des cibles aériennes amies. Cependant,
en ce qui concerne les cibles ne fournissant pas une réponse positive, le système IFF peut seulement
dire qu’elles soient suspectes. Ainsi, il peut y avoir des situations dans lesquelles les cibles amies
qui n’ont pas pu coopérer, sont considérées comme des menaces. De plus, l’opinion publique est
très virulente vis-à-vis de ce genre d’incidents tragiques 1 et donc, elle constitue un autre élément
qui oblige à améliorer les performances des systèmes d’identification de cibles 2. Ce problème, lié
à l’identification des cibles hostiles, est aussi d’actualité dans le domaine civile concernant la lutte
anti-terrorisme.
À présent, les systèmes radar, sonar, lidar, satellite, etc. sont des technologies arrivées à ma-
turité. Ainsi, elles permettent d’enregistrer beaucoup de données qui peuvent être utilisées pour
assurer une augmentation du niveau de sécurité en employant des mesures prophylactiques.
En conséquence, avec le déploiement de plus en plus de capteurs, le spectre des applications
utilisant des données issues de ces capteurs continue à se diversifier et à augmenter. Ainsi, de plus
en plus d’études se sont intéressées à la qualité des données capteur et de l’information issues de
leurs traitements. Les études menées jusqu’à présent se sont focalisées surtout sur les traitements
bas niveaux, c’est-à-dire pré-traitement de données, extraction d’information, etc. L’amélioration
de la qualité des données par des calibrations appropriées des capteurs, la corrélation des données
capteur issues des capteurs de proximité, la corrélation d’informations obtenues suite à de différents
1. voir l’effet CNN qui reporte chaque incident rapidement
2. les statistiques d’anciens combats disent qu’environ 10% de victimes sont dues au feu de leur propre armée
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mécanismes d’extraction d’information sont parmi les stratégies les plus communes d’amélioration
de la qualité d’un système d’information utilisant de données capteurs [Bisdikian 07].
Tandis que la quantité des données et de l’information continue à augmenter, dans ce contexte
d’application, le temps de traitement et de présentation aux décideurs joue un rôle primordial.
Ainsi, il est très important de qualifier les informations en fonction de leur degré de pertinence
pour la situation actuelle, d’où le besoin d’accompagner les informations par des méta-informations
présentant à l’utilisateur la qualité de ces dernières.
Dans la conception des systèmes complexes de reconnaissance, qui est le cas pour un système
de détection, de localisation et d’identification de cibles radar, l’utilisation d’un seul module d’ex-
traction d’informations, de classification, etc. devient problématique car un tel module aura des
performances réduites ou dans le cas contraire, une très grande complexité (due à la nécessité de
bien fonctionner dans toutes les situations, donc d’être le plus général possible). À cause de cela,
les fonctions de maintenance, de compréhension des traitements réalisés, d’accès aux ressources,
etc. vont être difficiles à réaliser. Une solution à ce problème est l’utilisation d’un système basé sur
de multiples modules d’extraction d’informations, de multiples classifieurs et de multiples modules
de fusion à chaque niveau de traitement.
Comme suggère [Appriou 01], dans la pratique, il est intéressant d’utiliser des capteurs ayant
des résolutions spatiales orthogonales afin de pouvoir augmenter la précision de détection, de
localisation et d’identification des cibles à l’aide d’une conjonction d’observations locales.
En conclusion, tout système d’information dans le domaine de la défense doit fournir des ré-
ponses (décisions) sous fortes contraintes de temps. Ainsi, ces systèmes d’information doivent
utiliser toutes les informations disponibles et doivent fournir aux utilisateurs des informations
d’une très bonne qualité. Un autre point important dans ce domaine est la nécessité d’offrir aux
utilisateurs la possibilité de spécifier la qualité minimum nécessaire que le système d’information
doit respecter. En fonction de ce niveau de qualité, le système d’information va pouvoir privilégier
différentes sources d’information, différents moyens de communication de l’information (niveau
de sécurité, rapidité, etc.) ou différents traitements de l’information. Mais pour tout cela, il faut
premièrement être capable d’évaluer la qualité de l’information.
7.1.1 Le besoin pour la défense et pour le domaine civil
Le besoin actuel pour un système de détection, de localisation et d’identification est de posséder
un système capable d’identifier les menaces possibles, avec une confiance élevée, à des distances
plus grandes que le champ visuel. Comme support à cette affirmation, nous avons la déclaration
du Contre-amiral Ph. Balisle, directeur de Navy Surface Warfare Division, États-Units 3. Lors de
ce discours, il a parlé de l’importance du système radar et des fonctionnalités qu’il doit avoir :
détection automatique, identification et suivi des cibles, reconnaissance de cibles non coopératives
(RCNC) 4. Il a également insisté sur le besoin de pouvoir détecter les aéronefs hostiles et les missiles
à des distances plus grandes que celles du champ d’action du système d’armement.
Une vision réaliste d’un théâtre d’événements militaires doit considérer une combinaison de
cibles amies, ennemies et neutre, voir la figure 1.2. Ces cibles peuvent être aériennes, terrestres,
marines pouvant appartenir aux forces militaires ou étant des objets civils. Ainsi, un système de
reconnaissance de cibles devrait fonctionner dans toutes les conditions pour pouvoir réaliser une
évaluation de la situation avec un degré de confiance acceptable.
La possibilité de pouvoir reconnaître tous les types de cibles à des grandes distances va permettre
d’obtenir une supériorité d’information qui, à son tour, va permettre d’adopter des tactiques
et des stratégies adaptées à la situation.
La reconnaissance de cibles est aussi utile pour le domaine civil. Pour mentionner quelques
applications il y a : la lutte anti-terroriste, la lutte anti-drogue, le contrôle de l’immigration illégale,
3. Sa déclaration en face de Seapower Sub-committee of the Senate Armed Surface Committee on Surface Weapon
Systems se trouve à l’adresse http://www.navy.mil/navydata/testimony/seapower/pmbalisle020309.txt
4. En anglais « NCTR : Non-Cooperative Target Recognition »
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etc. Ainsi, dans le cas de la lutte anti-terroriste, un système radar côtier collaborant avec un système
de contrôle du trafic aérien aura besoin d’intégrer la fonctionnalité de RCNC afin d’identifier les
bateaux et les avions hostiles (cette fonctionnalité est complémentaire aux techniques coopératives
de reconnaissance de cibles - par exemple l’IFF).
D’autres applications civiles pouvant profiter de la reconnaissance de cibles sont la lutte contre
l’exploitation illégale des ressources dans des zones interdites : poissons, ressources minérales, etc.
La sécurité des aéroports peut également s’améliorer par l’intégration des fonctions de reconnais-
sance de : cibles en approche et leur distinction de cibles se situant au sol, véhicules de l’aéroport
pour pouvoir les contrôler, etc.
7.1.2 Description d’un système de reconnaissance de cibles radar
Très souvent dans la littérature, il y a une confusion dans l’utilisation de termes comme clas-
sification, identification et reconnaissance de cibles. Par la suite nous allons utiliser les définitions
de [Tait 05] :
– L’identification de cibles est définie comme une description de la cible en termes plus
précis (par exemple dire qu’une cible est un F-18 avec un degré de confiance satisfaisant peut
être vu comme une identification de cibles). Dans la situation quand une cible est associée
à un ensemble d’identité possibles (par exemple Rafale, MIG-29, Tornado ou F-16), il s’agit
d’une classification très précise mais avec une identification partielle et/ou ambiguë.
– La classification de cibles ou encore catégorisation de cibles se définit comme étant
une attribution des cibles à une classe générale. Ainsi, par exemple, il peut y avoir les caté-
gories : missiles, aéronefs avec ailes et hélicoptères. D’autres catégories peuvent être aéronef
militaire ou civil ; ou aéronef avec ou sans pilote ; ou aéronef ami, ennemi ou neutre ; ou
aéronef hostile ou pas ; missile supersonique ou sous-sonique ; hélicoptère, aéronef d’attaque,
aéronef de transport militaire, avion civil ou avion de petit taille. En conclusion, une cible
aérienne peut être incluse dans beaucoup de catégories et pour cela il faut que la demande
de classification de cibles soit accompagnée du type de catégorisation et classification dont
l’utilisateur a besoin.
– La reconnaissance de cibles couvre la classification de cibles et l’identification de cibles.
Dans la littérature est utilisée très souvent l’expression « Reconnaissance de Cibles Non
Coopératives (RCNC) » pour exprimer l’ensemble des techniques et technologies utilisées
pour obtenir une signature de haute résolution de la cible servant pour la prise de décision.
Le processus qui permet l’identification et la reconnaissance de cibles radar est présenté à la
figure 7.1. La première étape est l’utilisation d’un radar adapté aux cibles qui doivent être détectées
et identifiées (par exemple un radar de haute résolution). De plus, afin d’obtenir des signatures
de bonne qualité, la forme d’onde du signal émis joue un rôle très important, voir la référence
[Tait 05] pour plus de détails. En même temps, le système radar doit être construit de manière
à minimiser les distorsions des signaux émis et reçus. Une fois que le signal radar reçu et traité,
les signatures de cibles radar sont obtenues (la cible est vue comme étant formée d’un ensemble
des parties et chacune de ces parties sera imagée par le système radar - le signal complexe reçu
est composé d’un module et d’une phase). Pour la tâche de reconnaissance de cibles radar, il faut
comparer les signatures obtenues avec des signatures de référence. Ces signatures de référence
doivent être également de très bonne résolution, pour tous les types de cibles radar et prises dans
des conditions assez diverses (par exemple sous des différents angles). Le moyen d’obtenir ces
signatures de référence peut être soit en utilisant des modèles mathématiques, soit en utilisant
des mesures de haute résolution de cibles radar d’intérêt. Bien sûr, une combinaison de ces deux
moyens peut aussi être employée.
En fonction de la méthode et des algorithmes de reconnaissance de cibles utilisées, les signatures
de référence seront traitées de manière différente. Par exemple, il est possible d’extraire seulement
quelques caractéristiques de ces signatures de référence, à l’aide de modélisations mathématiques.
Les algorithmes de reconnaissance de cibles radar font une comparaison entre les signatures ob-
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Figure 7.1: Processus d’identification de cibles radar
tenues à partir du signal reçu et les signatures de la banque de données (BD). La comparaison
entre les deux signatures pourrait se faire par exemple, en utilisant une mesure de plausibilité qui
va indiquer le degré de ressemblance entre la signature mesurée et celles de référence. La qualité
de la reconnaissance de cibles radar est dépendante de la qualité des données radar, la similarité
entre les propriétés physiques des cibles, la qualité des modèles mathématiques des cibles et les
performances des algorithmes de reconnaissance [Tait 05].
Dans la littérature, la grande majorité des solutions pour le problème de détection, de locali-
sation et d’identification de cibles radar sont exprimées dans un cadre mathématique probabiliste
[Waltz 90], [Tait 05].
Dans la figure 7.2 se trouve l’architecture d’un système d’identification de cibles radar proposée
par [Toumi 07]. Cette architecture a été développée en respectant la méthodologie CRISP-DM 5
pour l’extraction et la gestion des connaissances 6.
De cette architecture, il peut s’observer que le signal radar est transformé en deux types de
données différents : une représentation temporelle unidimensionnelle et une représentation bidi-
mensionnelle sous la forme d’une image. Ces deux types de données ne sont pas encore adaptés au
processus d’identification et donc, une transformation est faite afin d’extraire un ensemble de pa-
ramètres (des descripteurs) permettant la discrimination de cibles radar. Le choix des descripteurs
à extraire est une tâche difficile parce qu’ils doivent être, d’une part de taille minimale et d’autre
part, ils doivent contenir une quantité suffisante d’information pour pouvoir réaliser l’identifica-
tion indépendant des transformations géométriques de la cible (rotation, translation, changement
d’échelle, etc.). Après la classification du signal unidimensionnel et de l’image, une fusion des in-
formations représentant l’identité de la cible est utilisée afin de fournir à l’utilisateur final l’identité
la plus probable.
Le système présenté figure 7.2 représente le système classique mono-capteur d’identification
de cibles radar. Comme indiqué dans l’introduction de ce chapitre, dans la pratique plusieurs
5. Acronyme de « Cross Industry Standard Process for Data Mining »
6. En anglais Knowledge Descovery in Databases - KDD
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Figure 7.2: Architecture pour l’identification de cibles radar [Toumi 07]
Capteur Signature détectable Dépendances de la signature
MMW Radar
Surface équivalente Forme, composition du matériel, cavités, rugosité
radar, vélocité régularité de la surface, polarisation du récepteur,
direction de déglacement par rapport au capteur
Infrarouge Émission et Radiance de la part des moteurs, des sources
FLIR/IRST réflectivité naturelle (Soleil) ou radiation réfléchie
Mesures de Émission Capteurs actifs et sources de transmission comme
soutien électronique l’équipement de communication, de navigation et
électronique toute autre source de radiation électromagnétique
Acoustique Énergie Bruit des moteurs, bruit de l’objet lors deacoustique son mouvement en air ou sur la surface terrestre
Table 7.1: Caractéristiques des signatures de quatre types de capteurs, selon [Klein 14]
capteurs sont utilisés afin d’augmenter les performances de ce type de système. Dans le tableau 7.1,
les caractéristiques principales des signatures de quatre types de capteurs sont présentées. En les
analysant, on s’aperçoit que ces capteurs vont fournir des données représentant des caractéristiques
physiques différentes (du même objet).
En conséquence, dans le paragraphe suivant, nous présentons une possible architecture simplifiée
d’un système multi-capteur afin de servir pour la validation de notre méthodologie d’évaluation de
la qualité.
7.2 VALIDATION DE LA MÉTHODOLOGIE PAR UN SYSTÈME MULTI-
CAPTEURS DE RECONNAISSANCE AUTOMATIQUE DE CIBLES
La validation de la méthodologie d’évaluation de la qualité de l’information est réalisée en
exécutant ses trois étapes :
1. Définition et évaluation de la qualité locale, c’est-à-dire la qualité en sortie de chaque module
élémentaire de traitement ;
2. Estimation de la fonction de transfert de qualité pour chacun des modules élémentaires de
traitement du système ;
3. Évaluation de la qualité globale, c’est-à-dire la qualité de l’information proposée à l’utilisateur
final.
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Capteur Avantages Inconvenant
Radar
Toute condition météo Résolution modérée
Fréq. basses pénètrent le feuillage Pas couvert
Zone étendue d’observation Sensible au brouillage
Opérationnel jour et nuit
Données : distance, vitesse et image
Résolution fine de l’image Affecté par les cond. météo
spatiale et spectrale Pénétration faible du feuillage
IR-EO Opérationnel jour et nuit Maximisation du SNR plus difficileBesoin d’un mécanisme de balayage ou
d’un grand réseau de détecteurs pour
couvrir une zone d’observation large
Table 7.2: Performances des capteurs radar et infrarouge, selon [Klein 14]
Par la suite chacune de ces trois étapes sera présentée.
7.2.1 Évaluation de la qualité locale
La première étape de notre méthodologie, correspondant au chapitre 4, est la décomposition du
système d’information en modules élémentaires afin de pouvoir réaliser l’évaluation de la qualité lo-
cale. L’architecture simplifiée d’un système multi-capteurs de reconnaissance automatique de cibles
radar est présentée dans la figure 7.3. Ce système fait appel aux données issues de trois capteurs
différents : un radar, un capteur infrarouge-électrooptique (IR-EO) et un système d’identification
ami ou ennemi (IFF). Dans le tableau 7.2 une comparaison des performances du système radar et
du système IR-EO est réalisée. L’objectif de cette comparaison est de montrer qu’en fonction des
conditions de l’environnement sous observation, chaque capteur a ses avantages et inconvénients
rendant les données fournies sensibles aux diverses imperfections, cf. chapitre 2.
Ensuite, ce système utilise trois extracteurs d’information, spécialisés dans l’identification des
différentes caractéristiques des objets à reconnaître. En effet, le module implémentant la classifi-
cation de cibles radar peut être encore décomposé pour finalement arriver à un vision du système
présentée dans la figure 7.2. Dans cette étude, nous ferons l’hypothèse que nous n’avons pas accès
à une vision plus détaillée et par conséquent, le module de classification de cibles radar sera traité
comme un module élémentaire. D’un point de vue de leur fonctionnement, ces trois extracteurs
d’information ont un comportement semblable à trois classifieurs.
Le premier module d’extraction d’information, le Classificateur de la signature radar, reçoit à
son entrée une signature radar et réalise une identification de la cible radar détectée. Un exemple de
signature radar est présentée dans la figure 1.7, correspondant à un F4 (l’identité de la cible radar).
Le deuxième module, le Classificateur de la signature IR-EO, reçoit à son entrée une signature
infrarouge-électrooptique (IR-EO) et réalise également une identification de la cible radar détectée.
Le troisième module, l’IFF, reçoit à son entrée une réponse de type IFF et fournit l’allégeance de
la cible, c’est-à-dire amie, ennemie ou neutre.
Un premier module de fusion, Fusion d’identité, collecte les informations fournies par les deux
premiers modules afin de délivrer l’identité de la cible. Un deuxième module de fusion, Fusion
d’informations, collecte l’identité de la cible, fournie par le premier module de fusion, et l’allégeance
de la cible de la part du module IFF. Il a pour rôle de corroborer les deux informations afin de
délivrer une information finale, complète, sur la cible détectée, c’est-à-dire son identité et son
allégeance.
Avec le système d’information décomposé, il est possible de définir les critères de qualité adaptés
à chaque module de traitement en fonction des caractéristiques des données/informations (c’est-à-
dire la qualité locale). Dans le tableau 7.3 sont présentés, pour chaque module de traitement, les
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Figure 7.3: Architecture simplifiée d’un système multi-capteurs de reconnaissance automatique
de cibles
critères de qualité en entrée et en sortie, accompagnés par des mesures de qualité [Todoran 14b].
7.2.2 Construction de la fonction de transfert de qualité pour chaque
module de traitement
La deuxième étape de la méthodologie, correspondant au chapitre 5, a pour objectif de construire
la fonction de transfert de qualité de chaque module de traitement. Ceci est réalisé par l’analyse
individuelle de chaque module. Afin de facilité l’étude de l’influence du module sur la qualité, une
interface développée en Python a été créée [Todoran 14b]. Dans la figure 7.4 est présentée l’analyse
du module responsable de la classification de signature radar.
À l’aide de cette interface, en variant la qualité en entrée du module, Qin de nouvelles valeurs
de qualité peuvent être obtenues en sortie, Qout. Ainsi, en enregistrant les valeurs de qualité en
entrée et ses correspondants en sortie, des couples (Qin, Qout) peuvent être obtenus pour chaque
critère de qualité. Chaque critère de qualité en sortie du module, Cri ∈ Qout, sera fonction de tous
les critères de qualité en entrée. Dans la figure 7.5, est illustrée la fonction de transfert de qualité
pour le module de classification des signatures radar. Comme la qualité en sortie de ce module
est composée de deux critères de qualité, la confiance et l’obsolescence, la fonction de transfert de
qualité est représentée par deux graphiques, un pour chaque critère. Le graphique de gauche de la
figure 7.5 présente la confiance en sortie du module, en fonction des critères d’entrée, la précision
et la quantité de données. À première vue, il peut paraître étrange de ne pas considérer l’effet du
critère obsolescence sur la confiance. Mais, il ne faut pas oublier qu’il existe de fortes dépendances
entre les trois critères de qualité de l’entrée. Ainsi, afin d’avoir des données plus précises, il est
nécessaire d’attendre que la cible approche du système radar. Donc, la précision des données est
directement dépendante du temps attendu pour leur enregistrement. La même observation peut
se faire pour l’autre critère, la quantité de données. Afin d’avoir une meilleure résolution (pixels
plus petits) il est nécessaire d’imager une cible proche du système. En conclusion, la précision
et la quantité de données sont en forte corrélation (négative) avec le critère de qualité temporel,
l’obsolescence. Ainsi, ce dernier n’a pas été considéré pour le calcul de la confiance, car son influence
est déjà prise en compte dans les deux autres critères de qualité de l’entrée.
Le graphique de droite de la figure 7.5 représente l’obsolescence de l’information sur l’identité
de la cible, en fonction des critères de qualité d’entrée, l’obsolescence et la quantité de données.
Plus précisément, l’obsolescence de l’information est déterminée par l’obsolescence des données
utilisées pour son extraction et par le temps de traitement nécessaire, directement dépendant de
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Figure 7.4: Interface d’analyse du module responsable avec la classification de signature radar
afin de déterminer sa fonction de transfert de qualité
Figure 7.5: La fonction de transfert de qualité pour le module de classification de signatures radar
(à gauche, Confiance et à la droite, l’Obsolescence)
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la quantité de données. De ce graphique, il peut s’observer que l’obsolescence de données a la plus
grande influence sur l’obsolescence de l’information fournie par le classificateur de signature radar.
Comme l’objectif de ce paragraphe est de montrer la faisabilité de la construction de fonctions
de transfert de qualité pour les modules de ce système, les autres modules ne seront pas étudiés
car leur analyse est identique à celle du module de classification de signature radar.
7.2.3 Évaluation de la qualité globale du système
Dans la troisième étape de la méthodologie, correspondant au chapitre 6, est présentée l’évalua-
tion de la qualité globale du système entier. Dans la figure 7.6 est présentée une interface permettant
de changer les valeurs de la qualité locale (un ou plusieurs critères de qualité). À l’entrée et à la sor-
tie de chaque module de traitement se retrouvent les critères de qualité définis dans le paragraphe
7.2.1 avec leurs valeurs courantes. Le changement d’une de ces valeurs de qualité a un impact
immédiat sur les autres valeurs de qualité situées en aval de la direction du flux d’informations.
Ainsi, la qualité globale, caractérisant les performances du système entier, est automatiquement
mise à jour suite au principe de propagation de la qualité énoncé dans le 6.1.
De plus, si l’un des modules est remplacé par un autre (illustré en rouge dans la figure 7.6), la
méthodologie d’évaluation de la qualité reste toujours applicable. La seule demande, comme il a
déjà été présenté dans le paragraphe 6.1, est d’analyser ce nouveau module afin de déterminer sa
fonction de transfert de qualité. Ainsi, quand le remplacement est réalisé, la qualité en aval de ce
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Figure 7.6: L’influence du changement de la qualité locale sur la qualité globale (illustration de
la propagation de la qualité)
7.3 CONCLUSIONS
Les systèmes d’information dans le domaine de la défense doivent être robustes et réactifs
dans toutes les situations. Par conséquent, il est indispensable d’accompagner chaque information
proposée aux utilisateurs par des niveaux expliqués de qualité afin de permettre à ces utilisateurs
de les incorporer facilement dans le processus cognitif de prise de décision. C’est pour cela que
notre méthodologie est d’un réel intérêt pour ce type d’application.
Dans ce chapitre, la validation de notre méthodologie d’évaluation de la qualité de l’information
a été réalisée dans le cadre d’un système multi-capteurs de reconnaissance automatique de cibles
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radar. Les trois étapes composant la méthodologie ont été, une après l’autre, appliquées afin de
tester le fonctionnement et la fiabilité de celle-ci.
Lors de la première étape de la méthodologie, nous avons défini pour chaque module élémentaire
de traitement les critères de qualité à son entrée et à sa sortie. De plus, nous avons proposé des
mesures de qualité spécifiques pour chacun de ces critères de qualité.
Dans la deuxième étape de la méthodologie, nous avons pris le cas du module de classification
de cibles radar et nous l’avons analysé afin de modéliser son influence sur la qualité sous la forme
d’une fonction de transfert de qualité. Comme en sortie de ce module la qualité de l’information
utilise deux critères de qualité, la fonction de transfert de qualité est composée de deux fonctions,
une pour chaque critère. Cela respecte l’algorithme de calcul de la fonction de transfert de qualité,
présenté algorithme 1.
Dans la troisième étape, nous avons montré comment la qualité locale et la fonction de trans-
fert de qualité permettent d’estimer automatiquement la qualité globale, c’est-à-dire la qualité
des informations proposées à l’utilisateur final. De plus, nous avons montré que dans le cas d’une
évolution du système, suite à une mise à jour d’un de ses modules, notre méthodologie est suffi-
samment flexible pour demander un minimum de modifications : un calcul de la nouvelle fonction
de transfert de qualité propre à ce nouveau module.
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8 Étude d’un système
d’information hospitalier
Un système d’information hospitalier est destiné à faciliter la gestion de l’ensemble des infor-
mations médicales et administratives d’un hôpital. La figure 8.1a présente le système hospitalier
en interaction avec deux autres systèmes d’information : un système d’information administratif et
un système d’information clinique. De ce fait, le système hospitalier a accès à un volume important
de données. Il fait intervenir plusieurs acteurs (utilisateurs) : administrateurs de bases de données,
opérateurs alimentant ces bases de données, utilisateurs finaux (des médecins), etc. Ainsi, le sys-
tème d’information hospitalier peut également être vu par rapport aux services soutenus, figure
8.1b.
Une partie d’une architecture d’un système informatique hospitalier est présentée dans la figure
8.2. Cette architecture reçoit en entrée quatre grandes sources de données :
– Le PMSI, acronyme du « Programme de Médicalisation des Systèmes d’Information ». Le
PMSI est un dispositif qui permet de mesurer l’activité et les ressources des établissements
médicaux grâce à des données quantifiées et standardisées. Parmi les données qui peuvent se
retrouver dans le PMSI, il y a les données concernant les séjours des patients dans l’hôpital :
informations des patients (sexe, âge, etc.), le diagnostic principal, les diagnostics reliés, les
diagnostics associés, etc. ;
– Les Résultats Biologiques : issus des analyses de laboratoire ;
– Les DMI [Papin 08], acronyme de «Dispositifs Médicaux Implantables » : prothèses, implants,
défibrillateurs, etc. ;
– Les Médicaments Onéreux : médicaments (anticancéreux) innovants et onéreux.
À partir de ces bases de données, un entrepôt de données est construit afin de pouvoir faciliter la
tâche d’extraction d’informations utiles pour le médecin. Un entrepôt de données est une collection
de données, orientée sujet, intégrée, variant en temps et non-volatile et qui sert comme support au












(a) Différents systèmes d’information dans un
environnement hospitalier
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(b) Les services d’un système d’information hos-
pitalier
Figure 8.1: Le système d’information hospitalier
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Figure 8.2: Une partie du système d’information médical
d’information. Les informations demandées par les utilisateurs en sortie du système d’information
peuvent être vues comme des dossiers de patients ayant des caractéristiques communes, comme
par exemple les patients qui ont subi un traitement particulier.
L’avantage d’utilisation d’un tel système est que l’utilisateur final a à sa disposition les infor-
mations nécessaires (complètes et concises) sans être obligé de faire des requêtes individuelles sur
chaque base de données.
Dans le paragraphe 8.1, nous présentons les problèmes de qualité pour chacune des sources
de données. Ensuite, dans le paragraphe 8.2, nous présentons une possible stratégie d’étude de la
qualité des données de ce système d’information. Puis, dans le paragraphe 8.3, nous considérons
un système d’aide au codage médical, partie du système d’information hospitalier, afin de valider
notre méthodologie.
8.1 LA QUALITÉ DES SOURCES DE DONNÉES
Maintenant, une étude d’un point de vue qualitatif sera faite sur ce système d’information.
L’objectif de cette étude est d’analyser la qualité des données et des informations circulant à
l’intérieur de ce système. Dans un premier temps, les sources de données seront analysées.
Le PMSI contient plusieurs bases de données, issues de différents systèmes informatiques ayant
des caractéristiques hétérogènes. Il est possible que ces données aient été enregistrées en utilisant
des éditeurs différents au cours du temps. Malheureusement, il existe des situations pour lesquelles
les évolutions des systèmes informatiques utilisés à l’intérieur des établissements n’ont pas été sui-
vies avec une mise à jour des bases de données. Ainsi, dans ce genre de situation, les principaux
problèmes de qualité des données sont représentés par l’apparition de doublons, d’inconsistances
et d’erreurs. Les doublons et les inconsistances sont principalement dus à l’utilisation de plu-
sieurs systèmes informatiques qui, à cause d’une mauvaise conception, travaillent d’une manière
semi-indépendante générant des données avec des caractéristiques différentes. Un exemple d’une
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telle inconsistance est l’apparition de patients ayant plusieurs numéros d’identification. Les erreurs
pouvant apparaître sont principalement liées au processus d’enregistrement manuel de données, ac-
compagné par une absence ou une définition inadaptée de la normalisation du modèle des données
saisies. La principale conséquence des données erronées est l’apparition des incohérences dans diffé-
rents enregistrements. Un exemple est le cas des patients ayant une date de fin de séjour précédent
la date de début de séjour.
Le DMI est une base de données dans laquelle le plus grand problème est la traçabilité des
dispositifs, c’est-à-dire la possibilité de connaître pour chaque patient le dispositif exact qui lui a
été implanté. La traçabilité est principalement affectée par des erreurs de datage, entre l’envoi du
dispositif et la date d’implantation de celui-ci chez le patient. Il existe de cas quand dans la base
de données DMI il y a des implantations avant que le produit soit livré d’où des problèmes de
cohérence.
La base de données correspondant aux molécules onéreuses est affectée par le même type de
problème que dans le cas de DMI.
La base de données des résultats biologiques contient un grand nombre de données, chaque
donnée ayant beaucoup d’attributs. Ce grand volume de données est issu de l’utilisation de capteurs
de dernière génération capables d’enregistrer un spectre très large de mesures. En conséquence,
le premier problème est lié au grand volume de données accessibles. Cette base de données est
aussi influencée, comme le PMSI, par les différents changements au niveau de la technologie et de
la modification permanente des noms des mesures prises. Ainsi, il peut y avoir des problèmes de
consistance liés à un mauvais référencement : différentes échelles. De plus, comme toute donnée
issue d’un capteur, les résultats biologiques sont aussi affectés par des imperfections liées aux
caractéristiques du capteur : résolution, précision, etc.
8.2 LA STRATÉGIE D’ÉTUDE
Pour cette application, il existe plusieurs étapes de traitement des données qui doivent être
analysées. Ces étapes sont identiques à celles présentées dans [Berti-Equille 06] :
– création des données ;
– collecte/import des données ;
– stockage des données ;
– intégration des données ;
– recherche et analyse des données.
Dans un premier temps, il faut que chaque base de données soit analysée d’un point de vue qua-
litatif afin de pouvoir lui associer des critères de qualité accompagnés par des mesures de qualité.
L’analyse de la qualité des bases des données doit se faire en s’axant sur les problèmes d’inconsis-
tance, d’incohérence, de données manquantes et erronées, du volume de données, d’accessibilité,
de sécurité (Cf. chapitre 2)
Dans un deuxième temps, il faut que l’entrepôt soit analysé pour connaître exactement son
mode de construction (quelle stratégie a été implémentée). La construction d’un entrepôt peut se
faire suivant plusieurs modèles avec une implémentation en : étoile, relationnel ou encore en flocons
[Di Ruocco 12]. Cette analyse devra nous indiquer comment l’intégration des données a été faite et
si pour une donnée quelconque il existe un accès (une référence) à la (ou aux) base(s) de données
qui l’a produite. Le processus d’intégration de données de différentes bases de données ayant des
niveaux de qualité différents peut générer des pertes de données ou encore des inconsistances. À
cause de cela, il est nécessaire d’évaluer au préalable la qualité des bases de données et ensuite,
de calculer la qualité de données contenues dans l’entrepôt, car ce dernier sera utilisé dans le
processus d’extraction d’information. Normalement, suite au processus d’intégration de plusieurs
sources de données, le résultat est supposé posséder une meilleure qualité. L’augmentation du
niveau de qualité de l’entrepôt est réalisée par un phénomène de combinaison de sources contenant
des données représentant des aspects plus ou moins différents de la même réalité physique. Mais
cette augmentation en niveau de la qualité est directement dépendante du niveau de cohérence
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et de consistance entre les différentes bases de données. Ainsi, l’intégration des données dans
l’entrepôt est, dans la plupart des cas, précédée par des prétraitements afin d’avoir des données
mieux structurées et d’une meilleure qualité intrinsèque (ex. élimination des données manquantes
et erronées).
Le suivi des changements de qualité entre les données contenues dans les bases de données et
les mêmes données contenues dans l’entrepôt reste une tâche difficile à cause de la complexité et
du volume très grand de données.
8.2.1 L’étude de la qualité des bases de données
Les problèmes de qualité des bases de données ont été introduits dans le paragraphe précédent.
Ainsi, la qualité des données sera quantifiée par les critères de qualité suivants : la cohérence, la
complétude, la consistance, l’inverse du niveau de données manquantes et erronées, l’inverse du
volume de données, le niveau d’accessibilité et de sécurité. Par la suite, ces critères de qualité seront
définis et évalués indépendamment l’un de l’autre.
1. La cohérence : Dans la première étape, il faut étudier la façon dont les bases de données
ont été construites. Plus précisément, il faut regarder les contraintes logiques de création des
tables. Pour que les entités contenues dans les bases de données soient cohérentes il faut que
des contraintes soient définies et respectées, cf. paragraphe 2.1. Ainsi, pour chaque base de
données il faut commencer par une analyse des contraintes nécessaires pour chaque attribut.
Après cette analyse, il faut vérifier si, lors de la construction de cette base de données, ces
contraintes ont été définies. Dans le cas positif, la base de données peut être considérée comme
cohérente. Dans le cas contraire, quand la base de données n’impose pas ces contraintes, il
faut voir à quel niveau les données sont affectées. Par exemple, dans le cas d’une base de
données ayant comme attributs les dates de début et du fin du séjour il faut que la contrainte :
DateDébut DateFin soit définie. Dans le cas contraire, il faut quantifier le nombre d’individus
qui ne respectent pas cette règle.
2. La consistance : une entité peut avoir plusieurs enregistrements dans une base de données,
soit des copies, soit des nouveaux enregistrements. Aussi, dans le cas de plusieurs bases
de données, la même information peut être contenue dans plusieurs endroits suite à des
problèmes de saisie ou de mises à jours, des inconsistances peuvent apparaître. Pour que la
base de données soit consistante il faut que les attributs des mêmes entités aient les mêmes
valeurs (nom, prénom, date de naissance, numéro de sécurité sociale, etc.). Pour le processus
d’agrégation de plusieurs bases de données, la consistance est une dimension très importante.
Sans elle, le processus d’agrégation ne peut pas se faire directement et il nécessite un pré-
traitement (ex. deux enregistrements de la même personne ayant deux adresses différentes.
Pour réaliser l’agrégation on peut garder l’adresse de l’enregistrement le plus récent).
3. La complétude : des entités (que toutes les entités sont représentées dans le modèle de la base
de données) ; des attributs (il faut que la liste d’attributs des entités soit exhaustive) ; des
relations (l’ensemble des associations entre les entités doit être exhaustif) ; des occurrences
(toutes les occurrences d’une entité doivent apparaître).
4. Le volume de données : quantifié par le nombre d’individus et d’attributs de chaque table. En
plus, il faut évaluer le taux d’entrée de nouveaux individus dans la table. Ce critère de qualité
est en corrélation négative avec le critère d’accessibilité, à cause du temps de traitement qui
est directement dépendant du volume de données.
5. Le niveau d’accessibilité : c’est un critère qui doit être évalué par un expert. Il traduit les
efforts nécessaires pour récupérer les données.
6. Le niveau de sécurité : c’est un critère de qualité impératif au sens où une base de données doit
être construite de façon à ne permettre l’accès qu’aux utilisateurs voulus et après une étape
d’identification. De plus, certaines données doivent être anonymisées avant de les traiter, afin
de protéger les informations personnelles des patients.
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Patient
IPP Nom Prénom Date_Naissance Sexe Adresse
Table 8.1: La table Patient du PMSI
Séjour
No_Séjour IPP Date_Début_Séjour Durée_Séjour Diagnostiques Actes_Codés
Table 8.2: La table Séjour du PMSI
Pour qu’un échange de données entre différentes applications soit possible, il faut que des
standards soient utilisés dans la construction des bases de données. L’utilisation des standards
permet non seulement de garantir une consistance des données, mais aussi une facilité d’intégration
de plusieurs bases de données, pas de la construction de l’entrepôt de données.
a) L’étude des bases de données du PMSI
Cette base de données contient plusieurs tables organisées sous la forme d’un modèle relationnel.
Dans notre cas d’étude, les tables les plus importantes sont les tables Patient et Séjour. Le format
de ces deux tables est présenté dans les tableaux 8.1 et 8.2 :
La table «Patient » a pour clé primaire l’IPP (l’identifiant du patient). Un IPP unique est alloué
pour chaque nouveau patient. La table « Séjour » a comme clé primaire l’attribut No_séjour et
comme clé étrangère l’attribut IPP.
La première chose qui doit être faite est de définir les attributs devant impérativement prendre
une valeur : nom, prénom, date de naissance, adresse, date du début du séjour, date de la fin du
séjour, diagnostique principal. Si un de ces attributs n’a pas de valeur saisie, il faut essayer de
le remplir en se basant sur les autres enregistrement appartenant au même patient. Exemple : si
l’adresse n’est pas saisie, une recherche sur les patients ayant le même nom, prénom et date de
naissance devrait fournir l’adresse. Après avoir rempli tous les champs, il faut vérifier qu’il n’y a
pas de valeurs aberrantes. Quand des enregistrements avec des valeurs aberrantes sont retrouvés,
il est suggéré d’essayer de retrouver d’autres enregistrements du même patient pour les corriger si
possible. Pour cela, il faut établir des contraintes sur les attributs susceptibles de subir des saisies
aberrantes. Exemples :
– le sexe peut prendre que deux valeurs M ou F. S’il y a des enregistrements avec des saisies
genre masculin, masc., fém., féminin, m, f, etc., elles doivent être transformées en M ou F
pour garder la consistance ;
– le jour de naissance doit être en entier compris entre 1 et 31, le mois en entier compris
entre 1 et 12, l’année entre 1900 (pour une année inférieure il faut faire une vérification) et
l’année actuel, que le mois de naissance peut avoir le nombre de jours indiqué dans le jour
de naissance (exemple : le 30 février n’existe pas) ;
Après cette étape, une analyse sur la présence de doublons dans la base de données PMSI est
entreprise. Ces doublons peuvent apparaître au début des séjours hospitaliers si le patient n’est
pas détecté comme étant déjà enregistré dans le système informatique (exemple : le patient arrive
aux urgences et il déclare que c’est la première fois qu’il vient à l’hôpital même si ce n’est pas le
cas). La non identification du patient implique la création d’une nouvelle entité dans le système
informatique avec un nouveau numéro d’identification. L’apparition des doublons implique que
le suivi de l’historique des patients est remis en question et on peut s’interroger sur la véridicité
des informations, extraites et fournies aux médecins, issues de l’utilisation des bases de données
susceptibles de présenter des problèmes de qualité.
125
88.2. LA STRATÉGIE D’ÉTUDE
Résultats Biologiques
No_Séjour Mesures Date_Prise_Mesures Durée_Examen Examen
Table 8.3: La table Résultats Biologiques
Les doublons peuvent aussi apparaître à cause d’erreurs de frappe ou d’utilisation d’abréviations
(exemple : abréviation du prénom Jean en J.). De plus, les noms et les prénoms composés peuvent
induire des inconsistances qui doivent être corrigées. Par exemple, il faut vérifier les fautes de genre
Jean Luis au lieu de Jean-Louis ou encore Leroux au lieu de Le Roux. Afin d’identifier les doublons
il est nécessaire de procéder à une comparaison des chaines de caractères en utilisant des mesures
de similarité :
– la distance de Hamming : adaptée pour les attributs numériques (numéro de sécurité
sociale, numéro d’identité national, numéro de rue, numéro de téléphone, code postale, âge,
etc.) ;
– la distance de Jaro : étant données deux chaînes de caractères s1 et s2, de longueurs res-
pectives L1 et L2, ayant C caractères en commun et T transpositions de caractères (adaptée









+ 2C − T2C
)
(8.1)
– la distance de Jaro-Winkler : Si P est la longueur du plus long préfixe commun entre s1
et s2 :
JWinkler(s1, s2) = Jaro(s1, s2) +max(P, 4) ∗ k ∗ (1− Jaro(s1, s2)) k ∈ (0, 0.25) (8.2)
– Soundex : Il s’agit de faire un encodage des chaines en gardant la première lettre suivie par
3 chiffres codant les consonnes qui suivent la première lettre :
B,F, P, V → 1;C,G, J,K,Q, S,X,Z → 2;D,T → 3;L→ 4;M,N → 5;R→ 6
b) L’étude des résultats biologiques
Cette base de données contient les attributs présentés dans le tableau 8.3. Cette table a pour
clé primaire et aussi pour clé étrangère l’attribut No_Séjour.
Dans ce cas, la qualité de données est influencée par de possibles inconsistances de référence-
ment. Ces problèmes apparaissent à cause des évolutions technologiques, c’est-à-dire les rempla-
cements des anciens appareils de prise de résultats, par des appareils de nouvelles technologies.
Une solution pour limiter les effets d’un mauvais référencement est d’enregistrer, pour chaque
observation, le type de technologie dont elle est issue.
Aussi, comme il s’agit de mesures qui sont prises par des capteurs, il faut que chaque enregis-
trement soit accompagné d’une description de la précision du capteur. Cette précision peut être
présentée sous la forme d’un intervalle de la forme ±x%.
Comme le nombre d’enregistrements de cette base de données est très important, il est impor-
tant de quantifier le volume de données à traiter afin de pouvoir estimer le temps de traitement
nécessaire. Pour cela, il faut connaître le nombre d’enregistrements et le nombre et le type (entier,
réel, string, booléen, date, etc.) de chaque attribut. Aussi, comme il s’agit d’une base de don-
nées dynamique, avec des entrées quotidiennes, il faut savoir la fréquence moyenne d’apparition de
nouveaux enregistrements.
b) L’étude du DMI et des Molécules Onéreuses
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D.M.I.
Nom Code_Disp Date_Sortie Date_Impl No_Séjour
Table 8.4: La table de la base de données des Dispositifs Médicaux Implantables
M.O.
Nom Code_MO Date_Sortie Date_Administration No_Séjour
Table 8.5: La table de la base de données des Molécules Onéreuses
La base de données des dispositifs médicaux implantables est décrite dans le tableau 8.4. Cette
table a pour clé primaire et aussi pour clé étrangère l’attribut No_séjour.
La base de données des molécules onéreuses est présentée dans le tableau 8.5. Cette table a
pour clé primaire et aussi pour clé étrangère l’attribut No_séjour.
Comme le principal problème dans ce cas est l’inconsistance des dates de l’envoie, de la réception
et de l’implémentation/administration des DMI ou des MO, il faut trouver ces inconsistances et
les éliminer.
Les mesures qui devront été faites consistent en la comparaison des dates :
DateEnvoi > DateReception > DateImplémentation (8.3)
8.2.2 L’étude de la qualité de l’entrepôt
La construction de l’entrepôt de données fait apparaître une intégration (fusion, agrégation)
de plusieurs sources hétérogènes représentant des caractéristiques de la même entités physique
qui, dans ce cas particulier est le patient. À la fin du processus d’intégration, il faut obtenir une
représentation unique, consistante et sans erreurs de l’entité physique. Pour que cette intégration
soit faite correctement, il faut commencer avec deux analyses :
– une analyse des attributs (schéma mapping) pour identifier les attributs en commun ;
– une analyse des objets (identification d’objets) pour trouver les objets communs.
Par conséquent, il est nécessaire de prendre en compte les relations entre les bases de données.
Le principal problème de qualité dans le cas de l’entrepôt est l’incohérence entre les bases de
données devant être intégrées.
Pour analyser la qualité de données contenues dans l’entrepôt, il faut connaître le processus
de construction de celui-ci. D’habitude, l’intégration de données contenues dans plusieurs bases de
données se fait grâce à différents processus de traitement Pij , afin de réduire l’hétérogénéité des
données et d’augmenter ainsi la qualité intrinsèque de données.
La construction de l’entrepôt correspondant à l’intégration des bases de données décrites au
début de cette étude : le PMSI, les Dispositifs Médicaux Implantables (D.M.I), les Molécules
Onéreuses (M.O.) et les Résultats Biologiques (R.B.) est présentée dans la figure 8.3. Parmi les
traitements décrits par les processus Pij il y a :
– la suppression des doublons ;
– la subdivision des attributs (séparation de l’adresse en numéro, rue, ville, code postale, du
nom en nom et prénom, etc.) ;
– la vérifications des contraintes d’intégrité (la date de début du séjour doit précéder la date
de fin du séjour, la suppression des valeurs aberrantes, etc.) ;
– le remplissage des champs qui n’ayant pas de valeur (en utilisant des enregistrements sur le
même patient et qui contiennent cette valeur).
En analysant les transformations de données en sortie de chaque processus, les changements
de qualité de données peuvent être étudiés. Par conséquent, l’analyse de la qualité de données
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Figure 8.3: La construction de l’entrepôt à partir des plusieurs sources de données
contenues dans l’entrepôt sera faite à partir de la qualité des données contenues dans les quatre
bases de données et en analysant les changements de qualité à travers les processus de traitement.
La construction de l’entrepôt de données doit fournir une augmentation de la complétude (en
utilisant plusieurs sources de données représentant la même entité) et de la concision (en éliminant
toutes les données redondantes).
Une dimension de qualité très importante est la complétude. Pour la mesurer, on peut faire
une analogie avec la mesure de rappel (du couple précision/rappel). Ainsi la complétude décrit la
quantité de données, en termes du nombre de n-uplets (complétude extensionnelle) et du nombre
d’attributs (complétude intentionnelle) [Bleiholder 09] :
ComplExt =
||objets uniques dans le dataset||
||tous les objets uniques dans l’Univers|| (8.4)
ComplInt =
||attributs uniques dans le dataset||
||tous les attributs uniques dans l’Univers|| (8.5)
En faisant une analogie avec la précision, la mesure de concision exprime l’unicité des objets
représentés dans le dataset. Comme dans le cas de la mesure de complétude il existe une concision
extensionnelle et une concision intentionnelle [Bleiholder 09] :
ConcisExt =
||objets uniques dans le dataset||
||tous les objets uniques dans le dataset|| (8.6)
ConcisInt =
||attributs uniques dans le dataset||
||tous les attributs uniques dans le dataset|| (8.7)
Le problème le plus difficile à traiter dans la construction de l’entrepôt de données est la gestion
des conflits et donc, implicitement, des inconsistances. Les conflits peuvent apparaître sous la forme
de :
– conflit schématique : différents nom d’attributs, bases de données structurées différem-
ment ;
– conflits d’identité : de la façon d’identifier les entités dans les sources de données ;
– conflits de données : valeurs différentes pour les attributs caractérisant la même entité.
Ce type de conflit peut être divisé en deux catégories : incertitudes vis-à-vis de la valeur
de l’attribut à cause du manque de données et contradictions à cause des différentes valeurs
pour le même attribut.
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La gestion des conflits entre les différentes bases de données qui doivent être intégrées peut se
faire en adoptant une des ces stratégies : l’ignorance des conflits, la prévention des conflits ou la
résolution des conflits.
8.2.3 L’étude de l’extracteur d’informations
L’avantage principal de l’utilisation du processus de fouille de données après la construction de
l’entrepôt est que les processus de nettoyage et l’intégration de données sont déjà réalisés et donc la
fouille de données est responsable seulement de l’extraction d’informations utiles, travaillant dans
un environnement adapté.
Les informations issues du module d’extraction d’informations sont directement proposées à
l’utilisateur final. Ainsi, la qualité de ces informations va se rapporter directement à la satisfaction
de l’utilisateur final, c’est-à-dire le médecin. Par conséquent, la façon de communiquer entre le
système et l’utilisateur (l’interface homme-machine) est très importante, mais elle ne sera pas
traitée lors de cette thèse. En ce qui suit, les informations extraites par le module d’extraction
d’informations seront analysées.
Dans le cas le plus général, l’extraction d’information est un processus de fouille de données
chargé de fournir à l’utilisateur final des informations utiles. Le plus souvent, les informations
demandées par l’utilisateur (le médecin) sont des informations sur un patient spécifique ou des
informations sur les patients qui ont manifesté des symptômes spécifiques ou identiques.
Une première dimension de qualité est la précision temporelle, c’est-à-dire l’obsolescence, qui dé-
crit l’exactitude de données par rapport à l’instant qu’elles sont censées représenter [Di Ruocco 12].
Ainsi, si par exemple la situation d’un patient est demandée, il faut que les informations fournies
à l’utilisateur contiennent tout l’historique du patient sans oublier les dernières évolutions. Une
autre demande peut être représentée par la situation médicale d’un patient à la fin du dernier
séjour. Dans ce cas, il faut que seulement ces informations lui soient aussi présentées.
Un problème important pour les utilisateurs finaux est le temps d’attente pour obtenir une ré-
ponse. Cette deuxième dimension de qualité, d’accessibilité, décrit l’ergonomie du système d’infor-
mation. Il est conseillé que l’utilisateur final ait accès aux informations voulues sans faire beaucoup
de click de souris ou des saisies de données (ainsi que les enchaînements fastidieux d’écran sont à
éviter).
La procédure classique d’évaluation des informations fournies à l’utilisateur est d’utiliser le
couple de mesures : précision / rappel.
Précision = ||DocRelevants ∩DocRetrouvés||||DocRetrouvés|| (8.8)
Rappel = ||DocRelevants ∩DocRetrouvés||||DocRelevants|| (8.9)
8.3 SYSTÈME D’AIDE AU CODAGE DES ACTES MÉDICAUX ET DES
DIAGNOSTIQUES
Une partie du système d’information hospitalier, correspondant à une application ayant pour
objectif d’aider les médecins dans le processus de codage médical, est maintenant présentée. En ef-
fet, depuis l’adoption de l’ordonnance du 24 avril 1994 sur la réforme de l’hospitalisation en France,
chaque acte et diagnostique médical doit être codé et associé à un patient. Cependant, ce processus
de codage n’est pas évident à cause du nombre très grand de codes existants 1 et des ressemblances
entre eux. Ainsi, très souvent, les médecins le considère comme ennuyeux [Lecornu 09a]. De plus,
les erreurs de codage peuvent conduire à des statistiques faussées et, en conséquence, à des bilans
1. La classification commune des actes médicaux (CCAM) décrit plus de 7600 procédures médicales et le standard
ICD-10 contient plus de 18000 diagnostique.
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Figure 8.4: Architecture d’un système d’aide au codage des actes médicaux
financiers erronés. Ainsi, un système d’aide au codage médical est d’une très grande utilité pour
tout médecin.
Comme dans le cas de l’application précédente, paragraphe 7.2, ce système va servir pour la
validation de la méthodologie d’évaluation de la qualité de l’information. Par la suite, les trois
étapes de cette méthodologie seront décrites.
8.3.1 Évaluation de la qualité locale
La première étape de la méthodologie, correspondant au chapitre 4, propose de décomposer le
système en ses modules de traitement élémentaires. L’architecture simplifiée du système d’aide au
codage médical est présentée dans la figure 8.4. Trois modules, ayant un comportement similaires
aux classifieurs, sont utilisés pour l’extraction des informations sur les codes médicaux possibles.
Puis, un module de fusion collecte les informations fournies par ces modules et fournit l’information
finale à l’utilisateur. Par la suite, chacun des ces modules de traitement élémentaires sera décrit
plus en détail en mettant l’accent sur l’évaluation de sa qualité locale.
8.3.1.1 ReferOcod
Le premier module d’extraction d’information est nommé ReferOcod [Lecornu 09a]. Il a pour
rôle de prédire les codes diagnostiques d’un patient en utilisant comme données d’entrée l’âge, le
sexe, la durée de son séjour hospitalier, les diagnostiques et les actes médicaux précédents. Ce don-
nées sont extraites à partir de bases de données volumineuses contenant les résumés standardisés
et anonymisés de sortie de patients. En sortie, ce module de traitement fournit une liste de codes
obtenus suite à des prédictions probabilistes [Lecornu 09a]. Figure 8.5 présente une interface, dé-
veloppée lors du projet Medidex 2, d’un exemple de résultat fourni par ReferOcod. C’est une liste
de douze codes accompagnés par la description du diagnostique médical.
La qualité de données reçues à son entrée peut être évaluée par trois critères de qualité :
– Précision : mesurée par le taux entre le valeurs correctement enregistrées et le nombre total
de valeurs ;
– Consistance : définie dans le paragraphe 8.2.1 ;
– Obsolescence : mesures pour ce critère de qualité ont été présentées lors du modèle de Wang
et Strong (paragraphe 3.3.1).
2. Med1dex est un projet financé par l’Agence Nationale de la Recherche au travers du projet TECSAN, n°
ANR-07-TECSAN-013-02 qui associe le CHRU de Brest, TELECOM-Bretagne et la société PRISMEDICA.
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Figure 8.5: Exemple de liste de codes fournis par le module d’extraction d’information ReferOcod
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La qualité en sortie du module ReferOcod est quantifiée par le critère de qualité Confiance,
qui est mesuré par les probabilités des diagnostiques proposés (Pˆ (Dj)).[Lecornu 09a] propose pour
l’évaluation de ces probabilités d’utiliser quatre sources de données :
1. l’âge, le sexe et la durée du séjour : Pˆ (Dj |âge, sexe, durée du séjour) ;
2. l’unité médicale : Pˆ (Dj |UM) ;
3. les procédures médicales utilisées : Pˆ (Dj |proc1, . . .procN ) ;
4. les diagnostiques médicaux déjà codés : Pˆ (Dj |D1, . . . DM )
En final, la probabilité du diagnostique j est donnée par la combinaison de ces quatre estima-
tions :
Pˆ (Dj) = β1Pˆ (Dj |âge, sexe, durée du séjour)
+β2Pˆ (Dj |UM)
+β3Pˆ (Dj |proc1, . . .procN )
+β4Pˆ (Dj |D1, . . . DM )
(8.10)
avec βi ∈ [0, 1] et
∑4
i=1 βi = 1. Les valeurs des poids βi sont dépendantes des performances de
chaque source de données et donc, elles sont estimées expérimentalement.
8.3.1.2 AnterOcod
Le deuxième module d’extraction d’information est AnterOcod [Lecornu 10]. Il réalise une
estimation de la récurrence des maladies. Ainsi, il essaie trouver parmi les codes précédents, ceux
qui sont susceptibles d’avoir une occurrence temporelle. C’est le cas des maladies relativement
chroniques, qui ont déjà été très probablement codées lors des séjours précédents, et qui peuvent
être proposées comme des codes pertinent pour le séjour actuel.
Ainsi, les données utilisées à son entrée sont identiques à celles du cas du module ReferOcod,
c’est-à-dire les résumés standardisés et anonymisés de sortie de patients, stockés dans des bases
de données spécifiques. Par conséquent, la qualité en entrée est décrite par les mêmes critères que
dans le cas du module ReferOcod : la Précision, la Complétude et l’Obsolescence.
En sortie, ce module propose également une liste de codes. Ces codes sont estimés à l’aide
de modèles mathématiques faisant appel aux courbes de survie actuarielles, comme par exemple
l’estimateur de Kaplan-Meyer [Collett 97]. Grâce à ces outils mathématiques, à chaque maladie
chronique est associé un taux de rappel, constituant une base de connaissances. De plus, les codes
associés au patient dans les deux dernières années sont également utilisés, afin de construire la liste
finale des codes proposés par le module AnterOcod. La qualité de ces informations est quantifiée
par le critère Confiance et il est mesuré par le taux de rappel de chaque code [Lecornu 10].
8.3.1.3 AlertOcod
Le troisième module d’extraction d’information est Alertocod [Lecornu 09b]. Il utilise les
données, issues d’examens de laboratoire et d’autres indicateurs de la condition du patient, se
retrouvant dans des bases de données distribuées dans le cadre du système d’information hospitalier.
La qualité de ces données est quantifiée par les mêmes critères que pour les autres deux modules
d’extraction d’informations.
AlertOcod réalise trois fonctionnalités principales [Lecornu 09b] :
1. Extraction de règles décrivant la condition du patient et la nature des résultats de laboratoire
la caractérisant. Grâce à celles-ci, une liste de codes est proposée.
2. Notification de l’utilisateur par des alertes indiquant qu’un groupe de faits soutient une
règle appliquée pour un cas spécifique d’un patient. Ainsi, des codes sont identifiés et leur
pertinence est expliquée.
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3. Management automatique de l’interface entre les différentes sources de données.
Chaque code proposé par ce module est accompagné d’une valeur d’importance, qui est une
mesure de qualité décrivant la confiance que l’utilisateur peut avoir dans ce code. La repré-
sentation choisie pour ces valeurs d’importance est dans un format linguistique, par exemple
{très rare, rare, souvent}.
8.3.1.4 Fusion d’informations
Les trois modules d’extraction d’informations, ReferOcod, AnterOcod et Alertocod, fournissent
trois listes différentes de codes. Comme chaque module d’extraction d’information est spécialisé
dans l’identification de codes pour des cas spécifiques, chacune de ces listes contient une information
partielle sur la vraie liste de codes. Ainsi, le module de fusion d’information a pour rôle de collecter
ces informations partielles et de fournir une liste unique contenant les codes les plus plausibles.
Le tableau 8.6 présente un exemple de listes de codes à fusionner. Ainsi, on peut voir que les
premières deux sources d’information fournissent des valeurs numériques dans l’intervalle unitaire
mais avec des significations différentes : S1 exprime la confiance dans les diagnostiques par des
probabilités et S2 par des taux de rappel. En même temps, la troisième source exprime la mesure
de confiance à l’aide d’une valeur linguistique.
Source Signification Diagnostiques/ValConf
ReferOcod Probabilités D1/0.5 D2/0.4 D3/0.8
AnterOcod Taux de rappel D1/0.4 D2/0.5 D4/0.7
AlertOcod Val. Linguistiques D1/souvent D2/rare
Table 8.6: Exemple de listes de codes fournis par les trois sources d’extraction d’informations
À cause de leur hétérogénéité, de signification et de représentation, la fusion d’informations
présentées dans le tableau 8.6 n’est pas évidente. Une solution possible à ce problème de fusion
est de réaliser une transformation des valeurs de confiance dans un domaine commun, c’est-à-
dire essayer d’homogénéiser les données. Dans [Todoran 11], nous avons proposé de passer dans le
domaine des possibilités. Ce choix est expliqué, dans un premier temps, par la facilité d’association
des mesures de possibilité aux valeurs linguistiques. Dans un deuxième temps, cette théorie offre un
cadre très flexible de construction d’opérateurs de fusion, voir l’annexe B.5 pour quelques exemples.
En conclusion, la confiance en sortie du module de fusion sera donnée par le résultat d’une
fusion possibiliste.
La qualité en sortie du module de fusion est évaluée par les critères de qualité indiqués ci-
dessous :
– Correction : proportion de codes qui sont corrects dans la liste finale :
Cr = tp
tp+ fp (8.11)
– Complétude : proportion de codes qui sont corrects par rapport à l’ensemble des codes qui
devraient être présentés :
Cm = tp
tp+ fn (8.12)
– Confiance : mesurée par un degré de confiance propre à chaque code. Comme il a été expliqué
ci-dessus, cette mesure de confiance est donnée par le résultat d’une fusion de valeurs de
confiance des codes en entrée du module.
avec tp les codes correctement identifiés, fp les codes incorrectement identifiés et fn les codes
correctes mais qui n’ont pas été proposés.
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(a) Courbes de précision pour cinq seuil différent
et le cas de proposition aveugle
(b) Courbes de rappel pour cinq seuil différent
et le cas de proposition aveugle
Figure 8.6: Précision et rappel pour le module d’extraction d’informations ANTEROCOD
8.3.2 Construction de la fonction de transfert de la qualité
Dans ce paragraphe, la deuxième étape de la méthodologie d’évaluation de la qualité de l’infor-
mation est présentée, correspondant au chapitre 5. Il s’agit de déterminer une fonction de transfert
de la qualité pour chaque module de traitement élémentaire.
Les trois modules d’extraction d’informations ont été développés et validés en utilisant un jeu
de données test issues de vrais résumés de patients standardisés et anonymisés. Ainsi, dans les
articles de référence, leurs caractéristiques statistiques peuvent se retrouver. Nous présentons à
titre d’exemple l’évaluation statistique du module AnterOcode dans la figure 8.6. Cette évaluation
a été réalisée sous la forme des courbes précision-rappel dans le cas de cinq seuils différents. En
effet, comme indiqué précédemment, chaque code est caractérisé par un taux de rappel en fonction
de l’écart temporel entre la dernière occurrence de ce code et le séjour actuel. Lorsqu’un de ces
taux dépasse le seuil imposé, il est ajouté à la liste de codes proposés au médecin. Toujours dans la
figure 8.6, il est représenté le cas où tous les codes disponibles sont proposés sans aucun classement
(proposition aveugle).
Grâce à ces études antérieures, il n’est pas nécessaire d’estimer la fonction de transfert de
qualité pour les modules d’extraction d’informations, car elles ont déjà été déterminées pour chaque
module.
L’étude de la qualité de l’information fournie par le module de fusion d’informations a été faite
dans un autre article, [Puentes 13].
8.3.3 Évaluation de la qualité globale du système
Dans ce paragraphe, la troisième étape de la méthodologie d’évaluation de la qualité de l’infor-
mation est présentée, correspondant au chapitre 6. Il s’agit de l’évaluation de la qualité globale du
système en utilisant la qualité locale, définie dans le paragraphe 8.3.1.
L’étude complet du système d’aide au codage médical est présentée dans la figure 8.7. Comme
dans le cas de l’application précédente, paragraphe 7.2, les valeurs de la qualité locale sont illustrées
après chaque module de traitement élémentaire.
Après avoir défini la qualité locale et déterminé les fonctions de transfert de la qualité, chaque
changement de qualité est directement propagé à la sortie du système et donc, la qualité globale
est automatiquement estimée. Comme la quantité de données médicales continue d’augmenter, il
est envisageable d’ajouter d’autres modules d’extractions d’informations, spécialisés dans d’autres
caractéristiques (figure 8.7). Si ce nouveau module est compatible avec le module de fusion d’in-
formation, cf. paragraphe 4.1, sa qualité en sortie sera également définie par le critère de qualité
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Figure 8.7: Analyse de la performance globale du système d’aide au codage d’actes médicaux
Confiance. Donc, il reste seulement à déterminer sa fonction de transfert de qualité et puis, l’éva-
luation de la qualité globale du système continuera à se réaliser d’une manière automatique.
8.4 CONCLUSION
Après une première application de notre méthodologie dans le cadre d’un système du domaine
de la défense, dans ce chapitre nous avons choisi un système d’information hospitalier. À cause
de sa grande complexité, nous n’avons pas procédé à l’étude de l’ensemble de ce système, mais
nous avons choisi une application particulière, partie de ce système : un système d’aide au codage
médical.
Ce système fait intervenir plusieurs sources de données, chacune étant hétérogènes par rapport
aux autres. De plus, l’information finale est représentée par une liste de codes de taille variable
en fonction du patient. Ainsi, la problématique générale est différente de celle du domaine de la
défense.
La validation de notre méthodologie a été réalisée en appliquant les trois étapes de la métho-
dologie. Dans la première étape, la qualité locale pour chaque module élémentaire de traitement a
été définie en sélectionnant les critères de qualité adaptés à l’utilisation. De plus, des mesures de
qualité ont été proposées pour chacun des ces critères. Comme les performances de tous ces mo-
dules ont été analysées lors des études antérieures, les fonctions de transfert de qualité des modules
n’ont pas dû être calculées.
Comme dans le cas du système du domaine de la défense, l’utilisation de la qualité locale et de la
fonction de transfert de qualité ont permis d’estimer automatiquement la qualité des informations
proposées au médecin, objectif de notre méthodologie.
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« Trois années de thèse ne peuvent se conclure en une page,
d’ailleurs, une thèse se conclue-t-elle vraiment un jour ? Ces tra-
vaux ne sont qu’une ouverture, un ensemble d’idées qui ne de-
mandent qu’à survivre à leur auteur qui espère qu’elles ne s’en-






Dans cette thèse, le travail de recherche réalisé est orienté vers la proposition d’une nouvelle
méthodologie de définition et d’analyse de la qualité des données et de l’information d’un système
d’information. À cause de la complexité de la notion de qualité, ainsi que de celles de données et
d’information, ce travail se situe à un carrefour de plusieurs domaines de recherche très actifs :
l’ingénierie des systèmes d’information, l’aide à la décision, traitement du signal et de l’image,
la fusion d’informations, etc. La définition et donc, implicitement l’évaluation de la qualité des
données et de l’information soulèvent également des questions philosophiques. En effet, des dé-
finitions pour les notions de données et d’information ont été proposées depuis l’Antiquité, sans
cependant converger vers une définition généralement acceptable par la communauté scientifique.
Par conséquent, les défis de ce doctorat ont été très importants.
Il n’est jamais évident de commencer un travail de recherche (ou d’une autre nature) sur un
sujet qui connait une certaine maturité, induite par le fait que dans les dernières deux décennies un
nombre important de questions (« pertinente » ou pas) ont été déjà posées, mais qui n’a pas connu
de développements remarquables. Bien sûr, dans ce genre de situations il existe deux alternatives.
La première est d’essayer restreindre les objectifs afin de pouvoir très clairement cadrer et identifier
une question. Ensuite, des méthodes spécifiques sont identifiées et appliquées pour trouver une
réponse, une solution à cette question. Malheureusement, l’inconvénient de cette approche est
qu’elle n’assure pas que la solution trouvée est valide à l’extérieur du cadre de départ. La deuxième
alternative est de commencer par le problème d’ensemble, en essayant de rester dans le cadre le
plus général possible. L’avantage majeur de cette approche est l’applicabilité étendue des solutions
proposées. Par contre, l’inconvénient est la difficulté de généraliser certains concepts et notions,
avec l’interrogation permanente de savoir si une solution généralement applicable existe vraiment
ou s’il s’agit d’une poursuite d’une fée Morgane 1.
Nous avons choisi la deuxième alternative. La raison principale de ce choix est la quasi-
inexistence d’une telle approche dans la communauté scientifique concernée par les problèmes
de qualité des données et/ou de l’information. En effet, la grande majorité des études de recherche
sur ce sujet est partie d’un cadre restreint et se sont contentés de fournir des solutions à des
problèmes provisoires. Ainsi, la plupart des solutions proposées ne sont plus d’actualité, car elles
n’offrent des réponses que dans l’environnement, figé, dans lequel elles ont été développées, mais
qui, naturellement, a évolué.
Il existe aussi des travaux de recherche traitant le sujet de la qualité des données et de l’in-
formation d’une perspective plus large. Le programme « Information Quality de MIT (MITIQ) »
a débuté en ce sens au début des années 90. Malheureusement, la plupart des chercheurs impli-
qués dans ce programme sont consultants en management des systèmes d’information. Ainsi, la
quasi-totalité des recherches ont été menées dans le cadre de ce type de système d’information.
1. Morgane, nom signifiant en breton « née de la mer » (Mor signifie « mer » et gane signifie « né ») est un
personnage mythique et fabuleux du cycle arthurien, très souvent vue comme une sirène ayant des pouvoirs magiques
et associée aux mirages
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Néanmoins, le cadre générique de définition de la qualité des données et d’information proposé par
Wang et Strong dans [Wang 96] est un résultat d’une valeur incontestable, utilisé depuis comme
la principale référence sur ce sujet. Cependant, dans toutes les études partant du modèle de Wang
et Strong, il manque l’utilisation d’outils mathématiques et même s’ils existent, ils ne sont pas
rigoureusement développés. Dans le soutien de notre critique, nous citons [Borek 14] qui affirme
catégoriquement que ces méthodes d’évaluation de la qualité sont proposées par des consultants
en management n’ayant pas de solides connaissances en mathématique. De plus, il y a la recom-
mandation surprenante de Thomas Redman, un des gourous du domaine de la qualité des données,
qui propose (malheureusement un peu tard : 2013 !) d’appliquer la théorie de l’information de
Shannon et la notion d’incertitude dans la définition et l’évaluation de la qualité des données et de
l’information [Redman 13].
Ainsi, la conclusion est qu’il existe un écart important entre les différents domaines de recherche
sur le sujet de la qualité de l’information. D’une part il y a la communauté du management qui
propose des méthodologies suffisamment flexibles et exhaustives pour représenter presque tous les
aspects de la qualité et de l’autre part il y a la communauté de chercheurs issus d’une formation
en sciences et génie qui développent des outils mathématiques performants, mais pour un cadre
restreint. Un exemple de ce dernier cas est la théorie de Shannon qui a été développée dans le
cadre des communications numériques en 1946 et qui a pour objectif d’assurer une transmission
des données en gardant une certaine qualité.
À partir de cette conclusion, également exprimée à la fin de la première partie de cette thèse,
il nous est clair qu’il est impératif de rapprocher ces deux visions sur la qualité des données
et de l’information. De plus, nous avons également identifié la nécessité de se situer dans un
cadre agnostique par rapport au domaine d’application. Par conséquent, l’objectif de ce doctorat
a été de développer une nouvelle méthodologie, toute en réutilisant les développements existants,
d’évaluation de la qualité des données et de l’information dans un contexte indépendant du domaine
d’application.
La première partie de ce doctorat a été consacrée à la définition des principaux concepts inter-
venant dans le développement de cette méthodologie dans le chapitre 1 et à l’état de l’art de la
qualité des données et de l’information, respectivement, chapitres 2 et 3. Par rapport aux autres
études, nous avons considéré que la notion de données n’était pas équivalente à celle d’informa-
tion. En effet, comme la qualité est définie par rapport aux propriétés voulues de l’entité étudiée,
nous sommes persuadés qu’il est nécessaire de discerner entre ces deux notions car leurs propriétés
sont différentes. Par conséquent et comme une nouveauté par rapport aux autres études, nous
avons commencé en proposant des définitions pour les notions de données, d’information et de
connaissance. Les différences entre ces trois notions sont souvent très subtiles, raison pour laquelle
nous avons opté pour une définition mettant en évidence leurs interconnexions et leurs propriétés
sous la forme d’un enrichissement sémantique partant des données, en passant par l’information,
pour finalement aboutir à la connaissance. Le contexte générale de définition de ces notions a été
celui des systèmes d’information complexes utilisés dans le processus d’aide à la décision. Grâce à
ces définitions nous fournissant les propriétés/dimensions à évaluer, la définition de la qualité des
données et de l’information est rendue plus compréhensible et plus accessible.
L’état de l’art de la qualité des données et de l’information a été présenté dans deux chapitres
différents pour bien les distinguer. En ce qui concerne la définition et l’évaluation de la qualité des
données, nous avons pris la décision de ne considérer que les données stockées dans des bases de
données relationnelles et les données issues de capteurs. Même si l’étude de la qualité des données
est un sujet de recherche in sine, assez vieux, il était possible de ne le présenter que brièvement dans
une annexe. Nous avons identifié deux visions complémentaires qui méritaient d’être regroupées :
– La première vision correspond au domaine du management des bases de données et représente
la qualité des bases de données et de l’entrepôt de données ;
– La deuxième vision considère la qualité des données rapportée aux imperfections dont les
données y sont susceptibles.
Quant à l’état de l’art sur la qualité de l’information, il a fait ressortir de nombreuses confusions
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entre la qualité des données et celle de l’information au niveau des dimensions adaptées à chacune.
De plus, la qualité de l’information n’est analysée qu’en sortie du système d’information, sans
s’intéresser aux processus internes aux systèmes le générant. Ainsi, les systèmes d’information
sont considérés comme des boîtes noires et la qualité est évaluée en entrée du système (qualité
des données) et en sortie du système (qualité de l’information). Mais, pour l’utilisateur final, une
information sans l’accompagnement d’un niveau expliqué de qualité n’est pas acceptable parce qu’il
ne peut pas l’interpréter et l’incorporer dans son processus cognitif de prise de décision.
Par conséquent, comme solution à ce problème, nous avons proposé, dans la deuxième partie
de cette thèse, une nouvelle méthodologie d’évaluation de la qualité de l’information. Proposer à
l’utilisateur une qualité expliquée de l’information implique de connaître la provenance de cette
qualité, c’est-à-dire les processus qui l’ont influencée. Pour cela, nous avons proposé d’exploiter
l’architecture interne du système d’information afin de pouvoir analyser l’évolution de la qualité à
travers du système. Suite à cette décomposition, la qualité peut être analysée à deux niveaux :
– Qualité locale : en entrée et en sortie de chaque module de traitement élémentaire ;
– Qualité globale : en sortie du système d’information, c’est-à-dire la qualité de l’information
proposée à l’utilisateur ;
Notre méthodologie d’évaluation de la qualité se déroule en trois étapes :
1. Dans la première étape, la qualité locale en sortie de chaque module est définie en choisissant
les critères et les mesures de qualité adaptés.
2. Dans la deuxième étape, l’influence sur la qualité de chaque module de traitement est modé-
lisée et une fonction de transfert de qualité, individuelle à chacun de ces modules, est définie.
Cette fonction a pour rôle de réaliser la liaison, sous la forme d’une cartographie, entre la
qualité en sortie du module et celle en entrée.
3. Dans la troisième étape, grâce à la qualité locale et au concept de fonction de transfert de
qualité, la qualité de l’information en sortie du système d’information, c’est-à-dire la qualité
globale, est automatiquement estimée.
En conclusion, la méthodologie proposée est fondée sur le principe divide et impera. Ce principe
signifie que dans un premier temps la qualité locale est évaluée, en sortie de chaque module et que
cette évaluation sera ensuite utilisée pour automatiquement estimer la qualité globale. Également,
nous pouvons affirmer que notre méthodologie est simple, intuitive et facile d’implémentation.
Ces caractéristiques, conjointement avec l’agnosticisme vis-à-vis du domaine d’application, sont les
vrais atouts de notre méthodologie.
Bien sûr, comme dans le cas de nouveau concept, cette méthodologie a dû être validée. La
quatrième partie de cette thèse est consacrée à ce sujet. À cause de l’absence d’a priori sur le
domaine d’application, la validation ne peut pas se faire qu’en considérant au moins deux systèmes
d’information provenant de deux domaines d’application différents. Nous en avons choisi deux : le
premier est un système multi-capteurs de reconnaissance automatique de cibles radar du domaine
de la défense et le deuxième est un système d’aide au codage médical, donc venant du domaine
hospitalier.
Dans les deux cas, il s’agit d’un système d’information complexe avec des contraintes fortes sur
les niveaux de qualité acceptable pour leurs utilisateurs. Le premier système a servi comme support
à une évaluation complète en employant les trois étapes de notre méthodologie. Le deuxième
système a servi d’exemple à la situation pour laquelle il existe une analyse préalable de certains
composants du système. Dans ce cas, nous avons montré que ces résultats peuvent être incorporés
dans notre méthodologie. Dans les deux cas d’application, les résultats, pour le moment limités à
des simulations, sont encourageants et nous pouvons affirmer que la première étape de validation
de notre méthodologie a été faite avec succès. Bien sûr, par la suite, il sera nécessaire de procéder
à une validation dans le monde réel.
L’utilité de notre méthodologie est, dans un premier temps, pour les utilisateurs d’un système
d’information qui doivent comprendre le processus d’évaluation de la qualité de l’information.
Nous sommes persuadés que l’implémentation de cette méthodologie permettra aux utilisateurs de
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mieux gérer le processus de prise de décisions. De plus, notre méthodologie est également d’une
réelle importance pour un analyste du système, car l’évaluation de la qualité locale lui permet
d’analyser les performances des modules de traitement.
En final, nous récapitulons les principaux avantages de notre méthodologie par rapport aux
existantes. Notre approche :
1. propose de décomposer le système d’information en modules élémentaires afin de pouvoir
exploiter son architecture interne pour la traçabilité de la qualité à l’intérieur du système ;
2. propose une nouvelle vision de la notion de qualité : qualité locale vs. qualité globale ;
3. n’essaie pas de remplacer les méthodologies existantes, mais elle les utilise et essaie de les
valoriser sous cette nouvelle vision ;
4. propose une définition formelle de la qualité des données et de l’information permettant une
implémentation facile dans la pratique ;
5. introduit le concept novateur de « fonction de transfert de qualité » permettant de modéliser
l’influence du module de traitement sur la qualité ;
6. propage la qualité à travers le système d’information, et après avoir défini la qualité locale,
la qualité de l’information en sortie du système est automatiquement évaluée ;
7. permet à l’utilisateur d’avoir une qualité individuelle et expliquée pour chaque information
qui lui est proposée ;
8. nécessite qu’un calcul d’une fonction de transfert lors d’une mise à jour d’un module ou
d’un ajout d’un nouveau module. Par conséquent, l’évolution du système (mise à jours,
suppressions/ajout des modules) est facilement prise en compte.
Ce travail de thèse se voit comme une ouverture de nombreuses voies de recherche à explorer
dans des travaux futurs. Dans le paragraphe suivant, je présente, avec regret et soulagement comme
disait [Le Bras 11], mais dans l’espérance qu’un jour quelqu’un s’en planchera sur les quelques idées
et suggestions méritant d’être développées, mais qui, à cause des diverses contraintes, ne l’ont pas
été lors de ce doctorat.
9.2 PERSPECTIVES
L’aspect principal qui mérite un approfondissement est la représentation des critères de qualité
par rapport aux caractéristiques des données ou de l’information. Lors de notre définition de la
qualité locale, nous avons proposé une liste de critères de qualité pour caractériser les données et
une autre pour l’information. Le raisonnement à la base de cette classification des critères a été
représenté par l’adéquation des critères proposés dans la littérature de quantifier le contenu et la
sémantique (les deux caractéristiques que nous avons considérées) des données et de l’information.
À notre avis cette classification a été bien faite, mais nous ne l’avons pas prouvé. Une idée pouvant
être exploitée est la représentation de la qualité non pas sous la forme d’une liste mais sous la forme
d’une ontologie. Si le contenu d’une donnée ou d’une information peut plus ou moins facilement être
caractérisé (nous avons proposé d’utiliser la valeur et le type de la valeur), la notion de sémantique
est un peu plus difficile à caractériser. Je propose comme point de départ de sa caractérisation les
travaux de Carnap et Bar-Hillel, [Carnap 52].
Un deuxième aspect méritant attention est le développement des mesures de qualité dans les
bonnes théories mathématiques. Tout au long de cette thèse nous avons insisté sur la nécessité de
quantifier les critères de qualité par des mesures de qualité et nous avons fait référence aux mesures
développées dans diverses théories mathématiques, comme par exemple la théorie des probabilités,
la théorie de Dempster-Shafer ou la théorie des possibilités. Mais comme ces cadres mathématiques
présente un grand nombre de mesures possibles, il est nécessaire de faire une étude sur le choix
des mesures adaptées. À mon avis, dans le processus de sélection de ces mesures vont intervenir
les caractéristiques de l’information et les aspects quantifiés par le critère de qualité, cf. figure 9.1.
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Figure 9.1: Les interactions entre les caractéristiques de l’information (ou équivalent des données),
les critères de qualité et les mesures de qualité
Un troisième aspects méritant de futurs travaux et développements est la notion novatrice de
fonction de transfert de la qualité. Lors de sa définition, nous avons proposé deux alternatives pour
la déterminer : analytique ou non-analytique. Néanmoins, nous sommes persuadé qu’elle pourrait
être mieux formalisée afin de la rendre plus facilement calculable.
Un dernier aspect qui n’a pas été traité lors de ce doctorat est celui de la visualisation de la
qualité de l’information. La notion de qualité est complexe puisqu’elle est représentée par plusieurs
critères de qualité, qui à leur tour peuvent être quantifiés par plusieurs mesures de qualité. Notre
méthodologie permet la traçabilité de l’évolution entière de la qualité à travers le système. Par
conséquent, il serait intéressant de pouvoir représenter la qualité dans un format visuel facilement
compréhensible par l’utilisateur utilisant la sémiotique.
En final de cette thèse, je rappelle que l’évaluation de la qualité de l’information proposée aux
utilisateurs est un problème multidisciplinaire. Par conséquent, un spécialiste dans ce domaine a be-
soin des connaissances transversales. Après le succès du programme sur la qualité de l’information
de MIT, d’autres universités américaines ont commencé à proposer des programmes universitaires
sur la qualité des données et de l’information. Un exemple récent est celui de l’Université d’Ar-
kansas à Little Rock 2 proposant un programme de master sous la coordination de John Talburt.
À l’Université Purdue il existe un autre programme orienté vers l’évaluation et l’amélioration de
la qualité des données [Verykios 02]. Prenant comme exemple ces modèles, il existe des efforts, ces
dernières années en Australie, pour former un groupe de recherche sur la qualité de l’information.
Malheureusement en Europe, même si est reconnu comme important, la qualité de l’information,
elle reste un sujet de niche quasi-inexistant, sans aucun programme de recherche ou de formation
sur ce sujet. À mon avis, l’exemple américain doit être reproduit en Europe aussi.







A Les théoriesmathématiques de
l’incertain
Soit Ω l’univers des ensembles. Dans le cas des ensembles classiques on peut définir une fonction
caractéristique qui associe pour chaque élément ω ∈ Ω l’appartenance de celui-ci au sous-ensemble
A ⊆ Ω :
µA(ω) =
{
1 si ω ∈ Ω
0 si ω /∈ Ω (A.1)
Ainsi, cette fonction peut prendre seulement des valeurs booléennes et les ensembles définis en
utilisant cette fonction caractéristique sont appelés ensembles nets ou classiques.
Définition 22 : Un ensemble flou est défini par une fonction ressemblante à une
fonction caractéristique, appelée fonction d’appartenance. Chaque fonction d’appar-
tenance définit un ensemble flou en désignant pour chaque élément le degré d’appar-
tenance de ceux-ci dans l’ensemble flou. Pour un ensemble flou A˜ ⊆ Ω la fonction
d’appartenance se définit :
µA˜ : Ω→ [0, 1] (A.2)
Observation : Chaque ensemble flou est complètement et uniquement défini par sa fonction
d’appartenance. Ainsi il n’y a pas d’ambiguïté si on utilise pour la définition de la fonction d’ap-
partenance la notation :
A˜ : Ω→ [0, 1] (A.3)
L’utilisation des ensembles flous permet de caractériser les notions vagues, comme sont celles
exprimées par le langage naturel (ex. petit, moyen, grand, etc.). Mais les notions exprimées en
langage naturel sont dépendantes du contexte et donc il faut prendre des précautions dans le passage
vers le numérique. En conclusion de l’utilité des ensembles flous on peut dire qu’ils permettent
d’exprimer la transition de l’appartenance vers la non-appartenance d’une manière graduelle.
Une autre notion importante pour les ensembles flous sont les α-coupes 1. Étant donné un
ensemble flou A˜ ⊆ Ω et α ∈ [0, 1], les α-coupes sont définies comme :
αA˜ = {ω ∈ Ω|A˜(ω) ≥ α} (A.4)
De cette définition des α-coupes on peut remarquer que les α-coupes sont des ensembles nets
qui pour chaque ensemble flou forment un empilement d’ensemble :
αA˜ ⊆β A˜ ; pour α > β (A.5)
Chaque ensemble flou et uniquement représenté par l’empilement des α-coupes, plusieurs tech-
niques pouvant être employées pour le passage α-coupes vers l’ensemble flou [Bloch 03], dont voici
1. En anglais α-cut
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L’importance des α-coupes est le fait de pouvoir seuiller la fonction d’appartenance et de se
retrouve avec un ensemble net qui pourra être utilisé dans une étape de prise de décision.
Une mesure monotone est définie sur une famille de sous-ensembles non-vides C appartenant
à Ω : g : C → [0,∞] et qui satisfait les propriétés :
– g() = 0
– ∀A,B ∈ C, si A ⊆ B ⇒ g(A) ≤ g(B) (monotonicité)






















Pour tous deux sous-ensembles A,B ∈ C avec A∩B =  une mesure monotone peut exprimer
les situations suivantes :
1. g(A ∪B) > g(A) + g(B) traduisant une action constructive
2. g(A∪B) = g(A) + g(B) traduisant que A et B sont non-interactives vis-à-vis de la propriété
mesurée. La théorie de probabilité peut exprimer seulement cette situation
3. g(A∪B) < g(A) + g(B) traduisant une incompatibilité entre A et B vis-à-vis de la propriété
mesurée
Dans les situations où il y a une manque d’information, l’incertitude va générer une croyance et
pas une connaissance. C’est pour cela qu’il faut pouvoir exprimer le type et la quantité d’incertitude
dans un cadre mathématique bien défini.
Avec le développement des théories des ensembles flous et des mesures monotones le cadre pour
la représentation de l’incertain est devenu plus général pouvant prendre en compte plusieurs types
d’incertitudes. Ceci est devenu possible en remplaçant les ensembles nets par des ensembles flous
et la théorie des mesures additives par la théorie de mesures monotones. Les deux changements
ont les qualités d’être plus souples et moins restrictives.
A.1 LA THÉORIE DES PROBABILITÉS
La théorie des probabilités a été développée historiquement dans le cadre des ensembles nets,
mais elle peut être formalisée à l’aide des axiomes. La notion centrale de la théorie des probabilités
est la distribution de probabilité qui assigne une mesure de probabilité à chaque événement possible.
Cette mesure de probabilité d’un événement ω ∈ Ω, sera notée par P (ω). La mesure de probabilité
du même événement ω ∈ Ω dans la présence d’une information (historique) H s’écrit P (ω|H).
Elle s’exprime par un nombre et elle doit respecter les 3 axiomes suivants (convexité, additivité et
multiplication) :
– 0 ≤ P (ω|H) ≤ 1, pour chaque événement ω ∈ Ω ;
– P (ω1 ∪ ω2|H) = P (ω1|H) + P (ω2|H), pour chaque deux événements ω1, ω2 ∈ Ω qui sont
mutuellement exclusifs ;
– P (ω1∩ω2|H) = P (ω1|H)·P (ω2|ω1∩H), où P (ω2|ω1∩H) exprime la probabilité de production
de l’événement ω2 en sachant que l’événement ω1 s’est produit. La probabilité P (ω2|ω1)
s’appelle probabilité conditionnelle de ω2 en sachant ω1.
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Malheureusement cette suite d’axiomes n’indique pas quelle est la signification de la notion de
probabilité. Ainsi on n’a pas une réponse sur quel type d’incertitude est représentée, sur le type
et la taille de l’information H et sur la façon de déterminer la probabilité P (ω). Ces axiomes nous
présentent, sous la forme de règles, la façon de combiner deux ou plusieurs événements incertains
ou si des événements incertains sont consistants entre eux.
Dans l’histoire il y a eu plusieurs interprétations de la notion de probabilité, chacune présentant
des moyens spécifiques de détermination des probabilités initiales. Parmi ces différentes visions,
selon [Singpurwalla 02] les plus proéminent sont :
– la théorie classique (Cardano, Pascal, Fermat, Bernoulli, Bayes, Laplace, Poisson) ;
– la théorie de l’a priori ou la théorie logique (Keynes, Jeffreys, Ramsey) ;
– la théorie de la fréquence relative (Venn, Von Mises, Reichenbach) ;
– la théorie subjective (Borel, Ramsey, De Finetti, Savage).
Dans cet exposé, on va garder la théorie subjective des probabilités, pour les autres théories
et pour des références voir [Singpurwalla 02]. Aussi dans cette référence il y a une comparaison
entre la théorie basée sur la fréquence relative (probabilité objective) et la théorie des probabilités
subjectives. L’idée centrale de cette théorie est l’hypothèse sur la nature subjective de la notion de
probabilité. Le développement de cette théorie a été fait par De Finetti [Finetti 74]. La probabilité
est vue comme un degré de croyance d’une personne donnée à un moment de temps donné. De
Finetti a proposé une approche comportementale dans laquelle le degré de croyance s’exprime par
une volonté de parier. Ainsi, comme exemple donné par De Finetti, la probabilité d’un événement
est la quantité, p, qu’on est prêt à parier dans le cas d’un pari de deux variantes en échange
d’un euro pour que l’événement se produit. Vice-versa on est disponible à parier 1 − p pour que
l’événement ne se produit pas. Comme dans cette théorie les valeurs de probabilités initiales sont
évaluées par une personne, il n’y a pas des probabilités inconnues, correctes ou incorrectes. S’il
existe des données a priori sur les événements d’intérêt (c’est-à-dire probabilités a priori), cette
théorie va combiner ces données avec les données issues de l’expertise personnelle, les premières
ayant pour rôle d’améliorer les dernières par les moyens de calcul des probabilités
L’utilité des probabilité subjective est très claire quand on doit utiliser des opinions d’experts,
à cause d’une indisponibilité des données sur les événements d’intérêt. Ainsi, dans cette théorie
l’expertise humaine se traduit par la détermination des probabilités. Dans le contexte actuel, les
systèmes d’information fournissent des quantités importantes des données et d’informations, mais
dans très peu de cas elles donnent directement les probabilités dont on a besoin. Par conséquent,
un point de vue subjectif des probabilités peut engendrer un paradigme de quantification des
incertitudes ensemble avec l’intégration des données et des informations pour aider l’utilisateur
dans le processus de prise de décisions [Singpurwalla 02].
Une des méthodes les plus populaires de combinaison et de mise à jours des probabilités est la
méthode de Bayes. Le théorème de Bayes permet de faire la liaison entre les probabilités de deux
événements en termes de probabilités conditionnelles :
P (ω1|ω2 ∩H) = P (ω2|ω1 ∩H) · P (ω1|H)
P (ω2|H) (A.7)
Un autre théorème très important dans le calcul de probabilités est le théorème des probabilités
totales. Cette théorème permet de calculer la probabilité d’un événement ω, comme la somme de





P (ω|ωi ∩H) · P (ωi|H) (A.8)
Comme conséquence, le théorème de Bayes dans le cas d’un seul événement ωi s’écrit :
P (ωi|ω ∩H) = P (ω|ωi ∩H) · P (ωi|H)∑
(∀) ωi P (ω|ωi ∩H) · P (ωi|H)
∝ P (ω|ωi ∩H) · P (ωi|H) (A.9)
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À présent le théorème de Bayes a été définie dans le cas discret. Il peut l’être également défini
dans le cas continu, faisant appel à des fonctions de densité de probabilité. Si on prend deux
variables aléatoires X et Y de densité de probabilité g(x;H) et respectivement f(y;H), avec la
densité de probabilité de Y dépendante de la variable X, le théorème de Bayes s’écrit :
g(x|y;H) = f(y|x;H) · g(x;H)∫
f(y|x;H) · g(x;H) ∝ L(y|x;H) · g(x;H) (A.10)
Le dénominateur de cette équation est une constante de normalisation et comme conclusion
on a que la densité de probabilité a posteriori est égale au produit entre la densité de probabilité
a priori et une fonction appelée dans le domaine de la statistique, fonction de vraisemblance,
L(y|x;H). Ainsi, le théorème de Bayes réalise une combinaison de l’a priori et de la vraisemblance
pour obtenir l’a posteriori.
A.1.1 Discussion sur la fonction de vraisemblance
Il est important de remarquer que la vraisemblance n’est pas une probabilité [Edwards 92].
Si P (R|hyp) représente la probabilité d’avoir le résultat R dans le cas d’une hypothèse fixe hyp,
la vraisemblance est définie sur des données fixes R et des hypothèses variant. La vraisemblance
n’obéit pas aux axiomes d’une probabilité et la fonction de vraisemblance ne génère pas de dis-
tribution de probabilité (en particulier la condition de normalisation n’est pas nécessaire d’être
respectée).
Dans la théorie bayésienne, la fonction de vraisemblance est un opérateur de pondération de
l’a priori pour déterminer l’a posteriori. Si la fonction de vraisemblance est en concordance avec
la distribution de probabilité a priori, la variance de la distribution de probabilité sera diminuée
par rapport à une combinaison linaire entre la distribution a priori et la fonction de vraisemblance.
Dans le cas quand la fonction de vraisemblance n’est pas en concordance avec la distribution
de probabilité a priori, le résultat de la distribution de probabilité a posteriori sera indésirable
parce qu’il ne sera pas soutenu ni par distribution de probabilité a priori, ni par la fonction de
vraisemblance.
Dans [Singpurwalla 04] et [Singpurwalla 02] il a été montré que les méthodes bayésiennes
peuvent être utilisées pour faire la liaison entre la théorie de probabilités et la théorie des en-
sembles flous. Le point commun entre ces deux théories est l’utilisation d’une fonction d’appar-
tenance (A.2). La fonction d’appartenance d’un ensemble flou peut être vue comme une fonction
de vraisemblance pour un ensemble fixe S. Cette dernière affirmation est justifiée par le fait que
le processus de détermination des fonctions d’appartenance est par sa nature subjectif, réfléchis-
sant l’opinion d’un sujet sur le degré d’appartenance dans l’ensemble S. Comme résultat de cette
hypothèse, les distributions de probabilité a priori peuvent directement être combinées avec les
fonctions d’appartenance, vue comme des fonctions de vraisemblance, pour déterminer la distribu-
tion de probabilité a posteriori.
A.2 LA THÉORIE DES POSSIBILITÉS
L’hypothèse de départ de cette théorie est d’avoir un ensemble d’alternatives mutuellement
exclusives Ω, parmi lesquels une seule est la vraie. À cause du caractère incomplet de l’information
disponible on n’est pas certain quelle alternative est la vraie, donc on va avoir une incertitude de
classification. Si on suppose que l’information qu’on dispose nous permet d’identifier un ensemble
E ⊆ Ω, E 6=  dans lequel on est sûr que la vraie alternative se trouve, on peut définir une
mesure de possibilité :
PosE(ω) =
{
1 si ω ∈ E
0 si ω ∈ Ec (∀)ω ∈ Ω (A.11)
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En prenant maintenant l’ensemble de tous les sous-ensembles de Ω, noté par la suite avec 2Ω,




Une mesure de possibilité peut être également définie, de la même manière, pour une α-coupe
(voir équation A.4) :
αPosE(ω) =
{
1 si ω ∈ αE
0 si ω ∈ αEc (∀)ω ∈ Ω (A.13)









Maintenant si on considère un ensemble flou A˜ et en utilisant la notation de A.6, on a la mesure




Avec la mesure de possibilité définie, la mesure de nécessité se calcule directement utilisant la
relation :
NecE(A) = 1− PosE(Ac) (A.17)
Ainsi la théorie des possibilités utilise deux mesures monotones et semi-continues, la mesure
de possibilité étant continue par valeurs supérieures et la mesure de nécessité étant continue par
valeurs inférieures. En prenant la mesure de possibilité, Pos : 2Ω → [0, 1], elle a les propriétés
suivantes [Klir 01] :
– Pos() = 0 ;
– Pos(Ω) = 1 ;









A.3 LA THÉORIE DE DEMPSTER-SHAFER
Shafer, décrivant dans sa monographie [Shafer 76] les bases de la théorie mathématique de
l’évidence, voit cette théorie comme une généralisation de la théorie des probabilités subjectives,
cette dernière étant introduite par De Finetti [Finetti 74]. Mais, en même temps, il précise que cette
théorie ne doit pas être considérée comme supérieure, mais comme une alternative. Ainsi, chacune
de ces deux théories va trouver des situations pour lesquelles leur emploi est adapté. Toujours
selon son point de vue, la théorie de probabilité est applicable lorsqu’il est possible de connaître les
probabilités des réponses possibles à une question, tandis que la théorie de l’évidence est applicable
lorsqu’il est possible de connaître les probabilités des réponses possibles à une question relative.
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Dans la théorie de l’évidence, la combinaison de plusieurs sources d’évidence se fait en suppo-
sant leur indépendance. Cette indépendance initiale pourrait être enlevée (par exemple dans un
cas conflictuel quand seule une des sources peut être confiante) et d’arriver à une situation de
conditionnement probabiliste.
En plus de l’indépendance des sources, Shafer dans sa définition de la théorie de l’évidence,
fait les hypothèses d’exhaustivité et d’exclusion mutuelles des réponses, avec une seule réponse
possible, c’est-à-dire une autre hypothèse d’unicité.
La théorie de l’évidence utilise deux mesures duales floues, appelées croyance Cr et plausibilité
Pl. Ces deux mesures, par rapport à la mesure de probabilité qui est additive, sont supra-additives
et respectivement sous-additives :
Cr(A ∪B) ≥ Cr(A) + Cr(B)− Cr(A ∩B) (A.19)
Pl(A ∩B) ≤ Pl(A) + Pl(B)− Pl(A ∪B) (A.20)
Ces deux mesures permettent la modélisation de l’incertitude, de l’imprécision et de l’ignorance
et en plus, elles peuvent prendre en compte les éventuelles situations de conflits et d’ambiguïtés
dans le cas d’un système multi-sources.
Les fonctions de croyance sont définies sur des sous-ensembles, une différence importante par
rapport à la définition des probabilités, définies sur des singletons. En général, ces fonctions s’ex-
priment en utilisant une autre fonction m, qui s’appelle fonction de masse. Cette fonction de masse
exprime le degré de croyance dans la proposition faite par une source et strictement dans cette
proposition.
Ainsi si nous considérons l’ensemble de tous les événements possibles, Ω et l’ensemble de tous
les parties A de Ω, on a :
m : 2Ω −→ [0, 1]
∑
A⊂Ω








m(B) = 1− Cr(A) (A.23)
Selon [Smets 94a], chaque modèle de croyance a deux composantes : la première est une compo-
sante statique décrivant l’état actuel de la croyance et la deuxième est une composante dynamique
exprimant la façon dont la croyance va se modifier avec l’intégration de nouvelles informations.
Ainsi, dans [Smets 94a], un modèle fondé sur deux niveaux est proposé :
– le niveau crédal : niveau où les croyances sont calculées, combinées et mises à jour ;
– le niveau pignistique : niveau où les croyances sont utilisées dans le processus de prise de
décisions.
Toutes les difficultés de mise en pratique de cette théorie sont liées à la détermination des
fonctions de masse et implicitement aux fonctions de croyances et de plausibilités.
A.4 LA THÉORIE DE L’INFORMATION GÉNÉRALISÉE
Quand on peut avoir des connaissances a priori, on peut utiliser la théorie des probabilités
pour prendre en compte les incertitudes possibles sous la forme de probabilités a priori. En plus si
des opinions des experts sont aussi disponibles, elles sont dans la plupart des cas exprimées sous
des formes linguistiques et donc l’utilisation des fonctions d’appartenance floues sont plus adaptées
([Singpurwalla 04] montré que ces fonctions peuvent également être vues comme des fonctions de
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vraisemblance et donc en appliquant le théorème de Bayes on peut combiner ces deux incertitudes
pour construire la distribution a posteriori).
Comme on a pu voir dans les trois paragraphes précédents, dans chaque théorie, l’incertitude est
exprimée à l’aide d’une fonction, qu’on peut l’appeler fonction d’incertitude, qui attribue à chaque
alternative un nombre dans l’intervalle [0, 1] traduisant le degré d’évidence (la vraisemblance, la
probabilité, la croyance, la possibilité, etc.). En fonction de la théorie de l’incertitude utilisée,
la fonction d’incertitude peut être représentée par la mesure de probabilité ou par la mesure de
possibilité ou par la mesure de croyance.
Ces différents types de fonctions d’incertitude ont des caractéristiques spécifiques qui les diffé-
rencient entre elles. Ainsi, par exemple, il y a des différences entre les opérations utilisées. Dans
la théorie des probabilités, les opérations utilisées sont l’addition et la multiplication suivant leur
définition de l’algèbre linéaire. Dans la théorie de l’information généralisée, l’opérateur d’addition
sera vu comme une disjonction généralisée et l’opérateur de multiplication comme une conjonction
généralisée. En plus de ces deux opérateurs, d’autres opérateurs peuvent être également utilisés.
Dans chaque théorie de l’incertitude et pour chaque type d’incertitude, il peut se définir une
mesure d’incertitude. Cette mesure d’incertitude est une fonctionnelle qui attribue pour chaque
fonction d’incertitude une valeur numérique non-négative [Klir 01] :
u : U(µ)→ R+ (A.24)
Concernant les mesures d’incertitudes (théorie des probabilités, théorie des possibilités, théorie
de l’évidence, théorie des probabilités imprécises), elles ont été définies et construites pour des
variables disjointes. Une variable disjointe a la propriété d’avoir à chaque instant une seule
valeur et l’incertitude est exprimée vis-à-vis de cette valeur. Les variables conjonctives ont
la propriété d’être caractérisées par des valeurs multiples. Une théorie rigoureuse dans ce cas n’a
pas été développées jusqu’à présent. Un premier effort dans cette direction a été fait dans l’étude
[Yager 87a].
Pour être acceptée comme une mesure de la quantité de l’incertitude d’un certain type dans une
certaine théorie, une mesure de l’incertitude doit avoir quelques propriétés axiomatiques [Klir 01] :
1. Sous-additivité : pour une évidence conjointe la quantité d’incertitude ne doit pas être plus
grande que la somme des quantités d’incertitude des évidences marginales ;
2. Additivité : la quantité d’incertitude d’une évidence conjointe est égale à la somme des
quantités d’incertitude des évidences marginales seulement dans le cas où les représentations
marginales de l’évidence sont non-interactives ;
3. L’intervalle : de l’incertitudes est entre [0,M ]. La valeur de 0 correspond au cas de la
certitude totale et la valeur deM dépend du cardinal de l’ensemble universel et de la métrique
choisie ;
4. Continuité : la mesure d’incertitude doit être continue ;
5. Expansibilité : l’ajout d’alternatives caractérisées par une évidence nulle, ne doit pas in-
fluencer la quantité de l’incertitudes ;
6. Consistance : l’utilisation de différents techniques (de bon sens) de calcul de l’évidence doit
aboutir aux mêmes résultats.
En plus de ces six demandes axiomatiques d’une mesure d’incertitude, il peut y avoir des
demandes particulières qui doivent s’appliquer pour certaines théories d’incertitudes seulement. Un
exemple est dans le cas de la théorie des possibilités, dans laquelle l’évidence peut être ordonner :
– Monotonicité : la mesure d’incertitude doit préserver l’ordre.
Comme dans une théorie de l’incertitude plusieurs types d’incertitudes peuvent coexister, il
doit y avoir une mesure d’incertitude globale qui peut couvrir la combinaison individuelle de ces
types d’incertitude.
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A.5 INFORMATION BASÉE SUR L’INCERTITUDE
Si on regarde la définition de la notion d’incertitude dans le contexte d’un système de traite-
ment de l’information, on peut dire que l’incertitude est due à un manque d’information. Donc
les notions d’incertitude et d’information sont liées, une baisse du niveau d’incertitude valant une
augmentation du niveau de l’information. Par conséquent, le gain en information peut être mesuré
comme la différence entre l’incertitude a priori et l’incertitude a posteriori. Mais cette mesure
indirecte de la quantité d’information est dépendante de la capacité de caractériser les incertitudes
et plus précisément de caractériser les différents types de l’incertitude dans des cadres mathéma-
tiques différents. Cette information déterminée suite à la réduction de l’incertitude a été appelée
par [Klir 88] information fondée sur l’incertitude 2.
Cette définition de l’information est très attractive pour la caractérisation d’un système. Ainsi
si on considère un système S et on veut mesurer la quantité d’information d’une réponse à une
question Q (demande de prédiction, diagnostique, etc.) obtenue dans le cadre expérimental du
système CES , la formule de calcule est immédiate :
Information(RS | S,Q) = Incertitude(RCES | CES , Q)− Incertitude(RS | S,Q) (A.25)
où RS désigne la réponse à la question Q obtenue par le système S et où RCES désigne la
réponse à la question Q obtenue seulement dans le cadre expérimental du système CES .
Comme observation, on peut dire que cette mesure d’information fondée sur l’incertitude ne
peut pas englober des aspects sémantiques ou pragmatiques de l’information et donc elle n’est pas
adaptée pour la quantification de l’information issue des communications humaines ou encore des
informations cognitives.
Dans leur étude, Klir et Folger [Klir 88] ont séparé deux termes pour la caractérisation de
l’incertitude : le flou et l’ambiguïté. En général, le flou est présente quand il est impossible de faire
des distinctions nettes et précises entre les alternatives. L’ambiguïté est présente quand le choix
parmi deux ou plusieurs alternatives n’est pas spécifiée. À partir de ces définitions, on peut observer
que le concept d’ensemble flou donne le cadre mathématique pour traiter le flou, le vague. En même
temps, la mesure floue nous permet d’avoir le cadre mathématique pour traiter l’ambiguïté.
Trois types d’ambiguïtés peuvent être identifiés [Klir 88] :
1. La non-spécificité : caractérise la taille des sous-ensembles pour lesquels une mesure floue
les donne comme des locations potentiellement vraies. Plus la taille est grande, plus la non-
spécificité est importante ;
2. La dissonance ou encore le conflit : typique pour les situations où une mesure floue donne
des sous-ensembles disjoints comme des locations potentiellement vraies ;
3. La confusion : est associée avec le nombre de sous-ensembles contenus dans Ω et qui sont
soutenus comme des locations potentiellement vraies.
A.6 LA MESURE DU FLOU





où avec A˜ a été représenté un ensemble flou.
Une mesure du flou 3 est une fonction f : P˜ (Ω) → R, où avec P˜ (Ω) a été noté l’ensemble de
tous les sous-ensembles de Ω. Dans [Klir 88] trois propriétés axiomatiques ont été présentées, liées
à la notion de degré de flou, qu’une mesure du flou doit respecter :
2. De l’anglais : "Uncertainty-based information"
3. en anglais "measure of fuzziness"
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1. f(A˜ = 0 ⇔ A est un ensemble net ;
2. S’il y a la relation : A˜ est moins flou (ou plus net) que B˜ :
A˜ ≺ B˜ ⇒ f(A˜) ≤ f(B˜)
3. Le maximum de degré de flou est atteint seulement pour les ensembles flous catalogués comme
étant "les plus flous".







où gω est une fonction gω : [0, 1]→ R+ monotone croissante sur [0, 12 ] et monotone décroissante
sur [ 12 , 1], avec un seul point de maximum en
1
2 et de valeur nulle en 0 et 1. La fonction h : R+ → R+
est une fonction monotone croissante.
Les choix les plus citées dans la littérature pour les fonction gω et h sont :
– En prenant pour comme fonction h la fonction identité et pour la fonction gω :
gω(µA˜(ω)) = −µA˜(ω) log2 µA˜(ω)− [1− µA˜(ω)] log2[1− µA˜(ω)] ; (∀)ω ∈ Ω




{−µA˜(ω) log2 µA˜(ω) + [1− µA˜(ω)] log2[1− µA˜(ω)]} (A.28)





(ω) si µA˜(ω) ∈ [0, 12 ]
1− µn
A˜
(ω) si µA˜(ω) ∈ [ 12 , 1]
(∀)ω ∈ Ω








Dans cette dernière équation la mesure du flou se calcule en utilisant une distance, faisant
partie de la classe des distances de type Minkowski, entre l’ensemble flou A˜ et un ensemble
net C caractérisé par :
µC(ω) =
{
0 si µA˜(ω) ≤ 12
1 si µA˜(ω) > 12
(∀)ω ∈ Ω
Une autre façon naturelle de quantifier le flou d’un ensemble est d’utiliser le manque de dis-
tinction entre l’ensemble flou et son complément.
Maintenant si on s’intéresse à la différence d’un ensemble flou et d’un ensemble classique, on





Dans la formule précédente, l’opérateur c désigne le complément flou. Si pour le complément




(1− |2µA˜(ω)− 1|) (A.31)
155
AA.7. LES MESURES DE LA NON-SPÉCIFICITÉ
Ces deux équations quantifient l’éloignement d’un ensemble flou vis-à-vis d’un ensemble net,
plus la distance Z est grande plus les différences, en terme de flou, entre les deux ensemble sont
importantes.
Dans [Klir 88], il est montré que si on veut avoir comme unité de mesure pour le flou d’un
ensemble « le bit », on peut utiliser la formule suivante :
fc(A˜) = |A˜| −
∑
ω∈Ω
|µA˜(ω)− c(µA˜(ω))| [en bits] (A.32)
A.7 LES MESURES DE LA NON-SPÉCIFICITÉ
Comme présenté précédemment, la non-spécificité est caractérisée pour les situations quand
plusieurs alternatives sont possibles, donc pour les ensembles d’alternatives avec un cardinal plus
grand que 1.
Le rôle de l’utilisation des sources multiples d’information est d’augmenter le niveau d’informa-
tion globale et de réduire la non-spécificité, ou de manière équivalente d’augmenter la spécificité.
Ainsi, dans le cas où les informations fournies par les différentes sources ne sont pas conflictuelle, la
fusion de ces information va rendre un niveau d’information plus grand que le niveau d’informations
individuelles des sources. Dans le cas où le conflit est présent, l’opération de fusion d’information
peut entrainer une diminution de la quantité de l’information par rapport à des informations in-
dividuelles. Dans ce type de situations, une solution est de ne pas prendre en compte toutes les
informations, donc de faire un filtrage avant l’opérateur de fusion.
A.7.1 La mesure de spécificité
La notion de spécificité est inversement reliée à la notion d’entropie et elle est employée pour
mesurer la qunatité d’information contenue dans une affirmation. Dans [Yager 05] une mesure
de la spécificité à été proposée : Étant donné A un ensemble flou du domaine X et x∗ tel que
A(x∗) = max(A(x)), la spécificité du A est donnée par
Sp(A) = A(x∗)− Aˆ (A.33)
où avec Aˆ a été notée la valeur moyenne de la fonction d’appartenance du A sur le domaine
X − {x∗}.
A.7.2 L’information Hartley
Avant que la théorie des ensembles flous soit développée, Hartley en 1928 et Shannon en 1948
ont proposé deux théories pour la mesure de l’information et donc implicitement de l’incertitude.
Pour définir une mesure de l’information, Hartley a considéré un ensemble fini Ω constitué de
n éléments. Quand on veut construire une séquence d’éléments ωi ∈ Ω par des sélections successives,
a priori il va y avoir une ambiguïté proportionnelle avec le nombre d’éléments |Ω| = n. Le nombre
total des séquences possibles obtenues par s sélections est ns et la quantité d’information associée
avec ces sélections est égale à :
I(ns) = s log2 n = logns [en bits] (A.34)
Et si on note avec N le nombre total d’alternatives possibles, le moyen de sélection étant
indifférent, l’information de Hartley peut encore s’exprimer sous la forme :
I(N) = log2N [en bits] (A.35)
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Si on prend deux ensembles X et Y et on considère qu’on peut définir une relation R ⊂ X × Y
qui exprime la corrélation entre la sélection dans un ensemble et les sélections faites dans l’autre
ensemble, trois catégories d’informations de type Hartley peuvent être définies :
1. L’information marginale :
I(X) = log2 |X|
I(Y ) = log2 |Y |
2. L’information conjointe :
I(X,Y ) = log2 |R|
3. L’information conditionnelle :
I(X|Y ) = log2
|R|
|Y | = log2 |R| − log2 |Y |
I(Y |X) = log2
|R|
|X| = log2 |R| − log2 |X|
Une autre fonction, appelée fonction de transmission de l’information, peut être définie pour
servir comme indicateur de la corrélation entre les deux ensembles :
T (X,Y ) = I(X) + I(Y )− I(X,Y ) (A.36)
Cette fonction peut être généralisée pour le cas de n ensembles :
T (X1, X2, . . . , Xn) =
n∑
i=1
I(Xi)− I(X1, X2, . . . , Xn)
A.7.3 L’information de Hartley
L’information de Hartley a été définie seulement pour le cas des ensembles finis, mais une
extension pour le cas des espaces euclidiens de dimension n existe aussi [Klir 06b]. En considérant
que les alternatives sont des points dans un espace Rn et que l’évidence qu’on dispose nous amène













Dans cette dernière équation, avec µ a été notée la mesure de Lebesgue, avec T l’ensemble de
toutes les transformations d’un système de coordonnés à un autre et avec Eit la ième projection
unidimensionnelle du E dans le système de coordonnés.
A.7.4 La non-spécificité dans la théorie de l’évidence
La mesure d’information de Hartley permet de quantifier la non-spécificité dans le cas de la
théorie des possibilités. Dans ce paragraphe, les mesures permettant de quantifier la non-spécificité
seront présentées dans le cadre de la théorie de l’évidence (de Dempster-Shafer). Dans cette théorie
la non-spécificité est présente quand la masse d’évidence est distribuée pour des sous-ensembles Ai
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qui contiennent plus d’un seul élément. Une méthode pour quantifier la non-spécificité est d’adapter





où m = {m(A1),m(A2), · · · ,m(An)} est la masse d’évidence.
A.7.5 La non-spécificité pour les possibilités graduelles
Quand tous les éléments focaux sont emboîtés : Ω = {ω1, ω2, · · · , ωn} avec une relation d’ordre





[(pi(ωi)− pi(ωi+1)) log2 i] (A.39)
Si la théorie des possibilités est regardée du point de vue des ensembles flous et si on utilise les





Toujours dans [Higashi 83] il a été proposée une distance pour mesurer le rapprochement en
niveau d’information dans le cas des distributions de possibilité. Cette distance a été définie en
partant des distributions de possibilité partiellement ordonnées. Deux distributions de possibilité
pi1 et pi2 sont partiellement ordonnées, relation noté par la suite par pi1  pi2 si et seulement si
pi1(ω) ≤ pi1(ω) ∀ω ∈ Ω. Pour toute paire pi1, pi2 le gain d’information obtenu en remplaçant pi2 par
pi1 est quantifié par :






Comme pi1  pi2 ⇒α pi1 ⊆α pi2 ∀α ∈ [0, 1], le gain d’information est une quantité positive
g(pi1, pi2) ≥ 0. Une autre observation est que dans le cas où pi1  pi2  pi3 le gain d’information
est additif, c’est-à-dire g(pi1, pi3) = g(pi1, pi2) + g(pi2, pi3). De ces deux observations, on a comme
conséquence que g(pi1, pi3) ≥ g(pi1, pi2). A l’aide de cette mesure de gain d’information, Higashi et
Klir [Higashi 83] ont proposé une distance métrique basée sur le rapprochement de l’information,
dans le cadre de la théorie de possibilité :
G(pi1, pi2) = g(pi1,max{pi1, pi2}) + g(pi2,max{pi1, pi2}) (A.42)
La construction d’une distance d’information ayant des propriétés d’une métrique dans le cadre
des distributions de probabilité de la même façon que dans le cadre de la théorie de possibilités
n’a pas été possible, car pour les distribution de probabilité on ne peut pas avoir une ordonnance
partielle entre deux distributions de probabilité.




log2(1 + µ(αA))dα (A.43)
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A.7.6 La fusion des informations en intégrant la notion de spécificité
Cette partie est faite d’après [Yager 05]. En considérant qu’on a deux informations sur une
variable V de la forme V is A et V is B, le résultat de la fusion (dans la théorie des possibilités)
sera donné par V is D avec D = A ∩ B et D(x) = Min{A(x), B(x)}. Maintenant si on considère
qu’on a n informations de la forme V is Ai avec i = 1, n, le résultat de la fusion sera donné
par V is D avec D =
n⋂
i
Ai et D(x) = Min{Ai(x)}. Comme conclusion on peut voir que plus
d’informations on a en entrée, plus spécifique sera le résultat de la fusion.
Observations :
– Si les informations d’entrée (qui peuvent être vues comme des représentations floues norma-
lisées : ((∃)x pour lequel Ai(x) = 1; ∀i)) ne sont pas conflictuelles, la fusion va rendre
une information d’une spécificité plus grande :




– Dans le cas des informations conflictuelles, on peut être dans la situation où le résultat de la
fusion, l’ensemble flou D, n’est plus normalisé et donc l’information de sortie peut être plus
confuse que les informations en entrée. Dans ce cas, des mesures de précaution doivent être
prises : ne pas prendre pour l’opération de fusion toutes les informations disponibles, mais
seulement un sous-ensemble (pour limiter le degré de conflit) suffisamment grand pour que
la crédibilité du résultat de fusion soit acceptable.
Par la suite sera notée avec Pi la relation V is Ai et avec P = {P1, P2, · · · , Pn}. Aussi on définit
une mesure µ : 2|P | → [0, 1] qui pour chaque sous-ensemble B ∈ P , µ(B) désigne la crédibilité
qu’on a dans le résultat de la fusion des éléments de B.
Si on considère B ∈ P , on va noter avec DB =
n⋂
i
Ai la fusion des connaissances contenues par
B, donc on va avoir l’affirmation V is DB (avec une crédibilité µ(B)). Pour évaluer la qualité de
l’affirmation V is DB deux mesures de qualité peuvent être utilisées :
1. L’informativité : directement liée à la notion de spécificité
Inf(B) = Sp(B) = DB(x∗)− DˆB (A.45)
2. La crédibilité : mesurée par Cred(B) = µ(B)
Comme les deux mesures de qualité ont les valeurs exprimées dans l’intervalle unitaire, la qualité
globale peut s’obtenir en utilisant différents opérateurs. Dans [Yager 05] a été choisi d’exprimer la
qualité globale sous la forme du produit des deux qualités :
Qual(B) = Inf(B) · Cred(B) (A.46)
A.7.7 Sur la confiance
La construction des mesures de confiance n’est pas évidente et dans beaucoup de cas, elle se
fait en fonction du besoin de l’application courante. D’après [Yager 05] il peut y avoir :
– Mesures de confiance basées sur la notion de cardinal : Dans ce cas, il n’y a pas de
différences de crédibilité entre les différentes pièces d’informations (alternatives) proposées.
La seule chose qui compte c’est le nombre. Pour donner une qualité globale des propositions,
dans ce cas elle peut se faire en utilisant des termes linguistiques.
– Mesures de confiance additives : Chaque pièce d’information Pi a une crédibilité propre
αi et en plus la somme des crédibilités individuelles est normée :
∑
i αi = 1.
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– Mesures de confiance basées sur une collection de sous-ensembles de P : En notant
avec Gk, k = 1,K une collection de sous-ensembles de P on peut construire une mesure de
confiance de B sur le principe : µ(B) = 1 ssi B contient des pièces d’informations de chaque
Gk et µ(B) = 0 au cas contraire. Sur cette idée, on peut construire une mesure de confiance






|B| avec gk ∈ [0, 1] (A.47)
Observation : Cette idée pourrait être utilisée pour l’évaluation d’un système d’aide à la
décision quand on ne connait pas le nombre a priori d’alternatives à proposer. Ainsi, on peut
construire le Gk avec l’aide de l’utilisateur et après évaluer notre système en fonction des
alternatives proposées (le B).
– Mesures de confiance contenant des pièces d’informations nécessaire : Utile dans
les cas où une pièce d’information Pi est impérative pour l’utilisateur : µ(B) = 0 si Pj /∈ B.
A.8 LES MESURES BASÉES SUR L’ENTROPIE
Dans le cas de la théorie des probabilités deux sources d’incertitudes peuvent être identifiées :
la non-spécificité et le conflit. Le premier type d’incertitude, la non-spécificité, peut être quantifié
en utilisant la mesure de Hartley. Pour quantifier le conflit, on peut utiliser l’entropie de Shannon.
Cette entropie a été également utilisée pour mesurer l’incertitude dans la théorie de l’évidence.
A.8.1 L’entropie de Shannon pour les distribution des probabilités
L’entropie de Shannon est une mesure de l’incertitude d’une variable aléatoire. Pour une dis-
tribution de probabilité d’une variable aléatoire discrète X prenant les valeurs dans l’alphabet χ,













Dans la deuxième forme de l’équation A.48 il peut s’observer que l’entropie de Shannon exprime
le conflit entre p(x) et
∑
y 6=x
p(y). L’entropie de Shannon quantifie la valeur moyenne de conflit
parmi les évidences exprimées utilisant des distributions des probabilités pour un ensemble fini
d’alternatives mutuellement exclusives. Ainsi par rapport à la mesure de Hartley, qui mesure la
non-spécificité, l’entropie de Shannon mesure le conflit.
Pour le cas quand
∑
x∈χ









Dans ce dernier cas, il est possible de calculer l’entropie d’un seul événement.
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A.8.2 L’entropie de Rényi pour les distribution des probabilités
L’entropie de Shannon peut être vue comme une moyenne arithmétique pondérée, avec les
probabilités des événements, des quantités − log p(x). Comme il a été remarqué dans [Aczel 06], la
moyenne arithmétique n’est pas la seule moyenne intéressante. L’entropie de Rényi d’ordre α est
définie par :






Quand α→ 1 l’entropie de Rényi est équivalente avec l’entropie de Shannon. Pour encore géné-
raliser l’entropie de Shannon, on peut généraliser la moyenne arithmétique pondérée par [Aczel 06] :







où la fonction f est continue et strictement monotone (f(x) = x, f(x) = log(x), f(x) = ex, f(x) =
xc, etc.).
A.8.3 La mesure de divergence
Lorsqu’un expert fait une estimation P (X) d’une fonction distribution de probabilité incon-
nue S(X), on peut utiliser une mesure de divergence pour quantifier la différence entre la vraie
distribution et celle estimée [Klir 06b] :









Cette mesure peut être utile pour apprécier les opinions obtenues d’un ensemble d’experts qui
sont mis dans les mêmes conditions. De plus, cette mesure peut exprimer la surprise d’un expert
(Cooke1991).
A.8.4 Les mesures basées sur l’entropie pour la théorie de l’évidence





où {A1, A2, · · · , An} est un ensemble d’éléments focaux, m(Ai) est la masse d’évidence pour
l’élément Ai et Pl(Ai) est la mesure de plausibilité.





où Cr(Ai) est la mesure de croyance.
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A.8.5 Agrégation des incertitudes dans le cadre de la théorie de l’évi-
dence
Le but de cette section est de combiner les deux types d’incertitudes : la non-spécificité et
le conflit dans le cadre de la théorie de l’évidence. L’agrégation de l’incertitude est une fonction
définie sur l’ensemble de mesures de croyance dans le R+. Cette mesure d’agrégation est donnée










où PCr est l’ensemble de toutes les distributions de probabilité p(x) qui satisfassent les condi-
tions suivantes :







p(x) ≤ 1− Cr(Ac)
Dans [Klir 06b] est décrit un algorithme itératif pour le calcul de l’équation A.55.
A.9 MÉTHODOLOGIES POUR LES TRAITEMENTS AVEC DES IN-
CERTITUDES
Dans le paragraphe A.4, les éléments de base de la théorie de l’information généralisée (TIG)
ont été présentés. Dans ce paragraphe, quelques méthodologies pour les traitements avec des in-
certitudes seront présentées selon [Klir 06a].
Si on regarde plus attentivement la théorie de l’information généralisée, on peut remarquer
deux choses :
1. Dans la TIG, il existe plusieurs théories de l’incertain et donc on peut observer une diversité
en ce sens. Cette diversité est très importante car les axiomes de départ de chaque théorie de
l’incertain sont différents et donc, en fonction de l’application, il y a des théories qui se prêtent
mieux que les autres. En plus à cette diversité, on peut ajouter la notion de dynamique car
des nouvelles théories peuvent être construites ;
2. Toutes les théories de la TIG ont des propriétés communes et donc, on peut observer une
unicité en ce sens (un exemple étant la généralisation des mesures de Hartley et de Shannon
pour d’autres théories).
A.9.1 Le principe de minimum d’incertitude
Ce principe est aussi appelé le principe de perte minimale d’information. Comme le nom l’in-
dique, ce principe facilite la sélection d’alternatives plausibles en minimisant la perte d’information
pour résoudre un problème. Deux exemples de problèmes à résoudre sont le problème de simplifi-
cation et le problème avec conflit.
A.9.1.1 Le problème de simplification
Toute simplification d’un système est d’habitude accompagnée par une perte d’information.
Ainsi le but est de réduire cette perte d’information ou de limiter l’augmentation de l’incertitude.
En général les simplifications d’un système sont faites pour réduire la complexité et pour cela trois
catégories de simplification peuvent être identifiées [Klir 06a] :
– En éliminant des entités : variables, sous-systèmes, etc. ;
– En combinant des entités : variables, états, etc. ;
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– Décomposition du système en plusieurs sous-systèmes.
Pour des exemples concernant le problème de simplification voir [Klir 06a].
A.9.1.2 Le problème avec du conflit
Le conflit peut apparaître sous la forme des inconsistances locales lors de l’intégration des
sous-systèmes dans un seul système. Pour les variables appartenant à plusieurs sous-systèmes,
l’inconsistance locale du système peut être caractérisée par des différences au niveau des projections
des fonction d’incertitude en fonction de ces variables. Ainsi cette inconsistance doit être résolue par
la modification des fonctions d’incertitudes des sous-systèmes en minimisant la perte d’information.
La perte totale d’information peut être calculée comme étant la somme des pertes en information
de chaque sous-système.
Si on note avec I(su,s uˆ) la perte d’information due à la modification de la fonction d’incertitude
su avec suˆ, l’élimination de l’inconsistance peut être formulée comme un problème d’optimisation :
– Étant donnée une famille de sous-systèmes {sZ|s ∈ Nn}avec les fonctions d’incertitudes su
formalisées dans une certaine théorie de l’incertain inconsistantes localement, trouvez les
fonction d’incertitudes suˆ pour lesquelles
n∑
s=1
I(su,s uˆ) est minimales sous les contraints des
axiomes de la théorie de l’incertain utilisée et sous la condition d’avoir la consistance locale
avec les fonction d’incertitude suˆ.
A.9.2 Le principe du maximum d’incertitude
Ce principe nous permet de développer des procédures de traitement pour un grand nombre de
problèmes qui nécessitent un raisonnement ampliatif.
A.9.2.1 Le principe du maximum d’entropie
C’est le principe utilisé dans la théorie de l’information classique, donc dans le cadre de la théorie
des probabilités. La formulation de ce principe peut être faite comme un problème d’optimisation :
– déterminer une distribution de probabilité p(x) qui maximise l’entropie de Shannon sous les
contraintes ci, i = 1, n qui expriment les axiomes de la théorie des probabilités, mais aussi
les informations partielles sur la distribution inconnue (des moments d’une (ou des) variable
aléatoire, distributions de probabilités marginales, etc.).
Pour des exemples d’application de ce principe voir [Klir 06a] - estimation de la distribution
de probabilité sachant le moment d’ordre 1 (l’espérance mathématique).
Une situation très utile pour la pratique est quand on dispose d’une distribution de probabilité
p
′(x) et on veut déterminer la distribution de probabilité p(x) suite à l’arriver de nouvelle évidence.













La nouvelle évidence qu’on dispose va bien sûr diminuer l’incertitude et donc l’incertitude
exprimée par p(x) est plus petite que l’incertitude exprimée par p′(x). Ainsi le principe de mini-
mum d’entropie croisée nous permet de réduire l’incertitude de p′(x) avec la plus petite quantité
nécessaire pour satisfaire les nouvelles contraintes données par la nouvelle évidence.
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A.9.2.2 Le principe du maximum de non-spécificité
Dans les cas où le seul type d’incertitude est la non-spécificité (dans la théorie classique des
possibilités quand la non-spécificité est quantifiée par la mesure de Hartley A.34 ou encore dans la
théorie de l’évidence quand la mesure de la non-spécificité est donnée par A.38), on peut énoncer
un principe de maximisation de la non-spécificité (dans une manière similaire que le principe du
maximisation d’entropie et donc qui s’applique pour les situations de raisonnement ampliatif).
Ainsi, ce principe peut être vu comme un problème d’optimisation, nécessitant la maximisation de
la fonctionnelle fondée sur la mesure de Hartley sous les contraintes des axiomes de la théorie des
possibilités classiques et de la nouvelle évidence qui est disponible.
Ce principe, par rapport au principe de maximum d’entropie qui est applicable seulement dans
le cadre de la théorie des probabilités, est applicable pour toutes les autres théories et donc ces deux
principes sont complémentaires. Pour plus d’informations et exemples voir [Klir 06a] et [Klir 88].
A.9.2.3 Le principe du maximum d’incertitude dans la TIG
Dans la plupart des situations, sauf dans le cas des théorie classiques, plusieurs types d’incer-
titude coexistent dans la cadre de la même théorie. Ainsi, il arrive le problème de maximisation
d’incertitude dans ces cas.
Le principe de maximisation de l’incertitude dans la TIG peut se réaliser en quatre façon
différentes, en fonction de la fonctionnelle à maximiser dans le processus d’optimisation :
– la mesure de Hartley généralisée ;
– la mesure de Shannon généralisée ;
– la mesure agrégée de l’incertitude totale (problème : cette fonctionnelle est très peu sensitive
aux changements de l’évidence) ;
– la mesure désagrégée de l’incertitude totale.
Le choix de la fonctionnelle à maximiser est dépendante du contexte de chaque application.
Malheureusement ces problèmes d’optimisation ne sont pas bien développés à l’heure actuelle, des
exemples d’application pour des situations simples pouvant être retrouvés dans [Klir 06a].
A.9.3 Le principe de la généralisation exigée
La base de ce principe est de ne pas faire de choix a priori vis-à-vis de la théorie de l’incertitude
utilisée, mais de bien analyser l’application, de connaître les besoins et seulement après de choisir
la théorie qui se prête le mieux à ces exigences.
Ce principe est devenu possible avec le développement de la TIG. À l’heure actuelle il existe
beaucoup de théories mathématiques traitant l’incertain. Comme décrit précédemment, toutes ces
théorie de l’incertain peuvent être caractérisées par une certaine unicité et donc, on peut travailler
avec la TIG dans sa globalité et non plus avec une seule théorie qui fait partie de la TIG. Dans ce
cas, on peut passer d’une théorie à une autre pendant le traitement d’une application quelconque.
Les motifs pour changer la théorie sont :
– la théorie actuelle n’est pas suffisamment générale pour englober les différents types d’incer-
titude présentes. Ainsi c’est nécessaire d’utiliser une théorie plus générale (un exemple étant
le passage de la théorie des probabilités à la théorie de l’évidence).
– la théorie utilisée n’est plus adaptée à l’étape courante de l’application (par exemple quand
la complexité de calcul est très grande).
Une observation peut être faite lorsqu’on veut passer à une théorie plus générale. Le choix de la
théorie plus générale que celle actuelle n’est pas optionnelle, mais elle dépend de l’incertitude qui
doit être intégrée. Ce principe a été introduit par Klir dans [Klir 06a] et sauf quelques exemples
simples pour lesquels il a été testé, son application dans la pratique reste discutable.
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B Introduction aux techniques
de fusion d’informations
B.1 LE VOTE
C’est une technique de fusion des données intuitive et simple à mettre en place. Elle est employée
surtout dans les cas de fusion de décisions, chaque source proposant pour fusionner un ensemble fini
de décisions. Ces décisions sont, en général, accompagnées par un indice de fiabilité, de confiance.
L’opération de combinaison de toutes ces décisions est basée sur un système de vote. En entrée du
module de fusion sont présentées l’ensemble de toutes les décisions proposées et en sortie une liste
de décisions sera générée, chaque décision ayant un poids égal au nombre total de fois qu’elle a été
proposée par les sources.
Les inconvénients de cette technique sont les situations semblables au cas présenté dans le
tableau 8.6. Ainsi, dans cette situation, le module va mettre en première position les décision D1
et D2, avec trois votes et sur les positions deux et trois les décisions D3 et D4 avec un vote. Par
conséquent, cette technique n’a pas une bonne tolérance aux conflits entre les sources et ne prends
pas en compte les imperfections des données. Un autre inconvénient est l’impossibilité de fusionner
des données hétérogènes. Par exemple, les décisions exprimées sous une forme linguistique sont
difficile à être transformées pour les fusionner avec d’autres décisions utilisant le vote.
B.2 EXPLOITANT LE RÉSEAU DES SOURCES
Dans [Barecke 11] une nouvelle approche de fusion a été proposée, prenant en compte les
relations d’affinité et d’hostilité entre les sources. Pour la modélisation un graphe non-orienté
est construit, avec des noeuds les sources et les arcs représentant les deux relations possibles entre
deux sources.
Après la construction du graphe il va être partionné en sous-graphe avec les contraintes :
à l’intérieur d’un sous-graphe toutes les sources soient en relation d’amitié et les sous-graphes
soient liés entre elles par des liaisons d’hostilité. Avec ce partionnement fait et tenant compte de
l’hypothèse que les sources en relation d’hostilité disant la même chose apporte plus d’information
que les sources amies en accord, la fusion est faite en deux étapes : fusion intra-groupe et après
fusion inter-groupes.
Mais cette fusion a quelques points négatifs. Premièrement l’association des relations entre les
sources doit se faire par un expert et elle reste statique : si un changement apparaît (nouvelle source,
changement de relations, etc.), il est difficile à prendre en compte. Deuxièmement, les relations
entre les sources peuvent être différentes en fonction de la décision à prendre. Troisièmement, le
partitionnement ne peut pas se faire toujours respectant toutes les contraintes.
B.3 LA FUSION PROBABILISTE (BAYÉSIENNE)
Cette technique de fusion de données utilise la théorie des probabilités, une théorie mathéma-
tique rigoureux et beaucoup analysé. Dans le cadre de cette théorie les imperfections des données,
les incertitudes, sont modélisées par des distributions de probabilités.
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La puissance de cette technique réside dans l’utilisation des probabilités conditionnelles, p(Di|Sj)
et le pouvoir d’intégrer des connaissances a priori en utilisant la formule de Bayes :
p(Di|Sj) = p(Sj |Di)p(Di)
p(Sj)
(B.1)
Ces probabilités peuvent être déduites en utilisant une approche fréquentielle dans le domaine
discret et en utilisant des mélanges de distributions de probabilités, comme des gaussiennes par
exemple, pour approximer la vraie distribution p(Di|Sj).
Étant donné que chaque source Sj accompagne chaque décision Di par une probabilité de la
forme p(Di|Sj), toutes ces probabilités vont être mises sous une forme vectorielle :
pj = (p(D1|Sj), p(D2|Sj), . . . , p(Dn|Sj)) (B.2)
Pour fusionner les décisions proposées par chaque source, une matrice ayant comme lignes
les vecteurs de probabilités (B.2) sera construite. Comme opérateurs de combinaison, actionnant
sur les colonnes de cette matrice, peuvent être utilisés le maximum, le minimum, la moyenne, la
médiane, l’oracle, etc, voir [Xu 92] pour plus des détails.
L’inconvénient de cette technique est le besoin d’avoir une grande base d’apprentissage pour
bien estimer les probabilités. De plus, l’emploi de cette approche probabiliste implique l’existence
d’un ensemble de décisions exclusives et exhaustives, ce qui entraine une impossibilité de modéliser
les imprécisions des données. Un autre inconvénient est la difficulté de modéliser des connaissances
qui ne peuvent pas être exprimées sous une forme probabiliste ou de modéliser l’absence des
connaissances.
Soit les décisions à discriminer D = {D1, D2, . . . , DN} étant données les mesures faites :
{µ1, . . . , µM}. La règle de Bayes nous dit qu’il faut maximiser :









P (µj |dk)P (dk)

(B.3)
Après le calcul de toutes ces probabilités a posteriori, le choix final de la décision optimale est
donné en maximisant :
d∗i = arg {maxi[P (di|µ1, . . . , µM )]} (B.4)
C’est une technique intéressante grâce à :
– sa simplicité : calcul des N probabilités et après maximisation ;
– bien adaptée pour le traitement des mesures.
Les inconvénients de cette technique :
– besoin de connaître tous les modèles de densité de probabilité ;
– nécessité d’avoir des connaissances a priori ;
– travail sur des singletons et donc, impossibilité de modélisation des objets qui appartiennent
à des classes différentes ;
– impossibilité de prendre en compte les imprécisions, les ambigüités, etc. ;
– une des axiomes de la théorie probabiliste est : P (A) + P (Ac) = 1. Ainsi si P (A) augmente,
P (Ac) va diminuer. Cette caractéristique est une propriété de base pour la théorie probabi-
liste : une seule décision est vraie.
Le filtrage de Kalman peut être aussi vu comme un algorithme de fusion bayesien mais dans
lequel la fusion est faite dans le temps.
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En sortie du module de fusion chaque décision sera caractérisée par un coefficient de fiabilité, de
confiance. Ainsi ce que nous cherchons est de retrouver ce coefficient pour chaque décision possible.
Par la suite la valeur d’une décision va signifier la valeur de ce coefficient de fiabilité.
Maintenant on fera une hypothèse : les N sources fournissent à leurs sorties des informations,
pour chaque décision, sous la forme d’un coefficient de confiance, qui à son tour est exprimé par
un intervalle de confiance Ii, accompagné d’un coefficient de confiance, βi (0 < i ≤ N pour la ième
source). Pour simplifier l’exposé, la fusion pour une seule décision sera traitée. Ainsi, en sortie de
chaque source i nous avons accès à :
– son intervalle de confiance : Ii = [ai, bi], 0 ≤ ai ≤ bi ≤ 1, i ≤ N
– le coefficient de confiance de cet intervalle : βi = Pi(D ∈ Ii), i ≤ N
Dans [Zhu 03] une technique d’estimation d’un paramètre utilisant un système multi-sources
est décrite. Cette technique est adaptée par la suite pour le cas traité : proposition d’un ensemble
de décisions accompagnées par des coefficients de confiance.
Ainsi la vraie valeur de la décision d est soit dans Ii soit dans Ici , [0, ai)∪ (bi, 1], qui peut être
vu comme un intervalle avec un coefficient de confiance donné par :
1− βi = Pi(d ∈ Ici ), i ≤ N (B.5)
Il faut remarquer que ce n’est pas possible de savoir quel est le coefficient de confiance de chaque
intervalle qui compose Ici . Ainsi chaque source nous fournit en sortie deux intervalles :
I1i , Ii, I0i , Ici (B.6)
avec les coefficients de confiance :
β1i , βi, β0i , 1− βi (B.7)
Avec ceux-ci définis, le module de fusion va recevoir les informations suivantes :
– une liste d’intervalles fournie par les N sources : I = {Ir11 , . . . IrNN }, ri ∈ {0, 1}
– une liste de coefficients de confiance : β = {βr11 , . . . βrNN }, ri ∈ {0, 1}
Sous l’hypothèse d’indépendance entre les sources, la fusion sera le résultat de :
1. Combinaison des intervalles :
La combinaison des intervalles au niveau du module de fusion est le résultat de toutes les
intersections possibles et de toutes les réunions connectées possibles (qui ne donnent pas
l’ensemble vide) entre les intervalles de la liste I :
I{1r1 ,...,NrN } =
N⋂
i=1
Irii , ri ∈ {0, 1} (B.8)





Irii , ri ∈ {0, 1} (B.9)
2. Combinaison des coefficients de confiance :
Les coefficients de confiance suite à l’opération de combinaison, pour les intervalles non-vides,
sont donnés par :




βrii , ri ∈ {0, 1} (B.10)
où le symbole C indique les ensembles non-vides :
C = {I{1r1 ,...,NrN } : I{1r1 ,...,NrN } 6= ∅} (B.11)
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et le paramètre c donné par :
c =
∑
I{1r1 ,...,NrN } 6=∅
N∏
i=1
βrii , ri ∈ {0, 1} (B.12)
et avec :
P (D ∈ I{1r1 ,...,NrN }|C) = 0 si I{1r1 ,...,NrN } = ∅ (B.13)
3. La sommabilité des coefficients de confiance
Comme les intervalles I0i et I1i sont disjoints (∀)i, toutes les intersections non-vides sont aussi










βrii , ri ∈ {0, 1} (B.14)
Exemple de fusion probabiliste des intervalles
Considérons le cas des trois sources qui fournissent pour la même décision les informations du
tableau B.1.
S1 S2 S3
I1i [0.2,0.5] [0.3,0.6] [0.4,0.7]
β1i 0.8 0.83 0.85
I0i [0, 0.2) ∪ (0.5, 1] [0, 0.3) ∪ (0.6, 1] [0, 0.4] ∪ (0.7, 1]
β0i 0.2 0.17 0.15
Table B.1: Exemple de fusion probabiliste des intervalles
Pour cet exemple, les intersections des intervalles sont :
I{1r1 ,...,NrN } = {
[0.2, 0.5] ∩ [0.3, 0.6] ∩ [0.4, 0.7]⇒ [0.4, 0.5]
[0.2, 0.5] ∩ [0.3, 0.6] ∩ ([0, 0.4] ∪ (0.7, 1])⇒ [0.3, 0.4)
[0.2, 0.5] ∩ ([0, 0.3) ∪ (0.6, 1]) ∩ [0.4, 0.7]⇒ ∅
[0.2, 0.5] ∩ ([0, 0.3) ∪ (0.6, 1]) ∩ ([0, 0.4] ∪ (0.7, 1])⇒ [0.2, 0.3)
([0, 0.2) ∪ (0.5, 1]) ∪ [0.3, 0.6] ∪ [0.4, 0.7]⇒ (0.5, 0.6]
([0, 0.2) ∪ (0.5, 1]) ∪ [0.3, 0.6] ∪ ([0, 0.4] ∪ (0.7, 1])⇒ ∅
([0, 0.2) ∪ (0.5, 1]) ∩ ([0, 0.3) ∪ (0.6, 1]) ∩ [0.4, 0.7]⇒ (0.6, 0.7]
([0, 0.2) ∪ (0.5, 1]) ∩ ([0, 0.3) ∪ (0.6, 1]) ∩ ([0, 0.4] ∪ (0.7, 1])⇒ [0, 0.2) ∪ (0.7, 1]}
En appliquant la formule (B.12), nous obtenons que c = 0.8595 et les coefficients des nouveaux
intervalles obtenus par fusion sont présentés dans le tableau B.2 (le calcul faisant appel à la formule
(B.10)) :
Intervalle [0, 0.2) ∪ (0.7, 1] [0.2, 0.3) [0.3, 0.4) [0.4, 0.5] (0.5, 0.6] (0.6, 0.7]
Coeff. confiance 0.0059 0.0237 0.1159 0.6567 0.1642 0.0336
Table B.2: Les intervalles fusionnés
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D’après la formule (B.14), les intervalles avec leurs coefficients de confiance sont sommables et
ainsi, pour les intervalles initiaux proposés par les sources, on a :
[0.2, 0.5] : 0.7963; [0.3, 0.6] : 0.9368; [0.4, 0.7] : 0.8545
De ce résultat, nous pouvons remarquer que le coefficient de confiance pour l’intervalle [0.3, 0.6]
a augmenté suite à l’opération de fusion, tandis que pour l’intervalle [0.2, 0.5] le coefficient de
confiance a diminué face à celui proposé par la première source.
Maintenant, la situation avec des sources qui proposent des intervalles avec leur intersection
vide sera traitée (I{1r1 ,...,NrN } = ∅). Prenons l’exemple du tableau B.3. Dans ce cas la première
source propose un intervalle qui ne se chevauche pas avec les autres deux intervalles proposés par
les sources S2 etS3.
S1 S2 S3
I1i [0.1,0.3] [0.4,0.6] [0.5,0.8]
β1i 0.8 0.83 0.85
I0i [0, 0.1) ∪ (0.3, 1] [0, 0.4) ∪ (0.6, 1] [0, 0.5) ∪ (0.8, 1]
β0i 0.2 0.17 0.15
Table B.3: Exemple de fusion probabiliste des intervalles disjoints
Dans cette situation, les nouveaux intervalles suite à l’opération de fusion avec leurs coefficients
de confiance sont présentés dans le tableau B.4
Intervalle [0, 0.1) ∪ (0.3, 0.4) ∪ (0.8, 1] [0.1, 0.3) [0.4, 0.5) [0.5, 0.6] (0.6, 0.8]
Coeff. confiance 0.0231 0.0926 0.1130 0.6402 0.1311
Table B.4: Les intervalles disjoints fusionnés
À partir des résultats du tableau B.4, nous pouvons obtenir d’autres intervalles avec leurs
coefficients de confiance, mais cette fois-ci ces coefficients étant caractérisés par leur borne inférieure
(par exemple : [0.1, 0.6] ≥ 0.8458).
Parmi les avantages de l’utilisation du module de fusion sont :
1. Plusieurs intervalles de couverture variable peuvent être obtenus accompagnés avec leurs
coefficients de confiance. Ainsi le module de fusion offre la possibilité d’avoir plusieurs réso-
lutions.
2. Le fusion multi-sources permet d’augmenter ou de diminuer la confiance dans le résultat
d’une certaine source.
Observation : La formule de combinaison donnée par (B.10) a comme idée de base la règle de
combinaison de Dempster-Shafer dans le cadre de la théorie de l’évidence. La seule différence avec
la règle de combinaison de Dempster-Shafer est que cette dernière travaille avec des coefficients
de confiance sous la forme de masse d’évidence et elle n’est pas additive. Pour plus d’informations
sur la théorie de Dempster-Shafer voir le paragraphe A.3 et sur la règle de Dempster-Shafer voir
le paragraphe B.4.1.
Maintenant si nous revenons à la situation du tableau B.2 et deux critères d’optimisation sont
imposés : minimisation de la couverture de l’intervalle sous la contrainte du coefficient de confiance
et la maximisation du coefficient de confiance sous la contrainte de la couverture de l’intervalle
de confiance, le module de fusion peut fournir en sortie des résultat de la forme présentée dans le
tableau B.5
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Contrainte coeff. de confiance ≥ 0.6 ≥ 0.8 ≥ 0.9
Contrainte couverture intervalle ≤ 1 ≤ 2 ≤ 3
L’intervalle optimal [0.4, 0.5] [0.4, 0.6] [0.3, 0.6]
Coefficient de confiance 0.6567 0.8209 0.9368
La longueur de l’intervalle 1 2 3
Table B.5: Les résultats de la fusion d’intervalles sous des contraintes
Une autre situation à discuter est celle où le module de fusion n’a qu’une connaissance parmi
les N sources et il y a au plus K < N qui ne sont pas fiables mais sans connaître lesquelles. Avec
cette hypothèse, les équations (B.10)-(B.13) deviennent :




βrii , ri ∈ {0, 1} (B.15)
C2 = {I{1r1 ,...,NrN } : I{1r1 ,...,NrN } 6= ∅,
N∑
i=1
ri ≥ N −K (B.16)
c0 =
∑





βrii , ri ∈ {0, 1} (B.17)
P (D ∈ I{1r1 ,...,NrN }|C2) = 0 si I{1r1 ,...,NrN } = ∅ ou
N∑
i=1
ri < N −K (B.18)
Afin d’exemplifier la fusion avec des sources non-fiables, le cas du tableau B.1 sera de nouveau
traité. Pour K = 1 nous avons :
I{1r1 ,...,NrN } = {
[0.2, 0.5] ∩ [0.3, 0.6] ∩ [0.4, 0.7]⇒ [0.4, 0.5]
[0.2, 0.5] ∩ [0.3, 0.6] ∩ ([0, 0.4] ∪ (0.7, 1])⇒ [0.3, 0.4)
([0, 0.2) ∪ (0.5, 1]) ∪ [0.3, 0.6] ∪ [0.4, 0.7]⇒ (0.5, 0.6]}
les autres intersections étant vides. Ainsi, pour le paramètre de normalisation c0, nous avons
c0 = 0.5644 + 0.0996 + 0.1411 = 0.8051. Dans le tableau B.6 les résultats pour K = 1, 2, 3 sont
présentés.
f [0, 0.2) ∪ (0.7, 1] [0.2, 0.3) [0.3, 0.4) [0.4, 0.5] (0.5, 0.6] (0.6, 0.7]
3 0.0059 0.0237 0.1159 0.6567 0.1642 0.0336
2 0 0.0239 0.1166 0.6606 0.1651 0.0338
1 0 0 0.1237 0.7010 0.1753 0
Table B.6: Les intervalles fusionnés
Ainsi si K est petit, les degrés de confiances vont se repartir sur un nombre plus petit d’in-
tervalles, en rendant ces intervalles plus crédibles. Les mêmes contraintes sur la couverture des
intervalles et sur la valeur minimale du coefficient de confiance peuvent s’imposer pour avoir en
sortie la décision la plus crédible.
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L’intérêt de cette technique de fusion est qu’elle peut s’appliquer dans le cadre des sources qui
s’expriment utilisant des variables linguistiques. Par exemple pour le cas d’une source qui s’exprime
par : impossible, très faible, faible, moyen, fort, très fort, sûr les intervalles de confiance peuvent
s’exprimer sous la forme :
impossible, très faible, faible, moyen, fort, très fort, sûr
⇒ [0, 0.2], [0.1, 0.3], [0.2, 0.4], [0.35, 0.65], [0.6, 0.8], [0.7, 0.9], [0.8, 1]
Observations :
1. dans tous les exemples traités, l’hypothèse que toutes les sources donnent une information
complète est implicitement considérée comme vraie. Ainsi, quand une source ne donne pas
d’informations sur une décision cela implique que pour cette décision la source fournie avec
un coefficient de confiance égal à 1 que 0 est la valeur caractérisant la décision. Mais si
l’hypothèse que cette source a une vision partielle est considérée, le cas où cette source ne
s’exprime pas vis-à-vis d’une décision implique une représentation numérique de la forme :
Ii = [0, 1] avec un coefficient de confiance égal à 1. Par conséquent, la source est dans un état
d’ignorance totale, pouvant ne pas être considérée pour le problème de fusion.
B.4 LA FUSION DES CROYANCES DANS LA THÉORIE DE DEMPSTER-
SHAFER
Maintenant plusieurs modalités de fusion des fonctions de croyances issues des sources consi-
dérées indépendantes seront présentées (pour une description plus détaillée de ces techniques de
combinaison et pour des comparaison entre elles voir [Smarandache 04]) :
B.4.1 La règle de Dempster











∀(A 6= ) ∈ 2Θ (B.19)
La quantité k12 =
∑
X∩Y=m1(X)m2(Y ) s’appelle degré de conflit entre le deux sources et il
a le rôle d’éliminer les parties d’informations en contradiction. Cette règle a un bon comportement
sauf les cas où les sources sont en fort conflit et peut être facilement généralisée pour la combinaison
de N sources. Comme cas particulier dans lequel cette règle n’est pas fiable c’est la situation
présentée dans le tableau 8.6.
B.4.2 La règle de disjonctive (Dubois et Prade 1986)
 m∪() = 0m∪(A) = ∑
X∪Y=A
m1(X)m2(Y ) ∀(A 6= ) ∈ 2Θ (B.20)
Cette règle, proposée dans [Dubois 88], réalise un consensus disjonctif et elle est employée dans
des cas où une des sources n’est pas fiable mais sans savoir laquelle.
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[Murphy 00] propose une moyenne arithmétique des fonctions de croyances. Il s’agit d’une règle
commutative mais pas associative.









m1(X)m2(Y ) ∀(A 6= ) ∈ 2Θ
(B.22)
[Smets 94b] propose une règle commutative et associative qui ressemble beaucoup à la règle
de Dempster sauf que dans cette situation il n’y a pas de normalisation. Comme particularité,
l’ensemble vide peut avoir une masse non-nulle, le conflit entre les deux sources lui étant transféré.
B.4.5 La règle de Yager





m1(X)m2(Y ) ∀(A /∈ {,Θ}) ∈ 2Θ
mY (Θ) = m1(Θ)m2(Θ) +
∑
X∩Y=
m1(X)m2(Y ) A = Θ
(B.23)
Par rapport à la règle de Smets, cette nouvelle règle [Yager 87b] traite le conflit entre les
deux sources de manière différente le transférant à l’ensemble total (de tous les singletons, Θ qui
représente l’ignorance totale.
B.4.6 La règle de Dubois et Prade








m1(X)m2(Y ) ∀(A 6= ) ∈ 2Θ
(B.24)
Cette formule de combinaison [Dubois 88] traduit le fait que deux sources sont considérées
comme fiable quand elles ne sont pas en conflit (la première somme) et dans le cas de conflit, une
d’entre elles est fiable (deuxième somme).
B.4.7 La règle de Dezert et Smarandache (DSm)
Toutes les règles présentées jusque maintenant étaient construites sur le modèle de Shafer
supposant un ensemble fini, exhaustif et exclusif ; le complément de chaque objet A appartient
à l’ensemble de tous les sous-ensembles : 2Θ ≡ (Θ,∪) et ayant comme point de départ la règle
de combinaison de Dempster. Dans [Smarandache 04], Dezert et Smarandache ont proposé une
nouvelle théorie mathématique pour résoudre le problème de fusion en éliminant les trois hypothèses
de départ de la théorie de Dempster-Shafer. Ainsi les nouvelles hypothèses de départ sont :
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– ensemble fini et exhaustive. L’hypothèse d’exclusivité est éliminée en gardant celle d’exhaus-
tivité (hypothèse peu limitante car tout ensemble d’hypothèses non-exhaustives peut être
fermé en lui ajoutant une hypothèse de fermeture) ;
– l’utilisation du l’ensemble de tous les sous-ensembles, 2Θ est remplacée par l’utilisation de la
lattice de Dedekind : DΘ ≡ (Θ,∪,∩) ;
– A ∈ DΘ 6=⇒ Ac ∈ DΘ Mais si cette condition devra être possible le DΘ peut se remplacer
par SΘ ≡ (Θ,∪,∩, c(.)).
Comme dans les autres cas, il est très important de bien définir le cadre Θ du problème, mais
cette fois comme la règle DSm est une généralisation de celle de DS, pour la modélisation il faut
choisir l’ensemble dans lequel les fonctions de croyance vont se définir : 2Θ ou DΘ ou SΘ. Comme
règle de fusion Dezert et Smarandache propose :




m1(X)m2(Y ) ; A,X, Y ∈ DΘ (B.25)
cette règle de combinaison a deux grands avantages : est simple à mettre en place et il n’y a









– la règle hybride DSm :
mM(Θ)(A) = Φ(A)[S1(A) + S2(A) + S3(A)] (B.27)
avec les notations : φ = {φM, φ} ; U = u(X1) ∪ . . . ∪ u(Xk) où u(X) est l’union de tous
les singletons θi qui compose X et avec l’ignorance totale It = θ1 ∪ . . . ∪ θn les termes de
la règle hybride DSm (B.27) s’écrivent sous la forme :
Φ(A) =
{
1 si A /∈ φ























La règle libre DSm peut être employée quand il n’y a pas des contraintes (exclusivité, appar-
tenance à l’ensemble vide, etc.) sur les éléments de l’ensemble DΘ. Mais il peut arriver que des
nouveaux éléments devront être inclus dans l’ensemble de définition et que certains éléments de
DΘ ne sont plus possibles et seront passés à l’ensemble vide φ ; si nous voulons prendre en compte
cette dynamique du problème la règle hybride DSm est envisageable.
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Table B.7: Exemple de données à fusionner
d1 d2 d3 d1 ∩ d2 d1 ∩ d3 d2 ∩ d3 d1 ∩ d2 ∩ d3
mDSm 0 0 0.0001 0.9801 0.099 0.099 0
Table B.8: Application de la règle classique DSm
B.4.8 Fusion des évidences imprécises dans le cadre de la théorie
DSm
La théorie DSm peut être généralisée au cas où les sources d’évidence peuvent fournir la masse
d’évidence que sous la forme d’un intervalle (ou plus généralement d’un ensemble d’intervalles)
sous-unitaire, mI(). Ces intervalles doivent respecter la condition d’admissibilité, c.à.d. :
∀X ∈ DΘ (∃)m(X) ∈ mI(X) t.q. ∑X∈DΘ m(X) = 1
Pour la définition des opérations avec des intervalles voir ch. 6 de [Smarandache 04]. Avec ces
opérateurs les deux règles de fusion DSm s’écrivent sous la même, mais avec la somme et le produit








Exemplification de la fusion d’évidence Avec toutes ces règles de combinaison prenons
l’exemple du tableau B.7 avec l’hypothèse d’exclusivité entre les décisions. Si la règle Dempster-
Shafer B.19 est appliquée les deux premières décisions vont avoir une masse nulle en sortie et la
troisième décision sera celle choisie. En appliquant maintenant la règle de Dezert-Smarandache
B.25 nous obtenons les résultats du tableau B.8.
De ce tableau, nous pouvons tirer la conclusion que la règle de combinaison de Dezert-Smarandache
sort comme gagnantes à la fois les décisions D1 et D2. C’est un résultats important, qui pourrait
être exploité si l’objectif du système n’est de proposer en sortie une seule décision. Néanmoins,
dans la théorie DSm la masse d’évidence A∩B est vue comme un conflit partielle, car cette théorie
est faite pour trouver la meilleure décision.
Une autre observation, toujours dans le cas de l’hypothèse d’exclusivité, est que la règle de
combinaison DSm B.26 sort une masse non-nulle pour au maximum n décisions ensemble D1 ∩
D2 ∩ . . . ∩Dn et pour toute combinaison de n+ 1 décisions la masse sera nulle.
B.5 FUSION DANS LA THÉORIE DES POSSIBILITÉS
Les opérateurs de combinaison pour ce type de fusion ont l’avantage, face aux autres deux :
probabiliste et d’évidence, qu’ils sont très souples et permettent de fusionner des informations de
natures différentes et dans des contextes différents.
Normes et conormes triangulaires
Une norme triangulaire (t-norme - comportement sévère) est une fonction t : [0, 1]×[0, 1]→ [0, 1]
vérifiant les propriétés :
174
ANNEXE B. INTRODUCTION AUX TECHNIQUES DE FUSION D’INFORMATIONS
B
– commutativité : ∀(x, y) ∈ [0, 1]× [0, 1], t(x, y) = t(y, x)
– associativité : ∀(x, y, z) ∈ [0, 1]× [0, 1]× [0, 1], t(t(x, y), z) = t(x, t(y, z))
– 1 est l’élément neutre : ∀x ∈ [0, 1], t(x, 1) = t(1, x) = x
– croissante : ∀(x, x′ , y, y′) ∈ [0, 1]4, (x ≤ x′ , y ≤ y′), t(x, y) ≤ t(x′ , y′)
– 0 est un élément absorbant : ∀x ∈ [0, 1], t(x, 0) = t(0, x) = 0
Exemples des t-normes classiques :
min(x, y), xy, max(0, X + y − 1), 1−min
{
1, [(1− x)p + (1− y)p] 1p
}
Ce dernier étant sous une forme paramétrique qui permet de construire des opérateurs en fonction
de nos besoins. Par exemple pour p = 1 l’opérateur max(0, X + y − 1) est obtenu.
Une t-conorme (comportement indulgent) est un autre opérateur obtenu à partir d’une t-norme
et utilisant l’opérateur de complémentation (par exemple ∀x ∈ [0, 1], c(x) = 1−x). La forme d’une
T-conorme est donnée par ∀(x, y) ∈ [0, 1] × [0, 1], T (x, y) = c[t(c(x), c(y))]. Les propriétés d’une
t-conorme sont :
– commutativité : ∀(x, y) ∈ [0, 1]× [0, 1], T (x, y) = T (y, x)
– associativité : ∀(x, y, z) ∈ [0, 1]× [0, 1]× [0, 1], T (t(x, y), z) = T (x, t(y, z))
– 0 est l’élément neutre : ∀x ∈ [0, 1], t(x, 0) = t(0, x) = x
– croissante : ∀(x, x′ , y, y′) ∈ [0, 1]4, (x ≤ x′ , y ≤ y′), T (x, y) ≤ T (x′ , y′)
– 1 est un élément absorbant : ∀x ∈ [0, 1], T (x, 1) = T (1, x) = 0
Exemples des t-conormes classiques : max(x, y), x+ y − xy, min(1, x+ y).
Opérateurs de moyenne - comportement prudent
Un opérateur de moyenne est une fonction m : [0, 1]× [0, 1]→ [0, 1] et qui vérifie :
– le résultat de cet opérateur est toujours compris entre : ∀(x, y) ∈ [0, 1] × [0, 1],min(x, y) ≤
m(x, y) ≤ max(x, y)
– commutativité : ∀(x, y) ∈ [0, 1]× [0, 1], T (x, y) = T (y, x)
– croissante : ∀(x, x′ , y, y′) ∈ [0, 1]4, (x ≤ x′ , y ≤ y′),m(x, y) ≤ m(x′ , y′)
Exemple d’opérateurs de médianne :
– la médiane :
∀(x, y, α) ∈ [0, 1]3m(x, y) = med(x, y, α) =
 x si y ≤ x ≤ α ou α ≤ x ≤ yy si x ≤ y ≤ α ou α ≤ y ≤ x
α si y ≤ α ≤ x ou x ≤ α ≤ y





avec k une fonction strictement crois-
sante de [0, 1] dans [0, 1] Par exemple pour k(x) = xα et α = 2 la moyenne quadratique est





Ce type d’opérateurs ont un comportement différent en fonction du conflit entre les sources.
Ainsi si les sources fournissent des informations (sous la forme des distributions de possibilité)
consonantes cet opérateur va actionner comme un min et si le conflit entre les deux sources est
important le comportement de cet opérateur sera décrit par un max. Donc, ce type d’opérateur
est bien adapté pour les cas des sources qui fournissent des informations partielles, qui est le cas
de notre problème. Une mesure de conflit (suivant le modèle de Dempster-Shafer dans le cadre de
la théorie de l’évidence) entre deux sources peut être décrite par :
h(pi1, pi2) = 1−maxc∈Ωmin(pi1(c), pi2(c)) (B.33)















,min[max(pi1, pi2), 1− h]
}
(B.35)
Le premier opérateur (B.34) prend comme distribution finale le maximum entre un opérateur
conjonctif normalisé et une constante fonction du degré de conflit. Le deuxième opérateur (B.35)
par contre permet de passer d’une combinaison strictement conjonctive min(pi1,pi2)h quand le conflit
est nul à une combinaison strictement disjonctive quand le conflit est très grand (l’opérateur max).
Maintenant si nous avons des connaissances sur la fiabilité des sources d’informations (par
exemple la source délivrant pi1 est plus fiable que celle délivrant pi2), un bon compromis sera de
prendre un opérateur conjonctif si les deux sources sont concordante et de ne pas prendre en compte
la source délivrant pi2 dans le cas contraire :
pi12 = min{pi1,max[pi2, h(pi1, pi2)]} (B.36)
L’opérateur B.36 ne nécessite que de connaître une relation d’ordre entre les sources vis-à-vis de
leur degré de fiabilité. En plus si des valeurs numériques sont disponibles caractérisant la fiabilité de
chaque source, la distribution de possibilité pourrait être transformer dans une autre distribution
représentant la fiabilité équivalente :
pi∗j = max{pij , 1− ωj} (B.37)
Ainsi de cette formule, B.37 si la source j est totalement fiable, ωj = 1 et la nouvelle distribution
prend la valeur de la distribution de possibilité pi∗j = pij . Par contre si la source n’est pas fiable,
ωj  1, la distribution devient constante est égale à 1 représentant l’indifférence totale, tout
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