The filtering problem, on which the signal process and observation process are both diffusions in dual of nuclear Fréchet space, is considered. Martingale representation theorem and Girsanov's theorem in such space are proved. The innovation process is discussed. The filtering equation for the best estimate of signal process on observation process, is established by the innovation approach.
Introduction
The filtering problem consists in estimating the state of a stochastic differential system from noisy observations. Let Φ be a separable nuclear Fréchet space with the strong topological dual Φ . In this paper, we consider the following stochastic system: the state process (signal process) X t is a Φ -valued diffusion process given by a stochastic evolution equation (SEE):
and the observation process Y t is another Φ -valued diffusion process given by a stochastic differential equation (SDE):
where W t is a Φ -valued Wiener process, F (t) is an L(Φ , Φ )-valued stochastic process, A ∈ L(Φ , Φ ) and H(·) is a mapping from Φ into Φ . Our filtering problem is to obtain a mathematical expression, more exactly, a stochastic differential equation, for the best estimate X t of the state X t based on the observation Y t . Our main idea lies on the innovation approach which was first used to the nonlinear filtering problem by Kunita et al in [3] , and was extended to the Hilbert space valued diffusion processes by Korezioglu in [5] , to the distribution valued processes by Korezioglu and Martias in [6] . The organization of the paper is as follows. After this introduce we collect some necessary notations of nuclear spaces as well as some useful results on Φ -valued diffusion processes, which can be found in [2] , in Section 2. In Section 3, we prove the martingale representation theorems for real valued and Φ -valued martingales, respectively, and establish a Girsanov's theorem for the Φ -valued diffusion Y t . In Section 4, we deal with the innovation process corresponding to our filtering problem and show the representation theorems for this innovation process. In Section 5, we show the main result of this paper: the best estimate
, where G t is the σ-algebra generated by the observation {Y s : 0 ≤ s ≤ t}, satisfies a stochastic evolution equation on the space Φ , which is called the filtering equation.
Preliminaries
We recall a locally convex space Ψ is nuclear if there exists a convex circled neighborhood base U h (Ψ) such that, for every U ∈ U h (Ψ), Ψ(U) is a Hilbert space and the canonical mapping k U : Ψ → Ψ(U) is nuclear, where Ψ(U) is the completion of quotient space Ψ/ ker(p U ) under the norm [10] .
In this paper, we always assume that Φ be a separable nuclear Fréchet space with the strong topological dual Φ . Then, Φ is a reflexive, barreled and bornological space, and Φ is a complete nuclear space ( [10, 11] ).
Let (Ω, F , P) be a complete probability space with a filtration {F t } t≥0 which satisfies the usual hypothesis. A set {X 
In the following, we introduce the stochastic integrals with respective to the Φ -valued Wiener process, as well as the Φ -valued diffusions given by SEE (1.1). For the details we refer to [2] .
Let H be a separable Hilbert spaces and let · 1 be the trace norm. Let
is an H-valued predictable process and
where
and Q : Φ → Φ is a symmetric, positive and nuclear operator given by
is a Hilbert space under the inner product:
The set of all simple processes is dense in Λ Q (Φ , H). Hence, there exists a unique, isometric integral, denoted by 
} is a projective system. Define the unique limit of this projective system as the stochastic integral of F (·) and denote as t 0 F (s)dW s . This integral has the properties:
Now we turn to SEE (1.1). Assume the operator A and the process S * (t) satisfy the conditions:
where the L(Φ , R)-valued process {F s (S * (t−s)ϕ) : 0 ≤ s ≤ t} is defined as in (P4) and it is regarded as a Φ-valued process since Φ is reflexive.
Then for every X 0 ∈ Φ SEE (1.1) has a weak evolution solution X t , which is a Φ -valued diffusion given by 6) and satisfies SEE (1.1) in the sense: for each ϕ ∈ Φ,
where S(t) is denoted the dual operator of S * (t). Finally, we introduce an Itô's formula for the Φ -valued diffusion X t given by (2.7). For every f ∈ C 2 b (R) and each ϕ ∈ D(A * ), we have
Martingale Representation Theorem and Girsanov's Theorem
where N is the collection of all P -null sets. By applying Hahn-Banach extension theorem and using the simple processes approximation we can show the following lemma.
Then there exists an {F
Lemma 3.2 Let M t be a Φ -valued, continuous and square integrable (F W t )-martingale given by the projective system: {M
U t = t 0 Z U (s)dW s : U ∈ U h (Φ )}.
Then there exists an {F
Proof Define a mapping Γ :
Then it is easy to verify that Γ is linear and continuous. Define
The next result is a Brownian martingale representation theorem for Φ -valued martingales. 
Theorem 3.3 For every Φ -valued, continuous and square integrable (F
W t )- martingale M t with M 0 = 0, there exists an L(Φ , Φ )-valued, (F W t )-predictable process Z(·) ∈ Λ Q (Φ , Φ ) such that M t = t 0 Z(s)dW s , 0 ≤ t ≤ T . Proof For each U ∈ U h (Φ ), let M U t = k U M t , 0 ≤ t ≤ T . Then M U t is a Φ (U)-L(Φ [G • ], Φ (U))-valued {F W t }-predictable process Z U G (t) which satisfies (3.1) and M U t = t 0 Z U G (s)dW G s , 0 ≤ t ≤ T . By Lemma 3.1, there exists an {F W t }- predictable process Z U (·) ∈ Λ Q (Φ , Φ (U)) such that Z U (t)i G • = Z U G (t), P -a.s., and M U t = t 0 Z U (s)dW s , 0 ≤ t ≤ T . It is easy to see that {M U t : U ∈ U h (Φ )} is a projective system. Hence, by Lemma 3.2 there exists an L(Φ , Φ )-valued, {F W t }-predictable process Z(·)) ∈ Λ Q (Φ , Φ ) such that M t = t 0 Z(s)dW s , 0 ≤ t ≤ T . 2
Now we consider Girsanov's' theorem for Φ -valued diffusion. Let h(·) be an {F

W t }-predictable process such that h(·) ∈ Λ Q (Φ , R). Define a Φ -valued process H t by H t [ϕ] = Q(h(t), ϕ) for all 0 ≤ t ≤ T and ϕ ∈ Φ , where h(·)
is regarded as a Φ-valued process since Φ is reflexive. Let Y t be a Φ -valued diffusion defined by
By the typical Girsanov's approach, we will show this process is also a Φ -valued Wiener process under a new probability measure. For any ϕ ∈ Φ and x ∈ R, define a real valued process θ
where xϕ is regarded as a continuous linear functional on Φ . 
Lemma 3.4 Suppose the process h(·) satisfies that, for every
x ∈ R, E exp 1 2 (1 + x) T 0 Q h(s), h(s) ds < ∞.
Q h(s) + xϕ, h(s) + xϕ ds < ∞.
Since Q is a continuous positive bilinear form on Φ × Φ, we have the inequality
Q h(s), h(s) ds +x(1 + x)T Q(ϕ, ϕ).
Hence, by the condition (3.3) we get
Thus, the lemma is proved.2 
Wiener process with the same covariance operator Q as W t , whereP is a probability on (Ω, F W T ), defined by dP = θ T dP and being equivalent to P, and so that dP = θ t dP on F 
Thus, for each 0 ≤ t ≤ T and every B ∈ F t , we get
by the martingale property of θ ϕ,x t . So we get
by the definition ofP. This expresses the martingale property of the process 
The Innovation Process
Let G be a sub σ-algebra of F , and let Z be a Φ -valued random variable satisfies that E[ k U Z U ] < ∞ holds for every U ∈ U h (Φ ). Then the conditional expectation of Z given G, denoted by E[Z | G], exists and is a Φ -valued random variable satisfying:
Let the observation process Y t be a Φ -valued diffusion given in (1.2), more exactly, given by
and let
for every t. In the following, for every Φ -valued process Z t , we always denote: 
The proof of this lemma is standard, and we omit it here. Denote H t = H(X t ) for every 0 ≤ t ≤ T . The innovation process N t is a Φ -valued, continuous and {G t }-adapted process defined by Proof By (4.2) and (4.3), for every ϕ ∈ Φ and any 0 ≤ s < t ≤ T we get 
