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Cooling Stack Optimization For Increased Device Reliability 
ABSTRACT 
High temperature drives electronic devices to unreliability. Recent trends of increasing 
device power levels and transistor density, both leading to higher device temperature, compound 
the device failure rate, or equivalently, the annual swap rate (ASR) of devices. This disclosure 
describes techniques to increase the reliability of data center electronics by optimally directing 
coolant flows and manipulating temperature set-points to overcool the electronics. In cases 
where overcooling consumes more energy, the cost of the increased energy is offset by a reduced 
ASR, thereby leading to a reduced total cost of operation (TCO).  
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BACKGROUND 
It is well known that high temperature drives electronic devices to unreliability. For 
example, under the widely-used Arrhenius model, the acceleration with which an electronic 
device fails is given by  
, 
where  is the acceleration factor,  is the activation energy,  is the Boltzmann 
constant, and  and  are respectively the Kelvin temperatures in the field and during 
testing. The above equation illustrates the exponential dependence of the failure rate on 
temperature. For example, for every 10℃ rise in device temperature, the failure rate doubles. 
Recent trends of increasing device power levels and transistor density, both leading to 
higher device temperature, compound the device failure rate, or equivalently, the annual swap 
rate (ASR) of devices.  
Fig. 1: data center cooling schematic 
Fig. 1 illustrates a typical data center cooling schematic. A series of coolant loops, 
denoted L1, L2, L3, etc., take heat away from a heat source and deliver it to a sink via a heat 
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exchanger. In Fig. 1, the cool, outgoing coolant from a heat exchanger is colored blue, while the 
hot coolant coming into a heat exchanger (and from the heat source) is colored red. Devices in a 
server hall (102) generate heat which, after passage through a thermal interface material (TIM), 
reaches a heat sink, where it is moved away via convection by a flow of air, water, or other 
coolant. In loop L1, the coolant exits the hot devices, carrying with it heat, and enters a set of fan 
coils (for air-based cooling) or coolant distribution units (CDU, 104, for liquid coolants), where 
it rejects heat to a loop L2 that includes process water as coolant. The process water in the loop 
L2 rejects heat to plant water in a heat exchanger (106) and chiller. The plant water rejects heat 
in a cooling tower (108) to the atmosphere. 
DESCRIPTION 
This disclosure describes techniques to improve the reliability of data center (DC) 
electronics by optimally directing coolant flows and manipulating temperature set-points to 
overcool the electronics. In cases where overcooling consumes more energy, the cost of the 
increased energy is offset by a reduced ASR, thereby leading to a reduced total cost of operation 
(TCO). Overcooling a data center to improve reliability is analogous to overclocking a 
microprocessor to achieve an improved performance; indeed, overcooling can be used in 
conjunction with overclocking, as the latter increases heat production.  
Overcooling is achieved using one or more of the following techniques.  
Advantageous use of ambient atmospheric temperature 
As illustrated by the cooling tower of Fig. 1, the atmosphere is the final heat sink into 
which heat generated within a data center is rejected. It is known that the temperature of the 
atmosphere, the final heat sink, varies with the time of the day and the day of the year. Typically, 
a data center is maintained at a constant temperature regardless of the ambient atmospheric 
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temperature: energy is supplied to heat the DC when the outside temperature falls below the 
constant temperature and energy is expended to cool the DC when the outside temperature rises 
above the constant temperature.  
Per the techniques described herein, the data center temperature is allowed to float with 
the outside temperature subject to the following conditions: 
● The DC temperature is clamped at, e.g., does not go above, a certain high temperature 
that ensures sufficient cooling of electronics.  
● The DC temperature is clamped at, e.g., does not go below, a certain low temperature that 
is the condensation point of water vapor. The condensation (or dew) point of water vapor 
depends on a variety of thermodynamic factors such as humidity, temperature, pressure, 
etc. 
By allowing the internal DC temperature to float downwards along with a dropping ambient 
atmospheric temperature, devices that would traditionally be maintained at the constant 
temperature are now overcooled, thereby improving their reliability. Overcooling can be 
achieved by running the chiller even as the ambient temperature drops below the nominal 
operating temperature of the data center. As mentioned earlier, even if this consumes more 
energy, the cost of the increased energy consumption can be offset by the reduced device ASR. 
The overcooling of devices is paused when the data center temperature drops below the dew 
point to forestall condensation within the data center. 
Redirecting coolant flows to, or reducing cold aisle temperatures for, devices with high 
workload 
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Fig. 2: Redirecting coolant flows to devices with high workload
As illustrated in Fig. 2, a typical server hall (202) has at any time a mixture of devices 
with a high workload (204) and a low workload (206). The imbalance in workload may be 
seasonal, diurnal, or otherwise roughly periodic. It can be observed and known in advance. For 
example, storage servers that save archival photographs are accessed only occasionally, and 
represent a low workload whereas a compute server that handles a payment application may have 
a relatively high workload during daytime.  
Coolant is redirected at larger flow rates (208) to equipment (or zones within the server 
hall) with a high workload, resulting in a lower cold aisle temperature (CAT) for such 
equipment. Equipment or zones with lower workload (and hence lesser heat generation) receive a 
lower coolant flow-rate (210). Such heterogeneous temperature zones within a server hall can be 
sustained by manipulating flow rates and input/output temperature set-points of existing fan 
coils, etc.  
Redirecting coolant flows to, or reducing cold aisle temperatures for, devices of relatively low 
reliability or high cost (or both) 
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A server hall has at any time a mixture of devices with differing reliabilities and costs-of-
replacement. For example, a high-performance, artificial intelligence application-specific 
integrated circuit (ASIC) may have a high cost-of-replacement, while storage racks may be 
comparatively inexpensive. Per the techniques, coolant is redirected at larger flow rates to 
equipment of high cost, low reliability, or both. Equipment of low cost, high reliability, or both 
receives a lower coolant flow-rate. Such heterogeneous temperature zones within a server hall 
can be sustained by manipulating flow rates and input/output temperature set-points of existing 
fan coils, etc.
Advantageous use of partially-filled server halls  
Fig. 3: Advantageous use of partially-filled server halls 
When a data center or a server hall is commissioned or overhauled, it typically takes 
several months or a few years to populate it fully. As illustrated in Fig. 3, it is not uncommon to 
find server halls (302) with fully-populated racks (304), partially-populated racks (306), and 
empty space (308). Per the techniques of this disclosure, coolant is directed at large flow rates to 
the fully-populated racks, at lower flow rates to the partially-populated racks, and at very low or 
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zero flow rates to empty spaces. The increased coolant flow rate to the populated zones of the 
server hall causes a reduction in their cold aisle temperatures, in turn causing an improvement in 
device reliability. Such heterogeneous temperature zones within a server hall can be sustained by 
manipulating flow rates and input/output temperature set-points of existing fan coils, etc. The 
differential flow-rates across differently populated zones of the server hall are adjusted as the 
server hall is populated with equipment over time. 
Fig. 4: Example modes of overcooling to achieve increased DC reliability 
Fig. 4 illustrates example modes of overcooling to achieve increased data center 
reliability, per the techniques of this disclosure. The average temperature experienced by data 
center electronics can be reduced by advantageously using diurnal and seasonal variations in 
atmospheric temperature (402). The average temperature can be reduced by increasing the 
airflow to populated zones of the server hall, especially for server halls with less than full 
occupancy (404). The average temperature can be reduced by using fan coil settings to 
accommodate devices with varying workloads, reliability, etc. (404).  
Each of these techniques can result in a few degrees reduction in temperature (on 
average), while the sum total of the techniques can result in a reduction of several degrees. As 
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mentioned earlier, reliability reduces exponentially with temperature, such that a linear decrease 
in temperature results in a multiplicative improvement in reliability. In this manner, by 
optimizing the end-to-end (chip-to-cooling-tower) thermal stack, the techniques of this 
disclosure achieve improved device reliability. 
CONCLUSION 
This disclosure describes techniques to increase the reliability of data center electronics 
by optimally directing coolant flows and manipulating temperature set-points to overcool the 
electronics. In cases where overcooling consumes more energy, the cost of the increased energy 
is offset by a reduced annual swap rate, thereby leading to a reduced total cost of operation.  
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