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Resumo 
O presente trabalho faz uma abordagem sobre a deteção de erros em dados relativos a 
transações do Comércio Externo disponibilizados ao Instituto Nacional de Estatística de 
Portugal (INE-PT) para o seu tratamento, análise e divulgação utilizando ferramentas de 
Data Mining. Inicialmente procuramos destacar que qualquer conjunto de dados, 
principalmente o de grande dimensão, está sujeito a erros de medição, falhas humanas 
ou dos equipamentos utilizados, dados incompletos, errados, corrompidos ou 
distorcidos, entre outros fatores, que contribuem para a sua contaminação, originando 
assim ruídos nesse conjunto de dados. Em Estatística esses ruídos podem dar origem a 
valores muito diferentes do habitual, que são conhecidos por outliers. Com isso, 
procuramos aplicar os métodos estatísticos, Box Plot, e de aprendizagem automática 
(machine learning), Clustering Hierárquico e Árvores de Decisão, a dados históricos em 
que esses erros foram previamente assinalados no sentido de desenvolver modelos para 
a deteção de outliers em novos conjuntos de dados. Os três métodos utilizados 
mostraram ser adequados na deteção de outliers sendo os seus desempenhos 
comparados, tendo sempre como principio o método capaz de encontrar a maior 
quantidade dos verdadeiros erros com a maior precisão possível. De entre os métodos 
utilizados o que mostrou ter melhor performance, ou seja, o mais adequado na deteção 
de outliers, é o Clustering hierárquico.   
Palavras-chave: Aprendizagem automática (machine learning), Data Mining, 
Comércio Externo, Estatística, Outliers. 
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Abstract 
This study presents an approach on the detection of errors on date relative to External 
Trade transactions, available to the National Institute of Statistics Portugal (INE-PT), 
for treatment, analysis and dissemination using data mining tools. Initially we tried to 
highlight that any set of data, especially the larger ones, is subject to measurement error, 
human error mistakes or type of equipment used, incomplete data, incorrect, corrupted 
or distorted, among other factors, that contribute to its contamination originating noise 
so that the data set. In the statistical these noise, may result into very different values 
than usual, which are known to outliers. With this, we apply statistical methods, Box 
Plot, and automatic learning (machine learning), Hierarchical Clustering and Decision 
Trees, the historical data on which these errors were previously reported to develop 
models for the detection of outliers in new sets data. The three methods proved to be 
adequate in detecting outliers and their performances compared, having as principle the 
method capable of find the greatest amount of true errors as accurately as possible. 
Among the methods that have shown the best performance, that is the most suitable in 
detecting outliers is hierarchical Clustering. 
Keywords: Machine learning, Data Mining, External Trade, Statistical, Outliers. 
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Capitulo 1 
1. Introdução 
1.1. Enquadramento 
Num mundo em que os avanços tecnológicos, entre outros fatores provocam mudanças 
constantes, as decisões devem apoiar-se em adequado suporte teórico-prático, e em 
especial em informação oportuna, credível e pertinente. Ciente deste facto o Instituto 
Nacional de Estatística de Portugal vem apostando cada vez mais na qualidade dos seus 
dados.  
A nível da comunidade europeia foi concebida o sistema INTRASTAT, cujo objetivo é 
o de recolher informações sobre as transações de bens entre os países da mesma 
comunidade. De forma a garantir a qualidade dos dados recolhidos através do referido 
sistema será feita a análise dos mesmos. 
Uma das etapas imprescindível para a garantia da qualidade dos dados é a análise da 
coerência dos mesmos antes do seu processamento, análise e divulgação. Nessa etapa, 
designada de pré-processamento dos dados, onde se faz a limpeza, integração, 
transformação e redução dos dados visando adequá-los e aumentando a sua qualidade, 
objetivo primordial do presente trabalho, concretamente a limpeza, são estabelecidas as 
estratégias para resolver os problemas de ausência de dados, usualmente designado por 
missing values e onde também são tratados os ruídos, dados estranhos ou inconsistentes. 
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1.2. Motivação 
Os erros nos dados disponibilizados ao INE-PT para o seu tratamento, análise e 
divulgação, afetam significativamente as estatísticas publicadas, e como o custo de 
detetar esses erros manualmente são muito elevados e impreciso, contribuiu 
decisivamente para a escolha do tema. 
Uma outra razão da escolha deste tema tem a ver com o reconhecimento da pertinência 
dos conhecimentos adquiridos na área de Extração de Conhecimento de Dados para a 
análise da qualidade e deteção de valores incoerentes nos dados disponibilizados ao 
INE-PT. Pretendemos pois, com esta pesquisa introduzir futuramente no INE-CV
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processos de análise de qualidade de dados, utilizando ferramentas na área de Extração 
de Conhecimento de Dados. 
1.3. Objetivos da Tese 
Trata-se de um trabalho de investigação sobre um volume de dados considerável, e cujo 
manuseio seria custoso e pouco fiáveis. Daí a necessidade de aplicação de técnicas de 
Data Mining. 
Tem como objetivo a aplicação de técnicas de Data Mining, mais precisamente técnicas 
estatísticas e de machine learning para a deteção de outliers em dados do Comércio 
Externo recebidos pelo INE-PT para o seu tratamento, análise e divulgação. 
Pretende-se fazer o uso de Box-plot (diagrama caixa-e-bigodes), Clustering hierarquico 
e Árvore de decisão. 
                                                          
1
  Instituto Nacional de Estatística de Cabo Verde 
2
Ramo da ciência da computação que tenta imitar a maneira como o homem pensa, percebe, toma 
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1.4. Metodologia 
Para a elaboração deste trabalho foi feita uma revisão das bibliografias pertinentes ao 
tema para a composição da parte teórica do trabalho. Fizemos também a recolha de 
dados junto do INE-PT, para seguidamente dar inicio à análise exploratória dos dados e 
às experiências. 
1.4.1. Técnicas de análise e preparação de dados 
A análise exploratória dos dados foi feita utilizando as ferramentas SPSS 19 e R 3.0.1. 
Para a preparação dos dados para a fase experimental utilizamos o Sql Server 2012, na 
qual criamos uma base de dados para onde foi importado o ficheiro contendo todas as 
transações do Comércio Externo referentes ao mês de Fevereiro de 1998. A referida 
escolha prende-se pelo facto de essa ferramenta possibilitar a importação e exportação 
de dados provenientes de vários formatos. 
Após o armazenamento dos dados fizemos uso do software Visual Studio 2012 para o 
desenvolvimento de uma pequena aplicação capaz de selecionar, manipular e 
disponibilizar os dados pretendidos baseados em consultas e posteriormente a sua 
exportação para o Microsoft Excel. Posterior á exportação dos dados, começamos a 
parte experimental, utilizando o R para a construção dos modelos propostos. 
1.5. Estrutura da dissertação 
Esta dissertação está organizada em 6 capítulos. No primeiro capítulo apresentamos 
uma introdução contendo a motivação, os objetivos e a metodologia do trabalho. 
No segundo capítulo fizemos uma revisão sobre Data Mining, nomeadamente o 
conceito de Data Mining e a sua contextualização na questão da identificação de erros, 
definição e ainda as técnicas de Data Mining utilizadas nesse estudo.  
No capítulo três fizemos o estudo experimental, aplicando as referidas técnicas aos 
dados do Comércio Externo. Inicialmente fizemos a análise exploratória dos dados, em 
que no universo de várias variáveis, explicou-se as variáveis chaves levadas em conta 
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no tratamento da estatística do Comércio Externo. Finalmente efetuamos as 
experiências com os referidos dados, utilizando as técnicas estatísticas e de 
aprendizagem de automática. 
No capítulo quatro, apresentamos os resultados das experiências, onde fizemos a 
avaliação da performance de cada modelo individual na deteção de outliers. No capítulo 
cinco foi feita a análise e discussão dos resultados onde se compararam os vários 
modelos e foi apresentado o que melhor performance obteve. E por último, no capítulo 
seis, as conclusões do trabalho. 
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Capitulo 2 
2. Técnicas de mineração de dados (Data Mining) 
Neste capítulo pretendemos fazer um enquadramento teórico, iniciado pela exposição de 
conceitos no âmbito de Data Mining e das respetivas técnicas utilizadas no âmbito deste 
trabalho. Seguidamente, irá ser feito uma descrição teórica de cada método utilizado 
neste trabalho. 
2.1. Definição de Data Mining 
Ao fazer uma incursão pelas literaturas que falam do tema, constatamos que há uma 
certa concordância entre os autores (Fayyad et al. (1996); Berry e Linoff (1997); Bisbo 
e Cazarini (1998)), ao afirmarem que Data Mining é o processo de descoberta e 
reconhecimento de padrões válidos ou não e regras, existentes nos dados armazenados 
em grandes bancos de dados, que segundo Bisbo e Cazarini (1998) estão armazenados 
em um data warehouse ou nos bancos de dados dos sistemas transacionais. Berry e 
Linoff (1997) acrescentam ainda que o objetivo do processo de mineração é fornecer as 
corporações informações que as possibilitem montar melhores estratégias de marketing, 
vendas, suporte, melhorando assim os seus negócios. O processo de data Mining é 
dinâmico e é composto por seis fases. A Figura 1 esquematiza o ciclo de vida do 
projecto de Data Mining (CRISP-DM 2000). Este ciclo contém as fases do projecto de 
Data Mining, as respetivas tarefas e as relações entre elas.  
 
Figura 1 - As etapas que compõem o processo de KDD - Fayyad 1996 
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2.2. Outliers 
Definir outlier não é uma tarefa fácil como se pode verificar pelas definições dadas por 
alguns dos principais autores que mais contribuíram para o seu estudo. Contudo, de 
entre elas destaca-se a de Barnett, V. e Lewis, T. (1994) que referem que em estatística, 
um outlier é uma observação que é numericamente distante do resto dos dados. Opinião 
semelhante tem Grubbs (1969), ao afirmar que um outlier é uma observação periférica 
que parece desviar-se acentuadamente a partir de outros membros da amostra em que 
ela ocorre. 
Como tratar um outlier 
De acordo com Marth (2011), antes de decidir o que deverá ser feito às observações 
outliers é conveniente ter conhecimento das causas que levam ao seu aparecimento. Em 
muitos casos as razões da sua existência determinam as formas como devem ser 
tratadas. Assim, as principais causas que levam ao seu aparecimento são: erros de 
medição, erros de execução e variabilidade inerente dos elementos da população. 
Segundo Lima (2011), os outliers devem ser investigados com cuidado.  Muitas vezes, 
eles contêm informações valiosas sobre o processo de investigação ou a recolha de 
dados e do processo de gravação.  Antes de considerar a possível eliminação desses 
pontos a partir dos dados, deve-se tentar entender por que eles apareceram e se é 
provável que valores semelhantes continuarão a aparecer.  Normalmente, valores não 
comuns são muitas vezes dados inúteis. Por exemplo, um outlier resultante de um erro 
de leitura do instrumento pode ser excluído, mas é aconselhável que antes isso seja 
verificado. 
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2.3. Deteção de Erros com Ferramentas Data Mining 
Tem-se verificado nos últimos anos um crescente interesse do uso de ferramentas de 
Data Mining para a deteção de observações estranhas em conjunto de dados, visto que 
são ferramentas que estão aptas a lidar com grandes volumes de dados, que, averiguados 
por pessoas, por maior que seja a equipa, seriam inviáveis e pouco credível. 
 
Após fazer uma revisão bibliográfica sobre o uso de Data Mining na deteção de valores 
estranhos, constatamos que esta técnica é muito utilizada na deteção de fraudes em 
redes de computadores, cartões de crédito, evasão fiscal, sistemas de telefone, 
distribuição de água e energia eléctrica, atribuição de créditos bancários, entre outras 
áreas onde a deteção de ruídos é crucial para o melhoramento da qualidade dos dados e 
tomada de decisões. 
Antes de escolher as técnicas de mineração de dados a serem aplicadas a um dado 
problema, é importante conhecer bem as suas funcionalidades e a que resultados se 
pretendem chegar. Uma vez bem definida, se pode escolher, as técnicas a serem 
aplicadas para se obter os resultados esperados. Assim classifica-se a funcionalidade em 
mineração de dados como Análise Descritiva e Análise de Prognóstico.  
2.3.1. Análise Descritiva 
Segundo Cortês et al. (2002) a Análise Descritiva representa a área de investigação nos 
dados que busca tanto descrever factos relevantes, não triviais e desconhecidos dos 
utilizadores, como analisar a base de dados principalmente pelo seu aspecto de 
qualidade para validar todo o processo de mineração e seus resultados, ou seja, o 
conhecimento encontrado. Assim, o mesmo autor subdividiu a Análise Descritiva em 
Análise Prévia e de Descobrimento. 
 Análise Previa: é o processo de analisar uma base de dados com o objetivo de 
identificar anomalias ou resultados raros. 
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 Descobrimento: é o processo de examinar uma base de dados com o objetivo de 
encontrar padrões escondidos, sem que necessariamente exista uma ideia ou uma 
hipótese clara previamente estabelecida. 
Na análise prévia que é feita análise de outliers ou deteção de desvios, de forma a 
encontrar dados que apresentam afastamento dos restantes conjunto de dados. Como já 
foi referido, antes da eliminação de um outlier é importante estudá-la, pois nessa análise 
é feita um estudo sobre esses dados anormais e decide-se se deve ser considerado ou 
eliminado. É muito importante essa avaliação na medida em que, esses valores podem 
destorcer o conjunto de dados, influenciando assim os objetivos propostos para a 
mineração de dados, bem como nos resultados finais. 
 
Figura 2 - Deteção de outliers utilizando uma abordagem visual 
No descobrimento é feita uma das tarefas de mineração de dados utilizadas neste 
trabalho, o Agrupamento. 
Agrupamento (Clustering) 
Esta funcionalidade visa segmentar um conjunto de dados num número de subgrupos 
homogéneos ou clustering. Seu objetivo é formar grupos baseados no princípio de que 
esses grupos devem ser o mais homogéneo em si e mais heterogéneos entre si.  
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A Figura 3 exemplifica três possíveis formas de efetuar agrupamentos (clustering) a 
partir de um conjunto de dados. 
 
Figura 3 - Três critérios diferentes de formação de agrupamento (clusters) 
 
a) Ligação simples (vizinho mais próximo): Distância entre dois clusters é a 
distância entre os pontos mais próximos. 
b) Ligação média de grupo: Distância entre clusters é a distância entre os 
centróides. 
c) Ligação completa (vizinho mais distante): Distância entre clusters é a 
distância entre os pontos mais distantes. 
 
 
2.3.2.  Análise de Prognóstico 
A Análise de Prognóstico representa a área de investigação nos dados que busca 
entender resultados a partir dos padrões encontrados na análise descritiva, ou seja 
prognosticar o comportamento de um novo conjunto de dados, usando assim métodos 
de predição. O método de predição usa informação passada para predizer um 
comportamento futuro, baseado em vários valores de acontecimentos. Por exemplo, 
baseado na formação escolar, no trabalho atual e no ramo de atividade profissional de 
uma pessoa, predizer que seu salário será de certo montante até um determinado ano. 
Uma das ferramentas de Data Mining utilizada neste trabalho, Árvore de decisão, 
consiste na análise de Prognóstico, ou seja, predizer um comportamento futuro, baseado 
em factos passados. 
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2.4. Técnicas Estatísticas 
A estatística é composta por ferramentas poderosas que permite analisar grandes 
conjuntos de dados e determinar a ocorrência de dados anormais, baseado em modelos 
para a geração de regras, padrões e regularidades. 
Disponibiliza também um grande número de procedimentos técnicos e tarefas de Data 
Mining capaz de verificar se procedimentos de investigação estão consistentes com 
determinados critérios de avaliação e identificar o grau de incerteza. A técnica 
estatística selecionada para este estudo é o Box Plot. A sua escolha prende-se pelo facto 
de ser uma ferramenta para deteção de outliers, que na maioria dos casos são 
considerados erros, pelo que leva a dizer que é adequado para esse problema. 
2.4.1. Box Plot 
O Box Plot é um gráfico que possibilita representação e a distribuição de um conjunto 
de dados com base em alguns de seus parâmetros descritivos, quais sejam: a mediana 
(q2), o quartil inferior (q1), o quartil superior (q3) e do intervalo interquartil (IQR = q3 - 
q1).  
A linha central da caixa marca a mediana do conjunto de dados. Metade dos valores 
(50%) são inferiores ou iguais a mediana e a outra metade é superior. Em relação ao 1º 
quartil, este representa 25% dos dados e o 3º quartil 75% dos dados. 
A Figura 4 apresenta o Box Plot, destacando suas principais características: 
 
 
 
 
Figura 4 - Box Plot 
q3 Mediana 
q2 
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Os limites inferiores e superiores se estendem, respectivamente do quartil inferior até o 
menor valor não inferior a q1 - 1.5IQR e do quartil superior até o maior valor não 
superior a q3 + 1.5IQR.  Os valores inferiores a q1 - 1.5IQR e superiores a q3 + 1.5IQR 
são representados individualmente no gráfico sendo estes valores caracterizados 
como outliers. 
Entre as amplitudes superiores (AS1 e AS2) são consideradas outliers moderados e 
superior a AS2 outliers severos ou aberrantes. Os intervalos AS1 e AS2 obtêm-se através 
das seguintes fórmulas: 
 𝑨𝑺𝟏 = 𝑄3 + 1,5 𝐼𝑄 = 𝑄3 + 1,5  𝑄3 − 𝑄1  
 𝑨𝑺𝟐 = 𝑄3 + 3 𝐼𝑄 = 𝑄3 + 3  𝑄3 − 𝑄1  
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2.5. Técnicas de Machine Learning 
Uma das áreas científicas importantes para o Data Mining é o Machine Learning (AM). 
Como foi dito anteriormente, o Data Mining é o processo de descoberta e 
reconhecimento de padrões válidos ou não e regras existentes nos dados armazenados 
em grandes bancos de dados. Para tal, foi concebido sistemas inteligentes capazes de 
extrair informações úteis de forma automática que se feitos manualmente seriam mais 
demorados. Assim pode ser descrito como o casamento entre a estatística e a 
Inteligência Artificial
2
, para o desenvolvimento de métodos computacionais que 
permitem aos computadores "aprender" com a experiência. 
 
Os diferentes algoritmos de AM podem ser divididos de acordo com o seu paradigma de 
aprendizado. Pode-se dizer que o paradigma de aprendizado determina o modo como se 
dará o aprendizado de um algoritmo de AM por meio dos dados analisados. 
 
Aprendizado Supervisionado: existe um supervisor ou mentor externo, que representa 
o conhecimento do ambiente por meio de conjuntos de dados no formato (entrada, 
saída). O algoritmo de AM é então treinado a partir dos conjuntos de exemplos 
rotulados visando aprender um modelo que permita resolver o problema apresentado. 
Ex.: Árvores de decisão. Dado um conjunto input, encontrar uma regra que nos permita 
prever o output associado a cada novo input. 
 
Aprendizado não - supervisionado: Os exemplos no conjunto de dados relacionados 
ao problema a ser aprendido não estão rotulados (classificados). O algoritmo de AM 
aprende a representar ou agrupar os exemplos segundo alguma medida de similaridade. 
Essas técnicas são utilizadas principalmente quando o objetivo for encontrar padrões ou 
tendências que auxiliem na compreensão dos dados, Souto et al (2003). Ex.: Clustering. 
Dado um conjunto de exemplos, sem uma classificação predefinida, agrupá-los em 
“conjuntos naturais”. 
                                                          
2
Ramo da ciência da computação que tenta imitar a maneira como o homem pensa, percebe, toma 
decisões e resolve problemas. 
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Aprendizado por reforço: o aprendizado ocorre por meio de punições e recompensas, 
que são utilizadas para ajustar o algoritmo de AM dependendo o desempenho 
apresentado. Ex. Um agente interagindo com o mundo faz observações, age, e é 
recompensado ou castigado. Deverá ser capaz de escolher ações de maneira a 
maximizar o número de recompensas. 
 
De acordo com Lorena e Carvalho (2003), algumas das razões que fazem de AM um 
campo de investigações científicas importantes são: 
 Pesquisas em AM podem aumentar a compreensão de como ocorre o 
aprendizado nos seres vivos; 
 Algumas tarefas são melhores definidas por meio de exemplos. A descoberta de 
relacionamentos entre estes dados por seres humanos é, em geral, custosa e 
ineficiente; 
 Em grande parte dos conjuntos de dados existentes há importantes 
relacionamentos entre os dados, que podem ser extraídos por meio de algoritmo 
de AM; 
 A quantidade de conhecimento disponível sobre algumas tarefas é muito grande 
para ser assimilada e analisada por seres humanos; 
 Os proditores gerados por técnicas de AM são capazes de lidar com situações 
não previstas durante seu desenvolvimento, sem a necessidade de uma nova fase 
de projecto. 
Neste trabalho as técnicas de AM utilizadas são Clustering (aprendizado não - 
supervisionado) e Árvores de decisão baseado no algoritmo C5.0 (aprendizado 
supervisionado).  
A principal diferença entre essas duas técnicas de AM é que, enquanto método 
Clustering consiste em agrupar exemplos de dados baseados em índices de proximidade 
(similaridade) entre pares, as Árvores de decisão utilizam um treinamento 
supervisionado para a classificação e previsão de novos dados. Ou seja, na classificação 
o modelo analisa o conjunto de registos à qual classe pertence, a fim de aprender como 
classificar um novo registo. Já o Clustering visa formar grupos baseados no princípio de 
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que esses (grupos) devem ser os mais homogéneos entre si, porém diferentes dos outros 
registos nos demais agrupamentos. Melhor dizendo, no agrupamento não existem classes 
predefinidas para classificar os registos em estudo. A Figura 5 ilustra a diferença entre 
essas duas tarefas. 
 
Figura 5 - Clustering versus Classificação 
 
Os métodos de Clustering podem dividir-se em hierárquicos e não hierárquicos. Neste 
trabalho utilizamos o Clustering hierárquico. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
15 
 
2.5.1. Clustering hierárquico 
É uma técnica que consiste em construir grupos representados por um dendograma 
(gráficos em formato de uma árvore), Figura 6, em que exemplos pertencentes ao 
mesmo cluster possuem alta similaridade (within-cluster variation) e exemplos 
pertencentes a clusters diferentes possuem baixa similaridade (between-cluster 
variation), Figura 7. Esses agrupamentos são criados por meio dos métodos de 
aglomeração ou da divisão dos elementos do conjunto de dados. 
 
 
 
 
 
 
Figura 6 - Dendograma Figura 7 - Distância entre os clusters 
 
Várias medidas são utilizadas para medir as distâncias entre os clusters. As mais 
utilizadas é a distância euclidiana, onde a distância entre dois objetos medidos em p 
variáveis, X = (x1, …, xp) e Y = (y1,…, yp) é dada por: 
 
 
 
Como foi dito, este método constrói grupos em que exemplos pertencentes ao mesmo 
cluster possuem alta similaridade e exemplos pertencentes a clusters diferentes possuem 
baixa similaridade. A sua utilização neste trabalho é de que, assumindo que os erros se 
forem muito diferentes das outras observações, vão ser agrupados em clusters com 
poucas observações. Ou seja, o método de identificação de erros com base em métodos 
de clustering tem como objetivo assinalar as observações com erros em clusters 
pequenos e as restantes como sendo transações normais. 
 
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2.5.2. Árvores de decisão 
Baseado no algoritmo C5.0, as Árvores de Decisão, Figura 8, apreendem de um 
conjunto de dados pré-classificados e constroem um modelo de regularidades 
encontradas (árvores de decisão), na qual é utilizado para classificar novos casos. 
Expressam de uma forma simples a lógica condicional. A sua estrutura é muito fácil de 
entender e de assimilar. Segundo Gama (2002), estes modelos utilizam a estratégia de 
dividir para conquistar: um problema complexo é decomposto em sub-problemas mais 
simples e recursivamente esta técnica é aplicada a cada sub-problema. Entende-se que 
uma árvore de decisão, simplesmente divide uma tabela em tabelas menores para a 
seleção de subconjuntos baseados em valores de um atributo dado. O resultado é uma 
hierarquia de declaração tipo “Se … então…” que são utilizadas, principalmente, para 
classificar os dados. A árvore da Figura 8 classifica o estado do tempo em Mau, 
Razoável e Bom em função das variáveis Chuva, Vento e Sol. 
 
 
 
 
 
 
 
 
 
Esta técnica mostra-se bastante adequada para a resolução deste problema, pois uma das 
características deste é a distribuição de classes não balanceadas (a quantidade de erros é 
relativamente pequena em relação ao número de transações) e este algoritmo de 
aprendizagem lida satisfatoriamente com esta característica, aliado a isso, deteta os 
erros modelizando-os com base no conhecimento dos técnicos especializados. 
Figura 8 - Exemplo de uma árvore de decisão 
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De acordo com Cunha (2009), as principais problemáticas nos algoritmos de árvores de 
decisão são os critérios de divisão (quais as divisões a considerar, qual a melhor 
divisão), as regras de paragem (stopping rules) e as regras de corte (prunning). 
Nos casos em que a árvore é usada para classificação (previsão do grupo a que 
pertence), os critérios de partição mais conhecidos são baseados na entropia e índice 
Gini.  
2.6. Avaliação 
A avaliação de um modelo é considerada como uma fase crítica do processo de 
mineração de dados, pois não existe um único algoritmo que apresente o melhor 
desempenho para todos os problemas. Assim, é importante compreender o poder e a 
limitação dos diferentes algoritmos utilizando alguma metodologia de avaliação que 
permita comparar algoritmos utilizada durante o processo de Data Mining. 
Duas técnicas são utilizadas nesse trabalho para a tarefa de avaliação do desempenho 
dos modelos, que visa medir o número de exemplos corretamente classificados: 
2.6.1. Medidas de Avaliação 
Como se está perante um problema com duas classes, classe positiva (p) e classe 
negativa (n), a forma ideal de apresentar os resultados é através de uma matriz de 
confusão, Tabela 1, em que a partir dela é obtida uma série de medidas de avaliação de 
desempenho do modelo. Entre elas temos: o recall (revocação), precision (precisão) 
error rate (taxa de erro). A seleção destas medidas de avaliação prende-se também pelo 
facto de serem mais adequadas para casos em que há um grande desequilíbrio na 
distribuição dos valores da variável objetivo, nesse caso em estudo a variável Erro. 
C
la
ss
e 
v
er
d
a
d
ei
ra
 
Classe predita 
 p n 
p True Positive (TP) False Negative (FN) 
n False  Positive(FP) True Negative (VN) 
Totais   
Tabela 1 - Matriz de Confusão 
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Verdadeiros positivos (TP) – número de exemplos da classe positiva classificados 
corretamente. 
 
Falsos positivos (FP) – número de exemplos cuja classe verdadeira é negativa mas que 
foram classificado incorrectamente como pertencente à classe positiva. 
 
Verdadeiros negativos (TN) – número de exemplos da classe negativa classificados 
corretamente. 
 
Falsos negativos – número de exemplos pertencente originalmente à classe positiva que 
foram incorretamente preditos com da classe negativa. 
 
Neste sentido, o valor das medidas mencionadas anteriormente são obtidas por: 
 
Precisão =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 
 
 
Revocação =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
 
 
Erro =
𝐹𝑃 + 𝐹𝑁
𝑛
 
 
𝑛 = 𝑉𝑃 + 𝑉𝑁 + 𝐹𝑃 + 𝐹𝑁 
 
A Revocação mede a percentagem de dados corretamente classificados na classe 
positiva. 
A Precisão de um classificador representa a proporção de exemplos positivos 
classificados correctamente entre todos aqueles preditos como positivo. 
O Erro representa a percentagem de erro em classificar correctamente os exemplos nas 
duas classes. 
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Segundo Faceli et al (2012), a revocação e a precisão não são discutidas isoladamente, 
mas são combinadas em uma única medida, como uma medida-F, que é a média 
harmónica ponderada da precisão e a revocação, que foi tida em conta também na 
avaliação do desempenho dos modelos. Nesta dissertação a medida-F é denominada de 
medida F1, porque a revocação e a precisão possuem igual valor de peso no cálculo.  
 
A média harmónica é derivada da seguinte fórmula: 
 
 
𝐹1 =
2 x Prec x Rev
Prec +  Rev
 
Além dessas três medidas de avaliação enumeradas e de uma média única (F1) que 
permite balancear revocação e precisão, queremos também uma média única de 
desempenho agregado, que são designados de Micro-média e Macro-media.  
Segundo Sebastiani (2002), essas duas medidas calculam o desempenho global das 
medidas de precisão, revocação, erro e medida F1.  
A Micro-média da precisão, revocação, media F1 e erro, é o cálculo das medidas de 
avaliação obtidas do cálculo das matrizes de confusão em todos os grupos do mesmo 
nível. A Macro- média é a média dos resultados da Micro-media das mesmas medidas 
de avaliação, independentemente dos níveis. 
2.6.2. Metodologias de Estimação de Erro 
As metodologias de estimação de erro são utilizadas em problemas onde o objetivo da 
modelagem é a predição, nesse caso para avaliar o desempenho do modelo baseado em 
Árvores de decisão. Para esse estudo a metodologia de estimação de erro utilizada para 
avaliar a performance do método de classificação é o Cross–Validation (Validação 
Cruzada). Segundo Kohavi (1995), Cross–Validation é um método para avaliar a 
capacidade de generalização de um modelo, a partir de um conjunto de dados. Busca-se 
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então estimar o quão aprimorado é este modelo na prática, ou seja, o seu desempenho 
para um novo conjunto de dados. 
Nesse método o conjunto de dados é particionado em subconjuntos mutuamente 
exclusivos, e posteriormente, utiliza-se alguns destes subconjuntos para a estimação dos 
parâmetros do modelo  (dados de treinamento) e o restante dos subconjuntos (dados de 
validação ou de teste) são empregados na validação do modelo. 
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2.7. Trabalhos relacionados na Área de Deteção de Outliers 
De forma a conhecer o que já foi feito nesta matéria, fizemos uma revisão dos trabalhos 
relacionados ao tema de deteção de erros em grandes conjuntos de dados. Dos vários 
trabalhos desenvolvidos nesta área, fizemos uma seleção daqueles que mais se 
aproximam do objectivo desta tese, nas quais destacam-se as seguintes: 
Uso de Clustering para deteção de Outliers 
Loureiro, Torgo e Soares (2004), apresentam uma abordagem que tem como objetivo a 
deteção de valores incomuns/erros em dados de comércio externo do Instituto Nacional 
de Estatística de Portugal (INE-PT) utilizando métodos de Clustering. Segundo os 
autores, sendo outliers observações com valores invulgares, então estes formariam 
pequenos grupos isolados de clustering, o que facilitaria os especialistas a deteção 
desses valores anormais. Melhor dizendo, esses pequenos agrupamentos de dados serão 
então considerados possíveis ruídos. 
Uso de Classificação na Deteção de Outliers 
Cunha (2009), na sua dissertação de mestrado, utilizou algumas tecnologias de 
aprendizagem de máquina para a deteção de valores incomuns/erros em dados de 
comércio externo do INE-PT. Foi utilizada a tecnologia SAS Enterprise Miner com a 
metodologia SEMMA. Teve-se como base uma amostra limitada e o recurso a métodos 
de classificação supervisionada, mais precisamente redes neuronais e árvores de 
decisão. Como os outliers são eventos raros, recorreu-se então a alguns métodos para 
confrontar os problemas inerentes à raridade: Undersampling e Oversampling dos 
dados, manipulação de custos/pesos nas tomadas de decisão e avaliação dos modelos 
segundo a curva ROC. Inicialmente foram aplicados estes métodos individualmente e os 
resultados foram analisados. Posteriormente integraram-se alguns dos método, de 
acordo com os resultados observados individualmente, de forma a analisar o seu 
comportamento quando aplicados em conjunto. 
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Das experiências realizadas constatou-se que a utilização da técnica de undersampling e 
da manipulação de custos, quer individual quer conjuntamente, apresentaram uma boa 
performance. Já a técnica de oversampling não parecia seguir um padrão de melhoria, 
variando entre bons e maus resultados. Apesar de existirem algumas discrepâncias na 
performance das técnicas, confirmou-se a adequação da aplicação de técnicas de 
deteção de outliers ao problema em causa. O que indica que a utilização deste tipo de 
métodos, reduziria grande parte do esforço e tempo que os peritos do INE dedicam a 
identificação dos erros. 
Três Métodos de Deteção de outliers de Soares et al. (1999) 
No trabalho de Soares et al (1999), que trata da deteção de valores incomuns/erros em 
dados de comércio externo do INE-PT, foi utilizada quatro técnicas diferentes: 
Dois métodos estatísticos: Diagrama de caixa-e-bigodes e algoritmo de classificação de 
Fisher e duas técnicas de Machine Learning: Algoritmo Cell-Based (dados univariados) 
para a deteção de outliers adaptado de Knorr & Ng´s e Algoritmo baseado em árvores 
de decisão (C5.0). Foram desenvolvidos sistemas de machine learning que efetuam 
ordenação (ranking) das transações, baseada nas probabilidades de ser erro. Foram 
selecionados alguns atributos mais importantes (ex.: Custo/Peso), cujo valores 
incomuns nesses atributos afetariam de forma significativa as estatísticas finais. A 
intenção foi de reduzir o tempo gasto com esta tarefa, que sempre foi feita de forma 
manual, selecionando automaticamente um subconjunto de operações que inclui quase 
todos os erros. Para ser aceitável pelos especialistas do INE-PT, o sistema devia 
selecionar, pelo menos 50% das observações que continham pelo menos 90% dos erros. 
Nas experiências realizadas usando técnicas estatísticas, o objetivo não foi alcançado. 
O objetivo foi conseguido utilizando um algoritmo de aprendizagem árvores de decisão 
(C5.0). As árvores de decisão selecionaram 52% das transações que continham 92% dos 
erros, ou seja, para além do esperado. O número de linhas selecionadas foi maior que o 
mínimo definido. Por isso decidiu-se usar as “lift curves” para analisar o efeito de 
selecionar menos transações. Para isso ordenou-se as transações selecionadas por ordem 
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decrescente da estimativa da previsão correta (esta foi calculada pelo C5.0), baseada nas 
classes distribuídas por nós. A seguir, foi construída uma curva que mostra quantos 
erros ocorrem atualmente em cada proporção dos dados. Através desta curva foi 
possível detetar em cerca de 40% das transações analisadas contendo 90% dos erros. 
Método de Diagnóstico de Anomalias de Lakhina et al. (2004) 
Lakhina et al. (2004) analisam estatísticas do tráfego de rede recolhidos em registos de 
fluxos de pacotes. Com este trabalho os autores propõem uma técnica para diagnosticar 
anomalias, oferecendo não só a indicação de ocorrência, mas também a localização da 
origem desta anomalia. Toda a análise dos dados é baseada em uma técnica de 
mineração de dados conhecida como PCA, capaz de separar as estatísticas coletadas em 
dois subespaços: o subespaço normal e o subespaço anormal. Segundo os autores, um 
trabalho mais recente nessa matéria mostrou que é difícil aplicar esta técnica em 
ambientes de produção, já que o ajuste dos parâmetros leva a grandes variações na taxa 
de falsos positivos. 
Uso de Ensambles na Remoção de Dados Ruidosos 
Verbaeten e Assche (2003) apresentam um trabalho cujo objetivo é a combinação de 
classificadores para a identificação e remoção de dados ruidosos do conjunto de dados 
originais. Nesse trabalho, o conjunto de dados inicias é pré-processado por técnicas de 
remoção de dados ruidosos e somente é apresentado ao classificador final o conjunto de 
dados reduzidos, do qual os dados ruidosos foram previamente eliminados. Utiliza cinco 
diferentes filtros de ruído com base na metodologia de combinação de classificadores: 
 Comité de métodos cross-validation, que tem como princípio remover uma 
instância se este não pode ser classificado corretamente por todos, ou pela 
maioria dos classificadores. Podendo assim então dizer que esse filtro é baseado 
em métodos de combinação por consenso e votação por maioria; 
 Algoritmos de bagging, também baseando-se pelos métodos de combinação por 
consenso e votação por maioria; 
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 Algoritmo de boosting Adaboost (Freund e Schapire, 1996), em que são 
removidos os dados que obtiveram peso elevado, ou seja, baseia-se no número 
de rodadas e os dados com maiores pesos em n rodadas são eliminados. 
Para todos os filtros desenvolvidos o classificador utilizado foi induzido pelo algoritmo 
Tilde (Blockeel e Radt, 1998), uma versão do algoritmo C4.5, mas as árvores de decisão 
podem incluir condições em forma de relações. 
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Capitulo 3 
3. Estudo de caso para aplicação de ferramentas de 
Data Mining – Deteção de outliers 
A base de dados disponibilizada para o presente estudo, refere-se ao Comércio Externo 
do INE-PT e tem como objetivo a deteção de casos raros/outliers no conjunto de dados. 
Para este problema, foram fornecidos dados referentes ao mês de Janeiro de 1998 com o 
total de 33.326 transações.  
3.1. Descrição do problema 
As transações feitas entre empresas portuguesas e os restantes países da comunidade 
europeia são recolhidas através do Intrastat. O Intrastat é um inquérito recolhido 
mensalmente e visa apurar o volume das transações comerciais entre os países da 
Comunidade Europeia. 
Estes dados já inseridos em bases de dados, são validados e analisados. A análise de 
todo este processo denomina-se de crítica de dados do Comércio Externo. Esta tarefa é 
feita por pessoal técnico especializado capaz de distinguir e corrigir possíveis erros 
detetados, provocados por falhas no processamento dos dados, por desconhecimento da 
empresa da forma correta do preenchimento de certo tipo de campos, entre outras 
causas possíveis. Este processo de crítica pode ser suportado por um processo de Data 
Mining, pois possui as características necessárias para isso, como o de permitir a 
descoberta de informação não acessível através dos tradicionais métodos estatísticos de 
análise de dados. 
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3.2. Análise exploratória de dados 
Os dados disponibilizados referem-se às exportações de bens entre Portugal e os 
restantes países da comunidade europeia e são apresentados em forma de campos 
descritos a seguir: 
 Mês: Mês referente ao inquérito; 
 Origem da Informação: Meio pelo qual foi disponibilizada a referida informação 
(disquete, inserido manualmente, via web); 
 Fluxo: Identificação do sentido transação, sendo 1 para exportação e 2 para 
importação. No presente estudo como são dados referentes a exportação ter-se-á 
apenas o código 1; 
 Lote: Grupo de transações enviado junto; 
 Declaração: Número oficial do documento; 
 Operador: Entidade que submete a informação; 
 Mês da transação; 
 Número de linha da transação no documento;  
 País de origem e de destino da mercadoria; 
 Código do produto, sendo constituída por 8 dígitos, proveniente da 
nomenclatura combinada; 
 Massa líquida: Peso da mercadoria em kg 
 Valor facturado: Valor da fatura 
 Valor/Peso: Rácio entre o valor faturado e a massa líquida; 
 Número transações do artigo no mês; 
 Erro: Identificação de transações corretas e erradas. Sendo 0 para transações 
corretas e 1 para transações erradas. 
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3.2.1. Análise das principais variáveis 
Após a identificação das variáveis, fizemos o uso da ferramenta SPSS e R para análise 
exploratória dos dados. Começamos pela análise das variáveis consideradas nesse 
estudo (Tabela 2). São elas: massa líquida, valor faturado, rácio entre massa líquida e 
valor faturado. 
 
Min. 1st Qu. Median Mean 3rdQu. Max. NA's 
Massa Liquida 1 15 120 7673 1050 8595000 1077 
Valor Faturado 1 70 340 2472 1493 605200 80 
Peso/Valor Facturado 1 834 3008 100600 8551 774100000 
 
Tabela 2 - Estatística descritiva das variáveis 
Como se pode ver a média dos pesos das mercadorias exportadas por Portugal para os 
restantes países da mesma comunidade é de 7673 kg e o valor faturado é de 2472. Já a 
média do rácio entre peso e valor faturado é de 100600. 
3.2.2. Análise das restantes variáveis 
3.2.2.1. Lote 
Statistics 
Lote 
N Valid 33326 
Missing 0 
Mode 1010 
Minimum 1001 
Maximum 1500 
Tabela 3 - Estatística da variável Lote 
Analisando a variável lote, Tabela 3, pode-se afirmar que dos 134 lotes registados, 
aquele que repete mais vezes é 1010 (1371 vezes), representando 4,1% do total dos 
lotes. O valor mínimo representado por essa variável é de 1001 e o máximo de 1500. 
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3.2.2.2. Operador 
Statistics 
Codigo do operador 
N Valid 33326 
Missing 0 
Mode 545 
  
  
Tabela 4 - Estatística da variável Código do operador 
Da observação da Tabela 4, pode-se dizer que dos 3858 operadores diferentes (entidade 
que exporta), o operador 545 é o que mais exporta, com 497 transações, representando 
1.5% do total das exportações. 
 
3.2.2.3. País de destino 
Statistics 
Pais 
N Valid 33326 
Missing 0 
Mode 11 
Tabela 5 - Estatística da variável País de destino 
Analisando esta variável, Tabela 5, constata-se, 13 países diferentes para o qual 
Portugal exportou seus produtos, em que o país 11 foi para onde mais exportou, com 
9418 transações representando 28,3% dos que mais recebem produtos oriundos de 
Portugal. 
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3.2.2.4. Código da mercadoria 
Statistics 
Produto 
N Valid 33326 
Missing 0 
Mode 85411650 
Tabela 6 - Estatística da variável Código de mercadoria 
Dos 4812 tipos de produtos exportados durante o mês de Janeiro de 1998, o produto 
com o código 85411650 é o que mais foi exportado (438 transações) representando 
1,3% do total dos produtos exportados. 
3.2.2.5. Erro 
Transação com erro 
 
Frequency Percent ValidPercent 
CumulativePerce
nt 
Valid 0 33247 99,8 99,8 99,8 
1 79 ,2 ,2 100,0 
Total 33326 100,0 100,0  
Tabela 7 - Estatística da variável Erro 
A Tabela 7 demonstra o número de transações correctas (0) e erradas (1). Como se pode 
ver, das 33326 transações respeitante às exportações, 79 contem erros, representando 
0,2% do total das transações. Com isso pode-se afirmar que os erros são raros no 
universo das transações. 
 
 
30 
 
Capitulo 4 
4.1. Estudo Experimental 
Para iniciar as experiências, começamos pela preparação e seleção dos dados. Nesta fase 
utilizamos duas ferramentas: SQL Server 2012 (Base de Dados) e Visual Studio 2012 
(Plataforma Web). No SQL Server 2012 os dados foram importados para uma tabela e 
utilizando o software Visual Studio 2012, fizemos uma pequena aplicação Web, na qual 
foi feita uma Query usando a função Substring para disponibilizar todos os artigos do 
conjunto de dados, selecionando apenas os dois primeiros dígitos. A Figura 9 apresenta 
a interface com todas as transações agrupadas e ordenadas do maior ao menor número 
de erros.  
 
Figura 9 - Plataforma para a seleção dos artigos 
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Como se pode visualizar na Figura 9, os dados estão agrupados a 2 dígitos, coluna 
Família, com o total de transações, coluna Total de transações, e erros existentes no 
conjunto das transações. Por exemplo, temos a primeira linha com a Família 76 que 
contém 1044 transações, em que o total de erros nesse grupo é de 7. Carregando no link 
“Listagem dos artigos” temos a lista com 1044 transações e que nos dá a possibilidade 
da sua exportação para o Microsoft Excel para realizar as experiências no R, Apêndice 
1. 
Após a preparação e seleção dos dados, procedemos á escolha dos artigos para dar 
início às experiências, utilizando primeiramente a técnica estatística Box Plot, seguido 
do método de Clustering (clustering hierárquico) e por último o modelo de 
Classificação com Árvores de decisão baseado no algoritmo C5.0. A escolha desses 
métodos deve-se ao facto de já terem sido utilizados em trabalhos idênticos e os 
objectivos propostos foram alcançados. E como esse estudo pretende dar a sua 
contribuição fazendo uma abordagem diferente, em níveis de granularidade, optamos 
pelos métodos que já apresentaram resultados em detrimento de uso de métodos que não 
se sabe se vão dar resultados satisfatórios ou não. 
Na parte experimental o objetivo é de escolher uma Família e desagregá-la em mais três 
níveis, dizendo assim que estamos a realizar experiências para quatro níveis diferentes 
de agregação: Família (2 primeiros dígitos), Categoria (4 primeiros dígitos), 
Subcategoria (6 dígitos) e por último o próprio código do artigo, designado de NC.  
Utilizando a mesma função “substring” que utilizamos anteriormente no Sql  Server 
para a seleção dos artigos a dois dígitos, adaptamos agora no  software R, para a seleção 
dos artigos em Categoria, SubCategoria e NC, conforme as linhas de código que se 
segue: 
dados<- read.csv("C:/pasta/dados.csv", sep=";", dec=",", header=TRUE) 
Categoria<-data.frame(substring(dados$nc,1,4)) 
SubCategoria<-data.frame(substring(dados$nc,1,6)) 
NC<-data.frame(substring(dados$nc,1,8)) 
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Após a divisão dos dados em níveis, utilizamos a função tapply do R para somar a 
ocorrência de cada artigo e disponibilizá-lo numa tabela de dados, e assim realizar as 
experiências por grupos do mesmo nível. 
 
Tabela 8 - Seleção dos artigos em níveis de desagregação 
A Tabela 8 apresenta os dados a nível da Categoria de uma família com 250 transações. 
Segundo os resultados, temos 15 grupos de artigos diferentes a quatro dígitos, em que o 
primeiro grupo é formado por 18 artigos, o segundo por 75 artigos e assim 
sucessivamente. 
 
A Tabela 9 lista as 18 transações do primeiro grupo. A título de exemplo, vamos 
analisar com mais detalhe o artigo com 18 transações, Tabela 9.  
 
Tabela 9 - Seleção dos artigos a nível da Categoria 
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Passando para o nível mais desagregado (SubCategoria) obtivemos mais grupos (44) de 
diferentes artigos mas, com menos transação por grupo. A Tabela 10 apresenta uma 
parte dos resultados. 
 
Tabela 10 - Parte da seleção dos artigos a nível da SubCategoria 
O artigo da família 22 no nível Subcategoria desdobra-se em 220614 e 220618, 
formando assim dois artigos diferentes, Tabela 11. 
 
Tabela 11 - Seleção dos artigos a nível da SubCategoria 
No último nível, encontram-se 3 artigos diferentes para a família 22, são eles: 
22061427, 22061616 e 22061629. 
 
Tabela 12 - Seleção dos artigos a nível do NC 
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4.1.1. Métodos de Avaliação dos Resultados 
Como foi referido no Capitulo 2, a análise dos resultados é baseada nas medidas de 
avaliação: recall (revocação), precision (precisão) error rate (taxa de erro) e a média 
harmónica entre revocação e precisão (F1). São conhecidas como medidas apropriadas 
para avaliar a previsão de eventos raros e de focarem na avaliação da performance dos 
modelos. Como também o objectivo do trabalho é de avaliar a performance dos 
modelos por níveis de agregação dos artigos, tornou-se necessário a utilização da 
medida Micro-média para representar o desempenho para cada nível e assim compará-
los no final com os resultados ao nível mais agregado (Família).  
No método de Clustering tornou-se necessário a utilização da medida Macro-média com 
a finalidade de escolher a melhor forma de particionar os grupos.  
Para a Árvore de Decisão utilizamos a metodologia de estimação do erro, Cross 
Validation, para avaliar o desempenho do modelo. 
4.1.1.1. Avaliação dos resultados com base na ordenação das previsões 
Esta abordagem baseia-se em ordenar as transações por score de probabilidade de ser 
erro, ou seja, na ordenação das previsões de erro. Essa experiência foi feita ao nível do 
NC para o Box Plot e para todos os níveis de agregação no método Clustering. 
No Box Plot tivemos em conta a distância de uma transação à média, como uma 
probabilidade de ser erro. Isto é, quanto maior for a distância de uma transação á media, 
maior é a probabilidade de que seja um erro. Primeiro calculamos a revocação, 
prevendo que apenas a observação com maior score é um erro, a seguir a revocação 
prevendo que as duas transações com maior score são erradas e assim sucessivamente. 
No Clustering, a similaridade entre dois objetos em um dendograma é representada pela 
altura do nó interno mais baixo que eles compartilham. O que quer dizer que quanto 
mais alto for uma observação menor é a sua semelhança com o resto do grupo. Com 
isso levou-nos a considerar a altura das junções, como a probabilidade de uma transação 
ser erro. Ou seja, quanto mais alto for a altura de Clustering maior é a probabilidade de 
que a observação que o forma seja um erro. 
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4.2. Resultados experimentais 
Para a realização das experiências foram escolhidos três artigos ao nível da família, em 
que foram denominados de Artigo 1, Artigo 2 e Artigo 3, em que o primeiro é formado 
por 250 transações, o segundo 543 transações e o terceiro 3462 transações totalizando 
assim 4255 transações das 33326 transações disponibilizadas. Na seleção dos artigos 
foram consideradas famílias de artigos que nas suas transações continham muitos erros, 
famílias com elevado número de transações no mês e família de artigos que continham 
diferenças no número médio de transações por artigo. 
Na definição das classes, foi definido a classe 1 (erro) como sendo a classe positiva, 
visto que é a classe associada aos eventos errados se pretende prever eficazmente, e que 
normalmente é muito menos frequente e classe 0 (não erro) como sendo a classe 
negativa. 
Quanto as variáveis consideradas, para o método estatístico univariado como o Box-
Plot, foi utilizada a variável Custo/Peso. Já no Clustering hierárquico e método de 
classificação com árvores de decisão foram tidas em contas todas as variáveis. 
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4.2.1. Box Plot 
4.2.1.1. Classificação – Comparação dos resultados com os resultados reais 
Na experiência do artigo 1, na família com 250 transações em que 3 são erradas o 
método apresentou como outliers 35 transações. Desses trinta e cinco estavam incluídas 
as três transações erradas, como se pode evidenciar na Tabela 13. Construindo a matriz 
de confusão de forma a avaliar o método para esse conjunto de dados, obteve-se os 
resultados da Tabela 14. 
Erros Reais Box Plot 
 36616 TRUE 
 27047 TRUE 
 10505 TRUE 
TOTAL 3 3 
Tabela 13 - Alguns itens errados e assinalados 
 
 1 0 
1 3 0 
0 32 215 
 
Revocação Precisão Erro F1 
1 0,085 0,128 0,156 
 
 
Tabela 14 - Matriz de Confusão - Artigo 22 – n: 250 
Da análise da Tabela 14, podemos afirmar que a taxa de acerto na classe positiva 
(revocação) é de 100% com uma precisão de 8,5%, obtendo assim a média harmónica 
da revocação e precisão para a classe 1 de 15,60%. Ou seja, o método acertou em todas 
as transações erradas tendo por isso 100% de acerto na classe positiva (1), mas não foi 
preciso em acertar, porque assinalou mais transações além das erradas, obtendo por isso 
12,8% de taxa de erro.  
 
 
37 
 
No segundo artigo com 543 transações, o método apresentou 58 transações como 
outliers, sabendo que na realidade são apenas seis, Tabela 15. 
Erros Reais Box Plot 
 316775 TRUE 
 275024 TRUE 
 358549 TRUE 
 317148 TRUE 
 275193 TRUE 
 242508 TRUE 
TOTAL 6 6 
Tabela 15 - Alguns itens errados e assinalados 
 
 1 0 
1 6 0 
0 52 485 
 
Revocação Precisão Erro F1 
1 0,10 0,09 0,182 
 
 
Tabela 16 - Matriz de Confusão - Artigo 36 - n: 543 
Com o resultado do cálculo feito a partir da matriz de confusão (Tabela 16), pode-se 
verificar que a taxa de erro foi baixa, 9%, com a taxa de acerto na classe positiva de 
100% com uma precisão de 10% e a média harmónica da precisão e revocaçao de 
18,2%. O método assinalou todas as transações erradas como outliers, tendo por isso a 
taxa de acerto na classe positiva de 100%. Contudo, não foi preciso devido ao facto de 
assinalar transações além das assinaladas pelos peritos. 
 
 
 
 
38 
 
No terceiro e último artigo com 3462 transações, o método apresentou como outliers 
431 transações, sendo que apenas 7 são na realidade erros (Tabela 17). Das 431 
transações que o método considerou como outliers, apenas uma transação corresponde 
ao erro.  
Erros Reais Box Plot 
 52 FALSE 
 388981058 TRUE 
 201 FALSE 
 27 FALSE 
 18 FALSE 
 23 FALSE 
 52 FALSE 
TOTAL 7 1 
Tabela 17 - Alguns itens errados e assinalados 
 
 1 0 
1 1 6 
0 430 3025 
 
Revocação Precisão Erro F1 
0,14 0,002 0,12 0,109 
  
Tabela 18 - Matriz de Confusão - Artigo 49 – n: 3462 
Construindo a matriz para esse problema, Tabela 18, nota-se que a taxa de erro em 
detetar os erros é de 12%, a revocação de 14% com 0,2% de precisão e F1 de 10,9%. 
Esses valores confirmam os resultados obtidos na Tabela 17, em que apenas uma 
transação errada foi considerada como outlier pelo Box Plot. 
Tendo obtido os resultados na família, iremos dar continuidade às experiências, 
desagregando até ao nível do NC, com o objetivo de verificar qual a forma que se obtêm 
melhores resultados. Dentro de cada nível de agregação (Categoria, SubCategoria e NC) 
foram calculadas as quatro medidas de avaliação (revocação, precisão, taxa de erro e 
medida F1) para cada grupo de artigo com o mesmo código separadamente. 
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Obtendo esses resultados para cada artigo, utilizou-se a medida Micro-média para 
representar o desempenho global dessas quatro medidas para cada nível de agregação e 
assim compará-los no final com os resultados ao nível mais agregado (família), Tabela 
19.  
 
Tabela 19 - Resultados da desagregação - Box Plot 
Da análise da Tabela 19, verifica-se que o recall agregado ao nível da categoria no 
artigo 1 é de 30% enquanto que na família é de 100%. No entanto a média harmónica da 
precisão e revocação para a classe 1, é superior na categoria do que na família, devido 
ao facto da precisão na categoria ser maior do que na família. O erro é de 9,4 % contra 
os 12,8% na família e a precisão de 22,5% contra 8,5% na família. A partir do nível da 
SubCategoria e NC a revocação e a precisão continuam a baixar e atingindo os 0%.  
No artigo 2, a revocação na categoria é de 17% e o registado na família é de 100%, na 
qual ficou muito distante. A precisão na família é de 10% e na categoria é de 6,9%, 
obtendo por isso, F1 maior na família (18,18%) do que na categoria (9,82%) e vai-se 
diminuindo para os nos níveis inferiores até atingir os 0% aproximadamente. A taxa de 
erro registada é de 12% e na família foi de 9%. 
No terceiro artigo a taxa de precisão obtida resultante da agregação na categoria é de 
4%. Comparando esse resultado com a percentagem obtida na sua família (14%), vê-se 
uma grande diferença. A precisão registada é de 0,26% em comparação com os 9% na 
sua família. A média harmónica dessas duas medidas para a classe 1, foi por isso 
superior na família do que na categoria e foi também diminuindo para os outros níveis 
mais desagregados até atingirem aproximadamente os 0% no último nível de 
desagregação (NC). A taxa de erro é 1,2% comparativamente a sua família que é de 
12%. 
 
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
FAMILIA 100,00% 8,50% 12,80% 15,67% 100,00% 10,00% 9,00% 18,18% 14,00% 9,00% 12,00% 10,96%
CATEGORIA 30,00% 22,50% 9,40% 25,71% 17,00% 6,90% 12,00% 9,82% 4,00% 0,26% 1,20% 0,49%
SUB-CATEGORIA 0,12% 0,09% 0,09% 0,11% 0,08% 0,09% 0,16% 0,08% 0,02% 0% 0,04% 0%
NC 0,12% 0,09% 0,02% 0% 0,05% 0,02% 0,01% 0% 0% 0% 0% 0%
ARTIGO 1 ARTIGO 3ARTIGO 2
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Calculando a média dessas medidas para os três artigos obtivemos os seguintes 
resultados apresentados na Tabela 20. 
 
Tabela 20 - Média das medidas dos três artigos Box Plot 
Com esses resultados, confirma assim que o nível da família é que obteve melhores 
resultados. A medida F1 que combina a precisão e a revocação é maior na família do 
que nos restantes níveis, aproximadamente 15% contra o mínimo registado, que foi de 
0% no nível do NC. 
Com isso podemos dizer que quanto maior é o número de observações melhor é a 
performance do método em acertar nos erros, ou seja, quando se trabalha com Famílias 
em vez de Categorias, Subcategorias ou NC, melhor é o modelo em detetar os erros. O 
que leva a concluir que para o Box Plot é melhor a trabalhar com as transações em 
Família do que separado em níveis desagregados. 
4.2.1.2. Scoring – Comparação dos resultados com base nas previsões. 
Como foi já descrito, a distância de uma observação á média, dá-nos a probabilidade de 
uma transação ser um erro ou não. Quanto maior é a distância, maior é a nossa 
confiança de que é realmente um erro. Essa experiência foi feita a nível do NC, com o 
objetivo de comparar no final, se a abordagem com scoring apresenta ou não melhores 
resultados do que a abordagem feita com Box Plot com base na classificação. 
Na primeira experiência com cinco grupos de NC do primeiro artigo, apenas um grupo 
com 31 transações, obteve a taxa de acerto na classe positiva de 100%, quer na previsão 
da primeira transação como também das três primeiras com maior score (Apêndice 2). 
A precisão do método com o pressuposto de que a primeira transação é um erro é de 
REC PREC ERRO F1
Familia 71,33% 9,17% 11,27% 14,94%
Categoria 17% 9,89% 7,53% 12,01%
SubCategoria 0,07% 0,06% 0,10% 0,06%
NC 0,06% 0,04% 0,02% 0%
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33% com a taxa de erro de 6,45%. Na previsão baseada nas três primeiras a precisão é 
de 100% e o erro de 0%. 
Tomando a média destas transações que é de 2423 na variável Custo/Peso, podemos 
também dizer que há um desvio médio de 4316,065 em relação à média, ou seja, os 
valores de Custo/Peso estão, em média, a uma distância de 4316,065 do rácio 
Custo/Peso médio. 
A Tabela 21 apresenta para além dos resultados obtidos com a abordagem scoring 
também os resultados obtidos na experiência com classificação, com a finalidade de 
comparar a eficácia dessas duas formas de análise para o mesmo método. 
 
Tabela 21 - Box Plot Scoring vs Classificação 
Da experiência feita com scoring no nível do NC, obtivemos melhor resultado 
comparando com a classificação, que os resultados foram praticamente nulos, 0% nas 
medidas de avaliação em qualquer um dos três artigos. Isso permite-nos afirmar que 
obtivemos melhores resultados com scoring do que com a classificação nesse nível de 
agregação, embora não muito satisfatórios como se pode visualizar na Tabela 22 que 
resume a media das medidas dos três artigos para as duas abordagens. 
 
Tabela 22 – Resumo - Box Plot Scoring vs Classificação 
Com esses resultados poder-se-á afirmar que quando estamos perante maus resultados 
obtidos através da classificação normal de um modelo, a alternativa é fazer análise com 
base nas probabilidades. 
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
NC(Scoring) 16,60% 22,80% 1,45% 19,21% 5,34% 5,34% 0,74% 5,34% 0,00% 0,00% 0,15% 0,00%
NC(Classificação) 0,12% 0,09% 0,02% 0,00% 0,05% 0,02% 0,01% 0,00% 0,01% 0,01% 0,01% 0,00%
ARTIGO 1 ARTIGO 2 ARTIGO 3
REC PREC ERRO F1
Classificação 0% 0,04% 0,02% 0%
Scoring 7% 9,38% 0,78% 8%
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4.2.2. Uso de Clustering Hierárquico na Deteção de Outliers 
Como foi descrito no Capítulo 2, a experiência com este método consiste em formar 
clusters com base nos pares de transações mais próximos. Neste caso, esperamos a 
formação de k clusters separados em transações com erros (pequenos clusters) e 
transações sem erros. 
Em primeiro lugar definimos o número dos clusters a serem formados, na qual foram 
feitas cinco experiências com o intuito de escolher no final a experiência que apresente 
melhor resultado. As experiências foram feitas para k=2, k=3, k=5, k=8 e k=10 para 
todos artigos. Em qualquer uma das experiências o grupo com menos transações será o 
grupo dos erros, isso porque são ocorrências raras no universo dos dados. Por exemplo, 
na primeira experiência com k=2, o método forma dois grupos em que um grupo 
contem os dados pertencentes a classe 0 (transações normais), grupo maior, e o outro a 
classe 1 (transações com erro). Como os erros são raros no universo das transações, 
estes formariam um grupo menor. No k=3, o objetivo é o mesmo, só que em vez de dois 
grupos são três, em que o terceiro grupo menor é considerado de grupo que contém 
transações anormais.  
A medida de distância entre pares de transações utilizada é a distância euclidiana e o 
método vizinho mais próximo (method=”single”) para efetuar as sucessivas fusões entre 
as classes.  
O objetivo final é de comparar a performance do método em prever os erros com 
diferentes números de clusters, ou seja, se o método é mais eficaz com dois grupos ou 
com mais. E também pretendemos verificar se é mais preciso em detetar erros com 
maior ou menor número de transações (níveis de agregação), e o que apresentar melhor 
resultado será comparado com os restantes métodos.  
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Os resultados obtidos para os cinco k clusters são apresentados nas Tabelas 23, 24, 25, 
26 e 27 a seguir. 
 
Tabela 23 - Clustering k=2 
 
Tabela 24 - Clustering k=3 
 
Tabela 25 - Clustering k=5 
 
 
Tabela 26 - Clustering k=8 
 
Tabela 27 - Clustering k=10 
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
FAMILIA 100% 66,67% 0,40% 80% 100% 100% 0% 100% 100% 100% 0% 100%
CATEGORIA 27,60% 30,00% 10,80% 28,75% 17,86% 17,86% 13,44% 17,86% 4% 9% 3,09% 6%
SUB-CATEGORIA 4,13% 0,43% 16,40% 0,77% 7,18% 7,18% 4,97% 7,18% 0% 0% 1% 0%
NC 4,13% 0,43% 15,20% 0,77% 5,34% 5,34% 2,76% 5,34% 0% 0% 0% 0%
ARTIGO 1 ARTIGO 2
k=2
ARTIGO 3
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
FAMILIA 50% 100% 0,40% 66,67% 0% 0% 0% 0% 0% 0% 0% 0%
CATEGORIA 30% 30% 15,26% 30,00% 5,34% 5,34% 28,01% 5,34% 4% 9% 2,78% 6%
SUB-CATEGORIA 0% 0% 21,75% 0% 3% 3% 5,80% 2,95% 0% 0,00% 2% 0%
NC 0% 0% 22,80% 0% 2% 2% 2% 2% 0% 0% 0% 0%
ARTIGO 1 ARTIGO 2
k=3
ARTIGO 3
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
FAMILIA 0% 0% 1,21% 0% 0% 0% 0,19% 0% 0% 0% 0,20% 0%
CATEGORIA 0% 0% 19,63% 0% 5,34% 5,34% 25,66% 5,34% 0% 0% 3,42% 0%
SUB-CATEGORIA 0% 0% 23,58% 0% 0% 0,00% 7,88% 0% 0% 0% 2,10% 0%
NC 0% 0% 21,25% 0% 0% 0,00% 2,83% 0% 0% 0% 2,20% 0%
k=5
ARTIGO 3ARTIGO 2ARTIGO 1
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
FAMILIA 0% 0% 0,41% 0% 0% 0% 0,19% 0% 0% 0% 0,20% 0%
CATEGORIA 0% 0% 16,07% 0% 0% 0% 24,72% 0% 0% 0% 4,75% 0%
SUB-CATEGORIA 0% 0% 26,37% 0% 0% 0% 12,19% 0% 0% 0% 2,92% 0%
NC 0% 0% 22,87% 0% 0% 0% 5,50% 0% 0% 0% 3,00% 0%
k=8
ARTIGO 1 ARTIGO 2 ARTIGO 3
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
FAMILIA 0% 0% 0,42% 0% 0% 0% 0,19% 0% 0% 0% 0,20% 0%
CATEGORIA 0% 0% 16,14% 0% 0% 0% 25,35% 0% 0% 0% 5,46% 0%
SUB-CATEGORIA 0% 0% 31,47% 0% 0% 0% 14,10% 0% 0% 0% 3,02% 0%
NC 0% 0% 28,27% 0% 0% 0% 6,77% 0% 0% 0% 3,01% 0%
k=10
ARTIGO 1 ARTIGO 2 ARTIGO 3
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Obtendo os resultados de cada cluster através do cálculo da Micro-Média das medidas 
de avaliação em cada nível de agregação e da média dessas medidas para os três artigos, 
vamos agora analisar e escolher o cluster que melhor resultado obteve. Para isso 
calculamos a Macro-Média dos resultados em todos os níveis de agregação (de família a 
NC) para a revocação, precisão, erro e medida F1, para os cinco clusters. Estes cálculos 
foram feitos no sentido de obter uma média global dessas medidas para cada k, a fim de 
comparar e escolher o melhor cluster, Tabela 28. 
 
Tabela 28 - Resultados globais por clusters 
Como se pode visualizar na Tabela 28, o cluster com k=2, obteve melhores resultados. 
A medida F1 que combina os resultados da precisão e da revocação em um único valor 
obteve a percentagem mais alta (28, 89%), de que todos os outros clusters, e o que 
obteve pior resultado foi o k=10. A taxa de erro foi a mais baixa de todas, situando em 
5,68% contra o máximo registado que foi de 11,20% em k=10. 
Com isso podemos dizer que quanto menor é o número de k para fazer partições dos 
clusters melhor a performance desse método, e que quanto maior é o k, pior é o 
resultado do método. 
 
 
 
 
 
REC PREC ERRO F1
K=2 30,89% 28,07% 5,68% 28,89%
K=3 7,93% 12,47% 8,44% 9,44%
K=5 0,45% 0,45% 9,18% 0,45%
K=8 0,00% 0,00% 9,93% 0,00%
K=10 0,00% 0,00% 11,20% 0,00%
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Após a escolha do melhor valor do k para particionar o conjunto de dados, k=2, 
passamos para a análise do melhor nível de agregação. Ou seja qual dos níveis, Família, 
Categoria, SubCategoria ou NC, é o mais adequado, Tabela 29.  
 
Tabela 29 – Cluster K=2  
Dos resultados obtidos, Tabela 29, o nível de agregação em Família apresentou melhor 
resultado, tendo registado em média 100% na taxa de acerto, 88,89% na precisão e a 
média entre a precisão e a revocação (F1) foi mais elevada de todos outros níveis, 
93,3%. A taxa de erro foi a mais baixa registada em todos os níveis, 0,13%. 
Esses resultados permite-nos dizer que quanto mais agregado for, ou seja, quanto maior 
o número de transações melhor é a performance do modelo em fazer previsões. Esse 
facto é confirmado através da medida F1, que combina as medidas de taxa de acerto e 
precisão. 
Concluímos que para esse método o número de clusters apropriado é de k=2 e o nível 
de agregação aconselhado é em família que contém maior número de observações. 
4.2.2.1. Scoring – Comparação dos resultados com base nas 
probabilidades 
Como já foi dito, quanto mais alto uma transação única for agregada a um cluster, maior 
é a probabilidade de que seja um erro. Com isso levamos em consideração a altura das 
junções, como a probabilidade de uma transação ser erro. Esta experiência foi feita para 
o melhor valor do k escolhido, que foi de k=2, com o objetivo de verificar qual das duas 
formas de realizar experiências utilizando o método clustering hierárquico se obtêm 
melhores resultados. A Figura 10 representa um dendograma de um conjunto de 31 
transações respeitante a um artigo da primeira família no nível da categoria. Tem-se três 
REC PREC ERRO F1
Familia 100% 88,89% 0,13% 93,33%
Categoria 16,64% 18,93% 9,11% 17,52%
SubCategoraia 3,77% 2,54% 7,50% 2,65%
NC 3,16% 1,92% 5,99% 2,04%
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nós isolados (1,2,3) e com uma altura superior aos demais, o que pressupõe serem erros. 
De forma a confirmar esse pressuposto consideramos estas transações como sendo erros 
(Apêndice 3). 
 
Figura 10 - Dendograma com 31 transações 
De forma a ter uma melhor visualização da dispersão dos dados apresentamos um 
gráfico (Figura 11) onde é possível visualizar os erros assinalado a vermelho. 
 
Figura 11 - Gráfico de dispersão dos dados 
Calculando as medidas de avaliação, confirma-se que todas as transações suspeitas são 
de facto erros com 100% de precisão e consequentemente 0% de erro. 
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Os resultados das experiências encontram-se resumidos na Tabela 30. 
 
Tabela 30 - Resultados por níveis de agregação 
 
É de notar também, que com esta forma de abordagem os melhores resultados 
registaram no nível da família. No nível do NC em que na classificação os resultados 
foram praticamente nulos aqui já apresentam valores nas medidas de avaliação. 
De forma a ter uma melhor percepção global comparativamente com a primeira forma 
de abordagem (classificação), avaliamos os resultados, a nível macro, e comparamos as 
duas formas de abordagem para o mesmo método. Os resultados encontram-se 
resumidos na Tabela 31. 
 
 
Tabela 31 - Comparação a nível Macro 
 
Da análise da Tabela 31, tendo como base a medida F1, vê-se que as experiências 
realizadas com classificação apresentaram melhores resultados do que com o scoring, 
embora a diferença entre elas é muito pouca. A taxa de erro foi maior na classificação 
do que no scoring.  
É de realçar que na experiência com scoring o ideal é aplicá-los em conjuntos de dados 
de pequena dimensão, não em dados particionados de um grande conjunto de dados. 
Isso porque quando se particiona os dados em níveis, observações que poderiam ser 
normais num conjunto maior em que poderiam haver observações semelhantes, num 
REC PREC ERRO F1 REC PREC ERRO F1 REC PREC ERRO F1
FAMILIA 100% 100% 0% 100% 100% 100% 0% 100% 100% 14,29% 0,17% 25%
CATEGORIA 5,04% 5,20% 4,16% 5,12% 5,34% 5,34% 4,18% 5,34% 10,34% 5,94% 2,23% 7,54%
SUB-CATEGORIA 34,10% 34,80% 3,10% 34,45% 3,13% 3,13% 1,98% 3,13% 8,45% 4,51% 1,65% 5,88%
NC 15,76% 22,80% 1,78% 18,64% 5,34% 5,34% 0,74% 5,34% 2,08% 2,08% 0,23% 2,08%
ARTIGO 1 ARTIGO 2 ARTIGO 3
REC PREC ERRO F1
Classificacão 30,89% 28,07% 5,68% 28,89%
Scoring 32,46% 25,29% 1,69% 26,04%
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conjunto pequeno já aparecem ser muito diferentes dos outros, induzindo-nos assim a 
considerá-los possíveis erros. Com isso queremos dizer que os resultados seriam 
melhores se o conjunto inicial dos dados fosse menor. 
Como nas duas experiências o nível que apresentou melhores resultados foi o nível mais 
agregado, família, vamos também comparar os resultados neste nível para as duas 
abordagens (classificação e scoring), Tabela 32. 
 
Tabela 32 - Classificação vs Scoring – Família 
 
Com esses resultados podemos confirmar que utilizando o método de clustering, a 
melhor forma de fazer previsões dos erros é com base na classificação. Obteve 93,33% 
na medida que combina a precisão e revocação contra os 75% do scoring. 
 
4.2.3. Árvores de Decisão 
Como afirmamos no Capitulo 2, as árvores de decisão apreendem de um conjunto de 
exemplos previamente classificados com regras desconhecidas para classificar novos 
casos. Neste sentido, o modelo classifica a variável Erro em duas classes, 0 (transação 
normal) e 1 (transação com erro) em função de todas as outras variáveis. 
A utilização das árvores de decisão para as experiências em níveis de agregação á 
semelhança dos outros dois métodos, não dará bons resultados. Como já vimos as 
classes não são balanceadas, como são outliers, esses são poucos no conjunto de dados, 
ou seja, o mesmo número de casos para cada classe. E quando os dados são 
desagregados pode haver grupos de transações em que não ocorre elementos da classe 
1, o que impossibilita a aprendizagem do modelo. 
REC PREC ERRO F1
Classificacão 100% 88,89% 0,13% 93,33%
Scoring 100% 71,43% 0,06% 75%
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Para isso estimamos o erro das árvores de decisão com 10 fold cross validation. Os 
resultados das experiências encontram-se na Tabela 33. 
 
 
Tabela 33 - Resultados da estimação do erro – Árvores de decisão 
Dos resultados obtidos, Tabela 33, calculamos a média do erro estimado para os três 
artigos, na qual foi de 0,53%. 
Comparando esse resultado com os obtidos nos dois outros métodos, constamos que o 
erro estimado das árvores de decisão foi mais elevado que o erro do método Clustering 
(0,13%) e menor do que o erro registado no Box Plot (11,27%). 
 
 
 
 
 
 
 
 
 
 
ARTIGO 1 ARTIGO 2 ARTIGO 3
ERRO ERRO ERRO
ERRO ESTIMADO 1,20% 0,18% 0,20%
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Capitulo 5 
5. Análise e Discussão dos resultados 
Das três técnicas utilizadas nas experiências para esses conjuntos de dados, nas quais 
foram testadas três grupos de artigos com quatro níveis de agregação, todas elas 
demonstraram ser mais eficientes na deteção de erros quanto maior for o número de 
transações, ou seja, no nível da família. A performance do modelo foi diminuindo à 
medida que se ia desagregando os dados com taxas de erros que iam aumentando 
substancialmente. 
É de notar que nesse nível de agregação o método Clustering apresentou, como valor 
médio das quatro medidas de avaliação nos três artigos, melhores resultados, obtendo 
assim 100% na taxa de acerto com uma precisão de 88,89%. Com isso a média 
harmónica da precisão e revocação é de 93,3% e com uma taxa de erro em prever de 
0,13%. 
O Box Plot, quanto ao acerto nas transações com erro obteve bons resultados, mas a sua 
precisão é muito baixa, assinalou muitas transações como sendo erradas, tendo por isso 
a média harmónica muito inferior à do Clustering, que é de 14,94% contra os 93,3%. 
O terceiro método, Árvores de decisão, não apresentou bons resultados quanto à deteção 
de erros, ficando com uma taxa de revocação, no nível mais agregado, de 33% com uma 
precisão de 28,57%, resultando assim numa média harmónica da precisão e a revocação 
de 30,77%. O erro desse método foi estimado em 0,53%. 
Nos métodos univariados, ordenamos as transações por score de probabilidade de serem 
erros, em que no Box Plot foi considerada a distância de uma observação em relação à 
média e no Clustering a altura em que uma transação é agregada a um cluster. O 
objetivo foi realizar em cada um desses métodos duas formas de abordagens com a 
finalidade de demonstrar com qual deles se obtêm melhores resultados. Os resultados 
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das experiências, com as duas formas de abordagens, tanto para o Box Plot como para o 
Clustering hierárquico encontram-se nas Tabelas 34 e 35 respetivamente. 
 
Tabela 34 - Box Plot scoring – NC 
 
 
Tabela 35 – Clustering scoring – Família 
É de notar que no método Box Plot, Tabela 34, enquanto que na classificação no nível 
de agregação NC os resultados nas medidas de avaliação são praticamente nulos, 0% 
aproximadamente, no Scoring obtivemos valores nessas mesmas medidas de avaliação. 
Isso leva-nos a dizer que quando se está perante uma situação, em que um determinado 
método não apresente resultados satisfatórios ou nulos, a melhor alternativa é fazer 
abordagens com base em probabilidades.  
No Clustering, Tabela 35, as duas formas de abordagem apresentaram melhor 
performance no nível mais agregado, ou seja, nível de família. Por isso, comparamos 
apenas nesse nível, qual delas obteve melhores resultados. É de notar que com esta 
abordagem, não se obteve melhores resultados do que com a classificação. Enquanto 
que na classificação a média harmónica da precisão e revocação na classe dos erros é de 
93,3%, no Scoring já é muito inferior, 75%. 
Isso leva-nos a concluir que a abordagem com base em probabilidades é aconselhável 
para situações em que os resultados das previsões utilizando um determinado método 
são muito maus, como é o caso do Box Plot no nível do NC. Já para casos em que se 
obteve boa performance do método com base na previsão normal, ou seja, classificação, 
REC PREC ERRO F1
Classificação 0% 0,04% 0,02% 0%
Scoring 7% 9,38% 0,78% 8%
REC PREC ERRO F1
Classificacão 100% 88,89% 0,13% 93,33%
Scoring 100% 71,43% 0,06% 75%
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esta forma de abordagem mostra-se desnecessária, obtendo uma performance menor 
como é o caso do Clustering. 
Concluindo, os três métodos utilizados nas experiências mostraram ser mais eficientes 
trabalhando com todas as transações de uma família juntas do que separado por níveis 
desagregados, embora seja mais perceptível analisar artigos quanto mais desagregado 
for.  
A Tabela 36 apresenta os resultados ao nível mais agregado para os três métodos 
utilizados, na qual comparamos a medida F1 e o erro.  
 
Tabela 36 – Comparação dos três métodos 
 
Como podemos observar, o método adequado para esse problema é o Clustering 
hierárquico, apresentando o maior valor da medida F1, 93,33% e o menor erro 
registado, 0,13%. 
 
 
 
 
 
 
F1 ERRO
BOX-PLOT 14,94% 11,27%
CLUSTERING 93,33% 0,13%
ÁRVORE DE DECISÃO 30,77% 0,53%
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Capitulo 6 
6. Conclusão 
Este trabalho tinha como finalidade a deteção de erros no conjunto de dados do 
Comércio Externo disponibilizados ao INE-PT por níveis de granularidade. O controlo 
de coerência desses dados manualmente seria um processo custoso e impreciso. 
Para automatizar este processo utilizamos os dados históricos, nos quais já tinham sido 
assinaladas as transações erradas pelos peritos do INE-PT, como suporte de 
desenvolvimento de modelos para deteção de erros em novos conjuntos de dados. 
Utilizamos técnicas estatísticas e de aprendizagem automática para a deteção de 
outliers, já que como os erros são eventos raros, poder-se-á considerar por estes 
métodos como sendo uma abordagem de deteção de outliers. 
A utilização desses métodos reduziria assim o tempo gasto em realizar essa tarefa 
manualmente e o risco de considerar transações erradas como sendo normais. 
Fizemos experiência com três métodos de deteção de outlier, desgnadamente, Box Plot, 
Clustering hierárquico e Árvore de Decisão. Dos resultados obtidos o método Box Plot 
apresentou, na medida que combina a precisão e revocação (F1), a taxa mais baixa em 
relação aos demais métodos e com uma taxa de erro mais elevada em relação aos outros 
dois métodos.  
A experiência baseada em Árvore de Decisão, apresentou uma performance melhor do 
que o Box Plot, com uma média entre a revocação e precisão mais elevada e a taxa de 
erro mais baixa. Porém, foi superado pelo método de Clustering que mostrou uma 
melhor performance na deteção de erros, em relação aos dois métodos, obtendo valores 
mais expressivos nas medidas de avaliação do modelo, como foi a medida F1, que foi 
mais elevada de todas, e a taxa de erro, a mais baixa registada. 
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Fizemos ainda abordagens baseadas na probabilidade de uma transação ser erro ou não. 
Este método mostrou ser adequado apenas quando os resultados das previsões do 
modelo são maus ou praticamente nulos.  
Em suma podemos concluir que dos três métodos testados o melhor para fazer a deteção 
de erros em dados, com base na sua granularidade é o Clustering hierárquico e que 
quanto mais transações tivermos melhor é esse método em prever os erros. 
Embora este trabalho tenha-se centrado nos dados relativos a transações do Comércio 
Externo, as suas conclusões podem ser aplicadas noutros domínios, onde a problemática 
de deteção de erros é crucial para garantir a boa qualidade dos dados. 
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Apêndice 1 – Plataforma Web de Exportação para Excel 
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Apêndice 2 – Box Plot (Scoring) com 31 transações 
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Apêndice 3 - Clustering (Scoring) com 31 transações 
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Apêndice 4 – Script Box Plot 
#################### Experiência na Família ######################### 
boxplot(dados1$fact_massa, main="Peso/Valor",ylab="fact/massa Liquida", col=("yellow")) 
erroBoxPlot<-boxplot.stats(dados1$fact_massa)  
outliers<-erroBoxPlot[4] 
errosReais<-data.frame(dados1$fact_massa[dados$erro=="1"]) 
list(outliers,errosReais) 
 
#################### Experiência na Categoria ######################### 
artigos<-data.frame(substring(dados1$nc,1,4),dados1$fact_massa,dados1$erro) grupo<-
tapply(artigos$dados1.fact_massa,artigos$substring.dados1.nc..1..4.); grupo 
frequencia<-table(grupo); frequencia 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..4.,artigos$dados1.fact_massa,artigos$dados1.erro,gr
upo) 
 
 
################### Experiência na SubCategoria ######################## 
artigos<-data.frame(substring(dados1$nc,1,6),dados1$fact_massa,dados1$erro) grupo<-
tapply(artigos$dados1.fact_massa,artigos$substring.dados1.nc..1..6.) 
frequencia<-table(grupo);frequencia 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..6.,artigos$dados1.fact_massa,artigos$dados1.erro,gr
upo) 
 
################### Experiência na NC ######################## 
artigos<-data.frame(substring(dados1$nc,1,8),dados1$fact_massa,dados1$erro) grupo<-
tapply(artigos$dados1.fact_massa,artigos$substring.dados1.nc..1..8.) 
frequencia<-table(grupo); frequencia 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..8.,artigos$dados1.fact_massa,artigos$dados1.erro,gr
upo) 
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################### Experiência Scoring NC ######################## 
artigos<-
data.frame(substring(dados1$nc,1,8),dados1$fact_massa,dados1$erro,dados1$transacao) 
grupo<-tapply(artigos$dados1.fact_massa,artigos$substring.dados1.nc..1..8.) 
frequencia<-table(grupo);frequencia 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..8.,artigos$dados1.fact_massa,artigos$dados1.erro,art
igos$dados1.transacao,grupo) 
############### Exemplo data.frame de um artigo ################### 
dt1<-
data.frame((dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]),(dtFinal$artigos.dados1.erro
[dtFinal$grupo==1]),(dtFinal$artigos.substring.dados1.nc..1..8.[dtFinal$grupo==1]),(dtFinal$art
igos.dados1.transacao[dtFinal$grupo==1])) 
n1<-length(dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]) 
names(dt1)[c(1,2,3,4)] <- c("fact_massa","erro","nc","transacao") 
Media<-mean(dt1$fact_massa);Media 
t<-data.frame(abs(dt1[,1]-Media),dt1$fact_massa,dt1$nc,dt1$transacao) 
names(t)[c(1,2,3,4)] <- c("Score","fact_massa","nc","transacao") 
junta<-merge(t,dados1) 
resultado<- junta[order(junta$Score,decreasing="T"),];resultado 
resultadoF<-data.frame(resultado$Score,resultado$erro,resultado$transacao) 
names(resultadoF)[c(1,2,3)] <- c("Score","erro","transacao");resultadoF 
previsao<-cbind(resultadoF,'erroP'=c(1,rep(0,11)));previsao 
previsao$erro<-factor(previsao$erro,label=c("0","1"),levels=0:1) 
previsao$erroP<-factor(previsao$erroP,label=c("0","1"),levels=0:1) 
tabela<-table(previsao$erro,previsao$erroP) 
mtx<-t(tabela[2:1,2:1]);mtx 
tp <- mtx[1,1]   # (true positives) 
fp <- mtx[2,1]   # (false positives) 
tn <- mtx[2,2]   # (true negatives) 
fn <- mtx[1,2]   # (false negatives)  
error.rate1 <- (fp + fn) / (tp + tn + fp + fn);error.rate1 
recall1 = tp / (tp + fn) 
recall1<-ifelse(recall=="NaN",0,recall);recall1 
precision1 = tp /(tp + fp) 
precision1<-ifelse(precision1=="NaN",0,precision1);precision1 
f1 = 2 * precision1 * recall1 / (precision1 + recall1) 
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Apêndice 5 – Script Clustering 
################### Experiência com Família ######################## 
dados1 <- read.csv("C:/2/22.csv", sep=";", dec=",", header=TRUE) 
clusters<-cutree(hclust(dist(dados1),method="single"),k=2) 
resultado1<-table(clusters,dados1$erro) 
A1<-resultado1[2:1,2:1] 
tp1 <- A1[1,1]   # (true positives) 
fp1 <- A1[2,1]   # (false positives) 
tn1 <- A1[2,2]   # (true negatives) 
fn1 <- A1[1,2]   # (false negatives)  
error.rateF1 <- (fp1 + fn1) / (tp1 + tn1 + fp1 + fn1);error.rateF1 
recallF1 = tp1 / (tp1 + fn1);recallF1 
precisionF1 = tp1 /(tp1 + fp1);precisionF1 
f1 = 2 * precisionF1 * recallF1 / (precisionF1 + recallF1);f1 
 
################### Experiência com Categoria ######################## 
artigos<-data.frame(substring(dados1$nc,1,4),dados1$fact_massa,dados1$erro) grupo<-
tapply(artigos$dados1.fact_massa,artigos$substring.dados1.nc..1..4.) 
frequencia<-table(grupo) 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..4.,artigos$dados1.fact_massa,artigos$dados1.erro,gr
upo) 
############### Exemplo data.frame de um artigo ################### 
dt1<-
data.frame((dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]),(dtFinal$artigos.dados1.erro
[dtFinal$grupo==1])) 
n1<-length(dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]) 
clusters<-
cutree(hclust(dist(dt1$X.dtFinal.artigos.dados1.fact_massa.dtFinal.grupo....1..),method="single"
),k=2) ## Formação dos grupos 
dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1.. <-
factor(dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..,label=c("0","1"),levels=0:1) 
resultado1<-table(clusters,dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..) 
mtx1<-t(resultado1[2:1,2:1]) 
tp1 <- mtx1[1,1]   # (true positives) 
fp1 <- mtx1[2,1]   # (false positives) 
tn1 <- mtx1[2,2]   # (true negatives) 
fn1 <- mtx1[1,2]   # (false negatives)  
error.rate1 <- (fp1 + fn1) / (tp1 + tn1 + fp1 + fn1) 
recall1 = tp1 / (tp1 + fn1) 
recall1<-ifelse(recall1=="NaN",0,recall1);recall1 
precision1 = tp1 /(tp1 + fp1) 
precision1<-ifelse(precision1=="NaN",0,precision1);precision1 
f1 = 2 * precision1 * recall1 / (precision1 + recall1) 
f1<-ifelse(f1=="NaN",0,f1);f1 
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################### Experiência com SubCategoria ###################### 
artigos<-data.frame(substring(dados1$nc,1,6),dados1$fact_massa,dados1$erro) ## 
selecionar a sub-categoria 
grupo<-tapply(artigos$dados1.fact_massa,artigos$substring.dados1.nc..1..6.) 
frequencia<-table(grupo) 
frequencia 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..6.,artigos$dados1.fact_massa,artigos$dados1
.erro,grupo) 
 
############### Exemplo data.frame de um artigo ################### 
dt1<-
data.frame((dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]),(dtFinal$artigos.dad
os1.erro[dtFinal$grupo==1])) 
n1<-length(dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]) 
clusters<-
cutree(hclust(dist(dt1$X.dtFinal.artigos.dados1.fact_massa.dtFinal.grupo....1..),method=
"single"),k=2) ## Formação dos grupos 
dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..<-
factor(dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..,label=c("0","1"),levels=0:1) 
resultado1<-table(clusters,dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..) 
mtx1<-t(resultado1[2:1,2:1]) 
 
tp1 <- mtx1[1,1]   # (true positives) 
fp1 <- mtx1[2,1]   # (false positives) 
tn1 <- mtx1[2,2]   # (true negatives) 
fn1 <- mtx1[1,2]   # (false negatives)  
error.rate1 <- (fp1 + fn1) / (tp1 + tn1 + fp1 + fn1) 
recall1 = tp1 / (tp1 + fn1) 
recall1<-ifelse(recall1=="NaN",0,recall1) 
precision1 = tp1 /(tp1 + fp1) 
f1 = 2 * precision1 * recall1 / (precision1 + recall1) 
f1<-ifelse(f1=="NaN",0,f1);f1 
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################### Experiência com NC ###################### 
artigos<-data.frame(substring(dados1$nc,1,8),dados1$fact_massa,dados1$erro)  
grupo<-tapply(artigos$dados1.fact_massa,artigos$substring.dados1.nc..1..8.) 
frequencia<-table(grupo) 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..8.,artigos$dados1.fact_massa,artigos$dados1
.erro,grupo) 
############### Exemplo data.frame de um artigo ################### 
dt1<-
data.frame((dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]),(dtFinal$artigos.dad
os1.erro[dtFinal$grupo==1])) 
n1<-length(dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]) 
clusters<-
cutree(hclust(dist(dt1$X.dtFinal.artigos.dados1.fact_massa.dtFinal.grupo....1..),method=
"single"),k=2) ## Formação dos grupos 
dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..<-
factor(dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..,label=c("0","1"),levels=0:1) 
resultado1<-table(clusters,dt1$X.dtFinal.artigos.dados1.erro.dtFinal.grupo....1..) 
mtx1<-t(resultado1[2:1,2:1]) 
tp1 <- mtx1[1,1]   # (true positives) 
fp1 <- mtx1[2,1]   # (false positives) 
tn1 <- mtx1[2,2]   # (true negatives) 
fn1 <- mtx1[1,2]   # (false negatives)  
error.rate1 <- (fp1 + fn1) / (tp1 + tn1 + fp1 + fn1) 
recall1 = tp1 / (tp1 + fn1) 
recall1<-ifelse(recall1=="NaN",0,recall1) 
precision1 = tp1 /(tp1 + fp1) 
f1 = 2 * precision1 * recall1 / (precision1 + recall1) 
f1<-ifelse(f1=="NaN",0,f1);f1 
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################### Experiência Scoring ######################## 
################### Exemplo Categoria ######################## 
artigos<-data.frame(substring(dados1$nc,1,4),dados1$fact_massa,dados1$erro 
frequencia<-table(grupo);frequencia 
dtFinal<-
data.frame(artigos$substring.dados1.nc..1..4.,artigos$dados1.fact_massa,artigos$dados1.erro,gr
upo) 
############### Exemplo data.frame de um artigo ################### 
dt1<-
data.frame((dtFinal$artigos.substring.dados1.nc..1..4.[dtFinal$grupo==1]),(dtFinal$artigos.dado
s1.fact_massa[dtFinal$grupo==1]),(dtFinal$artigos.dados1.erro[dtFinal$grupo==1])) 
names(dt1)[c(1,2,3)] <- c("nc","fact_massa","erro") 
n1<-length(dtFinal$artigos.dados1.fact_massa[dtFinal$grupo==1]) 
plot(hclust(dist(dt1),method="single"),k=2) ## Formação dos grupos 
dt1<- dt1[order(dt1$fact_massa,decreasing="T"),];dt1 
dt1<-cbind(dt1,'erroP'=c(1,1,rep(0,16)));dt1 
dt1$erro<-factor(dt1$erro,label=c("0","1"),levels=0:1) 
dt1$erroP<-factor(dt1$erroP,label=c("0","1"),levels=0:1) 
mtx1<-table(dt1$erro,dt1$erroP) 
mtx1<-t(mtx1[2:1,2:1]);mtx1 
tp1 <- mtx1[1,1]   # (true positives) 
fp1 <- mtx1[2,1]   # (false positives) 
tn1 <- mtx1[2,2]   # (true negatives) 
fn1 <- mtx1[1,2]   # (false negatives)  
error.rate1 <- (fp1 + fn1) / (tp1 + tn1 + fp1 + fn1) 
recall1 = tp1 / (tp1 + fn1) 
recall1<-ifelse(recall1=="NaN",0,recall1);recall1 
precision1 = tp1 /(tp1 + fp1) 
precision1<-ifelse(precision1=="NaN",0,precision1);precision1 
f1 = 2 * precision1 * recall1 / (precision1 + recall1) 
f1<-ifelse(f1=="NaN",0,f1);f1 
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Apêndice 5 – Script Árvore de decisão 
library(rpart) 
dados$erro<-as.factor(dados$erro)## converção dos dados numericos para um fator 
arvore <- rpart(erro ~ .,data=dados, method="class") 
print(arvore) 
pred <- predict(arvore,newdata=dados,type='class') 
mc<-table(dados$erro,pred) ## matrix de confusão 
print(mc) 
err.resub<-1.0-(mc[1,1]+mc[2,2])/sum(mc)  
print(err.resub) 
n<-nrow(dados) ## dados 
K<-10 ## para 10 cross validation 
tamanho<-n%/%K 
set.seed(5) 
alea<-runif(n) 
rang<-rank(alea) 
bloc<-(rang-1)%/%tamanho+1 
bloc<-as.factor(bloc) 
print(summary(bloc)) 
## Validação cruzada## 
all.err<-numeric(0) 
for(K in 1:K){ 
arvore1<-rpart(erro ~ .,data=dados[bloc!=K,],method="class") 
pred<-predict(arvore,newdata=dados[bloc!=K,],type='class') 
mc<-table(dados$erro[bloc!=K],pred) 
err<-1.0-(mc[1,1]+mc[2,2])/sum(mc) 
all.err<-rbind(all.err,err) 
} 
print(all.err) 
err.cv<-mean(all.err) 
print(err.cv) 
err.cv<-mean(all.err) 
print(err.cv) 
65 
 
Referências bibliográficas 
Barnett, V. e Lewis, T.: (1994), Outliers em Dados Estatísticos,  3 ª edição, John Wiley 
& Sons Inc, New York. 
 
Berry, M e Linoff, G (1997), Data Mining Techniques, John Wiley & Sons, Inc. New 
York, NY, USA. 
 
Bispo, C.A.F. e Cazirini, E.“W., (1998) “A Nova Geração de Sistemas de Apoio á 
Decisão”, In: ENEGEP, Rio de Janeiro, ABEBRO. 
 
Blockeel, H. e Raedt, L. (1998), “Top-down induction of first order logical decision 
trees”, Artificial Intelligence, v. 101, n. 1-2, pp 285-297. 
Cunha, Cátia (2009), “Métodos de classificação supervisionada para deteção de erros 
em transações de mercado externo”, Dissertação apresentada ao Instituto Superior 
Técnico para obtenção do grau de mestre, Orientada por António Manuel Pacheco Pires, 
Lisboa. 
Cortês, S. C., Porcarro, R. M. e Lifschitz (2002), “Mineração de dados-Funcionalidades, 
Técnicas e Abordagens”, Rio, PUC. 
Fayyad, U. M., Piatetsky Shapiro, G., Smyth, P. & Uthurusamy, R.(1996), “Advances 
in Knowledge Discovery and Data Mining”, AAAIPress, The Mit Press. 
Freund. Y e Schapire. R. E. (1996), “Experiments with a new boosting algorithm”, 
Saita. L (ed): Proceeding of the 13th International Conference on Machine Learning, pp. 
148-156.  
Gama, João (2002), Slides sobre Extração de Conhecimento de Dados, disponível em 
http://www.dcc.fc.up.pt/~ines/aulas/MIM/arvores_de_decisao.pdf, acedido em 
12/06/2013. 
66 
 
Grubbs, FE (1969), “Procedimentos para a detecção observações discrepantes nas 
amostras”, Technometrics 11, pp 1-21. 
Kohavi, R. (1995),“A study of cross-validation and bootstrap for accuracy estimation 
and model selection”, In: International joint Conference on artificial intelligence, [S.l.: 
s.n.], v. 14, p. 1137–1145. 
Lakhina, A., Crovella, M., DIOT, C. (2004), “Characterization of Network-Wide 
Traffic Anomalies in Traffic Flows”, Proceedings of the 4th ACM SIGCOMM Internet 
Measurement Conference (IMC’04), pp. 201-206. 
Lima, A. M.F. (2011), “Protótipo de testes para aprendizagem com classificadores 
múltiplos”, Dissertação apresentada á Faculdade de Economia da Universidade do Porto 
para obtenção do grau de mestre, Orientada por João Pedro Carvalho Leal Mendes 
Moreira, Porto. 
Lorena e carvalho (2003), Utilização de técnicas Inteligentes em Bioinformática, 
Instituto de Ciências Matemáticas e de Computação, Relatórios Técnicos do ICMC, Nº 
29, São Carlos. 
Loureiro, L. Torgo, and C. Soares (2004), Outlier detection using clustering methods: a 
data cleaning application. In Proceedings of the Data Mining for Business Workshop. 
Marth, Flavio (2011), Outlier-Conceitos básicos, disponível em 
http://pt.scribd.com/doc/57545774/8-Outliers, acedido em 22/11/2012. 
Muñoz, Garcia, J., Moreno-Rebollo, J. L. e  Pascual-Acosta, A.(1990),"Outliers: A 
Formal Approach", International Statistical Review, v.58, n.3, pp 215-226. 
Pestana, Maria e Gageiro, João (2008), Análise de Dados para Ciências Sociais-A 
complementariedade do SPSS, 5ª ed, Lisboa, edições sílabo. 
Sebastiani, F. (2002), “Machine learning in automated text categorization”. ACM 
Computing Surveys, ACM Press, New York, NY, USA, v. 34, n. 1, p. 1–47.  
67 
 
Soares, C., Brazdil, P., Costa, J. V. Cortez, e A. Carvalho (1999), “Error detection in 
foreign trade data using statistical and machine learning algorithms”,In  N. Mackin, 
editor, Proceedings of the 3rd International Conference and Exhibition on the Practical 
Application of Knowledge Discovery and Data Mining, London, UK. 
Souto, M.C.P, Lorena, A.C., Delbem, A.C.B. e Carvalho, A.C.P.L.F. (2003), “Técnicas 
de aprendizado de Máquina para problemas de Biologia Molecular”, São Paulo, 
Universidade são Paulo. 
Torgo, L. and Soares, C. (2010), “Resource-bounded Outlier Detection using Clustering 
Methods”, conference on Data Mining for Business Applications, IOS 
Press Amsterdam, The Netherlands. 
Verbaeten, Sofie and Assche, A.V. (2003),“Ensemble Methods for Noise Elimination in 
Classification Problems”, Technical report, Department of Computer Science, Belgium, 
K.U.Leuven. 
 
 
 
 
 
