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A number of properties on identification matrices are presented here. For
example, we prove that adjacency matrices are identification matrices for all
bipartite graphs. We also study the application of the theory of identification
matrices to solving the graph isomorphism problem, a famous open problem.
We show that, given two graphs represented by two identification matrices
with respect to a certain relation, isomorphism can be decided efficiently if at
least one matrix satisfies the consecutive 1’s property or a relaxed property
thereof. Graphs which have identification matrices satisfying the consecutive
1’s property include, among others, proper interval graphs and doubly convex
bipartite graphs. This work leads to the first efficient isomorphism testing
algorithms for certain classes of graphs and more efficient algorithms for some
other classes of graphs. The algorithms for some classes of graphs including
convex bipartite graphs run in linear time and are optimal.  1999 Academic
Press
1. INTRODUCTION
The graph isomorphism problem is a well-known open problem and was listed
as an important open problem in Karp [22] over two decades ago. The problem
asks, given two graphs G1=(V1 , E1) and G2=(V2 , E2), if there exists a one-to-one
onto function f from V1 to V2 such that (i, j) # E1 if and only if ( f (i), f ( j)) # E2 .
The problem is trivially in NP. However, despite the efforts by many researchers,
the problem is not known to be in P and not known to be NP-complete either. A
rigorous discussion of the structural complexity of the graph isomorphism problem
is given in Ko bler, Scho ning, and Tora n [23].
It should be noted that testing graph isomorphism is not only of theoretical
interest but also of much practical significance. It has diverse applications [17, 28].
Because of the importance of the problem, many scientists have tried to find good
solutions. Efficient algorithms have been obtained for many classes of graphs including,
among others, planar graphs [18], graphs embeddable on the projective plane [24],
graphs with bounded genus [27], and graphs with bounded degree [26]. Some related
problems such as automorphism [11] and homomorphism [21] have also been
studied.
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It is worthwhile to point out that the graph isomorphism problem is not an
isolated problem. It is in fact a class of problems. Many problems are known to be
polynomially equivalent to the graph isomorphism problem [3, 14], which also
shows the importance of studying the problem.
The theory of identification matrices has been used in designing efficient iso-
morphism testing algorithms for some classes of graphs (see, e.g., Chen [7]). Chen
[7] has shown that adjacency matrices are identification matrices for doubly
convex bipartite graphs. In this paper, we present some more recent properties
about identification matrices. We prove that, among other things, adjacency
matrices are identification matrices for all bipartite graphs. We also show that,
given two graphs represented by two identification matrices with respect to a
certain relation, isomorphism can be decided efficiently if at least one matrix satis-
fies the consecutive 1’s property or a relaxed property thereof. Classes of graphs for
which there exists a kind of identification matrices satisfying the consecutive 1’s
property include, among others, proper interval graphs and doubly convex bipartite
graphs. We observe that the O(v+e) isomorphism testing algorithm for interval
graphs in Lueker and Booth [25] can be used to decide isomorphism for proper
interval graphs, where v and e denote, respectively, the number of vertices and
edges in a graph; however, the procedure given here is faster. The class of circular
convex bipartite graphs properly contains the class of convex bipartite graphs, for
which an O(v3) isomorphism testing algorithm was announced in Chen [5]. The
class of convex bipartite graphs in turn properly contains the class of bipartite
permutation graphs. In this paper, we present an optimal O(v+e) isomorphism
testing algorithm for convex bipartite graphs. Obviously, the algorithm also works
for the class of bipartite permutation graphs. Previously, Chen and Yesha [10]
gave an efficient parallel algorithm for deciding isomorphism between bipartite
permutation graphs. The underlying sequential algorithm can be implemented to
run in O(v+e) time, based on the work of Spinrad, Brandsta dt, and Stewart [30].
But the result in this paper is stronger, since the class of convex bipartite graphs
properly contains that of bipartite permutation graphs. The results in this paper
broaden the class of graphs for which isomorphism is known to be decidable
efficiently and the class of graphs for which adjacency matrices are proved to be
identification matrices.
Presented in the next section are the concept of identification matrices and the
algorithms for testing isomorphism of graphs which have identification matrices
satisfying the consecutive 1’s property and a relaxed property thereof. In Section 3,
we prove some properties of identification matrices and show that isomorphism for
a number of classes of graphs can be tested efficiently. Finally, in Section 4, we
conclude the paper with some remarks about the graph isomorphism problem.
2. ALGORITHMS ON IDENTIFICATION MATRICES
We begin this section by defining identification matrices. Recall that a permuta-
tion matrix P is a square (0,1)-matrix with exactly a single 1 in each of its rows and
columns, P M is equivalent to permuting the rows of M, M P is equivalent to
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permuting the columns of M, and P M Pt is equivalent to permuting the rows and
the corresponding columns of M, where Pt is the transpose of P and M is an
arbitrary matrix of the same size as P. Let M1 and M2 be two matrices represent-
ing, respectively, two graphs G1 and G2 of a certain class C, according to a certain
relation R. Suppose G1 and G2 are isomorphic if and only if there exist two permu-
tation matrices P1 and P2 such that M1=P1 M2P2 . Then M1 and M2 are said to
be identification matrices for G1 and G2 of C, with respect to R.
Examples in this paper should help understand the meaning of the terms.
Throughout this paper, we assume that all graphs are simple undirected graphs,
i.e., undirected graphs with no self-loops or parallel edges. Consider a simple
example of identification matrices. Let M1 and M2 be the vertex vis-a -vis edge
incidence matrices for two simple graphs, G1 and G2 . It is obvious that G1 and G2
are isomorphic if and only if M2 can be turned into M1 by permuting its rows and
the columns. So vertex vis-a -vis edge incidence matrices are identification matrices
for simple graphs.
As another example of identification matrices, consider the vertex vis-a -vis
maximal clique incidence matrices for simple graphs. Let M1 and M2 be two such
matrices for G1 and G2 , respectively. It can be readily seen that G1 and G2 are iso-
morphic if and only if there exist two permutation matrices P1 and P2 such that
M1=P1M2P2 . Therefore, vertex vis-a -vis maximal clique incidence matrices are
also identification matrices for simple graphs. A detailed proof appeared in Chen [7].
From the above definition of the identification matrices, we can derive the following
result.
Lemma 1. Suppose M1 and M2 are identification matrices for graphs G1 and G2 ,
with respect to a certain relation R. Then two graphs are isomorphic if and only if
there exists a permutation matrix P such that M1 and M2 P have the same set of rows.
Proof. ( O ) Suppose G1 and G2 are isomorphic. Then there exist two permuta-
tion matrices, say P1 and P2 , such that M1=P1 M2P2 , by the definition of identifi-
cation matrices. It follows that M1 and M2P2 have the same set of rows.
( o ) Suppose there exists a permutation matrix P such that M1 and M2P
have the same set of rows. Then there exists another permutation matrix, say P1 ,
such that M1=P1 M2P. It follows from the definition of identification matrix that
G1 and G2 are isomorphic. K
Therefore, to test isomorphism of two graphs, given two identification matrices
with respect to a certain relation, it suffices to test if, by permuting the columns,
two (resulting) matrices can have the same set of rows.
A (0, 1)-matrix is said to satisfy the consecutive 1’s property for rows if the
columns of the matrix can be permuted such that the resulting matrix has consecutive
1’s in each of its rows. A (0, 1)-matrix is said to satisfy the circular 1’s property for rows
if its columns can be permuted such that each row of the resulting matrix has circularly
consecutive 1’s. The consecutive (or the circular) 1’s property for columns is defined
analogously. If there is no mention of rows or columns, we assume the property is for
rows. Readers may see Chen and Yesha [9] for these properties.
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By definition, if a matrix satisfies the consecutive 1’s property, then the matrix also
satisfies the circular 1’s property. So the circular 1’s property can be regarded as a
relaxation of the consecutive 1’s property. We can also relax the consecutive 1’s
property in another way. We say an m_n matrix satisfies the s_t consecutive
(circular) 1’s property if there exists an s_t submatrix satisfying the consecutive
(circular) 1’s property.
Next, we will describe an algorithm for testing isomorphism of two graphs
represented by two identification matrices with respect to a certain relation, at least
one of which satisfies the consecutive 1’s property.
The algorithm is implemented using a data structure called PQ-trees. Booth and
Lueker designed PQ-tree algorithms for the recognition of the consecutive 1’s
property, interval graphs, and planar graphs [4]. With some well-known ideas in
deciding isomorphism for labeled trees, Lueker and Booth [25] subsequently gave
a linear time isomorphism testing algorithm. For the sake of readability, we include
some results by Booth and Lueker [4, 25].
A PQ-tree is an ordered tree whose internal vertices are divided into two classes
of vertices, called P-vertices and Q-vertices. Two PQ-trees are said to be equivalent
if one can be obtained from the other by applying equivalence transformations zero
or more times. There are two kinds of equivalence transformations. They are:
1. Arbitrarily change the order of the children of a P-vertex.
2. Reverse the order of the children of a Q-vertex.
A PQ-tree is proper if each P-vertex has at least two children and each Q-vertex
has at least three children. The frontier of a PQ-tree is the sequence of all its leaves
in the order from left to right. The frontier of a vertex t, written F(t), is the frontier
of the subtree rooted at t. An ordering of the leaves of a PQ-tree, say T, is consis-
tent with T if it is the frontier of a tree equivalent to T. The set of all orderings
consistent with T is called the consistent set of T. Booth and Lueker [4] introduced
PQ-trees and developed a technique to solve the following problem efficiently:
Given a set U of objects and a family F of subsets of U, compute all the permuta-
tions of U such that the objects of each subset S # F occur as a consecutive sub-
sequence. The problem is solved by constructing a PQ-tree. The consistent set of
the PQ-tree corresponds to all the permutations of U such that the objects of each
subset S # F occur as a consecutive subsequence. For any (0, 1)-matrix with the
consecutive 1’s property, we can construct a PQ-tree using the algorithm by Booth
and Lueker [4]. The columns of the matrix are the objects of U, and each row
corresponds to a set in F. We refer to such a PQ-tree as the PQ-tree corresponding
to the (0, 1)-matrix. The following result is due to Booth and Lueker.
Theorem 1. Constructing a PQ-tree and recognizing the consecutive 1’s property
for a (0, 1)-matrix can be done in O(m+n+ f ) time, where m, n, and f are, respec-
tively, the numbers of rows, columns, and one elements of the matrix.
Note that the input matrix is represented by a set of rows each containing some
one elements. If a matrix is represented as a two-dimensional array with mn
elements in all, 0(mn) time is required.
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For any row r of a (0, 1)-matrix, let C(r) be the deepest vertex t in the PQ-tree
such that F(t) contains r, meaning each 1 in row r appears in the columns corre-
sponding to F(t). Note that C maps one row to a unique vertex in the PQ-tree, but
several rows may be mapped to the same vertex. Denote by C&1 the inverse image
of C. Two tuples (s1 , ..., sp) and (t1 , ..., tq) are said to be in lexicographically non-
decreasing order, denoted by (s1 , ..., sp)(t1 , ..., tq), if:
1. there exists an integer j such that si=ti for 1i< j and sj<tj , or
2. pq and si=ti for 1ip.
Lueker and Booth [25] showed that if two PQ-trees have the same consistent
set, then they are equivalent. It can be readily seen that if two matrices satisfying
the consecutive 1’s property can have the same set of rows by permuting their
columns, then their corresponding PQ-trees have the same consistent set. Conse-
quently, if two matrices with the consecutive 1’s property can have the same set of
rows after some permutation of columns, then the two corresponding PQ-trees are
equivalent. However, the converse is not true. It is not difficult to give an example
to show this. Therefore, we cannot decide if two matrices satisfying the consecutive
1’s property can have the same set of rows after some permutation of columns by
just checking if their corresponding PQ-trees are equivalent or not. To tackle this
problem, we attach labels to each vertex as follows:
1. If t is a P-vertex or a leaf, L(t) is set to |C&1(t)|.
2. If t is a Q-vertex, number the children of t from left to right. For each row
in C&1(t) form a pair (i, j) such that i and j are, respectively, the leftmost and
rightmost children of t which are pertinent. Sort all these pairs into lexicographi-
cally nondecreasing order and concatenate them to form L(t).
Let us take a look at an example. For simplicity, we give in Fig. 1 an example
matrix which has consecutive 1’s in each of its rows. Figure 2 gives a corresponding
PQ-tree. Internal vertices drawn as rectangles are Q-vertices; other internal vertices
are P-vertices. There is a one-to-one onto correspondence between the leaves of the
PQ-tree and the columns of the matrix. Each column corresponds to a leaf in the
left-to-right order. The C&1 for the root of the PQ-tree has one element, the first
row of the matrix. So the root, a P-vertex, is given the label 1. See the labeled
PQ-tree in Fig. 3. The C&1 for the Q-vertex on the left-hand side has three elements:
the second row, the third row, and the tenth row. The Q-vertex has four children.
The second row is relevant to the first three children, thus contributing the pair
(1, 3) to the label of the Q-vertex. The third row is relevant to the second, the third,
and the fourth children of the Q-vertex, thus contributing the pair (2, 4) to the label
of the Q-vertex. The tenth row is relevant to the last two children of the Q-vertex,
thus contributing the pair (3, 4) to the label of the Q-vertex. Three pairs of integers
in sorted order, (1, 3)(2, 4)(3, 4), constitute the label of the Q-vertex. The C&1 for
the leftmost leaf, the first child of the Q-vertex, is empty, so the leaf is labeled as
0. Now consider the third child of the Q-vertex. The C&1 consists of one row, the
ninth row, so the leaf is assigned 1 as its label. The remaining labels can be easily
verified.
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FIG. 1. A matrix with consecutive 1’s in each row.
FIG. 2. A PQ-tree.
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FIG. 3. A labeled PQ-tree.
Note that the input matrix to the PQ-tree algorithm is a set of rows. Each row
is a set of indices of the columns with one elements. For example, the second row
of the matrix in Fig. 1 is represented by [1, 2, 3, 4, 5]. This assumption should be
understood throughout this paper.
Two labeled PQ-trees are said to be L-equivalent if one can be obtained from the
other by applying the following two kinds of transformations zero or more times:
1. Arbitrarily change the order of the children of a P-vertex.
2. Reverse the order of the children of a Q-vertex. Also replace each pair (i, j)
in the old label by (k+1& j, k+1&i), where k is the number of the children of the
Q-vertex. Then sort the resulting pairs into lexicographically nondecreasing order.
It is not difficult to see that if two matrices can have the same set of rows by
permuting their columns, then the corresponding PQ-trees are L-equivalent. We
show here that the converse is also true. We first describe a way to construct a
matrix consisting of (0, 1)-rows, each of length n, assuming that n is the number of
leaves. Number the leaves of a labeled PQ-tree from 1 to n in a left-to-right order.
For each P-vertex or leaf, construct some (possibly zero) rows with one sequence
of 1’s as follows. Suppose l is the label of vertex t, l0. F(t) contains leaves from
p to q. Construct l identical rows with the first 1 at the pth location and the last
1 at the qth location. Now consider the Q-vertices. For each pair in the label of a
Q-vertex, construct a row with one sequence of 1’s. Let (i, j) be one pair. Suppose
456 LIN CHEN
that ci and cj are the ith and j th children of the Q-vertex, respectively. Also suppose
that F(ci) contains leaves from pci to qci , and F(cj) contains leaves from pcj to qcj .
Construct a row whose 1’s begin at the pci th location and end at the qcj th location.
Let M1 and M2 be two matrices constructed from two L-equivalent PQ-trees T1
and T2 in the above way. We will show that by permuting the columns of M2 , we
can obtain a matrix M$2 such that each of its rows appears in M1 and vice versa.
Since T2 is L-equivalent to T1 , T2 can be transformed into T1 by a sequence of
transformations mentioned in the definition of L-equivalence. Suppose a transfor-
mation is applied to a vertex. Let c1 , c2 , ..., ck be its children, where k is the number
of its children and k2. After the transformation, the children of the vertex, from
left to right, are cs1 , cs2 , ..., csk , where (s1 , s2 , ..., sk) is a permutation of (1, 2, ..., k).
Note that, for each vertex t, F(t) corresponds to a subsequence of columns. Permute
the columns so that a subsequence of columns F(c1) F(c2) } } } F(ck) is changed to
F(cs1 ) F(cs2 ) } } } F(csk ). It can be readily seen that, after T2 is transformed into T1 ,
the resulting matrix M$2 has the property that each of its rows occurs in M1 and
vice versa. Moreover, by the definition of L-equivalence, for each distinct row the
number of duplicates in the resulting M$2 is the same as in M1 . Thus we conclude
the following.
Lemma 2. Two (0, 1)-matrices satisfying the consecutive 1’s property can have
the same set of rows by permuting their columns if and only if two corresponding
PQ-trees are L-equivalent.
To decide whether two PQ-trees are L-equivalent, each PQ-tree is transformed
into one in canonical form [25]. This can be done in a way similar to computing
the canonical labels of a labeled tree as described in Lueker and Booth [25]. We
outline a procedure for testing whether two matrices can have the same set of rows
by permuting their columns in four phases.
Input: Two matrices M1 and M2 with the consecutive 1’s property for rows.
Question: Can they have the same set of rows by permuting their columns, or
equivalently, do there exist two permutation matrices P1 and P2 such that M1=
P1M2P2?
1. Construct PQ-trees for M1 and M2 .
2. Assign labels to the PQ-trees.
3. Transform the PQ-trees into canonical form.
4. Test equality of the canonical forms of the PQ-trees.
The first phase can be done using the algorithm by Booth and Lueker which
takes O(m+n+ f ) time by Theorem 1. The computation in the second phase can
also be done in O(m+n+ f ) time. Here we describe the idea.
1. Set the labels of the leaves and P-vertices to 0, the labels of the Q-vertices
to the empty string.
2. For each row r, find the deepest vertex t in the PQ-tree such that every 1
in row r is contained in F(t). If t is a P-vertex, then increment the label of t by 1.
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Otherwise, append pair (i, j) to L(t), where i and j are, respectively, the indices of
the i th and the j th children of t such that  jk=i F(ck)=r.
3. Sort the label of each Q-vertex into lexicographically nondecreasing order.
The first stage takes O(n) time. The computation in the second stage is not so
trivial. For each row, the time for computation of its label is in direct proportion
to the number of 1 elements. Summing over all the rows gives O(m+ f ). Now
consider stage 3. A label can be ordered in time linear in the number of pairs in the
label and the number of the children of the Q-vertex using bucket sort [1]. So the
total time is linear in the total number of all the pairs in the labels and the total
number of the children of all the Q-vertices. It can be readily seen that the number
of all the pairs in all the labels is at most m. The number of all the children of all
the Q-vertices is bounded by O(n), since the PQ-tree is proper. It follows that the
third stage can be done in O(m+n) time.
Next we describe how to compute a PQ-tree in canonical form. Denote by &, two
consecutive vertical bars, the concatenation operation on two strings. From the
leaves to the root of the PQ-tree, level by level, compute the new labels of the
vertices and change the vertex order as below.
Case 1. v is a leaf. Set L$(v) to L(v) & ‘‘L’’.
Case 2. v is a P-vertex. Set L$(v) to L(v) &‘‘P’’& Seq, where Seq is a sorted
sequence of the indices (see the explanation below) of the labels of v’s children. Also
rearrange the order of the children of the vertex according to Seq.
Case 3. v is a Q-vertex. Perform
L$(v)  {L(v)&‘‘Q’’& Seq1,Lr(v) &‘‘Q’’& Seq2,
if L(v) &‘‘Q’’& Seq1Lr(v) &‘‘Q’’& Seq2,
otherwise,
where Seq1 is a sequence of the indices of the labels of v’s children from left to right,
Seq2 is a sequence of the indices of the labels of v’s children from right to left, and
Lr(v) is the label which the Q-vertex would have if the order of its children were
reversed. In case Seq2 is included in the new label, reverse the order of the children
of the vertex.
When performing sorting or comparison of labels, we assume that the order is
0<1< } } } <‘‘L’’<‘‘P’’<‘‘Q’’.
Note that the length of the new label L$(v) of a P-vertex v is in direct proportion
to the number of its children, and the length of the new label L$(v) of a Q-vertex
v is in direct proportion to the number of its children and the number of the pairs
in the old label L(v). We define the level number of a vertex to be the distance
between the vertex and the root. Let vl denote the number of vertices at level l, and
let pl denote the number of the pairs in the old labels of the vertices at level l. Then
the total length of the new labels at level l is O(vl+vl+1+ pl). To compute the
indices of the labels, sort the labels into lexicographical order, and assign 0 to the
first label, 1 to the second (distinct) label, and so on.
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The number of the leaves equals the number of the columns of the input matrix,
which is n. Since the PQ-tree is proper, each internal vertex has at least two
children. So the size of the tree is O(n). The total number of the pairs in the labels
of the vertices of the tree is at most m, the number of the rows of the input matrix.
The work at level l can be done in O(vl+vl+1+ pl) steps. Summing over all l,
we obtain the time upper bound of O(m+n). One example for turning a labeled
PQ-tree into one in canonical form is illustrated in Figs. 47. Processing the leaves
is trivial. We simply append an ‘‘L’’ at the end of each original label. When process-
ing the P-vertex at the second level, we append ‘‘P’’ and ‘‘011,’’ the sorted sequence
of the indices of the new labels of its children, to the given label. Let us consider
getting the new label of the Q-vertex on the right-hand side. For this vertex,
L(v)=(1, 3)(2, 3)(3, 4),
L$(v)=(1, 2)(2, 3)(2, 4).
The Q-vertex has four child vertices. The distinct labels in lexicographical order for
all the vertices at that level are: 0L, 1L, 1P011, and 2L. So the indices are from 0
to 3. Since Lr(v) Q1030<L(v) Q0301, the new label is set to Lr(v) Q1030 and the
order of its children is reversed. The canonical label for the whole PQ-tree can be
FIG. 4. The labeled PQ-tree after processing the vertices at the third level.
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FIG. 5. The labeled PQ-tree after processing the vertices at the second level.
obtained by traversing the labeled PQ-tree in preorder. For the example PQ-tree,
we can derive its canonical label as
1P01 O 1P[(1, 2)(1, 3)(2, 4) Q0120][(1, 2)(2, 3)(2, 4) Q1030]
O 1P[(1, 2)(1, 3)(2, 4) Q[0L][1L][1P011][0L]][(1, 2)(2, 3)(2, 4) Q[1L]
[0L][2L][0L]]
O 1P[(1, 2)(1, 3)(2, 4) Q[0L][1L][1P[0L][1L][1L]][0L]]
[(1, 2)(2, 3)(2, 4) Q[1L][0L][2L][0L]].
We summarize the result as the following theorem.
Theorem 2. Given two graphs represented by two identification matrices with
respect to a certain relation, isomorphism can be tested in O(m+n+ f ) time if at
least one of the two matrices satisfies the consecutive 1’s property, assuming either
matrix is of size m_n and contains f one elements.
It is obvious that the assumption that two input matrices representing two
graphs are of the same size and contain the same number of one elements is without
loss of generality, for otherwise we can conclude immediately that the two graphs
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FIG. 6. The labeled PQ-tree after processing the vertices at the first level.
are not isomorphic. We can also immediately conclude so, if only one input matrix
satisfies the consecutive 1’s property.
Let M (k) denote the matrix obtained from M by complementing and marking
those rows with a 1 in the kth column (the marking does not affect the consecutive
1’s property and is only for the purpose of isomorphism detection). The implemen-
tation of the marking is trivial. For example, we set a bit, say bi , to 1 if and only
if the i th row of the matrix is marked. Tucker [31] discovered the following
characterization for the circular 1’s property.
Theorem 3. Matrix M has the circular 1’s property if and only if M (k) has the
consecutive 1’s property for an arbitrary k.
In the proof of the lemma below, we extend the use of ‘‘=’’ to matrices with
marked rows. Let M (i)1 and M
( j)
2 be two matrices with marked rows. M
(i)
1 =M
( j)
2 if
and only if two matrices are identical including their marks.
Lemma 3. If M (i)1 =M
( j)
2 , then M1=M2 .
Proof. Let r1 , r2 , ..., rk be all the marked rows for M (i). Since M (i)1 =M
( j)
2 , r1 ,
r2 , ..., rk are also all the marked rows for M ( j)2 . Note that M1 and M2 can be
obtained from M (i)1 and M
( j)
2 , respectively, by complementing those rows. It now
follows easily that M1=M2 . K
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FIG. 7. The labeled PQ-tree after processing the root.
Lemma 4. Two (0, 1)-matrices M1 and M2 can have the same set of rows by
permuting their columns if and only if there exist i and j such that M (i)1 and M
( j)
2 can
have the same set of marked rows and the same set of unmarked rows by permuting
their columns.
Proof. ( O ) Suppose M1=P1M2P2 , where P1 and P2 are two permutation
matrices. Then
M (i)1 =(P1M2 P2)
(i)=P1(M2P2)(i).
It follows that there exists a j, such that M (i)1 =P1 M
( j)
2 P2 . Therefore, M
(i)
1 and
M ( j)2 P2 have the same sets of marked rows and of unmarked rows.
( o ) Follows easily from Lemma 3. K
Therefore, to decide if two matrices M1 and M2 , satisfying the circular 1’s
property, can have the same set of rows by permuting their columns, we can simply
test if there exist two integers, say i and j, and two permutation matrices, say P1
and P2 , such that M (i)1 =P1 M
( j)
2 P2 . Now the question is how we can decide if such
integers i and j exist. Below we describe a procedure that decides if two m_n
matrices M1 and M2 satisfying the circular 1’s property are isomorphic or not.
First, compute ci, j , the number of 1’s in the jth column of Mi for 0<i2 and
0< jn. Then, find the columns with the minimum number of 1’s for the two
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matrices. Without loss of generality, assume c1, 1=minnj=1 [c1, j] and c2, s=
minnj=1 [c2, j] for 0<sk, where k is the total number of columns of M2 with the
minimum number of 1’s. Next, check if, by permutation of rows and columns, M (1)1
can be turned into M (s)2 for 0<sk. If M
(1)
1 can be turned into an M
(s)
2 , then two
matrices are isomorphic; otherwise, they are not.
Checking if a matrix with some marked rows can be turned into another by
permutation of rows and columns can also be done by computing and comparing
the canonical representations of their PQ-trees. The canonical representations can
be computed by using the procedures on PQ-trees described earlier with only some
small modifications. We illustrate the changes through an example. Consider matrix
M given in Fig. 8. The matrix has circularly consecutive 1’s in each of its rows. Note
that M (11) contains the same elements as the matrix in Fig. 1, except that M (11) has
one more column, the 11th column, which consists of all 0’s. Figure 9 is a labeled
PQ-tree corresponding to M (11) (the all-0 column is omitted in the PQ-tree). An
underlined pair of integers in the label of a Q-vertex corresponds to a marked row.
The number of marked rows corresponding to a P-vertex or a leaf appears as a sub-
script in the label of the P-vertex. When performing comparison and sorting, we
also assume (l, r)<(l, r), and ta<tb if a<b. If there is no subscript in an integer
label of a P-vertex, 0 is assumed. Figure 10 gives a labeled PQ-tree that corresponds
to the canonical representation of M (11). It can be readily seen that these small
changes do not affect the complexity bound for constructing canonical representa-
tions, which is linear in the number of rows, columns, and one elements. Note that
the size of the matrices is fixed, but the number of one elements in each of the
matrices with marked rows may not be the same. Consider M (1)1 , the matrix
obtained by complementing c1, 1 rows of M1 . So the number of 1’s in the i th
column of M (1)1 is at most c1, i+c1, 12c1, i for an arbitrary i. We can now see easily
that the number of 1’s in M (1)1 is at most twice as many as that in M1 . The
FIG. 8. A matrix with circularly consecutive 1’s in each row.
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FIG. 9. A labeled PQ-tree for a matrix with some marked rows.
analogous fact is also true for M2 . So the total time for checking if M1 and M2 are
isomorphic is bounded above by O(k(m+n+ f )), which is O(n(m+n+ f )) in
terms of m, n, and f. The method of bounding the number of one elements in M (i)
was described in Booth [2]. Now, from Theorem 2 and Lemma 4, we have the
following result.
Theorem 4. Given two graphs represented by two identification matrices with
respect to a certain relation, isomorphism can be tested in O(n(m+n+ f )) time, if
at least one matrix satisfies the circular 1’s property, assuming both matrices are of
size m_n and each matrix contains f one elements.
In a similar way, we can also decide isomorphism for graphs with m_n iden-
tification matrices satisfying the m_(n&1) consecutive 1’s property. Denote by
M[i] the submatrix of M resulting from deleting the ith column and labelling each
of the rows by the corresponding element in the deleted column.
The algorithm can work as follows. First, obtain an i such that M [i]1 has the
consecutive 1’s property. Then, decide the graph isomorphism based on whether or
not there exists a j, 0< jn, such that M [i]1 and M
[ j]
2 are isomorphic. The method
can be easily extended to deal with matrices satisfying the m_(n&k) consecutive
circular 1’s property, for a constant k. We list the result in the following theorem.
Theorem 5. Given two graphs represented by two identification matrices with
respect to a certain relation, isomorphism can be tested in O(nk(m+n+ f )) time if
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FIG. 10. The labeled PQ-tree corresponding to the canonical representation of a matrix with some
marked rows.
one matrix satisfies the m_(n&k) consecutive 1’s property, or in O(nk+1(m+n+ f ))
time if one matrix satisfies the m_(n&k) circular 1’s property, for a constant k.
3. ALGORITHMS FOR GRAPHS
First of all, we will review the definitions and the properties of some classes of
graphs. Then we will show that some kinds of matrices are identification matrices
for some classes of graphs. Finally, we will show that isomorphism for several
classes of graphs can be tested efficiently, using the results in the last section.
Most of the terms related to graphs used here are standard, and their definitions
can be found in Golumbic [16], so to speak. Some of the definitions are also
included here.
An interval graph is an intersection graph of a set of intervals on a real line. The
set of intervals is called the intersection representation of the interval graphs. If an
interval graph has an intersection representation such that no interval is properly
contained in another, then the graph is called a proper interval graph. A matrix is
called an augmented adjacency matrix if it can be obtained from the adjacency
matrix by adding 1’s along the main diagonal.
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A clique of a graph is a subset of the vertex set which induces a complete sub-
graph. A maximal clique is a clique which is not properly contained in another
clique.
Interval graphs have been characterized as follows [13, 15].
Theorem 6. A graph is an interval graph if and only if the vertex vis-a -vis
maximal clique incidence matrix has the consecutive 1’s property.
By definition, proper interval graphs are a proper subclass of interval graphs. For
the relations between various subclasses of circular arc graphs and interval graphs,
readers are referred to Chen [6, 8].
We often use (A, B, E) to denote a bipartite graph whose two disjoint vertex sets
are A and B and whose edge set is E. A connected bipartite graph (A, B, E) is a
circular convex bipartite graph, if the vertices can be ordered such that for any
vertex v in one vertex set, say A, the vertices adjacent to v occur circularly con-
secutively in B, the other vertex set. A graph is a circular convex bipartite graph
if and only if each of its connected components is. If the vertex set of a bipartite
graph is partitioned and ordered such that the A vis-a -vis B incidence matrix has
consecutive 1’s in each of its rows, then the graph is called an ordered con-
vex bipartite graph. If the vertices of a bipartite graph can be ordered such that
for each element b in one vertex set B, the elements of A adjacent to b occur con-
secutively in A, then the graph is a convex bipartite graph. If the vertices of a
bipartite graph can be ordered such that the A vis-a -vis B incidence matrix
has the consecutive 1’s property for both rows and columns, then the graph is
called a doubly convex bipartite graph. It follows easily from the definitions
that the class of circular convex bipartite graphs properly contains the class
of convex bipartite graphs, which in turn, properly contains the class of doubly
convex bipartite graphs.
Next, we will investigate some properties of identification matrices. In our proofs
below, we often use 1 to denote a matrix, consisting of 1’s only, of proper size. For
instance, 1s stands for an all-1 square matrix of order s. The subscript is omitted
if no confusion arises. The meaning of 0 is analogous. A complement (0, 1)-matrix,
denoted by M c, is a (0, 1)-matrix that can be obtained from M by turning each of
its 0-element into a 1-element and vice versa.
Theorem 7. Adjacency matrices are identification matrices for the graphs in class
C if and only if augmented adjacency matrices are identification matrices for the
complements of the graphs in class C.
Proof. ( o ) Assume M1 and M2 are, respectively, adjacency matrices for G1
and G2 in C, and M2 can be turned into M1 by row and column permutation. Then
M c1 and M
c
2 are, respectively, augmented adjacency matrices for G
c
1 and G
c
2 , and
M c2 can be turned into M
c
1 by row and column permutation. Since augmented
adjacency matrices are identification matrices for the complements of the graphs in
C, it follows that there exists a permutation matrix P such that M c1=PM
c
2P
t. Con-
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sequently, M1=PM2 Pt. Therefore, adjacency matrices are identification matrices
for the graphs in C.
( O ) Analogous. K
Theorem 8. Augmented adjacency matrices satisfying the consecutive 1’s property
are identification matrices.
Proof. See Chen [7]. K
Corollary 1. Adjacency matrices satisfying the consecutive 0’s property are
identification matrices.
Proof. By Theorems 7 and 8. K
Theorem 9. Augmented adjacency matrices are identification matrices for graphs
that can be partitioned into two cliques.
Proof. Suppose M1 and M2 are augmented adjacency matrices for two graphs
that can be partitioned into two cliques, and M2 can be turned into M1 by permutation
of rows and columns. Without loss of generality, assume
1k 1 1
M1=_ 1 1u A& ,1 At 1
where A does not contain any all-1 rows and k0. Let P be the permutation
matrix such that PM2Pt has the same set of rows as M1 does. So PM2Pt also has
k all-1 rows. Since all rows of M1 begin with at least k 1’s, it follows that all rows
of PM2Pt also begin with at least k 1’s. Note that PM2Pt is symmetric. We can
now see easily that the first k rows (and only the first k rows) of PM2Pt are all 1’s.
Let v be the maximum integer such that
1k 1 1
PM2Pt=_ 1 1v B&1 Bt 1
for a matrix B that does not contain any all-1 rows. Below we will show that u=v.
Assume u<v. Then M1 has exactly (u+k) rows that begin with at least (u+k)
1’s, whereas PM2 Pt has at least (v+k)>(u+k) rows that begin with at least
(u+k) 1’s, which contradicts the assumption that M1 and PM2 Pt have the same
set of rows. It follows that u&. We can show analogously that u~&. We therefore
conclude that u=v. We can now see easily that A and B have the same set of rows.
So there exists a permutation matrix P1 such that A=P1B. Let
I1
P2=_ P1 & ,I2
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where I1 and I2 are identity matrices of orders k and (n&k&v), respectively. Then
P2PM2 Pt Pt2=_
1k
1
1
1
1v
Bt P t1
1
P1B
1 &
=_
1k
1
1
1
1v
At
1
A
1&
=M1 .
Therefore, we conclude that augmented adjacency matrices are identification
matrices for graphs that can be partitioned into two cliques. K
Corollary 2. Adjacency matrices are identification matrices for bipartite graphs.
Proof. By Theorems 7 and 9.
Lemma 5. Suppose M is an adjacency matrix with consecutive 1’s in each row and
the graph is connected. Then M=[ 0A t
A
0 ], for a matrix A, and the graph is a doubly
convex bipartite graph.
Proof. Note that the first element of row 1 of M is 0, since M is an adjacency
matrix. Let k be the largest integer satisfying the property that the first k elements
of row k of M are all 0’s for 0<kn, where n is the number of rows in M. We
claim that M[1 : k, 1 : k]=0. The claim can be easily proved by contradiction as
follows. Assume there exist such i and j that 0<i, j<k and mi, j=1. Then vi and
vj cannot reach vs for ksn, since M is symmetric and has consecutive 1’s. This
contradicts the given fact that the graph is connected. We therefore conclude that
M[1 : k, 1 : k]=0. We can analogously prove that M[k+1 : n, k+1 : n]=0.
Therefore, M=[ 0At
A
0 ] for a matrix A. By definition, the graph is a doubly convex
bipartite graph. K
Theorem 10. A graph is a doubly convex bipartite graph if and only if its
adjacency matrix satisfies the consecutive 1’s property.
Proof. ( O ) Immediate.
( o ) Without loss of generality, assume
M=_
M1
M2
. . .
Mk&
and Mi , 0<ik, is the adjacency matrix for the ith connected component of the
graph and has consecutive 1’s in each of its rows and columns. If follows easily from
Lemma 5 that each connected component is a doubly convex bipartite graph.
Therefore, the graph is a doubly convex bipartite graph. K
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We note that Roberts [29] has shown the following.
Theorem 11. A graph is a proper interval graph if and only if its augmented
adjacency matrix satisfies the consecutive 1’s property.
Corollary 3. Adjacency matrices satisfying the consecutive 1’s property are
identification matrices.
Proof. By Theorem 10 and Corollary 2. K
Corollary 4. Augmented adjacency matrices satisfying the consecutive 0’s property
are identification matrices.
Proof. By Theorem 7 and Corollary 3. K
Before presenting the efficient isomorphism detection algorithms for some classes
of graphs, we need to make clear the format of the input graphs. Note that the size
of an adjacency list is 3(v+e), and the size of an (augmented) adjacency matrix is
3(v2). Obviously, the conversion between an adjacency list and an (augmented)
adjacency matrix takes 3(v2) time; however, we do not need to explicitly perform
the conversion in our algorithms below. Observe that each row of an adjacency
matrix is represented as a set of 1-elements in the corresponding adjacency list. So
an adjacency list can in fact serve as an input (augmented) adjacency matrix for the
PQ-tree algorithms and can be regarded as an implicit representation for an
(augmented) adjacency matrix. We therefore assume, in our algorithms below, that
each input graph is given as an adjacency list.
Lueker and Booth [25] obtained an efficient isomorphism testing algorithm for
interval graphs. Their algorithm first finds all the maximal cliques. Then it works
on the vertex vis-a -vis maximal clique incidence matrices. By Theorem 6, the
matrices satisfy the consecutive 1’s property. Their algorithm decides isomorphism
by computing and comparing the canonical labels for the PQ-trees corresponding
to the matrices.
Since proper interval graphs are a proper subclass of interval graphs, the algo-
rithm by Lueker and Booth can also be used to decide the isomorphism for proper
interval graphs. However, isomorphism for proper interval graphs can be decided
even faster. Since augmented adjacency matrices for proper interval graphs satisfy
the consecutive 1’s property and they are identification matrices by Theorems 11
and 8, we can decide the isomorphism by computing and comparing the canonical
labels for the PQ-trees corresponding to the augmented adjacency matrices. In this
way, we do not need to find any maximal cliques and the algorithm is therefore
more efficient. This instance of the use of identification matrices shows how iden-
tification matrices can help us design more efficient algorithms. More applications
of identification matrices appear later in this paper.
We now turn to the isomorphism testing for some subclasses of bipartite graphs.
Note that studying isomorphism testing for bipartite graphs is as important as that
for arbitrary graphs. These two are essentially equivalent, since attaching a new
vertex to the middle of each edge of an arbitrary graph will yield a bipartite graph
and two input graphs are isomorphic if and only if the two resulting bipartite
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graphs are isomorphic, and this reduction can be done optimally by both sequential
and parallel algorithms [10]. Below we will consider some subclasses of bipartite
graphs.
Theorem 12. Isomorphism for doubly convex bipartite graphs can be tested in
O(v+e) time.
Proof. By Corollary 2, adjacency matrices are identification matrices for doubly
convex bipartite graphs. Since the adjacency matrix for a doubly convex bipartite
graph satisfies the consecutive 1’s property and there are 2e 1-elements in one
matrix, it follows from Theorem 2 that isomorphism for doubly convex bipartite
graphs can be tested in O(v+e) time. K
Spinrad, Brandsta dt, and Stewart [30] and Chen and Yesha [10] studied bipar-
tite permutation graphs. It follows from these works that adjacency matrices for
bipartite permutation graphs satisfy the consecutive 1’s property for both rows and
columns and the class of bipartite permutation graphs is properly contained in that
of doubly convex bipartite graphs. Thus we have the following result.
Corollary 5. Isomorphism for bipartite permutation graphs can be tested in
O(v+e) time.
The adjacency matrix for an arbitrary convex bipartite graph may not satisfy the
consecutive or the circular 1’s property, so we cannot use the algorithm in the last
section on such matrices. However, since we already have an efficient isomorphism
detection algorithm for doubly convex bipartite graphs, it suffices to consider those
graphs that are convex bipartite graphs but not doubly convex bipartite graphs. Let
M be an A vis-a -vis B incidence matrix for a connected convex bipartite graph
G=(A, B, E) which is not a doubly convex bipartite graph. Then M has the con-
secutive 1’s property either for rows or for columns. Without loss of generality,
assume M has the consecutive 1’s property for rows. Let M$ be such an incidence
matrix for another connected convex bipartite graph G$=(A$, B$, E$). It can be
readily verified that G and G$ are isomorphic if and only if there exist two permuta-
tion matrices P1 and P2 such that M1=P1M2P2 . Now the following lemma follows
immediately from Theorems 2 and 12.
Lemma 6. Isomorphism for connected convex bipartite graphs can be tested in
O(v+e) time.
For arbitrary convex bipartite graphs, we can test the isomorphism as follows.
Partition a convex bipartite graph, say G, into two parts G1 and G2 , G1 consisting
of connected components each of which is a doubly convex bipartite graph, and G2
consisting of the rest. Let G$=(G$1 , G$2) be a partition for another convex bipartite
graph. Then G and G$ are isomorphic if and only if G1 and G$1 are isomorphic and
G2 and G$2 are isomorphic. Adjacency matrices are identification matrices for G1
and G$1 and the isomorphism can be tested in linear time by Theorem 12. For each
of G2 and G$2 , we partition the vertex set in such a way that the vertex vis-a -vis
vertex incidence matrix has the consecutive 1’s property. We apply the previously
presented algorithm on such matrices, so the isomorphism for G2 and G$2 can also
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be tested in linear time. The canonical label for G1 , followed by a special symbol,
say 8, and then the canonical label for G2 forms the canonical label for G. We
summarize the result as the following theorem.
Theorem 13. Isomorphism for convex bipartite graphs can be tested in O(v+e)
time.
Obviously, the isomorphism testing algorithm for convex bipartite graphs is
optimal since the time complexity matches the trivial lower bound of 0(v+e).
The above result can be obtained using a slightly different approach. We construct
a single canonically labeled PQ-tree for a convex bipartite graph which possibly
consists of several connected components. We begin with a simple case where the
convex bipartite graph is connected. Let the two vertex sets be A and B. Let M1
and M2 denote, respectively, A vis-a -vis B incidence matrix and B vis-a -vis A
incidence matrix. If M1 has the consecutive 1’s property but M2 does not, then
designate (A, B) as the desired order. If M2 has the consecutive 1’s property but M1
does not, then designate (B, A) as the desired order. If both M1 and M2 have the
consecutive 1’s property, then compare L1 with L2 , where L1 and L2 are, respec-
tively, the canonical labels for the corresponding PQ-trees. Give the order (A, B) if
L1L2 ; otherwise, (B, A). Now suppose G is an arbitrary convex bipartite graph.
Let G1 , ..., Gk be all its connected components. For each Gi , get the ordered pair
of vertex sets (Ai , Bi) according to the rules just described. Let A=ki=1 Ai and
B=ki=1 Bi . A PQ-tree corresponding to (A, B) can be constructed in linear time.
Then label the resulting PQ-tree in the same way as before. Testing for the con-
secutive 1’s property and constructing the labels for each Gi takes O(vi+ei) time,
where vi and ei are, respectively, the numbers of the vertices and of the edges in Gi .
Since ki=1 (vi+ei)=v+e, it follows that isomorphism for convex bipartite graphs
can be tested in O(v+e) time.
However, the algorithm involving the idea of identification matrices is more
efficient in time and space. It uses the procedure for computing canonical labels
only once, whereas the other algorithm invokes the procedure O(n) times. Suppose
that we have a convex bipartite graph that contains three connected components,
(A1 , B1 , E1), (A2 , B2 , E2), (A3 , B3 , E3). Also suppose that all three connected
components happen to be doubly convex bipartite graphs. Then the algorithm
unrelated to identification matrices invokes the procedure twice in deciding whether
(Ai , Bi) or (Bi , Ai) is the desired order for each i, 0<i3. The procedure is
invoked again when computing the canonical label for the whole graph. So the
procedure is called seven times by the second algorithm compared with once by the
first algorithm.
We now turn to the isomorphism testing for circular convex bipartite graphs,
which seems to require some extra efforts. If the given circular convex bipartite
graphs are connected, then we can show easily that the isomorphism can be tested
in O((v+e) v) time. Suppose G1=(A1 , B1 , E1) and G2=(A2 , B2 , E2) are two con-
nected circular convex bipartite graphs and M1 and M2 are the corresponding A
vis-a -vis B incidence matrices. It can be easily seen that G1 and G2 are isomorphic
if and only if the rows and the columns of M1 or M t1 can be permuted such that
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the resulting matrix equals M2 . So the resource requirements are the same as those
stated in Theorem 4. Thus we have the following lemma.
Lemma 7. Isomorphism for connected circular convex bipartite graphs can be
tested in O((v+e) v) time.
To show the result for arbitrary circular convex bipartite graphs, we begin with
a lemma.
Lemma 8. Suppose two circular convex bipartite graphs each have k connected
components and each connected component has v$ vertices and e$ edges. Then
isomorphism for the two graphs can be tested in O((v+e) v) time, where v=kv$ and
e=ke$.
Proof. Let G1 and G2 be two circular convex bipartite graphs. Suppose their k
connected components are, respectively, G1, 1 , ..., G1, k , and G2, 1 , ..., G2, k . Then
isomorphism between G1 and G2 can be decided by the following procedure, assum-
ing all connected components are unmarked initially.
0. for i :=1 to k do
1. if there exists an unmarked connected component, say G2, j , of G2 such
that G1, i and G2, j are isomorphic
2. then mark G2, j
3. else answer ‘‘no’’ and halt;
4. answer ‘‘yes’’
Checking the isomorphism between two subgraphs G1, i and G2, j takes O((v$+e$) v$)
time by Lemma 7. So the total time is O(k2(v$+e$) v$). Since kv$=v and ke$=e, the
time complexity is O((v+e) v). K
We are now ready to prove the following theorem.
Theorem 14. Isomorphism for circular convex bipartite graphs can be tested in
O((v+e) v) time.
Proof. Define an equivalence relation as follows. Two connected components
are equivalent if and only if they have the same numbers of vertices and edges.
Partition G1 and G2 , respectively, into equivalence classes, based on the equiv-
alence relation defined above. If the cardinalities of the two partitions are not the
same, conclude immediately that G1 and G2 are not isomorphic. Otherwise, denote
the two partitions by [G1, 1 , ..., G1, k] and [G2, 1 , ..., G2, k], respectively. We will use
a pair of integers to represent an element in a partition. Consider G1 first. If each
connected component in G1, i has ai vertices and bi edges, we use (ai , bi) to repre-
sent G1, i . It follows that each G1, i is represented by a distinct pair of integers. Sort
the elements of the partition into lexicographically nondecreasing order of the pairs
of integers. Denote the result still by [G1, 1 , ..., G1, k]. Do the same on G2 . Now, to
decide if G1 and G2 are isomorphic, we only need to check if each G1, i is isomorphic
to G2, i for 0<ik. Suppose that G1, i and G2, i each have vi vertices and ei edges,
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for 0<ik. Then the resource requirements are O(ki=1 (vi+ei) vi) time by
Lemma 8. Since
:
k
i=1
(vi+ei) vi\ :
k
i=1
v i+ :
k
i=1
ei+ :
k
i=1
vi
=(v+e)v,
it follows that the time complexity of the algorithm is O((v+e) v). K
We have shown that isomorphism for convex bipartite graphs, a proper subclass
of circular convex bipartite graphs, can be decided in o((v+e) v), i.e., less than
3((v+e) v), time. We can show that isomorphism for another proper subclass of
circular convex bipartite graphs can also be decided in less than 3((v+e) v) time.
Consider a bipartite graph whose vertex set can be partitioned in such a way that
the resulting A vis-a -vis B incidence matrix has the consecutive 0’s property. It is
easy to see that the graph is a circular convex bipartite graph but not necessarily
a convex bipartite graph. By complementing the matrix, we obtain an A vis-a -vis
B incidence matrix for a convex bipartite graph. It can be readily seen that this
transformation preserves isomorphism, meaning that two input bipartite graphs of
that kind are isomorphic if and only if two resulting convex bipartite graphs are
isomorphic. We can now conclude easily that isomorphism for that kind of bipartite
graphs can be decided in O(v2) time.
We have shown that isomorphism for several classes of graphs can be tested
efficiently. It should be obvious that isomorphism for complements of the graphs in
these classes can also be tested efficiently since two graphs are isomorphic if and
only if their complements are isomorphic. Below we mention only one interesting
case.
Since the adjacency matrix for a doubly convex bipartite graph satisfies the
consecutive 1’s property by Theorem 10, it follows that the augmented adjacency
matrix for the complement of a doubly convex bipartite graph satisfies the consecutive
0’s property. A graph whose augmented adjacency matrix satisfies the consecutive 0’s
property belongs to the class of Tucker circular arc graphs (AKA 1 circular arc
graphs), a proper superclass of proper circular arc graphs; however, it may or may
not be a proper circular arc graph [6, 8]. We note that Hsu [20] has shown that
isomorphism for circular arc graphs can be decided in O(ve) time. When restricted
to graphs whose augmented adjacency matrices satisfying the consecutive 0’s
property, we can show easily, based on the earlier results in this paper, that iso-
morphism can be decided in O(v2) time, and this procedure is optimal if, for
instance, the input graphs are given in the form of (augmented) adjacency matrices.
4. REMARKS
We have shown that, given two identification matrices representing two graphs
according to a certain relation, isomorphism between them can be decided in poly-
nomial time, if at least one matrix satisfies the consecutive 1’s property or a certain
relaxed property. As some applications, we show that isomorphism for several
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classes of graphs can be decided efficiently. We note that, to decide interval graph
isomorphism, a better method for labeling PQ-trees has been published [11, 12].
Recently, Hsu [19] claimed a better algorithm for the recognition of the consecutive
1’s property. However, not all those techniques seem to be applicable to our work and
it remains to be investigated whether the results in this paper can be improved. Another
question, probably more interesting, is whether or not an efficient algorithm that
tests isomorphism for all graphs can be obtained. Although the complete cure for
the ‘‘graph isomorphism disease’’ [28] is not known at this point, we have no
doubt that the concept of identification matrices will further help us in our human
crusade against this convoluted problem in the real world.
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