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Abstract
We consider the structure and number of non-zero terms in the reliability polynomials for cyclic consecutive systems.
We explain the large amount of cancellation, the fact that all but one of the coe2cients are 0, 1 or −1, and show that
the number of non-zero coe2cients is asymptotic to k , where  is the largest root of 2+ xr − xr+1 = 0. c© 2002 Elsevier
Science B.V. All rights reserved.
1. Introduction
Consecutive k-out-of-n systems arise in a variety of applications [1]. Speci9cally, Hwang [2],
Kossow and Preuss [3], Lambiris and Papastavridis [4], and Zuo and Kuo [12] have studied the
reliability of linear consecutive k-out-of-n systems. The reliability of circular consecutive k-out-of-n
systems has been investigated by Kossow and Preuss [3], Lambiris and Papastavridis [4], Sfakianakis
and Papastavridis [8], Tong [10], and Zuo and Kuo [12]. Much of the previous research has con-
centrated on the optimal design, performance, or probabilistic characteristics of such systems. By
contrast, the goal here is to understand and characterize the cancellation and combinatorial struc-
ture of the underlying reliability polynomial for circular (cyclic) consecutive k-out-of-n systems,
following the work in [3,4,9].
There are many diAerent naturally occurring situations that involve the reliability of a general
system of imperfect components [6]. As one example, consider the communication system shown
in Fig. 1. A message is to be sent from vertex s to vertex t. Since the communication links are
failure prone, it is of interest to calculate the st-reliability of the system: the probability that at a
random instant there will exist a path of operating links joining s to t. Assume that each link aj
fails randomly, and independently, with probability qj =1− pj; that is pj =Pr[aj] and qj =Pr[ Eaj].
In this system, there are several st-paths, namely P1 = {a3; a6}; P2 = {a4; a7}; P3 = {a1; a2; a6};
P4 = {a3; a5; a7}, P5 = {a4; a5; a6}, and P6 = {a1; a2; a5; a7}. Notice that we need not consider a
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Fig. 1. A communication system.
non-simple (non-minimal) path such as Q= {a1; a2; a3; a4; a7} since P2 ⊂ Q and the availabil-
ity of path Q implies the availability of path P2. For the system S de9ned by the collection
{P1; P2; P3; P4; P5; P6} of minimal st-paths, the availability of any such path is su2cient to ensure
that the entire system S operates (a message can be successfully transmitted from s to t). Let Ei de-
note the event in which all links in path Pi are operating. By independence, Pr[Ei] =
∏{pe: ae ∈Pi}.
The reliability R[S] of the system S can thus be expressed as
R[S] = Pr[E1 ∪ E2 ∪ E3 ∪ E4 ∪ E5 ∪ E6]:
By applying the inclusion–exclusion principle [5], the reliability can be evaluated using
R[S] =
∑
i
Pr[Ei]−
∑
i¡j
Pr[EiEj] +
∑
i¡j¡k
Pr[EiEjEk]− · · · − Pr[E1E2E3E4E5E6]:
The inclusion–exclusion principle expresses the reliability of this system in terms of a polynomial
in the variables pj. Since each link operates independently of the other links, any term of this
expression will be easy to calculate. However, there can be up to 26− 1=63 terms in the expanded
reliability polynomial. In this example, however, the reliability polynomial simpli9es to
R[S] =p3p6 + p4p7 + p1p2p6 + p3p5p7 + p4p5p6 + p1p2p5p7
−p1p2p3p6 − p3p4p5p6 − p3p4p5p7 − p3p4p6p7 − p3p5p6p7 − p4p5p6p7
−p1p2p4p5p6 − p1p2p3p5p7 − p1p2p4p5p7 − p1p2p4p6p7 − p1p2p5p6p7
+p1p2p3p4p5p6 + p1p2p3p4p5p7 + p1p2p3p4p6p7 + p1p2p3p5p6p7
+ 2p3p4p5p6p7 + 2p1p2p4p5p6p7 − 2p1p2p3p4p5p6p7:
Of importance is that only 24 of the possible 63 terms appear in the simpli9ed reliability polynomial.
In addition many of the coe2cients are either ±1. The cancellation of terms in the reliability
polynomial and the ±1 property was 9rst studied by Satyanarayana and Prabhakar [7] for the problem
of 9nding the st-reliability of a network.
Throughout this paper, we will apply combinatorial techniques to better understand cancellation
in a speci9c class of systems S= {P1; P2; : : : ; Pk}, de9ned by a collection of minimal operating
sets Pi involving the elements aj. In particular the inclusion–exclusion principle [5] will facilitate
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expressing the reliability of the system S as a polynomial:
R[S] =
∑
i
Pr[Ei]−
∑
i¡j
Pr[EiEj] + · · ·+ (−1)k+1 Pr[E1E2E3 : : : Ek]: (1)
As assumed earlier each element operates independently of the other elements. Therefore, each term
of (1) will be easy to calculate. However, there can be up to 2k−1 terms in the resulting polynomial.
The focus of this paper will be to explain why cancellation occurs in the reliability polynomials
for a speci9c class of systems. We will also address the ±1 property for the coe2cients of the
simpli9ed polynomial terms. The goal is to expand upon earlier work [9] which explained the ±1
property and some of the resulting cancellation for linear consecutive systems: namely, systems in
which each set Si contains elements that are consecutive integers. The class of systems considered
here will by contrast be de9ned relative to a k-cycle. Accordingly, a system is cyclically consecutive
if each set Si contains elements that are consecutive integers modulo k, where remainders are to
be taken in the range 1–k. A 9nal restriction is that all k of the sets Si have the same number
of elements r. Such systems are also known as circular consecutive k-out-of-n systems, and their
reliability has been previously studied in [3,4,8,10,12].
We will determine in Section 2 the coe2cients for all of the simpli9ed polynomial terms in (1)
and as well provide a method for counting the number of non-zero polynomial terms in cyclic
consecutive systems. In this way, we will be able to explain all of the cancellation occurring within
the reliability polynomial. Additionally by representing the structure of such systems in terms of
binary strings (Section 3), we can investigate the corresponding generating function for the number
of non-zero terms remaining after cancellation has occurred. Speci9cally, the asymptotic growth of
the number of non-zero polynomial terms will be given by k , where  is the largest root of the
complementary equation for the dominant term in the denominator of the generating function. This
result corrects the O(k5) claim made in [3].
2. Analysis of cyclic consecutive systems Crk
The structure considered in this paper is a cyclic consecutive system on elements {a1; a2; : : : ; ak},
in which each of the minimal operating sets Si has size r6 k. Each set Si consists of elements
{ai; ai+1; : : : ; ai+r−1}, again where the subscripts are taken modulo k. Thus we can express this
system Crk as
S1 = {a1; a2; : : : ; ar};
S2 = {a2; a3; : : : ; ar+1};
...
Sk−2 = {a1; : : : ; ar−3; ak−2; ak−1; ak};
Sk−1 = {a1; : : : ; ar−2; ak−1; ak};
Sk = {a1; : : : ; ar−1; ak}:
Such a cyclic consecutive system is illustrated by the diagram in Fig. 2, indicating that the sets
Si are all consecutive along the cycle. Recall that element aj fails independently with probability
qj =1−pj. The system S= {S1; S2; : : : ; Sk} operates if there exists at least one set Si containing all
working elements.
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Fig. 2. A cyclic consecutive system C3k .
We will 9nd the reliability polynomial R[S] for the system S by conditioning on the elements
of any set Si; without loss of generality we condition on the 9rst element (if any) that fails in S1.
The reliability polynomial is then given by
R[S] = (1− p1)R[S| Ea1] + p1(1− p2)R[S|a1 Ea2] + · · ·+ p1p2 : : : pr−1(1− pr)
×R[S|a1a2 : : : ar−1 Ear] + p1p2 : : : prR[S|a1a2 : : : ar]: (2)
Here S| Ea1 corresponds to the system S with a1 failing to operate. Similarly S|a1 Ea2 corresponds to
the system where a1 is known to operate but a2 fails, and so forth. Relative to the reliability poly-
nomial R[S] the 9rst objective is to 9nd the coe2cient of its maximal term, namely the coe2cient
of p1p2 : : : pk in R[S]. This coe2cient is denoted [p1p2 : : : pk]R[S]. By equating coe2cients of
(2) we obtain
[p1 : : : pk]R[S] =− [p2 : : : pk]R[S1]− [p3 : : : pk]R[S2]− · · · − [pr+1 : : : pk]R[Sr]; (3)
where S1 is the system S| Ea1, S2 is the system S|a1 Ea2, and in general Si is the system S|a1 : : :
ai−1 Eai. The polynomial term p1p2 : : : prR[S|a1a2 : : : ar] simpli9es to p1p2 : : : pr since
R[S|a1a2 : : : ar] = 1; it therefore will not have a contribution when determining the coe2cient of
p1p2 : : : pk in R[S]. Of signi9cance is that each of these systems Si are linear consecutive sys-
tems. This will be seen presently by looking at the structure of the systems with respect to the
success or failure of diAerent elements.
System S1 is de9ned by the collection of minimal operating sets of S that remain when a1 fails.
Since the failure of a1 eliminates the sets S1; Sk−r+2; Sk−r+3; : : : ; Sk , it follows that S1 = {S2; S3; : : : ;
Sk−r+1}. Thus, S1 is a linear consecutive system, involving elements a2; : : : ; ak and containing k− r
minimal operating sets, each of size r; such a system is denoted Lrk−r . To obtain [p2 : : : pk]R[S1]
in (3) we require the coe2cient (Lrk−r) of the maximal term in the reliability polynomial for L
r
k−r ,
giving
[p2 : : : pk]R[S1]= (Lrk−r):
In general (S) will denote the coe2cient of the maximal term for a given system S.
System S2 is the collection of minimal operating sets that remain when a1 works and a2 fails.
The failure of a2 eliminates the operating sets S1; S2; Sk−r+3; : : : ; Sk . With a1 operating the set Sk−r+2
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is reduced to Sk−r+2 = {ak−r+2; : : : ; ak}. Consequently the set Sk−r+1 = {ak−r+1; : : : ; ak} is no longer
minimal and is absorbed by the set Sk−r+2 ⊂ Sk−r+1. This means that the system S2 can be expressed
as S2 = {S3; : : : ; Sk−r ; Sk−r+2}, a linear consecutive system involving elements a3; : : : ; ak .
We will 9nd the coe2cient [p3 : : : pk]R[S2] by generating the maximal term p3 : : : pk in R[S2].
To do so we decompose S2 into the two linear consecutive subsystems A1 = {S3; : : : ; Sk−r} and
A2 = {Sk−r+2}. In view of the alternating signs induced by the inclusion–exclusion expansion (1), a
term p3 : : : pu in R[A1] and a term pv : : : pk in R[A2] with v6 u+1 will contribute −p3 : : : pk
to the maximal term (S2) of R[S2].
A 9rst observation is that there are r − 2 elements in the overlap of the subsystems A1 and
A2; namely A1 ∩A2 = {ak−r+2; : : : ; ak−1}. This will allow r − 1 diAerent ways to obtain the max-
imal term p3 : : : pk in R[S2]. These r − 1 ways are given by combining any one of the terms
[p3 : : : pk−1]R[A1] p3 : : : pk−1, [p3 : : : pk−2]R[A1] p3 : : : pk−2; : : : ; [p3 : : : pk−r+1]R[A1] p3 : : : pk−r+1
from R[A1] with the term pk−r+2 : : : pk =R[A2]. Since [p3 : : : pk−1]R[A1]= (Lrk−(r+2)), the corre-
sponding coe2cient for p3 : : : pk in R[S2] is −(Lrk−(r+2)). Likewise the coe2cient for p3 : : : pk−2 is
[p3 : : : pk−2]R[A1]= (Lrk−(r+3)), producing the coe2cient −(Lrk−(r+3)) for p3 : : : pk in R[S2]. Sim-
ilarly, the coe2cient for p3 : : : pk−r+1 in R[A1] is (Lrk−2r) which produces the coe2cient −(Lrk−2r)
for p3 : : : pk in R[S2]. Consequently (S2) is found as −(Lrk−(r+2))−(Lrk−(r+3))−· · ·−(Lrk−2r),
giving a contribution in (3) of
−[p3 : : : pk]R[S2]= (Lrk−(r+2)) + (Lrk−(r+3)) + · · ·+ (Lrk−2r):
In general for i ≥ 2 the term −[pi+1 : : : pk]R[Si] will contribute (Lrk−2r) + (Lrk−2r+1) + · · · +
(Lrk−(r+i)) to the coe2cient of the maximal term in (3). This can be seen by looking at the
structure of Si =S|a1 : : : ai−1 Eai. The failure of ai eliminates the r sets S1; : : : ; Si; Sk−r+i+1; : : : ; Sk .
Also since a1; : : : ; ai−1 are operating, certain of the sets are no longer minimal. Speci9cally the sets
Sk−r+1; : : : ; Sk−r+i−1 are no longer minimal, and are absorbed by the set Sk−r+i = {ak−r+i; : : : ; ak},
giving Si = {Si+1; : : : ; Sk−r ; Sk−r+i}. To 9nd [pi+1 : : : pk]R[Si] we again decompose Si into two
subsystems A1 = {Si+1; : : : ; Sk−r} and A2 = {Sk−r+i}. Note that A1 ∩ A2 have in common the
r − i elements ak−r+i; : : : ; ak−1. If as before we combine the two reliability polynomials R[A1] and
R[A2], then the resulting reliability polynomial will have pi+1 : : : pk as its maximal term. The r − i
elements in the overlap of A1 and A2 determine r − i + 1 ways to obtain pi+1 : : : pk in R[Si].
Namely, each of the r− i+1 terms pi+1 : : : pk−(r−i+1), pi+1 : : : pk−(r−i); : : : ; pi+1 : : : pk−1 from R[A1]
can be combined with the term pk−r+i : : : pk from R[A2]. These terms from R[A1] correspond,
respectively, to maximal terms from the linear consecutive systems Lrk−2r , L
r
k−2r+1; : : : ; L
r
k−r−i and so
(Si)=− [(Lrk−2r)+(Lrk−2r+1)+ · · ·+(Lrk−(r+i))]. Combining these contributions for all systems
Si, i from 1 to r, we obtain the coe2cient of the maximal term [p1 : : : pk]R[S] in (3) as
(Crk)=− (Lrk−r) +
r∑
j=2
(j − 1)(Lrk−(r+j)): (4)
Therefore, one can easily generate [p1 : : : pk]R[S] once we establish the maximal coe2cients (Lrw)
for linear consecutive systems. An explicit formula for these coe2cients has been developed in [3],
by counting both “even” and “odd” formations and employing the concept of “domination”. Instead,
we choose to obtain the coe2cients by applying certain combinatorial arguments in [9].
Recall that Lrw is the system composed of w linear consecutive sets Ti each of size r. It is
convenient to order the sets Ti oppositely from the situation when working with cyclic consecutive
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sets. Consequently Lrw will be represented as
Tw = {b1; b2; : : : ; br};
Tw−1 = {b2; b3; : : : ; br+1};
...
T1 = {bw; bw+1; bw+r−1}:
To 9nd the coe2cient of the maximal term in Lrw we look at the associated undirected graph
T (Lrw) de9ned in Shier and McIlwain [9]. Namely T (L
r
w) is an undirected tree on w+1 nodes with
node i =w + 1 corresponding to the set Ti and node w + 1 added as the root node. For each i,
the tree edge (i; j), with i¡ j, represents the situation when Ti ∪ Tj−1 is consecutive but Ti ∪ Tj is
not consecutive. Notationally this will occur when j=mi + 1 and mi is the largest index for which
Ti ∪ Tmi is consecutive. Speci9cally, we obtain the following values for the system Lrw:
mi = i + r for i=1; : : : ; w − (r + 1);
mi =w for i=w − r; : : : ; w:
Thus, in the tree T (Lrw) node i will be connected to node j= i + r + 1 for i=1; : : : ; w − (r + 1).
Also nodes w; w − 1; : : : ; w − r will each be connected to node w + 1.
The graph so constructed is a star-like tree rooted at node w + 1. For convenience we label the
r subtrees of this tree A1; A2; : : : ; Ar . Fig. 3 gives such a tree for the case r=3. Notice that all of
the nodes in a subtree are congruent mod r + 1. The subtrees are labeled so that Ai contains node
w + 1 − i. To 9nd the coe2cient [b1 : : : bw+r−1]R[Lrw] we examine the unique path P12 from node
1 to node 2 in the constructed tree T (Lrw). Speci9cally, we will be interested in whether this path
contains the edge (w; w + 1). If so, Shier and McIlwain [9] have shown that [b1 : : : bw+r−1]R[Lrw] is
given by (−1)|P12|+1, where |P12| is the number of edges in P12; otherwise this coe2cient is zero. A
9rst observation is that any path from node 1 to node 2 must go through node w + 1, since nodes
1 and 2 are in diAerent subtrees Ai. Since A1 contains node w, edge (w; w + 1) is in P12 if and
only if either node 1 or node 2 is in the set A1. This happens precisely when w ≡ 1 (mod r + 1) or
w ≡ 2 (mod r + 1).
Fig. 3. The rooted tree T (L3w).
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From the way that the tree T (Lrw) is constructed we can easily calculate the length of the path
Pi;w+1 from node i to node w + 1, for i=1; : : : ; r + 1:
|Pi;w+1|=
⌊
w − i
r + 1
⌋
+ 1:
Therefore, when w ≡ 1 (mod r + 1) then |P12| will be odd since |P12|= |P1;w+1| + |P2;w+1|= (w −
1)=(r + 1) + 1 + (w − 2)=(r + 1) + 1 and (w − 1)=(r + 1)= (w − 2)=(r + 1) + 1. In this
case [b1 : : : bw+r−1]R[Lrw] = (−1)|P12|+1 = 1. When w ≡ 2 (mod r + 1) then |P12| will be even since
|P12|= (w − 1)=(r + 1) + 1 + (w − 2)=(r + 1) + 1 and (w − 1)=(r + 1)= (w − 2)=(r + 1).
Therefore [b1 : : : bw+r−1]R[Lrw] = (−1)|P12|+1 =− 1. When w ≡ 1 (mod r + 1) and w ≡ 2 (mod r + 1)
we have that [b1 : : : bw+r−1]R[Lrw] = 0 since edge (w; w+1) is not in P12. In summary, the coe2cient
of the maximal term in Lrw is given by
(Lrw)=


+1 if w ≡ 1 (mod r + 1);
−1 if w ≡ 2 (mod r + 1);
0 otherwise:
(5)
Having established all the values for (Lrw) we can return to the original problem of 9nding
[p1 : : : pk]R[S]. Since the coe2cients of the maximal terms in Lrw are determined by the value of
w (mod r + 1), similar patterns will occur for [p1 : : : pk]R[S] when looking now at k (mod r + 1),
where k = |S| refers to the number of sets in the system S. For the system Crk , substitution of the
values from (5) into (4) and simpli9cation give the following result, which we state as a theorem:
Theorem 1. Let S= {S1; S2; : : : ; Sk} be the system Crk . Then
(Crk)=
{−r k ≡ 0 (mod r + 1);
1 otherwise:
(6)
An alternative proof of this result, using (5) and appropriate generating functions, will be given
in Section 3. For illustration, we examine the case in (6) when k ≡ 0 (mod r + 1). The 9rst term
−(Lrk−r) in Eq. (4) will have k − r ≡ 1 (mod r + 1) which results in −(Lrk−r)= − 1. The only
other term in Eq. (4) that will have a non-zero coe2cient occurs when j= r. None of the other
values of j=2; : : : ; r− 1 result in k − (r+ j) ≡ 1 or 2 (mod r+1). When j= r then (Lrk−2r)=− 1
since k − 2r ≡ 2 (mod r + 1). Therefore (Crk)=− 1 + (r − 1)(−1)=− r as stated in (6).
Eq. (5) also facilitates the analysis of non-maximal consecutive terms in R[S]. The coe2cient for
a consecutive term of length n, where r6 n¡k, is found as (Lrn−r+1), since each term of length n
can be generated as the maximal term of a linear consecutive system with n−(r−1)= n−r+1 sets.
Only those terms where (Lrn−r+1) =0 will yield contributions to R[S], and these occur precisely
when n− r + 1 ≡ 1 (mod r + 1) or n− r + 1 ≡ 2 (mod r + 1). The number of diAerent lengths n for
non-zero, non-maximal consecutive terms in R[S] is then found by summing all values n∈ [r; k)
for which n ≡ −1 (mod r + 1) or n ≡ 0 (mod r + 1). A straightforward case analysis reveals that
when k ≡ 0 (mod r + 1) there are 2(k=(r + 1)) − 1 diAerent lengths of non-maximal consecutive
terms appearing with a non-zero coe2cient. For all other values of k there are 2k=(r+1) diAerent
lengths of non-maximal consecutive terms with a non-zero coe2cient. Notice that there are exactly
k consecutive terms for a given length, each corresponding to a diAerent starting point on the cycle.
20 N.J. Calkin et al. / Journal of Computational and Applied Mathematics 142 (2002) 13–26
In addition, the maximal term always appears in the reliability polynomial. Thus, the total number
(CTERMS) of consecutive terms is given by the following result which we state as a theorem:
Theorem 2. The total number of consecutive non-zero polynomial terms in the system Crk is
CTERMS=
{
k(2(k=(r + 1))− 1) + 1 k ≡ 0 (mod r + 1);
k(2k=(r + 1)) + 1 otherwise: (7)
Any non-consecutive term  will contain ¿ 2 disjoint maximal consecutive terms. Relative to
the non-consecutive term  we need only consider those sets Sj that have all of their elements
contained in  . These sets naturally form ¿ 2 linear consecutive subsystems Si ; i=1 to , cor-
responding to each disjoint maximal consecutive term. Eq. (5) gives us the coe2cient (Lrwi) for
each maximal consecutive term of length ni, where wi = ni − r + 1. To construct the term  we
now apply the inclusion–exclusion principle to these linear consecutive subsystems Si; the resulting
polynomial will have  as its maximal term. It is important to note that the only way to construct
 is to incorporate the maximal term from each linear consecutive subsystem. Therefore, by using
the inclusion–exclusion principle the coe2cient for  can be expressed in terms of the maximal
coe2cient (Lrwi) for each disjoint maximal consecutive term, with the sign inherited from Eq. (1).
Namely the coe2cient of the non-consecutive term  can be expressed as
[ ]R[S] = (−1)+1
∏
i=1
(Lrwi): (8)
Clearly each of these coe2cients will be ±1 or 0, as the maximal coe2cient for a linear consecutive
system is ±1 or 0.
The next task is to count the number of non-consecutive terms  that appear with a non-zero
coe2cient in the reliability polynomial so that we can fully determine the amount of cancellation
that occurs in R[S]. To do so, we need to look at which non-consecutive terms can appear in R[S].
First, in order for a non-consecutive term to appear each of its constituent maximal consecutive terms
must have (Lrwi) =0, where the consecutive term has length ni =wi + r − 1. In addition, there are
restrictions on the total length n=
∑
ni of the term. Since  has been decomposed into  disjoint
(maximal) consecutive terms of length ni, then
∑
i=1 (ni + 1)6 k holds as there must be a “gap”
between each constituent term on the cycle. Equivalently, we de9ne the block size to have length
li = ni+1=wi+ r and only consider blocks for which (Lrni−r+1) =0, as determined by (5): namely
ni ≡ −1; 0 (mod r+1). Suppose that these possible block sizes are given by l1; l2; : : : ; listed in order
of increasing size li. To determine which combinations of blocks result in a feasible non-consecutive
term we need to 9nd all combinations &j =(a1j; a2j; : : :) where aij ∈Z+ and∑
i¿1
aijli6 k;
∑
i¿1
aij¿ 2: (9)
Here a block of size li occurs aij times in the non-consecutive term and
∑
i aij = j, the number
of disjoint maximal consecutive terms for the subpartition &j of k. Let |&j| denote the number
of non-consecutive terms having the speci9ed subpartition structure &j. For a given &j recall that
n=
∑
ni is the length of an associated non-consecutive term. Once we place the 9rst maximal
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consecutive term of &j on the cycle we need to make sure that there is a gap between each of the
maximal consecutive terms. There are k − n gap elements to be placed around the cycle and we
need j gaps separating the j maximal consecutive terms. Equivalently, we want to place k − n
balls, the gap elements, into j urns, the gaps, with each urn being non-empty; this can be done in
precisely ( k−n−1j−1 ) ways. However we have not taken into account all of the diAerent arrangements
of the j − 1 maximal consecutive terms other than the 9rst. Consequently we need to multiply
the above count by (j − 1)!. Without worrying about where the 9rst maximal consecutive term
begins on the k-cycle we have ( k−n−1j−1 )(j−1)!= (k−n−1)j−1 placements of the remaining j−1
maximal consecutive terms, where (x)m denotes a falling factorial. Initially we arbitrarily placed the
9rst maximal consecutive term on the k-cycle. There are k choices for where its 9rst element could
be placed. However, double counting occurs whenever there are maximal consecutive terms of the
same length. To eliminate this overcounting we divide by the factorial of the number of maximal
consecutive terms with the same length, producing
|&j|=
(k − n− 1)j−1∏
i¿1 aij!
k: (10)
The total number (NTERMS) of non-consecutive terms is found by summing (10) over all j, that
is over all subpartitions &j of k, which yields the following theorem.
Theorem 3. The total number of non-consecutive non-zero polynomial terms in the system Crk is
given by the following sum; taken over all subpartitions &j of k:
NTERMS=
∑
j
(
(k − n− 1)j−1∏
i¿1 aij!
k
)
: (11)
Formula (11) will be illustrated by computing NTERMS for C310. We begin by observing which
linear consecutive systems L3w have a non-zero maximal coe2cient and the corresponding length of
the maximal term. Table 1 shows the relevant linear systems and their block sizes. The next step is
to 9nd all the subpartitions &j of k =10 resulting in a non-consecutive term.
The three possibilities that satisfy the constraints (9) are &1 = (2; 0; 0; 0), &2 = (1; 1; 0; 0), and
&3 = (0; 2; 0; 0). Here 1 = 2 = 3 = 2. For &1 the length of the non-consecutive term is n=6 re-
sulting in |&1|=((10 − 6 − 1)=(2!0!0!0!))10=15. Likewise for &2 we have n=7 resulting in
|&2|=((10 − 7 − 1)=(1!1!0!0!))10=20, and for &3 we have n=8 producing |&3|=((10 − 8 −
1)=(0!2!0!0!))10=5. Therefore, in C310 we have NTERMS=
∑
j |&j|=15 + 20 + 5=40.
Table 1
Development of NTERMS for R[C310]
w 1 2 5 6
(L3w) 1 −1 1 −1
n 3 4 7 8
Block size l1 = 4 l2 = 5 l3 = 8 l4 = 9
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Table 2
Number of terms in R[Crk ]
Crk CTERMS NTERMS Total Possible (2
k − 1)
C28 33 32 65 255
C38 25 4 29 255
C48 17 0 17 255
C58 17 0 17 255
C68 17 0 17 255
C210 61 140 201 1023
C310 41 40 81 1023
C410 31 5 36 1023
C510 21 0 21 1023
C610 21 0 21 1023
C215 136 2608 2744 32767
C315 91 580 671 32767
C415 76 170 246 32767
C515 61 90 151 32767
C615 61 30 91 32767
Eqs. (7) and (11) enable counting the total number of non-zero terms in the simpli9ed reliability
polynomial R[S]. Table 2 shows the results obtained for several cyclic consecutive systems; it
clearly demonstrates the high degree of cancellation that occurs compared to the potential number
in the inclusion–exclusion expansion (1). For example in the system C215 only 2744=32767 ≈ 8:37%
of the possible terms remain after cancellation and for the system C615 only 91=32767 ≈ 0:28%
of the possible terms appear. In addition all of the non-maximal non-zero terms have coe2cients
corresponding to the maximal coe2cient of a linear consecutive system, or the product of such
coe2cients. As maximal coe2cients of linear consecutive systems are ±1, all terms appearing in
R[Crk ], except possibly the maximal term, also have a coe2cient of ±1.
3. Generating functions
As seen in the examples of Table 2, a signi9cant amount of cancellation occurs in the simpli9ed
reliability polynomial for cyclic consecutive systems. To investigate more precisely the extent of
cancellation in Crk , for 9xed r and k → ∞, we represent non-zero polynomial terms using binary
strings of length k and develop the corresponding generating function for the number of non-zero
(non-maximal) terms. If we allow a 1 to correspond to the event that an element operates, and a
0 otherwise, each polynomial term then corresponds to blocks of 1’s and 0’s. By restricting our
binary strings to those beginning with a 1 and ending with a 0 we can represent all such possible
binary strings by the following representation: ((1r ∪ 1r+1)(1r+1)∗00∗)((1r ∪ 1r+1)(1r+1)∗00∗)∗. Our
9rst block of 1’s, and also any other subsequent block of 1’s, must have length congruent to
−1 or 0 (mod r + 1), as these are the only possible lengths for non-zero linear consecutive terms.
The 0’s then correspond to gaps between linear consecutive terms. When counting these binary
N.J. Calkin et al. / Journal of Computational and Applied Mathematics 142 (2002) 13–26 23
strings, note that the constraints imposed upon them are invariant under cyclic shifts. However, it
is important to observe that even though these binary strings can be viewed as living on a cycle,
they are not cyclic binary strings. These strings have a distinguished point, and hence become
linear binary strings subject to additional (cyclically invariant) constraints. A distinct initial point
does indeed correspond to a distinct string. As an example, the generating function for C27 must
take into account both 1101100 and 1100110 as diAerent binary strings, although cyclically they
would be equivalent. Therefore, the preceding binary representation ((1r ∪ 1r+1)(1r+1)∗00∗) has the
following generating function: z(x)= (xr + xr+1) 1(1−xr+1)
x
(1−x) . Additionally, the generating function
for ((1r ∪ 1r+1)(1r+1)∗00∗)∗ is then given by g(x)= 1=(1− z(x)). However, z(x) will only generate
all the non-zero polynomial terms that start with p1 and end prior to pk . In order to diAerentiate
between all of the k diAerent possible starting points for such polynomial terms we must replace
ckxk by kckxk . To achieve this we need to diAerentiate the function z(x) and then multiply by x.
Therefore, it follows that the total generating function gf is given by gf= g(x)x(d=dx)z(x). Taking
the derivative, multiplying by x and simplifying results in the following expression:
gf=
xr+1(1 + 2x − x2 − 2xr+2 + r(1− x2))
(1− xr+1)(1− x − 2xr+1)(1− x) : (12)
Note that this will generate all possible non-zero polynomial terms except for the maximal term as
there is always at least one 0 in every binary string, which corresponds to at least one element missing
in any polynomial term. Substituting in speci9c values of r we can then extract the coe2cients of
xk in the resulting series expansion. These coe2cients then count the total number of non-zero
polynomial terms minus 1, which correspond to the entries in the second to last column of Table 2
minus 1.
More importantly the generating function (12) will allow us to 9nd the asymptotic growth rate
for these polynomial terms. The denominator of (12) is (1− xr+1)(1− x− 2xr+1)(1− x). The terms
(1− xr+1)(1− x) contribute only O(k). As we will soon see, the coe2cients grow exponentially so
in analyzing the asymptotic behavior we can ignore these two terms. Thus, we want the smallest
root of 1− x − 2xr+1 = 0. (This same root appears in the asymptotic analysis of linear consecutive
k-out-of-n systems given in [8].) By standard techniques it can be shown that this polynomial has
a unique root in (12 ; 1) when r¿ 2. To 9nd this root we proceed by Lagrange Inversion [11] where
we consider
tr+1 − tr+1x − xr+1 = 0 at t=
(
1
2
)1=(r+1)
;
tr+1 =
xr+1
1− x ;
t=
x
(1− x)1=(r+1) ;
x= t(1− x)1=(r+1);
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which is now in the form x= t+(x). We can 9nd the coe2cient of tj in x(t) using
cj = [tj]x(t) =
1
j
[,j−1]+(,)j
=
1
j
[,j−1](1− ,) j=(r+1)
=
1
j
(
(j=(r + 1))
j − 1
)
(−1) j−1:
So x(t)=
∑
j cjt
j results in
x
((
1
2
)1=(r+1))
=
∑
j¿1
1
j
(
(j=(r + 1))
j − 1
)
(−1) j−1
(
1
2
)j=(r+1)
thus establishing
=
∑
j¿1
1
j
(
(j=(r + 1))
j − 1
)
(−1)j−1
(
1
2
)j=(r+1)
is the smallest root of 1−x−2xr+1 = 0. Before applying this root we 9rst prove that this series does
indeed converge. Clearly the term in question is ( ( j=(r+1))j−1 ) as all other terms are 6 1 in absolute
value.∣∣∣∣
(
(j=(r + 1))
j − 1
)∣∣∣∣ =
∣∣∣∣(j=(r + 1))(j=(r + 1)− 1) · · · (j=(r + 1)− j + 2)(j − 1)!
∣∣∣∣
¡
j=(r + 1)!(j − 1−  j=(r + 1))!
(j − 1)!
=
1
( j−1)!
 j=(r+1)!( j−1−j=(r+1))!
=
1(
j−1
j=(r+1)
)
¡ 1:
Thus, the series is dominated by a geometric series and as a result is convergent.
Given the smallest root  of the denominator we now seek to 9nd the asymptotic growth rate for
the number of non-zero polynomial terms. Then =1= will be the largest root of the complementary
equation 2 + xr − xr+1 = 0. Let p(x)= xr+1(1 + 2x − x2 − 2xr+2 + r(1 − x2)), the numerator of the
generating function, and f(x)= (1− xr+1)(1− x− 2xr+1)(1− x), the denominator of the generating
function in (12). Additionally we know that f(x)= (1− x)h(x). Then by partial fractions we have
that p(x)=(h(x)(1−x))= c=(1−x)+ other terms, where c will be the coe2cient for the growth rate.
By evaluating at x near the root  we see that p(x)  p() and f(x)  (1−x)h(), establishing that
c can be found as p()=h(). To compute h() observe that f(x)= (1−x)h(x) and so diAerentiating
gives f′(x)= − h(x) + (1 − x)h′(x). Evaluating at x=  we have f′()= − h(). Therefore
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Table 3
Values for ; , and k
r   8 10 15
2 0.589755 1.69562 68.33 196.47 2753.79
3 0.647799 1.54369 32.25 76.84 673.59
4 0.689139 1.45109 19.66 41.39 266.31
5 0.720413 1.38809 13.78 26.56 136.86
6 0.745072 1.34215 10.53 18.97 82.61
h()=−f′() and p() can be computed as is. So [xk]p(x)=f(x) ∼ ck , where c=p()=−f′().
However, by observing that p(x)+xf′(x) is divisible by 1−x−2xr+1 we have that p() and −f′()
are congruent mod(1 − x − 2xr+1). Consequently the growth rate is given simply by k , which we
will state as a theorem.
Theorem 4. The total number of non-zero polynomial terms in the system Crk is
|R[Crk ]| ∼ k ;
where  is the largest root of 2 + xr − xr+1 = 0; which is given by 1==∑j¿1 1j ( ( j=(r+1))j−1 )
(−1) j−1( 12) j=(r+1). More precisely; let 0; 1; : : : ; r be the roots of the complementary equation
2 + xr − xr+1 = 0. Then
|R[Crk ]|=
r∑
i=0
ki +O(k):
Table 3 gives values of  and k for selected r and k. As seen in Table 3, the computed values
for k are indeed close to the actual values (Total−1) found in Table 2 and are signi9cantly smaller
than the corresponding values 28 = 256, 210 = 1024, and 215 = 32768. Also, as r increases it is seen
that  decreases, showing that the degree of cancellation progressively improves.
Finally, utilizing the fact that the coe2cient for any non-zero, non-maximal polynomial term is
either +1 or −1 we can modify the above generating function to reSect this ±1 property and
consequently obtain the coe2cient of the maximal term. Using the same binary representation ((1r ∪
1r+1)(1r+1)∗00∗)((1r ∪ 1r+1)(1r+1)∗00∗)∗ and incorporating the fact that any linear consecutive term
with length congruent to −1 (mod r + 1) has a +1 coe2cient and any linear consecutive term
with length congruent to 0 (mod r + 1) has a −1 coe2cient, we obtain the generating function
Eg(x)= 1=(1 + Ez(x)), where Ez(x)= (xr − xr+1)1=(1− xr+1)x=(1− x)= xr+1=(1− xr+1). Here Ez(x) now
accounts for the sign of each disjoint maximal consecutive term of a polynomial term and Eg(x) takes
into account that the sign is constructed based upon the signs of these disjoint terms and the total
number of such disjoint terms as previously seen in (8). As before, Eg(x)x(d=dx) Ez(x) results in the
total generating function gf given by
gf=
(r + 1)xr+1
(1− xr+1) : (13)
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In this case the coe2cients of xk in (13) are either r + 1, when k ≡ 0 (mod r + 1), or 0 otherwise.
Given that the reliability for the event where each element operates must be 1, the coe2cient of the
maximal term is then either −r, when k ≡ 0 (mod r + 1), or 1 otherwise, thus giving an alternative
proof of Theorem 1.
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