Abstract. We propose online decision strategies for time-dependent sequences of linear programs which use no distributional and minimal geometric assumptions about the data. These strategies are obtained through Vovk's aggregating algorithm which combines recommendations from a given strategy pool. We establish an averageperformance bound for the resulting solution sequence.
Introduction.
In LP implementations, the problem of data uncertainty is typically addressed through multiple runs, sensitivity analysis, or other techniques, but it is generally recognized that optimal solutions are, at best, improvements over decisions that might have been reached without the model. Less haphazard approaches can be used when a modeler can make assumptions about the statistical properties of the data. Such situations have been studied for many years (see, for example, [7] ) and are addressed extensively in the field of stochastic programming.
Unfortunately, in many cases the distributional properties of the input data may be as difficult to obtain as the unknown parameters themselves. More recently, work in robust optimization avoids the need for distributional assumptions by focusing on the optimal worst-case performance of the system when the data belong to a given set (see [2] ). In both stochastic programming and robust optimization, all possible realizations of the data need to be specified and considered in advance. Moreover, the success of a solution depends on exploiting the stochastic or geometric structure of possible data realizations.
In practice, many LP models are solved repeatedly over time; indeed, applications in stock-cutting, scheduling, revenue management, logistics, and many other areas can involve solutions of LP's multiple times per day. While the structure of the model typically remains constant over successive runs, the model's input parameters can vary significantly and are typically not known exactly before a decision must be made. However, in some cases it may be possible to observe parameter values after the decision. While this can be true for any of a model's parameters, it is particularly true for the objective function coefficients since their true values are often determined by random and uncontrollable external market price and cost factors that, nonetheless, can be observed accurately ex post.
In this paper, we consider the solution of sequences of LP problems in which the problem structure remains constant, but the objective function coefficients (henceforth, cost vector) may vary over time. In particular, we study decision strategies for such sequences. We make no distributional and only minimal geometric assumptions about the data; thus, these strategies do not require explicit consideration of all possible future realizations and only use past observations of the problem data to choose a decision in the current time interval. Our objective is to find, within a family of possible decision strategies, a strategy that will perform, under any circumstances, almost as well as the best decision strategy in the family for those circumstances. Our approach to this problem falls within the general class of online methods. Generally, an online method is an algorithm which does not have immediate access to the entire input of the problem. Instead, the problem is revealed to the algorithm incrementally, and in response to each incomplete portion of the input, the algorithm must take an irreversible action without access to the future input. This framework is frequently used to model problems which evolve over time. There is a vast literature on online methods and their competitive analysis, "whereby the quality of an online algorithm on each input sequence is measured by comparing its performance to that of an optimal offline algorithm" (see [4] and also [8, 10] ). This literature includes a significant number of publications on online discrete optimization problems.
The prior work on the subject of online linear optimization includes [13] and [18] . The work [13] considers a randomized "follow the expected leader" algorithm, while [18] utilizes a deterministic algorithm based on the expected gradient ascent. The analysis of each algorithm is based on an additive performance criterion, and the resulting (arithmetic) average performance of the decision sequences proposed by these algorithms trails the average performance of a fixed optimal solution chosen in hindsight by no more than O(1/ √ T ) (where T is the number of stages in the online problem). In this paper, the performance criterion is multiplicative, and the performance is measured in terms of the geometric mean which is natural in certain situations as demonstrated later in the paper. We show that our performance bound compares favorably to the existing bounds in terms of the number of stages T . The online strategies developed in this paper are inspired by two streams of previous work: 1) work on universalization of strategies for portfolio selection, which began with Cover's work on constant rebalanced portfolios, [6] , and 2) more general work on universalization of online algorithms [12] , and [16] . The methodology of the Aggregating Algorithm (AA) discussed in [16] is a very general form of the weighted majority algorithm. For applications of the weighted majority algorithm to metrical task systems and other general frameworks see [3] .
In Section 2 we describe the decision problem in terms of time-dependent families of linear programs with varying cost vectors and show how AA can be applied to such problems. In Section 3, we derive a performance bound when the reference family of strategies consists of all (fixed) feasible solutions to linear programs. We also
show that the strategy produced by the AA in this case passes the 'reality test' of weak convergence in situations when the linear program is, in fact, fixed, but the algorithm is not aware of that; that is, the value of the AA's solution converges to the optimal value for a fixed cost vector.
Problem Description.
Consider a Decision Maker (DM) who needs to make periodic decisions modeled by a family of linear programming (LP) problems
where the values c t ∈ Ω ⊆ R n may vary with time, and are determined by the outcome of Reality at time t, t = 1, 2, .... Our only assumption about the cost vector sequence is that each of its elements belongs to Ω. There are no other statistical or geometric assumptions about the sequence (distribution, independence, etc). At time t, DM has a memory of the past cost vectors c 1 , . . . , c t−1 , but has to choose the solution vector before the outcome of Reality at time t becomes known. Therefore, the decision can only use c 1 , . . . , c t−1 .
We denote by X the feasible set of (1), i.e X = {x : A x ≤ b}, and assume that X is bounded, and the sets X and Ω are such that c x ≥ 0 for all x ∈ X and c ∈ Ω.
The family of linear programming problems which we consider here is quite general. Indeed, a linear program in the most general form (with equality and inequality constraints and arbitrary bounds on the variables) can be reduced to the form (1) by a series of elementary transformations. Thus, the real restrictions are the requirement 4 that X is bounded, which often arises in the theoretical analysis of linear programming, and condition (2) . The latter will hold, for example, when the set Ω is a cone, and X is a subset of −Ω • (negative of the polar cone of Ω). Even if (2) does not hold for certain linear programs, there may exist a simple transformation of the problem such that the condition does hold. The following statement describes when (2) is not restrictive in this sense (the proof of this as well as other statements in the article can be found in the online Appendix [15] ):
If Ω is a subset of a cone K such that its polar cone K • has a nonempty interior, then there exists a linear transformation of variables from X to a polyhedral set X (defined by a system of inequalities with the same matrix A) such that (2) is satisfied in the new variables.
At time t, the Decision Maker chooses a solution x t based on the outcomes of reality in the previous time steps and, perhaps, some additional information. A problem of this generality is unlikely to be solvable. Therefore we assume that additional information may only come in the form of recommended solutions from a Pool of strategies. In general, Pool may take various forms such as the set of all feasible solutions, a collection of complex algorithms based on external information, or even all realizations of some stochastic process (such strategy pools were considered, for example, by [14] ). Also, the performance of DM's actual strategy will be compared against the Pool.
Mathematically, we must only require that Pool is a measurable space: a set Θ with a σ-algebra. At each time t, the Pool makes a recommendation ξ t ; that is, the recommendation of the pool element θ ∈ Θ is ξ t (θ) ∈ X.
We will require that the function ξ t : Θ → X is measurable. Measurability requirements for Θ and ξ t are essentially the only restrictions on the type of strategy pools that may be considered in this approach. These requirements are trivially satisfied when Θ is finite, but are essential for treatment of any infinite Θ. Note also that defining a probability measure on Θ would turn it into a measure space and ξ t into a random variable. At this point, however, we do not define this measure. It will only appear as a part of the algorithm which uses
Pool's recommendations.
The online problem the Decision Maker faces is modelled as the following T -stage perfect-information game between DM, Pool, and Reality. Consistent with some learning and game-theoretic literature (e.g. [9] ), the game participants do not have to be adversarial. For example, while Reality chooses its stage t move after DM and has a knowledge of DM's move, it does not have to choose the worst-case cost vector for DM. The algorithm that we 5 describe in the end of this section will be applicable regardless of whether game participants are adversarial or not. The game proceeds according to the following Protocol:
Pool recommends ξ t DM views Pool's recommendation and chooses x t in X.
Reality chooses c t from Ω.
The average performance of DM in the game is measured according to the geometric mean:
Similarly, the average performance of any strategy θ ∈ Θ is measured according to
In this paper, we describe how one can use Vovk's aggregating algorithm (AA) to find a solution strategy for DM.
In the case that Pool consists of fixed solution strategies (Θ = X), we obtain a bound on the average performance of the AA relative to the performance of any strategy. The corollary of our result, described in the next section, is that the long-term average performance of the AA is as good as the long-term average performance of any fixed feasible solution.
In the following example we illustrate the advantage of the geometric mean as a performance criterion and explain why one generally needs to compare the performance of an algorithm to the one of an arbitrary feasible solution.
Example 1. Let T be a multiple of 2, and the dimension of the polytope n = 2. The observed cost vectors are
and the polytope X = {(x 1 , x 2 ) :
The solution optimal in hindsight with respect to the geometric mean performance criterion is given by the optimization problem
The unique optimal solution x * 1 = x * 2 = 1 2 with the value 1 2 has an attractive symmetry property which appears to be quite natural for this example. If, instead, we used an arithmetic average performance criterion then an optimal solution would not be identified uniquely. All points of X would be optimal in hindsight including the vertices which only have value 0 if the geometric mean is used.
Generally, the geometric mean criterion is more likely to result in the unique optimal solution (in hindsight), since it is strictly log-concave whenever the observed cost vectors span the linear hull of X. The arithmetic mean criterion does not necessarily result in the unique solution even if the above condition is satisfied because of the possibility of dual degeneracy. We also point out that geometric average is a natural criterion in financial applications with linear objectives representing the "rate of return" as, for example, in the work of [6] .
To simplify the algorithm it may also be tempting to choose the set of vertices of X as strategies and use one of the existing methods for combining expert advice, see, for example, [5] . However, the performance guarantees of the method in this case would be in terms of the vertex that is optimal ex post. Again, this example shows why a stronger result in terms of the geometric mean performance might be achieved if we consider all feasible solutions.
Informally, the aggregating algorithm works as follows. In the beginning, each strategy θ ∈ Θ is assigned some initial weight. This is achieved by specifying a prior distribution on Θ. If there is no prior information about the strategies, one would like this prior distribution to be noninformative in the language of Bayesian statistics. For example, when Θ is a bounded set in a finite-dimensional space, we can let the prior distribution be uniform on Θ. Such a distribution will contain no prior information about the strategies. We do need the prior distribution to be proper, however, in the usual sense of integrating to 1 over Θ.
Subsequently, every strategy in the Pool selects a solution and presents it to DM. At this point, DM has to select his own solution. He does this by merging or aggregating the solutions recommended by the strategies for 7 that trial, considering both the solution recommendations and the current weights of the strategies. Then Reality chooses some outcome and DM can calculate his payoff at a particular trial. Then the aggregating algorithm starts over: DM updates strategy weights to reflect their performance (i.e. the larger the gain of the strategy θ the more sharply its weight increases), strategies make their selections, then DM makes his selection by merging the strategies' selections, and so on.
The algorithm has the following three parameters: a learning rate η > 0, a prior distribution P 0 on the pool Θ, and an aggregation functional Σ (Vovk uses the term "substitution function"). The learning rate η > 0, determines how fast the aggregating algorithm learns. The second parameter P 0 specifies the initial weights assigned to the strategies. The last parameter, the aggregation functional Σ = Σ(ξ, P), merges recommendations of the strategies ξ(θ), θ ∈ Θ according to the probability distribution P(dθ) on Θ. In our analysis, we use the aggregation functional Σ which is the average with respect to P
however, one could also consider a more general form of the aggregation functional. We remark that, in the case of (5), Σ(ξ, P) ∈ X is guaranteed due to the convexity of X. In general, the AA is applicable to any aggregation functional which guarantees Σ(ξ, P) ∈ X. The algorithm maintains current weights of the strategies in the form of the (unnormalized) measure P t (dθ) and uses a normalized measure (probability distribution) P * t (dθ) in the aggregation functional. We summarize how the aggregating algorithm works in Figure 1 .
Note that, through the operation of the AA, at time T we have:
3. Analysis for the case of "fixed solution" strategies.
In this section, we consider theoretical performance of the aggregating algorithm when Pool consists of "fixed solution" strategies; that is, Pool is identified with all feasible solutions: Θ = X and ξ t (θ) = θ. The following technical lemma is used in the analysis and applies to any Pool of strategies (not necessarily Θ = X):
8 Lemma 2. For any reality outcome c ∈ Ω, learning rate 0 < η ≤ 1, probability measure P, and pool of strategies
The subsequent claims describe the performance of the aggregating algorithm. We denote by AA(η, P 0 , Σ) the aggregating algorithm with a learning rate η > 0, a prior distribution P 0 , and a aggregation functional Σ. The analysis of the AA's performance in a variety of situations, including online portfolio selection, online statistics, prediction with expert advice, is based on the result of Vovk (see, for example [16] ) which we reformulate here in terms of the geometric mean. The proposition holds for any set of strategies Θ.
Proposition 1. For any reality outcomes c 1 , . . . c T ∈ Ω, learning rate 0 < η ≤ 1, probability measure P 0 , and
Theorem 1. Consider a sequence of solutions produced by an aggregating algorithm (AA) with the following parameter settings applied to the pool of strategies Θ = X with ξ t (θ) = θ:
• the learning rate η ∈ (0, 1],
• the probability measure P 0 is uniform on X, and
• the aggregation functional Σ is given by (5).
Then there exists a constant B ≥ 0 (not depending on η and T ) such that for any feasible solution δ ∈ X and any sequence of objective coefficients c 1 , . . . , c T ∈ Ω,
where k is the number of vertices of X.
Moreover, the optimal learning rate η = 1.
An interpretation of the above result is that under the assumptions of Theorem 1, the sequence of solutions produced by the aggregating algorithm achieves long-term (geometric) time-average performance which is as good as the long-term (geometric) time-average performance of any feasible solution in X. The resulting quotient in the performance guarantee is of the form 1−O (ln(T + k)/T ) and has a more favorable dependence on T than the O(1/ √ T ) term in the additive performance bounds of [18] and [13] .
Suppose that the cost vector does not change from one stage to the next. While the learner observes the cost vector after each stage, it is impossible for him to know whether the cost vector will change in the future. We now show that when the cost vector is constant but this is unknown, the values of solutions provided by the Aggregating Algorithm converge to the true optimum.
Again, let the pool of strategies consist of all feasible solutions, i.e. Θ = X, and the prior distribution P 0 be uniform. We denote the constant value of the cost vector by c. Then the stage t selection of the aggregating algorithm is
, and the cost value for this selection is c x t = X (c x)(c x) ηt P 0 (dx) X (c x) ηt P 0 (dx) .
Let z = max x∈X c x. We show the following:
Proposition 2. lim t→∞ c x t = z.
Aggregating Algorithm
Inputs: Learning rate η > 0, measure P 0 on Θ, aggregation functional Σ FOR t = 1, 2, . . .
Strategy Selections:
Receive strategy selections ξ t (θ), θ ∈ Θ DM Selection: Select x t by applying the aggregation functional Σ x t := Σ(ξ t , P * t−1 ), where P * t−1 (dθ) = P t−1 (dθ) P t−1 (Θ)
Reality outcome: Receive true outcome c t Strategies' Weights Update:
P t (dθ) := (c t ξ t (θ)) η P t−1 (dθ)
END FOR Figure 1 . Aggregating Algorithm
