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Abstract
We determine (except for two outstanding cases) for which values of m, n and p the group Gm,n,p
defined by the presentation 〈a, b, c | a2, b2, (ab)2, c2, (ac)m, (bc)n, (abc)p〉 is finite. These groups formed
one of three families of groups first studied systematically by Coxeter in 1939.
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1. Introduction
The group Gm,n,p is defined by the presentation
〈
a, b, c
∣∣ a2, b2, (ab)2, c2, (ac)m, (bc)n, (abc)p〉
where m,n,p > 1. It is clear that if (m′, n′,p′) is any permutation of (m,n,p) then Gm′,n′,p′ is
isomorphic to Gm,n,p so we may assume without loss of generality that m n p and we adopt
this convention throughout this paper.
This class of groups was first studied systematically by H.S.M. Coxeter [3] in which he also
studied the group (m,n,p;q) defined by the presentation
〈
a, b
∣∣ am,bn, (ab)p, (a−1b−1ab)q 〉
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〈
a, b
∣∣ al, bm, (ab)n, (ab−1)k 〉.
A central question is one of finiteness. Building on the results of [3] it has been shown in
[10] exactly when (l,m | n, k) is finite, and as a consequence of results from [1–3,7–9,13,16]
and [21–27] there are as far as we know only six values of (m,n,p;q) for which the finiteness
or otherwise of the group is an open question: namely (2,3,13;4), (3,4,9;2), (3,4,11;2),
(3,4,13;2), (3,5,6;2) and (3,5,7;2). For a discussion of this we refer the reader to the survey
articles [17] and [28].
Our purpose here is to prove the following.
Main theorem. If 2  m  n  p then, with the possible exception of (m,n,p) ∈ {(3,8,13),
(3,7,19)}, the group Gm,n,p is finite if and only if (m,n,p) is one of :
(i) (2, n,p), 2 n p;
(ii) (3, n,p), 3 n 6, n p;
(iii) (3,7,p), 7 p  17;
(iv) (3,8,p), 8 p  11;
(v) (3,9,p), 9 p  10;
(vi) (4,4,p), 4 p;
(vii) (4,5,p), 5 p  9;
(viii) (4,6,7);
(ix) (5,5,5).
In fact it was shown in [3] that if (m,n,p) is any of (i)–(ix) in the statement of the main
theorem other than (3,7,16) and (3,7,17) then Gm,n,p is finite. The group G3,7,16 was shown
to be finite in [4] and [18]; and the group G3,7,17 was shown to be finite in [5]. More recently
the group G3,7,p is shown to be infinite in [12] and [19] for certain values of p. The bulk of this
paper therefore is devoted to proving that if (m,n,p) is not any of (i)–(ix) nor one of the two
exceptions listed above then Gm,n,p is infinite.
Our method of proof is similar to that of [8–10,16]. This will involve the use of so-called
pictures to find generators for the second homotopy modules of the presentations. After some
preliminary results in Section 2 we give a brief account of pictures in Section 3. In Sections 4
and 5 we prove so-called quasi-asphericity for many of these group presentations and in Section 6
we prove the main theorem.
2. Preliminary results
As stated in the introduction it is already known that if (m,n,p) is one of (i)–(ix) in the
statement of the main theorem then Gm,n,p is finite. For the interested reader we have included
Table 1 which indicates the order of each of these finite groups.
Next we quote two results taken from [3] and [8].
Proposition 2.1. (See [3].) For 1  q the group Gm,n,2q contains the group (2,m,n;q) as a
subgroup of index 2.
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Finite Gm,n,p
(m,n) p Order (m,n) p Order
(2, n) p ≡ 1 (mod 2) 2 gcd(n,2p) (3,7) 12 2184
(2, n) p ≡ 0 (mod 2) 4 gcd(n,p) (3,7) 13 1092
(3,3) p ≡ 1 or 3 (mod 4) 1 (3,7) 14 2184
(3,3) p ≡ 2 (mod 4) 6 (3,7) 15 12180
(3,3) p ≡ 0 (mod 4) 24 (3,7) 16 21504
(3,4) p ≡ 1 or 5 (mod 6) 2 (3,8) 8 672
(3,4) p ≡ 2 or 4 (mod 6) 4 (3,8) 9 24
(3,4) p ≡ 3 (mod 6) 24 (3,8) 10 4320
(3,4) p ≡ 0 (mod 6) 48 (3,8) 11 12144
(3,5) p ≡ 1, 3, 7 or 9 (mod 10) 1 (3,9) 9 3420
(3,5) p ≡ 2, 4, 6 or 8 (mod 10) 2 (3,9) 10 20520
(3,5) p ≡ 5 (mod 10) 60 (4,4) p ≡ 1 (mod 2) 4
(3,5) p ≡ 0 (mod 10) 120 (4,4) p ≡ 0 (mod 2) 4p2
(3,6) p ≡ 1 or 5 (mod 6) 2 (4,5) 5 160
(3,6) p ≡ 2, 4 or 0 (mod 6) 3p2 (4,5) 6 240
(3,6) p ≡ 3 (mod 6) 6 (4,5) 7 2
(3,7) 7, 11 or 17 1 (4,5) 8 1440
(3,7) 8 336 (4,5) 9 6840
(3,7) 9 504 (4,6) 7 4368
(3,7) 10 2 (5,5) 5 660
Proposition 2.2. (See [8].) If (2,m,n;q) is not (2,3,13;4) then the group (2,m,n;q) is finite
if and only if it is one of the following:
(i) (2,2, n;q) (2 n, 2 q);
(ii) (2,3, n;q) (3 n, 2 q  3);
(iii) (2,3, n;q) (3 n 6, 4 q);
(iv) (2,3,7;q) (4 q  8);
(v) (2,3, n;q) (8 n 9, 4 q  5);
(vi) (2,3, n;4) (10 n 11);
(vii) (2,4, n;2) (4 n);
(viii) (2,4,4;q) (3 q);
(ix) (2,4,5;q) (3 q  4);
(x) (2,4,7;3);
(xi) (2,5, n;2) (5 n 9);
(xii) (2,6,7;2).
An easy check shows that for each group G1 in (i)–(xii) of Proposition 2.2 there exists a group
G2 in (i)–(ix) of the main theorem such that G1 is of index 2 in G2. It follows from all this that
the following assumption can now be made without any loss of generality.
Assumption. m, n and p are odd integers.
Lemma 2.4. If (m,n,p) is any of the following then Gm,n,p is infinite: (5,5,9); (3,11,11);
(3,11,13); (3,9,13); (3,9,15); (3,9,17); (3,7,p) for (odd) p such that 23 p  41.
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(5,21,399); (5,21,405); (5,21,413); (5,21,415); (5,21,417); (5,21,419); (5,23,115);
(5,23,153); (5,25,75); (5,25,95); (5,25,99); (5,27,75); (5,27,77); (5,35,35); (5,35,45);
(5,39,39); (5,39,41); (7,13,33); (9,9,27); (9,9,33); (9,9,35); (11,11,11).
Using KBMAG [14] it can be shown that 15 of the 16 groups of Lemma 2.4 and that all 24
groups of Lemma 2.5 are infinite automatic (see, for example, [11]) groups which leaves only
(3,7,23) and G3,7,23 was shown to be infinite in [19]. The number of states in the word acceptor
for the 15 examples of Lemma 2.4 ranges from 352 for (3,11,13) to 3692 for (3,7,25); and
for Lemma 2.5 ranges from 206 states for (11,11,11) to 3924 states for (5,21,419). These two
lemmas will be used in the proof of the main theorem in Section 6.
3. Pictures
A vital ingredient in the proof of the main theorem is that of pictures, and, for the benefit of
the reader, we will give a brief account of these here. For a more comprehensive treatment of this
topic we refer the reader to [15,16] and [20].
We are considering the group G = Gm,n,p defined by the presentation
℘ := 〈a, b, c ∣∣ a2, b2, (ab)2, c2, (ac)m, (bc)n, (abc)p〉,
where 2  m  n  p. Let A and B be the groups with presentations 〈a, b | a2, b2, (ab)2〉 and
〈c | c2〉 respectively. We can regard G as a three-relator product of A and B , that is to say the
quotient of the free product A ∗ B by the normal closure of the three words α = (ac)m and
β = (bc)n and γ = (abc)p . We will work with pictures over this three-relator product.
A picture Π over ℘ consists of the following:
1. a disc D2 (with boundary ∂D2);
2. a collection V of pairwise disjoint closed discs in the interior of D2 called vertices;
3. a finite collection E of pairwise disjoint arcs in the interior of D2 called edges; each edge is
either a simple closed curve in the interior of D2 which meets no vertex, an arc joining two
(not necessarily distinct) vertices, an arc joining a vertex to ∂D2, or an arc joining ∂D2 to
∂D2;
4. a collection of labels, one at each corner of each region of Π (i.e. each connected component
of ∂D2 − (V ∪E)), and one along each component of the intersection of a region with ∂D2.
The picture Π is said to be connected if V ∪E is connected; in particular, no edge of a connected
picture is a simple closed curve or connects two points on ∂D2 unless that picture consists only
of that edge.
Each label of Π is one of {a, b, t = ab, c} with the possible exception of labels on (segments
of) ∂D2, which may be any element of A ∪ B (meaning here and elsewhere that it is a word on
either {a, b} or {c}).
Reading a label round a vertex (since a2 = b2 = t2 = c2 = 1 it does not matter in our case
if we choose clockwise or anti-clockwise) yields, up to cyclic permutation, α, β or γ as cycli-
cally reduced words in A ∗ B . Thus we have α-vertices; β-vertices; and γ -vertices as shown in
Fig. 3.1(a).
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A region of Π is called a boundary region if it meets ∂D2, and is said to be interior otherwise.
If ∂D2 meets no edges, then Π is said to be spherical, and, in this case, ∂D2 is one of the bound-
ary components of a non-simply connected region called the distinguished region (providing, of
course, that Π contains at least one vertex); all other regions are interior in this case.
The labels of any non-distinguished region Δ or Π must all belong to either A or B; thus we
have A-regions and B-regions. The product of the labels of Δ, evaluated in A or B as appropriate,
must be the identity element. Observe then that each edge will separate an A-region from a B-
region, or an interior region from the distinguished region.
The boundary label of Π is the cyclically reduced word obtained by reading the labels on
∂D2 in an anticlockwise direction; this word then represents the identity element of G. If Π is
spherical, then the boundary label is an element of A ∪ B determined by the other labels of the
distinguished region.
Two distinct vertices of Π are said to cancel along an edge e if they are joined by e and if
their labels, read from the endpoints of e, are mutually inverse words in A ∗B (that is, regarded
as elements of A ∗ B their product yields the identity); an example of two cancelling β-vertices
is given in Fig. 3.1(b).
Cancelling vertices can be removed from a picture by a sequence of so-called bridge moves
and the deletion of a dipole (a connected spherical picture over ℘ containing exactly two vertices)
without changing the boundary label; see [15] for details. Such a cancellation yields an alternative
picture with the same boundary label and two fewer vertices.
A picture is said to be reduced if it cannot be altered by bridge moves to a picture with a pair
of cancelling vertices. Any cyclically reduced word in A ∗B representing the identity element of
G occurs as the boundary label of some such picture. A picture which can be so altered fails to
be reduced.
The presentation ℘ is said to be quasi-aspherical over A ∗B if every spherical picture over ℘
containing at least one vertex fails to be reduced.
Two edges of a picture Π are parallel if they form the boundary of a two-sided region and are
called ∂-parallel if, in addition, they meet ∂D2.
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adjacent; and no two γ -vertices are adjacent. Thus the maximum number of parallel edges in
Π is 2 and this can occur between an α-vertex and a β-vertex; an α-vertex and a γ -vertex; and
a β-vertex and a γ -vertex. Observe also that two parallel edges always enclose a region with
label cc.
Suppose that Π is non-spherical and minimal (in a way to be described in Section 5). Then
an argument similar to the one in Section 3 of [10] shows the following: if Π has boundary label
(ac)u for some u > 0 then there are no edges from an α-vertex to ∂D2 and there are at most two
∂-parallel edges between a β-vertex or a γ -vertex and ∂D2; if the boundary label is (bc)u then
there are no edges from a β-vertex to ∂D2 and there are at most two ∂-parallel edges between an
α-vertex or a γ -vertex and ∂D2; and if the boundary label is (tc)u then no γ -vertex is connected
to ∂D2 and there are at most two ∂-parallel edges between an α-vertex or β-vertex and ∂D2.
It follows from all of this that an α-vertex is adjacent to at least m other vertices (or the
boundary and m − 1 other vertices); a β-vertex to n other vertices; and a γ -vertex to p other
vertices.
Finally, by making moves of the kind shown in Fig. 3.1(c) we can make the following as-
sumption, which will hold throughout what follows: the label of any region of Π of degree at
least three does not contain a substring cc.
4. The associated graph and curvature
Let Π be a reduced, connected picture over ℘. Form a graph Γˆ from Π by identifying all
parallel edges and all ∂-parallel edges. This way we obtain a tessellation of the disc D2. The
vertices of Γˆ are simply the vertices of Π . Thus a region of Γˆ is interior if it was interior in Π ,
otherwise it is a boundary region.
If Π was a spherical picture then form the graph Γ from Γˆ by contracting the boundary ∂D2
to a point and removing it. Thus Γ forms a tessellation of the sphere S2 in which each region is
a topological disc. The distinguished region of Γ is that region obtained from the distinguished
region of Π and all other regions of Γ are called interior.
Since the maximum number of parallel edges between any two vertices or between a vertex
and ∂D2 is two it follows that every α-vertex in Γˆ or Γ has degree at least m; every β-vertex
has degree at least n; and every γ -vertex has degree at least p.
We now turn to the topic of curvature; our curvature arguments are based on those in [6]. We
give a brief description here, but we refer the reader to [6] for further details.
If we have a vertex u in Γ of degree d , we assign an angle of 2π/d to the d corners of regions
around u. If we have a region Δ of Γ of degree k (i.e. a region surrounded by k vertices) where
the vertices have degrees di (1 i  k), then the curvature c(Δ) of Δ is defined to be
(2 − k)π + 2π
k∑
i=1
1
di
.
We will sometimes denote this (up to a permutation of the di ) by c(d1, . . . , dk). It follows from
Euler’s formula that, if Π is a connected spherical picture, then the sum of the curvature of the
regions of Γ (the tessellation of S2) is 4π . In our proofs we will show that this value of 4π
cannot be attained.
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Recall that G = Gm,n,p is the group defined by the presentation
℘ := 〈a, b, c ∣∣ a2, b2, (ab)2, c2, (ac)m, (bc)n, (abc)p〉,
and a dipole is a connected spherical picture over ℘ containing exactly two vertices; an easy
check shows that these must either both be α-vertices or both β-vertices or both γ -vertices. If we
regard ℘ as a two-dimensional CW-complex Z, then π1(Z) is isomorphic to G and the spherical
pictures we consider here represent elements of π2(Z) (see [16]). Note that bridge moves do not
change the free homotopy class.
The presentation ℘ is quasi-aspherical over A∗B if every spherical picture over ℘ containing
at least one vertex fails to be reduced. It follows that, if ℘ is quasi-aspherical, then, as a Zπ1(Z)-
module, π2(Z) is generated by dipoles.
Recall that we are assuming that m, n and p are odd and that m  n  p. Throughout the
paper we will use d(v), d(Δ) (respectively) to denote the degree of the vertex v, region Δ (re-
spectively).
Theorem 5.1. If any of the following conditions hold then ℘ is quasi-aspherical over A ∗B .
(i) m 7;
(ii) m = 5 and (m,n,p) 	= (5,5,5) or (5,5,9);
(iii) m = 3 and n 13;
(iv) m = 3, n = 11 and p  15;
(v) m = 3, n = 9 and either p = 11 or p  19;
(vi) m = 3, n = 7 and either p = 21 or p  43.
Proof. In each case suppose by way of contradiction that Π is a reduced spherical picture over
℘ containing at least one vertex and satisfying the condition that Π has the minimal number of
vertices over all such pictures; in particular Π is connected.
We form the graph Γ from Π as described in Section 4. In what follows we will show in each
case apart from (m,n,p) = (5,5,7), (3,9,11) or (3,7,21) that if Δ is an interior region of Π
then c(Δ) 0. This implies that if Δ˜ is the distinguished region then c(Δ˜) 4π ; we obtain our
contradiction by showing that this cannot happen.
Assume that (m,n,p) /∈ {(5,5,7), (3,9,11), (3,7,21)}. Recall that in Section 4 we observed
that d(v)m,n,p (respectively) for v an α-vertex, β-vertex, γ -vertex (respectively). Moreover
if θ ∈ {α,β, γ } then no two θ vertices are adjacent.
Let Δ be an interior region of Γ . Clearly if c(Δ) > 0 then since each vertex has degree greater
than 2 it follows that 3 d(Δ) 5.
If d(Δ) = 5 then c(Δ) ∈ {c(3,3,3,3,3), c(3,3,3,3,4), c(3,3,3,3,5)}. This is impossible in
(i)–(ii) since there are no vertices of degree 3; and is impossible in (iii)–(vi) since no two vertices
of degree 3 namely α-vertices, are adjacent in Γ .
Let d(Δ) = 4. Then in cases (i)–(ii) it is clear that c(Δ)  c(5,5,5,5) < 0; and in cases
(iii)–(vi) it is clear that c(Δ) c(3,7,3,7) < 0.
Finally let d(Δ) = 3. In case (i) c(Δ) c(7,7,7) < 0; in (ii) if n > 5 then c(Δ) c(5,7,7) <
0 and if n = 5 and p 	= 7 then c(Δ)  c(5,5,11) < 0; in case (iii) c(Δ)  c(3,13,13) < 0; in
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(iv) c(Δ) c(3,11,15) < 0; in (v) if p 	= 11 then c(Δ) c(3,9,19) < 0; and in (vi) if p 	= 21
then c(Δ) c(3,7,43) < 0.
In each of the above cases it follows that c(Δ˜) 4π where Δ˜ is the distinguished region. But
if d(Δ˜) = q then c(Δ˜) [(2 − q)+ q( 23 )]π < 4π and this yields the contradiction.
Assume now that (m,n,p) ∈ {(5,5,7), (3,7,21), (3,9,11)}. For these cases we have found
it easier to work with a labelled graph Γ˜ constructed from Π by taking its dual—in the case
that Π is spherical first contract the boundary ∂D2 to a point, remove it then take the dual. The
labelling of Γ˜ is inherited from the labelling of Π so there are three types of regions in Γ˜ which
we call α-regions, β-regions and γ -regions. An α-region is shown in Fig. 5.1 (and to obtain a
β-region or γ -region replace the corner labels a by b or t). There will now be a distinguished
vertex v0 of degree equal to d(Δ˜) and, given this, a region Δ will be called a boundary region
if Δ contains v0 as a vertex; and interior otherwise. It follows from the assumption made at the
end of Section 3 that each vertex v 	= v0 of Γ˜ involving c must have label c2, that is, has degree 2
so we can modify the regions of Γ˜ by deleting such vertices and the two incident edges and
replacing them with a single edge to deduce that an α-region, β-region, γ -region (respectively)
has degree m,n,p (respectively). A check of the possible labelling also shows that if v 	= v0 is
any interior vertex of Γ˜ then d(v) 	= 5 and if d(v) = 3 then (up to cyclic permutation) l(v), the
label of v, is either abt or atb. These facts will be used in what follows without explicit mention.
Consider first the case (m,n,p) = (5,5,7). If Δ is an interior region of Γ˜ of positive curva-
ture then Δ is an α-region or a β-region and Δ is given by Fig. 5.2 so c(Δ) c(3,3,3,3,4) =
π/6. For each such Δ in Γ˜ distribute the positive curvature c(Δ) as follows. In Fig. 5.2(a) and
(c) add 12c(Δ) π/12 to Δˆ3 and add 14c(Δ) π/24 to each of Δˆ1 and Δˆ2. In Fig. 5.2(b) and (d)
add 12c(Δ) π/12 to each of Δˆ4 and Δˆ5. This completes the description of distribution of cur-
vature. Observe then that if Δˆ receives positive curvature then Δˆ is a γ -region so d(Δˆ) = p  7.
Assume that Δˆ is interior. Since p is odd an easy check shows that Δˆ must contain at least
one vertex v, say, of degree 4 and observe that Δˆ receives at most π/24 across each of its two
edges incident at v. Using c∗(Δˆ) to denote c(Δ) plus all the positive curvature Δˆ receives in the
distribution of curvature it follows that
c∗(Δˆ)
[
(2 − p)+ (p − 1)2
3
+ 2
4
+ (p − 2)
(
1
12
)
+ 2
(
1
24
)]
π
= π/4(7 − p) 0.
Now assume that Δˆ is a boundary region and that d(v0) = k0. If d(Δˆ) = 5 then c∗(Δˆ) 
c(3,3,3,3, k0)+ 3(π/12) = ( 2 − 1 )π < 4π/k0; otherwise d(Δˆ) = 7 and c∗(Δˆ) c(3,3,3,3,k0 6
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3,3, k0) + 5(π/12) = ( 2k0 − 712 )π < 4π/k0. Since c∗(Δˆ)  0 for Δˆ interior it follows that∑
c∗(Δˆ)  4π where the sum is taken over all the boundary regions Δˆ of Γ˜ . But
∑
c∗(Δˆ) <
k0(
4π
k0
) = 4π , again a contradiction.
Now let (m,n,p) = (3,7,21). Thus an α-region, β-region, γ -region (respectively) will have
degree 3, 7, 21 (respectively). Let Δ be an interior region of positive curvature. Then Δ must be
an α-region. An easy check shows that Δ has at most two vertices of degree 3 and so we distribute
1
3c(Δ) 
1
3c(3,3,4) = 5π18 to each of the three neighbouring regions of Δ. This completes the
distribution of curvature for the α-regions. We turn to the β-regions.
Let Δ be an interior β-region of Γ˜ so that c∗(Δ) equals c(Δ) plus any positive curvature Δ
has received from neighbouring interior α-regions. Suppose that Δ is adjacent only to α-regions,
that is, none of the seven neighbouring regions of Δ are γ -regions. Then l(v) = abaw for each
vertex v of Δ and so either d(v) = 4 or d(v) 6. If two of the vertices of an interior α-region
have label abab then the third vertex cannot have degree 3. Since c(3,4,6) = c(4,4,4) = π2 it
follows that c∗(Δ)  c(4,4,4,4,4,4,4) + 7 13c(4,4,4) < 0. Assume then that the β-region Δ
is adjacent to h γ -regions where 1 h 7. If c∗(Δ) > 0 then 1
h
c∗(Δ) is distributed to each of
these h γ -regions apart from in one exceptional case which is described below. We first bound
c∗(Δ) for each value of h in turn.
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h = 7: (See Fig. 5.3(a).) c∗(Δ) = c(Δ) c(4,4,4,4,4,4,4) < 0.
h = 6: c∗(Δ) c(3,3,4,4,4,4,4)+ 5π18 < 0.
h = 5: c∗(Δ) c(3,3,3,3,4,4,4)+ 2( 5π18 ) < 0.
h = 4: c∗(Δ) c(3,3,3,3,3,3,4)+ 3( 5π18 ) = π3 .
h = 3: If Δ has at least two vertices of degree 4 then c∗(Δ)  c(3,3,3,3,3,4,4) + 4( 5π18 ) =
4π
9 ; otherwise c
∗(Δ)  c(3,3,3,3,3,3,4) + 4( 5π18 ) = 11π18 and this case, Type (∗), is
shown in Fig. 5.3(b).
h = 2: If the two γ -regions are adjacent then c∗(Δ)  c(3,3,4,4,4,4,4) + 5( 5π18 ) = 2π9 ; if
the two γ -regions are one edge apart as shown in Fig. 5.3(c) then either each vertex
of Δ has degree at most 4 in which case c∗(Δ) c(3,3,3,3,4,4,4)+ 3. 13c(3,3,4) +
2. 13c(4,4,4) = 2π9 , or Δ has at least one vertex of degree  6 in which case c∗(Δ) 
c(3,3,3,3,4,4,6)+ 4( 5π18 )+ 13c(3,3,6) = 2π9 ; otherwise the two γ -regions are shown
in Fig. 5.3(d), Δ is Type (∗∗), and c∗(Δ) c(3,3,3,3,4,4,4)+ 4( 5π18 )+ 13c(4,4,4) =
4π
9 .
h = 1: c∗(Δ) c(3,3,4,4,4,4,4)+ 2( 5π )+ 4(π ) = π .18 6 18
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It follows that if Δ is an interior β-region not of Type (∗) or Type (∗∗) then 1
h
c∗(Δ) π6 ; if
Δ is of Type (∗) then 1
h
c∗(Δ) 11π54 ; and if Δ is of Type (∗∗) then 1hc∗(Δ) 2π9 .
Let Δˆ be an interior γ -region of Γ˜ . Then Δˆ contains at least one vertex of degree > 3.
Suppose that Δˆ contains exactly one vertex, v say, of degree > 3. If d(v) 	= 4 then d(v) 6 and
c(Δˆ) (−19 + ( 26 )+ 20( 23 ))π = − 96π18 . The most curvature that Δˆ can receive is 5π18 from each
of its eleven neighbouring α-regions and 4π18 from each of its ten neighbouring β-regions giving
a total of at most 95π18 and so c
∗(Δˆ) 0.
Assume therefore that Δˆ has twenty vertices of degree 3 and one vertex of degree 4 so c(Δˆ) =
− 93π18 . Therefore if Δˆ does not receive positive curvature from all of its twenty-one neighbouring
regions then c∗(Δˆ) 0, so assume otherwise, that is, Δˆ receives positive curvature from eleven
α-regions and ten β-regions.
Consider the neighbouring α-region of Δˆ shown in Fig. 5.4(a) or (b) and suppose that
d(v) 	= 4. Then d(v) 6 and the α-region contributes at most 13c(3,3,6) = 2π9 to c∗(Δˆ); more-
over if the β-region Δ ∈ {Δi (1 i  3)} of Fig. 5.4 then Δ will contribute at most π6 to c∗(Δˆ). It
follows that c∗(Δˆ)− 93π18 + 10( 5π18 )+ 2π9 + 9( 2π9 )+ π6 = 0. It can be assumed therefore that Δ
and its neighbours are given by Fig. 5.5 (in this diagram and some others for ease of presentation
we simply place an a in the centre of an α-region or b in the centre of a β-region indicating that
each corner is labelled a or b respectively).
Thus c∗(Δˆ)  (−19 + 24 + 403 )π + 11( 5π18 ) + 8( 4π18 ) + 2( 3π18 ) = 0 unless at least one of Δ1
and Δ2 is of Type (∗). (Observe that since each of Δ1 and Δ2 has three consecutive vertices
of degree 3 neither can be of Type (∗∗).) Suppose that Δ1 is of Type (∗). Then c∗(Δ1)  11π18
and in this case and this case only distribute 311c
∗(Δ1) π6 to each of the regions Δˆ and Δˆ1 of
Fig. 5.6 and distribute the remaining 511c
∗(Δ1) 5π18 to the region Δˆ2. Observe that the vertices
v1 and v2 of Fig. 5.6 each have degree  4 and so if a region receives 5π18 from k neighbouring
β-regions then that region must have at least k + 1 vertices of degree  4. It now follows that if
Δˆ has exactly one vertex of degree 4 then c∗(Δˆ) 0.
Now assume that Δˆ has at least two vertices of degree  4. If Δˆ contains at least five vertices
of degree 4 then c(Δˆ) (−19+5( 24 )+16( 23 ))π = − 105π18 and c∗(Δˆ)− 105π18 +21( 5π18 ) = 0.
If Δˆ contains exactly four vertices of degree  4 then c(Δˆ)− 102π18 . But Δˆ receives 5π18 from
at most three β-regions and so c∗(Δˆ)− 102π + 11( 5π ) + 3( 5π ) + 7( 4π ) < 0. If exactly three18 18 18 18
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vertices of Δˆ have degree 4 then c∗(Δˆ)− 99π18 +11( 5π18 )+2( 5π18 )+8( 4π18 ) < 0; and if exactly
two then c∗(Δˆ)− 96π18 + 11( 5π18 ) + 5π18 + 9( 4π18 ) = 0. In conclusion we have shown that if Δˆ is
an interior γ -region then c∗(Δˆ) 0.
Now assume that Δˆ is a boundary region and that d(v0) = k0. If Δˆ is an α-region then c(Δˆ)
c(3,3, k0) = ( 2k0 + 13 )π and if c(Δˆ) > 2πk0 then distribute 12 (c(Δ) − 2πk0 ) π6 to each of the two
boundary neighbours of Δˆ, thus leaving 2π
k0
< 4π
k0
with Δˆ.
If Δˆ is a boundary γ -region then c∗(Δˆ)  (−19 + 403 + 2k0 )π + 19( 5π18 ) + 2(π6 ) = ( 2k0 −
1
342 )π <
4π
k0
(the 2(π6 ) includes the possibility that Δˆ receives positive curvature from two neigh-
bouring boundary α-regions).
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Let Δˆ be a boundary β-region. If Δˆ receives positive curvature from at most two in-
terior α-regions then c∗(Δˆ)  c(3,3,3,3,3,3, k0) + 2( 5π18 ) + 2(π6 ) < 4πk0 ; if from exactly
three interior α-regions and Δˆ has at least one interior vertex of degree  4 then c∗(Δ) 
c(3,3,3,3,3,4, k0) + 3( 5π18 ) + 2(π6 ) < 4πk0 ; if from exactly three interior α-regions and all the
interior vertices of Δˆ have degree = 3 then Δˆ is given by Fig. 5.7 in which case Δˆ receives
no positive curvature from a boundary region so c∗(Δˆ)  c(3,3,3,3,3,3, k0) + 3( 5π18 ) < 4πk0 ;
if from exactly four interior α-regions and Δˆ has at least three interior vertices of degree  4
then c∗(Δˆ)  c(3,3,3,4,4,4, k0) + 4( 5π18 ) + 2(π6 ) < 4πk0 , otherwise Δˆ must have exactly two
interior vertices of degree 4 but again receives no positive curvature from a boundary neighbour
so c∗(Δˆ) c(3,3,3,3,4,4, k0)+ 4( 5π18 ) < 4πk0 ; and finally if from exactly five interior α-regions
then c∗(Δˆ)  c(3,3,4,4,4,4, k0) + 3(π6 ) + 2( 5π18 ) + 2(π6 ) < 4πk0 . Since c∗(Δˆ) < 4πk0 for each
boundary region Δˆ we get a contradiction as before.
Finally consider (m,n,p) = (3,9,11). As in the case (m,n,p) = (3,7,21) if Δ is an interior
region of Γ˜ of positive curvature then Δ is an α-region and again distribute 13c(Δ)
5π
18 to each
of its neighbouring regions.
Suppose now that Δ is an interior β-region of Γ˜ . Then Δ has at most eight vertices of
degree 3 and we treat each case in turn. If Δ has no vertices of degree 3 then c∗(Δ) 
c(4,4,4,4,4,4,4,4,4) + 9( 5π18 ) = − 45π18 + 45π18 = 0. If Δ has exactly one vertex of degree 3
then since Δ must be adjacent to at least one γ -region c∗(Δ)  − 42π18 + 8( 5π18 ) < 0. Let Δ
have exactly two vertices of degree 3. If Δ has at most seven neighbouring α-regions then
c∗(Δ)  − 39π18 + 7( 5π18 ) < 0; or if Δ has at least one vertex of degree > 4 then c∗(Δ) 
c(3,3,4,4,4,4,4,4,6) + 8( 5π18 ) < 0. This leaves the case when the two vertices of Δ of de-
gree 3 are adjacent, the remaining vertices of Δ each has degree 4 and Δ is adjacent to eight
α-regions. But then c∗(Δ)− 3918π + 2( 5π18 ) + 6. 13c(4,4,4) < 0. If Δ has exactly three vertices
of degree 3 then c∗(Δ)  − 3618π + 7( 5π18 ) < 0. Let Δ have exactly four vertices of degree 3.
If Δ has at most six neighbouring α-regions then c∗(Δ)  − 3318π + 6( 5π18 ) < 0; or if Δ has at
least one vertex of degree > 4 then c∗(Δ) c(3,3,3,3,4,4,4,4,6) + 7( 5π18 ) < 0. It can be as-
sumed therefore that Δ has five vertices of degree 4 and is adjacent to seven α-regions. But a
straightforward check shows that at most four of the seven α-regions can have curvature 5π18 and
so c∗(Δ)  − 3318π + 4( 5π18 ) + 3. 13c(3,4,4) < 0. If Δ has exactly five vertices of degree 3 then
c∗(Δ)  − 3018π + 6( 5π18 ) = 0. Suppose that Δ has exactly six vertices of degree 3. If Δ has at
most five neighbouring α-regions then c∗(Δ)− 27π + 5( 5π ) < 0; or if Δ has at least one ver-18 18
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tex of degree > 4 then c∗(Δ)− 3018π + 6( 5π18 ) = 0. It can be assumed therefore that Δ has three
vertices of degree 4 and is adjacent to six α-regions. If c∗(Δ) > 0 then a straightforward check
shows that there are four possibilities for Δ and these are shown in Fig. 5.8.
In Fig. 5.8(a) and (b) observe that d(v3)  4 and distribute c∗(Δ)  − 2718π + 5( 5π18 ) +
1
3c(4,4,4) = π18 to the region Δˆ indicated and note that in both cases d(v1) = d(v2) = 3. In
Fig. 5.8(c) it is assumed that d(vi) = 3 for 1  i  6 and distribute 13c∗(Δ)  13 (− 2718π +
6( 5π18 )) = π18 to the regions Δˆi (1 i  3) shown. If at least two of the vertices vi in Fig. 5.8(c)
have degree > 3 then they have degree  6 and so c∗(Δ)  0. This leaves (up to cyclic per-
mutation) the case Δ of Fig. 5.8(d) in which d(v1)  6 and so add c∗(Δ)  − 2718π + 5( 5π18 ) +
1
3c(3,4,6) = π18 to the region Δˆ shown and note again that d(v2) = d(v3) = 3. Let Δ have ex-
actly seven vertices of degree 3. If Δ has at most four neighbouring α-regions then c∗(Δ) 
− 2418π + 4( 5π18 ); or if Δ has at least one vertex of degree > 4 then c∗(Δ)− 2718π + 5( 5π18 ) < 0.
It can be assumed therefore that Δ has two vertices of degree 4 and is adjacent to exactly five
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α-regions each having curvature c(3,3,4) = 5π18 . But any attempt at labelling shows that such a
Δ does not exist and so c∗(Δ)  0. Finally suppose that Δ has eight vertices of degree 3. If Δ
has at most four neighbouring α-regions then c∗(Δ)  − 2118π + 4( 5π18 ) < 0. It can be assumed
therefore that Δ is given by Fig. 5.9 in which case add 12c
∗(Δ) 12 (− 2118π +5( 5π18 )) = 2π18 to each
of the regions Δˆ1 and Δˆ2 shown noting this time that d(vi) 4 for 1 i  3. This completes the
description of distribution of curvature and it remains to show that if Δˆ is an interior γ -region
then c∗(Δˆ) 0.
Let Δˆ be an interior γ -region. Then Δˆ has h vertices of degree 3 where 0 h 10 and we
deal with each value of h in turn.
h = 0: c∗(Δˆ) c(Δ)+ 11( 5π18 )− 6318π + 5518π < 0.
h = 1: c∗(Δˆ)− 6018π + 11( 5π18 ) < 0.
h = 2: c∗(Δˆ)− 5718π + 11( 5π18 ) < 0.
h = 3: In this case Δˆ must be adjacent to at least two β-regions and so c∗(Δˆ)  − 5418π +
9( 5π18 )+ 2( 2π18 ) < 0.
h = 4: c∗(Δˆ)− 5118π + 9( 5π18 )+ 2( 2π18 ) < 0.
h = 5: c∗(Δˆ)− 4818π + 8( 5π18 )+ 3( 2π18 ) < 0.
h = 6: Since c(Δˆ)− 4518π it follows that c∗(Δˆ) 0 unless Δˆ receives 5π18 from eight neigh-
bouring α-regions and 2π18 from three neighbouring β-regions. But a straightforward
check shows this to be impossible.
h = 7: Since Δˆ has four vertices of degree  4 it follows from the note “d(vi)  4 for 1 
i  3” in the description of distribution of curvature of the β-regions having eight ver-
tices of degree 3 that Δˆ receives 2π18 from at most three β-regions and so c
∗(Δˆ) 
− 4218π + 7( 5π18 )+ 3( 2π18 )+ π18 = 0.
h = 8: Since Δˆ can be adjacent to at most seven α-regions it follows that if Δˆ receives at most
π from each of its adjacent β-regions then c∗(Δˆ)− 39π + 7( 5π )+ 4( π ) = 0. Since18 18 18 18
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Δˆ has three vertices of degree  4 it follows as in the case h = 7 that Δˆ can receive
2π
18 from at most two adjacent β-regions. If Δˆ is adjacent to at most six α-regions then
c∗(Δˆ)  − 39π18 + 6( 5π18 ) + 2( 2π18 ) + 3( π18 ) < 0. Assuming that c∗(Δˆ) > 0 there remain
three possibilities for Δˆ and these are shown in Fig. 5.10(a)–(c). In Fig. 5.10(a) observe
that 13c(Δ1) 
1
3c(3,4,4) = 4π18 and of the four neighbouring β-regions only Δ2 can
contribute more than π18 and so c
∗(Δˆ)  − 3918π + 6( 5π18 ) + 4π18 + 2π18 + 3( π18 ) = 0. In
Fig. 5.10(b) and (c) observe that the β-regions Δ1 and Δ2 contribute no positive curva-
ture to Δˆ (since, for example, d(v1) = 4 but d(v2) = 3 in Fig. 5.10(b) it follows from
the description of distribution of curvature of β-regions that no curvature is distributed
from Δ1 to Δˆ) and so c∗(Δˆ)− 3918π + 7( 5π18 )+ 2( 2π18 ) = 0 in both cases.
h = 9: c∗(Δˆ)− 36π + 6( 5π )+ 2π + 4( π ) = 0.18 18 18 18
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and so it can be assumed that Δˆ is given by Fig. 5.10(d). But again the β-regions Δ1 and
Δ2 do not contribute any curvature to Δˆ and so c∗(Δˆ) −33π18 + 6( 5π18 )+ 3( π18 ) = 0.
We have shown that c∗(Δˆ) 0 for Δˆ an interior γ -region so let Δˆ be a boundary region and
once more d(v0) = k0. If Δˆ is an α-region then c∗(Δˆ) = c(Δˆ)  c(3,3, k0) = ( 2k0 + 13 )π and,
as before, if c(Δˆ) > 2π
k0
then distribute 12 (c(Δˆ) − 2πk0 ) π6 to each of the two boundary regions
adjacent to Δˆ. Once more this leaves at most 2π
k0
with Δˆ.
Let Δˆ be a β-region. If Δˆ contains at least four interior vertices of degree  4 then c∗(Δˆ)
c(3,3,3,3,4,4,4,4, k0)+7( 5π18 )+2(π6 ) < 2πk0 ; if exactly two or three interior vertices of degree
 4 then c∗(Δˆ) c(3,3,3,3,3,3,4,4, k0) + 6( 5π18 ) + 2(π6 ) = 2πk0 ; if exactly one interior vertex
of degree  4 then c∗(Δˆ) c(3,3,3,3,3,3,3,4, k0)+ 5( 5π18 )+ 2(π6 ) < 2πk0 ; and if each interior
vertex has degree 3 then c∗(Δˆ) (−30π18 + 2πk0 )+ 3( 5π18 )+ 2( 3π18 ) < 2πk0 .
Now let Δˆ be a γ -region. If at least three of the interior vertices of Δˆ have degree  4 then
c∗(Δˆ)  (−9 + 2
k0
+ 64 + 143 )π + 9( 5π18 ) + 2(π6 ) = 2πk0 ; if exactly two then Δˆ is adjacent to at
most seven interior α-regions and so c∗(Δˆ)  −48π18 + 2πk0 + 7( 5π18 ) + 2( 2π18 ) + 2( 3π18 ) < 2πk0 ; if
exactly one then c∗(Δˆ) −45π18 + 2πk0 + 6( 5π18 )+ 3( 2π18 )+ 2( 3π18 ) < 2πk0 ; and if none then c∗(Δˆ)−42π
18 + 2πk0 + 4( 5π18 )+ 5( 2π18 )+ 2( 3π18 ) < 2πk0 .
In all cases c∗(Δˆ) < 4π
k0
and this yields a contradiction as before. 
We say that the group Gm,n,p does not collapse if |a| = |b| = |ab| = |c| = 2, |ac| = m,
|bc| = n and |abc| = p.
Theorem 5.2. If m, n and p satisfy any of the hypotheses of Theorem 5.1 then Gm,n,p does not
collapse.
Proof. Clearly it is enough to show that |ac| = m, |bc| = n and |abc| = p. Suppose that m,
n and p satisfy one of (i)–(vi) of Theorem 5.1 but (m,n,p) /∈ {(5,5,7), (3,7,21), (3,9,11)}
and suppose by way of contradiction that there is collapse. Let Π be a reduced picture with
boundary label (ac)s1 or (bc)s2 or (abc)s3 where 1  s1 < m, 1  s2 < n and 1  s3 < p. We
form the graph Γ from Π as described in Section 4 and obtain a tessellation of the sphere S2
by contracting the boundary of Γ to a point v0 of degree = k0, say. Now if Δ is an interior
region of Γ , that is, Δ does not have v0 as one of its vertices then it follows from the proof of
Theorem 5.1 that c(Δ)  0 and so
∑
c(Δˆ) 4π where the sum is taken over all the boundary
regions Δˆ of Γ (those regions having v0 as a vertex). But if m 7 then c(Δˆ) c(7,7, k0) = 2πk0 −
3π
7 ; if m = 5 then c(Δˆ) c(5,5, k0) = 2πk0 − π5 ; and if m = 3 then c(Δˆ) c(3,7, k0) = 2πk0 − π21 .
In each case c(Δˆ) < 4π
k0
and this yields a contradiction as before in the proof of Theorem 5.1.
Finally if (m,n,p) ∈ {(5,5,7), (3,7,21), (3,9,11)} then any collapse in fact forces Gm,n,p to
be the trivial group (see Table 1 in Section 2). But it follows from Theorem 5.1 that no spherical
picture over ℘ has for example boundary label a non-trivial element of 〈c|c2〉, that is, |c| = 2,
a contradiction. 
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Let
A
ψ
φ
B
C D
be a pushout of groups. If KA, KB and KC are Eilenberg–Maclane spaces of types K(A,1),
K(B,1) and K(C,1), respectively, and if ψˆ : KA → KB and φˆ : KA → KC denote the contin-
uous maps realising ψ and φ at the fundamental group level, then we can form a space X with
π1(X) = D by setting X = M(ψˆ)∪KA M(φˆ), where M(·) denotes the mapping cylinder. We say
that the pushout is geometrically Mayer–Vietoris if X is aspherical, i.e. a K(D,1) space. If this
is the case, then the following fact can be deduced (see [16, Section 5]; [8, Section 4]): if A, B
and C is each of type FPQ, then so is D, and, moreover,
χQ(D) = χQ(B)+ χQ(C)− χQ(A),
where χQ is the rational Euler characteristic.
Proof of main theorem. It was pointed out in the introduction that if (m,n,p) is one of the
possibilities in (i)–(ix) in the statement of the main theorem then Gm,n,p is finite. So we must
show that if (m,n,p) is not in (i)–(ix) and (m,n,p) /∈ {(3,8,13), (3,7,19)} then Gm,n,p is an
infinite group. It follows from Section 2 that it can be assumed that m, n and p are odd integers.
Suppose that m, n and p satisfy one of the conditions (i)–(vi) of Theorem 5.1. If we take
A = 〈x, y, t | 〉; B = 〈x, y, t | xm,yn, tp〉; and C = 〈a, b, c | a2, b2, (ab)2, c2〉; and if we define
ψ : A → B by xψ = x, yψ = y, tψ = t , and define φ : A → C by xφ = ac, yφ = bc and
tψ = abc then D in the pushout is isomorphic to Gm,n,p . Since Gm,n,p does not collapse we can
use arguments similar to that in [8] to show that the pushout is geometrically Mayer–Vietoris, in
which case, if Gm,n,p is finite of order N say then we would have
1
N
= χQ(B)+ χQ(C)− χQ(A)
=
(
1
m
+ 1
n
+ 1
p
− 2
)
+
(
1
4
+ 1
2
− 1
)
− (1 − 3)
and each of m,n,p divides N . These conditions force 5  m  11 and for each choice of m
there are only finitely many choices for (n,p). A case-by-case check shows that there are exactly
25 solutions for such (m,n,p), namely the 25 examples of Lemma 2.5, a contradiction, since
Gm,n,p is infinite in each of these cases.
It follows from an inspection of (i)–(vi) of Theorem 5.1 that the proof is complete except for
when (m,n,p) is one of the 16 examples of Lemma 2.4. But these are all infinite groups and
hence the result. 
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