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Abstract
We first consider a method of centering and a change of variable
formula for a quantum integral. We then present three types of quan-
tum integrals. The first considers the expectation of the number of
heads in n flips of a “quantum coin.” The next computes quantum
integrals for destructive pairs examples. The last computes quantum
integrals for a (Lebesgue)2 quantum measure. For this last type we
prove some quantum counterparts of the fundamental theorem of cal-
culus.
1 Introduction
Quantum measure theory was introduced by R. Sorkin in his studies of the
histories approach to quantum mechanics and quantum gravity [7]. Since
then, he and several other authors have continued this study [1, 2, 6, 8, 9, 10]
and the author has developed a general quantum measure theory for infinite
cardinality spaces [3]. Very recently the author has introduced the concept
of a quantum integral [4]. Although this integral generalizes the classical
Lebesgue integral, it may exhibit unusual behaviors that the Lebesgue in-
tegral does not. For example, the quantum integral may be nonlinear and
nonmonotone. Because of this possible nonstandard behavior we lack intu-
ition concerning properties of the quantum integral. To help us gain some
intuition for this new integral, we present various examples of quantum in-
tegrals.
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The paper begins with a method of centering and a change of variable
formula for a quantum integral. Examples of centering and variable changes
are given. We also consider quantum integrals over subsets of the measure
spaces. We then present three types of quantum integrals. The first considers
the expectation an of the number of heads in n flips of a “quantum coin.”
We prove that an asymptotically approaches the classical value n/2 as n ap-
proaches infinity, and numerical data are given to illustrate this. The next
computes quantum integrals for destructive pairs examples. The functions
integrated in these examples are monomials. The last computes quantum in-
tegrals for (Lebesgue)2 quantum measure. For this last type , some quantum
counterparts of the fundamental theorem of calculus are proved.
2 Centering and Change of Variables
If (X,A) is a measurable space, a map µ : A → R+ is grade-2 additive [1, 2,
3, 7], if
µ (A ∪ B ∪ C) = µ (A ∪ B) + µ (A ∪ C) + µ (B ∪ C)− µ(A)− µ(B)− µ(C)
for any mutually disjoint A,B,C ∈ A where A∪ B denotes A∪B whenever
A ∩ B 6= ∅. A q-measure is a grade-2 additive map µ : A → R+ that also
satisfies the following continuity conditions [3]
(C1) For any increasing sequence Ai ∈ A we have
µ (∪Ai) = lim
i→∞
µ(Ai)
(C2) For any decreasing sequence Bi ∈ A we have
µ (∩Ai) = lim
i→∞
µ(Ai)
A q-measure µ is not always additive, that is, µ (A ∪ B) 6= µ(A)+µ(B) in
general. A q-measure space is a triple (X,A, µ) where (X,A) is a measurable
space and µ : A → R+ is a q-measure [2, 3, 7]. Let (X,A, µ) be a q-measure
space and let f : X → R be a measurable function. It is shown in [4] that
the following real-valued functions of λ ∈ R are Lebesgue measurable:
λ 7→ µ ({x : f(x) > λ}) , λ 7→ µ ({x : f(x) < −λ})
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We define the quantum integral of f to be∫
fdµ =
∫ ∞
0
µ ({x : f(x) > λ}) dλ−
∫ ∞
0
µ ({x : f(x) < −λ}) dλ (2.1)
where dλ is Lebesgue measure on R. If µ is an ordinary measure (that is;
µ is additive) then
∫
fdµ is the usual Lebesgue integral [4]. The quantum
integral need not be linear or monotone. That is,
∫
(f+g)dµ 6= ∫ fdµ+∫ gdµ
and
∫
fdµ 6≤ ∫ gdµ whenever f ≤ g, in general. However, the integral is
homogenious in the sense that
∫
αfdµ = α
∫
fdµ, for α ∈ R.
Definition (2.1) gives the number zero a special status which is unimpor-
tant when µ is a measure, but which makes a nontrivial difference when µ is
a general q-measure. It may be useful in applications to define for a ∈ R the
a-centered quantum integral∫
fdµa =
∫ ∞
a
µ
[
f−1(λ,∞)] dλ− ∫ ∞
−a
µ
[
f−1(−∞,−λ)] dλ
=
∫ ∞
a
µ
[
f−1(λ,∞)] dλ− ∫ a
−∞
µ
[
f−1(−∞, λ)] dλ (2.2)
Of course,
∫
fdµ0 =
∫
fdµ but we shall omit the subscript 0. Our first result
shows how to compute
∫
fdµa when f is a simple function.
Lemma 2.1. Let f =
∑n
i=1 αiχAi be a simple function with Ai ∩ Aj = ∅,
i 6= j, ∪ ni=1Ai = X. If α1 < · · ·αm ≤ a < αm+1 < · · · < αn then∫
fdµa = (αm+1 − a)µ
(
n⋃
i=m+1
 Ai
)
+ (αm+2 − αm−1)µ
(
n⋃
i=m+2
 Ai
)
+ · · ·+ (αn − αn−1)µ(An)−
[
(a− αm)µ
(
m⋃
i=1
 Ai
)
−(αm − αm−1)µ
(
m−1⋃
i=1
 Ai
)
+ · · ·+ (α2 − α1)µ(A1)
]
(2.3)
3
= α1µ(A1) + α2[µ (A1 ∪ A2)− µ(A1)] + · · ·+ αm[µ (A1 ∪ Am)
+ · · ·+ µ (Am−1 ∪ Am)− µ(A1)− · · · − µ(Am−1)− (m−2)µ(Am)]
+ αm+1[µ (Am+1 ∪ Am+2) + · · ·+ µ (Am+1 ∪ An)
− (n−m− 2)µ(Am+1)− µ(Am−2)− · · · − µ(An)]
+ · · ·+ αn−1[µ (An−1 ∪ An)− µ(An)] + αnµ(An)
− a
[
µ
(
m⋃
i=1
 Ai
)
+ µ
(
n⋃
i=m+1
 Ai
)]
(2.4)
Proof. Equation (2.3) is a straightforward application of the definition (2.2).
We can rewrite (2.3) as∫
fdµa = αm+1
[
µ
(
n⋃
i=m+1
 Ai
)
− µ
(
n⋃
i=m+2
 Ai
)]
+ αm+2
[
µ
(
n⋃
i=m+2
 Ai
)
− µ
(
n⋃
i=m+3
 Ai
)]
+ · · ·+ αn−1 [µ (An−1 ∪ An)− µ(An)] + αnµ(An) + α1µ(A1)
+ α2
[
µ
(
2⋃
i=1
 Ai
)
− µ(A1
]
+ α3
[
µ
(
3⋃
i=1
 Ai
)
− µ
(
2⋃
i=1
 Ai
)]
+ · · ·+ αm
[
µ
(
m⋃
i=1
 Ai
)
− µ
(
m−1⋃
i=1
 Ai
)]
− a
[
µ
(
m⋃
i=1
 Ai
)
+ µ
(
n⋃
i=m+1
 Ai
)]
Applying Theorem 3.3 [3] the result follows.
Corollary 2.2. If µ is a measure and f is integrable, then∫
fdµa =
∫
fdµ− aµ(X)
Proof. By (2.4) the formula holds for simple functions. Approximate f by an
increasing sequence of simple functions and apply the monotone convergence
theorem.
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As an illustration of Lemma 2.1, let f = aχA + bχB be a simple function
with A ∩ B = ∅, A ∪B = X , 0 ≤ a < b. By (2.4) we have∫
fdµ = a [µ (A ∪ B)− µ(B)] + bµ(B)
This also shows that the quantum integral is nonlinear because if µ (A ∪ B) 6=
µ(A) + µ(B) then∫
(aχA + bχB)dµ =
∫
fdµ 6= aµ(A) + bµ(B) = a
∫
χAdµ+ b
∫
χBdµ
Corollary 2.2 shows that if µ is a measure, then
∫
fdµa is just a translation
of
∫
fdµ by the constant aµ(X) for all integrable f . We now show that this
does not hold when µ is a general q-measure.
Example 1. Let a > 0 be a fixed constant and let f = cχA be a simple
function with c 6= 0 and A 6= ∅, X . We can write f in the canonical form
f = 0χA′ + cχA
where A′ is the complement of A. By Lemma 2.1 we have that∫
fdµ = cµ(A) and applying (2.4) to the various cases we obtain the
following:
Case 1. If 0 < a < c, then α1 = 0, α2 = c, α1 < a < α2, A1 = A
′ and
A2 = A. We compute∫
fdµa = aµ(A
′) + cµ(A)− a [µ(A′) + µ(A)]
=
∫
fdµ− a [µ(A′) + µ(A)]
Case 2. If 0 < c < a, then α1 = 0, α2 = c, α1 < α2 < a, A1 = A
′ and
A2 = A. We compute∫
fdµa = 0µ(A
′) + c [µ(X)− µ(A′)]− aµ(X)
=
∫
fdµ− c [µ(A) + µ(A′)− µ(X)]− aµ(X)
Case 3. If c < 0 < a, then α1 = c, α2 = 0, α1 < α2 < a, A1 = A and
A2 = A
′. We compute∫
fdµa = cµ(A) + 0 [µ(X)− µ(A)]− aµ(X) =
∫
fdµ− aµ(X)
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We now derive a change of variable formula. Suppose g is an increasing
and differentiable function on R and let g−1(±∞) = lim
λ→±∞
g−1(λ). If f : X →
R is measurable, then so is g ◦ f and we have∫
g ◦ fdµa =
∫ ∞
a
µ [{x : g ◦ f(x) > λ}] dλ−
∫ a
−∞
µ [{x : g ◦ f(x) < λ}] dλ
=
∫ ∞
a
µ
[{
x : f(x) > g−1(λ)
}]
dλ−
∫ a
−∞
[{
x : f(x) < g−1(λ)
}]
dλ
Letting t = g−1(λ), g(t) = λ, g′(t)dt = dλ, by the usual change of variable
formula we obtain∫
g ◦ fdµa (2.5)
=
∫ g−1(∞)
g−1(a)
µ [{x : f(x) > t}] g′(t)dt−
∫ g−1(a)
g−1(−∞)
µ [{x : f(x) < t}] g′(t)dt
For example, if f ≥ 0, letting g(t) = tn we have∫
fndµ =
∫ ∞
0
µ [{x : f(x) > t}]ntn−1dt (2.6)
As with the Lebesgue integral, if A ∈ A we define∫
A
fdµ =
∫
χAdµ
We then have∫
A
fdµ =
∫ ∞
0
µ [{x : χA(x)f(x) > λ}] dλ−
∫ ∞
0
µ [{x : χA(x)f(x) < −λ}] dλ
=
∫ ∞
0
µ
[
A ∩ f−1(λ,∞)] dλ− ∫ ∞
0
µ
[
A ∩ f−1(−∞,−λ)] dλ
=
∫ ∞
0
{
µ
[
A ∩ f−1(λ,∞)]− µ [A ∩ f−1(−∞,−λ)]} dλ
Now (A,A ∩ A) is a measurable space and it is easy to check that µA(B) =
µ(A ∩ B) is a q-measure on A ∩ A so (A,A ∩ A, µA) is a q-measure space.
Hence, for a measurable function f : X → R, the restriction f | A : A → R
is measurable and ∫
A
fdµ =
∫
f | AdµA
Similar definitions apply to the centered integrals
∫
A
fdµa.
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3 A Quantum Coin
If we flip a coin n times the resulting sample space Xn consists of 2
n outcomes
each being a sequence of n heads or tails. For example, a possible outcome
for 3 flips is HHT and X2 = {HH,HT, TH, TT}. If this were an ordinary
fair coin then the probability of a subset A ⊆ Xn would be |A| /2n where |A|
is the cardinality of A. However, suppose we are flipping a “quantum coin”
for which the probability is replaced by the q-measure µn(A) = |A|2 /22n.
It is easy to check that µ is indeed a q-measure. In fact the square of any
measure is a q-measure.
Let fn : Xn → R be the random variable that gives the number of heads
in n flips. For example, f3(HHT ) = 2. For an ordinary coin the expectation
of fn is n/2. We are interested in computing the “quantum expectation”∫
fndµn for a “quantum coin.” For the case n = 1 we have X1 = {x1, x2}
with f1(x1) = 1, f1(x2) = 0. Then f1 = χ{x1} and by (2.3) we have∫
f1dµ1 = µ1 ({x1}) = 1
4
For the case n = 2, we have X2 = {x1, x2, x3, x4} with f2(x1) = 2, f2(x2) =
f2(x3) = 1, f2(x4) = 0. Then
f2 = χ{x2,x3} + 2χ{x1}
and by (2.3) we have∫
f2dµ2 = µ2 ({x1, x2, x3}) + µ2 ({x1}) = 9
16
+
1
16
=
5
8
Continuing this process, X3 = {x1, . . . , x8} and
f2 = χ{x5,x6,x7} + 2χ{x2,x3,x4} + 3χ{x1}
By (2.3) we obtain∫
f3dµ3 = µ3 ({x1, . . . , x7}) + µ3 ({x1, . . . , x4}) + µ3 ({x1})
=
49
64
+
16
64
+
1
64
=
33
32
7
For 4 flips, X4 = {x1, . . . , x16} and∫
f4dµ4 = µ4 ({x1, . . . , x15}) + µ4 ({x1, . . . , x11})
+ µ4 ({x1, . . . , x5}) + µ ({x1})
=
152 + 112 + 52 + 1
162
=
93
64
For 5 flips, X5 = {x1, . . . , x32} and∫
f5dµ5 = µ5 ({x1, . . . , x31}) + µ5 ({x1, . . . , x26}) + µ5 ({x1, . . . , x16})
+ µ5 ({x1, . . . , x6}) + µ ({x1})
=
312 + 262 + 162 + 62 + 1
322
=
965
512
Letting an =
∫
fndµn we have that
a1 =
1
22
(
1
0
)2
a2 =
1
24
{(
2
0
)2
+
[(
2
0
)
+
(
2
1
)]2}
a3 =
1
26
{(
3
0
)2
+
[(
3
0
)
+
(
3
1
)]2
+
[(
3
0
)
+
(
3
1
)
+
(
3
2
)]2}
...
an =
1
22n
{(
n
0
)2
+
[(
n
0
)
+
(
n
1
)]2
+ · · ·+
[(
n
0
)
+
(
n
1
)
+· · ·+
(
n
n− 1
)]2}
We shall show that an asymptotically approaches the classical value n/2 for
large n; that is
lim
n→∞
2an
n
= 1 (3.1)
As numerical evidence for this result the first seven values of 2an/n are:
0.5000, 0.6250, 0.6875, 0.7266, 0.7539, 0.7749, 0.7905 and the twentieth value
is 0.8737. The next result shows that the quantum expectation does not
exceed the classical expectation.
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Lemma 3.1. For all n ∈ N, ∫ fndµn ≤ n/2.
Proof. Letting Ai = f
−1
n ({i}), i = 1, . . . , n, applying (2.4) we obtain∫
fndµn = [µn (A1 ∪ A2) + · · ·+ µn (A1 ∪ An)− (n− 2)µn(A1)
− µn(A2)− · · · − µn(An)]
+ 2[µn (A1 ∪ A3) + · · ·+ µn (A2 ∪ An)− (n− 3)µn(A2)
− µn(A3)− · · · − µn(An)]
...
+ (n− 1)[µn (An−1 ∪ An)− µn(An)] + nµn(An)
=
1
22n
{
|A1 ∪ A2|2 + · · ·+ |A1 ∪ An|2 − (n− 2) |A1|2 − |A2|2
− · · · − |An|2
+ 2[|A1 ∪ A3|2 + · · ·+ |A1 ∪ An|2 − (n− 3) |A2|2 − |A3|2
− · · · − |An|2]
...
+(n− 1)[|An−1 ∪ An|2 − |An|2] + n |An|2
}
=
1
22n
{|A1|2 + 2 |A1| (|A2|+ · · ·+ |An|)
+ 2
[|A2|2 + 2 |A2| (|A3|+ · · ·+ |An|)]
+ · · ·+ (n− 1) [|An−1|2 + 2 |An−1| |An|]+ n |An|2}
By the binomial theorem we conclude that∫
fndµn =
1
22n
{|A1| [1 + 2 (2n − |A1| − 1)]
+ 2 |A2| [1 + 2 (2n − |A2| − |A1| − 1)]
+ · · ·+ (n− 1) |An−1| [1 + 2 (2n − |An−1| − · · · − |A1| − 1)]
+n |An| [2n − 1− |A1| − |A2| − · · · − |An−1|]}
≤ 1
22n
[|A1| 2n + 2 |A2| 2n + · · ·+ n |An| 2n]
=
1
2n
(|A1|+ 2 |A2|+ · · ·+ n |An|) = n
2
where the last equality follows from the classical expectation.
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We now give an in closed form and prove (3.1).
Theorem 3.2. (a) For all n ∈ N we have
an =
1
2
[
n + 2−
(
n
(
2n
n
)
+ 2
22n
)]
(b) Equation (3.1) holds.
Proof. (a) Letting
bn =
(
n
0
)2
+
[(
n
0
)
+
(
n
1
)]2
+ · · ·+
[(
n
0
)
+
(
n
1
)
+ · · ·+
(
n
n− 1
)]2
it is shown in [5] that
bn = (n+ 2)2
2n−1 − 1
2
n
(
2n
n
)
− 1
Since an = bn/2
2n, the result follows.
(b) By Stirling’s formula we have the asymptotic approximation
n! ≈
√
2pin
nn
en
for large n. Hence,
lim
n→∞
1
22n
(
2n
n
)
= lim
n→∞
1
22n
(2n)!
(n!)2
= lim
n→∞
1
22n
√
2pin (2n)2n
e2n
· e
2n
2pinn2n
= lim
n→∞
1√
2pin
= 0
Hence,
lim
n→∞
2an
n
= lim
n→∞
(
n + 2
n
)
− lim
n→∞
(
2n
n
)
+ 2
22n
= 1
The next example illustrates the a-centered integral
∫
f2dµ2a for two flips
of a “quantum coin.”
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Example 2. The following computations result from applying (2.3). If
a ≤ 0, then∫
f2dµ2a = (0− a)µ ({x1, x2, x3, x4}) + µ ({x1, x2, x3})− µ ({x1})
=
5
8
− a
If 0 ≤ a ≤ 1, then∫
f2dµ2a = (1− a)µ ({x1, x2, x3}) + µ ({x1})− (a− 0)µ ({x4})
= (1− a) 9
16
+
1
16
− 1
16
a =
5
8
− 5
8
a
If 1 ≤ a ≤ 2, then∫
f2dµ2a = (2− a)µ ({x1})− (a− 1)µ ({x2, x3, x4})− µ ({x4})
= (2− a) 1
16
− (a− 1) 9
16
− 1
16
=
5
8
− 5
8
a
If 2 ≤ a, then∫
f2dµ2a = − [(a− 2)µ ({x1, x2, x3, x4}) + µ ({x2, x3, x4}) + µ ({x4})]
= −
[
(a− 2) + 9
16
+
1
16
]
=
11
8
− a
We conclude that
∫
f2dµ2n is piecewise linear as a function of a.
4 Destructive Pairs Examples
Consider X = [0, 1] as consisting of particles for which pairs of the form
(x, x+3/4), x ∈ [0, 1/4] are destructive pairs (or particle-antiparticle pairs).
Thus, particles in x ∈ [0, 1/4] annihilate their counterparts in [3/4, 1] while
particles in (1/4, 3/4) do not interact with other particles. Let B(X) be the
set of Borel subsets of X and let ν be Lebesgue measure on B(X). For
A ∈ B(X) define
µ(A) = ν(A)− 2ν ({x ∈ A : x+ 3/4 ∈ A})
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Thus, µ(A) is the Lebesgue measure of A after the destructive pairs in A
annihilate each other. For example, µ ([0, 1]) = 1/2 and µ ([0, 3/4]) = 3/4.
It can be shown that (X,B(X), µ) is a q-measure space [3].
Letting f(x) = x and 0 < b ≤ 1 we shall compute∫ b
0
f(x)dµ =
∫
[0,b]
f(x)dµ
We first define
F (λ) = µ
({
x : fχ[0,b](x) > λ
})
= µ ({x ∈ [0, b] : x > λ}) = µ ((λ, b])
If b ≤ 3/4 then
F (λ) =
{
b− λ if λ ≤ b
0 if λ > b
We obtain ∫ b
0
xdµ =
∫ b
0
F (λ)dλ =
∫ b
0
(b− λ)dλ = b
2
2
which is the expected classical result because there is no interference (anni-
hilation).
Now suppose that b ≥ 3/4 in which case there is interference. If λ ≥
b− 3/4, then F (λ) = b− λ as before. If λ < b− 3/4, then
F (λ) = (b− λ)− 2
(
b− 3
4
− λ
)
=
3
2
+ λ− b
We then obtain∫ b
0
xdµ =
∫ b
0
F (λ)dλ =
∫ b−3/4
0
(
3
2
+ λ− b
)
dλ+
∫ b
b−3/4
(b− λ)dλ
=
3
2
b− 9
16
− 1
2
b2
For example,
∫ 1
0
xdµ = 7/16 which is slightly less that
∫ 1
0
xdλ = 1/2. Of
course, interference is the cause of this difference. Also,
∫ 3/4
0
xdµ = 9/32
which agrees with
∫ 3/4
0
xdx as shown in the b ≤ 3/4 case.
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We next compute
∫ b
0
xndµ. If b ≤ 3/4, then by our change of variable
formula we have ∫ b
0
xndµ = n
∫ b
0
(b− λ)λn−1dλ = b
n+1
n+ 1
in agreement with the classical result. If b ≥ 3/4, we obtain by the change
of variable formula∫ b
0
xndµ = n
∫ b
0
F (λ)λn−1dλ
= n
[∫ b−3/4
0
(
3
2
+ λ− b)λn−1dλ+ ∫ b
b−3/4
(b− λ)λn−1dλ
]
=
1
n+ 1
[
bn+1 − 2 (b− 3
4
)n+1]
As a check, if n = 1 we obtain our previous result. Notice that the deviation
from the classical integral becomes∫ b
0
xndx−
∫ b
0
xndµ =
2
n+ 1
(
b− 3
4
)n+1
which increases as b approaches 1.
We now change the previous example so that we only have destructive
pairs in which case we obtain more interference. We again let X = [0, 1], but
now we define the q-measure
µ(A) = ν(A)− 2ν ({x ∈ A : x+ 1
2
∈ A})
In this case, (x, x + 1/2), x ∈ [0, 1/2] are destructive pairs. For instance,
µ(X) = 0, µ ([1/16, 5/6]) = 1/3, and µ ([0, 1/2]) = 1/2. Letting f(x) = x
and 0 ≤ a < b ≤ 1, we shall compute∫ b
a
xdµ =
∫
(a,b)
xdµ
We then have
F (λ) = µ
({
x : fχ(a,b)(x) > λ
})
= µ ({x ∈ (a, b) : x > λ})
=

µ ((a, b)) if λ ≤ a
µ ((λ, b)) if a ≤ λ ≤ b
0 if λ ≥ b
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Now
{
x ∈ (a, b) : x+ 1
2
∈ (a, b)} = ∅ if and only if b−a ≤ 1/2. If b−a ≤ 1/2
we have
F (λ) =

b− a if λ ≤ a
b− λ if a ≤ λ ≤ b
0 if λ ≥ b
We then obtain∫ b
a
xdµ =
∫ a
0
(b− a)dλ+
∫ b
a
(b− λ)dλ = b
2
2
− a
2
2
which is expected because there is not interference.
If b− a ≥ 1/2, letting c = b− 1/2 we have that c ≥ a and
µ ((a, b)) = b− a− 2(c− a) = b− a− 2 (b− 1
2
− a) = a− b+ 1
If λ ≤ b−1/2, then µ ((λ, b)) = λ− b+1 and if λ ≥ b−1/2, then µ ((λ, b)) =
b− λ. Hence,
F (λ) =

a− b+ 1 if λ ≤ a
λ− b+ 1 if a ≤ λ ≤ b− 1/2
b− λ if b− 1/2 ≤ λ ≤ b
We conclude that∫ b
a
xdµ =
∫ a
0
(a− b+ 1)dλ+
∫ b−1/2
a
(λ− b+ 1)dλ+
∫ b
b−1/2
(b− λ)dλ
=
a2
2
− b
2
2
+ b− 1
4
The deviation from the classical integral becomes
∆ =
∫ b
a
xdx−
∫ b
a
xdµ = b2 − a2 − b+ 1
4
14
Notice that ∆ = 0 if and only if b = a+1/2. Special cases of the integral are∫ b
0
xdµ = −b
2
2
+ b− 1
4∫ 1/2
0
xdµ =
1
8∫ 3/4
0
xdµ =
7
32∫ 1
0
xdµ =
1
4
5 (Lebesgue)2 Quantum Measure
We again let X = [0, 1] and let ν be Lebesgue measure on B(X). We define
(Lebesgue)2 q-measure by µ(A) = ν(A)2 for A ∈ B(X) and consider the
q-measure space (X,B(X), µ). The first example in this section is the a-
centered quantum integral
∫
xndµa. Applying the change of variable formula
we obtain∫
xndµa = n
∫ 1
a
µ ({x : x > t}) tn−1dt− n
∫ a
0
µ ({x : x < t}) tn−1dt
= n
∫ 1
a
(1− t)2tn−1dt− n
∫ a
0
t2tn−1dt
=
2
(n + 1)(n+ 2)
− an
(
1− 2n
n+ 1
a +
2n
n+ 2
a2
)
As special cases we have∫
xdµa =
1
3
− a+ a2 − 2
3
a3∫
xndµ =
2
(n+ 1)(n+ 2)
We now compute the quantum integral
∫ b
a
xndµ for 0 ≤ a < b ≤ 1. Again
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the change of variable formula gives∫ b
a
xndµ =
∫ ∞
0
µ
(
(a, b) ∩ {x : x > λ1/n}) dλ
= n
∫ ∞
0
µ ((a, b) ∩ {x : x > t}) tn−1dλ
= n
∫ b
a
(b− t)2tn−1dt+ n
∫ a
0
(b− a)2tn−1dt
=
2
(n+ 1)(n+ 2)
(bn+2 − an+2)− 2a
n+1
n+ 1
(b− a)
As special cases we have∫ b
a
xdµ =
b3
3
− a
3
3
− a2(b− a)∫ b
a
dµ = (b− a)2
We can compute
∫ b
a
xndµ another way without relying on a change of
variables:∫ b
a
xndµ =
∫ ∞
0
µ
(
(a, b) ∩ {x : x > λ1/n}) dλ
=
∫ bn
an
(b− λ1/n)2dλ+
∫ an
0
(b− a)2dλ
=
∫ bn
an
(b2 − 2bλ1/n + λ2/n)dλ+ (b− a)2an
=
2
(n+ 1)(n+ 2)
bn+2 − 2an+1
(
b
n+ 1
− a
n+ 2
)
which agrees with our previous result.
Until now we have only integrated monomials. We now integrate the
more complex function ex. By the change of variable formula∫ b
a
exdµ =
∫ ∞
−∞
µ ((a, b) ∩ {x : x > t}) etdt
=
∫ b
a
(b− t)2etdt+
∫ a
−∞
(b− a)2etdt
= 2
[
eb − ea − ea(b− a)]
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In particular, ∫ b
0
exdx = 2(eb − 1− b)
For the Lebesgue integral we have the formula∫ b
a
f(x)dx =
∫ b
0
f(x)dx−
∫ a
0
f(x)dx
which is frequently used to simplify computations. This formula does not
hold for our q-measure µ. However, we do have the following result.
Theorem 5.1. If f is increasing, differentiable, nonnegative on [0, 1] and
f−1(∞) ≥ b, f−1(0) ≤ a, then∫ b
a
fdµ =
∫ b
0
fdµ−
∫ a
0
fdµ− 2(b− a)
∫ a
0
f(t)dt
Proof. Employing the change of variable formula gives∫ b
a
fdµ =
∫ f−1(∞)
f−1(0)
µ ((a, b) ∩ {x : x > t}) f ′(t)dt
=
∫ b
a
(b− t)2f ′(t)dt+
∫ a
f−1(0)
(b− a)2f ′(t)dt
=
∫ b
0
(b− t)2f ′(t)dt−
∫ a
0
(b− t)2f ′(t)dt+ (b− a)2f(a)
On the other hand, using integration by parts we have∫ b
a
fdµ−
∫ a
0
fdµ =
∫ b
0
(b− t)2f ′(t)dt+ b2f(0)−
∫ a
0
(a− t)2f ′(t)dt− a2f(0)
=
∫ b
0
(b− t)2f ′(t)dt−
∫ a
0
(b− t)2f ′(t)dt
+
∫ a
0
[
(b− t)2 − (a− t)2] f ′(t)dt+ (b2 − a2)f(0)
=
∫ b
0
(b− t)2f ′(t)dt−
∫ a
0
(b− t)2f ′(t)dt
+ (b2 − a2)f(a)− 2(b− a)
∫ a
0
tf ′(t)dt
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=∫ a
0
(b− t)2f ′(t)dt−
∫ a
0
(b− t)2f ′(t)dt
+ (b− a)2f(a) + 2(b− a)
∫ a
0
f(t)dt
The result now follows.
Example 3. In this example we use some previous computations to verify
Theorem 5.1. We have shown that∫ b
a
xndµ =
2
(n+ 1)(n+ 2)
bn2
Hence, by Theorem 5.1 we have∫ b
a
xndµ =
∫ b
0
xndµ−
∫ a
0
xndµ− 2(b− a)
∫ a
0
tndt
=
2
(n+ 1)(n+ 2)
(bn+2 − an+2)− 2a
n+1
n+ 1
(b− a)
which agrees with our previous result. We have shown that∫ b
a
exdµ = 2(eb − 1− b)
Hence, by Theorem 5.1 we have∫ b
a
exdµ =
∫ b
0
exdµ−
∫ a
0
exdµ− 2(b− a)
∫ a
0
etdt
= 2(eb − 1− b)− 2(ea − 1− a)− 2(b− a)(ea − 1)
= 2
[
eb − ea − ea(b− a)]
which agrees with our previous result.
Example 4. We compute the quantum integral of f(x) = x+ x2. By the
change of variable formula we have∫ b
0
(x+ x2)dµ =
∫ b
0
(b− t)2(1 + 2t)dt =
∫ b
0
(b− t)2dt+ 2
∫ b
0
(b− t)2tdt
=
b3
3
+
b4
6
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This gives the surprising result that∫ b
0
(x+ x2)dµ =
∫ b
0
xdµ+
∫ b
0
x2dµ
We shall later show that this quantum integral is always additive for sums
of increasing continuous functions even if they are not differentiable. The
next example shows that this result does not hold for two monomials if
their sum is not increasing.
Example 5. Let f(x) = x− x2 for x ∈ [0, 1]. To evaluate ∫ b
0
f(x)dµ we
cannot use the change of variable formula because f is not increasing, so we
will proceed directly. Let 1/2 ≤ b ≤ 1. For 0 ≤ λ ≤ 1/4 we have that
λ = x− x2, if and only if x = (1±√1− 4λ ) /2. Hence, for λ ≥ b− b2 we
have
ν
(
(0, b) ∩ {x : x− x2 > λ}) = {√1− 4λ if 0 ≤ λ ≤ 14
0 if 1/4 ≤ λ ≤ 1
and for λ ≤ b− b2 we have
ν
(
(0, b) ∩ {x : x = x2 > λ}) = b− 1
2
+ 1
2
√
1− 4λ
Hence,∫ b
0
(x− x2)dµ =
∫ b−b2
0
(
b− 1
2
+ 1
2
√
1− 4λ
)2
dλ+
∫ 1/4
b−b2
(1− 4λ)dλ
= − 1
24
+
1
3
b− b2 + 5
3
b3 − 5
6
b4
Notice that this does not coincide with∫ b
0
xdµ−
∫ b
0
x2dµ =
1
3
b3 − 1
6
b4
For completeness we evaluate the integral with 0 ≤ b ≤ 1/2. Since f is
increasing on this interval we obtain the expected result:∫ b
0
(x− x2)dµ =
∫ b−b2
0
(
b− 1
2
+ 1
2
√
1− 4λ
)2
dλ = 1
3
b3 − 1
6
b4
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Example 6. Let f be the following piecewise linear function:
f(x) =
{
2x if 0 ≤ x ≤ 1/2
2− 2x if 1/2 ≤ x ≤ 1
Let 1/2 ≤ b ≤ 1. For 0 ≤ λ ≤ 2− 2b we have
ν ((0, b) ∩ {x : f(x) > λ}) = b− λ
2
and for 2− 2b ≤ λ ≤ 1 we have
ν ((0, b) ∩ {x : f(x) > λ}) = 1− λ
Hence∫ b
0
fdµ =
∫ 2−2b
0
(
b− λ
2
)2
dλ+
∫ 1
2−2b
(1− λ)2dλ = 1
3
− 2b+ 4b2 − 2b3
If 0 ≤ b ≤ 1/2 we obtain the expected result∫ b
0
fdµ =
∫ 2b
0
(
b− λ
2
)2
dλ = 2
3
b3
Observe that
1
2
d2
db2
∫ b
0
xndµ = bn
1
2
d2
db2
∫ b
0
exdµ = eb
However, in Example 5 we have for b > 1/2 that
1
2
d2
db2
∫ b
0
(x− x2)dµ = −1 + 5b− 5b3 6= b− b2
and in Example 6 we have for b > 1/2 that
1
2
d2
db2
∫ b
0
fdµ = 4− 6b 6= 2− 2b = f(b)
These examples again illustrate the special nature of increasing functions.
The next result is a quantum counterpart to the fundamental theorem of
calculus.
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Theorem 5.2. If f is continuous and monotone on [0, 1], then
1
2
d2
db2
∫ b
0
fdµ = f(b)
Proof. If f is decreasing then −f is increasing so we can assume f is increas-
ing. For a positive integer n, let g be the following increasing step function
on [0, 1]:
g = c1χ[0,1/n] + c2χ(1/n,2/n] + · · ·+ cnχ((n−1)/n,1]
where 0 < c1 < · · · < cn. For 0 < b ≤ 1 we have that (m− 1)/n < b ≤ m/n
for some integer 0 < m ≤ n and
gχ[0,b] = c1χ[0,1/n] + c2χ(1/n,2/n] + · · ·+ cm−1χ((m−2)/n,(m−1)/n] + cmχ((m−1)/n,b]
Letting Ai = ((i− 1)/n, i/n], i = 1, . . . , m − 1, Am = ((m− 1)/n, b] and
b̂ = b− (m− 1)/n we have by (2.4) of Lemma 2.1 that∫ b
0
gdµ = c1 [µ (A1 ∪ A2) + · · ·+ µ (A1 ∪ Am)
−(m− 2)µ(A1)− µ(A2)− · · · − µ(Am)]
+ c2 [µ (A2 ∪ A3) + · · ·+ µ (A2 ∪ Am)
−(m− 3)µ(A2)− µ(A3)− · · · − µ(Am)]
+ · · ·+ cm−1 [µ (Am−1 ∪ Am)− µ(Am)] + cmµ(Am)
= c1
[
(m− 2)
(
2
n
)2
+
(
1
n
+ b̂
)2
− (2m− 4)
(
1
n
)2
− b̂ 2
]
+ c2
[
(m− 3)
(
2
n
)2
+
(
1
n
+ b̂
)2
− (2m− 6)
(
1
n
)2
− b̂ 2
]
+ · · ·+ cm−1
[(
1
n
+ b̂
)2
− b̂ 2
]
+ cmb̂
2
= c1
[
(2m− 3) 1
n2
+
2
n
b̂
]
+ c2
[
(2m− 5) 1
n2
+
2
n
b̂
]
+ · · ·+ cm−1
(
1
n2
+
2
n
b̂
)
+ cmb̂
2
It follows that
d
db
∫ b
0
gdµ =
2
n
(c1 + c2 + · · ·+ cm−1) + 2cmb̂ (5.1)
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and that
1
2
d2
db2
∫ b
0
gdµ = cm = g(b) (5.2)
We can assume without loss of generality that f is nonnegative. Then there
exists an increasing sequence of increasing nonnegative step functions si con-
verging uniformly to f . Since
µ
[
s−1i+1(λ,∞)
] ≥ µ [s−1i (λ,∞)]
we have by the continuity of µ that
µ
[
f−1(λ,∞)] = µ [∪s−1i (λ,∞)] = limµ [s−1i (λ,∞)]
These same formulas apply to fχ[0,b] and siχ[0,b]. By the quantum bounded
monotone convergence theorem [4] we conclude that∫ b
0
fdµi = lim
∫ b
0
sidµ
Applying (5.1) with g replaced by si it can be checked that the sequence of
functions of b given by
d
db
∫ b
0
sidµ
is uniformly Cauchy so the sequence converges and hence
d
db
∫ b
0
fdµ = lim
d
db
∫ b
0
sidµ
By (5.2)
d2
db2
∫ b
0
sidµ
converges uniformly so we have
1
2
d2
db2
∫ b
0
fdµ = lim
1
2
d2
db2
∫ b
0
sidµ = f(b)
Lemma 5.3. If f is continuous and monotone on [0, 1], then[
d
db
∫ b
0
fdµ
]
(0) = 0
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Proof. We can assume without loss of generality that f is increasing. Let
g =
∑
ciχAi be a step function as in the proof of Theorem 5.2. If b is
sufficiently small we have
gχ[0,b] = c1χA1∩[0,b] = c1χ[0,b]
Hence, for such b we have∫ b
0
gdµ =
∫
gχ[0,b]dµ = c1
∫
χ[0,b]dµ = c1b
2
Therefore, [
d
db
∫ b
0
gdµ
]
(0) =
(
d
db
c1b
2
)
(0) = 0
As shown in the proof of Theorem 5.2, there exists an increasing sequence of
step functions si such that
d
db
∫ b
0
fdµ = lim
d
db
∫ b
0
sidµ
The result follows.
Part (b) of the next theorem is the second half of the quantum funda-
mental theorem of calculus.
Theorem 5.4. (a) If f is continuous and monotone on [0, 1], then∫ b
0
fdµ = 2
∫ b
0
∫ t
0
f(x)dxdt
(b) If f ′′ is monotone and continuous on [0, 1], then∫ b
0
1
2
f ′′dµ = f(b)− f(0)− f ′(0)b
Proof. (a) If g′′ = f , then integrating gives∫ t
0
f(x)dx = g′(t)− g′(0)
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Integrating again we have∫ b
0
∫ t
0
f(x)dxdt = g(b)− g(0)− g′(0)b
Hence, for all b ∈ [0, 1] we have
g(b) = g(0) + g′(0)b+
∫ b
0
∫ t
0
f(x)dxdt
Since by Theorem 5.2
d2
db2
∫ b
0
1
2
fdµ = f(b)
letting g(b) =
∫ b
0
1
2
fdµ we have that g(0) = 0 and by Lemma 5.3 we obtain
g′(0) = 0. Hence, ∫ b
0
∫ t
0
f(x)dxdt = g(b) =
1
2
∫ b
0
fdµ
(b) By Part (a) we have∫ b
0
1
2
f ′′dµ =
∫ b
0
∫ t
0
f ′′(x)dxdt =
∫ b
0
[f ′(t)− f ′(0)] dt
= f(b)− f(0)− f ′(0)b
The next corollary follows from Theorem 5.4(a)
Corollary 5.5. The quantum (Lebesgue)2 integral is additive for increasing
(decreasing) continuous functions.
Example 7. We compute some quantum integrals using Theorem 5.4(a).∫ b
0
cosxdµ = 2
∫ b
0
∫ t
0
cosxdxdt = 2
∫ b
0
sin tdt = 2(1− cos b)∫ b
0
sin xdµ = 2
∫ b
0
∫ t
0
sin xdxdt = 2
∫ b
0
(1− cost)dt = 2(b− sin b)∫ b
0
cosh
√
2 xdµ = 2
∫ b
0
∫ t
0
cosh
√
2 xdxdt =
√
2
∫ b
0
sinh
√
2 tdt
= cosh
√
2 b− 1
The last integral shows that the quantum counterpart of ex is cosh
√
2 x.
24
Acknowledgement. The author thanks Petr Vojteˇchovsky´ for pointing
out reference [5]
References
[1] Y. Ghazi-Tabatabai, Quantum measure theory: a new interpretation,
arXiv: quant-ph (0906.0294), 2009.
[2] S. Gudder, Finite quantum measure spaces, Amer. Math. Monthly (to
appear).
[3] S. Gudder, Quantum measure theory, Math. Slovaca (to appear) and
http://www.math.du.edu/preprints.html.
[4] S. Gudder, Quantum measure and integration theory, arXiv: quant-
ph(0909.2203), 2009 and http://www.math.du.edu/preprints.html.
[5] M. Hirschhorn, Calkin’s binomial identity, Discrete Math. 159 (1996),
273–278.
[6] R. Salgado, Some identities for the quantum measure and its general-
izations, Mod. Phys. Letts. A 17 (2002), 711–728.
[7] R. Sorkin, Quantum mechanics as quantum measure theory, Mod. Phys.
Letts. A 9 (1994), 3119–3127.
[8] R. Sorkin, Quantum mechanics without the wave function, J. Phys. A
40 (2007), 3207–3231.
[9] R. Sorkin, An exercise in “anhomomorphic logic,” J. Phys. A (to ap-
pear).
[10] S. Surya and P. Wallden, Quantum covers in quantum measure theory,
arXiv: 0809.1951 [quant-ph] (2008).
25
