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LOCAL CONJUGACY OF IRREDUCIBLE HYPERBOLIC TORAL
AUTOMORPHISMS
LENNARD F. BAKKER, PEDRO MARTINS RODRIGUES, AND MIGUEL M. R. MOREIRA
Abstract. This paper is dedicated to the conjugacy problem in GL(n,Z) and
its connection with algebraic number theory. This connection may be summed
up in the Latimer-MacDuffee-Taussky Theorem, which, in a very broad sense,
identifies the conjugacy relation in GL(n,Z) with the relation of arithmetic
equivalence between certain ideals of algebraic numbers. The main purpouse is
to clarify the link between a weaker relation between ideals, weak equivalence,
and local conjugacy in GL(n,Z), i.e., the conjugacy of GL(n,Z) matrices in
the groups GL(n,Zp) of invertible matrices over the p-adic integers.
1. Introduction
The conjugacy problem in GL(n,Z) has a classic and well known number theo-
retic counterpart in the form of the Latimer-MacDuffee-Taussky Theorem (see [7]
and [11] for the original statements). We recall here this connection, giving also
some of the basic definitions and notations to be used in the sequel.
Fix an irreducible polynomial f(t) ∈ Z[t] of degree n. In the quotient ring
Z[t]/(f(t)), the class of t, which we denote from now on by β, is a simple root of f
and we may identify that ring with Z[β]; we denote its field of fractions as K, which
may also be identified with the isomorphic field Q[β]. A matrix A ∈ GLn(Z) with
characteristic polynomial f(t) acts on Kn and so there exists a right eigenvector
u ∈ Kn associated to β: Au = βu; the entries ui of u determine a Z[β] fractional
ideal IA =
⊕
i uiZ and A represents multiplication by β in I, with respect to the
basis (ui). We have
Definition 1. Two fractional ideals I and J are arithmetically equivalent if J = αI
for some α ∈ K.
So each A ∈ GLn(Z) is in fact associated with a class of ideals. On the other
hand, if A and B are conjugated they are associated with the same ideal class,
the conjugating matrix P acting as a change of basis of the ideals, taken as Z-
modules, thus establishing a bijection between the conjugacy classes of matrices
with characteristic polynomial f(t) and the arithmetic equivalence classes of ideals
in R0.
This result is in fact true in a more general setting (see, for instance, [15] and
[16]): replacing Z by any PID D, given A ∈ Mn(D), we may define D[β], its field
of fractions K, the associated ideal IA, and the relation of arithmetic equivalence
of ideals as above; we have then
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Theorem 2. Let D be a PID and A,B ∈ Mn(D) be two matrices with the same
characteristic irreducible and separable polynomial f . Then A and B are similar
over D, ie, AP = PB for some P ∈ GL(n,D), if and only if IA and IB are
arithmetically equivalent over D[β].
In the case D = Z, the ring Z[β] is a subring of OK , the ring of integers of
the algebraic number field K, and the determination of the arithmetic equivalence
classes of ideals is a generalization of the problem of determining the ideal class
group of the field, a classic problem about which many questions remain open,
even for n = 2. It is thus desirable to study larger equivalence relations of ideals
and the respective relations of matrices. This is the case of weak equivalence of
ideals, which may be defined for any integral domain:
Definition 3. Let R be an integral domain. The ideals I and J of R are said to
be weakly equivalent if there exist ideals X and Y such that I = XJ and J = Y I.
The next section gives a brief account of some results related with the definition
of weak equivalence in the context of Z[β], following the original presentation in
[5]. For the moment it is enough to point out the following important theorem:
Theorem 4. Let R be a noetherian domain. Two fractional ideals I and J are
weakly equivalent if and only if their localizations IP and JP are arithmetically
equivalent for any maximal ideal P .
The conjugacy problem in GL(n,Z) is also significant to dynamical system the-
ory. Any A ∈ GL(n,Z) acts as an automorphism on various spaces, among which
is the n-torus Rn/Zn. If the characteristic polynomial is irreducible and has no
roots of absolute value 1, the automorphism is hyperbolic and gives the prototypi-
cal example of an Anosov diffeomorphism, an important class of discrete dynamical
systems with rich dynamical behaviour. Conjugacy of the matrices corresponds to
topological conjugacy of the automorphisms, and so it is clearly important to find,
and understand from a dynamical point of view, invariants for this relation.
The set of periodic points of an automorphism - which coincides, in the hyper-
bolic case, with the rational torus Qn/Zn - is a Z[β]-module through the action of
the automorphism. The question of knowing to what extent the conjugacy class is
determined by this algebraic structure was explored in previous papers ([10], [3]).
The most important conclusion found was that weak equivalence of the associated
ideals of hyperbolic automorphisms A and B implies the existence of a bijection of
the rational torus which is an isomorphism of Z[β]-modules.
This isomorphism induces an algebraic and topological isomorphism of the profi-
nite completion Zn of Zn which is the dual of the rational torus with the discrete
topology. Naturally this isomorphism is a conjugacy of the actions induced by A
and B on Zn. Because Zn ≃
∏
p Z
n
p , where Z
n
p denotes the free n-dimensional
module over the p-adic integers, the existence of this conjugacy is equivalent to A
and B being conjugate over Zp for all primes p, which has a clear bearing with the
theorem quoted above.
The main purpose of this paper is to elaborate in this connection, establishing
in particular the following
Corollary 5. Two matrices A,B are similar over Zp, for all primes p, if and only
if the ideals IA and IB are weakly equivalent.
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Although the presentation relies on the language and concepts of algebraic num-
ber theory, the results needed are quite modest and stay almost entirely at an
elementary level. References [9] or [8] provide ample background on this matter.
2. Weak Equivalence of Ideals
This section is devoted to a brief presentation of the relation of weak equivalence
of ideals and of some of its properties and relations with the conjugacy problem in
GLn(Z). A detailed account of weak equivalence may be found in [5].
For two fractional ideals I and J of Z[β], we let (J : I) denote the fractional
ideal
(J : I) = {x ∈ K : xI ⊂ J}.
The coefficient ring of I is defined to be (I : I). It is an order of K, ie, a subring
of OK , the ring of integers of K, of rank n over Z, or, in other words, a subring of
finite index of OK . An order of K is always a noetherian domain where all non-zero
prime ideals are maximal but, with the obvious exception of OK , is not integrally
closed.
By definition, Z[β] ⊂ (I : I). The set of orders of K containing Z[β] constitutes
a finite lattice under inclusion.
As two arithmetically equivalent Z[β] ideals have necessarily the same coefficient
ring, this lattice provides a first step in the classification of ideals up to arithmetic
equivalence and so of GLn(Z) matrices up to conjugacy: Suppose that A ∈ GLn(Z)
represents, as above, multiplication by β in I, with respect to a basis over Z; then,
if θ ∈ K is given by a polynomial θ = p(β), then θ ∈ (I : I) if and only if p(A) is
an integer matrix.
The orders of K containing Z[β] are the idempotents of the multiplicative semi-
group of Z[β] fractional ideals. Each order R has an associated group of invertible
ideals:
Definition 6. A ideal I is R-invertible if there exists an ideal J such that IJ = R.
The ideal J (the inverse of I) is (R : I). It is not difficult to prove that, given an
order R, an ideal I is invertible for R if and only if R = (I : I) and (R : (R : I)) = I.
It’s well known that all OK ideals are invertible; however, for other orders R,
there may exist ideals with ring of coefficients R that are not invertible.
We come now to the main definition of this section:
Definition 7. Two ideals I and J of Z[β] are weakly equivalent if they satisfy the
following equivalent conditions:
1 There exist ideals X and Y such that I = XJ and J = Y I.
2 (I : I) = (J : J) = R and there exists a R invertible ideal X such that
J = IX.
3 1 ∈ (I : J)(J : I).
A few facts are immediate consequences of the definition: arithmetically equiva-
lent ideals are always weakly equivalent, so the weak equivalence relation contains
arithmetic equivalence. On the other hand, two invertible but not arithmetically
equivalent ideals, in an order R, are always weakly equivalent. Furthermore, an in-
vertible ideal and a non-invertible ideal, both in the same order R, are not weakly
equivalent.
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In [5] the weak equivalence relation is defined in a slightly different way and in
the general context of an abelian semigroup. The authors then prove that in the
semigroup of ideals of a noetherian domain, that relation is equivalent to the one
defined above.
2.1. Localization. In this section we recall some results about localization will be
used to clarify the relations between conjugacy of matrices and weak equivalence
of the associated ideals in later sections.
Definition 8. Let R be an integral domain and p be a prime ideal of R. Then the
localization of R over p is
Rp = {a/b|a ∈ R, b ∈ R \ p} ⊆ K.
If I is a fractional ideal of R, define Ip = IRp.
Localization plays a fundamental role in Algebraic Number Theory. It behaves
nicely with respect to the ideal operations and we have (I + J)p = Ip + Jp and
similar properties for multiplication, intersection and quotient of ideals. Localiza-
tion of ideals essentially eliminates from the ideal the information not respecting p.
However, in some sense, from gathering the information from every prime ideal p
we can recover the information about the ideal.
Proposition 9. Let I, J be fractional ideals of R. Then I = J if and only if
Ip = Jp for every maximal ideal p.
For the proof of this and the following results in this section we refer to [9].
The ring Rp is a local ring, that is, it has only one maximal ideal, namely pp =
pRp. Local rings have the nice property that their invertible ideals are principal.
Proposition 10. Let S be a semi-local ring (that is, a ring with finitely many
maximal ideals) and I a fractional ideal of S. Then I is invertible in S if and only
if it’s principal. Therefore in a local ring ideals are arithmetically equivalent if and
only if they are weakly equivalent.
The great interest of this property is that it will show us that weak equivalence
is actually a local version of arithmetic equivalence.
Proposition 11. Let R be an order and I an ideal. Then I is invertible in R if
and only if Ip is principal for every prime ideal p of R. Therefore I and J are
weakly equivalent if and only if Ip is arithmetically equivalent to Jp for every prime
ideal p of R.
3. Local conjugacy in GL(n,Z) and weak equivalence of ideals
We consider now conjugacy of matrices A,B ∈ GL(n,Z) over local rings and its
connection to weak equivalence of ideals. As in the previous section, Z(p) denotes
the localization of Z at the prime ideal (p), while Zp denotes, as usual, the ring
of p-adic integers. We’ll use also the notation Z/q for the finite ring of congruence
classes of integers modulo q; the notation a ≡q b for the congruence relation will also
be used, with the obvious meaning, for vectors a, b ∈ Zm or for integer matrices.
We start by establishing the fact that the similarity relations in M(n,Z) over
these different local rings are in fact all the same.
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Lemma 12. Given L ∈M(m,Z) and a prime p, let D = diag[pk1 , · · · , pkr , 0, · · · , 0]
with 0 ≤ k1 ≤ · · · ≤ kr = µ, be the p factor of the Smith Normal Form of L. Then,
if λ is a nonnegative integer and x′ an integer vector such that Lx′ ≡ 0 mod pµ+λ,
there exists an integer vector x such that
Lx = 0 and x ≡ x′ mod pλ.
Proof. The conditions imply that L = SDT where S and T are integer matrices
with determinant prime to p. We have
Lx = 0⇔ DTx = 0⇔ (Tx)j = 0 ∀j ≤ r.
On the other hand,
Tx′ = y with yj ≡ 0 mod p
λ ∀j ≤ r,
since
DTx′ = (pk1y1, · · · , p
kryr, yr+1, · · · , ym)
t
must be 0 modulo pµ+λ.
We choose any w ∈ Zm satisfying wj = 0 for all j ≤ r and (detT )wi ≡ yi for all
r < i ≤ m, and put x = (detT )T−1w. Obviously Lx = 0 and, because T (x −
x′) = (detT )w − y ≡ 0 mod pλ and T is invertible over Z/pλ , we have x ≡ x
′
mod pλ. 
The same reasoning proves also
Lemma 13. Let L ∈ M(m,Z) and suppose that the system Lx = 0 admits a
solution with x ∈ Zmp . Then the system admits a solution y ∈ Z
m such that x ≡p y.
For the next proposition, given a fixed pair of matrices A,B ∈ M(n,Z) and a
prime p, we take L ∈ M(n2,Z) to be a matrix representing the linear map from
M(n,Z) to itself defined by L(X) = AX −XB, and µ as in Lemma 12.
Proposition 14. Given two matrices A,B ∈M(n,Z) and a prime p, the following
are equivalent.
(1) A and B are similar over Zp.
(2) There is a matrix Q ∈Mn(Z) such that AQ = QB and p ∤ detQ.
(3) A and B are similar over Z(p).
(4) A and B are similar over Z/pk for every k ∈ Z
+.
(5) A and B are similar over Z/pµ+1 .
Proof. Suppose that (1) holds. Consider the system of n2 linear equations in the
n2 variables sij with i, j ∈ {1, 2, . . . , n} given by equating the entries of AS − SB
to 0. Since A and B are similar over Zp, there is a matrix S ∈ GL(n,Zp) satisfying
AS−SB = 0, from which follows by the lemma that there is a matrix Q ∈M(n,Z)
such that AQ−QB = 0 and Q ≡p S; for this matrix, detQ ≡p detS, which must
be nonzero modulo p, since S ∈ GLn(Zp), and therefore (2) holds.
If (2) holds, consider Q as a matrix over Z(p). Since p ∤ detQ, detQ is a unity
in Z(p), and so Q ∈ GL(n,Z(p)), from which (3) follows.
If AQ = QB with Q ∈ GL(n,Z(p)), consider the image of Q under the canonical
homomorphism Z(p) → Z/pk . By an argument similar to the above we have Q ∈
GL(n,Z/pk), and so A and B are similar over Z/pk , and so, in particular, over
Z/pµ+1 .
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Finally, suppose that A and B are similar over Z/pµ+1 : there existsX
′ ∈M(n,Z),
with determinant prime to p, such that AX ′ ≡ X ′B mod pµ+1. Lemma 12 implies
that AX = XB for some X ∈ M(n,Z) with X ≡ X ′ mod p. This implies that
the determinant of X is prime to p and so X ∈ GL(n,Zp). 
Lemma 12 and the last implication Proposition 14 are contained, in a more
general form, in [1]. As to Lemma 13 and the other parts of Proposition 14, although
we are unable to give a reference for the original statement, we believe they are
known.
Remark 15. An immediate consequence of the proposition is that two matrices
A,B ∈M(n,Z) are conjugated over Zp for every prime p if and only if there exist
matrices Q,S ∈M(n,Z) such that
AQ = QB, AS = SB and gcd(detQ, detS) = 1.
The following Lemma will be needed for the proof of the main results:
Lemma 16. Let R be an order of K containing Z[β] and I a R-fractional ideal.
Then we have the identity ⋂
p⊇(p)
Ip = Z(p)I
where the intersection is over the prime ideals p containing p.
Proof. Suppose that x = ym ∈ Z(p)I with m ∈ Z and p ∤ m. Since p ∩ Z = (p) and
m /∈ (p) we conclude that m /∈ p, and therefore clearly x ∈ Ip for every such p,
proving that Z(p)I ⊆
⋂
p⊇(p) Ip.
Now let the ideals p ⊇ (p) be p1, . . . , pk and suppose for some x we have x ∈ pi
for 1 ≤ i ≤ k. Then, we can write x = aiqi with ai ∈ I and qi /∈ pi for each i.
Choose, by the Chinese Remainder Theorem, zi for 1 ≤ i ≤ k such that zi ∈ pj for
j 6= i and zi /∈ pi, and let
a =
k∑
i=1
aizi and q =
k∑
i=1
qizi.
Notice that a ∈ I since ai ∈ I and I is a fractional ideal. Also, q /∈ pi since qjzj ∈ pi
and therefore q ≡ ziqi mod pi which is not in pi because zi, qi /∈ pi and pi is a prime
ideal. Then we have
x =
∑k
i=1 xqizi∑k
i=1 qizi
=
a
q
=
∑k
i=1 aizi∑k
i=1 qizi
=
a
∏
σ 6=Id σ(q)∏
σ σ(q)
. (∗)
The last product runs over the complex embenddings of Q[β]. Now we know
that
∏
σ σ(q) = N(q) ∈ Z, and we will prove that p ∤ N(q). Suppose not and∏
σ σ(q) ∈ (p) ⊆ p (where p is any prime ideal containing p); then, since p is a
prime ideal, σ(q) ∈ p for some σ, and therefore q ∈ σ−1(p). But σ−1(p) is clearly
also a prime ideal (because it is maximal); as p ∈ p and σ(p) = p, p ∈ σ−1(p), and
therefore p ∈ σ−1(p) = pi for some i, contradicting our construction of q. Now by
(∗) it is clear that x ∈ Z(p)I, proving that
⋂
p⊇(p) Ip ⊆ Z(p)I. 
Theorem 17. Let R be an order of K containing Z[β] and I, J be R-fractional
ideals. Then Z(p)I and Z(p)J are arithmetically equivalent if and only if Ip is
arithmetically equivalent to Jp for every prime p ⊇ (p).
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Proof. For the direct implication, suppose that Z(p)I = aZ(p)J for some a ∈ Q[β].
Using the lemma, we get that
⋂
p⊇(p)
Ip = Z(p)I = aZ(p)J = a
⋂
p⊇(p)
Jp =
⋂
p⊇(p)
aJp =
⋂
p⊇(p)
(aJ)p.
Localizing this equality in each prime pi ⊇ (p), we get that
⋂
p⊇(p)
(Ip)pi =
⋂
p⊇(p)
((aJ)p)pi .
But, since Ipi ⊆ (Ip)pi and Ipi = (Ipi)pi , the left hand side must be Ipi , and in the
same way the right hand side is aJpi . Therefore Ipi = aJpi and Ipi is arithmetically
equivalent to Jpi . As pi was arbitrary, we have the desired implication.
Suppose now that Ipi is arithmetically equivalent to Jpi for each 1 ≤ i ≤ k; for
each i there exists ai ∈ Q[β] such that Ipi = aiJpi . We will find an a that satisfies
this uniformly for every i. Every ideal contains a product of some prime ideals,
say (ai) ⊇ p
ki
i
∏s
j=1 qj where qj 6= pi are prime ideals. Notice that (qj)pi = Rpi
because qj is coprime with pi and piRpi is the only maximal ideal in Rpi . Thus,
when we localize the equation we get that aiRpi = (ai)pi ⊇ (p
ki
i )pi = p
ki
i Rpi .
Consider now a ≡ ai mod p
ki
i , which exists by the Chinese Remainder Theorem.
Then a = ai + pi for some pi ∈ p
ki
i , and thus aJpi = aiJpi + piJpi = aiJpi = Ipi
where the second equality follows from piJpi ⊆ p
ki
i RpiJ ⊆ aiRpiJ = aiJpi . We
obtain the reverse implication by simply applying the lemma:
Z(p)I =
⋂
p⊇(p)
Ip =
⋂
p⊇(p)
aJp = a
⋂
p⊇(p)
Jp = aZ(p)J. 
With this result in hands, a criterion to local similarity in terms of ideals is easy
because when we apply the Latimer MacDuffee theorem over Z(p), a PID, the ideal
we get is precisely
Z(p)v1 + . . .+ Z(p)vn = Z(p)IA.
Corollary 18. Two matrices A,B are similar over Zp if and only if the ideals
(IA)p and (IB)p are arithmetically equivalent for every prime ideal p ⊇ (p).
Proof. By Proposition 14 matrices A,B are similar over Zp if and only if they are
similar over Z(p), and by Latimer-MacDuffee applied to D = Z(p) this happens
if and only if Z(p)IA and Z(p)IB are arithmetically equivalent, which proves the
desired result by Theorem 17. 
For this to happen for every p the localizations of the ideals must be arithmetic
equivalent for every p, that is, the ideals must be weakly equivalent.
Corollary 19. Two matrices A,B are similar over Zp for every rational prime p
if and only if the ideals IA and IB are weakly equivalent.
Proof. By Corollary 18, A and B are similar over Zp for every rational prime p if
and only if (IA)p and (IB)p are arithmetically equivalent for every p, which happens
if and only if IA and IB are weakly equivalent, by Proposition 11. 
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The results obtained so far give rise to two natural questions: on one hand,
how to decide about local conjugacy of matrices by the solution of a finite set of
modular equations; and on the other, given a pair of matrices, for which primes is
local conjugacy not trivial. This last problem will be considered in the next section
and we end this one with some remarks concerning the first question and some
related issues.
Proposition 14 contains already an answer to this question: given matrices A
and B and a prime p, conjugacy over Zp is equivalent to conjugacy over Z/pµ+1 .
The computation of the p factor of the Smith Normal Form of an integer matrix
may be performed in an efficient way, without the use of determinantal divisors, as
shown in [6].
In dimension 2 it is possible to give simple criteria for local conjugacy.
Theorem 20. Let A ∈ M2(Z) be a matrix with characteristic polynomial f and
ℓ = sup{k : ∃λ ∋ A ≡ λImod pk}. Then f and ℓ completely define the similarity
class of A.
Proof. See [2]. 
In the same paper there is a similar, although much more involved, answer to
the local similarity problem when n = 3.
We have also two results telling when is a matrix locally similar to its companion
matrix. Notice that by our earlier results this is the same as asking when is IA
invertible.
Lemma 21. Suppose A ∈ Mn(Z) has characteristic polynomial f and let C be
the companion matrix of f . Then A is similar to C over Zp if and only if (their
reductions module p) are similar over Z/pZ.
Proof. If A is similar to C over Zp, then it’s clear it is also over Z/pZ by pro-
jecting. A matrix A is similar to its companion matrix if and only if there is
a basis {v1, . . . , vn} such that Avi = vi+1 for 1 ≤ i < n, which happens if
and only if there is a vector v = v1 such that {v,Av,A
2v, . . . , An−1v} is a ba-
sis. If there is such a vector v ∈ Z/pZ, pick any v′ ≡p v with v′ ∈ Zp; then
det(v′, Av′, A2v′, . . . , An−1v′) ≡p det(v,Av,A
2v, . . . , An−1v) which is nonzero in
Z/pZ, and therefore is a unit over Zp. 
Corollary 22. Suppose A ∈ Mn(Z) has characteristic polynomial f such that f
doesn’t have repeated roots in Z/pZ. Then A is similar to the companion matrix of
f over Zp.
Proof. Since A has a characteristic polynomial f without repeated roots in Z/pZ,
its characteristic and minimal polynomials over Z/pZ are the same, so by the propo-
sition A is similar to its companion matrix over Z/pZ, and therefore over Zp. 
4. Orders and Localization
In this section we consider the second question mentioned in Section 3, namely,
the determination of the primes for which local conjugacy is not trivial. We must
make this more precise: Fixing a characteristic polynomial we obtain, as described
in the introduction, a ring Z[β] with a finite lattice of orders above it. We want
to show how local conjugacy of two matrices with associated ideals in the same
order depends on the order. In particular, we verify that there exists a finite set of
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primes, depending only on Z[β], such that all matrices with the given characteristic
polynomial are conjugate over Zp, for all p not belonging to that set.
We start by recalling the relations between the ideals in orders as we move “up”
and “down” in the order lattice.
Definition 23. Given two commutative rings S ⊆ R let u : Id(S) → Id(R) and
d : Id(R)→ Id(S) be defined by u(I) = RI and d(J) = J ∩ S.
This functions respect some simple properties:
Proposition 24. Given rings S ⊆ R, we have:
• R(J ∩ S) = u(d(J)) ⊆ J ;
• IR ∩ S = d(u(I)) ⊇ I;
• u(d(u(I))) = u(I);
• d(u(d(J))) = d(J).
This proposition shows that the functions u and d are close to be inverses of each
other. In fact this is true in “a lot of cases.”
Definition 25. Given an order R and a rational prime p, define
Idp(R) = {I ∈ Id(R) : [R : I] is a power of p}.
Other useful characterizations of Idp(R) are the following:
Lemma 26. Given an order R and a rational prime p, an ideal I is in Idp(R) if
and only if there exists k ∈ Z≥0 such that pkR ⊆ I ⊆ R, if and only if I ∩Z = pkZ.
Proof. We prove only the equivalence of the first property with one in the definition:
the if part is easy since pkR ⊆ I ⊆ R implies [R : I]|[R : pkR] = pkn. For the only
if part, we know that there is some m such that mR ⊆ I. Pick a minimal one and
suppose that m is not a power of p, and let q 6= p be a prime divisor of m and
m′ = m/q. Then m′R * I and qm′R ⊆ I; therefore, there is some x ∈ m′R such
that x /∈ I but qx ∈ I, which means that the element x + I ∈ R/I has order q,
contradiction with |R/I| being a power of p. 
Obviously, the set Pp(R) of prime ideals above p is a subset of Idp(R). In fact, if
R is for instance a Dedekind domain, Idp(R) is just the group generated by those
prime ideals.
Proposition 27. Given an order R and a rational prime p, Idp(R) is a sub-monoid
of Id(R).
Proof. We just need to check that Idp(R) is closed under multiplication. Suppose
I, J ∈ Idp(R); then by the lemma above there are k, l such that p
kR ⊆ I ⊆ R and
plR ⊆ J ⊆ R, implying that pk+lR ⊆ IJ ⊆ R, which using the lemma again gives
that IJ ∈ Idp(R). 
Proposition 28. The function u sends elements of Idp(S) to elements of Idp(R)
and the function d sends elements of Idp(S) to elements of Idp(R).
Proof. Suppose I ∈ Idp(S); then p
kS ⊆ I ⊆ S, and multiplying by R we get pkR ⊆
IR ⊆ R, and therefore IR ∈ Idp(R). If J ∈ Idp(R), p
kR ⊆ J ⊆ R, and intersecting
with S gives pkS ⊆ pkR ∩ S ⊆ J ∩ S ⊆ S, meaning that J ∩ S ∈ Idp(S). 
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Lemma 29. Let I ∈ Idp(S), J ∈ Idp(R) and suppose that p ∤ [R : S]. Then
RI + S = R = J + S.
Proof. Clearly IR, S ⊆ IR + S ⊆ R. Therefore [R : IR + S][IR+ S : S] = [R : S]
and [R : IR+ S][IR+ S : IR] = [R : IR], implying that [R : IR+ S] divides both
[R : S] and [R : IR]; but the first one is coprime with p and the second one is a
power of p, which gives [R : IR + S] = 1 and IR + S = R. The second equality is
analogous. 
Theorem 30. Let I ∈ Idp(S), J ∈ Idp(S) and suppose that p ∤ [R : S]. Then
IR ∩ S = I and R(J ∩ S) = J .
Proof. Notice that I ⊆ IR∩S ⊆ S. Since IR∩S ⊆ S, we know that [I : I ⊆ IR∩S]
divides [S : I], and therefore [I : IR ∩ S] is a power of p. On the other hand, by
the second isomorphism theorem we have S/(IR∩ S) ∼= (IR+ S)/(IR) = R/(IR).
This gives [I : IR ∩ S][IR : I] = [IR : IR ∩ S] = [R : S] which is not divisible by p,
making [I : IR ∩ S] = 1 and IR ∩ S = I, proving the first equation.
Notice that R(J ∩S) ⊆ RJ = J . Sinde J ∩S ⊆ R(J ∩S) ⊆ R, [J : R(J ∩S)][R :
J ] = [R : R(J ∩S)] which is a power of p since J ∈ Idp(R)⇒ u(d(J)) ∈ Idp(R). On
the other hand, J/(J ∩S) ∼= (J+S)/S = R/S by the second isomorphism theorem,
giving [J : R(J ∩ S)][R(J ∩ S) : J ∩ S] = [J : J ∩ S] = [R : S], and we can finish as
before. 
Corollary 31. If p ∤ [R : S] the restrictions of u and d are inverse isomorphisms
between Idp(S) and Idp(R).
Proof. By the above theorem they are inverse functions. Since
u(I)u(J) = (RI)(RJ) = RIJ = u(IJ),
we get that u is an isomorphism; d is also an isomorphism because inverses of
isomorphisms are isomorphisms as well. 
Proposition 32. Suppose that p ∤ [R : S] and let I ∈ Idp(S), J ∈ Idp(R) be
corresponding ideals by the isomorphisms u and d (that is, u(I) = J and d(J) = I).
Then S/I ∼= R/J .
Proof. This was done while proving the preceding theorem. 
We now turn our attention to prime ideals. We will see how (in some cases) the
functions u and d preserve prime ideals.
Proposition 33. Let S ⊆ R be orders and ℘ a prime ideal of R. Then S/(℘∩S) ∼=
R/℘ and ℘ ∩ S is a prime ideal of S.
Proof. Notice that ℘ ⊆ S + ℘ ⊆ R and S + ℘ 6= ℘ because that would imply that
S ⊆ ℘ which can’t happen since 1 /∈ ℘. As ℘ is maximal, this gives S + ℘ = R and
by the second isomorphism theorem S/(℘ ∩ S) ∼= (S + ℘)/℘ = R/℘. Now ℘ being
prime means that R/℘ is a domain and therefore S/(℘ ∩ S) is also a domain and
℘ ∩ S is a prime ideal of S. 
This means that it’s always the case that going down preserves prime ideals.
This is not true in general for going up, but it is if we assume also that p ∤ [R : S].
Proposition 34. Let S ⊆ R be orders and p ∈ Pp(S). Suppose that p ∤ [R : S].
Then S/p ∼= R/(Rp) and Rp is a prime ideal of R.
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Proof. Since p ∈ Idp(S), S/p ∼= R/(Rp). Since p is prime, and therefore maximal,
the left hand side is a field, and so the right hand side is a field as well implying
Rp is a maximal ideal of R. 
Since u and d are isomorphism (preserving the multiplicative structure) factor-
izations into prime ideals are also preserved. So let us now apply these results when
R = OK is a Dedekind domain.
Theorem 35. Let S be an order with fraction field K and p be a prime such that
p ∤ [OK : S]. Then the ideal pS has a factorization in prime ideals of S. Also, if
we factor pOK =
∏m
i=1 ℘
ki
i we can factor pS =
∏m
i=1 p
ki
i where pi = d(℘i).
Proof. The factorization of pOk always exists because Ok is a Dedekind domain, and
notice that clearly ℘i ∈ Pp(OK) ⊆ IdP (OK). Now just apply d to the factorization
and use the fact that it is an isomorphism. 
Corollary 36. Let S be a order with fraction field K and p be a prime such that
p ∤ [OK : S]. Then the order of an ideal p ∈ Pp(S) is always S and p is invertible
in S.
If p ⊳ S is a prime ideal of S, then p is invertible if and only if (p : p) = S.
We will now prove a converse of the above corollary showing that the rational
primes p under the prime ideals that fail to be invertible are precisely the ones
dividing [OK : S].
Proposition 37. Let S be a order with fraction field K and p be a prime. Every
prime p ∈ Pp(S) is invertible if and only if p ∤ [OK : S].
Proof. The if part is already done. Suppose now that p|[OK : S] and every prime
ideal p ∈ Pp(S) is invertible. Therefore Z(p)p ⊳ Z(p)S are invertible and, since they
are all the maximal ideals in Z(p)S, it follows that every ideal in Z(p)S is invertible.
But since Z(p)S is a semi-local ring, by Proposition 10, it follows that Z(p)S is a PID.
As Z(p)S Z(p)OK = Z(p)OK we know that Z(p)OK is a Z(p)S-module, and therefore
it is a fractional ideal (it’s clearly finite). Then Z(p)OK = aZ(p)S; however,
Z(p)OK = Z(p)S Z(p)OK =
1
a
Z(p)OK Z(p)OK =
1
a
Z(p)OK = Z(p)S.
Assuming p||OK/S|, by Cauchy Theorem there is some x ∈ OK \ S such that
px ∈ S. For this x, x ∈ OK ⊆ Z(p)OK = Z(p)S, so we can write x =
s
q where s ∈ S
and q ∈ Z \ pZ. But this means that ps = qpx ∈ qS ∩ pS = pqS (because pS and
qS are coprime), and therefore x = pspq ∈ S, contradiction! 
Recall that, by Corollary 18 from Section 3, two matrices A and B are conjugate
over Zp if and only if the localizations of the ideals IA and IB at every prime ideal
p above p are arithmetically equivalent. But, if p ∤ [OK : S], where S is the ring of
coefficients of those ideals, the p above p are all invertible and so Sp are PID and
all ideals are arithmetically equivalent.
In particular, if f(x) is the minimal polynomial of β and p ∤ [OK : Z[β]], all
matrices with characteristic polynomial f(x) are conjugate over Zp. A sufficient
condition for this is that p2 doesn’t divide the discriminant of f(x).
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5. Concluding remarks
As already mentioned in the introduction, it was proved in [3] that given A,B ∈
GL(n,Z) with the same irreducible characteristic polynomial, weak equivalence of
the associated ideals IA and IB implies that A and B are conjugate over Z, the
profinite completion of Z, which is nothing but the direct product of the p-adic
rings Zp. The results in the present paper provide a converse and an alternative
proof of that statement.
On the other hand, in [4] it was proved that IA and IB are weakly equivalent
if and only if A and B are 2-block conjugate, i.e., there exist matrices A′, B′ ∈
GL(n,Z) and M,N ∈ GL(2n,Z) such that
(A⊕A′)M =M(B ⊕B) and (A⊕A)N = N(B ⊕B′).
When A and B are not conjugate over Z, a 2-block conjugacy of A and B intertwines
the dynamics of A and B in a nontrivial manner. Although some of the dynamical
consequences of 2-block conjugacy of A and B have been explored in [4], there
remains much to be understood.
A fruitful stage for the study of the conjugacy of integer matrices is provided by
its interplay among weak equivalence of ideals, 2-block conjugacy, and conjugacy
over Zp. As seen here, different aspects of the conjugacy problem of integer matri-
ces are manifested in several terms that combine various algebraic and dynamical
properties associated to the integer matrices. The hope is that from this stage, new
invariants for the conjugacy problem for irreducible hyperbolic toral automorphisms
will be found for arbitrary n.
References
[1] H. Appelgate, H. Onishi, Similarity problem over SL(n,Zp), Proceedings Of The American
Mathematical Society, 87, 233–238 (1983).
[2] N. Avni, U. Onn, A. Prasad, L. Vaserstein, Similarity classes of 3 × 3 matrices over a local
principal ideal ring, arXiv:0708.1608v2 (2008).
[3] L. Bakker, P. Martins Rodrigues, A Profinite Module Conjugacy Invariant for Hyperbolic Toral
Automorphisms, Discrete and Continuous Dynamical Systems, vol. 32, n0.6 (2012).
[4] L. Bakker, P. Martins Rodrigues, Block Conjugacy of Irreducible Toral Automorphisms,
arXiv:1511.00763 (2015).
[5] E. C. Dade, O. Taussky, H. Zassenhaus, On the theory of orders, in particular on the semigroup
of ideal classes and genera of an order in an algebraic number field, Math. Annalen 148, 31–64
(1962).
[6] L.J. Gerstein, A Local Approach to Matrix Equivalence, Linear Algebra and Its Applications
16, 221–232 (1977).
[7] C. G. Latimer and C. C. MacDuffee, A correspondence between classes of ideals and classes
of matrices, Ann. of Math., vol.34 (1933), 313-316.
[8] J. S. Milne, Algebraic Number Theory, Version 3.06 (2014).
[9] J. Neukirch, Algebraic Number Theory, 1st edition, Springer (1999).
[10] P. Martins Rodrigues and J. Sousa Ramos, Bowen-Franks groups as conjugacy invariants for
Tn automorphisms, Aequationes Mathematicae 69 (2005) 231-249.
[11] O. Taussky, On a theorem of Latimer and MacDuffee, Canadian J. Math. 1 (1949), 300-302.
[12] O. Taussky, Ideal Matrices I., Archives of Mathematics 13, 275–282 (1962).
[13] O. Taussky, Ideal Matrices II., Math. Annalen 150, 218–225 (1963).
[14] O. Taussky, A note on Local-Global principle for similarity of matrices, Linear Algebra and
Its Applications 30, 241–245 (1980).
[15] S. Wang, On a certain Triple System, Elliptic Curves and Gauss Theory of Quadratic Forms,
PhD Thesis (2008).
[16] J. Zyl, On the Latimer-MacDuffee theorem for polynomials over finite fields (doctoral disser-
tation), Rhodes University (2011).
LOCAL CONJUGACY 13
Department of Mathematics, Brigham Young University, Provo, Utah, USA
E-mail address: bakker@math.byu.edu
Department of Mathematics, Instituto Superior Te´cnico, Univ. Tec. Lisboa, Lisboa,
Portugal
E-mail address: pmartins@math.ist.utl.pt
Department of Mathematics, Instituto Superior Te´cnico, Univ. Tec. Lisboa, Lisboa,
Portugal
