We present a method for solving the independent set formulation of the graph coloring problem (where there is one variable for each independent set in the graph). We use a column generation method for implicit optimization of the linear program at each node of the branch-and-bound tree. This approach, while requiring the solution of a di cult subproblem as well as needing sophisticated branching rules, solves small to moderate size problems quickly. We have also implemented an exact graph coloring algorithm based on DSATUR for comparison. Implementation details and computational experience are presented.
INTRODUCTION
The graph coloring problem is one of the most useful models in graph theory. This problem has been used to solve problems in school timetabling 10], computer register allocation 7, 8] , electronic bandwidth allocation 11], and many other areas. These applications suggest that e ective algorithms for solving the graph coloring problem would be of great importance.
Despite this relevance, there are relatively few methods available for solving graph coloring instances exactly. Those that are available ( 21, 22] ) are limited to solving small instances. In contrast, heuristic techniques have been designed that solve instances with hundreds or thousands of vertices ( 14, 15, 25] ) at the cost of regularly suboptimal solutions.
We suggest an approach based on an integer programming formulation of the graph coloring problem. This formulation, called the independent set formulation, has a variable for each independent set in the graph. While this formulation is well known, the enormous number of variables has apparently discouraged use of it as a computational method. We show that it is possible to develop an e ective column generation technique for this problem while still ensuring integrality with appropriate branching rules. This method is tested on a variety of instances and is shown to be robust and more e ective than previous techniques in solving moderately sized instances.
In section 2, we develop the independent set formulation of the graph coloring problem and discuss various advantages of the formulation. In section 3, we discuss techniques for generating columns in this formulation and outline one method for such generation. In section 4, we develop alternative branching rules and discuss their characteristics. In section 5, we describe our implementation details. In section 6, we present the computational results, and in the nal section, we give some directions for future exploration.
A COLUMN GENERATION MODEL
Let G = (V; E) be an undirected graph on V , the set of vertices, with E being the set of of edges. Let jV j = n and jEj = m.
A coloring of G is an assignment of labels to each vertex such that the endpoints of any edge have di erent labels. A minimum coloring of G is a coloring with the fewest di erent labels among all possible colorings.
An independent set of G is a set of vertices such that there is no edge in E connecting any pair. Clearly, in any coloring of G, all vertices with the same label comprise an independent set. A maximal independent set is an independent set that is not strictly included in any other independent set.
The problem of nding a minimum coloring in a graph can be formulated in many ways. For instance, the problem of determining if K colors su ce can be formulated as follows. Let x ik , i 2 V , 1 k K be a binary variable that is 1 if vertex i is assigned label k and 0 otherwise. The problem is then to determine if the following system (denoted (VC) for vertex{color) has a feasible solution:
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The minimum graph coloring problem can then be solved by doing binary search on K to nd the minimum value for which the above system has a feasible solution. This formulation, while correct, is di cult to use in practice. One obvious problem is the size of the formulation. Since K can be as large as n, the formulation can have up to n 2 variables and nm + n constraints. Given the need to enforce integrality, this formulation becomes computationally intractable for all except the smallest of instances. This is especially true because the linear programming relaxation is extremely fractional. To see this, note that x ik = 1=K for every i; k is feasible whenever K 2.
A second, less obvious, problem involves the symmetry of the formulation. The variables for each k appear in exactly the same way. This means that it is di cult to enforce integrality in one variable without problems showing up in the other variables because any solution to the linear relaxation has an exponential number (as a function of K) of representations. Therefore, branching on x i1 to take on integral values does little good because it results in another representation of the same fractional solution in which x i2 takes on the old value of x i1 and vice-versa.
We consider a formulation with far fewer constraints that does not exhibit the same symmetry problems as our rst formulation. Let S be the set of all maximal independent sets of G. We create a formulation with binary variables x s for each s 2 S. x s = 1 implies that independent set s will be given a unique label, while x s = 0 implies that the set does not require a label. The minimum coloring problem is then the following (denoted (IS) This formulation can also be obtained from the rst formulation by using a suitable decomposition scheme as explained in 16, 24] in the context of general mixed integer programs. The formulation (IS) has only one constraint for each vertex, but can have a tremendous number of variables. Note that a feasible solution to (IS) may assign multiple labels to a vertex. This can be corrected by using any one of the multiple labels as the label for the vertex. The alternative would be to allow non{maximal sets in S and to require equalities in (IS). In view of the ease of correcting the problem versus the great increase in problem size that would result from increasing S, we choose the formulation given.
This formulation exhibits much less symmetry than (VC): vertices are combined into independent sets and forcing an independent set to 0 means that no color can correspond to that independent set. Furthermore, it is easy to show 24] that the bound provided by the linear relaxation of (IS) will at least be as good as the bound provided by the linear relaxation of (VC).
The fact remains, however, that (IS) can have far more variables than can be reasonably attacked directly. We resolve this di culty by using only a subset of the variables and generating more variables as needed. This technique, called column generation, is well known for linear programs and has recently emerged as a viable technique for some integer programming problems 4, 17] . The need to generate dual variables (which requires something like linear programming) while still enforcing integrality makes column generation procedures nontrivial for integer programs. The procedures need to be suitably developed and their e ectiveness is usually dependent on cleverly exploiting the characteristics of the problem.
The following is a brief overview of the column generation technique in terms of (IS). Begin with a subset S of independent sets. Solve the linear relaxation (replace the integrality constraints on x s with nonnegativity) of (IS) restricted to s 2 S. This gives a feasible solution to the linear relaxation of (IS) and a dual value i for each constraint in (IS). Now, determine if it would be useful to expand S. This is done by solving the following weighted independent set problem ( If the optimal solution to this problem is more than 1, then the z i with value 1 correspond to an independent set that should be added to S. If the optimal value is less than or equal to 1, then there exist no improving independent sets: solving the linear relaxation of (IS) over the current S is the same as solving it over S.
This process is repeated until there is no improving independent set. If the resulting solution to the linear relaxation of (IS) has x s integer for all s 2 S, then that corresponds to an optimal solution to (IS) over S. When some of the x s are not integer, though, we are faced with the problem of enforcing integrality. To complete this algorithm, then, we need to do two things. First, since (MWIS) is itself a di cult problem, we must devise techniques to solve it that are su ciently fast to be able to be used over and over. Second, we must nd a way of enforcing integrality if the solution to the linear relaxation of (IS) contains fractional values. Standard techniques of enforcing integrality (cutting planes, xing variables) make it di cult or impossible to generate improving independent sets. We discuss these two problems in the next two sections.
SOLVING THE MAXIMUM WEIGHTED INDE-PENDENT SET PROBLEM
The maximum weighted independent set problem is a well studied problem in graph theory and combinatorial optimization (though often under the name of maximum weighted clique, where a clique is an independent set in the complement of a graph AN(i)) ).
While this approach is reasonably e ective for not{too{sparse graphs, it can be improved by appropriately ordering the vertices. The following have been shown to be e ective in reducing the computational burden of the recursion:
1. Begin with a good MWIS. Note that if G itself is an independent set then adding an independent vertex to it will require the resolution of the current MWIS. This can be avoided by starting with a good MWIS. Then adding a vertex will necessarily involve solving a new problem. 2. Order the remaining vertices in order of degree from lowest to highest. During the nal stages of the recursion, it is important to keep the anti{neighbor set small in order to solve the MWIS on as small a graph as possible. Since vertices with high degree have small anti{neighbor sets, those should be saved for the end. 3. Try to determine if a branch of the recursion can possibly return a MWIS better than the incumbent. For instance, if the total weight of the set examined is less than the incumbent, the incumbent is necessarily better, so it is unnecessary to continue the recursion. 4. Use a faster code for smaller problems. It appears that a weighted version of the method of Carraghan and Pardalos 6] is faster for smaller problems, particularly when it is able to terminate when it is clear that no independent set is available that is better than the incumbent. In our tests, which use relatively small graphs, we use a variant of Carraghan and Pardalos for all except the rst level of recursions, which echos the results of Khoury and Pardalos in the unweighted case.
In the context of our column generation technique, it is not critical that we get the best (highest weight) maximal independent set: it is su cient to get any set with weight over 1. This suggests that a heuristic approach for nding an improving column may su ce in many cases. It is only when it is necessary to prove that no set exists with weight over 1 (or when the heuristics fail) that it is necessary to resort to the recursion. There are many heuristics for weighted independent sets. The simplest is the greedy heuristic: begin with (one of) the highest weighted vertices. Add vertices in non-increasing order of their weight making certain that the resulting set remains an independent set. This heuristic, in addition to being simple, is very fast, and seems to work reasonably well. The resulting independent set can either be added directly to (IS) (if it has value over 1) or can be used as a starting point for the recursion. We will examine the value of this heuristic in the computational results.
BRANCHING RULE
A di cult part about using column generation for integer programs is the development of branching rules to ensure integrality. Rules that are appropriate for integer programs where the entire set of columns is explicitly available do not t in well with restricted integer programs where the columns are generated by implicit techniques. Consider, for instance, the rule of branching on a fractional variable, where the variable is set to 1 in one subproblem and set to 0 in the other. The former subproblem causes no problem for (IS): setting an independent set variable to 1 corresponds to applying a single label to those vertices. Those vertices can then be removed from the graph. The other subproblem is more di cult. Setting a variable to 0 corresponds to not permitting the use of that independent set. How can this information be passed to the subproblem (that generates maximum weight independent sets)? What if the maximum weight independent set is set to 0? How can it be checked if there is another independent set with value more than 1? This seems to involve nding the second, third, and so on highest weight independent sets. This is a much more expensive operation than simply nding the highest weight set (consider how complicated the recursion in the previous section would have to be).
Cutting planes, another technique for forcing integrality, are also di cult to t into a column generation framework. For instance, consider the graph in Figure 1 . Such a graph has maximal independent sets fa; bg; fb; cg; fc; dg; fd; eg and fe; ag. Applying weights of 1/2 to each set results in a feasible solution to the linear relaxation of (IS), with objective 2.5. We would like to add a constraint that it takes three independent sets to cover these vertices. While it is easy to add such a constraint to (IS), it is not clear as to how this can be accomplished while not complicating the subproblem. Our approach to the integrality problem is to use a branch-and-bound method without increasing the complexity of the subproblems. We accomplish this by devising special branching rules that ensure that the subproblem to be solved for each branch is itself a graph coloring problem without any additional constraints and can be solved by our column generation methodology. Additionally, the optimal integer solution to (IS) lies in exactly one branch. This implies that the algorithm we use for the maximum weight independent set can be used to generate columns for the problem at every node of the branch-and-bound tree.
De ne the following operations on a graph coloring problem: SAME(S) requires that the set S all have the same label, and DIFFER(i,j) requires that nodes i and j have di erent labels. These operations can be implemented by changing the graph on which the coloring is done. SAME(S) can be enforced by collapsing the set S into a single vertex. A vertex outside of S has an edge to it if and only if it has an edge to any member of S in the original graph. DIFFER(i,j) is even easier: it is only necessary to add an edge between i and j.
Consider a fractional solution to the linear relaxation of (IS). It is easy to see that there exist two sets S 1 and S 2 , and vertices i; j, such that i 2 S 1 \S 2 , and j 2 S 1 nS 2 , and at least one of x s 1 or x s 2 is fractional. Create the subproblems: DIFFER(i,j) SAME(i,j). Any feasible coloring must occur in exactly one of the two sets. Furthermore, the independent sets that make up the current fractional solutions are not feasible for the two subproblems. This approach has the advantage of creating only 2 subproblems like traditional branching schemes.
IMPLEMENTATION DETAILS

Column Generation Methodology
The methodology has been implemented on a DEC ALPHA 3000 (Model 300) workstation using CPLEX version 2.1 as the linear programming solver and MINTO version 1. 5 29] as the integer programming solver.
Currently, we generate a feasible initial coloring using a greedy heuristic (essentially applying the greedy MWIS heuristic repeatedly until all nodes are colored). This gives us an initial solution to the coloring problem as well as a number of columns to add to our linear program. We then generate columns to improve the linear program. The following discussion on generation of columns to improve the linear program is valid at each node of the branch-and-bound tree.
Improving the Linear Program
Improving Column As mentioned earlier, any solution to the MWIS with value greater than 1 represents an improving column for the linear program. In our current implementation, we set a target to 1.1 and our MWIS algorithm either returns the rst such solution it nds, failing which, it nds the exact solution. We have also experimented with changing this target value to a higher number initially (an approach to nd a good set of columns as fast as possible) and then decreasing its value later on in the column generation. This has mixed results. While, it tends to optimize the linear program at any node of the branchand-bound tree faster, the resulting number of nodes to explore rises. We have noticed that the e ort required to solve some di cult problems can be substantially reduced by suitably altering this target value.
Ordering the Nodes The order in which the nodes are to be considered can be speci ed in our MWIS algorithm. We have found that ordering the nodes in order of nonincreasing weights or in order of nonincreasing degree are not as e cient as ordering them by considering both at the same time. In our experiments we order the nodes in nonincreasing values of square root of the degree of the node times the weight of the node.
Column Management Another approach to optimizing the linear program faster is to generate several columns at every iteration rather than a single column 4]. For example, one could use improvement algorithms that take existing columns with reduced cost equal to zero and try to construct columns that might improve the linear program. In our experiments, we generated more candidates for improving independent sets by deleting a node from an improving independent set that was found by the MWIS procedure, and constructing other independent sets from the remaining set. This approach did not improve our results: while the total number of iterations of column generation went down, the time to generate and optimize the linear programs between iterations o set any savings in time because of reduced number of iterations. When the number of columns gets large, it is useful to implement column management schemes that either delete the nonbasic variables with very negative reduced costs or keep them in a temporary pool that is checked every few iterations for any improving columns. Since, the total number of columns generated in our experiments was modest at best, we did not implement such schemes.
Early Branching At any node in the branch-and-bound tree, when there are more improving independent sets, we either get an integer solution (representing an upper bound on the number of colors required) or branch using method 1 if the linear program is fractional. In the latter case, the linear programming solution provides a lower-bound on the best possible coloring available from that node. However, in our implementation, we do not wait for the linear program at a node to be optimized before branching. Rather, we optimize the linear program only at the root node of the branch-and-bound tree to obtain a lower bound on the number of colors required. Then at any other node of the branch-and-bound tree, we stop generating columns as soon as the restricted linear programming relaxation objective value goes below the best possible coloring value determined by rounding up the objective value at the root node. This tended to reduce the number of columns generated and resulted in exploration of fewer nodes in our experiments. The resulting decrease in overall computation time by not solving the linear programming relaxation to optimality before branching has also been experienced on other combinatorial problems 4, 31].
Branching Methodology
In our implementation, we use a depth-rst-search(DFS) strategy in choosing the node to evaluate. We have also experimented with the idea of choosing the node with the best-bound and of switching from a DFS strategy to the best-bound strategy after updating the upper bound (from the one provided by the initial solution). The DFS strategy seems to work best in our implementation, both from a point of view of number of nodes explored and in cpu-time overall.
For implementing our branching, we rst determine the most fractional column (s 1 ). Then we nd the rst row i covered by this column and determine another column(s 2 ) that covers row i. Then we nd row j such that only one of the columns s 1 or s 2 cover row j. We have also experimented with choosing the rst fractional column as s 1 instead of nding the most fractional one. This tends to increase the overall e ort.
DSATUR
In addition to our column generation approach to graph coloring, we have implemented an exact graph coloring algorithm based on the DSATUR algorithm rst developed by Br elaz 5]. We will use this algorithm as a comparison code to determine the e ectiveness of column generation.
DSATUR works by dividing a graph coloring instance into a series of subproblems. A subproblem in DSATUR is a partial coloration of the graph. At each step of the algorithm, there is an upper bound UB on the number of colors required for the graph. If a subproblem uses k colors, and k is at least UB, clearly the subproblem can be fathomed. Alternatively, if every node in the graph is colored, and k < UB, then a better coloring has been found and UB can be set to k.
If the graph is not completely colored, and the number of colors used is less than UB, new subproblems are created. Some uncolored node i is chosen for branching. For each feasible color for i (out of the k used in the subproblem), a new subproblem is created assigning i that color. In addition, a subproblem is created with i receiving color k + 1.
The algorithm terminates when there are no subproblems left. At this point, UB give the coloring number of the graph.
The choice of branch node i can have a large e ect on the algorithm. In a heuristic, Br elez 5] suggests choosing the node adjacent to the largest number of di erently colored nodes. This has the e ect of reducing the number of subproblems created at each branch. Ties can be broken by choosing a node with highest degree in the uncolored subgraph. Korman 19] recommended using this within the optimization routine, and Kubale and Jackowski 21] con rm that this is an e ective choice in their experiment.
A further modi cation is suggested by Sewell 30] . If the rst k nodes colored form a clique, then it is clear that they will never be recolored. This suggests that it would be useful to nd a maximum clique in the graph and color those nodes rst. This approach is a large improvement when the clique value and the coloring number of a graph are close, and seems a good idea for many instances.
Our version of DSATUR attempts to nd the maximum clique in the graph using the unweighted versions of the clique nding algorithms previously presented. Since it is not critical to prove the optimality of the clique, we terminate the clique search once 10,000 clique subproblems have been generated. In the vast majority of the instances we solved, the optimal clique was found in far fewer subproblems.
The rest of the nodes are dynamically ordered in terms of the number of adjacent colors and subproblems are created as in the basic DSATUR algorithm. Subproblems are solved in a depth{ rst search manner.
6 COMPUTATIONAL RESULTS
Instance Description
In our computational experiments, we use instances drawn from a large number of sources. Our goal is to determine the robustness of the approaches. For some of these graphs, the coloring problem has no real interpretation. We use these graphs as examples of structured graphs, rather than just experimenting on random graphs. Here we brie y describe the instance classes.
Random Graphs Random graphs are ubiquitous in computational experiments for graph coloring. G(n; p) is formed by generating a graph on n vertices, where each edge occurs independently with probability p.
Register Graphs One standard application of graph coloring is register allocation. In this problem, a compiler is attempting to assign variables to registers. Two variables can be assigned to the same register if they are not both required at the same time in a code fragment. Condon 9] has developed a program that takes code fragments and generates the corresponding graph coloring problem.
Geometric Graphs A di erent type of random graph is created by generating 2n random numbers in the range (0,1) and treating pairs number as coordinates in the Euclidean unit square. A node is placed at each coordinate, and two nodes are connected by an edge if and only if the Euclidean distance between them is less than some cuto value. Alternatively, a reverse geometric graph results when edges correspond to nodes that are more than some distance apart.
Book Graphs Given a work of literature, a graph is created where each node represents a character. Two nodes are connected by an edge if the corresponding characters encounter each other in the book. Knuth 18] Game Graphs A graph representing the games played in a college football season can be represented by a graph where the nodes represent each college team. Two teams are connected by an edge if they played each other during the season. Knuth 18] gives the graph for the 1990 college football season.
Miles Graphs These graphs are similar to geometric graphs in that nodes are placed in space with two nodes connected if they are close enough. These graphs, however, are not random. The nodes represent a set of United States cities and the distance between them is given by by road mileage from 1947. These graphs are also due to Kuth 18] .
Queen Graphs Given an n by n chessboard, a queen graph is a graph on n 2 nodes, each corresponding to a square of the board. Two nodes are connected by an edge if the corresponding squares are in the same row, column, or diagonal. Unlike some of the other graphs, the coloring problem on this graph has a natural interpretation: Given such a chessboard, is it possible to place n sets of n queens on the board so that no two queens of the same set are in the same row, column, or diagonal? The answer is yes if and only if the graph has coloring number n. Gardner 12] states without proof that this is the case if and only if n is not divisible by either 2 or 3. In all cases, the maximum clique in the graph is no more than n, and the coloring value is no less than n.
Mycielski Graphs Given a graph G with vertex set fv 1 ; v 2 ; : : :; v n g, we can get the My- If we let G 1 be the graph with two nodes and a single edge, and recursively de ne G i+1 = (G i ), then each G i is triangle{free (the maximum clique is 2), has coloring number i+1, and has linear relaxation of IS value in between those two values. As such, these graphs seem di cult to solve since neither the clique nor the linear relaxation of IS can provide tight bounds.
Summary of Results
The results on various coloring instances are summarized in Tables 1{ 4. The following results are presented:
Size: Lists the number of nodes and the number of edges in the graph. GR: The value of the feasible coloring returned by the greedy heuristic. This heuristic generates the starting solution for LPCOLOR, the column generation based procedure. Bounds: These provide the lower bounds on the optimal coloring value for the graph. CL represents the bound provided by the size of the maximum clique in the graph. When the maximum clique used for providing the CL bound is not con rmed to be maximum, an asterisk is placed to indicate that. The LP lower bound is the value of the optimal linear programming objective value at the root node of the branch-andbound tree in our methodology and LP up is the lower bound provided by rounding up the LP bound. Optimal: Lists the optimal coloring value of the graph. DSATUR: Lists the cpu seconds and the number of explored in the search for the optimal solution in our implementation based on DSATUR. LPCOLOR: Lists the cpu seconds and the number of evaluated nodes in the branchand-bound tree for the column generation methodology. The time limit for these experiments was one hour of cpu time. A missing entry in the tables indicates that the problem could not be solved within this time limitation. In some cases, we present averages over 5 instances. When the average is over less than 5 instances (because the others could not be solved within the time limits), we indicate the number of instances solved in brackets. We omit any results if the number of solved instances is less than 3.
The rst type of coloring instances solved are those on random graphs, G(n; p). We generated graphs with 30, 50 and 70 nodes with edge probabilities .1, .3, .5, .7, and .9. The results over average of 5 instances are shown in Table 1 . There are a few things to note for the LPCOLOR results: 1. The lower bound provided by rounding up objective value of linear programming solution at the root node of the branch-and-bound tree is usually within 1 of the optimal value (this was true for instances we have solved). This is evidence of the strength of the formulation.
2. Instances with densities in the range of .1{.5 are most di cult for this method in terms of computation time and the number of nodes evaluated. Also, the GR bound (and hence the starting solution) is not a good bound as the problems get more di cult. 3. The number of evaluated nodes is very small, suggesting the strength of this branching scheme. 4. While 70 nodes does not seem so large, some instances are taking a fair amount of time already. However, the average timings above can be deceptive. For instance, in many cases, it is usually only one or two problems that raise the average cpu time and the average number of evaluated nodes. So more often than not, the problems are solved in a reasonable amount of time. In comparison, the performance of DSATUR based algorithm indicates that the densities of 0.5 and 0.7 are most di cult both in computational time and the number of explored nodes. Typically, both methods nd the optimal solution quickly and spend a long time in verifying optimality.
The next set of instances come from register allocation. These graphs seem to be quite easy for many algorithms: there is an easily found large clique that de nes the coloring number. The results are contained in Table 2 . In all cases, the simple heuristic was able to nd the correct coloring and column generation quickly proved optimality. Similarly, the DSATUR based algorithm had no di culties with these problems. Finally, Table 4 presents the results for the other graph classes we have experimented with. All of these graphs were relatively easy to solve except for the 8 8 (and larger) queen problems. DSATUR was unable to solve a couple of these queen problems. Mycielski graphs seem to be very di cult for either method. DSATUR could solve mycielski{5 graph that LPCOLOR could not even though the starting solution for LPCOLOR was an optimal one. This is clearly because of the large gap between the LP and Optimal values. These gaps continue to be large even deeper down in the branch-and-bound tree making it di cult to prove optimality for LPCOLOR. Larger queen and mycielski graphs could not be solved by either program. 
CONCLUSIONS
We have developed an algorithm for coloring based on the independent set formulation. The success of this algorithm hinges on fast algorithms for nding maximum weighted independent sets. It appears that for the instances solved here, the independent set formulation gives a very good lower bound on the number of colors required. In fact, this observation leads to a good heuristic procedure for graphs that are too large or too di cult to solve exactly. In the heuristic procedure, we do not generate any columns after optimizing the root node linear program. Instead, we nd the best integer solution from among the columns accumulated at the root node of the branch-and-bound tree. We refer to this restricted program at the root node as the restricted integer program (RIP). This type of heuristic has been successfully used for clustering problems in 17].
The strength of this branching method is another important observation. Very few nodes are explored in the branch-and-bound tree. To study this strength, we solved the RIP (without generating additional columns at subsequent nodes of the branch-and-bound tree) by two methods: the Standard method refers to the branching method of xing a fractional variable to 0 or a 1. The New Branching refers to the branching rule developed in this paper. Note that the values obtained by the new branching are not necessarily the same as that in the standard branching because the new branching does not guarantee nding the best possible solution for RIP without the ability to generate additional columns at each node of the resulting tree. The results are shown in Table 5 , where we give the results for the G(70,.) graphs including the value of the solutions, the number of nodes evaluated and the cpu time it takes to solve the linear program at the root node as an integer program. Once again, these are averaged over ve instances. The speed with which we solve problems to optimality seems to be due to the strength of the branching rule, since the time per node is roughly comparable for the two approaches. It is interesting to note that it takes roughly the same amount of time to solve RIP to optimality with the standard branching rule as it takes LPCOLOR to solve the entire problem to optimality with the new branching rule (Table 1 Improvements to the column generation implementation would be more robust heuristics for the maximum weighted clique problem and more intelligent rules for determining when to terminate the recursion for exactly nding the MWIS. Also, implementing other branching rules and studying their e ciency would be interesting. For example, the following branching rule could be used:
Consider a fractional solution to the linear relaxation of (IS). As before, there exist two sets S 1 and S 2 , and vertices i; j, such that i 2 S 1 \S 2 , and j 2 S 1 nS 2 , and at least one of x s 1 or x s 2 is fractional. Earlier we created the subproblems SAME(i,j), and DIFFER(i,j). To implement DIFFER(i,j), consider the following: If i is an isolated vertex, there is no reason to look at DIFFER(i,j): the solution can be no better than SAME(i,j). Generalizing this, if i and j are to di er and have the solution not be equivalent to SAME(i,j), one of the neighbors of i must receive the same color as j. So, we can create the subproblems SAME(i 1 ; j) SAME(i 2 ; j) ... SAME(i k ; j) where fi 1 ; i 2 ; :::; i k g are neighbors of i. This choice of branching ensures that each node of the branch-and-bound tree is of similar di culty and that the depth of the resulting tree is no more than the number of nodes in the graph. This approach however can have the optimal solution occuring in more than one branches. To prevent that, the DIFFER(i; j) could be implemented as follows: SAME(i 1 ; j) DIFFER(i 1 ; j), SAME(i 2 ; j) DIFFER(i 1 ; j), DIFFER(i 2 ; j), SAME(i 3 ; j) ... DIFFER(i 1 ; j), DIFFER(i 2 ; j), ...DIFFER(i k?1 ; j), SAME(i k ; j).
When it is not crucial to generate a provably optimal coloring, or when the time available is insu cient for our procedure to complete, simple modi cations can be used to generate good solutions rather quickly. For example, a target value for the coloring can be prespeci ed and column generation at the nodes of the branch-and-bound tree can be stopped as soon as the objective value of the linear program falls below this target value. This can be useful especially when a good starting solution is already available and one is seeking a better solution. The branching algorithm can then be terminated as soon as an improving solution is found. In table 6, we give results for the G(.,.5) graphs. For these experiments, our algorithm is modi ed to stop when either a solution that is guaranteed to be within 1 of the best possible solution as determined by rounding up the optimal linear programming objective value is found or when 100 nodes of the branch-and-bound tree have been explored. Results are averaged over ve instances in each case. The Initial value is the upper bound corresponding to the starting solution found by the greedy procedure, the LP bound is obtained by rounding up the linear programming objective value at the root node and the best solution found with the termination criterion as stated is given by Best Found.
Finally, it would be interesting to study the algorithm's performance on the various classes of instances in more detail. Random instances seem to be di cult (at least for some densities) with graphs as small as 70 nodes. Register allocation graphs seem to be very easy. Geometric graphs seem markedly di erent whether one places edges for long distances or short ones. It would be useful to understand where these di erences come from. 
