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Abstract
A novel class of analog BioElectronics is introduced for the systematic implementa-
tion of ultra low-power microelectronic circuits, able to compute nonlinear biological
dynamics. This class of circuits is termed “CytoMimetic Circuits”, in an attempt to
highlight their actual function, which is mimicking biological responses, as observed
experimentally. Inspired by the ingenious Bernoulli Cell Formalism (BCF), which was
originally formulated for the modular synthesis and analysis of linear, time-invariant,
high-dynamic range, logarithmic filters, a new, modified mathematical framework has
been conceived, termed Nonlinear Bernoulli Cell Formalism (NBCF), which forms the
core mathematical framework, characterising the operation of CytoMimetic circuits.
The proposed nonlinear, transistor-level mathematical formulation exploits the striking
similarities existing between the NBCF and coupled ordinary differential equations, typ-
ically appearing in models of naturally encountered biochemical systems. The resulting
continuous-time, continuous-value, low-power CytoMimetic electronic circuits succeed
in simulating with good accuracy cellular and molecular dynamics and found to be in
very good agreement with their biological counterparts. They usually occupy an area of
a fraction of a square millimetre, while consuming between hundreds of nanowatts and
few tenths of microwatts of power. The systematic nature of the NBCF led to the trans-
formation of a wide variety of biochemical reactions into nonlinear Log-domain circuits,
which span a large area of different biological model types.
Moreover, a detailed analysis of the robustness and performance of the proposed cir-
cuit class is included in this thesis. The robustness examination has been conducted
via post-layout simulations of an indicative CytoMimetic circuit and also by providing
fabrication-related variability simulations, obtained by means of analog Monte Carlo
statistical analysis for each one of the proposed circuit topologies. Furthermore, a de-
tailed mathematical analysis that is carefully addressing the effect of process-parameters
and MOSFET geometric properties upon subthreshold translinear circuits has been con-
ducted for the fundamental translinear blocks, CytoMimetic topologies are comprised
of. Finally, the interesting sub-category of Neuromorphic circuits, the “Log-Domain
Silicon Synapses” is carefully examined and representative circuits are thoroughly anal-
ysed by a novel, generalised BC operator framework. This leads to the conclusion that
the BC operator consists the heart of such Log-domain circuits, therefore, allows the
establishment of a general class of BC-based silicon synaptic circuits, which includes
most of the synaptic circuits implemented so far in Log-domain.
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Chapter 1
Thesis Overview
The primary goal of this thesis is to introduce a novel category of nonlinear, BioIn-
spired Log-domain circuits, termed “CytoMimetic Circuits”. This new class of BioElec-
tronics is able to emulate continuous-time, continuous-value, nonlinear dynamics, by
using microelectronic circuits comprised exclusively of only two basic monolithic com-
ponents, i.e. MOS Transistors (MOSTs) and linear capacitors, properly interconnected
to each other. The mathematical framework that has led to the development of this
new class of Log-domain circuits is the Nonlinear Bernoulli Cell Formalism (NBCF),
a modified derivative of the original Bernoulli Cell Formalism (BCF), which has been
extensively used for the analysis and synthesis of linear, time-invariant, high-dynamic
range, logarithmic filters.
By exploiting the striking similarities observed between the form of coupled nonlin-
ear ordinary differential equations (ODEs), derived for the description of models of
naturally encountered biochemical systems and the form of the NBCF, a multitude of
electronic circuits that can mimic the nonlinear dynamic responses of a large variety
of biochemical models has been implemented and simulated with realistic parameters
from a commercially available CMOS process technology. These low-power, current-
mode circuits practically define a new class of intrinsic analog “BioProcessors” for the
real time computation of ODEs. The use of dynamic translinear (TL) circuits for the
computation of differential equations (DE) is a well-known technique in analog design,
already been proved through a large number of publications in literature. However,
the systematic circuit synthesis method of monolithic chips that can perform real-time,
highly-nonlinear dynamics computation, based on the NBCF is a novel concept, firstly
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introduced by the work presented here. The strictly positive nature of the MOST’s drain
current (electrical state-variable) is exploited by the proposed electrical equations math-
ematical framework, i.e the NBCF, which subsequently allows a “one-to-one” mapping
of the parameters of a biochemical ODE onto analogous electrical parameters. This
mathematical transformation permits the expression of a biological DE by an electrical
DE and therefore, the migration from the biological to the electrical field of equations
is achieved. In other words, the various parameters of a biochemical DE, e.g. time con-
stants or parameters that denote flux are represented by appropriate weakly-inverted
MOST currents, whose role in the circuit is defined by the NBCF.
The reliability and robustness of CytoMimetic circuits has been tested and verified by
means of pre-layout Monte Carlo statistical analysis simulations, post-layout simula-
tions and post-layout Monte Carlo statistical analysis simulations. In this thesis, the
lack of experimental, measured results from a fabricated chip has been substituted by
simulation results on the proposed layout of an indicative CytoMimetic topology. It is
genuinely hoped that the encouraging post-layout simulation results can convince the
“demanding” reader about the robustness, reproducibility and accuracy of the proposed
class of BioElectronics. Moreover, a comprehensive, step-by-step, mathematical anal-
ysis has been conducted, providing the necessary mathematical tools required for the
accurate performance description of ordinary static and dynamic subthreshold MOS TL
topologies. The topologies that have been examined consist of fundamental TL circuit
blocks, heavily used for the design of CytoMimetic circuits. The effect of transistor-
level process parameters upon the performance, accuracy and distortion levels of the
aforementioned static and dynamic TL topologies have been also examined in detail,
providing, where possible, “rules-of-thumb” regarding the points that need to be taken
into consideration when such topologies are aimed to be designed.
Finally, a seemingly interesting insight on the BCF has been included in this thesis.
Starting from the derivation of a new MOST-capacitor connection, which is also de-
scribed by the Bernoulli DE, a generalised BC framework is formulated, aim to provide
a complete mathematical framework, which can prove itself useful for the analysis and
synthesis of Log-domain topologies that include a BC operator. As indicative examples,
to which the generalised BCF can be applied, a revised approach to the dynamics of two
dynamic TL loops is provided and also the analysis of various Log-domain silicon synap-
tic topologies has been examined. More specifically, the synaptic circuits have been
analysed using the extended BC operator as the starting point of the circuit analysis.
By proving that the vast majority of silicon Log-domain synapses can be grouped under
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one, unifying mathematical framework, a general class of silicon Log-domain synapses
that obeys the Bernoulli dynamics has been formed, providing a helpful mathematical
tool for future Neuromorphic circuit synthesis or analysis attempts.
1.1 Thesis Structure
The thesis is structured as follows:
• Chapter 2: In this Chapter the reader can find an introduction to low-power
BioElectronics and their modern applications. Subsequently, a historical analysis
of Log-domain circuits and their most popular synthesis and analysis methods is
presented, together with their main field of application. Starting from the first,
fundamental Log-domain filter proposed by Adams in 1979, this Chapter attempts
to provide an insight on the potentials of Log-domain circuits by examining the
various theories that have been formulated over time regarding this circuit class.
Moreover, an introduction to CytoMimetic circuits is attempted, accompanied by
a section referring to the motivation of this thesis, which justifies the selection of
Log-domain for the implementation of CytoMimetic circuits.
• Chapter 3: The mathematical framework of CytoMimetic circuits is illustrated
and analysed thoroughly. Starting from the original BCF, a detailed, step-by-step
mathematical analysis is provided, which leads to the “birth” of the NBCF con-
cept that was always “nested” inside the original BCF expressions. The idea of
the “coupled BC formation” is exemplified and compared to the original “backbone
BC formation”. In addition, the key static and dynamic TL blocks that CytoMi-
metic circuits are comprised of are presented, illustrating the medium complexity
of the proposed class of circuits. Subsequently, an indicative analysis takes place,
presenting general “rules-of-thumb” regarding the selection of the appropriate in-
put and output currents of the BC operator, when coupled DEs are targeted to
be converted to electrical analogous equations. The main goal of this Chapter
is to present the two different “faces” of the BCF and its two “different” forms
that can be used, depending on whether the system that is investigated is linear
or nonlinear. It is genuinely hoped that at the end of this Chapter, the inter-
ested reader will understand that both “versions” of the BCF are in practice one
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mathematical framework that can be highly adaptable, depending on whether the
designer selects to see it as a linear circuit analysis/synthesis tool or a math-
ematical framework for pure Externally Nonlinear Internally Nonlinear (ENIN)
systems.
• Chapter 4: An interesting biochemical application of the NBCF is shown in this
Chapter. An ultra low-power subthreshold Log-domain circuit, which mimics the
oscillations observed during the biochemical process of glycolysis, due to the phos-
phofructokinase enzyme is illustrated and explicitly analysed mathematically and
electrically. The proposed electronic circuit is able to simulate the dynamics of
the glycolytic oscillator and represents the time-dependent concentration changes
of the reactants and the products of the chemical process, based on nonlinear dif-
ferential equations, which describe the biological system. A variety of simulation
results, including Monte Carlo statistical analysis simulations, are provided, in
order to verify the robustness of the proposed circuit and to compare its dynamics
with the prototype biological behaviour. Finally, worth-noticing three-dimensional
Figures are shown for the ideal biochemical model and Cadence simulated elec-
trical system aiming at providing a more inclusive view of the electrical circuit
responses and highlight the faithful representation of the targeted biochemical
dynamics by the proposed CytoMimetic topology.
• Chapter 5: A remarkable type of intracellular signal mechanism, the intracel-
lular calcium oscillations is studied in this Chapter. Starting from an esteemed,
well-known biochemical model, which describes the dynamics of this intracellular
mechanism, three microelectronic circuits have been built by means of the NBCF,
which can emulate the biological dynamics with sufficient accuracy for three dif-
ferent types of Hill coefficients. The complexity of the specific biomathematical
model is considerable and provides an excellent “test-bench” to investigate the
potentials/flexibility of the promising NBCF mathematical tool. All proposed cir-
cuits are properly accompanied by a large number of Cadence simulations, includ-
ing individual Monte Carlo statistical analyses. The behaviour of the three pro-
posed circuits has been also investigated by appropriate three-dimensional graphs,
providing a more inclusive view of the electrical circuit dynamic responses.
• Chapter 6: In this Chapter a different category of biochemical dynamics is stud-
ied. The category of nonlinear molecular systems is introduced and five different
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genetic regulation oscillatory biochemical models are investigated. Once again,
thanks to the systematic and flexible nature of the NBCF, four CytoMimetic cir-
cuits have been implemented, emulating the time-dependent behaviour of various
proteins. Convincing Cadence simulation results are again provided exhibiting
how close the electrical systems are“shadowing” their biochemical counterparts.
Transient, phase plane and Monte Carlo statistical analysis simulation results are
employed for the verification of the previous argument. Similarly to the previous
two Chapters, appropriate three-dimensional graphs are also provided.
• Chapter 7: A detailed, theoretical analysis regarding the recommended layout
techniques for the design and subsequent fabrication of CytoMimetic circuits is
exemplified in this Chapter. As an indicative CytoMimetic circuit example, the
Log-domain glycolytic oscillator has been selected. Each of its key TL blocks
is analysed and laid out separately, accompanied by detailed comments on the
selection of the specific layout patterns. Post-layout Cadence simulation results
(two- and three-dimensional) and Monte Carlo statistical analysis verifications are
demonstrated, underlying the robustness of the specific circuit design attempt.
• Chapter 8: An in-depth, step-by-step, symbolic, mathematical analysis has been
performed for the investigation of the effect of CMOS process-dependent param-
eters on subthreshold MOS comprised TL circuits. Through a large number of
static and dynamic TL circuit examples, the reader can be informed about the
impact of process-dependent parameters upon subthreshold MOS TL circuits per-
formance by analysing how these parameters force them to deviate from their ideal
behaviour. This Chapter aims at providing to the readers an insightful way of op-
erating subthreshold MOST circuits and help them understand the underlying
MOST behaviour mechanisms throughout the whole weak-inversion spectrum.
• Chapter 9: The essence of usefulness of this Chapter is to provide to the reader
an insight regarding the practicality of the BCF as a Log-domain circuits anal-
ysis or synthesis tool. By proving the existence of another BC operator, which
exploits a different MOST terminal-capacitor connection, the idea of a “gener-
alised BCF ” is introduced, aiming at offering a complete, robust mathematical
tool for the analysis or synthesis of Log-domain topologies. In order to prove the
usefulness of the BCF in another Log-domain field, apart from the one shown for
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CytoMimetic circuits, the interesting category of Neuromorphic circuits, the Log-
domain silicon synapses, has been investigated by adopting a BCF-based analysis
approach. After analysing a multitude of synaptic topologies based on the “gen-
eralised BCF”, it is shown that in the vast majority of this type of circuits a BC
operator is always present, thus, a general class of BC-based Log-domain synaptic
circuits is articulated, aiming at unifying all synaptic circuits under one “master-
key” mathematical formalism.
• Chapter 10: In the final Chapter of the thesis, a summary of this work is illus-
trated and the produced results are discussed in a critical way. The contribution
of this work to the field of low-power BioElectronics is examined and is accom-
panied by some useful directions, regarding any potential future research in this
field. Finally, potential limitations of this work as well as indicative, potential
applications of CytoMimetic circuits are summarised in this Chapter, aiming at
providing a complete picture of this novel class of low-power electronics.
Chapter 2
Ultra Low-Power BioElectronics
And Log-Domain Circuits
This Chapter deals with an exceptionally interesting subcategory of ultra low-power
electronics, the BioElectronics. In the emerging field of BioElectronics, biology and
electronics are called to “interface” with each other in a wide field of interdisciplinary
applications. In the following paragraphs, the electrical properties of this particular
category are examined, as well as their broad field of application. Moreover, this Chapter
presents a popular category of Very Large Scale Integrated (VLSI) circuits, the Log-
domain circuits. Starting from a historical analysis exemplifying the events that have
led to the genesis of this VLSI circuit category, various design approaches to Log-
domain filtering are illustrated and analysed thoroughly. The last section of this Chapter
explains which Log-domain circuit approach has planted the seed for the development
of CytoMimetic circuits, presenting in parallel the motivation of this thesis.
2.1 Biological Signal Processing With Ultra Low-Power
BioElectronics
The human body can be viewed as an incredibly complex biological oscillator that
exhibits prominent harmony between all cellular rhythms in it (see Table 2.1), thanks
to the enviably efficient energy, performance and data processing properties of the cells.
Cells are excellent examples of energy sufficiency and great amount of data processing.
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An average human cell does not exceed 10µm in diameter, however its daily functions
and potentials cannot be nearly compared to any complex electronic circuit, setting
them as nature’s unmatched “microprocessors” of various types of signals [1].
The complexity of the daily cell functions is hard to be described as well. Protein
production, transportation of basic molecules in and out of the cell, communication
with neighbouring cells and the major procedure of replication are some of the most
important cellular activities [2]. Moreover, the protein-protein and the gene-protein
molecular interaction networks within a single cell are highly demanding functions that
are regulated by the cell itself with great accuracy and efficiency [3]. The signals that
the cells are called to process are usually chemical, mechanical or electrical. Although
these input signals are highly noisy and stochastic, cells manage to produce the desirable
outputs through a highly sophisticated procedure, with performance that can be roughly
compared to the performance of an Analog-to-Digital signal process of a high-accuracy
electronic Analog-to-Digital converter (ADC).
The astoundingly low-power properties of the cells will never cease to amaze us. For
example, a single neuron in the brain consumes ∼ 0.66nW of power, in order to perform
highly complex tasks, such as pattern recognition, learning tasks or spatiotemporal
filtering. This means that the ∼ 22 billions of neurons in the brain do not require
more than ∼ 15W of power in an average 70kg male [3]. Moreover, most of the human
body cells are called to hydrolyse an incredibly large number of ATP molecules and
perform approximately ∼ 107 ATP-dependent biochemical functions per second! It is
very easy to understand that the trillions of cells in the human body are required to
process an astronomical amount of operations consuming approximately only 80W of
resting power, since each one of them demands nearly 0.8pW of power [2, 3].
Inspired by nature’s magnificent processing mechanisms, the novel class of BioElec-
tronics has been developed, aimed at emulating biological architectures or biological
processes/functions, with energy and processing properties as close as possible to the
cellular ones. The area is still in its infancy and current technology does not allow us
to achieve power-consumption properties or data processing abilities very close to the
biological ones. For example, for a simple digital switching operation (0 → 1), even in
cutting-edge deep sub-micron technologies, the power requirement is nearly 104−105kT
(thermal energy units), while the average human cell energy for an equivalent, elemen-
tary operation is ∼ 20kT [3]. Moreover, the feedback mechanisms that nature uses,
in order to correct any error-prone signals cannot be matched to any of the current
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Table 2.1: A list of the most important biological rhythms. The rhythms marked with an
asterisk indicate those that occur at a cellular level (reproduced from [1]).
Rhythm Period
Neural Rhythms* 0.01 to 10 sec
Cardiac Rhythms* 1 sec
Calcium Oscillations* 1 sec to several minutes
Biochemical Oscillations* 1 min to 20 min
Mitotic Cycle* 10 min to 24 hours
Hormonal Rhythms* 10 min to several hours
Circadian Rhythms* 24 hours
Ovarian Cycle 28 days
Annual Rhythms 1 year
Epidemiology and Ecological Oscillations years
feedback/learning patterns, developed by humans.
Although nature’s sophisticated mechanisms are hard to be copied, significant progress
has been made in the field of BioElectronics. This Chapter, and this thesis in general,
is not going to focus on the biomedical electronics (invasive or not) that have been
designed, in order to measure and/or transmit (wirelessly or not) biological signals.
The focal point of this Chapter (and consequently of this thesis) is the electronics that
have been produced, inspired by nature’s “engineering systems”, the so called “Bio-
Inspired electronics”. Albeit the term is going to be analysed explicitly in the following
paragraphs, an apposite paradigm is going to be presented, as it has been cleverly first
mentioned in [3]. Birds and airplanes can both fly. Despite their obvious differences, one
can understand a lot about the principles of avionics, when he studies bird’s movements
while flying. Then he can try to apply these principles characterising bird’s flight
on the design of BioInspired airplane wings, for example [4]. This simplistic example
highlights the concept of BioInspired devices. Nature, with its conspicuous efficiency
and remarkable harmony, could be the leading example that could shed insight into the
imperfect human designs.
Indicative examples highlighting promising BioInspired attempts are the bionic ear pro-
cessors [5–7], the RF cochlea [8], the BioInspired silicon pancreas [9], CytoMorphic
electronics [10, 11] and BioInspired analog silicon retinas [12–14]. The aforementioned
examples demonstrate the rapid increase in the fabrication of BioInspired systems as
well as the wide range of applications being covered. Although there are still many
things to learn from nature, the previous BioInspired examples verify that research has
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progressed in a such a level that concepts that once seemed hard to reach, such as retina
or cochlea prosthesis, are now coming towards realisation. By closely observing nature’s
wise mechanisms, it is a matter of time to finally conquer unreachable parts of science.
After all, as Max Delbru¨ck once said: “Any living cell carries with it the experience of
a billion years of experimentation by its ancestors”.
2.1.1 BioInspired Electronics: A Taxonomy
In a broader sense, BioElectronics can be described as the technologies/devices that
interface the biological with the electronic world. It could be argued that BioElectron-
ics are a sub-category of a more inclusive category, called Bionics, a term coined by
Jack Steele of the US Air Force in 1960 and describes the field of study involving copy-
ing, imitating and learning from biology [15]. Although there are many definitions of
biologically inspired technologies that sometimes overlap with each other, the follow-
ing paragraphs will attempt to clarify the function of each biologically inspired circuit
category and classify them accordingly.
In Figure 2.1, a graphical approach to the taxonomy of BioInspired circuits has been
attempted. The definitions for each of the terms illustrated in Figure 2.1 are presented
below:
• Biomimetic: In this category, the behaviour/operation/response of the circuit
resembles the one directly observed in the biological system (circuit mimicry). For
the specific circuit category, all or a part of the engineering principles encountered
in the biological system may have been applied [16].
• Biomorphic: The circuits found in this category attempt to copy and utilise the
functions of physical structures or architectures encountered in biological systems
(in a higher or lower level). For example, there are robots that can mimic the
functional behaviour of limps [17] as well as there are circuits that can copy the
basic architecture of a specific group of cells [18].
• Neuromimetic: In this category, circuits are resembling the behaviour, operation
or response of neural cells, as it has been observed in the biological system. Typical
examples of circuits that lie on this category can be found in [19] and [20].
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2.1.2 Characteristics Of Ultra Low-Power BioInspired Electronics
The silicon process technology revolution has driven the availability of more accurate,
efficient and very low-power consumption electronic devices [23]. The characteristics of
any electronic device are mainly determined by the specific application, for which the
device is designed. BioElectronics are indeed a special group of ultra low-power devices,
since they are called to “interface” with biological systems.
Developed for and from biology, BioElectronics have been the milestone of a new era
of microelectronics in the biomedical field. Apart from the obvious characteristics of
a biomedical device i.e. biocompatibility, light-weighted and miniaturised, power de-
mands have also been taken very seriously into consideration, especially during the last
few years. The need for ultra low-power devices, which can operate anywhere from few
pico- to tenths of milliwatt, has increased and the size restrictions of such devices cannot
be neglected as well [3]. More specifically, according to the International Technology
Roadmap for Semiconductors (ITRS), as CMOS technology scaling is exponentially de-
creasing over the years, the supply voltage of an electronic system is decreasing as well
[24]. As Figure 2.2 clearly illustrates, research is steadily focusing on sub-micron tech-
nologies (mainly <200nm channel length technologies), aiming at smaller chip area,
as well as minute operational power demands [25, 26]. In BioElectronics the afore-
mentioned need for smaller, less power-hungry devices is even more necessary, since
ambitious BioElectronics research is targeting for implantable devices that will be pow-
ered by rechargeable (or not) long-lifetime batteries (an average estimate on battery’s
lifetime is 10 to 30 years [3]).
The size of an electronic circuit is definitely a technical issue that needs to be taken
seriously into consideration. Whether a device will be implantable or not, the total size
of a biomedical device must be as small as possible, for the specific application. For
implantation, there is no need to explain why a device must be small. However, for the
non-implantable ones, smaller size implies efficiency, when it comes to system’s scaling-
up. The implementation of large networks of VLSI systems, require minute chip space,
without compromising performance. Summarising the aforementioned points regarding
the characteristics of biologically inspired or biomedical devices, the following key points
need to be addressed:
a) The devices need to operate with an energy source that has a reasonable/practical
size (usually a battery) and a long lifetime.
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(a) Transistor cost and lithographic tool cost
versus years.
(b) Technology node and transistor gate le-
ngth versus years.
(c) Total planar CMOS parasitic and intrinsic
channel capacitance versus technology node.
(d) Si technology timeline showing semicon-
ductor revenue.
Figure 2.2: Evolution of technological and commercial parameters of Si microelectronics over
the years (extracted from [25]).
b) The devices must have a minimum level of heat dissipation, in order to avoid
affecting neighboring tissues.
c) The devices must be biocompatible and miniaturised. The size of the device is
a strong function of the overall manufacturing cost. Small devices are not only
practical to use, but also their low cost allows further commercial exploitation.
Microelectronic circuits comprised of subthreshold MOST have shown that include most
of the aforementioned points regarding the essential characteristics of BioElectronics.
The properties and operation of subthreshold MOST will be briefly analysed in a qual-
itative manner in the following paragraphs.
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2.1.3 Operation Of MOS Transistor In Subthreshold Region
From the definition of low-power Integrated Circuits (ICs), it is implied that the product
of total current and voltage in the circuit must be small. Regarding supply voltages,
there is a threshold for the minimum operation that can be hardly bypassed, especially
in intrinsic analog systems. For digital circuitry, this threshold is defined roughly around
0.25V and below this value significant performance errors occur, due to time delay issues
[3, 26]. Therefore, for both types of circuits, voltage supply is limited and for low-power
applications the focal point is the total current of the circuit.
The vast increase in commercial demand for VLSI and ULSI systems driven by the com-
puter and telecommunication industries has resulted in the domination of MOSTs over
bipolar junction transistors (BJTs), since the former demonstrate lower power-demand
properties, in conjunction with smaller device area and an ever decreasing production
cost per transistor (see Figure 2.2). Especially in biomedical applications, where, in
general, portability, wearability and implantability is sought after, the MOST is the
dominant monolithic component for IC design. At this stage, it has been selected not
to present a full mathematical analysis of the MOS device. Instead, a more qualitative,
intuitive approach is going to be adopted, demonstrating the properties of the device
depending on the region in which it operates.
There are four terminals in a MOST referred to as: Gate (G), Bulk (B), Source (S) and
Drain (D). Quantitatively speaking, the MOST could be approximately described as a
voltage-controlled current-source, which means that depending on the voltage that is
applied on specific terminals of the device, a current flow is generated. Depending on the
value of VGS a different level of inversion is achieved [27]. More specifically, depending
on the voltage that we apply on the control terminal of the MOST, the metal-like
polysilicon gate with respect to the source terminal (VGS), a different mode of inversion
is going to be generated at the surface of the semiconductor, leading to the generation
of large or minute currents along the device’s channel. There are mainly three levels
of inversion/operation for the MOST: (a) strong inversion (SI), (b) moderate inversion
(MI) and (c) weak inversion (WI) (see Figure 2.3).
By applying a voltage at the gate of a MOS transistor that is smaller than the threshold
voltage VTH but larger than the flatband voltage VFB (typically a gate voltage around
50-200mV below VTH), a very small amount of minority carriers (in the case of an
NMOS device its electrons) is concentrated near the source terminal in non-negligible
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numbers, due to the positive surface potential of the semiconductor [27, 28]. Moreover,
under the condition that the voltage between the source and the drain VDS is positive,
a minute diffusion current is flowing to the channel as a result of a gradient in minority
carrier since VDS > 0 and the concentration of electrons near the drain terminal is
smaller compared to the concentration at the source terminal [27, 28]. The simplified,
exponential equation describing the drain current of a MOST in WI (without considering
the body-source and drain-terminal dependence) is the following:
ID =
W
L
I´DOexp
(
VGS
nVT
)
(2.1)
where I´DO = µCox(2n)V
2
T exp(−VTH/(nVT )), VTH denotes the device’s threshold volt-
age and W/L denoting the aspect ratio of the MOS device. The parameters µ, Cox,
n and VT are denoting the effective surface mobility, oxide capacitance per unit area,
slope factor (1/κ) and the thermal voltage (≈ 26mV at 300K) of a MOST. Within WI
region, MOSTs exhibit their low-power properties and are characterised by the max-
imisation of the gm/ID ratio (tranconductance generation efficiency). The meaning of
transconductance is going to be analysed in a following subsection. However, for the
sake of completeness, the mathematical relation of the small-signal transconductance
with respect to the gate (or as it is simply called “transconductance”) is presented by
the following relation:
gm =
∂ID
∂VGS
∣∣∣∣∣VB,S
constant
=
1
nVT
W
L
I´DOexp
(
VGS
nVT
)
=
ID
nVT
(2.2)
while the small signal transconductance with respect to the substrate is given by:
gmb =
∂ID
∂VBS
∣∣∣∣∣VG,S
constant
=
n− 1
nVT
W
L
I´DOexp
(
(n− 1)VGS
nVT
)
=
(n− 1)
n
ID
VT
(2.3)
It is interesting to point out the similarity between the small-signal transconductance
of a BJT (gBJTm = IC/VT ) and the gate/substrate-calculated transconductance of the
MOST, despite the presence of the slope factor, which reduces MOS transconductance
and leads to nonidealities.
The operation of a MOSFET in the subthreshold region exhibits some limitations re-
garding its functionality. The main ones will be briefly summarised below:
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(a) Logarithmic ID axis, emphasising in subthreshold operation.
(b) Linear ID axis, emphasising in above-threshold operation.
Figure 2.3: Experimental ID − VDS characteristics of a specific MOS device (extracted from
[27, 29]).
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• Transconductance Limitations: The slope factor depends upon the square-
root of VSB in the following way:
n = 1 +
γ
2
√
2φF + VSB
(2.4)
where φF is the Fermi potential of the device and γ is the body effect coefficient. In
order to apply the translinear principle (TLP) on a circuit (see subsection 2.2.3),
a slope factor close to 1 is needed. To tackle this problem, the bulk terminal is
usually connected to the source terminal and therefore, matched source-substrate
voltages for all the devices is achieved [28].
• Output Resistance Limitations: The MOS transistor exhibits a finite output
resistance although the drain-source voltage is significantly larger than 4VT and
therefore, ID current has a dependence on VDS [28]. The relationship, which shows
this dependence is:
ID =
W
L
I´DOexp
(
ψS − VSB
VT
)(
1 +
VDS
VA
)
(2.5)
where ψS is a function of the bulk and gate voltage of the device (ψS = F (VG, VB))
and VA is the Early-voltage. Several techniques can be adopted, in order to
overcome this limitation (e.g. cascoding, increasing device’s length etc.)
• Matching Limitations: When high accuracy is required, matching issues be-
tween the MOSTs become crucial. According to [30], the relationship between the
MOS size and the normalised standard deviation of the drain current is:
σ(ID)
< ID >
= σo
1√
WL
(2.6)
where σo is the mismatch per unit length for a certain type of device [28, 30]. The
trade-off for higher accuracy is larger devices.
• Noise Limitations: Two main types of noise can be detected during the sub-
threshold operation of a MOST, shot noise and flicker noise. Shot noise is asso-
ciated with dc flow produced by carriers crossing a potential barrier (such as the
barrier from source terminal to the channel of a MOST) and is mainly due to the
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discreteness of the arriving charges [29]. The one-sided spectrum of this type of
noise is given in [29]:
Si,shot(ω) = 4qIDS (2.7)
For a saturated device the noise is exactly half. For mid-to-low frequency of
operation of a subthreshold MOST, whose current ranges between 1nA and 100nA,
flicker noise must be also included. A model for flicker noise is provided by Tsividis
in [29]:
Si,flick(ω) =
Mg2m
CoxWL
2pi
ω
(2.8)
with M denoting a process-dependent constant with typical value of 4×1026C2/m2.
Under the valid assumption that shot and flicker noise are independent sources of
noise, a complete noise model for a weakly-inverted MOST can be described by
the following relation [30]:
Si,noise(ω) = Si,shot(ω) + Si,flick(ω) (2.9)
• Bandwidth Limitations: The maximum useful frequency of possible operation
with a MOST is determined by its transition frequency fT , defined in [29, 30] as
gm/2piC, with C denoting the total input capacitance, i.e. :
C = WL
CoxCdep
Cox + Cdep
≈WLCox (2.10)
Therefore, for subthreshold operation it has been shown that the transition fre-
quency can be described by the following relation:
fT ≡
κIDS
(κT/q)
1
2piC
(2.11)
It has been shown in [30] that the maximum value of drain current IDSmax with a
subthreshold MOST is given by:
IDSmax ≡
2
κ
W
L
µCox(κT/q)
2 (2.12)
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which lead to the following expression for the maximum transition frequency in
subthreshold regime for a MOST:
fTmax <
µ(κT/q)
piL2
(2.13)
where µ is the effective carrier mobility and L is the device channel length [30].
• Drain induced barrier lowering (DIBL): This is a short-channel effect caused
by the encroachment of the drain’s depletion region into the channel of the MOST.
When the drain bias is very high, the depletion region around the drain terminal
strongly affects the potential of the channel. Since the drain has already created a
large area of the depletion region, this means that the threshold condition of the
device can be reached at a lower applied gate voltage. It is common to measure
DIBL as the threshold voltage difference between a low (50-100 mV ) and a high
drain bias. The stronger DIBL is, the more indicative it is of poor short-channel
behaviour.
DIBL =
∆VTH
∆VD
(2.14)
As a final comment, it is worth mentioning that usually transistors (weakly-
inverted or not) are operated with a relatively high drain bias, therefore, DIBL is
not a parameter that can be directly related to the circuits operation. It is more
of an indication of the degraded device characteristics [29].
When the voltage VGS is significantly larger than the threshold voltage VTH of the
device, then more charges on the gate must be balanced by even more electrons under
the insulator. Subsequently, the inversion of the surface is “heavier” and more electrons
are attracted to the surface [27, 29]. Practically, this means that more current is flowing
through the device’s channel, causing the device to enter to the “strong inversion mode”.
The current in this mode is described by a square-law, instead of the exponential one
of the WI mode, which is summarised below:
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Strong Inversion - Non-Saturation :
ID =
WµCox
L
[
(VGS − VTH)VDS −
1
2
nV 2DS
]
(2.15)
Strong Inversion - Saturation :
ID ≈
WµCox
2nL
(VGS − VTH)2 (2.16)
In Table 2.2, the reader can find a summary of the key characteristics of each mode of
MOST operation, which underlines the essence of subthreshold operation, when low-
power electronics are designed.
Table 2.2: Subthreshold versus above-threshold MOS transistor operation (reproduced from
[3]).
Subthreshold Above-Threshold
1.Saturation current is exponential in
VGS .
1.Saturation current is square law in
VGS .
2.VDSAT is constant at ∼100mV . 2.VDSAT varies linearly with VG.
3.Current flows by diffusion. 3.Current flows mainly by drift.
4.Charge concentrations are small. 4.Charge concentrations are large
5.Currents are small (pA-hundreds of
nA).
5.Currents are large (>tens of µA.)
6.Suitable for ultra low-power operation. 6.Suitable for high-power operation.
7.Power efficiency is constant with cur-
rent.
7.Power efficiency is lower and degrades
with larger currents.
8.High noise and offset. 8.Low noise and offset.
9.Can work on low-power supply volt-
ages.
9.Needs higher power supply voltages.
10.Linearity is hard to achieve. 10.Linearity is easy to achieve.
11.Maths are usually beautiful and have
closed-form solutions.
11.Maths are often ugly and lacks closed-
form solutions.
12.Increasingly important today and in
the future.
12.Traditional use of MOSTs from the
past.
13.Suitable for slow and parallel architec-
tures.
13.Suitable for fast and serial architec-
tures.
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2.1.4 Analog Versus Digital
One of the oldest and most critical questions in electronic circuits’ design is whether
an intrinsic analog, an intrinsic digital or a mixed-signal approach (hybrid approach)
should be adopted, in order to efficiently perform a given task. The answer to this
question is definitely not trivial and it only depends on the type and the goal of the
application. In fact, the answer can interestingly become obvious by the moment one de-
cides what matters the most for a specific application, i.e power consumption/total area
or precision. The representatives of efficient computation, i.e. low-power consumption
and small total areas, are analog signal processing systems, while the representatives of
precise computation are digital signal processing systems.
Figure 2.4: Four distinct types of systems. In this Figure electronic and biological systems
are illustrated, which operate in continuous or discrete time (CT or DT) and with continuous
or discrete signal (CS or DS) (extracted from [31]).
When analog signal processing circuits are been used, then the designer is mostly ex-
ploiting the “physics” of the devices, in order to perform the required computational
task. In some cases, a relatively small number of transistors (compared to the number
of transistors required to perform a similar task in digital manner) might be able to
perform rather complicated functions/calculations leading to smaller total circuit area
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and low-power consumption (see Figure 2.5). However, one could claim that there is
not a trivial, systematic way to model/exploit the device’s physics, as well as to tackle
the components’ nonidealities. Such nonidealities may include offsets, temperature vari-
ations, mismatches or model inaccuracies.
Figure 2.5: Resource precision curves for analog and digital systems. They illustrate how the
resource utilization - power in (a) and area in (b) is a function of SN . From the point that the
two curves match each other, it is illustrated that analog systems should be preferred, when the
required accuracy is less than 10 bits (∼60dB SNR) (extracted from [31]).
On the other hand, digital circuits are precise, robust and and any type of error occurs
only due to numerical rounding [3, 31]. Moreover, each stage of the process includes
signal restoration, while in the intrinsic analog systems, noise is cumulative. The basis
function for computation in digital systems is Boolean algebra and signal processing
is based on the digital-logic function of logic gates (AND, OR, NOT, NAND, XOR
etc.). Precision can be radically increased by simply increasing the number of bits of
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the digital signal, leading to an inevitable rise in power consumption and size (more
logic-gates are required to operate). Finally, a digital system is fully reconfigurable and
easy to program, for example the use of the hardware description languages VHDL or
Verilog that program reconfigurable devices, such as a Field-Programmable-Gate-Array
(FPGA). In Table 2.3, the reader can find summarised the key characteristics of each
processing method.
Table 2.3: Comparison of analog and digital computation (reproduced from [3]).
Analog Digital
1.Compute on a continuous set. 1.Compute on a discrete set.
2.The basis functions for computation
arises from the “physics” of the com-
puting devices: current-voltage curves of
transistors, capacitors, resistors, float-
ing - gate devices, KVL, KCL, etc. The
amount of computation squeezed out of
a single transistor or device is high.
2.The basis functions for computation
arise from the “mathematics” of Boolean
logic: logical relations like AND, OR,
NOT, NAND, XOR etc. The transis-
tor is used as a switch, and the amount
of computation squeezed out of a single
transistor is low.
3.One wire represents many bits of in-
formation.
3.One wire represents one bit of infor-
mation.
4.Computation is offset-prone since it is
sensitive to the parameters of the phys-
ical device.
4.Computation is not offset-prone since
it is relatively insensitive to the param-
eters of the physical device.
5.Noise due to thermal fluctuations in
physical devices.
5.Noise due to round-off error and tem-
poral aliasing.
6.Signal not restored at each stage of the
computation.
6.Signal restored at each stage of the
computation.
7.In a cascade of analog stages, noise
starts to accumulate and build up.
7.Round-off error does not accumulate
significantly for many computations.
8.Not easily re-programmable. 8.Easily programmable.
EFFICIENT ROBUST
As shown above, each signal processing approach has its own advantages and disad-
vantages. When it comes to an efficiency-based design, the elegant mathematical rela-
tions that describe the physical principles of most of the analog electronic components
might be useful. On the other hand, if a robustness-based application is required,
then the digital signal processing approach could be more practical, since it guarantees
re-programmability, in conjunction with minimum errors, since digital computation is
insensitive to devices’ nonidealities [31]. However, a very interesting approach described
by Sarpeshkar in [31] and shown in Figure 2.6 aims at exploiting the best of the two
“computational worlds” by creating a “hybrid” signal computation architecture, which
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combines the discrete-signal restoration properties with the advantages sourcing from
the continuous-signal, continuous-time analog computation [31].
Figure 2.6: Distributed and hybrid computation method, as it has been originally suggested by
Sarpeshkar in [31]. In the Figure, the different processing stages are clearly separated, illustrating
how information passes from purely analog to purely digital systems and then returns to analog
ones, following an A/D/A pattern (extracted from [31]).
From the above analysis it appears that biomedical applications could be benefited from
the advantages of purely analog electronic devices, exploiting especially their compact
size, their low-power properties and their continuous-time, continuous-value computa-
tion capabilities. However, without the aid of straightforward synthesis methodologies,
i.e. lack of robust mathematical frameworks that could make the whole synthesis pro-
cedure of an analog device easier and faster, more time and effort need to be invested.
The need for mathematical frameworks that can guarantee analog computation in a ro-
bust and accurate manner is very important, leading many researchers over the years to
investigate various approaches that could achieve high-class analog circuit computation
methods.
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2.2 Log-Domain Circuits: An Inclusive Historical Retro-
spective
2.2.1 Log-Domain Filtering Techniques
2.2.1.1 Adams First Approach - 1979
The term “Log-domain” in electronic circuit theory has been coined by Adams in 1979
[32]. Adams was the first to sow the seeds for Log-domain filtering by presenting
a conceptually simple low-pass filter, comprised of a couple of operational amplifiers
(OPAMPS), a few diodes, a single capacitor and two current sources. With the proper
interconnection of these components, Adams managed to create a filter, whose input
current signal was firstly logarithmically compressed to a low voltage and then expo-
nentiated back to receive an output current form. The essence of Adams’ work lies
in the fact that it has been shown for the first time frequency shaping networks with
linear input-output relation, while the devices that the system is comprised of, operate
in a nonlinear large signal mode [33]. This means that the idea of externally linear but
internally nonlinear signal processing systems is illustrated for the first time. The term
Log-domain arises from the type of compression that has been applied to the input
signal (and consequently expansion of the output signal).
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Figure 2.7: Adams original 1st-order low-pass Log-domain filter.
From Figure 2.7 one can derive mathematical expressions for the voltage at node A,
the capacitor current and the output current, by using the simple diode’s current-
voltage exponential relation (ID = IS exp(VD/VT )), where VT is the thermal voltage
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and IS is the reverse saturation current. By doing so, the following relations for the
aforementioned voltages and currents are derived:
VA(t) = VT ln
(
IIN (t)
IS
)
icap(t) + Id(t) = IS exp
(
VA(t)− VCAP (t)
VT
)
= C
∂VCAP (t)
∂t
= CV˙CAP (t) (2.17)
IOUT (t) = IS exp
(
VCAP (t) + VT ln (IO/IS)
VT
)
= IO exp (VCAP (t)/VT )
Combining the three relations in (2.17) and by assuming that all diodes have similar
electrical properties, i.e same IS and VT , a differential equation can be generated with
respect to VCAP :
CV˙CAP (t) exp (VCAP (t)/VT ) + Id exp (VCAP (t)/VT ) = IIN (t) (2.18)
and based on the fact that:
exp (VCAP (t)/VT ) = IOUT (t)/IO ⇒
(
V˙CAP (t)/VT
)
(IOUT (t)/IO) = I˙OUT (t)/IO (2.19)
the linearised differential equation with constant coefficients that describes the in-
put/output relation of the filter in Figure 2.7 is:
CVT I˙OUT (t) + IdIOUT (t) = IOIIN (t) (2.20)
By applying the Laplace transform in (2.20), the transfer function of the topology
depicted in Figure 2.7 is generated. Although Adams approach is prone to high noise
levels, power consumption issues, limited dynamic range (DR) and limitations regarding
high frequency operation, it is the forerunner of a very interesting and useful class of
microelectronic circuits.
2.2.1.2 Seevinck’s BJT-Only Integrator - 1990
Approximately ten years later, Seevinck proposed a BJT-only integrator, which was
originally referred as “companding current-mode integrator” [34], since the input cur-
rents (input signals) were converted into logarithmically compressed voltages, due to
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the inherent large-signal exponential current-voltage relation of the BJTs. The pro-
posed circuit clearly illustrates companding properties, because of the input currents
logarithmic compression and subsequent expansion and can be used for continuous-time
filtering. Comprised of two cross-coupled TL loops, each one of them including one ca-
pacitor, where integration occurs [33]. After ordinary circuit analysis, the following
relation results for the differential current-input/differential current-output operation:
IOUT1 − IOUT2 =
IO
CVT
∫
(IIN1 − IIN2) ∂t (2.21)
DDV
1IN
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2OUT
I
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Figure 2.8: Seevinck’s companding current-mode integrator.
Again, it has been assumed that IS , VT and the capacitances are the same for all devices.
Based on the setup, the compressed voltages are being processed into a low-impedance
environment and circuit operation relies up the small differences of the interconnected
base-emitter junctions [33]. Although the circuit is providing a nonlinear internal signal
process, while the input and output current are is properly compressed and expanded,
respectively, it cannot be labeled as a solid filtering system, due to the independent
companding that each integrator is providing [33].
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2.2.1.3 Frey’s Exponential State-Space Mapping - 1993
It was in 1993, when Frey in [35] managed to generalise and also systemise the Log-
domain approach, first introduced by Adams. The essence of Frey’s inspired work is that
he used a state-space description, in order to describe a linear input/output transfer
function of a filter by imposing a nonlinear mapping (exponential mapping) on the
state variables [33]. Based on the aforementioned formulation, he managed to create a
linear input/output relation, guaranteed by the state-space infrastructure, however, the
internal processing nodes responsible for the compression and expansion (companding)
of the state-variable input signal remained nonlinear.
Assuming that from the infinite number of state-space representations for a single-input,
single-output filter, one has been selected to be shown, it holds that:
X˙ = AX + Bu (2.22)
Y = C X + Du
where X is a n-dimension (n× 1) state vector, u is a scalar input, y is a scalar output,
D is a scalar and A, B and C are matrices of proper dimensions [28]. Now by applying
the nonlinear mapping on the state-variable, it holds that:
xi = f (Vi) (2.23)
where f ′(Vi) 6= 0 for finite number of Vi. After this substitution, the system of equations
in (2.22) becomes:
V˙i f
′(Vi) =
n∑
j
Aij f(Vi) + bi u, i = 1, 2, 3...n (2.24)
Y =
n∑
j
cj f(Vi) + d u
In (2.24) Aij is the i
th, jth element of matrix A in (2.22) and bi and cj are scaling
constants. Taking into consideration that f ′(Vi) 6= 0 and by multiplying all first n
equations of (2.24) with an arbitrary constant Ci and setting VO = f
−1(u), then the
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following expressions are obtained:
CiV˙i =
n∑
j
Aij
f(Vi)
f ′(Vi)
+ bi Ci
f(VO)
f ′(Vi)
, i = 1, 2, 3...n (2.25)
Y =
n∑
j
cj f(Vi) + d f(VO) (2.26)
By viewing the LHS of (2.25) as the relation that describes the current that flows
through a grounded capacitor, then the whole (2.25) could be “interpreted” as n nodal
Kirchhoff’s Current Law (KCL) expressions, with i denoting the ith circuital node. Re-
garding (2.26), the output current Y is expressed as a linearised function of transconduc-
tor outputs, whose inputs are capacitor voltages (Vi) [28, 33]. In both (2.25) and (2.26),
the expressions of the form f(VO)/f
′(Vi) were selected to be presented by means of
transconductors, whose output current form is ∝ f(VO)/f ′(Vi). A specific circuit topol-
ogy called “exponential transconductors” has been proved useful for the implementation
of any voltage differences, arise from the nonlinear substitution. More specifically, the
currents flowing into the integration node can be implemented by the circuits termed
“E+ Cells”, while the currents flowing out of the integration node can be described by
the “E− Cells” topologies (see Figure 2.9 and [35, 36]). As a last comment regarding
the inspired approach of Frey, by selecting an exponential mapping for the change of
variables of the state-space shown in (2.22), Frey developed the novel category of filters,
termed “Exponential State-Space” (ESS) filters. The interested reader could verify that
a large number of circuits could implement a potential topology sourcing from (2.25)
and (2.26). In order to examine Frey’s approach more carefully, a simple, fundamental
synthesis example is going to be presented, i.e. a lossy-integrator, which is described by
the following general differential equation:
I˙OUT (t) + φIOUT (t) = ξIIN (t) (2.27)
The only state variable in this case is IOUT (t), thus, by applying an exponential mapping
on it, it yields:
IOUT (t) = f(VCAP (t)) = IS exp(VCAP (t)/VT ) (2.28)
with IS and VT defined previously. By placing (2.28) into (2.27) and then multiplying
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DDV
(a) E+ Cell.
SSV
(b) E− Cell.
Figure 2.9: Frey’s exponential transconductors.
the relation by a constant C, the following expression is generated:
CV˙CAP (t) + φCVT =
ξCVT
IS
exp (−VCAP (t)/VT ) IIN (t) (2.29)
Following closely the steps of Frey’s method presented before, an inverse mapping is
required, in order to describe the input current, thus:
IIN (t) = IS exp(VIN (t)/VT ) (2.30)
which finally transforms (2.29) into:
CV˙CAP (t) + φCVT =
ξCVT
IS
exp ((VIN (t)− VCAP (t)) /VT ) (2.31)
The last step for the circuit implementation is to select φ = ξ and set ξCVT = IO, a
constant current that can be described by an exponential expressions, such as this one:
IO = IS exp(VO/VT ). After this treatment, (2.31) can be finally written as:
CV˙CAP (t) + IO = IS exp ((VIN (t) + VO(t)− VCAP (t)) /VT ) (2.32)
2.2. Log-Domain Circuits: An Inclusive Historical Retrospective 31
A possible circuit configuration that can describe relation (2.32) is the one shown in
Figure 2.10, implemented by BJTs. The KCL operation defined by (2.32) is clearly
shown in Figure 2.10 at the capacitor node.
DDV
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Figure 2.10: A lossy-integrator circuit designed following Frey’s ESS approach.
Although Frey’s approach meets all the requirements that the previous two methods did
not include, such as low-power consumption, wide, tunable DR, high frequency opera-
tion, it clearly depends on the appropriate selection of state-space mapping. However,
the method does not define the optimum state-space mapping for the specific appli-
cations, say in the case of the synthesis of high-order filtering topologies. Moreover,
Frey’s method can be described as a valuable design tool but for skilled IC designers,
since the analysis of given Log-domain filtering topologies require a significant level of
expertise, due to the non-trivial type of interconnections that are stemming from the
aforementioned nonlinear mapping.
2.2.1.4 Perry And Roberts LOG-EXP Functions In LC Ladders - 1996
In 1996, Perry and Roberts in [37] attempted a more modular approach for the synthesis
of high-order Log-domain filters. By using a signal flow graph (SFG) representation of
an LC ladder filter and by inserting LOG - EXP functions into the ladder for linearity
maintenance, they have managed to generate Log-domain topologies, able to describe
the desired transfer functions [37, 38]. As they mention in [37], the SFG of the LC
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ladders needs to be modified accordingly, so that it is compatible with the SFG of a
Log-domain integrator. The appropriate LOG - EXP blocks, which can be realised by
means of single E-Cells (see Figure 2.9) are added based on the following set of rules:
1) Place a LOG-block after each integrator;
2) Place and EXP-block at the input to each summer (before the multiplier);
3) Place and EXP-block at the output of the system;
4) Place and LOG-block at the input of the system;
(a) Log-domain equivalent SFG for the 3rd-
order elliptic filter.
(b) Circuit diagram for a 3rd-order elliptic Log-
domain filter.
Figure 2.11: Signal flow graph and circuit implementation of a 3rd-order elliptic filter (ex-
tracted from [37]).
Despite the modular properties of the method (see Figure 2.11), it appears to be
not straightforward, especially when it come to the synthesis of high-order topologies.
Again, it is up to the designer’s critical thinking to select the convenient LOG - EXP
blocks for each application. Moreover, the fact that the original form of E-Cells result
in dc unstable blocks, led to the re-expression of the previous method and generated
stand alone blocks termed “Multi Input Log-domain Integrators” (MILDI) [39]. The
trade-off for the functionality of the modified blocks is an increase in complexity as well
as circuit area [33].
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2.2.1.5 Drakakis Bernoulli Cell Approach - 1997
Last, but definitely not least, the pivotal idea and the “heart” of this thesis and Cyto-
Mimetic circuits is presented, the versatile Bernoulli Cell Formalism (BCF), proposed
by Drakakis in 1997 in [40, 41]. This “bottom-up”, transistor-level formalism for the
systematic analysis and synthesis of Log-domain filters has been termed BCF in an
attempt to highlight its key element, the Bernoulli differential equation that is describ-
ing the time-dependent behaviour of a forward-biased BJTs collector current, when a
linear capacitor is connected to its emitter terminal. An identical mathematical descrip-
tion holds for the drain current of a weakly-inverted MOST, when a linear capacitor is
connected to its source terminal.
Starting from the Bernoulli differential equation and after proper mathematical treat-
ment, a set of linearised differential equations has been created, termed “Log-Domain
State-Space” (LDSS). This set of equation is capable of describing the appropriate in-
terconnection of various BCs in a cascaded form, leading to a powerful and systematic
synthesis and analysis tool of high-order Log-domain filtering topologies. In this Chap-
ter the BCF has been briefly presented, for the sake of completeness, in order to provide
an inclusive approach of all the Log-domain filtering techniques. Since the BCF is the
key formalism for the analysis and synthesis of CytoMimetic circuits, an extended qual-
itative and quantitative analysis will be provided in the next Chapter. However, as a
final comment at this stage, it is worth mentioning that as it will be shown later, the
BCF is a “chimera” formalism, able to describe both linear and nonlinear state-spaces.
Moreover, the systematic nature of the formalism, present in both cases, simplifies any
analysis or synthesis attempt. By identifying and setting the BC operator as the circuits
central point, the analysis can be easily expanded, regardless of the order of the linear
or nonlinear systems equations. For aVLSI circuits design, such a property cannot be
ignored.
2.2.2 Externally Linear Internally Nonlinear (ELIN) Systems
Tsividis in [42] managed to classify Log-domain circuits under one, broader class, termed
Externally-Linear Internally-Nonlinear (ELIN) systems.
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X˙(t) = AO X(t) + BOu(t) (2.33)
Y (t) = CO X(t) + DOu(t)
where AO, BO, CO, and DO are proper dimensions matrices of the original LTI system.
Let us assume that there is now another system, which is required to mimic the linear
input/output behaviour of the original LTI system, only this time the “new” system
will be time-varying, driven by the same input u [33, 42]. The state-space description
of the new system would be:
W˙(t) = Â(t) W(t) + B̂(t)u(t) (2.34)
Y (t) = Ĉ (t) W(t) + D̂(t)u(t)
The new matrices Â(t), B̂(t), Ĉ(t) and D̂(t) exhibit a time-dependence and should
have the same dimensions as AO, BO, CO, and DO. The “modification” of the state
variables, according to [42] can be described by the following relation:
W (t) = G(t)X(t) (2.35)
where G(t) “is an appropriate square matrix, not necessarily diagonal, which is assumed
to have an inverse and a derivative for all t” [42]. By taking into consideration that both
systems need to have an identical output for the same input and with initial condition
W (t0) = G(t0)X0, then from (2.33) and (2.35), the expressions of the new system’s
scalars should be:
Â(t) = G˙(t)G
−1
(t) +G(t) AO G
−1
(t) (2.36a)
B̂(t) = G(t) BO (2.36b)
Ĉ(t) = CO G
−1
(t) (2.36c)
D̂(t) = DO (2.36d)
If (2.36) transformations are applied to the time-varying system in (2.34), then the
output will be identical to the one shown in the prototype system (2.33). This type of
system has been defined by Tsividis as Externally-Time-Invariant Internally-Time Vary-
ing (ETI/ITV) (see Figure 2.12). In [42], the reader can find two important comments
regarding the multiplicative factor G(t):
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Figure 2.12: (a) A linear, time-invariant system. (b) A linear, externally-time-invariant,
internally-time-variant system, which is externally equivalent to (a) (extracted from [42]).
1) There are no restriction on where G(t) comes from;
2) Although G(t) is used to “modify” the state variable waveforms, in relation to
those of the prototype system, it has no effect on the output;
The similarities between Tsividis’ ELIN method and Frey’s ESS approach are many and
from a practical point of view, one could claim that Tsividis’ approach is only a dif-
ferent formulation of Frey’s ESS mapping method, which however leads to significantly
different topologies. For example, by using Tsividis’ approach, the output current of
the system is derived from an expansive mapping of the voltage on the capacitor node
through a differentiable and monotonic function f(), as already shown in Frey’s method,
i.e. IOUT = f(VCAP ) [28]. Then, the proper “modification” function G(t) is required, in
order to generate the appropriate capacitor current from other system variables, so that
overall linearity is achieved. Tsividis’ attempt managed to unite all the aforementioned
Log-domain circuit design approaches under one, uniform principle, suitable to describe
any ELIN filtering topology, as graphically shown in Figure 2.13.
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Figure 2.13: A tree diagram showing the different classes of ELIN systems, based on different
state-variable mapping.
2.2.3 The Translinear Principle And Dynamic Translinear Circuits
Almost forty years ago, a brilliant re-expression of Kirchhoff’s Voltage Law (KVL)
was proposed that has led to a distinct class of analogue electronic circuits. In 1975,
Gilbert introduced and articulated in [43] the Translinear Principle (TLP), which was
originally formulated to be applied on circuits comprised solely of BJTs. Remarkably,
early monolithic TransLinear (TL) BJT implementations of analogue multipliers were
available since the late 60’s [44, 45]. However, the vast increase in commercial demand
for VLSI and ULSI systems driven by the computer and telecommunication industries
has resulted in the domination of MOSTs over BJTs, since the former demonstrate
lower power-demand properties, in conjunction with smaller device area and an ever
decreasing production cost per transistor.
As a TL element it can be characterised any electronic device with two, three of four
terminals, whose current density is an exponential function of the voltage that controls
the device, i.e. J = JS exp (V/VT ) [43, 46]. For the sake of presentation, the TLP
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J1
J2 J3
J4
J5
JN
Figure 2.14: General single-loop TL network (reproduced from [46]).
will be presented in the following paragraphs in single-loop networks. By taking the
previous current density relation into consideration and applying KVL along the loop
shown in Figure 2.14, it yields:
N1∑
n=1
VT2n ln(
J2n
Js2n
)−
N−N1∑
n=1
VT2n−1 ln(
J2n−1
Js2n−1
) = 0 (2.37)
where N is the total number of elements of the single-loop network, while N1 is the
number of elements that are connected clockwise [46]. By assuming that VT is the same
for all the devices in the loops, then (2.37) can take the following form:
N1∏
n=1
J2n
N−N1∏
n=1
J2n−1
=
N1∏
n=1
Js2n
N−N1∏
n=1
Js2n−1
(2.38)
Assuming that the derived equations are process independent, the numerator and de-
nominator of the RHS can be cancelled [46]. After this treatment, (2.38) reduces to a
simplified expression, i.e.:
N/2∏
n=1
I2n = λ
N/2∏
n=1
I2n−1 (2.39)
where the factor λ is defined by:
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λ =
N/2∏
n=1
A2n
A2n−1
(2.40)
with Aj denoting the devices’ area. All the above could be summarised in the following
lines: “in any closed loop that includes any number of pairs of TL elements that are
oppositely connected, the product of the currents of the TL elements connected in the
CW direction is proportional to the product of the currents of the TL elements connected
in the CCW direction, under the assumption that all TL elements operate at the same
temperature and are designed by the same process” [46]. As it will be shown in next
Chapters, various reason related to process and transistor design parameters could lead
the devices to operate in a non-ideal TL manner. Finally, in Figure 2.15, two preva-
lent types of TL loops for n-type MOSTs are shown, the stacked and the alternating
formation [47, 48]. Both formations are heavily used in CytoMimetic circuits design to
perform various mathematical operations.
A C B D
A IN D OUT
IN C
OUT
B
I I =I I
So If I =I  and I =I  then
I II = I
AI BI CI DI
4V3V2V1V
XV XV
(a) Alternating TL loop, where VGS1 +VGS3 =
VGS2 + VGS4 .
A B C D
A IN D OUT
IN B
OUT
C
I I =I I
So If I =I  and I =I  then
I II = I
AI BI CI DI
4V3V2V1V
XV XV
(b) Stacked TL loop, where VGS1+VGS2 =
VGS3 + VGS4 .
Figure 2.15: Different types of TL loops.
The TLP is always one of the necessary, basic tools required for the mathematical
description and subsequent implementation of circuit topologies such as the CytoMi-
metic ones, thanks to the flexibility that it provides when it comes to the real-time
realisation of linear or nonlinear mathematical operations involving the output currents
of exponential transconductors, organised as a closed and balanced TL loop. After all,
Log-domain circuits are simple TL blocks, where some of them also include a capacitor,
properly connected within the TL loop. Based on this fact, the “Dynamic Translinear
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Principle” (DTP) has been presented by Mulder in 1997 in various publications [47, 49–
51], providing an alternative tool for the analysis and synthesis of dynamic TL circuits
(see Figure 2.16). As a dynamic TL circuit, they define any TL loop that contains a
capacitor in it. As static TL circuit, they define simple TL circuits, as they were first
introduced by Gilbert [43].
CapV
Capi
BEV
Const.V
C
CI
Figure 2.16: Principle of dynamic TL circuits (reproduced from [47]).
A detailed presentation of their proposed method is presented in [47, 49–51]. The steps
required for the synthesis of DTL circuits are summarised in Figure 2.17.
Dimensionless
DE
Translinear
DE
Current-mode
Polynomial
Translinear 
Loop Equation
Prototype
Circuit
Linear
Transformations
Capacitor Current
Definition
Translinear
Decomposition
Hardware
Implementation
Figure 2.17: Synthesis path of dynamic TL circuits (reproduced from [47]).
Starting from the dimensionless DE that describes the specific DTL circuit, a time
transformation takes place based on the formula:
∂
∂τ
=
CVT
IO1
∂
∂t
(2.41)
where τ denotes the “dimensionless time”, while IO is a simple, circuit’s biasing cur-
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rent. After the time transformation, the signal transformation takes place, “where a
dimensionless signal x is transformed into a signal current IX through the equation”
[47]:
x =
IX
IO2
(2.42)
where IO2 is a dc current. Both (2.41) and (2.42) transformations are independent
and the presented dc currents IO1 and IO2 determine the absolute current values to be
realised in the DTL topology [47]. It should be mentioned that although the transfor-
mations provide a justifiable solution to the synthesis of a DTL circuit, however, again,
no specific rules have been provided for the definition of the capacitor currents in terms
of actual currents presented in the final circuit implementation [33].
2.2.4 Floating-gate MOS Transistor Translinear Circuits
Apart from the “conventional” methods to analyse and synthesise static and dynamic
TL circuits described in the previous sections, another insightful method for TL circuit
synthesis has been also proposed by Minch et al. using the principles of floating-gate
MOSTs (FG-MOST) [48, 52–54]. An intuitive and practical way for one to see a FG-
MOST is by considering it as a normal MOST with many gate terminals. The FG-
MOST behaves in an exponential manner in subthreshold region, thus, it can be used
to implement TL loops. A symbol and capacitive-divider model of this “alternative”
device can be found in Figure 2.18.
1C 2C NC
1V 2V NV
DV SV
DSI
(a) Symbol.
1C 2C NC
1V 2V NV
BCoxC
depC
S
DV SV
Q
(b) Capacitive model.
Figure 2.18: A floating-gate MOST (reproduced from [48]).
Based on the FG-MOST element, Minch has cleverly introduced the multiple-input
Translinear element (MITE) idea, defining a versatile circuit primitive, which can con-
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struct TL circuits and Log-domain filters [53]. As Figure 2.18 illustrates, the drain cur-
rent of a FG-MOST is determined by the floating gate voltage, which is subsequently
defined by the N-gates of the device. By taking into consideration that in subthreshold
the current of a MOST flows in the channel primarily by diffusion and by considering
that the N-gate-source voltages are capacitively coupled into the FG-MOST’s gate, the
drain current in saturation region (ignoring the contribution of parasitic capacitances
and second-order effects) can be described by the following equation:
IDS = λIOexp
(
1
nVT
∑N
i=1CiVi
CT
)
(2.43)
where n is the subthreshold slope factor, IO is the zero-bias current, Ci is the i
th gate
capacitance and λ denotes the aspect ratio and the net charge stored on the floating gate
[47, 48]. In (2.43), the source and bulk terminal are considered to be connected to each
other. CB denotes the parasitic capacitance from the floating gate to the substrate [48].
The surface potential ψs in the original paper is defined as a function of the quantity
CT , with CT described by the following relation:
CT =
CoxCdep
Cox + Cdep
+ CB +
N∑
i=1
Cn + Cfg−s + Cfg−d (2.44)
where Cox defines the total oxide intrinsic capacitance, Cdep is the depletion layer ca-
pacitance between the surface and its substrate [30] and Cfg−s and Cfg−s denoting
the parasitic overlap capacitances coupling the floating gate to the source and drain,
respectively [48].
In order to describe TL circuits, it is more convenient to convert (2.43) into a “current-
mode expression”, i.e. :
IDS = λ
N∏
i=1
I
1/N
i (2.45)
where, Ii = IOexp ((CiVi)/(nCTVT )). A typical static TL circuit comprised of FG-
MOST is shown in Figure 2.19, originally demonstrated in [48]. The usefulness of such
circuits is that based on the fact that additions in the “voltage domain” are equivalent
to powers in the “current domain” (see (2.43)), the circuit’s output currents could be
products and/or quotients of powers of a specific input current.
By taking (2.45) into consideration, trivial node analysis at nodes 1 and 2 reveals
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RefI InI OutI
1 2
1M 2M 3M
Figure 2.19: A subthreshold floating-gate MOST TL circuit (reproduced from [48]).
that:
IRef = λ1In1 (2.46a)
IIn = λ2I
1/2
n1 I
1/2
n2 (2.46b)
IOut = λ3I
1/4
n1 I
3/4
n2 (2.46c)
with the currents Ini , i = 1, 2 described by the formula Ii = IOexp ((CiVi)/(nCTVT )).
Solving (2.46) for IOut and by eliminating In1 and In2 currents, it yields:
IOut =
√
λ1λ3
λ2
√
λ2
IIn
√
IIn√
IRef
(2.47)
Synthesis and analysis attempts of TL circuits (static and dynamic), based on the
MITE network technique, have been proved very interesting, generating challenging
circuit topologies in Log-domain, such as the chaotic oscillator, based on Lorenz system
equations [55]. Apart from the obvious advantages of this “modified” TL framework,
issues related to parasitic capacitances or the correct adjustment of the stored floating-
gate charge could pose interesting challenges to the circuit designer.
2.2. Log-Domain Circuits: An Inclusive Historical Retrospective 43
T
a
b
le
2
.4
:
S
u
m
m
ar
y
of
th
e
p
ro
p
os
ed
sy
n
th
es
is
an
d
an
al
y
si
s
m
et
h
o
d
s
in
an
al
og
ci
rc
u
it
d
es
ig
n
.
A
u
th
o
rs
C
o
n
tr
ib
u
ti
o
n
M
e
th
o
d
T
o
p
o
lo
g
ie
s
D
a
te
R
e
f
R
.W
.
A
d
am
s
1s
t
L
og
-d
om
ai
n
fi
lt
er
O
P
A
M
P
s-
C
a
p
L
in
ea
r
1
9
7
9
[3
2
]
E
.
S
ee
v
in
ck
1s
t
cu
rr
en
t-
m
o
d
e
in
te
gr
at
or
B
J
T
s-
C
a
p
s
L
in
ea
r
1
9
9
0
[3
4
]
D
.R
.
F
re
y
S
ta
te
-s
p
ac
e
d
es
cr
ip
ti
on
E
-c
el
ls
-C
a
p
s
L
in
ea
ra
1
9
9
3
[3
5
]
D
.P
er
ry
,
G
.W
.
R
ob
er
ts
S
ig
n
a
l
fl
ow
gr
ap
h
re
p
re
se
n
ta
ti
on
L
O
G
-E
X
P
b
lo
ck
s
L
in
ea
r
1
9
9
6
[3
8
]
B
.A
.
M
in
ch
M
IT
E
n
et
w
or
k
s
F
G
-M
O
S
T
s-
C
a
p
s
L
in
ea
r
&
n
o
n
li
n
ea
r
1
9
9
6
[4
8
]
Y
.
T
si
v
id
is
E
L
IN
sy
st
em
s
cl
as
si
fi
ca
ti
on
-
L
in
ea
r
1
9
9
7
[4
2
]
E
.M
.
D
ra
ka
k
is
B
er
n
ou
ll
i
ce
ll
ap
p
ro
ac
h
B
J
T
s/
M
O
S
T
s-
C
a
p
s
L
in
ea
r
&
n
o
n
li
n
ea
r
1
9
9
7
[4
1
]
J
.
M
u
ld
er
D
y
n
am
ic
T
ra
n
sl
in
ea
r
P
ri
n
ci
p
le
B
J
T
s/
M
O
S
T
s-
C
a
p
s
L
in
ea
r
&
n
o
n
li
n
ea
r
1
9
9
7
[4
7
]
a
In
[5
6
]
a
so
le
a
p
p
ro
a
ch
to
se
co
n
d
-o
rd
er
re
a
ct
io
n
-d
iff
u
si
o
n
d
iff
er
en
ti
a
l
eq
u
a
ti
o
n
s
em
u
la
ti
o
n
h
a
s
b
ee
n
p
ro
p
o
se
d
u
si
n
g
E
-c
el
ls
.
2.3. Introduction To CytoMimetic Circuits 44
2.3 Introduction To CytoMimetic Circuits
The scope of the previous section was to provide to the reader a comprehensive view
of the past theoretical works related to ELIN systems and more specifically, the Log-
domain circuits category. The main field of application of ELIN systems is filtering
and the vast majority of the previously illustrated formulations (see Figure 2.21) are
able to adequately define the mathematical framework, through which ELIN systems
can be analysed or designed. Most of the previous formalisms have a different starting
point either for analysis or synthesis, however, their common element is their ending
point, which is the design of linear input-output systems. Some of the methods exhibit a
systematic nature some others a more empirical one. But most of them aim to construct
linear systems that provide a different type of companding for the input signal. Sole
exceptions to the previous statement are (i) the DTL synthesis methodology of Mulder,
which has been expanded to a limited number of nonlinear circuits, such as the RMS-
to-DC converter circuit, however, the type of the nonlinear DE that was implemented,
as well as the total circuit’s complexity was relatively simple and (ii) Minch’s MITE
networks, which has managed to emulate relatively complex DEs, such as Lorenz’s
chaotic system.
However, one of the aforementioned methods, the BCF, exhibits some very interest-
ing characteristics that are worth being commented. Through the identification of the
BC and the Bernoulli DE that describes the drain current of the specific MOST (the
state-variable of the formalism), Drakakis managed to formulate a rather flexible math-
ematical framework, where each of the TL circuit that contains a BC (i.e. a DTL)
can be described by a specific set of equations, the LDSS equations [57]. The electrical
parameters of each equation of the LDSS are defined by the input/outputs of the given
DTL and by the currents that are charging and discharging the capacitor of the BC
(by applying KCL at the capacitor node of the BC). Strictly speaking, each equation
of the LDSS fully describes a given DTL (which “hosts” the BC) and it is up to the
designer (based on the desired application) to select the input and output currents that
he prefers (for the capacitor node as well as for the circuit’s input). The flexibility that
the BCF provides to the designer can be used not only for ELIN systems but also for
Externally-Nonlinear-Internally-Nonlinear (ENIN) types of systems, a property that few
of the previously illustrated Log-domain formalisms can provide in a robust, systematic
manner. A comprehensive analysis of the formalism and its use for ENIN systems will
be provided in Chapter 3.
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For the time being, it should only be mentioned that the aforementioned mathematical
flexibility that the BCF provides, “gave birth” to a new BioInspired circuit category,
the class of CytoMimetic circuits. CytoMimetic circuits are intrinsic analog topolo-
gies that exploit the striking similarities observed between ODE (coupled or not) and
the BCF. The BCF has been derived based on the physics of a MOS device, therefore
CytoMimetic circuit use the MOST and the source-connected capacitor as an “ana-
log cell”, an analog computational unit that is responsible for the solution of ODEs.
The development of this novel class of BioInspired electronics aim at “emulating the
behaviour/operation/response of cellular and/or molecular dynamics (in principle bio-
chemical equations) as they have been observed experimentally in biological systems”.
This simply means that the scope of CytoMimetic electronics is not to mimic the archi-
tecture of cells or molecules (as the -morphic categories of BioInspired electronics) but
their actual behaviour/response, thanks to the inherited systematic nature of the BCF.
It is worth mentioning that CytoMimetic electronics deal with the emulation of the ac-
tual responses of biochemical systems, which are in principle nonlinear. Therefore, this
type of circuits is one of the few that is called to operate based on nonlinear equations
in Log-domain.
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Figure 2.20: Rough estimation of articles published between 1992 - 2012 related to linear and
nonlinear Log-domain circuits (source: Google Scholar - Microsoft Academic Search).
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2.3.1 Motivation
The idea of solving DEs with the use of a DTL is not new and has been presented in
the past literature, as shown in the following indicative examples [47, 49–51, 58]. How-
ever, the idea of solving nonlinear DEs, or more precisely emulating, complex, nonlinear
dynamics in a systematic, low-power manner is novel and requires some attention. As
already mentioned, the physical principles of a MOS device and a linear capacitor are
behind the formulation of the BCF, therefore, these key monolithic elements of the BC
operator can be defined as the fundamental “analog computational units” of CytoMime-
tic circuits, capable of solving complicated DEs in a low-power manner, by simply using
the inherited properties of these two basic monolithic components. In VLSI or ULSI
circuits, there can be no simpler components than a MOST or a capacitor. This simply
means that CytoMimetic circuits exploit the simpler but most fundamental components
of VLSI technology, in order to perform their various computational processes, defining
a very low-level approach to analog computation. The combination of all the previous
statements, i.e. the low-power properties of CytoMimetic electronics combined with the
systematic synthesis/analysis nature of the BCF, gives the liberty to define the BCF
and more specifically the NBCF, which will be analysed in details later in Chapter 3 as a
systematic, parsimonious circuit design framework that is using only analog, cell-based
computational modules.
By this point, the interested reader should have realised that the potentials of such
circuits, which are able to emulate nonlinear dynamics in a systematic manner and at
the same time are tunable and flexible, are many and seemingly interesting. Analog
“Bio-Processors” that are based on the functionalities of CytoMimetic circuits can be
the answer to power-hungry and relatively large digital processors for biosignals com-
putation. As it has been mentioned earlier, one of the major disadvantages of a purely
analog solution to signal processing is the fact that there is no systematic way to model
and fully exploit the device’s physics, in order to generate robust analog processing
units. The work presented in this thesis aims to shed some light on the synthesis and
analysis of nonlinear Log-domain circuits that can process nonlinear dynamics in a re-
producible manner that does not depend entirely on the capabilities and experience of
the circuit designer.

Chapter 3
A Revised, Generalised Approach
To The Bernoulli Cell Framework
3.1 Introduction
In this Chapter, the mathematical framework of CytoMimetic circuits is extensively
presented. Starting from the original formulation of the BCF, as it was firstly conceived
by Drakakis in 1997 [40, 41] and the development of the LDSS dynamics, this Chapter
progresses by demonstrating a nonlinear aspect of the BCF, which has been termed
Nonlinear Bernoulli Cell Framework (NBCF), in an attempt to highlight the nonlinear
dynamics that can be produced by its use. Demonstrating the systematic nature of the
NBCF, in a manner similar to the one originally presented for the BCF, this Chapter
aims to provide the reasons that have led to the “birth” of CytoMimetic circuits. In an
attempt to go one step further and highlight the systematic nature of the mathematical
formalism, the core static and dynamics TL circuits that CytoMimetic topologies are
usually comprised of are illustrated. Subsequently, general “rules-of-thumb” are pro-
vided, in order to help the reader understand the basic steps that need to be followed,
when nonlinear dynamic systems need to be converted into an electrical circuit via the
NBCF. Aspects such as the dimensional consistency of the resulting equations as well
as the striking similarities between the electrical equations stemming from the NBCF
and general DEs encountered in biological systems are also been covered.
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3.2 The Original Bernoulli Cell Framework
Let us assume that there is a fictitious three-terminal electronic element, as the one
shown in Figure 3.1.
v(t)
C CAPi (t)
u(t)
 K B EI =λ exp μ[V (t)-V (t)]
B
K
EE
B EV (t)-V (t)
Figure 3.1: Fictitious exponential transconductor, implementing a hypothetical BC topology
(reproduced from [33]).
This fictitious setup is exhibiting the following properties:
(1) The three-terminal element behaves as a nonlinear, time-invariant voltage - con-
trolled current source, where the current IK is an exponential function of the
voltage difference VB(t) − VE(t), with VB and VE denoting the two terminals of
the device. The component exhibits a voltage dependence upon only two, out of
the three terminals.
(2) The capacitor, which is connected to the terminal E of the exponential transcon-
ductor is a linear one, with capacitance equals to C.
(3) The units of the parameters λ and µ are Ampere and V olts−1, respectively.
(4) Applying KCL at node E yields: IK(t) + v(t) = iCAP (t) + u(t)=CV˙E(t) + u(t).
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In order to investigate the dynamic behaviour of the electronic element in the time-
domain, the time derivative of the current is required. By differentiating the expression
for IK , it yields:
∂IK(t)
∂t
= λ
∂
∂t
(
e(µ(VB(t)−VE(t)))
)
(3.1)
which lead to the following relation:
∂IK(t)
∂t
=
IK(t)︷ ︸︸ ︷
λ
(
e(µ(VB(t)−VE(t)))
)(
µ
(
V˙B(t)− V˙E(t)
))
(3.2)
and by substituting V˙E(t) with the equal expression sourcing from the KCL at node E,
i.e. iCAP (t)/C=(IK(t)− [u(t)− v(t)])/C, (3.2) transforms into:
I˙K(t)−
(
µV˙B(t) +
µ
C
[u(t)− v(t)]
)
IK(t) +
µ I2K(t)
C
= 0 (3.3)
Interestingly, relation (3.3) is of the Bernoulli form. In general, the Bernoulli differential
equation has the form [59]:
y′x + f(x)y = g(x)y
α, α 6= 0, 1 (3.4)
By applying the substitution z = y1−α, (3.4) transforms into a linear equation [59]:
z′x + (1− α)f(x)z = (1− α)g(x) (3.5)
The key property of this DE is that although it is nonlinear, it can be linearised through
a nonlinear transformation [33]. By applying the same transformation into (3.3), a
linearised DE will be generated. This time, the notation of the transformation variable
will change, in order to comply with the symbols been used in [33]. Therefore, by setting
IK(t) = T
1
1−2 (t), 1/T (t) 6= 0, since it represents a positive current, (3.3) becomes:
T˙ (t) +
(
µV˙B(t) +
µ
C
[u(t)− v(t)]
)
T (t)− µ
C
= 0 (3.6)
Now that a general, linear DE has been produced for the fictitious electronic compo-
nent, it is time to apply the above conditions to a real component that illustrates similar
properties regarding its produced current. As a final comment, it is worth mentioning
that u(t) and v(t) currents that are responsible for charging and discharging the capac-
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itor are unique for each BC topology. The reader can easily understand that if m BC
topologies are including m, different sets of u(t)− v(t) currents, the dynamic behaviour
of the IK current of each one of them will be different in time.
3.2.1 The Original Bernoulli Cell Equations
There are two electronic components, whose current is behaving in a similar manner as
the current of the exemplary, generic element in Figure 3.1, the BJT and the MOST
operating in the WI regime. Both of the components’ current exhibit an exponential
dependence upon their biasing voltages, therefore, the previous analysis suits them
perfectly. The original BC topology for these two specific elements, as they were firstly
presented in [33] is shown in Figure 3.2.
DDV
EV (t)
v(t)
u(t)
BV (t)
DI (t)=1/T(t)
CAPi (t)
C
(a) BJT-based Bernoulli Cell with an
emitter-connected capacitor.
DDV
DI (t)=1/T(t)
GV (t)
SV (t)
v(t)
u(t) CAPi (t)
C
(b) MOST-based Bernoulli Cell with a
source-connected capacitor.
Figure 3.2: Original Bernoulli Cells (reproduced from [33]).
From this point onwards, the electronic realisation of the BCs as well as the synthesis
and analysis of all TL circuits that will be presented (static or dynamic) will be imple-
mented by weakly-inverted MOSTs. Since the key/fundamental component of ultra-low
power electronics, and subsequently CytoMimetic circuits is the MOST operating in WI
regime, the whole structure of this thesis will revolve around the advantages as well as
the limitations of a MOS device. An exact similar mathematical analysis holds for BJT
comprised circuits that can be found in [33].
The full mathematical expression that defines the current of a subthreshold n-type
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MOST is shown below [27, 29, 30]:
ID =
W
L
IDO exp
(
(n− 1)VBS
nVT
)
exp
(
VGS − VTH
nVT
)(
1− exp
(
− VDS
VT
))
(3.7)
where IDO is a process-dependent parameter, W/L is the aspect ratio of the transistor
and n is the subthreshold slope parameter [27, 29]. Assuming that all devices are in deep
saturation, i.e. VDS  4VT , the second exponential term exp(−VDS/VT ) can be omitted
and for the devices it can be claimed that they operate as constant current sources, if
biased appropriately. To achieve nearly ideal TL behaviour and avoid the interference
of the “Body effect”, the source and buld terminals of a MOST are usually connected
together (depends on the type of well-process), thus, VBS = 0 and (3.7) finally reduces
to a much simpler form:
ID =
W
L
I´DO exp
(
VGS
nVT
)
(3.8)
where I´DO = IDO exp (−VTH/(nVT )). The simplified form of (3.7), shown in (3.8)
will be used for the direct comparison between the real MOST I-V behaviour and the
fictitious model shown in Figure 3.1.
By comparing (3.8) and the current equation describing IK shown in Figure 3.1, it
is obvious that in the real model, λ = I´DO(W/L) and µ = (nVT )
−1. Moreover, the
voltages VG(t) and VS(t) of the MOST correspond to the voltages VB(t) and VE(t) of
Figure 3.1, respectively. Therefore, the time derivative of the MOST’s drain current as
well as the linearised DE sourcing from the nonlinear substitution, as shown in (3.6),
will be:
I˙D(t)−
(
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
ID(t) +
I2D(t)
nCVT
= 0 (3.9)
T˙ (t) +
(
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
T (t)− 1
nCVT
= 0 (3.10)
All terms of equation (3.9) and consequently (3.10) can be calculated by examining the
currents that enter and/or leave at the capacitor node of the BC, except of the term
V˙G(t), which defines the dynamic behaviour of the gate voltage of the MOST of the
BC. For the calculation of this term a different approach is required. In Figure 3.3, the
reader can find a number of different BC TL topologies, where the gate-voltage of the
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MOST of the BC is driven by the logarithmically compressed input current IIN . In
each one of them a TL loop has been designed (with or without the help of dc-driven
MOSTs), in which the input current IIN of the circuit is controlling the voltage of the
BC MOST’s gate terminal.
DDV
DI (t)=1/T(t)
GV (t)
SV (t)
v(t)
u(t) CAPi (t)
C
INI (t)
(a) Logarithmic input gate-voltage driving
- 1st topology
DDV
DI (t)=1/T(t)
GV (t)
SV (t)
v(t)
u(t) CAPi (t)
C
INI (t)
DDV
OI
(b) Logarithmic input gate-voltage driving - 2nd
topology
DDV
DI (t)=1/T(t)
GV (t)
SV (t)
v(t)
u(t)
CAPi (t) C
INI (t)
DDV
OI
DDV
(c) Logarithmic input gate-voltage driving -
3rd topology
DDV
DI (t)=1/T(t)
GV (t)
SV (t)
v(t)
u(t)
CAPi (t)
C
INI (t)
OI
DDV
OI
(d) Logarithmic input gate-voltage driving - 4th
topology
Figure 3.3: Different topologies for logarithmic driving of the gate-voltage with the current
input (reproduced from [33]).
In each of the four topologies presented in Figure 3.3, it holds for VG(t) that:
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VG(t) = nVT ln
(
IIN (t)
I´DOW/L
)
+K (3.11)
The constant K is created by the constant dc sources in the TL loop that provide
constant biasing to certain MOSTs [33]. For the 1st topology shown in Figure 3.3a,
it holds that K = 0, since there are no dc-biasing sources, while in topologies 2-4, i.e
Figure 3.3b-Figure 3.3d, it holds that K = nVT ln (IO/(I´DOW/L)). However, for all the
different topologies, for the time derivative of VG, it will hold that:
V˙G(t) = nVT
(
I˙IN (t)
IIN (t)
)
= nVT
∂
∂t
(ln (IIN (t))) (3.12)
Equation (3.12) reveals the time-behaviour of the BC MOST’s gate-voltage, when it is
driven by the circuit’s input. By substituting (3.12) into (3.9) and (3.10), it yields:
I˙D(t)−
(
∂
∂t
(ln (IIN (t))) +
[u(t)− v(t)]
nCVT
)
ID(t) +
I2D(t)
nCVT
= 0 (3.13)
T˙ (t) +
(
∂
∂t
(ln (IIN (t))) +
[u(t)− v(t)]
nCVT
)
T (t)− 1
nCVT
= 0 (3.14)
As already mentioned before, the linearised expression in (3.14) will be proved useful
for further analysis. Thus, by re-writing (3.14):
T˙ (t)
T (t)
+
∂
∂t
(ln (IIN (t))) +
[u(t)− v(t)]
nCVT
− 1
nCVT
1
T (t)
= 0 (3.15)
and by taking into consideration that:
T˙ (t)
T (t)
=
∂
∂t
(ln (T (t))) (3.16)
relation (3.15) finally becomes:
nCVT
∂
∂t
(ln (T (t) IIN (t))) + [u(t)− v(t)] =
1
T (t)
(3.17)
Relation (3.17) is going to be proved very useful, when various BCs will interconnect
with each other. For the time being, (3.17) is a stand-alone equation that can describe
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a BC topology, when the MOST of the BC operator is biased properly with the input
current. A careful examination of (3.17) and the KCL at the capacitor node of every
topology shown in Figure 3.3 will reveal that:
nCVT
∂
∂t
(ln (T (t) IIN (t))) = iCAP (t) (3.18)
Relation (3.18) simply verifies KCL at the capacitor node, however, it provides an
intuitive expression of the capacitor current and the remaining currents in the TL loop.
3.2.2 The Original Log-Domain State-Space
In the previous section, the dynamics of the MOST-based BC topology were analysed
in detail. Starting from the nonlinear DE that characterises the BC current ID, i.e. the
Bernoulli DE, a step-by-step guide has been provided regarding the transformation of
the nonlinear DE into a first order, linear DE, by means of the nonlinear substitution
ID(t) = 1/T (t). The relation between the input current IIN (t) and the BC MOST’s gate
voltage has been illustrated as well as the relation between the capacitor current and
the currents of the TL block, which “hosts” the BC. However, for the implementation
of high-order ELIN structures, the use of more than one BC topology needs to be
employed. More specifically, the BC topologies need to be placed in such a way, where
the input signal is compressed and “processed” by the first BC and then its output
should be directly send into the gate of the second BC (through a voltage shifter for
example) and continue similarly, until the “output” transistor of the circuit, which will
provide the filtered or not input signal. A topology that implements the aforementioned
task is the one shown in Figure 3.4, originally provided by Drakakis in [33].
From Figure 3.4 one can see that with the specific topology, the variations of the first
BC capacitor voltage (the core processing/integration point of a circuit) are conveyed to
the gate of the second BC MOST and subsequently the capacitor changes of the second
BC are “translated” into voltage changes at the gate of the third BC MOST [33]. The
mathematical verification of the aforementioned statement is shown below by simply
re-writing the KVL at a closed TL loop:
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Gate voltage of the 1st BC MOST :
VG1(t) = nVT ln
(
IIN (t)
I´DOW/L
)
(3.19)
Gate voltage of the 2nd BC MOST :
VG2(t) = VCAP1(t) + nVT ln
(
I0
I´DOW/L
)
(3.20)
Gate voltage of the 3rd BC MOST :
VG3(t) = VCAP2(t) + nVT ln
(
I1
I´DOW/L
)
(3.21)
assuming that all devices have the same aspect ratio. The behaviour of the aforemen-
tioned voltages in time will occur by differentiating (3.19)-(3.21) with respect to time:
V˙G1(t) = nVT
(
I˙IN (t)/IIN (t)
)
= nVT
∂
∂t
(ln (IIN (t))) (3.22)
V˙G2(t) = V˙CAP1(t) (3.23)
V˙G3(t) = V˙CAP2(t) (3.24)
Now that the gate voltage of each BC MOST has been defined, it would be interesting
to generalise the approach by assuming m BCs connected in tandem, in a way similar to
the ones shown in Figure 3.4. Following the expression originally mentioned in (3.10),
it will hold for every drain current of a BC MOST:
T˙1(t) +
(
V˙G1(t)
nVT
+
[u1(t)− v1(t)]
nC1VT
)
T1(t)−
1
nC1VT
= 0 (3.25a)
T˙2(t) +
(
V˙G2(t)
nVT
+
[u2(t)− v2(t)]
nC2VT
)
T2(t)−
1
nC2VT
= 0 (3.25b)
T˙3(t) +
(
V˙G3(t)
nVT
+
[u3(t)− v3(t)]
nC3VT
)
T3(t)−
1
nC3VT
= 0 (3.25c)
...
T˙m(t) +
(
V˙Gm(t)
nVT
+
[um(t)− vm(t)]
nCmVT
)
Tm(t)−
1
nCmVT
= 0 (3.25d)
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and by substituting the expressions shown in equations (3.22)-(3.24) into (3.25) (and
using a retrospective relation for the mth BC), it yields:
T˙1(t) +
(
∂
∂t
(ln (IIN (t))) +
[u1(t)− v1(t)]
nC1VT
)
T1(t)−
1
nC1VT
= 0 (3.26a)
T˙2(t) +
(
V˙CAP 1(t)
nVT
+
[u2(t)− v2(t)]
nC2VT
)
T2(t)−
1
nC2VT
= 0 (3.26b)
T˙3(t) +
(
V˙CAP 2(t)
nVT
+
[u3(t)− v3(t)]
nC3VT
)
T3(t)−
1
nC3VT
= 0 (3.26c)
...
T˙m(t) +
(
V˙CAPm−1(t)
nVT
+
[um(t)− vm(t)]
nCmVT
)
Tm(t)−
1
nCmVT
= 0 (3.26d)
or equivalently:
∂
∂t
(ln (T1(t))) +
(
∂
∂t
(ln (IIN (t))) +
[u1(t)− v1(t)]
nC1VT
)
=
1
nC1VT
1
T1(t)
(3.27a)
∂
∂t
(ln (T2(t))) +
(
V˙CAP 1(t)
nVT
+
[u2(t)− v2(t)]
nC2VT
)
=
1
nC2VT
1
T2(t)
(3.27b)
∂
∂t
(ln (T3(t))) +
(
V˙CAP 2(t)
nVT
+
[u3(t)− v3(t)]
nC3VT
)
=
1
nC3VT
1
T3(t)
(3.27c)
...
∂
∂t
(ln (Tm(t))) +
(
V˙CAPm−1(t)
nVT
+
[um(t)− vm(t)]
nCmVT
)
=
1
nCmVT
1
Tm(t)
(3.27d)
For the reader’s convenience, it is reminded that the expression T˙ (t)/T (t) can be equiv-
alently re-written as ∂/∂t (ln (T (t))). By examining only (3.27a), the interested reader
can notice that by applying the simple logarithmic identity log(a) + log(b) = log(ab)
into (3.27a) and bearing in mind the linear relationship of the two derivatives, (3.27a)
can be re-written as shown in (3.17) and (3.18), i.e.:
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nC1VT
∂
∂t
(ln (T1(t) IIN (t))) + [u1(t)− v1(t)] =
1
T1(t)
(3.28)
nC1VT
∂
∂t
(ln (T1(t) IIN (t))) = iCAP1(t)⇒ V˙CAP1 = nVT
∂
∂t
(ln (T1(t) IIN (t))) (3.29)
It is important to stress at this point that regarding the input/output currents of the BC
u(t)− v(t), the dc current sources I0 and I1, as shown in Figure 3.4, do not contribute
to the KCL at the capacitor node, thus, they are not part of the u(t) − v(t) currents,
since they cancel out. The interested reader can verify this by applying KCL at the
capacitor nodes of Figure 3.4.
From (3.29), where the capacitor voltage of the first BC capacitor has been calculated,
it is easy to expand (3.27b) and re-write it as:
∂
∂t
(ln (T2(t))) +
∂
∂t
(ln (T1(t) IIN (t))) +
[u2(t)− v2(t)]
nC2VT
=
1
nC2VT
1
T2(t)
(3.30)
or equally:
nC2VT
∂
∂t
(ln (T2(t) T1(t) IIN (t))) + [u2(t)− v2(t)] =
1
T2(t)
(3.31)
By examining the current relation in the second capacitor node, it can be found that
iCAP2 = 1/T2(t)− [u2(t)− v2(t)], thus, from (3.31), it holds equivalently:
nC2VT
∂
∂t
(ln (T2(t) T1(t) IIN (t))) = iCAP2(t)⇒
⇒ V˙CAP2 = nVT
∂
∂t
(ln (T2(t) T1(t) IIN (t))) (3.32)
An exact similar treatment to relation (3.27c) will now generate the following expres-
sions:
∂
∂t
(ln (T3(t))) +
∂
∂t
(ln (T2(t) T1(t) IIN (t))) +
[u3(t)− v3(t)]
nC3VT
=
1
nC3VT
1
T3(t)
(3.33)
or equally:
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nC3VT
∂
∂t
(ln (T3(t) T2(t) T1(t) IIN (t))) + [u3(t)− v3(t)] =
1
T3(t)
(3.34)
with the KCL at the node of the third capacitor verifying that:
nC3VT
∂
∂t
(ln (T3(t) T2(t) T1(t) IIN (t))) = iCAP3(t)⇒
⇒ V˙CAP3 = nVT
∂
∂t
(ln (T3(t) T2(t) T1(t) IIN (t))) (3.35)
By combining (3.28), (3.31) and (3.34) and placing them into the set of equations
primarily shown in (3.27), the following equations arise:
nC1VT
∂
∂t
(ln (T1(t) IIN (t))) + [u1(t)− v1(t)] =
1
T1(t)
(3.36a)
nC2VT
∂
∂t
(ln (T2(t) T1(t) IIN (t))) + [u2(t)− v2(t)] =
1
T2(t)
(3.36b)
nC3VT
∂
∂t
(ln (T3(t) T2(t) T1(t) IIN (t))) + [u3(t)− v3(t)] =
1
T3(t)
(3.36c)
...
nCmVT
∂
∂t
(ln (Tm(t)...Tm−1(t) T2(t) T1(t) IIN (t))) + [um(t)− vm(t)] =
1
Tm(t)
(3.36d)
For consistency purposes, the definition of the capacitor current at the m node will be
defined similarly to (3.29), (3.32) and (3.35) as:
nCmVT
∂
∂t
(ln (Tm(t)...Tm−1(t) T2(t) T1(t) IIN (t))) = iCAPm(t)⇒
⇒ V˙CAPm = nVT
∂
∂t
(ln (Tm(t)...Tm−1(t) T2(t) T1(t) IIN (t))) (3.37)
The set of equations defined in (3.36) is the forerunner of the LDSS formalism. At
this point, Drakakis introduced a new variable, w. As it will be shown later, w defines
the essence of the nonlinear equations that are characterising CytoMimetic circuits. By
expressing w as follows:
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w1(t) = T1(t)IIN (t), [dimensionless] (3.38a)
w2(t) = T2(t)T1(t)IIN (t) = T2(t)w1(t), [Ampere
−1] (3.38b)
w3(t) = T3(t)T2(t)T1(t)IIN (t) = T3(t)w2(t), [Ampere
−2] (3.38c)
...
wm(t) = Tm(t)wm−1(t), [Ampere−(m−1)] (3.38d)
expressions in (3.36) are transformed into:
nC1VT
∂
∂t
(ln (w1(t))) + [u1(t)− v1(t)] =
1
T1(t)
(3.39a)
nC2VT
∂
∂t
(ln (w2(t))) + [u2(t)− v2(t)] =
1
T2(t)
(3.39b)
nC3VT
∂
∂t
(ln (w3(t))) + [u3(t)− v3(t)] =
1
T3(t)
(3.39c)
...
nCmVT
∂
∂t
(ln (wm(t))) + [um(t)− vm(t)] =
1
Tm(t)
(3.39d)
and by exploiting the known identity, which was heavily used in the previous analysis,
i.e.:
w˙(t)
w(t)
=
∂
∂t
(ln (w(t))) (3.40)
relation (3.39) converts into the following set of equations:
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nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) =
1
T1(t)
w1(t) (3.41a)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) =
1
T2(t)
w2(t) (3.41b)
nC3VT w˙3(t) + [u3(t)− v3(t)]w3(t) =
1
T3(t)
w3(t) (3.41c)
...
nCmVT w˙m(t) + [um(t)− vm(t)]wm(t) =
1
Tm(t)
wm(t) (3.41d)
or equivalently, using (3.38):
nCVT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN (t) (3.42a)
nCVT w˙2(t) + [u2(t)− v2(t)]w2(t) = w1(t) (3.42b)
nCVT w˙3(t) + [u3(t)− v3(t)]w3(t) = w2(t) (3.42c)
...
nCVT w˙m(t) + [um(t)− vm(t)]wm(t) = wm−1(t) (3.42d)
The set of linear, first-order DE defined by relations (3.42) has been termed by Drakakis
as “Log(arithmic)-Domain State-Space” (LDSS) equations. The essence of the useful-
ness of the LDSS equations lies in the fact that every single point of the high-order
linear topology can be efficiently described by a dimensionally consistent set of DEs.
The designer simply needs to select the appropriate input/output currents of the BC
for the given application. Another important property of the LDSS is the fact that
every single DE of it, is described with respect to the previous DE, i.e. the input of
the mth BC is provided by the output of the (m− 1)th BC. Through this configuration,
the input/output relation of the system will always remain linear, despite the nonlinear
processing of the signal, “provided by the BC topologies”. For linear applications, the
LDSS defines a very powerful tool that does not require experience from the side of the
designer. The form of the LDSS is expressed in a transistor-level form, which allows the
designer identify every point easily, without resolving to complicated transformations.
Moreover, unlike Frey’s approach, the LDSS is a purely current-mode approach. This
means that the designer needs to deal only with current sources, in order to generate
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the required transfer function. Of course, a specific current might be required to be
produced by an OTA or an E-Cell, which involves the presence of voltage parameters,
however, the state-variable of the system will always be the dimensionless w, which is
directly related to a ratio of currents, based on the type of the DTL circuit that “hosts”
the BC. The characteristic connection of BCs, as the one shown in Figure 3.4 is termed
“The Bernoulli Backbone” and is one of the most popular circuit connections for the
design of high-order filtering topologies, if the LDSS is chosen as a synthesis tool.
Further analysis regarding the ingenuity of the LDSS formalism will be described in the
following sections, where the relation will be tailored for nonlinear applications. At this
point, it would be useful to present very briefly two circuit examples, one for analysis
and one for synthesis, based on the LDSS, in order to demonstrate the flexibility of the
formalism.
3.2.3 Indicative Analysis And Synthesis Examples Based On The Log-
Domain State-Space
Two simple linear filtering topologies will be presented in this section. For the first
topology, i.e. the 2nd-Order Log-domain filter, an analysis method will be shown, based
on the original LDSS framework. The second topology, i.e. a low-pass biquad Log-
domain filter will be a synthesis example, again based on the LDSS set of equations.
Both examples aim at demonstrating the flexibility that the original BCF provides,
when it comes to different analysis or synthesis examples.
3.2.3.1 A 2nd-Order Log-domain Topology - LDSS Analysis Example
According to [33], the LDSS-based synthesis of linear topologies can be defined as a
three step process:
(1) “Identify an interconnection of BCs, where the capacitor voltage of the previous
BC is conveyed to a gate voltage for the next BC MOST” [33].
(2) “Determine the products of the form [uj(t) − vj(t)]wj(t) from the specific circuit
conditions” [33].
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(3) “When these products are applied to the LDSS, the resulting DEs describe the
relation between the input and the output in time domain. After the formation
of the final LDSS equations, the use of Laplace Transform will provide the input-
output relation in the frequency domain” [33].
Consider the topology shown in Figure 3.5. For the specific circuit, two BCs can be
identified. The more convenient way is to examine the current relations in each one of
the BC separately. A close examination of the first BC reveals that the v1(t) current
equals zero and for u1 it holds that u1 = Id1 . The input currents of the second BC are
v2(t) = 0 and u2 = Id2 +x(t). By writing the LDSS for the two identified BCs, it yields:
nCVT w˙1(t) + u1(t) w1(t) = IIN (t)⇒ nCVT w˙1(t) + Id1 w1(t) = IIN (t) (3.43a)
nCVT w˙2(t) + u2(t) w2(t) = w1(t)⇒ nCVT w˙2(t) + [Id2 + x(t)] w2(t) = w1(t) (3.43b)
In order to calculate the product term x(t)w2(t), the TLP will be applied along the loop
formed by the devices M3M4M7M8M9M10, which gives:
I(t)
1
T2(t)
Iq = I0x(t)I(t) (3.44)
where I(t) is the drain current of M8 and M10. Another way to re-write (3.44) is by
multiplying both sides of the equation with w1(t). This leads to the following expres-
sions:
Iqw1(t) = I0x(t)T2(t)w1(t)⇒ Iqw1(t) = I0x(t)w2(t)⇒ x(t)w2(t) =
Iq
I0
w1(t) (3.45)
The TLP along the loop formed by the devices M1M2M3M4M5M6 reveals a relation
for IOUT , which is:
IOUT (t) = I
2
0w2(t) (3.46)
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By substituting all the produced relations back to (3.43) and using the Laplace Trans-
form to migrate to frequency-domain, the following occur:
(nCVT s+ Id1)W1(s) = IIN (s) (3.47a)(
Iq
I0
− 1
)
W1(s) + (nCVT s+ Id2)W2(s) = 0 (3.47b)
IOUT (t) = I
2
0W2(t) (3.47c)
which produces the following transfer function:
IOUT (s)
IIN (s)
=
I0(I0 − Iq)
(nCVT )2
s2 +
Id1 + Id2
nCVT
s+
Id1Id2
(nCVT )2
(3.48)
Relation (3.48) corresponds to the transfer function of a low-pass biquad with pole
frequency ω0 = (
√
Id1Id2)/(CVT ), quality factor Q = (
√
Id1Id2)/(Id1 + Id2) and gain
factor K = (I0(I0 − Iq))/(Id1Id2).
3.2.3.2 A Low-Pass Biquad Log-domain Topology - LDSS Synthesis Exam-
ple
Taking into consideration the guidelines provided in [33], the synthesis procedure is
based on the direct comparison between the desired transfer function and the LDSS
parameters and more specifically, the [uj(t) − vj(t)]wj(t) products. A detailed com-
parison of the LDSS set of equations with the classic state-space concept as well as
with the signal-flow graph methods is presented in details in [33]. The simple synthesis
example presented in this section is adopting a more “practical” approach, where the
LDSS products [uj(t)−vj(t)]wj(t) are separated into smaller product terms of the form
±pjwj ± pkwk ± plwl ± ..., with j 6= k 6= l and pj , pk, pl denoting constant parameters
in time domain. From a practical point of view, the aforementioned constant in time
product terms correspond to current sources, connected appropriately to the correct BC
capacitor node.
A simple low-pass biquad topology is going to be studied again. A possible, state-space
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description of such topology could be described by the following equations:
x˙1(t) + ω0 x2(t) = U(t) (3.49a)
x˙2(t) +
ω0
Q
x2(t) = ω0 x1(t) (3.49b)
y(t) = k ω0 x2(t) (3.49c)
Starting from the number of BC topologies required for this case, it is obvious that the
two DE require two LDSS equations of the form:
nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN (t) (3.50a)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) = w1(t) (3.50b)
Following the direct comparison method, in order to produce the required dynam-
ics, it can be spotted from (3.49a) that its second term is proportional to the state
variable of (3.49b), revealing a proportionality of the form: u1(t) w1(t) ∼ w2(t) ⇒
u1(t) (1/T2(t)) = constant = µ1. Similarly for (3.49b) it holds: u2(t) w2(t) ∼ w2(t)⇒
u2(t) = constant = µ2. The interested reader should have spotted by now that in both
DE the BC currents vj , j = 1, 2, are zero. After the above treatment, (3.50a) and
(3.50b) convert into:
nC1VT w˙1(t) + µ1w1(t) = IIN (t) (3.51a)
nC2VT w˙2(t) + µ2w2(t) = w1(t) (3.51b)
Notation has been kept similar to the original example shown in [33]. Regarding the
output current of the filter topology, (3.49c) reveals that it should have the form:
IOUT (t) = I01Iq2w2(t). Taking all the above into consideration, a circuit topology that
could implement the desired dynamics is shown in Figure 3.6. The addition of a constant
current source Id2 as a u2(t) current fulfills the aforementioned requirements. More-
over, by applying the TLP along the loop formed by the devices M3M4M7M8M9M10,
it yields: u1(t) (1/T2(t)) = I01I03 = µ1, which fulfills the requirement for the u1(t)w1(t)
product. Finally, application of KVL along the complete loop formed by the devices
M1M2M3M4M5M6 reveals a relation for IOUT , which is:
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IIN (t)I01I02 =
1
T1(t)
1
T2(t)
IOUT (t)⇒ IOUT (t) = I01I02 [T1(t)T2(t)IIN (t)]
= I01I02w2(t) (3.52)
Combining all the previous relations, leads to a final expression for the LDSS of the
specific dynamics, shown below:
nC1VT w˙1(t) + I01I03w1(t) = IIN (t) (3.53a)
nC2VT w˙2(t) + Id2w2(t) = w1(t) (3.53b)
Trivial Laplace Transform treatment reveals that the transfer function of the circuit in
Figure 3.6 is:
IOUT (s)
IIN (s)
=
I01I02
C1C2(nVT )2
s2 +
Id2
nC2VT
s+
I01I03
C1C2(nVT )2
(3.54)
At this point, it is important to stress that various sub-circuits could realise the desired
uj , j = 1, 2, currents of the two BC topologies. The specific ones shown in the bottom
of Figure 3.6 have been originally chosen by Drakakis in [33], without implying that
they are the only ones appropriate for this task. The required dynamics of uj should
have the form uj = Iref exp ((Vref − VK(t)) /nVT ), which can be definitely implemented
by other sub-circuit topologies. Further explanation regarding the properties of each
sub-circuit that could replace the one shown in Figure 3.6 can be found in [33].
3.3 The Nonlinear Bernoulli Cell Framework
In the previous section, the original form of the BCF has been introduced, and more
specifically the LDSS mathematical framework, which stems from the BCF, since it
requires the interconnection of many BC topologies in a cascaded formation, as shown
in Figure 3.4. By identifying a BC topology in a linear input/output Log-domain circuit,
the designer is able to analyse the given circuit by simply examining the input/output
currents of the BC topology. Moreover, if the designer wants to synthesize a linear
input/output Log-domain filter, then starting from the number of BCs required for the
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specific application and by placing them in a cascade formation (if a higher-order is
required) as shown in Figure 3.4, the designer should select the appropriate type of
input/output current for each BC, in order to start forming the correct state-space
equations. The above guidelines are a brief synopsis of the analysis/synthesis steps
required for the description or design of ELIN topologies with the BCF. The LDSS and
the BCF in general constitute undoubtedly a very powerful analysis/synthesis tool for
ELIN topologies, due to the systematic properties of the formalism.
For almost fifteen years, the BCF has been exclusively used for the design of linear in-
put/output Log-domain filtering topologies. However, it seems that the BCF is capable
of accomplishing something completely different and equally meaningful in Log-domain.
The BCF and more specifically a derivative of it, termed by the author “Nonlinear
Bernoulli Cell Formalism” (NBCF) is able to describe Log-domain circuits, whose in-
put/output relation is nonlinear. Combined with the fact that the devices been used in
Log-domain are either BJTs or MOSTs, whose current-voltage relation is described by
the nonlinear exponential law, another class of circuits can be formulated, the class of
“Externally-Nonlinear Internally-Nonlinear” (ENIN) systems. The questions that are
instantly rising at this point are two: (1) how can one “migrate” from the domain of lin-
ear systems to the domain of intrinsic nonlinear systems using a systematic formalism,
originally conceived for ELIN systems? and (2) what could be the application of ENIN
systems? The first question will be extensively answered in the following section, while
the second question will be answered briefly at this point, although a more inclusive
analysis will be provided regarding nonlinear applications in another Chapter.
The dynamical response of a real life system is always described by a DE, which is
usually a nonlinear one. In biological systems in particular, DEs have a key role, which
can lead to important discoveries, if they are exploited properly. The cell is a very large
dynamical system with thousands of components interacting with each other [60]. The
importance of predicting the evolution of a dynamical response in time, highlights the
need for accurate mathematical models that can describe accurately cellular or molecular
dynamics. The “elements” that a biochemical DE is “hiding” inside it, reveal processes
such as the ones mentioned below [60]:
∂xi
∂t
= synthesis−degradation± shuttling± complex formation± chemical modification
Various reduced or extended mathematical models have been proposed, particularly
during the last few decades, defining in a more or in a less accurate mathematical way
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most of the biological rhythms, which take place in the human cell. More specifically,
the mathematical description of cellular behaviour has progressed to such a level that
for example, a gene-protein regulation network or a cellular/neural network can now
be efficiently described by a system of coupled nonlinear differential equations, which
incorporate properties, such as stochasticity and cell variability. Usually, this type
of reactions in the human body are coupled, in a sense that more than one variables
contribute in their own way, in order to achieve feedback regulation or “gain” and “loss”
at the concentration rates [60]. Coupled DE usually have the following form:
∂xi
∂t
= f(x1, x2, x3, ..., xn) (3.55)
The important point regarding (3.55) is that when coupled DEs are required to be
solved, the entire set must be considered and solved simultaneously. To the best of
the author’s knowledge, there is no systematic method developed in Log-domain until
today, able to emulate high-order, high-complexity coupled cellular and/or molecular
dynamics. Various attempts for the implementation of ODE, such as the one presented
by Van Schaik in [58], does not provide examples regarding the implementation method
of nonlinear ODE. However, a respectable attempt by Linares-Barranco and Serrano-
Gotarredona in [56], provides an insightful method regarding the implementation of
complex dynamics in neural networks implemented in Log-domain. However, according
to the author’s opinion, their proposed method depends entirely on the use of E-Cells,
which may be convenient for the implementation of neural dynamics that include the
exponential terms but might be inconvenient for the implementation of biochemical
reactions, that do not usually exhibit exponential dependencies on the systems state
variables.
3.3.1 Coupled Bernoulli Cell Formation
The NBCF was always “hiding” inside the BCF and more specifically at the first equa-
tion of the LDSS that describes a single DTL. For the reader’s convenience, the first
equation of the LDSS with the dimensionless parameter w will be re-written below:
nCVT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN (t) (3.56)
The dimensional consistency of (3.56) has been proved many times in literature and it is
beyond any doubt. The brilliance of re-expressing a KCL relation at the capacitor node
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with an equation that includes a dimensionless parameter, or more specifically includes
the ratio of two TL currents, lies in the fact that it can become very flexible. Through
the Bernoulli Backbone formation, Drakakis was not able to “see” the output current
of each BC topology, expressed as the exponentiation of the capacitor voltage except
of the last stage of the filter (see Figure 3.4). Since high-order filtering topologies were
required, the LDSS kept its form expressed as a function of the parameter w, where w1
had no units, w2 had units of Ampere
−1 and wj had units of Amperej−1. The need
to “see” the outcome of the integration on the capacitor node was not a requirement,
since the topologies were exhibiting an overall linear nature and only the input-output
relation mattered. Therefore, after using m equations of the LDSS, the TLP would link
the input current with the output one (after m stages provided by m BCs) and a linear
input-output relation would reveal the desired transfer function. However, the powerful
and yet inspired parameter wj was “disappearing” from the final equations since it was
always expressed as the ratio of IIN (t)/(IBernoulli1 ...IBernoullij )(t) or as already shown
IIN (t)T1(t)...Tj(t). But the parameter w has another form as well.
jOUT
I (t)
jO
I
jIN
I (t)
jC
jQ
I
jv (t)
ju (t)
jj T j j j j IN
nC V w (t)+[u (t) - v (t)]w (t) = I (t)
jQ
I
jO
I
DDV
jIN
I
jOUT
I
jQ
I
jO
I
jv
ju
BC Block 
Symbol
Bernoulli 
Cell
Figure 3.7: Schematic and symbolic representation of the DTL block, which “hosts” the
Bernoulli Cell.
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Let us consider a DTL circuit that includes the BC topology, such as the one shown
in Figure 3.7. This is a 6-PMOST TL block, heavily used for the synthesis of CytoMi-
metic circuits. The interested reader would identify that there is no difference between
the specific circuit and the first part of the circuit shown in Figure 3.4, except of the
dc-biasing current I´Oj that is biasing the second and the fifth transistor of the circuit.
The specific topology has been shown before (in Figure 3.3b) but only its left TL loop
and it was implemented with n-type MOSTs. However, the DE that is always describing
this DTL is (3.56). By ignoring the capacitor in the middle and by applying the TLP
along a complete loop will reveal that:
wj ∼
IINj
IBernoullij
=
IOUTj
IQj
∼ wj (3.57)
By selecting to define w as expressed by the LHS of (3.57), an “input-referred” relation
can be achieved for the given DTL, as the ones already been shown in the previous
section for the original LDSS. By selecting to define w as expressed by the RHS of (3.57),
an “output-referred” relation can be achieved this time, which allows the designer to
see directly the capacitor voltage, expressed as an exponential MOST current. Each
block, as the one shown in Figure 3.7, is able to solve a first order DE, whose form will
depend on the chosen currents. Let us now assume that we have j number of DTLs,
which “host” j, in total, BCs.
nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN1(t) (3.58a)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) = IIN2(t) (3.58b)
nC3VT w˙3(t) + [u3(t)− v3(t)]w3(t) = IIN3(t) (3.58c)
...
nCjVT w˙j(t) + [uj(t)− vj(t)]wj(t) = IINj (t) (3.58d)
It should be clear that the difference between (3.42) and (3.58) lies in the RHS of both
relations. In (3.42), except of the first relation, i.e. (3.42a), which has as an input
IIN (t), the remaining equations of the LDSS have as an input, the variable w of the
previous LDSS equation. While in the set of equations shown in (3.58), each equation
has as an input an arbitrary current input, which can be defined by the targeted
dynamics. Moreover, the input-output currents of the BC topology uj(t)−vj(t), as well
as the currents IINj (t) can be a function of all the other input-output currents of each
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equations in a form described by the equations below:
uj (or vj) = F
(
w1, ..., wj , ...wm, IIN1 , ..., IINj , ..., IINm
)
or constant (3.59)
IINj = F (w1, ..., wj , ...wm) or constant (3.60)
The multi-variable form of the functions that define the BC input/output currents
IINj and uj (or vj) provides the flexibility required for the implementation of coupled
DEs via the NBCF. As it can be seen from (3.59) and (3.60), there is no restriction,
regarding the form of the aforementioned currents. Based on the targeted dynamics,
the input/output currents uj and vj of the BC and the input current of the DTL that
“hosts” the BC, IINj , can take any form that would match the desired DE. Detailed
guidelines regarding the transformation of the NBCF into a nonlinear DE will be given
in the next section.
What needs to be underlined at this point is the advantage that the NBCF is providing
in Log-domain circuit design, which is the systematic nature of the equations. Through
the NBCF, the designer always knows that the DE that characterises a DTL with a BC
“nested” inside it will always be governed by the specific equation shown in (3.56). In
a broader sense, relation (3.56) is providing the “transistor-level scaffold”, on which a
DE, or as it will be shown later, the electrical equivalent system of a biological function
can be built. In its present form, (3.56), is not ready to be used for the transformation
of nonlinear DEs into their electrical equivalents. From (3.57), it can be seen that wj
can be substituted by any of the two current ratios of the TL circuit. By selecting
to represent w as the ratio of the currents IOUTj/IQj (see Figure 3.7), (3.58a) and
consequently all equations of (3.58) can be re-expressed as:
nCVT
I˙OUT1(t)
IQ1
+ [u1(t)− v1(t)]
IOUT1(t)
IQ1
= IIN1(t) (3.61)
Bearing in mind the expression of capacitance (in Farad), i.e.: Farad = (Amprere ×
seconds)/V olts, the following can be observed regarding the ration nCVT /IQ:
nCVT
IQ1
=
Dimensionless× Farad× V olts
Ampere
= seconds = τ1 (3.62)
By multiplying (3.61) with 1/τ1, a general, dimensionally consistent DE will be gener-
ated, i.e.:
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I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IOUT1(t)
IQ1
=
1
τ1
IIN1(t), Units: Ampere/Second (3.63)
and in the general case, where m BCs are intercoupled, the final set of coupled DEs is
generated:
I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IOUT1(t)
IQ1
=
1
τ1
IIN1(t) (3.64a)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IOUT2(t)
IQ2
=
1
τ2
IIN2(t) (3.64b)
I˙OUT3(t) +
1
τ3
[u3(t)− v3(t)]
IOUT3(t)
IQ3
=
1
τ3
IIN3(t) (3.64c)
...
I˙OUTm(t) +
1
τm
[um(t)− vm(t)]
IOUTm(t)
IQm
=
1
τm
IINm(t) (3.64d)
Relation (3.64) expresses the set of equations characterising the NBCF. It is a simple
matter to verify unit consistency in (3.63) and consequently (3.64). Now that the new
form has been developed, the interested reader can verify that the state-variable of the
DEs will be the DTL circuit’s output current IOUTj . This means that every IOUTj
current in the set of DEs of (3.64) will represent the solution of a state-variable of
the desired system. Interestingly, IOUTj is expressed over a constant, biasing current
IQj provided by the “level-shifter”. Compared to the original expression, where w was
expressed as the ratio of the currents IINj/IBernoullij , in this case by observing directly
the dynamics of the output current IOUTj of the BC-DTL, one can directly see the
solution of the DE. In the original expression of w, the solution of the DE was “hiding”
inside the ratio of two, continuous-time varying signals, i.e. IINj/IBernoullij (assuming
that IINj is not a constant dc current source), thus, it could not be easily observed in
the circuit. Moreover, by expressing IOUTj as shown in (3.64), further “modifications”
can be achieved, regarding the expression of the DE.
For example, in low-power applications, each parameter of the DE, which is eventually
represented by currents, can be expressed as scaled versions of the original DE values.
This means that a DE with the general form shown in (3.63) for example, could be
3.3. The Nonlinear Bernoulli Cell Framework 76
re-expressed as:
∂IOUT1
∂t
=
A
τ1
[u¯1(t)− v¯1(t)]
IOUT1(t)
IQ1
+
A
τ1
I¯IN1(t) (3.65)
where A is a scaling factor of the input/output currents u1(t), v1(t) and IIN (t). Re-
writing (3.65), yields:
∂IOUT1
A∂t
=
1
τ1
[u¯1(t)− v¯1(t)]
IOUT1(t)
IQ1
+
1
τ1
I¯IN1(t) (3.66)
and by using the transformation t¯ = At⇒ ∂t¯ = A∂t, (3.66) can be finally written as:
∂IOUT1
∂t¯
=
1
τ1
[u¯1(t¯)− v¯1(t¯)]
IOUT1(t¯)
IQ1
+
1
τ1
I¯IN1(t¯) (3.67)
Relation (3.67) would generate the exact similar dynamics with (3.63), only in this case,
the time axis would be either “compressed” or “expanded”. Practically, this means that
the differentiation will take time faster or slower, depending on the scaling factor A.
Although such a mathematical “trick” would not contribute much to the form of the
produced dynamics, however, from an electrical point of view, it means that the circuit is
operating with currents of smaller value, in order to solve the exact same DE, requiring
less power. More similar mathematical adjustments will take place in the following
Chapters, where the synthesis of CytoMimetic circuits is illustrated explicitly. At this
point it needs to be stressed that (3.63) or the set of equations in (3.64) will “a priori”
provide a time-scaled version of the original dynamics, due to the values of the parameter
τ = nCVT /IQ. Of course, the final relation that will define the analogy between the
prototype DE and the scaled electrical one will be dictated by the parameters of the DE.
However, ordinary capacitor and current values, in the range of tenths-few hundreds of
pF and tenths-few hundreds of nA, respectively, will usually generate a time scaled
electrical system-based dynamics for customary DEs.
From the discussion above, it is clear that the NBCF provides the general “scaffold”
for DEs in the electrical circuit domain that could map different types of ODEs and
more specifically, in the case of CytoMimetic circuits, coupled ODEs that describe
biological/biochemical systems. As illustrated in Figure 3.8, there is no restriction -
in theory - regarding the number of BC-Blocks that would participate in the total
circuit, in order to map, for example, m DEs. Each one of the BC-blocks would operate
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“independently”, accepting the appropriate input-output currents and solving a specific
DE with respect to a specific state-variable. The Coupled Formation of the NBCF
allows the BC-blocks, which constitute the “heart” of the analog DE solver, to solve the
desired coupled ODEs simultaneously through the coupled, flexible interconnections of
input/output currents that practically charge and discharge the BC capacitor in a way
that fully obeys mathematically the NBCF.
3.3.2 Synthesis Method Of Analog CMOS CytoMimetic Circuits Us-
ing The Nonlinear Bernoulli Cell Formalism
From the above, extended analysis, the reader can start to understand how the class of
CytoMimetic circuits was generated. The scope of CytoMimetic circuits is to mimic the
time-dependent behaviour of biochemical substances as they are observed experimen-
tally, relying on a time-scaled approach. Thus, there is a distinct difference between
them and the other categories of BioInspired circuits, e.g. Neuromorphic [22, 61], which
mainly focus on circuits that simulate biological dynamics related to electrical activi-
ties of the cell. In contrast to the Neuromorphic case, the intrinsic nonlinear cellular
and molecular dynamics that CytoMimetic circuits realise relate with the dynamical
behaviour of biochemical quantities, whose concentration is strictly positive.
The direct correspondence between electrical and biological variables and parameters
stemming from the NBCF provides the flexibility required for the realisation of vari-
ous nonlinear mathematical models by computing their time-dependent dynamical be-
haviour. The following paragraphs present the method through which we migrate from
the biological to the electrical field of equations and will offer a systematic methodology
to approach nonlinear biochemical models.
3.3.2.1 A MOST Type-Invariant Analysis Of The Nonlinear Bernoulli Cell
Framework
The aim of this analysis is to demonstrate that the NBCF (and consequently the BCF)
are device-type invariant formalisms. Furthermore, the following analysis leads to simi-
lar results, even when the source-connected capacitor has not its other plate connected
to ground but to another constant voltage 6= 0, i.e. VDD. Both analyses will take place
in the paragraphs below.
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Let us assume the two possible MOST-based BC topologies in Log-domain, shown in
Figure 3.9.
DDV
DI (t)=1/T(t)
GV (t)
SV (t)
v(t)
u(t) CAPi (t)
C
(a) An NMOST-based Bernoulli Cell with
a source-connected capacitor.
DI (t)=1/T(t)
GV (t)
SV (t) v(t)
u(t)
CAPi (t)
C
(b) A PMOST-based Bernoulli Cell
with a source-connected capacitor.
Figure 3.9: N- and PMOST-based Bernoulli Cells. The arrows defining the direction of
the capacitor current are bidirectional, since the BC analysis holds, whether the capacitor is
connected to ground or VDD.
Based on (3.8), the drain currents of the NMOS and PMOS transistors can be re-
expressed as follows, taking into consideration their nonlinear substitution shown in
(3.5) and setting IS = (W/L)I´DO :
IDNMOS(t) = IS exp
(
VG(t)− VS(t)
nVT
)
=
1
TNMOS(t)
(3.68)
IDPMOS(t) = IS exp
(
VS(t)− VG(t)
nVT
)
=
1
TPMOS(t)
(3.69)
By differentiating (3.68) and (3.69) with respect to time, it holds that:
I˙DNMOS(t) =
IDNMOS (t)︷ ︸︸ ︷(
IS exp
(
VG(t)− VS(t)
nVT
)) (
V˙G(t)− V˙S(t)
nVT
)
(3.70)
I˙DPMOS(t) =
IDPMOS (t)︷ ︸︸ ︷(
IS exp
(
VS(t)− VG(t)
nVT
)) (
V˙S(t)− V˙G(t)
nVT
)
(3.71)
Figure 3.9 shows that in the case where the bottom plate of the capacitor is held at
3.3. The Nonlinear Bernoulli Cell Framework 80
ground, application of KCL provides the following relations for both cases:
ID(t) + v(t) = iCAP (t) + u(t) (for NMOS)
iCAP (t) + v(t) + ID(t) = u(t) (for PMOS)
V˙S(t) = V˙CAP (t) = iCAP (t)/C
where u(t) and v(t) denoting the input and output currents of the BC, as usual. By sub-
stituting the current expressions derived from KCL into (3.70) and (3.71), the following
set of differential equations for both transistor types is generated:
I˙DNMOS(t)− IDNMOS(t)
(
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
+
I2DNMOS(t)
nCVT
= 0 (3.72)
I˙DPMOS(t)− IDPMOS(t)
(
− V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
+
I2DPMOS(t)
nCVT
= 0 (3.73)
The form of (3.72) and (3.73) complies with the Bernoulli differential equation and by
substituting:
IDNMOS,PMOS(t) =
1
TNMOS,PMOS(t)
⇒ I˙DNMOS,PMOS(t) = −
T˙NMOS,PMOS(t)
T 2NMOS,PMOS(t)
it yields:
T˙NMOS(t) +
(
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
TNMOS(t)− 1
nCVT
= 0 (3.74)
T˙PMOS(t) +
(
− V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
TPMOS(t)− 1
nCVT
= 0 (3.75)
Driving both devices by a logarithmically compressed input current (see Figure 3.7) so
that V˙G(t) = nVT I˙IN (t)/IIN (t) and V˙G(t) = −nVT I˙IN (t)/IIN (t) for the NMOS and
PMOS case, respectively, generates:
T˙ (t)
T (t)
+
(
I˙IN (t)
IIN (t)
+
[u(t)− v(t)]
nCVT
)
− 1
nCVT
1
T (t)
= 0 (3.76)
or equivalently:
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nCVT
∂(ln(TIIN (t)))
∂t
+ [u(t)− v(t)] = 1
T (t)
= ID(t) (3.77)
for both types of MOSTs. From (3.77), using the same substitution as in (3.38) i.e.
setting w = TIIN , the following final expression is created:
nCVT w˙(t) + [u(t)− v(t)]w1(t) = IIN (t) (3.78)
which is the well-known DE of the NBCF. Let us now investigate what will happened
for both types of MOSTs if the other plate of the capacitor is held at VDD. The analysis
up to relation (3.71) will remain the same as before. The difference between these two
cases lies in the direction of the currents at the capacitor node. A close examination
of Figure 3.9 for the case, where the other place of the capacitor is held at VDD, will
reveal that the KCL at the capacitor node in this case will be:
ID(t) + v(t) + iCAP (t) = u(t) (for NMOS)
ID(t) + v(t) = u(t) + iCAP (t) (for PMOS)
V˙S(t) = V˙CAP (t) = iCAP (t)/C
By substituting now the new current expressions derived from KCL into (3.70) and
(3.71), the following set of differential equations for both transistor types is generated:
I˙DNMOS(t)− IDNMOS(t)
(
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
+
I2DNMOS(t)
nCVT
= 0 (3.79)
I˙DPMOS(t)− IDPMOS(t)
(
− V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
+
I2DPMOS(t)
nCVT
= 0 (3.80)
Relations (3.79) and (3.80) are again of the Bernoulli form and the usual substitution:
IDNMOS,PMOS(t) =
1
TNMOS,PMOS(t)
⇒ I˙DNMOS,PMOS(t) = −
T˙NMOS,PMOS(t)
T 2NMOS,PMOS(t)
will finally lead to the following set of equation:
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T˙NMOS(t) +
(
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
TNMOS(t)− 1
nCVT
= 0 (3.81)
T˙PMOS(t) +
(
− V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
TPMOS(t)− 1
nCVT
= 0 (3.82)
which are similar to (3.74) and (3.75), thus, they will inevitable lead to the final NBCF
DE, i.e. (3.78), after substituting V˙G(t) with the logarithmically compressed input
current, as shown above (V˙G(t) = nVT I˙IN (t)/IIN (t) and V˙G(t) = −nVT I˙IN (t)/IIN (t)
for the NMOS and PMOS case, respectively).
3.3.2.2 A Fictitious Synthesis Example
In the previous section, the idea of the “analog ODE solver” has been introduced, by
demonstrating the general form of an ODE produced by one BC-Block (relation (3.63))
or many coupled BC-Blocks (relation (3.64)). Although it is clear which parameter
will correspond to the solution of a specific state-variable of the ODE, the final form
of the linear or nonlinear ODE strongly depends on the input/output currents of the
BC topology. The selection of the appropriate uj and vj currents of each BC TL
block consists the major challenge of the synthesis phase of CytoMimetic circuits. In
the following paragraphs, an attempt to provide practical, “rules-of-thumb” for the
synthesis of CytoMimetic circuits will be presented. It is reminded that there cannot
be a general rule, under which the synthesis of all DE through the NBCF can be
gathered. As all synthesis methods, who do not rely on optimisation algorithms (see
all methods in Chapter 2), the final topology will be dictated by the desired dynamics
and the values of the specific parameters of the equations. However, a large number of
NBCF-implemented circuits that span a wide range of nonlinear models so far, show
that the NBCF formalism is a useful tool for transforming biochemical models into their
electrical equivalent and as a result design analog circuits, whose outputs will produce
dynamics that are very close to the ones of the prototype systems. Moreover, some of the
already implemented systems have been re-developed using different uj and vj currents,
which nonetheless obeyed the same DE produced by the NBCF. This statement verifies
the robustness and flexibility of the NBCF, under the condition that the devices being
used comply with the subthreshold region constraints of MOS operation. The different
coupled ODE biochemical models shown in Chapter 4, Chapter 5 and Chapter 6 will
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shed more light on the flexibility of the formalism.
The choice of which factors of the ODE should correspond to the input/output cur-
rents of the BC might become easier, when re-expressing the target nonlinear ODE
in the form of (3.63) or (3.64). By separating the terms of the ODE - which are a
function of the equation’s variables - from the other terms, presenting them onto the
LHS of the equations and then setting the system’s variables as a common factor, will
eventually generate a form similar to (3.63) or (3.64). The exemplary, fictitious, two-
dimensional system of nonlinear equations (3.83) and (3.84) provides an example of the
above methodology. Let it be assumed that the following dynamics are targeted:
x˙ = F − a1xy − b1x2y2 + c1x3 (3.83)
y˙ = a2y − b2xy2 + c2x2
Expressing (3.83) in a form similar to (3.63) reveals:
x˙+ (
u1︷ ︸︸ ︷
a1y + b1xy
2−
v1︷︸︸︷
c1x
2)x =
IIN1︷︸︸︷
F (3.84)
y˙ + (b2xy︸︷︷︸
u2
− a2︸︷︷︸
v2
)y = c2x
2︸︷︷︸
IIN2
where aj , bj , cj , F (j = 1, 2) are constants of appropriate dimensions so that dimensional
consistency of (3.83) and (3.84) is preserved.
Following this treatment, the terms inside the parenthesis on the LHS may be treated
as the uj and vj currents of the j
th BC, depending on the sign of the terms. However,
such an approach though correct mathematically might not always lead to the desirable,
practical results. Practical electrical constraints must be also taken into consideration.
In particular, effort should be put into ensuring that for the anticipated current value
range - which in practice is determined by the form of the targeted biological dynamics
- the devices remain in the subthreshold regime, which in turn ensures the validity of
the NBCF. Exploiting the freedom provided by NBCF a mathematical equation can be
expressed into various equivalent electrical ones; it is reasonable to select the electrical
analogous model, which not only implements the desired biological model dynamics but
also facilitates compliance with the subthreshold region constraints of MOS operation.
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3.3.2.3 Generic Static And Dynamic Translinear Circuit Blocks
CytoMimetic circuits comprise medium complexity dynamic and static TL circuits. Al-
though the majority of the mathematical models that describe cellular or molecular
behaviour might require a wide range of different TL blocks combinations, most of
them could be derived from or would be a combination of three basic blocks, given that
various mathematical operations could be also implemented using different TL network
realisations. Regardless of the TL combination chosen to generate the required math-
ematical operations, the NBCF will still hold. In order to demonstrate the systematic
nature of the proposed framework in this thesis, the following TL blocks have been used
for the implementation of all the electrical equivalent circuits that have been designed.
It should be borne in mind that one type of ODE can be implemented through many
different ways in Log-domain via TL circuits. The inclusive Figure 3.8 shows that
the currents uj and vj , as well as IINj , are a function of the state-variable IOUTj ,
however, a specific method for the implementation of the final form of these currents
is not mentioned intensionally. It depends on the user, the targeted dynamics, the
power-demands and the application in general, the manner that uj , vj and IINj will be
implemented. For example, a current uj that needs to be equal to the square of a BC
output current, i.e. uj ∼ I2OUTj could be either implemented by a squarer topology or by
two multiplier/dividers in a cascaded formation. Both of these methods will eventually
produce the required current and each one of them exhibits specific advantages and
disadvantages (tunability, power consumption, total chip area etc.). Therefore, it would
be difficult and at the same time not very meaningful to define “recommended” TL
blocks for the implementation of DEs in Log-domain.
However, the idea of having only one or two static TL blocks, combined with the stan-
dard BC-Block for all the implemented biochemical dynamics, demonstrates the repro-
ducibility and flexibility of the NBCF, which can eventually lead to the development of
re-configurable analog TL blocks for the development of various DEs, i.e. an “analog
FPGA”, which will be able to create different types of dynamics by using the same DTL
and STL blocks repeatedly. More details regarding the ideal of the “analog processor”
for BioComputation will be presented in the final Chapter of this thesis (Chapter 10).
• The BC Block: The BC-Block presented in Figure 3.7 is responsible for gener-
ating the general form of the electrical equivalent equations, described by (3.64)
and is present in all CytoMimetic topologies in this thesis. By being the TL block,
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which “hosts” the Bernoulli Cell, it provides an output current IOUTj , which em-
ulates one of the time-dependent variables of the prototype biochemical models.
The specific topology has been chosen, due to the flexibility that it provides with
the use of the level shifter I´Oj . All implementation of the logarithmically input-
driven BC shown in Figure 3.3 lead to identical results. However, the use of the
level shifter transistor biased by I´Oj allows further tuning, which guarantees the
safe subthreshold operation of the BC transistor. Finally, all transistors of the
BC-Block have the same aspect ratio.
j
j
2
IN
OUT
X
I
I =
I
j
2
IN
X
I
I
XI
jIN
I
DDV
jIN
I Squarer 
Block 
Symbol
j
2
IN
X
I
IXI
Figure 3.10: Schematic and symbolic representation of the squarer TL block.
• The Squarer Block: The squarer block of Figure 3.10 produces the square of an
input current over a scaling current, expressed as IX in the schematic diagrams
in this thesis. Without loss of generality, the scaling current usually has the value
of 1nA, so that the numerical squared value of the input current is received at
the circuit’s output. A cascoded topology has been selected to minimise output
current errors. All devices of the squarer block have the same aspect ratio.
• The Multiplier/Divider Block: Employing devices of the same W/L as-
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pect ratio again, the typical 4 MOST multiplier/divider block allows to perform
multiplication or division operations with currents based on the TL principle:
IOUT = I1I2/I3 (see Figure 3.11 ). Again, cascoded topologies have been selected
to minimise output current errors, although they are not always necessary.
j
1 2
OUT
3
I I
I =
I
1 2
3
I I
I
1I
2I 3I
1I
NMOS 
Multiplier Block 
Symbol
1 2
3
I I
I
2I
3I
DDV
(a) The NMOS multiplier block and its symbol.
j
1 2
OUT
3
I I
I =
I
1I
1 2
3
I I
I
2I
3I
PMOS 
Multiplier Block 
Symbol
DDV
2I 3I
1 2
3
I I
I
1I
(b) The PMOS multiplier block and its symbol.
Figure 3.11: Schematic and symbolic representation of the multiplier/divider TL block. Note
that both blocks presented in this Figure are cascoded TL blocks. Depending on the accuracy
required for each application, CytoMimetic circuits can operate with non-cascoded multiplier
TL blocks. The symbolic representation for the non-cascoded multiplier is similar to the one
presented here but with a star placed inside the symbol. In the non-cascoded topology, the
devices that are sketched with dashed lines are absent.
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3.4 Conclusions
In this Chapter the mathematical framework of CytoMimetic circuits has been shown
in detail. Starting from the original BCF and LDSS mathematical formalisms, the
methodology for the analysis and synthesis of ELIN systems has been shown using the
LDSS method. Once the linear input/output systems have been covered, this Chapter
progressed to the development of a new class of Log-domain circuits, termed Externally
Nonlinear Internally Nonlinear, stemming from the NBCF. Exploiting the devices in-
herited nonlinearity depicted on the I-V relation, the NBCF formalism, which stems
form the original BCF has been articulated. Synthesis guidelines have been given, in an
attempt to systematise the development of CytoMimetic topologies and a full list of the
TL blocks that CytoMimetic circuits in this thesis are comprised of, has been presented
as well. An imaginary representation of the relation between ELIN and ENIN systems
has been attempted in Figure 3.12.
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Figure 3.12: Imaginary cone representation of the various domains in VLSI circuit level design,
depending on the mapping approach as well as the system’s nature (ELIN or ENIN).
By the analysis so far, the reader should have started to realise that through the NBCF,
a wide range of biochemical dynamics (which are the focal point of this thesis) should be
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possible to be implemented. By presenting the inclusive Table 3.1, originally shown in
[56], the reader can identify the different scientific disciplines, where CytoMimetic cir-
cuits can be useful. In the following Chapter, the reader would verify that the selected
implemented circuits span many of the categories included in Table 3.1.
Table 3.1: Reaction-diffusion equations reported in literature to describe active systems per-
taining to several scientific disciplines (reproduced from [56]).
Discipline Equation Form
Genetic Fisher’s Equation
∂u
∂t
= u(1− u) +∇2u
Biology Meinhardt-Gierer
∂u
∂t
= α
u2
v
− βv +D1∇2u
∂v
∂t
= αu2 − γv +D2∇2v
Thermodynamics Brusselator
∂u
∂t
= α− (β + 1)u+ u2v +D1∇2u
∂v
∂t
= βu− u2v +D2∇2v
Neurophysiology FitzHugh-Nagumo
∂u
∂t
= −
(
u3
3
− u
)
+D1∇2u
∂v
∂t
=  (u− βv)
Hodgkin-Huxley
∂u
∂t
= −f(u) +D1∇2u
∂v
∂t
= −gv(u)(1− v)− hv(u)v
∂q
∂t
= −gq(u)(1− q)− hq(u)q
∂p
∂t
= −gp(u)(1− p)− hp(u)p
Chemistry Oregonator 
∂u
∂t
= u+ v − αu2 +D1∇2u
∂v
∂t
= −v + βq − uv +D2∇2v
δ
∂q
∂t
= u− q +D3∇2q
Chapter 4
CMOS Log-Domain Glycolytic
Oscillations Circuit
4.1 Introduction
The first type of CytoMimetic circuitry is presented and thoroughly analysed in this
Chapter. It is a 3V, 1.21µW subthreshold topology, which mimics the oscillations ob-
served during the biochemical process of glycolysis, due to the phosphofructokinase
enzyme (PFK). The proposed electronic circuit is able to simulate the dynamics of the
glycolytic oscillator and represent the time-dependent concentration changes of the reac-
tants and the products of the chemical process, based on nonlinear differential equations
which describe the biological system. By modifying specific circuit parameters, which
correspond to certain chemical parameters, good agreement between the biochemical
and electrical model results has been reached [62]. Starting from the analysis of the
biochemical model and continuing with the presentation of the NBCF for this case,
the striking similarities between the mathematical equations and the electrical ones are
highlighted. Through the NBCF, the electrical analogous model has been built and sim-
ulated by means of Spectre R© - BSIM3V3 model - simulations obtained from the Cadence
Design Framework (CDF) using the process parameters of the commercially available
AMS 0.35µm - MM/2P4M c35b4 CMOS technology. Transient and phase plane analysis
results are shown accompanied by fabrication-related variability simulations obtained
The material in this Chapter has already been published in the International Journal Of Circuit
Theory and Applications [62]. Many sections have been referenced appropriately to avoid self-plagiarism.
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by means of analog Monte Carlo statistical analysis simulations.
The biochemical model that has been chosen to be implemented is a very popular
coupled DEs system, which allows extensive mathematical analysis regarding some key
mathematical properties that it exhibits. Consequently, the exact same mathematical
treatment can be also applied on the equivalent electrical model, which follows the
same principles. It is worth mentioning at this point that to the best of the author’s
knowledge, there is no circuit able to emulate nonlinear chemical/biochemical reactions
in a systematic manner until now, with the exception of [3, 10, 11] proposed by Mandal
and Sarpeshkar, who suggested a circuit model able to simulate simple zeroth, first and
second order chemical reactions of the form A + A −→ B or B −→ C and circuit models
of stochastic genetic networks. However, their first and sole approach so far relied upon
the analogy between chemistry and subthreshold electronics and provided the various
outputs of interest as a linear combinations of all the N-species in the reaction network
[10]. This approach might be inconvenient for the designer, when it comes to the
implementation of more complicated biochemical reactions. Moreover, their approach
suggests the use of reference voltages, in order to generate specific currents that can
emulate chemical potentials in a reaction. Strictly speaking, this method is totally
acceptable, however, in “intrinsic current-mode circuits”, such an approach implies the
use of external voltages, which again, might be proved impractical, when it comes to
large chemical reaction networks. In any case, it must be recognised that Mandal and
Sarpeshkar’s approach showed a different pathway to BioInspired electronics, which until
then, were dominated by Neuromorphic electronics [22], with the latter been expanded in
many different, challenging fields, such as Neuromimetic ICs, Neuromorphic microchips,
spiking neural networks, etc. [19, 63–65].
The aim of this Chapter is to provide a solid mathematical framework for CytoMime-
tic circuits, which can easily expanded to implement any order of chemical/biochemical
reactions in a systematic manner, using only the two basic monolithic components in
VLSI, i.e. a MOST and a linear capacitor. In the following paragraphs of this Chapter,
the interested reader will be able to identify the close relation between the form of the
studied equations and the general form of reaction-diffusion equations shown earlier in
Table 3.1 in Chapter 3.
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4.1.1 Functions Of Glycolytic Oscillations
Glycolysis is one of the most important reactions that takes place in the cells of the liv-
ing organisms, providing them with the required amount of metabolic energy to function
properly during their daily tasks. The source of the aforementioned oscillations within
the glycolytic system has been identified quite early [66, 67]. It has been shown that in
yeast, the main purpose of glycolysis, which represents a chain of enzyme reactions, is
to transform a sugar, such as fructose or glucose into CO2 and ethanol and of course
produce a certain amount of energy for the cell needs [1]. In a more detailed descrip-
tion, the periodic behaviour within this biochemical reaction is observed, when hexose
glucose-6-phosphate or fructo-6-phosphate (F6P) is taken as the glycolytic substrate. It
has been demonstrated that the role PFK has in this reaction type is related to the fact
that inhibitors or activators of this enzyme contribute to and also affect the oscillatory
behaviour of the system [1, 68]. Although it is very rare in biochemistry to observe the
activation of an enzyme by its actual product, i.e. positive feedback regulation of the
process, PFK autocatalytic regulation is a very good example, where positive feedback
regulation exists, instead of the common negative feedback [62].
Aside from the yeast cells that have already been mentioned, glycolytic oscillations can
also be observed in muscle, where the molecular mechanism is the same [69]. Again the
enzyme responsible for the system’s oscillatory behaviour is F6P. Apart from yeast and
muscle, several studies have been shown that glycolytic oscillations are also observed
in the following cases: a) the pancreatic β-cells [70], b) heart cells and intact myocytes
[71], c) Ehrlich ascites tumour cells [72] and d) also in an insect, the blowfly Phormia
terraenovae, where age-dependent changes in the periodic behaviour of the reaction
have been investigated [73].
From the time glycolytic oscillations were initially observed in all the aforementioned
cases, their possible function remains unidentified. Many hypotheses have been articu-
lated regarding their role in several important for the human body processes. Plausible
scenarios include their role in the adenylate energy state and their contribution to the
enhancement of the ATP/ADP ratio [1]. An attractive function that is rising from the
latter speculation is the direct link between glucose metabolism - required for insulin
production - and the secretion of insulin. An increase in the glucose level in the blood
is supposed to lead to a subsequent increase in the frequency of glycolytic oscillations
and this eventually would lead to the depolarisation of pancreatic β-cells, leading to
the secretion of insulin [1, 74]. This attractive indeed possibility has not been fully
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verified and many questions need to be addressed. An alternative, plausible view re-
garding glycolytic oscillations is that they do not have any particular function in cellular
metabolism and that they appear as a “metabolic accident”, which results from the au-
tocatalytic properties of PFK [1]. However, according to distinguished researchers in
the field, such as Goldbeter, if these oscillations are indeed an accident, the fact that
they have not been eliminated in the course of evolution reveals that they are by no
means unfavourable to the human organism. Whether they are an accident or not,
they provide a precious prototype to us, ideal for studying the mechanisms of biological
rhythms at a molecular level [1].
4.2 Models Of The Glycolytic Oscillator
As already mentioned in the previous section, there could be a link between glycolytic
oscillations and a significant number of physiological phenomena. However, few re-
searchers have attempted to model it and interpret the mathematical equations that
are characterising this biochemical process. The complexity of the enzyme regulatory
properties and the strongly nonlinear relationship between the time-varying product-
reactant concentrations are two of the reasons why the mathematical analysis of this
process is challenging.
The first mathematical equations to model and interpret the dynamics of the glycolytic
oscillator were introduced by Higgins in 1964 [75]. Although his model had no limit
cycles for the specific values for which self-oscillations were experimentally detected,
his work laid the foundations for further research in the field. Later, Sel’kov proposed
a slightly different approach to the problem and introduced an autocatalytic model
for the glycolytic oscillator [76]. Through his inspired and novel work, he managed to
simplify this biochemical process and develop a two differential equation model. These
two equations were practically a generalized expression of the Lotka - Voltera system of
equations, which describe the dynamics of biological systems with interacting elements
[77]. Sel’kov’s approach, though simple and valid within certain limits, produced stable
oscillations of the limit cycle type, which were relatively close to the experimental data.
In practice, Sel’kov’s model is a simple mathematical system of two nonlinear differential
equations, which describes a product-activated and substrate-inhibited reaction [76].
More specifically, this model is capable of describing the self-oscillations in glycolysis,
due to the PFK reaction and it can also explain the behaviour of the concentration
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of different substances in a relatively accurate manner. Sel’kov’s model differs from
Higgins’ in that in Sel’kov’s model the activation of PFK is considered to take place by
adenosine diphosphate (ADP) and not by fructose diphosphate (FDP), as in Higgins’
model, which produced unstable oscillations of the Lotka-Volterra type. Sel’kov’s model
assumes that the initial glycolytic substrate, which is glucose, is injected with a constant
rate below some value, known as critical bifurcation value. This prediction has been
confirmed by many biochemists, such as von Klitzing [78] and also by Betz and Hess
and co-workers [1].
Another mathematical model of the glycolytic oscillator was presented by Goldbeter and
his associates [1, 67, 68, 79] and is termed the allosteric model of the glycolytic oscillator.
Starting from the fact that PFK belongs to a broad class of regulatory proteins also
known as allosteric enzymes, they developed a more complete model, which takes into
consideration the allosteric nature of the enzymes and assumes certain differences in the
roles of specific substrates that take place in the reaction. The allosteric model is closely
related to Sel’kov’s mathematical system. However, one main difference between these
two models is that by considering the existence of two values of the substrate injection,
the allosteric model generates a domain in which oscillations can occur. Thus, it achieves
a better agreement with the experimental data [1].
Since the 1950’s several studies have been performed in reaction kinetics that included
the feedback element between the reactants and the products in a reaction. In fact, a
large number of chemical reaction models have been introduced since then, in an effort
to investigate and model the behaviour of reactions that contained chemical feedback.
The famous Brusselator [80] or the Gray-Scott model [81] are only two examples of
autocatalytic chemical models, which exploit the element of feedback, in order to model
and simultaneously analyse complicated autocatalytic reactions of quadratic or even
cubic order rate.
Following the same principles as in the aforementioned autocatalytic models, Othmer
and Aldridge introduced a glycolytic oscillator model [82] that refers to the dynamics
of a specific class of mechanisms, which include positive feedback and consequently can
describe accurately the reaction of phosphofructokinase within the glycolytic pathway.
By making the assumption that PFK is a two-state enzyme, one of which has a higher
activity than the other, it is safe to suggest that the stimulation of this allosteric regu-
latory enzyme by ADP can lead to the production of the higher activity form of PFK.
Therefore, a product that is generated by the reaction step caused by PFK can affect
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the rate of the reaction. The equations of the model described above are codified in
dimensionless form by (4.1), while Figure 4.1 illustrates the model kinetics.
x˙ = −x+ αy + x2y (4.1)
y˙ = b− αy − x2y
In (4.1) x denotes the non-zero concentration of adenosine diphosphate (ADP), y cor-
responds to the non-zero concentration of fructose-6-phosphate (F6P), while α, b > 0
are dimensionless kinetic parameters of the reactions.
Substrates F6P ADP Products
Figure 4.1: Schematic version of the chemical reaction implemented by the set of equations
codified by (4.1) (reproduced from [62]).
Apart from [82], an explicit analysis and detailed derivation of the generic class of models
to which the mathematical and chemical equations of the aforestated glycolytic model
can be also found in [83] authored by Othmer and Ashkenazi and in a general review
conducted by Gibbs and Murray [1]. Furthermore, several model versions exploring
the different properties of the above equations have been investigated by Tyson and
Kauffman in [84]. Now that the glycolytic equation has been presented, the interested
reader can verify that the dimensionless form of the model shown in (4.1) is very close
to the general form of equations shown in Table 3.1, as already mentioned earlier. More
specifically, the glycolytic equations have an almost identical form to the general form of
equations referring to the discipline of thermodynamics. In Table 3.1 the general form of
the Brusselator is shown, however, as already mentioned previously, the model shown in
(4.1), the famous Brusselator, as well as the Gray-Scott model present similar dynamics,
since they are characterised by similar equations [85, 86]. Thus, it can be argued that
a similar electrical treatment, as the one that will be shown in the next sections, can
be applied on the remaining two coupled DE models of the “same family”, the family
of autocatalytic chemical models, which exploit the element of positive feedback [62].
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4.2.1 Chemical Reaction Equations
Equations (4.1) represent one of the most popular models used to describe the dynamics
of PFK oscillations within the glycolytic path [85, 86]. Because of their simplicity
and the accuracy of the results that they generate many researchers have exploited
the dimensionless form (4.1) to perform extended mathematical studies of the model;
values for which a limit cycle exists have been calculated and regions of stable or unstable
behaviour have been determined and studied. Apart from the already mentioned papers,
a very detailed treatment of the dynamics of (4.1) can be found in the work of Strogatz
[87] and Keshet [88], where the critical bifurcation values of the system are calculated
explicitly.
Based on the dimensionless form (4.1) and following the chemical and mathematical
analysis presented in [82] and the mathematical treatment in [87], the dimensional form
of (4.2) can be derived. Bearing in mind that the units on both sides of the two
equations will be identical to the units of x˙ and y˙ which are M · sec−1 and that x and
y represent the concentrations of ADP and F6P, respectively, (4.1) can be re-expressed
in the following dimensional form:
d[X]
dt
= k2[Y ] + k3[X]
2[Y ]− k4[X] (4.2)
d[Y ]
dt
= k1[B]− k2[Y ]− k3[X]2[Y ]
Again, [X] and [Y] denote the concentrations of ADP and F6P, respectively and [B]
defines the concentration of the constant input of the system. The quantities k1, k2, k3
and k4 are kinetic parameters of the reaction of appropriate units so that each term of
the equations is expressed in M ·sec−1. A careful examination of the analysis presented
by Othmer and Aldridge [82], Othmer and Ashkenazi [83] and Tyson and Kauffman
[84], would confirm that the final outcome of their analysis complies with the form of
(4.2). Going one step further and considering one of the kinetic parameters in each
equation as a common factor, then one ends up with the following set of equations:
d[X]
dt
= k4
(
k2
k4
[Y ] +
k3
k4
[X]2[Y ]− [X]
)
(4.3)
d[Y ]
dt
= k1
(
[B]− k2
k1
[Y ]− k3
k1
[X]2[Y ]
)
The parameters k1 and k4 have been selected as a common factor, since they are ex-
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pressed in sec−1. It should also be clear that k1 should be equal to k4 according to
(4.1). The analysis in [84] verifies the above. Thus, by setting k1=k4=k, (4.3) leads to:
d[X]
dt
= k
(
k2
k
[Y ] +
k3
k
[X]2[Y ]− [X]
)
(4.4)
d[Y ]
dt
= k
(
[B]− k2
k
[Y ]− k3
k
[X]2[Y ]
)
The quantities (k3/k) are expressed in M
−2, while the quantities (k2/k) are both di-
mensionless. The derivation of the dimensional form of the glycolytic dynamics is useful
because it will allow the confirmation of the dimensional consistency between the non-
linear glycolytic circuit proposed later in the Chapter and the glycolytic model itself
when time-varying concentration values are represented by circuit currents. As it will
become clear in the analysis of the simulation results later, the fact that the mathemat-
ical model for the glycolytic oscillator contains only two state variables makes it ideal
for phase plane analysis, in order to understand how the kinetic parameters affect the
total control of the oscillations [62].
4.3 Building The Electrical Equivalent Equations
The general form of the NBCF equations that will be used for the implementation of the
electrical equivalent model is going to be re-written below for the reader’s convenience:
nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN1(t) (4.5a)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) = IIN2(t) (4.5b)
nC3VT w˙3(t) + [u3(t)− v3(t)]w3(t) = IIN3(t) (4.5c)
...
nCjVT w˙j(t) + [uj(t)− vj(t)]wj(t) = IINj (t) (4.5d)
or equivalently:
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I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IOUT1(t)
IQ1
=
1
τ1
IIN1(t) (4.6a)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IOUT2(t)
IQ2
=
1
τ2
IIN2(t) (4.6b)
I˙OUT3(t) +
1
τ3
[u3(t)− v3(t)]
IOUT3(t)
IQ3
=
1
τ3
IIN3(t) (4.6c)
...
I˙OUTm(t) +
1
τm
[um(t)− vm(t)]
IOUTm(t)
IQm
=
1
τm
IINm(t) (4.6d)
with wj = IOUTj/IQj and τj = nCjVT /IQj , where j = (1, 2, ...,m), IOUTj is the output
current of the jth BC and IQj is the shifter current of the j
th BC-block TL circuit,
which “hosts” the BC (see Figure 3.7 and Figure 3.8).
The mapping of the biochemical relations (4.1) and/or (4.4) onto the electrical do-
main becomes feasible thanks to the NBCF’s flexible nature, considering the following
synthesis guidelines (see also general guidelines in subsection 3.3.2):
a) Since two nonlinear biochemical equations ((4.1) or (4.4)) are targeted two circuital
differential equations of the form (4.5) or (4.6) will be employed.
b) It has been selected to implement the time-varying concentration of F6P ([Y] in
(4.4) and y in (4.1)) by means of the dynamics of the 1st BC, whose associated
quantities will bear the subscript j = 1. Subsequently, it has been decided to
correspond the variations of dimensionless y to variations of the dimensionless
w1 = IOUT1/IQ1 (w1 ↔ y) or in dimensional form, (IOUT1 ↔ [Y ]).
c) It has been selected to implement the time-varying concentration of ADP ([X]
in (4.4) or x in (4.1)) by means of the dynamics of a 2nd BC, whose associated
quantities will bear the subscript j = 2. Again, it has been chosen to correspond
the variations of dimensionless x to variations of the dimensionless w2 = IOUT2/IQ2
(w2 ↔ x) or in dimensional form, (IOUT2 ↔ [X]).
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d) Bearing in mind (4.1) and (4.4) and points (a)-(c) above, the current input IIN2
of the 2nd BC (the one mimicking the [X] dynamics) should be a scaled replica of
the output current IOUT1 of the 1
st BC (the one mimicking the [Y] dynamics).
Based on the above, the starting synthesis relations for the glycolytic oscillator equiva-
lent would be dictated by the NBCF equations and if one takes (4.5) into consideration,
it yields:
nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN (t) (4.7)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) = αIOUT1(t) (4.8)
Relations (4.7) and (4.8) can be re-expressed as follows, if (4.6) will be finally considered:
I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IQ1
IOUT1(t) =
IIN (t)
τ1
(4.9)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IQ2
IOUT2(t) =
αIOUT1(t)
τ2
(4.10)
by taking into consideration that wj = IOUTj/IQj (j = 1, 2) and setting τj = nCjVT /IQj
(j = 1, 2). As it has been proved in the previous Chapter, the quantities τj have di-
mensions of seconds and the form of time constants encountered in abundance in Log-
domain circuit’s literature. However, it should be stressed that such time constants
though related to the scaling of time, should not be associated with the resulting fre-
quency of oscillations of the system, as explicitly shown in subsection 3.3.1. The electri-
cal system realising the glycolytic oscillations is nonlinear. And as such, its frequency
of oscillations is determined by computing the eigenvalues of the Jacobian matrix of
the electrical system at its fixed point. If Im{λ} denotes the imaginary part of these
eigenvalues, then the period of oscillations is given by Tosc = 2pi/Im{λ} [62, 87].
Having reached (4.9) and (4.10), what remains for the electrical equivalent to be realised
is to determine the correct uj and vj (j = 1, 2) input/output currents of the BCs so that
the dimensional relations (4.9) and (4.10) map the dimensional relations (4.4), which
are re-expressed here for convenience as follows:
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d[Y ]
dt
+ k
α︷ ︸︸ ︷(
k2
k
)
[Y ] + k
(
k3
k
)
[X]2[Y ] = k[B] (4.11)
d[X]
dt
+ k[X]− k
(
k3
k
)
[X]2[Y ] = k
α︷ ︸︸ ︷(
k2
k
)
[Y ] (4.12)
As explained in points (b) and (c) above, (4.9) with (4.11) and (4.10) with (4.12) are
matched and compared. Therefore, for the input/output currents of the two BCs, it
has been selected to set:
u1 = IDA +
I2OUT2
IX
(4.13a)
v1 = 0 (4.13b)
u2 = ID2 (4.13c)
v2 =
IOUT1IOUT2
IZ
(4.13d)
The currents IX and IZ are scaling currents employed by squarers and dividers (see
Figure 3.10 and Figure 3.11). After the above treatment, relations (4.9) and (4.10) take
the form:
I˙OUT1 +
(IDA/IQ1)
τ1
IOUT1 +
1
τ1
I2OUT2IOUT1
IQ1IX
=
IIN
τ1
(4.14)
I˙OUT2 +
ID2/IQ2
τ2
IOUT2 −
1
τ2
I2OUT2IOUT1
IQ2IZ
= α
IOUT1
τ2
(4.15)
Commenting on (4.11), (4.12) and (4.14), (4.15) one observes the following:
a) Bearing in mind that k4 = k1 = k are expressed in sec
−1 and that the ratio
k2/k = α (see comments after the introduction of relation (4.4)) is dimensionless, it
is a simple matter to confirm the dimensional consistency of the chemical relations
(4.11), (4.12) (both sides expressed in M ·sec−1). Similarly, the electrical relations
(4.14), (4.15) are also dimensionally consistent (both sides are expressed in Amp ·
sec−1 ).
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b) Given that IOUT1 ↔ [Y ], a one-to-one comparison of each term of (4.11) with its
corresponding term of (4.14) reveals necessary constraints which ensure the exact
matching of (4.11) with (4.14). Such constraints are:
kα↔ IDA/IQ1
τ1
(4.16a)
k
(
k3
k
)
↔ 1
τ1
1
IQ1IX
(4.16b)
k[B]↔ 1
τ1
IIN (4.16c)
c) A similar line of thought for (4.12) and (4.15) yields:
k ↔ ID2/IQ2
τ2
(4.17a)
k
(
k3
k
)
↔ 1
τ2
1
IQ2IZ
(4.17b)
kα↔ α
τ2
(4.17c)
Setting C1 = C2 = C and IQ1 = IQ2 = IQ leads to τ1 = τ2 = τ . By also setting
(ID2/IQ2) = 1, the relations (4.16a), (4.16c), (4.17a) and (4.17c) reduce collectively to:
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a =
IDA
IQ
(4.18a)
[B]↔ IIN (4.18b)
and
k ↔ 1
τ
(4.18c)
Examining (4.16b) and (4.17b) and having already set τ1 = τ2 = τ and IQ1 = IQ2 = IQ
leads to:
IX = IZ (4.19)
The electrical domain constraints needed to ensure the mapping of (4.11), (4.12) upon
(4.14), (4.15) are collectively summarised in Table 4.1. In addition, Table 4.2 codifies
the chemical and electrical relations resulting from (4.11), (4.12), (4.14) and (4.15),
when the constraints of Table 4.1 are taken into consideration.
Table 4.1: Chosen constraints for the electrical domain glycolytic oscillator dynamics to map
the targeted chemical dynamics (reproduced from [62]).
Number Constraints
1) C1 = C2 = C
2) τ1 = τ2 = τ
3) IQ1 = IQ2 = IQ = ID2
4) k ↔ 1τ
5) 1IQ1IX
= 1IQ2IZ
⇔ IQ2IQ1 =
IX
IZ
6) IX = IZ = IO
7) α =
IDA
IQ
As a final point of this section, it would be interesting to stress the dimensional consis-
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Table 4.2: Chemical and electrical equations of the glycolytic oscillator when the design con-
straints of Table 4.1 are taken into consideration (k in sec−1 and k ↔ 1τ (see Table 4.1))
(reproduced from [62]).
• [Y˙ ] + kα[Y ] + k
(
k3
k
)
[X]2[Y ] = k[B] Chemical Equation
F6P
• I˙OUT1 +
(
(IDA/IQ)
τ
)
IOUT1 +
1
τ
(
IOUT1I
2
OUT2
IQIO
)
= IINτ Electrical Equation
• [X˙] + k[X]− k
(
k3
k
)
[X]2[Y ] = kα[Y ] Chemical Equation
ADP
• I˙OUT2 + IOUT2τ − 1τ
(
IOUT1I
2
OUT2
IQIO
)
= α
(
IOUT1
τ
)
Electrical Equation
tency of the electrical relations illustrated in Table 4.2 one more time. Although it has
been demonstrated and proved by the previous, extensive mathematical relations, and
more specifically, by the relations (4.14), (4.15), (4.16), (4.17) and (4.18), at this point,
a more “intuitive” approach is going to be attempted. By re-writing (4.11) and (4.12)
in a form, similar to the one presented in the synthesis subsection 3.3.2 in Chapter 3,
and more precisely in the synthesis attempt of the fictitious example (relations (3.83)
and (3.84)), it yields:
d[Y ]
dt
+ k
[
α+
(
k3
k
)
[X]2
]
[Y ] = k[B] (4.20)
d[X]
dt
+ k
[
1−
(
k3
k
)
[X][Y ]
]
[X] = kα[Y ] (4.21)
Now, from the form of (4.20) and (4.21), it is much easier for the reader to understand
the selection of the BC input/output currents uj and vj (j = 1, 2) shown in (4.13).
Taking into consideration that the parameter k is expressed in sec−1, a direct comparison
to (4.9) and (4.10) reveals that the biochemical parameter k should be related to the
electrical parameter τ , i.e. k ∼ τ or more precisely 1/τ . And since the parameter k is
common in both DEs, this directly means that τ1 should be identical to τ2, i.e. τ1 = τ2 =
τ . Regarding the factors inside the brackets in (4.20) and (4.21), or more specifically, the
BC input/output currents uj and vj , the selection of the appropriate currents becomes
easier once one remembers the correspondence between the concentrations y and x and
the electrical state variables w1 = IOUT1/IQ1 and w2 = IOUT2/IQ2 , respectively. The
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flexibility of the NBCF mentioned earlier in Chapter 3 and the practicability of the
dimensionless parameter w will be heavily exploited in this circuit synthesis paradigm.
As shown in (4.20) and (4.21), inside the brackets the dimensionless parameter α, the
number 1 and the factors (k3/k)[X]
2 and (k3/k)[X][Y ] remained. However, in an actual
current-mode circuit representation of (4.20) and (4.21), such factors need to be substi-
tuted by actual currents. By selecting to represent the dimensionless parameter α and
the number 1 by two different currents (in the circuit these currents are IDA and ID2,
respectively), the first step towards the implementation of the correct BC input/output
currents uj and vj has been accomplished. However, if one ignores the form of the elec-
trical state variables IOUT1 and IOUT2 , then it could assume that the mapping of α and
1 with a current, violates the dimensional consistency of the electrical equations. At
this point, the NBCF parameter w enters and “regulates” dimensionality of the equa-
tions. The F6P and ADP concentrations [Y] and [X] are mapped to the output currents
IOUT1 and IOUT2 , respectively, however, in the NBCF these currents are expressed as
the ratio of the NBCF parameter w = IOUT /IQ, thus, the dc bias current IQ is called
to “interfere” with the electrical equations and balance dimensional consistency. This
means that now α and 1 do not correspond to a specific current but to a current ratio,
i.e. IDA/IQ1 and ID2/IQ2 , respectively.
The aforementioned current ratios guarantee dimensional consistency and map the bio-
chemical model in an exact, one-to-one manner. Therefore, it becomes easier for the
designer to select analogous values for the “electrical α”, by observing the current ratio
IDA/IQ1 and also by setting ID2 = IQ2 , in order to have a ratio of 1, as dictated by
(4.21). Finally, from the parameter k, the designer immediately understands that the
electrical parameters nC1VT /IQ1 and nC2VT /IQ2 must be identical, i.e. C1 = C2 = C
and IQ1 = IQ2 = IQ or their ratios C2/IQ2 and C1/IQ1 should be the same. In both
cases, the NBCF is verified and reflects the biochemical equivalent model in a dimen-
sionally consistent manner. A similar analysis holds for the remaining factors (k3/k)[X]
2
and (k3/k)[X][Y ]. As already shown in (4.4), the quantity (k3/k) should be expressed
in M−2, implying that in an actual analogous circuits, the state variables that will
represent [X]2 and [X][Y ] will need to be multiplied by certain factors that should be
expressed in Amp−2. Indeed, if one takes into consideration the above discussion re-
garding the expression of w in the NBCF and includes the biasing currents of the STL
blocks that will generate the expressions [X]2 ∼ I2OUT2 and [X][Y ] ∼ IOUT1IOUT2 , it will
end up with the final electrical equivalent expression shown in (4.14) and (4.15), which
is dimensionally consistent.
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The above analysis regarding the dimensional consistency of the electrical equivalent
model aims to shown the flexibility of the NBCF, when it comes to the implementation
of coupled DEs. Although the various biochemical parameters are related to “counterin-
tuitive” current values (or ratios), the flexibility of the NBCF, thanks to the parameter
w, guarantees that the final electrical equation will be dimensionally consistent (where
now currents emulate substrate concentrations) and also that there is always a one-to-
one correspondence with the biological counterpart.
4.3.1 The Electrical Equivalent Circuit
The weak-inversion-based Log-domain circuit proposed consists of five different circuit
blocks, each one of them implementing a specific mathematical function of the glycolytic
oscillator. Apart from the two BC TL circuits, which implement the general form of
(4.5) or (4.6), three more types of circuit blocks are employed, in order to generate
the correct form of the u(t) and v(t) currents. Bearing in mind (4.13a) and (4.13d) it
becomes clear that a squarer and a divider are needed. Furthermore an amplifier of gain
α is needed in order to scale IOUT1 and present it as input to the 2
nd BC implementing
the ADP dynamics (see circuital relation for ADP in Table 4.2). Each block is going to
be presented separately.
The DTL circuit already shown in Figure 3.7 is the BC-block that will host the first
and the second BC, implementing the F6P and ADP dynamics, respectively. Regarding
the input-output current of the BC topologies, the following hold; for the first BC,
according to (4.13a), the current u1 at the first capacitor node is composed of a dc
current source IDA and the time-varying component I
2
OUT2
/IX , which will be generated
by “exploiting” the output current IOUT2 of the second BC-based circuit and processing
it by means of a divider. In addition (4.13b) dictates v1 = 0. Regarding the second
BC-block required, which implements the ADP dynamics, the currents u2 and v2 are
dictated by (4.13c) and (4.13d), respectively. The introduction of the dc current source
ID2 realises u2 = ID2, whereas a multiplier/divider is needed to generate the current
v2 = (IOUT1IOUT2)/IZ . Clearly such a multiplier/divider would process the outputs
IOUT1 and IOUT2 of both blocks, already shown in Figure 3.11.
For the realisation of the dynamics of the form of (4.5) or (4.6), PMOS transistors
have been selected for reasons related with increased compliance with exponential - log-
arithmic conformity (PMOS transistors of - AMS 0.35µm - MM/2P4M c35b4 CMOS
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technology - are formed within individual wells, since the aforementioned technology
relies on an n-well process, which allows setting VBS = 0) and lower noise levels, since
speed is not a priority. An exact similar treatment has been conducted for the imple-
mentation of the glycolytic oscillator circuit using NMOS transistors. For the NMOS
case, the selection of the appropriate input-output BC current uj and vj has followed
the exact same process as the one already mentioned above. However, the exponential
behaviour of PMOS devices is significantly better within this technology compared to
the NMOS devices, therefore, by using PMOS devices no tuning was required and the
transistors obeyed the NBCF equations (and consequently the biochemical ones) with
the nominal current and voltage values shown in Table 4.3.
The reader should observe that in accordance with Table 4.2 the input to the second BC-
block (the one emulating ADP - i.e [X]) equals αIOUT1 with the quantity α determined
by the ratio IDA/IQ. The currents I´O and IQ present in Figure 3.7 are level shifters
necessary for the balanced operation of the complete 6-transistor TL loops of Figure 3.7.
In particular the presence of the I´O level shifters allows both the creation of necessary
headroom for the feeding of the u1, u2 and v2 currents and the balancing of the TL loops.
At this stage it should be clear that the two BC-blocks obey the coupled formation of
the NBCF, shown in its general form in Figure 3.8, since: a) the u1 current depends on
IOUT2 (see (4.13a)), b) the v2 current depends on both IOUT1 and IOUT2 (see (4.13d))
and c) IIN2 = αIOUT1 . It is this coupling at circuit-level, which leads to the realisation
of the coupled nonlinear DE describing the specific biological oscillator. The inherited
nonlinear properties of the NBCF are revealed perfectly during the realisation process
of the glycolytic coupled ODEs.
The squarer block shown in Figure 3.10 has been used in this circuit case for the im-
plementation of the square of the current IOUT2 over a scaling current IX = IO (see
Table 4.1). The cascoded formation shown in Figure 3.10 has been used, in order to
minimise deviations from the ideal response. Finally, all devices have the same aspect
ratio. For the multiplication/division operations required, the static TL block shown in
Figure 3.11 has been used. For the realisation of the current (IOUT1IOUT2)/IZ(= IO),
which is the needed current v2 in accordance with (4.13d), an NMOS-based version of
the STL shown in Figure 3.11 has been used (the left one presented in Figure 3.11).
For the generation of the scaled input for the second BC, a PMOS-based version of the
STL shown in Figure 3.11 has been used (the right one presented in Figure 3.11). It
accepts as input the output of IOUT1 of the first BC-based block and scales it by the
factor α = IDA/IQ. The selection of the two different types of multiplier/divider blocks
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been used for the implementation of the aforementioned BC input-output currents is
related to practical aspects of the implemented circuit. More specifically, depending
on the type of current been implemented (whether it is uj or vj), the current direction
is different. Therefore, the selection of the appropriate MOST-type multiplier/divider
(and squarer of course) eliminated the use of excess current mirrors that would “steer”
properly the required current, implementing the correct uj or vj . A simplified block
diagram of the total CMOS Log-domain glycolytic circuit is shown in Figure 4.2. The
diagram is comprised of the symbols of the DTLs and STLs shown originally in Figure
3.7, Figure 3.10 and Figure 3.11.
4.4 Simulation Results
4.4.1 Selection Of The Appropriate Electrical Parameters
The circuit has been simulated by means of the Cadence Design Framework (CDF)
version 5.1.41 using the process parameters of the commercially available AMS 0.35µm
- MM/2P4M c35b4 CMOS technology. The power supply level was set at 3V. The
simulated responses presented in this section aim at showing how the proposed elec-
tronic circuit mimics - in an analogous manner - the mathematical/biological prototype
dynamics. Both MATLAB R© and Cadence results are presented and the role of certain
parameters, which control the regime of operation of the glycolysis dynamics, is clearly
explained.
The biochemical process of glycolysis described by (4.1), (4.11) and (4.12) depends
strongly only on two parameters, α and b. By modifying the values of these two pa-
rameters, the biological system transfers from a region of steady limit cycles, i.e. region
of oscillations, to a region of steady fixed points, i.e. region of damped oscillations
and vice versa. The relation between the values α and b, which defines the boundary
separating regions of steady limit cycles and steady fixed points, can be determined by
calculating the Jacobian matrix of the dynamical system, identifying its determinant
and setting its trace equal to zero [87]. Following such a procedure it can be proved
that the boundary line is given by (also consult the derivation of the nonlinear equations
shown in Appendix A):
b2 =
1
2
(
1− 2α±√1− 8α) (4.22)
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Figure 4.3 illustrates how (4.22) defines different areas of operation for the prototype
system.
Figure 4.3: Boundary of regions of operations defined by the parameters α and b. The shaded
part corresponds to a region of α and b values for which an oscillation occurs. The non-shaded
part corresponds to the region of α and b values for which fixed stable points occur. (reproduced
from [62]).
Turning to the proposed circuit a similar treatment can be applied. As already explained
(see Table 4.2) the values of α and b are realised by means of the dimensionless fraction
IDA/IQ and by IIN , respectively. The trace of the Jacobian matrix of the dynamics of
the electrical system shown in Table 4.2 will determine the boundary between damped
and undamped oscillations and is given by the following relation:
I2IN =
θ︷ ︸︸ ︷(
IQIO
2
)(
1− 2
(
IDA
IQ
)
±
√
1− 8
(
IDA
IQ
))
(4.23)
Observe the similarity between (4.22) and (4.23) and how the factor (IQIO)/2 on the
RHS of (4.23) both ensures the dimensional consistency of (4.23) and introduces a
scaling when (4.23) is compared to (4.22), which corresponds to the prototype system
(also consult Appendix A).
Figure 4.4 demonstrates the region of stable limit cycles and stable fixed points depend-
ing on the values of IIN and IDA/IQ as defined by (4.23). For a given value of IQ (say
23nA as in Table 4.3) the normalised x-axis of Figure 4.4a can be transformed to an axis
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(a)
(b)
Figure 4.4: (a): Boundary of regions of operation for the proposed electronic circuit defined
by the values of IIN and IDA/IQ in accordance with (4.23) and in complete analogy with (4.22).
The shaded area corresponds to regions of IIN and IDA/IQ for which oscillations occur, while
the non-shaded area corresponds to the region of IIN and IDA/IQ values for which stable fixed
points exist. (b): Boundary of regions of operation for the proposed circuit defined by values of
IIN and IDA (reproduced from [62]).
of IDA current values (as shown in Figure 4.4b), when normalised values are multiplied
by the known IQ value. Hence, for a given IQ value, a pair of IIN and IDA current
values would lead to damped or undamped oscillations depending on whether the point
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(IIN , IDA) falls within (undamped oscillations) or outside (damped oscillations) of the
shaded area in Figure 4.4b.
With the regions of operation distinct both for the prototype system (Figure 4.3) and the
electronic system (Figure 4.4), it is possible to select current values for the emulation of
the biological system by the electronic one. A large number of combinations between α
and b and IIN and IDA values should assimilate identical behaviour. The values selected
in the following examples correspond to low power consumption and at the same time
comply with practical constraints and most important with logarithmic conformity.
Table 4.3: Summary of the proposed CMOS WI glycolytic oscillator properties (reproduced
from [62]).
Technology AMS 0.35µm MM/2P4M c35b4 CMOS
Power Supply 3V
Wn = Wp 20µm
Ln = Lp 2µm
IDA 0.65-1.8nA
ID2 23nA
IIN 4.5nA
IQ 23nA
IZ 10nA
IX 10nA
I´O 10nA
Capacitance 30pF
Number of n-type devices (includ-
ing current mirrors)
38
Number of p-type devices (includ-
ing current mirrors)
58
Static power consumption (includ-
ing current mirrors)
1.21µW
Chip Area (Approximate) 0.0732mm2
Cadence results corresponding to the parameters listed in Table 4.3 are compared with
MATLAB R© numerical analysis results of (4.1). With the presence of a Hopf bifurcation
clear, mathematical analysis [87] dictates that the prototype system exhibits a Hopf
bifurcation for b=0.3 when α=0.0657 (see Figure 4.3). The point A(0.0657, 0.3) in
Figure 4.3 of the prototype system corresponds to the point F (1.51nA, 4.5nA) in Figure
4.4b of the electronic circuit, when the scaling factors along the x-y axis between Figure
4.3 and Figure 4.4 are taken into consideration. The y-axis of Figure 4.4b exhibits a
scaling factor of 15 (hence, 0.3 ∗ 15 = 4.5nA) with respect to the y-axis of Figure 4.3.
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Similarly, the x-axis exhibits a unity scaling factor. Thus, the x-axis of Figure 4.3 and
Figure 4.4a should address similar values and consequently in Figure 4.4b, the axis is
normalised by simply multiplying with the values of IQ only (i.e. by 23nA). Hence,
the x-coordinate of point F in Figure 4.4b, which corresponds to point A of Figure 4.3
should be 0.0657 ∗ 23 = 1.51nA.
In the following sections, the aforementioned MATLAB R© and Cadence simulations will
be presented separately, illustrating the very good agreement between the biochemical
model and the electrical circuit.
4.4.2 Transient Analysis Results
Comparative transient results for both biochemical and electrical systems are demon-
strated, before (see Figure 4.5), very close to (see Figure 4.6) and after the bifur-
cation point (see Figure 4.7). Observe the very good agreement between the electronic
and prototype system simulated by MATLAB R©. Controlling the value of the current
IDA dictates whether the circuit will perform damped oscillations or whether it will re-
alise glycolytic oscillations, just as the MATLAB R© numerical analysis of (4.1) verifies.
Controlling the IDA current value in the circuit is equivalent to controlling the value of
α in the prototype system.
It is worth clarifying at this point that the values of the current IDA and consequently
the values of the fraction IDA/IQ selected for Cadence simulations and presented in
the mini Tables of Figure 4.5, Figure 4.7 and Figure 4.6 are very close to the values of
the parameter α, used in ideal MATLAB R© simulations. The deviation between them
is less than 5-6%, which corresponds to 20 − 70pA and mainly occurs mainly due to
the circuit’s nonidealities. Pertrubations from the ideal exponential behaviour of the
translinear blocks of the circuit generated this acceptable difference in value and as a
result “transfered” the bifurcation point to a slightly higher value. As explained before,
the ideal electrical equations correspond to Figure 4.4, whose borderline between steady
limit cycles and steady fixed points describes an ideal boundary condition. In the case of
fabricated chip or even in the case of our simulations by means of realistic models which
capture the impact of basic transistor nonidealities on the total circuit, this boundary
should include a minor error tolerance, due to the non-ideal behaviour of the various
translinear and current-steering blocks of the circuit [62].
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4.4.3 Phase Plane Analysis Results
Comparative phase plane analysis results for both systems are presented in complete
analogy with the transient simulation results, before (see Figure 4.8), very close to
(see Figure 4.9) and after the bifurcation point (see Figure 4.10). Again, the reader is
called to observe the very good agreement between the electronic and prototype system
simulated by MATLAB R©. Controlling the value of the current IDA dictates whether the
circuit will perform damped oscillations or whether it will realise glycolytic oscillations,
just as the MATLAB R© numerical analysis of (4.1) verifies [62].
In phase plane analysis, the time axis is “eliminated” and the trajectories of the solutions
of the coupled DEs are projected [87]. In other words, the phase portrait of a system
represents its “footprint”, in a time-independent manner. In the present case, through
the phase plane analysis, the existence or not of limit cycles is investigated. Limit
cycles are inherently nonlinear phenomena that cannot occur in linear systems and are
practically isolated closed trajectories. The importance of stable limit cycles is very
high in nonlinear systems, as the one investigated in this Chapter, since limit cycles
model systems, which exhibit self-sustained oscillations [87]. Their presence verifies the
oscillatory behaviour of a system and in the present case verifies the oscillatory character
of the proposed circuit. As already shown in Figure 4.4, different combinations of the
currents IDA and IIN would lead to the “birth” of stable limit cycles or stable fixed
points, which practically imply for the electrical circuits an oscillatory behaviour or
not. The smooth transition from the region of stable limit cycles to the region of stable
fixed points is again depicted by the presented phase plane portraits, which enhance
the previous transient simulation results. Very good agreement between MATLAB R©
numerical analysis and Cadence simulations is observed, with their minor qualitative
differences stemming from the non-ideal behaviour of the circuital components [62].
Once again, perturbations from the ideal MOST behaviour, due to transistor’s nonide-
alities have led to negligible differences between the shape of the phase planes produced
by MATLAB R© and Cadence simulations. As in the transient simulations case, the devi-
ation of the devices from their ideal responses is minor, demonstrating the robustness of
the proposed glycolytic circuit. Taking into consideration the large number of transistor
nonidealities that could contribute to the total circuit performance and judging from
the following simulation results, a very faithful representation of the ideal, biochemical
dynamics has been achieved by the proposed CytoMimetic topology.
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4.4.4 Robustness Analysis Results
The robustness and stability of the proposed circuit has been also tested by means of
Monte Carlo (MC) analysis simulations. Two MC simulations were performed for differ-
ent combinations of currents and process parameters, in order to verify the robustness of
the proposed circuit. The first case of MC simulations was performed for 600 iterations
(process and mismatch variations) and the distribution of the frequency of oscillations
for both output currents is presented in Figure 4.11. The expected frequency of oscil-
lations of the electronic circuit near the boundary of the stable limit cycle (see Figure
4.4) can be estimated by calculating the eigenvalues of its Jacobian matrix at the onset
of the stable limit cycle. Such a determination is “exact at the birth of the limit cycle”
and correct within the neighborhood of the limit cycle boundary [87]. Following such
a procedure yields for the frequency of oscillations at and near the boundary [62] (see
Appendix A for derivation process):
FOSC =
√∣∣∣∣( 2IQI2INIDAIO+I2IN − IDA − I2INIO − IQ)2 − 4(IQIDA + IQI2INIO )
∣∣∣∣
nCVT 4pi
(4.24)
Expectedly FOSC depends not only on the capacitor value but also on the values of
all the currents involved in the circuit. It should be stressed that exactly at the
boundary the oscillation is a decaying one. Hence, setting, for example, IDA=1nA
and IIN=4.2nA (see point Q in Figure 4.4b) and IQ=23nA, IO=10nA, Cap=60pF ,
I´O=10nA and W/L=25 ensures glycolytic oscillations. Monte Carlo results illustrated
in Figure 4.11 for the aforementioned values show a mean frequency of circuit oscilla-
tion of ≈ 630Hz. A theoretical value for the system’s frequency of oscillation can be
roughly estimated by the above formula exactly at the boundary point Q’ in Figure
4.4b, i.e. IDA=1nA and IIN=3.48nA. The theoretically calculated frequency FOSC was
approximately 531.48Hz, leading to a deviation of ≈18% from the mean Monte Carlo
frequency. The difference should be attributed not only to transistor parasitics and
deviations from pure logarithmic conformity, dc current and voltage offset errors but
also to the fact that the determination of FOSC (shown in Appendix A ) corresponds to
an oscillations frequency exactly on the boundary and not inside the stable limit cycle
region [62].
The lower graph of Figure 4.11 corresponds to the current IOUT2 , which emulates ADP,
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Figure 4.11: Monte Carlo analysis; 600 iterations performed. On the x-axis, the frequency of
the oscillations that the circuit is generating at each iteration of the Monte Carlo simulation is
shown, while on the y-axis the number of iterations is illustrates. The percentage of successful
iterations is greater than 95% overall (reproduced from [62]).
with mean frequency of oscillation 631Hz and a standard deviation 66.7Hz, while the
upper graph of Figure 4.11 corresponds to F6P. Its mean frequency of oscillation is
629Hz with a standard deviation of 65.3Hz. The percentage of successful iterations is
greater than 95%. It is worth noting that in a real application frequency and amplitude
variations due to components mismatch, though small, can be proved useful in the
simulation of a network of cells. Mismatch variations may enrich with a stochastic
character the proposed circuit dynamics, which may contribute to the more realistic
simulation of a population of cells by means of a number of Cytomimetic circuits [89, 90].
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The second case of MC simulations was performed again for 600 iterations (process and
mismatch variations) and the distribution of the frequency of oscillations for both output
currents is presented in Figure 4.12. The values selected for this analysis are the ones
presented in Table 4.3, with the current IDA set equal to 1nA. Again, a high percentage
of successful oscillations was achieved (above 95%) verifying the correct function of the
circuit and providing a very good starting point for potential fabrication attempts. For
this MC analysis case, a scatterplot graph is also provided, illustrating the frequencies
of the successful iterations of the two substrates and confirming that the points lie on
the line y = x, where y and x correspond to the aforementioned frequencies of the
substrates [62].
Finally, as a further attempt to prove the robustness of the proposed circuit, two graphs
are provided demonstrating the relation between the frequency of glycolytic oscillations
in the biochemical and electrical simulated circuit, as the input α and IDA of each
system, respectively, increases. The mathematical relation between the input of the
electrical system and the frequency of oscillations has been proved in (4.24) and is further
discussed in Appendix A. Figure 4.13 demonstrates the relation between the input α
(multiplied by 23, so that it matches the values of IDA) and IDA of the biochemical
and electrical circuit, respectively and the frequency of glycolytic oscillations of the
biochemical and the electrical system. As it can be clearly seen, the electrical system is
operating at slightly higher frequencies, however, the frequency difference between the
two systems does not exceed 13% and when the values of the inputs α and IDA are high,
the deviation between the frequency of the two systems drops around 4%. The total
behaviour of the electrical equivalent circuit seems to “shadow” the ideal biochemical
system closely and with adequate accuracy.
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Figure 4.13: Dependence of frequency of glycolytic oscillations on the input for both biochem-
ical and simulated electrical circuit. In (a) the increase of the glycolytic oscillations frequency
is observed for both systems, while in (b) the deviation between the two frequencies is shown as
a percentage, which has been calculated as (FreqBio − FreqElec)/FreqBio in an absolute value
manner.
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4.4.5 Three Dimensional Behaviour Of Biochemical And Electrical
Models
Concluding the simulation results section, the three-dimensional behaviours of both
biochemical and electrical are illustrated, and more specifically, three different cases are
considered. In the first one, the biochemical model described by (4.1) and/or (4.4) is
studied. Inclusive mathematical simulations, summarised in the two subfigures in Figure
4.14, demonstrate the three-dimensional behaviour of both substrates F6P and ADP in
time. By varying the parameter α, responsible for the transition of the system in either
the region of stable limit cycles or stable fixed points, the oscillatory behaviour of the
substances are depicted. Both Figures agree that when the parameter α reaches the
Hopf bifurcation point (∼ 0.0657), oscillations disappear and both substrates exhibit a
stable behaviour. It is worth mentioning that again for the biochemical model a time-
scaling approach has been adopted, in order to compare it more easily to the electrical
three-dimensional case.
In the second case, the ideal electrical three-dimensional response is demonstrated in
Figure 4.15. By sweeping the electrical parameter IDA across the its minimum and
maximum values shown in Table 4.3, a three-dimensional response is achieved, similar
to the one demonstrated in Figure 4.14. In this case, the bifurcation point is shown to
be close to 1.5nA for both currents emulating the F6P and ADP, as dictated by the
equivalent mathematical relations shown in (4.14) and (4.15).
The third and final case of three-dimensional simulations examines the time variant
behaviour of the actual circuit simulated in Cadence and are presented in Figure 4.16 and
Figure 4.17. By performing parametric sweep across the current IDA, the “migration”
from stable limit cycles to stable fixed points is observed. The system exhibits oscillatory
behaviour for all the values before the “electrical” Hopf bifurcation point, which in this
case it is located around 1.58nA, as clearly shown in the transient and phase plane
analysis (see Figure 4.6 and Figure 4.9). The effect of the circut’s realistic nonidealities
has led to the transition of the bifurcation point away from its nominal value, calculated
by the ideal equations and depicted in Figure 4.16. However, as mentioned before,
the effect of nonidealities upon the actual circuit’s performance provides the stochastic
element required, when it comes to emulation of biological systems, which are inherently
stochastic systems.
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Figure 4.14: Three dimensional behaviour of biochemical model shown in (4.1), while param-
eter α is changing.
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Figure 4.15: Three dimensional behaviour of ideal electrical model shown in (4.14) and (4.15),
while parameter IDA is changing.
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Figure 4.16: Three dimensional behaviour of actual Cadence simulations, while current IDA
is changing. The graphs demonstrate the first 4 msec of the oscillatory behaviour.
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Figure 4.17: Three dimensional behaviour of actual Cadence simulations, while current IDA
is changing. The graphs demonstrate the circuit’s response for the time internal 8 − 10 msec,
depicting more clearly the system’s migration from stable limit cycles to stable fixed points.
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Figure 4.18: Three dimensional phase plane analysis of actual Cadence simulations, while
current IDA is changing. The graph illustrates how limit cycles appear and dissappear, when
IDA changes.
Finally, Figure 4.18 demonstrates a three-dimensional representation of Cadence phase
plane simulations. Again, the circuit’s transition from an oscillatory to a steady be-
haviour is clearly shown, verifying the previous two-dimensional transient and phase
plane Cadence simulations.
4.5 Conclusions
In this Chapter a CytoMimetic VLSI circuit, which can simulate the time-varying os-
cillatory behaviour of ADP and F6P concentrations within a glycolytic system was
presented. From the previous analysis it must have become clear by now that the
proposed circuit is in practice an analog processor, which can generate different out-
puts/results according to the input provided. The processing speed of such circuits
cannot be compared to any software that is currently used for similar purposes [3, 10].
The importance of this Chapter is twofold. First, the implementation of an analog VLSI
circuit that is able to mimic the behaviour of a biological oscillator was accomplished,
which demonstrates a strongly nonlinear behaviour and high sensitivity to changes of
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different biochemical parameters. Secondly, a specific method to implement the electric
equivalent of a biological system described by nonlinear differential functions, such as
the glycolytic oscillator, using the NBCF has been provided [62].
More specifically, the source-connected capacitor can actually represent the production
or consuming rate of a chemical substance and consequently describe the dynamics of
a chemical process. On the other hand, the inputs or outputs of the BC symbolized
by u(t) or v(t) are used to implement the rest of the chemical equation, which can
be either linear or highly nonlinear. The use of the NBCF seems to lead to practical
and simple circuit topologies. A microchip that can simulate the changes of substrate
concentrations in time can be very useful in monitoring cell cultures or bioreactors.
Deterministic results, such as the one presented here, may help to compare the realistic
behaviour of a biological system with the “ideal” reference behaviour provided by a
chip. In other words, the contribution of a chip to the function of a bioreactor, for
example, could be valuable, since such a chip might be able to compare the results of
specific substances received by a biosensor to the ideal response of the substrates and
regulate some inputs of the bioreactor in such a way that would generate the desirable
chemical environment inside it. A chip that will be responsible of monitoring a cell
culture or a whole bioreactor is not only practical to use, due to its size but also more
efficient and fast, due to its tremendous processing capabilities [62].
It is certain that minor, suitable modifications of a model that represents a biochem-
ical system with simple periodic behaviour can lead to more complex or even chaotic
modes of oscillatory behaviour. The potential for further research in this specific field
is tremendous and the preliminary results received so far are more than encouraging.
Chapter 5
CMOS Log-Domain Intracellular
Calcium Oscillations Circuits
5.1 Introduction
This Chapter presents the second category of biochemical systems that could be imple-
mented by CytoMimetic circuits, which stems from the interesting field of intracellular
signalling mechanisms, the class of intracellular calcium (Ca2+) oscillations. Through
the NBCF a nonlinear intracellular Ca2+ oscillations model has been successfully trans-
formed into several equivalent circuits, each one implementing a different Hill coeffi-
cient values combination. The circuits exploit the exponential law codifying the low-
power subthreshold operation regime and have been simulated by means of Spectre R©
- BSIM3V3 model - simulations obtained from the Cadence Design Framework (CDF)
using the process parameters of the commercially available AMS 0.35µm - MM/2P4M
c35b4 CMOS technology. The proposed circuits occupy an area of a fraction of a
square-millimetre, while consuming between 1 and 12 microwatts of power. Simulation
of fabrication-related variability results are also presented, as well as three-dimensional
Figures, demonstrating the time-dependent and time-independent behaviour of the pro-
posed circuits, as critical circuital parameters are modified.
The NBCF has been proved very flexible in this demanding, nonlinear biochemical model
The material in this Chapter has already been published in the Public Library of Science One
(PLoS ONE) [91]. Many sections have been referenced appropriately to avoid self-plagiarism.
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case, since three different combinations of Hill coefficients for the specific model have
been transformed into three separate electrical circuits. Starting from the case where the
Hill coefficients are low (and equal to 1), which implies low cooperativity between the
model parameters, the analysis has progressed and eventually reached Hill coefficients
up to the degree of 4, which exhibits high degree of cooperation between the model
parameters and demonstrates a strong nonlinearity between the model’s state variables.
As in the glycolytic circuit case, presented in Chapter 4, the NBCF provided one more
time the basic electrical equations’ “scaffold” that allowed to implement successfully
the aforementioned biochemical model by means of basic monolithic components.
The interested reader would notice in the following analysis that the proposed circuits
that are called to emulate the specific intracellular mechanism are comprised of the
same, basic “circuit blocks backbone”. Few STL blocks have been added or removed
in each case, in order to implement the desired dynamics, however, the “circuit core”
remains the same. The proposed CytoMimetic topologies evolve in accordance with the
targeted biochemical dynamics, however, a close look at the circuits will reveal that
practically there is no difference between the fundamental circuit blocks that emulate
the simple or more complex Hill coefficient reactions.
Finally, it is worth mentioning that the specific category of CytoMimetic circuits provide
the most robust evidence regarding the usefulness of a CytoMimetic processor. The fact
that the NBCF could closely follow the dynamics of different - in principle - DEs of the
same “family” of biochemical model, such as the intracellular Ca2+ one, with the use of
multiple copies of ordinary static and dynamic TL blocks reinforces the argument that
a large variety of biochemical models could be implemented by the sequential (or not)
use of trivial TL blocks, based on the NBCF. More details regarding this point will be
presented in the electrical circuit synthesis section that follows.
5.2 Modeling Intracellular Signals - The Intracellular Cal-
cium Case
Cells in multicellular organisms need to communicate with each other during their daily
functions, in order to accomplish a large number of operations, such as cell division,
apoptosis or differentiation. The remarkable ways through which this communication
is achieved is a result of complicated combinations of electrical or chemical signalling
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mechanisms. This Chapter focuses on one of the key intracellular signalling processes,
the intracellular Ca2+ oscillations [1]. Analysing the background mechanisms leading to
the oscillatory behaviour of intracellular Ca2+ and presenting the mathematical models
proposed for the description of these oscillations, this Chapter aims at demonstrating
a systematic approach for the design of VLSI circuits that are able to generate simi-
lar dynamics to the ones produced through the aforementioned intracellular signalling
processes [91].
The selection of this specific intracellular mechanism has not been random. Being
amongst the most important cellular rhythms in the field of biological oscillations and
body rhythms in general, Ca2+ oscillations elicit great interest for a plethora of rea-
sons. Together with the mitotic oscillator, which describes the eukaryotic cell division
cycle, Ca2+ oscillations are one of the most fundamental periodic phenomena in liv-
ing organisms [1]. Apart from the fact that Ca2+ oscillations occur in a large number
of cells either spontaneously or after hormone or neurotransmitter stimulation, these
rhythms are often associated with the propagation of Ca2+ waves within the cytosol
and neighboring cells [1]. Moreover, the indisputable regulatory properties of Ca2+ in
a wide range of cell operations, such as metabolic/secretory processes, cell-cycle pro-
gression, replication or gene expressions combined with the vast number of cell types,
where Ca2+ oscillations take place in (e.g. cardiac cells [92], oocytes, hepatocytes [93],
endothelial cells [94], fibroblasts or pancreatic acinar cells), underline the importance of
this intracellular signal and stress the need for the development of accurate mathemat-
ical models that can efficiently describe this type of intracellular oscillation [1].
Due to the Poincare´−Bendixson theorem [95] at least a two-variable system of kinetic
equations is required for the realisation of self-sustained oscillations. As illustrated in
[96], at least three minimal models have been conceived for this biochemical type of
oscillation. Apart from the two-dimensional model proposed by Goldbeter and his col-
laborators [97], a focal point of this Chapter, other minimal models such as the ones
presented by Li and Rinzel [98] and Marhl et al. [99] can be used to describe this intra-
cellular rhythm, each one exploiting a different system process, such as Ca2+ exchange
with extracellular medium, inositol triphosphate receptor (IP3R) desensitization or even
Ca2+ binding to proteins [96]. Table 5.1 summarises the rate laws for the aforementioned
three types of minimal models of Ca2+ oscillations. In the following paragraphs, a brief
analysis will be presented regarding the prevalent, experimentally verified mechanisms
for Ca2+ oscillations in cells.
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5.2.1 Models For Calcium Oscillations Requiring Periodic Variation
In Inositol 1,4,5-Triphosphate
In general, cytosolic Ca2+ oscillations are the result of either spontaneous phenomena
or the result of stimulation by extracellular signals, with period varying from few tenths
of seconds to few tenths of minutes [1]. Based on the analysis of [101, 102], Ca2+ mo-
bilisation is triggered by inositol 1,4,5-triphosphate (IP3), whose synthesis takes place
after external stimulation [1, 101, 102]. Therefore, the mechanisms of Ca2+ oscillations
seem to depend strongly on the regulatory properties of IP3 and its production rates.
The first model, which exploited this stimulation-mobilisation relation between IP3 and
Ca2+ was presented by Meyer and Stryer in 1988 [103] and was followed by several
others, such as the model based on the necessary periodic variations of IP3, originally
proposed by Cobbold and Cuthbertson and studied mathematically by Cuthbertson and
Chay [1, 104].
However, all the aforementioned models have as a basic requirement the periodic varia-
tions in IP3, during the Ca
2+ oscillations. Observations in fibroblasts tend to support
the occurrence of simultaneous oscillatory behaviour for Ca2+ and IP3 but sustained
IP3 oscillations have not been fully verified in any experimental observation, there-
fore, there are strong evidence that this type of cross-activation cannot be fully verified
experimentally [1, 105]. In Figure 5.1a and Figure 5.1b, a graphical approach to the
description of the aforementioned models is provided that can explain Ca2+ oscillations
within the cell.
5.2.2 Models For Calcium Oscillations Based On Calcium - Induced -
Calcium - Release Mechanism
Another class of models that relies on different feedback mechanisms and takes into
consideration the existence of Ca2+ oscillations without the presence of IP3 will be
presented here. According to a feedback mechanism proposed by Berridge [101, 106],
IP3 triggers Ca
2+ mobilisation from an intracellular store causing cytosolic Ca2+ to
be transported into an IP3-insensitive store from which it is released in by a Ca
2+ -
activated process [1]. This mechanism, which has been experimentally demonstrated
in the past, is also known as “Ca2+-Induced Ca2+-Release” mechanism or CICR. The
existence of this specific intracellular mechanism has been verified in a wide variety of
cells [1].
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Ca2+
IP3Stimulus
(a) Cross-activation of Ca2+ release and
IP3 synthesis.
Ca2+
DAG + IP3
Stimulus
G-proteins
PIC
PKC
(b) Regulation of IP3 synthesis by Ca
2+ via
the negative control of the receptor.
Ca2+
IP3
Stimulus
(c) CICR with two distinct Ca2+ pools sen-
sitive to IP3 and Ca
2+, respectively.
Ca2+
IP3Stimulus
(d) CICR with a single pool sensitive to
both Ca2+ and IP3.
Figure 5.1: Regulatory mechanisms at the core of the various theoretical models considered for
Ca2+ oscillations (reproduced from [1]). Sketched for each model are the intracellular processes
triggered by the external stimulus; the shaded compartments represent Ca2+ pools [1].
By taking the principles of the aforementioned “structure” into consideration, Goldbeter
and his collaborators [1, 97, 100, 107–110] developed a reduced and an extended model,
which accurately and efficiently describes Ca2+ oscillations (see Figure 5.1c and Figure
5.1d). Relying on the hypothesis that the amount of Ca2+ released is controlled by the
level of stimulus through modulation of the IP3 level and by making the simplification
that the level of stimulus-induced, IP3-mediated Ca
2+, is a model parameter, the follow-
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ing two-dimensional minimal model for the description of intracellular Ca2+ oscillations
is generated:
X˙ = z0 + z1β − z2(X) + z3(X,Y ) + kfY − kX (5.1)
Y˙ = z2(X)− z3(X,Y )− kfY
with
z2(X) = VM2
Xn
Kn2 +X
n
z3(X,Y ) = VM3
Y m
KmR + Y
m
Xp
KpA +X
p
The quantities X and Y denote the concentration of free Ca2+ in the cytosol and in the
IP3-insensitive pool, respectively. Moreover, z0 denotes the constant Ca
2+ input from
the extracellular medium and z1β refers to the IP3-modulated release of Ca
2+ from
the IP3-sensitive store. The parameter β defines the amount of IP3 and therefore,
measures the saturation of the IP3 receptor [1]. The values of β typically range from 0
to 1. The biochemical rates z2 and z3 refer, respectively, to the pumping of Ca
2+ into
the IP3-insensitive store and to the release of Ca
2+ from that store into the cytosol.
The parameters VM2 , VM3 , K2, KR, KA, kf and k are the maximum values of z2 and z3,
threshold constants for pumping, release and activation and rate constants, respectively
[1, 100, 107–110]. It is worth mentioning that the dimensions of the quantities in (5.1)
are µM/sec [91].
A major advantage of the above two-dimensional model is the flexibility that it pro-
vides regarding the selection of the cooperativity factors. Parameters n, m, and p define
the Hill coefficients characterising the pumping, release and activation processes, respec-
tively. Depending on the values of the Hill coefficients, different degrees of cooperativity
can be achieved and this consequently allows us to study different cellular functions. For
example, in this type of intracellular signaling, pumping is known to be characterised
by a cooperativity index 2 [111]. However, higher degrees of cooperativity have also
been observed experimentally [1, 91, 108]. A graphical approach to the intracellular
Ca2+ oscillations, based on the CICR model can be found in Figure 5.2.
Three different cases of Hill coefficients have been investigated for the purposes of this
Chapter. Based on [1, 97, 100, 107–110] the case of m = n = p = 1, which cor-
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responds to non-cooperative behaviour is treated first. Subsequently, the case where
m = n = p = 2 is considered and conclude with the m = n = 2, p = 4 case, which
implies high activation cooperativity. All three cases have been simulated by means of
MATLAB R© simulations and realised by means of new, ultra low-power analog Cyto-
Mimetic topologies. The fact that the model is two-dimensional makes it suitable for
extended phase plane analysis, based on the Poincare´−Bendixson theorem [91].
RCa2+
Ca2+
Ca2+
Z
S
X
Y
IP3
Figure 5.2: Scheme of the model considered for signal-induced, intracellular Ca2+ oscillations
based on CICR (reproduced from [1]). The stimulus S acting on the surface receptor R, triggers
the synthesis of IP3; IP3 elicits the release of Ca
2+ from an IP3-sensitive store. Cytosolic Ca
2+
is pumped into an IP3-insensitive intracellular store; Ca
2+ in the latter store (Y) is released
into the cytosol in a process activated by cytosolic Ca2+ [1].
Each of the three Hill coefficient cases will be examined separately in the following
paragraphs, providing the biochemical and electrical equations that describe each case.
5.3 Synthesis Of The Intracellular Calcium Oscillations
Circuits
From (5.1), three mathematical models can be derived based on the three different Hill
coefficients combinations shown above, each one implementing a biological/biochemical
function with different properties. In the following paragraphs the synthesis procedure
leading to the electrical equivalent equations and circuits for all three prototype models
will be presented in details. Starting from the general equations’ scaffold, provided by
the NBCF, the selection of the appropriate input and output currents will be presented,
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which lead to the electrical analogous equations of the proposed CytoMimetic topologies.
The procedure that has been followed is similar to the one presented for the glycolytic
oscillator circuit in Chapter 4.
At this point it must be stressed one more time that regarding the time properties of
the implemented electrical analogous circuits, a nonlinear dynamical system approach
should be adopted, in order to estimate - roughly - the frequency of oscillation of the
considered electrical systems [95, 112–115]. Contrary to the case of input-output linear
Log-domain circuits and although the quantities τj = nCjVT /IQj (j = 1, 2) have dimen-
sions of seconds, they should not be associated to the nonlinear systems’ frequency of
oscillations. Such quantities now relate to the time scaling of the CytoMimetic electrical
equivalents.
The use of the Andronov-Hopf bifurcation theorem is particularly useful to determine
CytoMimetic circuits’ frequencies of oscillations [113]. The formula Tosc = 2pi/Im{λ},
where Tosc is the period of oscillations and Im{λ} refers to the imaginary part of the
eigenvalues calculated at the critical bifurcation point of a given system (see Figure
5.3), provides a means to estimate the period of oscillations as long as the bifurcation
parameter is “close” to the critical bifurcation value. Further information on this can
be found in [87, 96, 116].
λ=μ±iω
 Re λ
 Im λ
λ(μ)
λ(μ)
Figure 5.3: Locus of system’s eigenvalues during the “birth” of a limit cycle. µ is defined in
[87] as a bifurcation parameter (reproduced from [87]).
For the models examined in this Chapter, the frequency of their oscillations could not
be determined by the aforementioned method, since the systems’ points of operation
are far away from the critical bifurcation point. This means that an analysis similar to
the one presented for the glycolytic oscillator will not be considered for this circuit case.
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However, the use of reliable software kits found in Cadence and MATLAB R© platforms
allowed the estimation of the frequency of oscillations for both biochemical and electrical
equivalent models.
Determining the frequency of oscillations is definitely not a priority for these types of
circuits. As it has been mentioned in previous discussions, CytoMimetic circuits rely
on a time (and occasionally amplitude) scaled approach. The various simulation results
of the biochemical models have been selected to be presented in a time-scaled version,
so that they match their electrical counterparts and make comparison easier for the
reader. However, the original models will operate on a different frequency scale, based
on the parameter and nature of the specific biochemical process. A focal point for this
type of circuits, such as the CytoMimetic ones, is their response to different inputs,
which correspond to specific biological stimulations. If the circuits behave similarly to
the biochemical models once the inputs are modified, then it is safe to assume that the
circuit’s operation is successful. There is no doubt that the frequency of operation for
the specific input parameters is a key characteristic of the biochemical and consequently
electrical models, and defines the “mode of operation” of the model. However, the
identification of the frequency of operation strongly depends on the complexity of the
model equations and might not be always easy to be derived. In any case, the use of
the aforementioned software tools will allow the safe estimation of the circuit’s time
behaviour.
5.3.1 Building The Electrical Analogous Equations Of Intracellular
Calcium Oscillations Model
Similarly to the glycolytic oscillator circuit case, the general form of the NBCF equations
that will be used for the implementation of the electrical equivalent model is going to
be re-written below for the reader’s convenience:
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nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN1(t) (5.2a)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) = IIN2(t) (5.2b)
nC3VT w˙3(t) + [u3(t)− v3(t)]w3(t) = IIN3(t) (5.2c)
...
nCjVT w˙j(t) + [uj(t)− vj(t)]wj(t) = IINj (t) (5.2d)
or equivalently:
I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IOUT1(t)
IQ1
=
1
τ1
IIN1(t) (5.3a)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IOUT2(t)
IQ2
=
1
τ2
IIN2(t) (5.3b)
I˙OUT3(t) +
1
τ3
[u3(t)− v3(t)]
IOUT3(t)
IQ3
=
1
τ3
IIN3(t) (5.3c)
...
I˙OUTm(t) +
1
τm
[um(t)− vm(t)]
IOUTm(t)
IQm
=
1
τm
IINm(t) (5.3d)
with wj = IOUTj/IQj and τj = nCjVT /IQj , where j = (1, 2, ...,m), IOUTj is the output
current of the jth BC and IQj is the shifter current of the j
th BC-block TL circuit,
which “hosts” the BC (see Figure 3.7 and Figure 3.8). The mapping of the biochemical
relations (5.1) onto the electrical domain becomes feasible thanks to the Nonlinear BC
formalism by considering the following synthesis guidelines (see also general guidelines
in subsection 3.3.2):
The model of intracellular Ca2+ oscillations described by (5.1) is a two-dimensional
model, for all different cases of Hill coefficients. Since two prototype differential equa-
tions are targeted, two electrical differential equations must be employed. Based on the
analysis provided in subsection 3.3.2 the following steps have been followed:
a) The time-varying concentration of cytosolic Ca2+ (Ca2+Cyt) denoted by X in (5.1)
has been chosen to be implemented by means of the output current IOUT1 of the
1st BC, which bears the subscript j = 1 (IOUT1 ↔ X).
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b) The time-varying concentration of Ca2+ in the IP3-insensitive pool (Ca
2+
IP3
) de-
noted by Y in (5.1) is implemented by means of the output current IOUT2 of the
2nd BC, which bears the subscript j = 2 (IOUT2 ↔ Y ).
c) Each parameter and variable of the chemical model has been mapped onto a
current in the electrical equivalent one. Although such an approach might seem
counterintuitive, especially in the case where the chemical value k is characterised
by units of 1/sec, the rather flexible nature of the NBCF helps to overcome this
problem. As illustrated in (5.2) and (5.3), the dimensionless parameter wj =
IOUTj/IQj multiplied by the input/output BC currents uj or vj and by the 1/τj
factor ensures that this product has dimensions of nA/sec, since the unit of the
term τj is in seconds. Indeed, the current IK for example, which corresponds
to the variable k of the biological model is divided by IQ1 and multiplied by the
1/τj = IQj/nCjVT factor, which has units of 1/sec (j = 1 in this case).
d) The correspondence between biological concentration and electrical current is
µM ↔ nA.
5.3.1.1 The m = n = p = 1 Hill Coefficients Case
Based on the above discussion, the use of the first two terms of (5.3) should be used for
the implementation of the specific model. Thus, it holds for the NBCF equations:
nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN1(t) (5.4)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) = IIN2(t) (5.5)
According to (5.2) and (5.3), (5.4) and (5.5) can be re-expressed as:
I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IQ1
IOUT1(t) =
IIN1(t)
τ1
(5.6)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IQ2
IOUT2(t) =
IIN2(t)
τ2
(5.7)
For the realisation of the correct electrical equivalent equations, the appropriate IINj ,
uj and vj (j = 1, 2) currents must be selected, as discussed in previous sections. To
elucidate the selection, (5.1) is re-written in a form that resembles (5.6) and (5.7). The
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parameter β present in (5.1) has been substituted by βBio, to distinguish it from the
electrical β. Thus, from (5.1) and by taking into consideration the Hill coefficient values
for this case, it yields:
X˙ + kX + z2(X)− z3(X,Y ) = z0 + z1βBio + kfY
Y˙ + z3(X,Y ) + kfY = z2(X)
or
X˙ + (k + z¯2(X)− z¯3(X,Y )) X =
Z¯︷ ︸︸ ︷
z0 + z1βBio +kfY (5.8)
Y˙ + (zˆ3(X,Y ) + kf ) Y = z2(X) (5.9)
where now
z¯2(X) ,
z2(X)
X
= VM2
1
K2 +X
z¯3(X,Y ) ,
z3(X,Y )
X
= VM3
Y
KR + Y
1
KA +X
zˆ3(X,Y ) ,
z3(X,Y )
Y
= VM3
1
KR + Y
X
KA +X
By comparing (5.6) to (5.8) and (5.7) to (5.9), the following IINj , uj and vj (j = 1, 2)
currents for BC1,2 have been selected, in order to map the biological parameters onto
electrical ones:
• IIN1 =
IINT︷ ︸︸ ︷
Iz0 + βElecIz1 +
IKf IOUT2
IO
= IINT +
IKf IOUT2
IO
(5.10a)
• IIN2 =
IVM2 IOUT1
IK2 + IOUT1
(5.10b)
• u1 = IK +
IVM2 IO
IK2 + IOUT1
(5.10c)
• v1 =
IVM3 IOUT2
IKR + IOUT2
IO
IKA + IOUT1
(5.10d)
• u2 = IKf +
IVM3 IO
IKR + IOUT2
IOUT1
IKA + IOUT1
(5.10e)
• v2 = 0 (5.10f)
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where the IO factors correspond to biasing currents employed by the multipliers’ blocks
used to implement the appropriate mathematical operations (see Figure 3.11). After
the above treatment, substituting (5.10) into (5.6) and (5.7) yields:
I˙OUT1 +
IKIOUT1
τ1IQ1
+ zel1 − zel2 =
IINT
τ1
+
IKf IOUT2
τ1IO
(5.11)
I˙OUT2 +
IKf IOUT2
τ2IQ2
+ zel3 =
1
τ2
IVM2IOUT1
IK2 + IOUT1
(5.12)
where
zel1 =
1
τ1IQ1
IVM2 IOUT1IO
IK2 + IOUT1
zel2 =
1
τ1IQ1
IVM3 IOUT2
IKR + IOUT2
IOUT1IO
IKA + IOUT1
zel3 =
1
τ2IQ2
IVM3 IOUT2
IKR + IOUT2
IOUT1IO
IKA + IOUT1
Table 5.2: Chemical and electrical equations of the intracellular Ca2+ oscillations model (m =
n = p = 1 case), codified by (5.1), (5.11) & (5.12).
• X˙ = Z¯ + kfY − kX − VM2
X
K2 +X
+ VM3
Y
KR + Y
X
KA +X
Chemical Equation
Ca2+Cyt
• I˙OUT1 =
IINT
τ1
− IKIOUT1
τ1IQ1
− 1
τ1IQ1
IVM2 IOUT1IO
IK2 + IOUT1
+
+
IKf IOUT2
τ1IO
+
1
τ1IQ1
IVM3 IOUT2
IKR + IOUT2
IOUT1IO
IKA + IOUT1
Electrical Equation
• Y˙ = VM2
X
K2 +X
− VM3
Y
KR + Y
X
KA +X
− kfY Chemical Equation
Ca2+IP3
• I˙OUT2 =
1
τ2
IVM2 IOUT1
IK2 + IOUT1
− 1
τ2IQ2
IVM3 IOUT2
IKR + IOUT2
IOUT1IO
IKA + IOUT1
−
−IKf IOUT2
τ2IQ2
Electrical Equation
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Table 5.2 summarises both chemical and electrical equations in a way that highlights
the analogies between them. Unit consistency is preserved in (5.8), (5.9), (5.11) and
(5.12) with the units of (5.8) and (5.9) corresponding to µM/sec and the units of (5.11)
and (5.12) to nA/sec in a complete analogy.
5.3.1.2 The m = n = p = 2 Hill Coefficients Case
In an analogous manner as in the previous case, the general form of the two-dimensional
NBCF is described by (5.6) and (5.7). Once again, the appropriate IINj , uj and vj
(j = 1, 2) currents need to be selected, by choosing to re-write (5.1) in a form that
resembles (5.6) and (5.7). According to [1] and [108], in the case where m = n = p = 2,
the time constant kf is zero. By setting again the parameter β present in (5.1) equal
to βBio, to distinguish it from the electrical β and by taking into consideration the Hill
coefficient values for this case, (5.1) is re-written as:
X˙ + kX + z2(X)− z3(X,Y ) = z0 + z1βBio
Y˙ + z3(X,Y ) = z2(X)
or
X˙ + (k + z¯2(X)− z¯3(X,Y )) X =
Z¯︷ ︸︸ ︷
z0 + z1βBio (5.13)
Y˙ + zˆ3(X,Y ) Y = z2(X) (5.14)
where now
z¯2(X) ,
z2(X)
X
= VM2
X
K22 +X
2
z¯3(X,Y ) ,
z3(X,Y )
X
= VM3
Y 2
K2R + Y
2
X
K2A +X
2
zˆ3(X,Y ) ,
z3(X,Y )
Y
= VM3
Y
K2R + Y
2
X2
K2A +X
2
By comparing (5.6) to (5.13) and (5.7) to (5.14), the following IINj , uj and vj (j = 1, 2)
currents for BC1,2 have been selected, in order to map the biological parameters onto
electrical ones:
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• IIN1 = Iz0 + βElecIz1 = IINT (5.15a)
• IIN2 =
IVM2 I
2
OUT1
I2K2 + I
2
OUT1
(5.15b)
• u1 = IK +
IVM2 IOUT1IX
I2K2 + I
2
OUT1
(5.15c)
• v1 =
IVM3 I
2
OUT2
I2KR + I
2
OUT2
IOUT1IO
I2KA + I
2
OUT1
(5.15d)
• u2 =
IVM3 IOUT2
I2KR + I
2
OUT2
I2OUT1IO
I2KA + I
2
OUT1
(5.15e)
• v2 = 0 (5.15f)
where the IO and IX factors correspond to biasing currents employed by the squarers’
and multipliers’ blocks used to implement the appropriate mathematical operations
(see Figure 3.10 and Figure 3.11). Taking the presented mathematical treatment into
consideration and substituting (5.15) into (5.6) and (5.7) yields:
I˙OUT1 +
IKIOUT1
τ1IQ1
+ zel1 − zel2 =
IINT
τ1
(5.16)
I˙OUT2 + z
el
3 =
1
τ2
IVM2I
2
OUT1
I2K2 + I
2
OUT1
(5.17)
where
zel1 =
1
τ1IQ1
IVM2 I
2
OUT1
IX
I2K2 + I
2
OUT1
zel2 =
1
τ1IQ1
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I2OUT1IO
I2KA + I
2
OUT1
zel3 =
1
τ2IQ2
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I2OUT1IO
I2KA + I
2
OUT1
Table 5.3 summarises both chemical and electrical equations, again, in a way that
highlights the analogies between them. Unit consistency is preserved in (5.13), (5.14),
(5.16) and (5.17) with the units of (5.13) and (5.14) corresponding to µM/sec and the
units of (5.16) and (5.17) to nA/sec in a complete analogy.
5.3. Synthesis Of The Intracellular Calcium Oscillations Circuits 147
Table 5.3: Chemical and electrical equations of the intracellular Ca2+ oscillations model (m =
n = p = 2 case), codified by (5.1), (5.16) & (5.17).
• X˙ = Z¯ − kX − VM2
X2
K22 +X
2
+ VM3
Y 2
K2R + Y
2
X2
K2A +X
2
Chemical Equation
Ca2+Cyt
• I˙OUT1 =
IINT
τ1
− IKIOUT1
τ1IQ1
− 1
τ1IQ1
IVM2 I
2
OUT1IX
I2K2 + I
2
OUT1
+
+
1
τ1IQ1
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I2OUT1IO
I2KA + I
2
OUT1
Electrical Equation
• Y˙ = VM2
X2
K22 +X
2
− VM3
Y 2
K2R + Y
2
X2
K2A +X
2
Chemical Equation
Ca2+IP3
• I˙OUT2 =
1
τ2
IVM2 I
2
OUT1
I2K2 + I
2
OUT1
− 1
τ2IQ2
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I2OUT1IO
I2KA + I
2
OUT1
Electrical Equation
5.3.1.3 The m = n = 2, p = 4 Hill Coefficients Case
For the final case of Hill coefficients for this model, the exact similar method will be
adopted, as in the previous two cases. By taking into consideration that the general
form of the NBCF will be again two-dimensional and it will be described by (5.6) and
(5.7), the appropriate IINj , uj and vj (j = 1, 2) currents will be selected, by choosing
to re-write (5.1) in a form that resembles (5.6) and (5.7). According to [1] and [108],
in this case, the time constant kf has again a non zero value, as in the m = n = p = 1
case. By setting again the parameter β present in (5.1) equal to βBio, to distinguish it
from the electrical β and by taking into consideration the Hill coefficient values for this
case, (5.1) can be re-written as:
X˙ + kX + z2(X)− z3(X,Y ) = z0 + z1βBio + kfY
Y˙ + z3(X,Y ) + kfY = z2(X)
or
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X˙ + (k + z¯2(X)− z¯3(X,Y )) X =
Z¯︷ ︸︸ ︷
z0 + z1βBio +kfY (5.18)
Y˙ + (zˆ3(X,Y ) + kf ) Y = z2(X) (5.19)
where now
z¯2(X) ,
z2(X)
X
= VM2
X
K22 +X
2
z¯3(X,Y ) ,
z3(X,Y )
X
= VM3
Y 2
K2R + Y
2
X3
K4A +X
4
zˆ3(X,Y ) ,
z3(X,Y )
Y
= VM3
Y
K2R + Y
2
X4
K4A +X
4
Once again, now that the biochemical model has been re-written in a form closer to the
NBCF form in (5.6) and (5.7), the appropriate input-output currents of the BC-block
can be defined by a direct comparison between the two model. Thus, by examining
(5.6) and (5.18) as a pair and (5.7) and (5.19), the following IINj , uj and vj (j = 1, 2)
currents for BC1,2 have been selected, in order to map the biological parameters onto
electrical ones:
• IIN1 =
IINT︷ ︸︸ ︷
Iz0 + βElecIz1 +
IKf IOUT2
IO
= IINT +
IKf IOUT2
IO
(5.20a)
• IIN2 =
IVM2 I
2
OUT1
I2K2 + I
2
OUT1
(5.20b)
• u1 = IK +
IVM2 IOUT1IX
I2K2 + I
2
OUT1
(5.20c)
• v1 =
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I3OUT1IO
I4KA + I
4
OUT1
(5.20d)
• u2 = IKf +
IVM3 IOUT2
I2KR + I
2
OUT2
I4OUT1IO
I4KA + I
4
OUT1
(5.20e)
• v2 = 0 (5.20f)
where the IO and IX factors correspond to biasing currents employed by the squarers’
and multipliers’ blocks used to implement the appropriate mathematical operations (see
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Figure 3.10 and Figure 3.11). Now that the input/output currents of the BC-block have
been identified substituting (5.20) into (5.6) and (5.7) yields:
I˙OUT1 +
IKIOUT1
τ1IQ1
+ zel1 − zel2 =
IINT
τ1
+
IKf IOUT2
τ1IO
(5.21)
I˙OUT2 +
IKf IOUT2
τ2IQ2
+ zel3 =
1
τ2
IVM2I
2
OUT1
I2K2 + I
2
OUT1
(5.22)
where
zel1 =
1
τ1IQ1
IVM2 I
2
OUT1
IX
I2K2 + I
2
OUT1
zel2 =
1
τ1IQ1
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I4OUT1IO
I4KA + I
4
OUT1
zel3 =
1
τ2IQ2
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I4OUT1IO
I4KA + I
4
OUT1
Table 5.4: Chemical and electrical equations of the intracellular Ca2+ oscillations model (m =
n = 2, p = 4 case), codified by (5.1), (5.21) & (5.22).
• X˙ = Z¯ + kfY − kX − VM2
X2
K22 +X
2
+ VM3
Y 2
K2R + Y
2
X4
K4A +X
4
Chemical Equation
Ca2+Cyt
• I˙OUT1 =
IINT
τ1
− IKIOUT1
τ1IQ1
− 1
τ1IQ1
IVM2 I
2
OUT1IX
I2K2 + I
2
OUT1
+
+
IKf IOUT2
τ1IO
+
1
τ1IQ1
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I4OUT1IO
I4KA + I
4
OUT1
Electrical Equation
• Y˙ = VM2
X2
K22 +X
2
− VM3
Y 2
K2R + Y
2
X4
K4A +X
4
− kfY Chemical Equation
Ca2+IP3
• I˙OUT2 =
1
τ2
IVM2 I
2
OUT1
I2K2 + I
2
OUT1
− 1
τ2IQ2
IVM3 I
2
OUT2
I2KR + I
2
OUT2
I4OUT1IO
I4KA + I
4
OUT1
−
−IKf IOUT2
τ2IQ2
Electrical Equation
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Table 5.4 summarises both chemical and electrical equations, again, in a way that
highlights the analogies between them. Unit consistency is preserved in (5.18), (5.19),
(5.21) and (5.22) with the units of (5.18) and (5.19) corresponding to µM/sec and the
units of (5.21) and (5.22) to nA/sec in a complete analogy.
5.3.2 The Electrical Analogous Circuits Of Intracellular Calcium Os-
cillations Model
Similarly to the case of the glycolytic oscillator, certain types of STL and DTL circuits
will be used for the implementation of the aforementioned electrical analogous equations
shown in (5.11), (5.12), (5.16), (5.17), (5.21) and (5.22). Apart from the two BC-blocks
that each circuit is going to have, in order to implement the “scaffold” electrical DEs,
several squarer and multiplier/divider topologies are required for the implementation of
the appropriate IINj , uj and vj (j = 1, 2) currents. Again, in order to maintain circuit
consistency and prove one more time that CytoMimetic circuits can operate with only
specific STL topologies and implement different nonlinear dynamics, the squarer and
multiplier/divider topologies originally shown in Figure 3.10 and Figure 3.11 have been
used, as a proof of concept of the previous statement.
Taking all the above into consideration, the interested reader can verify that for the case
m = n = p = 1, for example, seven multipliers/dividers (six PMOS-based ones and one
NMOS-based) have been employed for the implementation of the electrical analogous
dynamics, as illustrated in Figure 5.4. The dynamics of the m = n = p = 2 present
stronger nonlinearity compared to the first case of dynamics and the use of squarer
topologies has been introduced. It can be seen in Figure 5.5 that seven multiplier/divider
blocks have been “recruited” and five squarers. Finally, according to Figure 5.6, the
electrical equivalent dynamics of the m = n = 2, p = 4 case required the use of
eight multiplier/dividers and eight squarers. At this point it can be argued that the
proposed topologies are not unique and the aforementioned dynamics, summarised in
relations (5.11), (5.12), (5.16), (5.17), (5.21) and (5.22), could have been implemented
by using different topologies. However, the aim of this section is not to present the
uniqueness of the proposed topologies. The aim of this section is to demonstrate that the
“demanding”, highly nonlinear dynamics of (5.1) could be implemented with multiple
“copies” of customary, TL topologies.
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Finally, regarding the circuit topologies presented above, it is worth mentioning that
the presence of the non-cascoded topologies (marked with an asterisk in Figure 5.5
and Figure 5.6) does not cancel the previous statement regarding the use of specific
circuit topologies for CytoMimetic circuits. The above equations, could have been
implemented via the cascoded versions of the multiplier/divider blocks. However, since
these topologies are cascoded and the power supply is set relatively low, as it will be seen
in the next sections, sometimes the cascoded devices of the blocks might “switch-off ”,
which means that the multiplier/divider block will have to operate with the remaining,
“core” devices. In practice, both cases (the one with the non-cascoded blocks and the
one with the switched-off devices) are similar and the resulting dynamics are identical.
However, for the sake of completeness and accuracy, it has been selected to show the
actual circuit blocks that participated to the implementation of the specific dynamics.
5.4 Mathematical Analysis Of The Biochemical And Elec-
trical Models
The biochemical model of Goldbeter and his collaborators, apart from the accurate
and realistic results that provides regarding the behaviour of intracellular Ca2+, it can
also be analysed using standard nonlinear mathematical tools, in order to determine key
dynamical characteristics of the model. According to [1], the steady-state concentration
of cytosolic Ca2+ can be determined by the following relation:
X0 =
(z0 + z1βBio)
k
(5.23)
From relation (5.23), the interested reader could notice that stimulation sourcing from
external factors eventually produces a rise in cytosolic Ca2+ through the increased
level of IP3 [1]. In complete analogy, the steady-state of the parameter Y , Y0, can
be obtained by setting ∂Y/∂t equal to zero and solve the resulting algebraic equation
accordingly, taking into consideration (5.23). An example of the aforementioned steady-
state derivation can be found in Appendix B.
As it has been mentioned earlier in the beginning of this Chapter, the usefulness of a
two-variable biochemical model, lies in the capability of performing phase plane anal-
ysis. The powerful Poincare´−Bendixson theorem [95], allows the determination of sus-
tained oscillations occurrence in two-dimensional models. For biochemical models, as
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the one presented in this Chapter, the Poincare´−Bendixson theorem can determine a
priori the existence or not of sustained oscillations in the model. Strictly speaking, the
Poincare´−Bendixson criterion states that “if a trajectory enters and does not leave a
closed and bounded region of phase space which contains no equilibria, then the trajec-
tory must approach a periodic orbit as t → ∞” [95]. A simpler interpretation of the
aforementioned criterion for the given biochemical model would reveal that sustained
oscillation will take place, as long as, the sign of the following quantity B does not
change, i,e:
B =
∂X˙
∂X
+
∂Y˙
∂Y
(5.24)
with X˙ and Y˙ denoting the time variations of the parameters X and Y , respectively
[1]. Substituting (5.1) into (5.24) leads to:
B = −∂z2
∂X
+
∂z3
∂X
− k−
∂z2
∂Y
− ∂z3
∂Y
− kf (5.25)
A careful examination of the biochemical rates that the model includes, will reveal
that the quantity B will always carry a negative sign [1]. This means that the model
is capable of producing sustained oscillations. A meticulous mathematical analysis of
the model presented at this point is useful, not only because it provides a better under-
standing of the model’s mechanisms. An in-depth analysis of the biochemical model will
allow a similar, reliable analysis of the resulting electrical equivalent model. It should
be borne in mind that the flexibility and accuracy of the NBCF allows a “one-to-one”
mapping of the biochemical and electrical models. Therefore, the electrical analogous
equations that will result through the NBCF can be also treated mathematically as
the above biochemical model. Only in this case, the parameters of the two-dimensional
system will correspond to electrical quantities that are stemming from the NBCF and
the DTL and STL circuit blocks.
The stability properties of the unique state state can be determined by linear stability
analysis, as it has been shown in the case of the glycolytic oscillator in Appendix A.
Through the specific analysis a stability diagram can be derived for both biochemical
and electrical systems, established as a function of key parameter of the models. For
the biochemical model presented in (5.1), a stability diagram has been derived for the
case, when the Hill coefficients are m = n = p = 2, in a complete analogy with the
stability diagram that has been provided in [1].
A detailed calculation of the biochemical and electrical model’s fixed points and Jaco-
5.4. Mathematical Analysis Of The Biochemical And Electrical Models 156
Table 5.5: Regions of oscillations for intracellular Ca2+ biochemical model and its electrical
equivalent.
Biological Trace
• KR =
2α2
(
W−1b − 1
)√
Wb − 1
2K22α
K22 + α
2
+
K
(
K22 + α
2
)
VM2
− 2K
2
Aα
K2A + α
2
Electrical Trace
• IKR = θ
2φ2
(
W−1e − 1
)√
We − 1
2I2K2φ
I2K2 + φ
2
+
IK
(
I2K2 + φ
2
)
IVM2
− 2IQ2I
2
KA
φ
I2KA + φ
2
Where:
α =
Z¯
k
, φ =
IINT IQ1
IK
, Wb =
VM3
VM2
K22 + α
2
K2A + α
2
,
θ =
C1I
2
Q2
C2IQ1
and We =
IVM3
IVM2
IO
IQ2
I2K2 + φ
2
I2KA + φ
2
bian matrices is provided in Appendix B, accompanied by the various conditions that
generate sustained oscillations. From the Jacobian matrices, the trace, which will define
the regions of oscillations has been derived also. The solution of the algebraic equations
stemming from the trace with respect to the parameters KR and IKR for the biochemi-
cal and electrical systems, respectively, has been tabulated in Table 5.5. The interested
reader should notice the resemblance between the two traces and the inevitable scaling
that has been introduced to the electrical model, due to the values of the electrical
parameters and the actual form of the NBCF.
The solution of the relations presented in Table 5.5 leads to the stability diagrams shown
in Figure 5.7. The resemblance between the biochemical and electrical regions of oscil-
lations is obvious and encouraging. However, it should be clarified that the presented
electrical stability diagram has been derived based on the ideal electrical equations
shown in (5.16) and (5.17). It is expected for the simulated model to demonstrate mi-
nor deviations from the ideal behaviour, due to the nonidealities that are inevitably
included in the realistic transistor models of the Cadence platform.
5.4. Mathematical Analysis Of The Biochemical And Electrical Models 157
F
ig
u
re
5
.7
:
R
eg
io
n
s
o
f
os
ci
ll
at
io
n
s
(s
h
ad
ed
p
ar
ts
)
fo
r
b
ot
h
p
ro
to
ty
p
e
an
d
el
ec
tr
ic
al
in
tr
ac
el
lu
la
r
C
a
2
+
os
ci
ll
at
io
n
s
sy
st
em
s,
b
a
se
d
o
n
th
ei
r
tr
ac
es
il
lu
st
ra
te
d
in
T
ab
le
5.
5
(r
ep
ro
d
u
ce
d
fr
om
[9
1]
).
A
re
la
ti
on
b
et
w
ee
n
K
R
an
d
Z¯
/k
an
d
I K
R
an
d
I I
N
T
I Q
1
/I
K
h
as
b
ee
n
p
lo
tt
ed
in
co
m
p
le
te
an
al
og
y
to
[1
].
T
h
e
va
lu
es
b
ee
n
u
se
d
fo
r
th
e
ca
lc
u
la
ti
on
of
b
ot
h
ar
ea
s
ar
e
sh
ow
n
in
T
ab
le
5.
6
an
d
T
ab
le
5.
8.
5.5. Simulation Results 158
5.5 Simulation Results
This section aims at demonstrating the correspondence between the dynamical be-
haviours generated by simulating both the biochemical/prototype and the electrical
models. The software used for the simulation of the aforementioned circuits is Cadence
Design Framework (CDF) version 5.1.41, using the process parameters of the commer-
cially available AMS 0.35 µm - MM/2P4M c35b4 CMOS technology. MATLAB R© and
Cadence results have been obtained for certain biological and electrical parameters. The
biological parameters’ values have been acquired from literature, while the electrical pa-
rameters have been calculated from the scaled relation between the two systems. The
scaling factors, aspect ratios and capacitance values presented in Table 5.6 and Table
5.7 - Table 5.9, respectively, are not unique.
The proposed circuits can operate with different values of the aforementioned quantities
and produce similar dynamical behaviours as the ones illustrated in the following Figures
of this section. The reported values are an indicative example leading to small chip area
and low power consumption, without being the only ones with these characteristics.
Scaling of the electrical current values was required, in order to ensure compliance with
the weak-inversion conformities. It has been achieved by multiplying the values of the
constant currents existing in the numerators of the electrical ODE, such as IINT , IVM2 ,
IVM3 and IK (see Table 5.2, Table 5.3 and Table 5.4) by a scaling factor. By doing so,
the electrical circuit’s time parameter 1/τj , with j = 1, 2 is multiplied by this scaling
factor, leading to a time scaled final electrical system. The time axis of the biological
simulation Figures presented in this section needed to be normalised with respect to
the electrical systems’ time axis for the sake of comparison. It has been achieved by
multiplying the biochemical ODEs (see (5.1)) by the constant λ/τ , where λ is the scaling
factor and τ the time parameter of each electrical system.
In Table 5.6 the reader can find the values of the various biasing currents, capacitance
and aspect ratio of the devices of the proposed three CytoMimetic topologies for intra-
cellular Ca2+ oscillations. These electrical parameters do not map onto any biochem-
ical parameter of the model shown in (5.1). They only represent electrical parameters
of essential currents/capacitances, employed for the correct operation of the circuits.
Moreover, in the same Table, the power consumption of each circuit topology, the total
number of devices and a rough estimate of the total chip area of each circuit (with on-
and off- chip capacitors) are tabulated. It can be seen that the power consumption
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of the proposed topologies ranges from ∼ 1.5µW - ∼ 13µW , while the total area is
approximately around ∼ 0.5mm2 for all three circuits, in the case where the capacitors
are on-chip. For chips that exploit an off-chip capacitor, the total area dramatically
reduces to ∼ 0.08mm2. The capacitors are assumed to be POLY1-POLY2 (CPOLY)
with CPOLY area capacitance ≈ 0.86fF/µm2. It can be clearly seen that in this case,
CytoMimetic circuits are mainly capacitor-dominated. The total area of the individual
MOS devices remains considerably low.
Three main “categories” of simulation results are presented in complete analogy with
the simulation results illustrated in Chapter 4 for the glycolytic oscillator and the orig-
inal results shown in [1, 97, 100, 107–110]. Starting from the determinant transient
and phase plane analysis for different input parameters that demonstrate the transi-
tion of the electrical systems towards the bifurcation point and eventually the end of
their oscillatory behaviour, this sections also provides robustness results produced by
Monte Carlo analysis and three-dimensional results for the ideal biochemical, the ideal
electrical and the actual circuit’s behaviour in Cadence. The three-dimensional Figures
aim at producing a “panoramic portrait” of the system’s response for different inputs
and verify the two-dimensional results provided in transient and phase plane analy-
sis. Comparing the three-dimensional ideal biochemical to the ideal and the simulated
electrical responses will reveal to the interested reader how close these three systems
are and how faithfully the biochemical models have been represented by the proposed
CytoMimetic topologies, by exploiting the NBCF.
Finally, it needs to be mentioned, for the sake of clarity and completeness that there
are few cases, where the simulation results presented here are slightly different than the
simulated results, originally shown in [91]. The reason is that all simulation results in
this Chapter only, have been re-run, using the HIT-KIT 3.80, provided by AMS for the
0.35 µm - MM/2P4M c35b4 CMOS technology. The results originally shown in [91] have
been produced by using the no-longer supported HIT-KIT version 3.70 of AMS. The
minor deviations between the results in this Chapter and the results in [91] are negligible
and correspond to current differences in the range of tenths of pA. The interested reader
can verify that the two different HIT-KIT versions of the aforementioned technology
produce almost identical results, fact that comes as no surprise.
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5.5.1 The m=n=p=1 Hill Coefficient Case Simulations
5.5.1.1 Transient And Phase Plane Analysis
The first case of the intracellular Ca2+ model demonstrates that the mechanisms of
pumping, release and activation can be described by intrinsic Michaelian processes.
Based on [1] and [108], the various values of the biological and electrical model param-
eters are presented in Table 5.7. The electrical equivalent equation for this system is
presented in Table 5.2. As can be seen from Table 5.7, a scaling factor of 0.5 has been
applied to certain electrical quantities, forming a scaled electrical equivalent model,
without affecting the validity of the mathematical model. Since the initial parameter
values of this biochemical model were relatively high for weak-inversion region current
values, the introduction of this scaling factor facilitates the compliance of the proposed
circuit with the logarithmic conformities.
Table 5.7: Biological and electrical values for the Ca2+ oscillations model (m = n = p = 1
case).
Biological Values Electrical Values
(Scaling Factor λ: 50%)
z0 = 1µM/s ←→ λ Iz0/τ = 0.5/τ nA/s
z1βBio = 3µM/s βBio ←→ λ Iz1βElec/τ = 1.5/τ nA/s βElec
0 < βBio < 1.5 ←→ 0 < βElec < 1.3
VM2 = 100µM/s ←→ λ IVM2/τ = 50/τ nA/s
VM3 = 1000µM/s ←→ λ IVM3/τ = 500/τ nA/s
K2 = 1µM ←→ IK2 = 1nA
KR = 100µM ←→ IKR = 100nA
KA = 2.5µM ←→ IKA = 2.5nA
kf = 0.1s
−1 ←→ λ IKf /nCVT = 0.05/nCVT s−1
k = 2s−1 ←→ λ IK/nCVT = 1/nCVT s−1
Both MATLAB R© and Cadence transient and phase plane results presented in Figure
5.8 - Figure 5.13 have been obtained in complete analogy with the simulation results
originally shown in the literature for the specific intracellular signalling model. As in
the original papers, indicative values of the parameter β have been examined and both
systems’ responses have been investigated. With the increase of the parameter β, which
regulates the amount of IP3, and therefore measures the saturation of the IP3 receptor,
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the system’s transition from the region of stable limit cycles to the region of stable fixed
points is expected. By increasing the parameter β, the system’s total input is increasing
and subsequently its frequency of oscillations. The values β = βBio = βElec that have
been selected to be presented in this case are 0.01 and 0.5. For the last simulation,
which shows the system’s response after the Hopf bifurcation point, the β values that
qualitatively present similar results are 1.5 and 1.3 for βBio and βElec, respectively. This
minor mismatch between the last β value, practically corresponds to ∼ 14% deviation
of the electrical system from the ideal response. The electrical system seems to cross
the bifurcation point, slightly earlier than the ideal, MATLAB R© simulated one. The
nonidealities of the realistic component simulations are responsible for such behaviour.
It has been selected not to “tune” the circuit’s parameters, in order to match these two
β values. By taking into consideration the encouraging, realistic Cadence simulations, it
can be argued that the electrical system is already close enough to the ideal MATLAB R©
response.
In general, the aforementioned simulation results demonstrate good qualitative agree-
ment with each other. The signatures of the electrical nonlinear system, i.e. the system’s
phase planes, show good agreement with the biological ones generated by MATLAB R©
for all β values. Moreover, simulation results have been performed for various capaci-
tance values to investigate circuit’s robustness. The vast majority demonstrated good
agreement with MATLAB R© simulations for the values presented in Table 5.7 suggesting
that the chip area could decrease without affecting the targeted dynamics significantly.
Finally, in Figure 5.14, the reader will find a “frequency versus input” comparison
for both biochemical and simulated electrical circuit. The electrical system seems to
“shadow” the ideal biological response closely and reliably, while the parameter β and
consequently the frequency of oscillations is increasing. The maximum frequency de-
viation between the two models does not exceed ∼ 24%. The deviation is calculated
as: (FreqBio − FreqElec)/FreqBio in an absolute value manner. As in the glycolytic
oscillator circuit case, a “frequency versus input” graph aims at demonstrating that the
two systems, the biochemical and the anologous electrical, respond similarly to specific
inputs, controlled by the parameters βBio and βElec and generate dynamic responses
that adequately match. Through such graphs, the reader can understand how close the
electrical circuit is operating compared to the ideal, biochemical one and realise the
faithful representation of the biochemical ODEs in the electrical domain by MOSTs.
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Figure 5.14: Dependence of frequency of intracellular Ca2+ oscillations on the input for both
biochemical and simulated electrical circuit for the Hill coefficient case m = n = p = 1. In
(a) the increase of the intracellular Ca2+ oscillations frequency is observed for both systems,
while in (b) the deviation between the two frequencies is shown as a percentage, which has been
calculated as (FreqBio − FreqElec)/FreqBio in an absolute value manner.
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5.5.2 The m=n=p=2 Hill Coefficient Case Simulations
5.5.2.1 Transient And Phase Plane Analysis
The second case of the intracellular Ca2+ oscillations model is characterised by a Hill
coefficient of 2 and - in principle - represents a less mild nonlinear system, compared to
the previous case. The values of the biological model are reported in [1, 97, 100, 107–
110] and similarly to the previous case, a scaling factor of 0.1 has been introduced for
the values of the electrical equivalent model. The remaining values for both models are
presented in Table 5.8. It should be mentioned that although the value of IK should be
equal to 0.2nA based on the proposed scaling, it has been found that a value of 0.35nA
leads to slightly better transients and Monte Carlo Analysis results. “Calibrating” this
current value served only presentation purposes aimed at highlighting the resemblance
between a real, electrical circuits response and the one produced in MATLAB R©. As it
will be discussed later, minor deviations from the ideal prototype system are a “feature”
of this proposed class of circuits. In this case as well, transient and phase plane analysis
demonstrates that the two systems are adequately close. However, differences exist at
the boundaries of the regions of oscillations for these systems, as illustrated in Figure
5.7.
Table 5.8: Biological and electrical values for the Ca2+ oscillations model (m = n = p = 2
case).
Biological Values Electrical Values
(Scaling Factor λ: 10%)
z0 = 1µM/s ←→ λ Iz0/τ = 0.1/τ nA/s
z1βBio = 8µM/s ←→ λ Iz1βElec/τ = 0.8/τ nA/s
0 < βBio < 0.75 ←→ 0 < βElec < 1.5
VM2 = 100µM/s ←→ λ IVM2/τ = 10/τ nA/s
VM3 = 1000µM/s ←→ λ IVM3/τ = 100/τ nA/s
K2 = 1µM ←→ IK2 = 1nA
KR = ≈ 10− 1000µM ←→ IKR = 30nA
KA = 2.5µM ←→ IKA = 2.5nA
kf = 0 ←→ IKf = 0
k = 2s−1 ←→ λ IK/nCVT = 0.35/nCVT s−1
Both MATLAB R© and Cadence transient and phase plane results presented in Figure
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5.15 - Figure 5.20 have been obtained in complete analogy with the simulation results
originally shown in the literature for the specific Hill coefficient case. As in the original
papers, indicative values of the parameter β have been examined and both systems’
responses have been investigated. The transition of both systems from the region of
stable limit cycles to the region of stable fixed points is again expected, as β value is
increasing, in complete analogy with the stability diagrams shown in Figure 5.7. The
values β = βBio = βElec that have been selected to be presented in this case are 0.1
and 0.5. For the last simulation, which shows the system’s response after the Hopf
bifurcation point, the β values that qualitatively present similar results are 0.75 and
1.57 for βBio and βElec, respectively. This time, the electrical system seems to cross the
bifurcation point for a larger value of β, compared to the ideal, biochemical one. Taking
into consideration the value of KR that has been used for the specific simulations, i.e.
KR = 30µM , the βElec deviation from the ideal βBio corresponds to a current value of
∼ 0.8nA. The increased system’s nonlinearity and the relatively high currents for WI
operation justify this deviation. Moreover, in Figure 5.21, the reader will find again
a “frequency versus input” comparison for both biochemical and simulated electrical
circuit. The electrical system exhibits a similar behaviour to the ideal biological one,
while the parameter β and consequently the frequency of oscillations is increasing. The
maximum frequency deviation between the two models does not exceed ∼ 15%. The
deviation is again calculated as: (FreqBio − FreqElec)/FreqBio in an absolute value
manner. As shown in Figure 5.21, the fact that both systems behave almost in an
identical manner up to the β value 0.7, verifies the statement that the electrical system
exhibits minor differences in the frequency and amplitude of the oscillations for the β
interval 0.7− 1.5 only and not earlier.
Once again, the presented simulation results demonstrate good qualitative agreement
with each other overall. The signatures of the electrical nonlinear system, i.e. the
system’s phase planes, show good agreement with the biological one generated by
MATLAB R© for all β values. Simulation results have been performed again for various
capacitance values to investigate circuit’s robustness. The vast majority demonstrated
good agreement with MATLAB R© simulations for the values presented in Table 5.8 sug-
gesting that the chip area could decrease more without affecting the targeted dynamics
significantly.
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Figure 5.21: Dependence of frequency of intracellular Ca2+ oscillations on the input for both
biochemical and simulated electrical circuit for the Hill coefficient case m = n = p = 2. In
(a) the increase of the intracellular Ca2+ oscillations frequency is observed for both systems,
while in (b) the deviation between the two frequencies is shown as a percentage, which has been
calculated as (FreqBio − FreqElec)/FreqBio in an absolute value manner.
5.5. Simulation Results 179
5.5.3 The m=n=2, p=4 Hill Coefficient Case Simulations
5.5.3.1 Transient And Phase Plane Analysis
The third and final case of the intracellular Ca2+ oscillations model is the one with the
highest-order of Hill coefficients equal to 4, leading inevitably to a stronger nonlinear
behaviour, where small current value deviations can significantly alter the targeted
dynamics. The selection of the biochemical parameter values can be found in [1, 97,
100, 107–110] and as before the electrical parameters have been selected in a way that
serves the successful circuit operation. Again, certain biochemical parameter values
carried large values, thus, a scaling factor of 0.25 has been introduced, as shown before.
Table 5.9 summarises the correspondence between the values of the parameters of both
models. This electrical equivalent circuit is the one with the least “strikingly similar”
simulation results in the set considered. The non-ideal exponential behaviour of certain
devices combined with the strong nonlinearity of the model leads to noticeable deviations
from the expected time traces and operating frequencies, when the circuit’s values are
not identical to the corresponding biological ones.
Table 5.9: Biological and electrical values for the Ca2+ oscillations model (m = n = 2, p = 4
case).
Biological Values Electrical Values
(Scaling Factor λ: 25%)
z0 = 1µM/s ←→ λ Iz0/τ = 0.25/τ nA/s
z1βBio = 7.3µM/s ←→ λ Iz1βElec/τ = 1.8/τ nA/s
0.3 < βBio < 0.8 ←→ 0.26 < βElec < 0.8
VM2 = 65µM/s ←→ λ IVM2/τ = 16.5/τ nA/s
VM3 = 500µM/s ←→ λ IVM3/τ = 125/τ nA/s
K2 = 1µM ←→ IK2 = 1nA
KR = 2µM ←→ IKR = 2nA
KA = 0.9µM ←→ IKA = 0.9nA
kf = 1s
−1 ←→ λ IKf /nCVT = 0.25/nCVT s−1
k = 10s−1 ←→ λ IK/nCVT = 2.5/nCVT s−1
The MATLAB R© and Cadence transient and phase plane results presented in Figure
5.22 - Figure 5.27 have been obtained in complete analogy with the simulation results
originally shown in the literature for the specific Hill coefficient case. As in the original
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papers, indicative values of the parameter β have been examined and both systems’
responses have been investigated. The transition of both systems from the region of
stable limit cycles to the region of stable fixed points is again expected, as β value is
increasing. The values β = βBio = βElec that have been selected to be presented in this
case are 0.3 and 0.5. For the last simulation, which shows the system’s response after
the Hopf bifurcation point, the β values that qualitatively present similar results are
0.81 and 0.75 for βBio and βElec, respectively. In this case, the electrical system seems
to cross the bifurcation point at a smaller value of β, compared to the ideal, biochemical
one. Taking into consideration the strong nonlinearity of the model and bearing in mind
that the deviation between the βElec and βBio for the last simulation case corresponds,
in practice, to a ∼ 100pA difference, the results produced by the simulated circuit are
more than acceptable. The electrical behaviour also complies with the behaviour of the
prototype system as presented explicitly in [1].
In this case, the “frequency versus input” comparison for both biochemical and sim-
ulated electrical circuit shown in Figure 5.28 exhibits deviations up to ∼ 40%. The
deviation is again calculated as: (FreqBio − FreqElec)/FreqBio in an absolute value
manner. The fact that the electrical system crosses the bifurcation point slightly ear-
lier than the ideal, biochemical one is one of the factors that lead to these deviations.
However, for the region well inside stable limit cycles, the frequency deviations are
minimum (∼ 17%), while the transient and phase plane analyses are similar for both
systems. The electrical system is following the biochemical one for the different β values
without great losses. At this point it needs to be stressed that slightly different circuit
topologies have been examined, which exhibits much better responses, much closer to
the ideal ones. However, the focal point of this Chapter was to demonstrate how a
circuit determined by the NBCF could “evolve” and cover three, totally different cases
of nonlinear dynamics, without resolving to excessive circuit “tuning/calibration”. The
different circuit topologies that have been examined and demonstrated better qualita-
tive results did not include the generic TL blocks that the current circuit topology for
this case is using. Therefore, some deviations from the ideal, MATLAB R© simulated
reponses were expected. Despite these inevitable deviations, the NBCF has managed
to transform three highly nonlinear coupled DEs in an adequate manner, where the
electrical analogous circuits exhibit very close behaviour/performance to the ideal ones.
5.5. Simulation Results 181
0.
2
0.
4
0.
6
0.
8
1
1.
2
1.
4
0
0.
51
1.
52
B
io
ch
em
ic
al
(S
ys
te
m
(D
yn
am
ic
s(
−(T
ra
ns
ie
nt
(A
na
ly
si
s
Intracellular(Ca
2+
Concentration((µM)
Ti
m
e(
(s
ec
)
C
a2
+
In
(IP
3
In
se
ns
iti
ve
(P
oo
l
C
a2
+
In
(C
yt
os
ol
(a
)
B
io
ch
em
ic
a
l
sy
st
em
’s
tr
a
n
si
en
t
re
sp
o
n
se
.
0
0.
5
1
1.
5
0
0.
51
1.
52
2.
53
El
ec
tri
ca
lvS
ys
te
m
vD
yn
am
ic
sv
−vT
ra
ns
ie
nt
vA
na
ly
si
s
IntracellularvCa
2+
Concentrationv(nA)
Ti
m
ev
(s
ec
)
C
a2
+
In
vIP
3
In
se
ns
iti
ve
vP
oo
l
C
a2
+
In
vC
yt
os
ol
(b
)
S
im
u
la
te
d
ci
rc
u
it
’s
tr
a
n
si
en
t
re
sp
o
n
se
.
B
io
ch
e
m
ic
a
l
M
o
d
e
l
β
B
io
=
0
.3
Z¯
=
1µ
M
+
β
B
io
7.
3µ
M
E
le
c
tr
ic
a
l
M
o
d
e
l
β
E
le
c
=
0
.3
I I
N
T
=
0
.2
5
n
A
+
β
E
le
c
1
.8
n
A
F
ig
u
re
5
.2
2
:
T
ra
n
si
en
t
a
n
al
y
si
s
re
su
lt
s
p
ro
d
u
ce
d
b
y
M
A
T
L
A
B
R ©
an
d
C
ad
en
ce
si
m
u
la
ti
on
s
fo
r
β
=
β
B
io
=
β
E
le
c
∼
0.
3.
S
ee
si
m
u
la
ti
o
n
p
ar
am
et
er
s
b
el
ow
ea
ch
F
ig
u
re
an
d
in
T
ab
le
5.
9.
T
h
e
ti
m
e
ax
is
of
th
e
b
io
lo
gi
ca
l
sy
st
em
h
as
b
ee
n
re
-s
ca
le
d
to
m
at
ch
th
e
el
ec
tr
ic
a
l
sy
st
em
’s
ti
m
e
sc
al
in
g.
5.5. Simulation Results 182
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0
0.
2
0.
4
0.
6
0.
81
1.
2
1.
4
1.
6
B
io
ch
em
ic
al
CS
ys
te
m
CD
yn
am
ic
sC
−CT
ra
ns
ie
nt
CA
na
ly
si
s
IntracellularCCa
2+
ConcentrationC(µM)
Ti
m
eC
(s
ec
)
C
a2
+
In
CIP
3
In
se
ns
iti
ve
CP
oo
l
C
a2
+
In
CC
yt
os
ol
(a
)
B
io
ch
em
ic
a
l
sy
st
em
’s
tr
a
n
si
en
t
re
sp
o
n
se
.
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9
0.
2
0.
4
0.
6
0.
81
1.
2
1.
4
1.
6
1.
8
E
le
ct
ric
al
+S
ys
te
m
+D
yn
am
ic
s+
−+T
ra
ns
ie
nt
+A
na
ly
si
s
Intracellular+Ca
2+
Concentration+(nA)
Ti
m
e+
(s
ec
)
C
a2
+
In
+IP
3
In
se
ns
iti
ve
+P
oo
l
C
a2
+
In
+C
yt
os
ol
(b
)
S
im
u
la
te
d
ci
rc
u
it
’s
tr
a
n
si
en
t
re
sp
o
n
se
.
B
io
ch
e
m
ic
a
l
M
o
d
e
l
β
B
io
=
0
.5
Z¯
=
1µ
M
+
β
B
io
7.
3µ
M
E
le
c
tr
ic
a
l
M
o
d
e
l
β
E
le
c
=
0
.5
I I
N
T
=
0
.2
5
n
A
+
β
E
le
c
1
.8
n
A
F
ig
u
re
5
.2
3
:
T
ra
n
si
en
t
a
n
al
y
si
s
re
su
lt
s
p
ro
d
u
ce
d
b
y
M
A
T
L
A
B
R ©
an
d
C
ad
en
ce
si
m
u
la
ti
on
s
fo
r
β
=
β
B
io
=
β
E
le
c
∼
0.
5.
S
ee
si
m
u
la
ti
o
n
p
ar
am
et
er
s
b
el
ow
ea
ch
F
ig
u
re
an
d
in
T
ab
le
5.
9.
T
h
e
ti
m
e
ax
is
of
th
e
b
io
lo
gi
ca
l
sy
st
em
h
as
b
ee
n
re
-s
ca
le
d
to
m
at
ch
th
e
el
ec
tr
ic
a
l
sy
st
em
’s
ti
m
e
sc
al
in
g.
5.5. Simulation Results 183
0.
2
0.
4
0.
6
0.
8
1
1.
2
1.
4
0
0.
2
0.
4
0.
6
0.
81
1.
2
B
io
ch
em
ic
al
µS
ys
te
m
µD
yn
am
ic
sµ
−µT
ra
ns
ie
nt
µA
na
ly
si
s
IntracellularµCa
2+
Concentrationµ(µM)
Ti
m
eµ
(s
ec
)
C
a2
+
In
µIP
3
In
se
ns
iti
ve
µP
oo
l
C
a2
+
In
µC
yt
os
ol
(a
)
B
io
ch
em
ic
a
l
sy
st
em
’s
tr
a
n
si
en
t
re
sp
o
n
se
.
0
0.
5
1
1.
5
0
0.
2
0.
4
0.
6
0.
81
1.
2
El
ec
tri
ca
l)S
ys
te
m
)D
yn
am
ic
s)
−)T
ra
ns
ie
nt
)A
na
ly
si
s
Intracellular)Ca
2+
Concentration)(nA)
Ti
m
e)
(s
ec
)C
a2
+
In
)IP
3
In
se
ns
iti
ve
)P
oo
l
C
a2
+
In
)C
yt
os
ol
(b
)
S
im
u
la
te
d
ci
rc
u
it
’s
tr
a
n
si
en
t
re
sp
o
n
se
.
B
io
ch
e
m
ic
a
l
M
o
d
e
l
β
B
io
=
0
.8
1
Z¯
=
1µ
M
+
β
B
io
7.
3µ
M
E
le
c
tr
ic
a
l
M
o
d
e
l
β
E
le
c
=
0
.7
5
I I
N
T
=
0
.2
5
n
A
+
β
E
le
c
1
.8
n
A
F
ig
u
re
5
.2
4
:
T
ra
n
si
en
t
an
a
ly
si
s
re
su
lt
s
p
ro
d
u
ce
d
b
y
M
A
T
L
A
B
R ©
an
d
C
ad
en
ce
si
m
u
la
ti
on
s
fo
r
β
B
io
=
0.
81
an
d
β
E
le
c
∼
0
.7
5
.
S
ee
si
m
u
la
ti
on
p
ar
am
et
er
s
b
el
ow
ea
ch
F
ig
u
re
an
d
in
T
ab
le
5.
9.
T
h
e
ti
m
e
ax
is
of
th
e
b
io
lo
gi
ca
l
sy
st
em
h
as
b
ee
n
re
-s
ca
le
d
to
m
a
tc
h
th
e
el
ec
tr
ic
al
sy
st
em
’s
ti
m
e
sc
al
in
g
.
5.5. Simulation Results 184
0.
2
0.
4
0.
6
0.
8
1
1.
2
0.
4
0.
6
0.
81
1.
2
1.
4
1.
6
1.
82
2.
2
B
io
ch
em
ic
al
MS
ys
te
m
MD
yn
am
ic
sM
−MP
ha
se
MP
la
ne
Ca
2+
InMIP
3
InsensitiveMPoolM(µM)
C
a2
+
In
MC
yt
os
ol
M(µ
M
)
C
a2
+
In
MIP
3
In
se
ns
iti
ve
MP
oo
lMV
s.
MC
a2
+
In
MC
yt
os
ol
(a
)
B
io
ch
em
ic
a
l
sy
st
em
’s
p
h
a
se
p
la
n
e.
0.
4
0.
6
0.
8
1
1.
2
1.
4
1.
6
0.
51
1.
52
2.
5
El
ec
tri
ca
l(S
ys
te
m
(D
yn
am
ic
s(
−(P
ha
se
(P
la
ne
Ca
2+
In(IP
3
Insensitive(Pool((nA)
C
a2
+
In
(C
yt
os
ol
((n
A)
C
a2
+
In
(IP
3
In
se
ns
iti
ve
(P
oo
l(V
s.
(C
a2
+
In
(C
yt
os
ol
(b
)
S
im
u
la
te
d
ci
rc
u
it
’s
p
h
a
se
p
la
n
e.
B
io
ch
e
m
ic
a
l
M
o
d
e
l
β
B
io
=
0
.3
Z¯
=
1µ
M
+
β
B
io
7.
3µ
M
E
le
c
tr
ic
a
l
M
o
d
e
l
β
E
le
c
=
0
.3
I I
N
T
=
0
.2
5
n
A
+
β
E
le
c
1
.8
n
A
F
ig
u
re
5
.2
5
:
C
om
p
ar
is
o
n
of
p
h
as
e
p
la
n
es
p
ro
d
u
ce
d
b
y
M
A
T
L
A
B
R ©
an
d
C
ad
en
ce
si
m
u
la
ti
o
n
s
fo
r
β
=
β
B
io
=
β
E
le
c
∼
0.
3.
S
ee
si
m
u
la
ti
o
n
p
ar
am
et
er
s
b
el
ow
ea
ch
F
ig
u
re
an
d
in
T
ab
le
5.
9.
5.5. Simulation Results 185
0.
4
0.
6
0.
8
1
1.
2
0.
6
0.
81
1.
2
1.
4
1.
6
1.
8
B
io
ch
em
ic
al
MS
ys
te
m
MD
yn
am
ic
sM
−MP
ha
se
MP
la
ne
Ca
2+
InMIP
3
InsensitiveMPoolM(µM)
C
a2
+
In
MC
yt
os
ol
M(µ
M
)
C
a2
+
In
MIP
3
In
se
ns
iti
ve
MP
oo
lMV
s.
MC
a2
+
In
MC
yt
os
ol
(a
)
B
io
ch
em
ic
a
l
sy
st
em
’s
p
h
a
se
p
la
n
e.
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9
1
1.
1
0.
51
1.
52
E
le
ct
ric
al
vS
ys
te
m
vD
yn
am
ic
sv
−vP
ha
se
vP
la
ne
Ca
2+
InvIP
3
InsensitivevPoolv(nA)
C
a2
+
In
vC
yt
os
ol
v(n
A
)
C
a2
+
In
vIP
3
In
se
ns
iti
ve
vP
oo
lvV
s.
vC
a2
+
In
vC
yt
os
ol
(b
)
S
im
u
la
te
d
ci
rc
u
it
’s
p
h
a
se
p
la
n
e.
B
io
ch
e
m
ic
a
l
M
o
d
e
l
β
B
io
=
0
.5
Z¯
=
1µ
M
+
β
B
io
7.
3µ
M
E
le
c
tr
ic
a
l
M
o
d
e
l
β
E
le
c
=
0
.5
I I
N
T
=
0
.2
5
n
A
+
β
E
le
c
1
.8
n
A
F
ig
u
re
5
.2
6
:
C
om
p
ar
is
o
n
of
p
h
as
e
p
la
n
es
p
ro
d
u
ce
d
b
y
M
A
T
L
A
B
R ©
an
d
C
ad
en
ce
si
m
u
la
ti
o
n
s
fo
r
β
=
β
B
io
=
β
E
le
c
∼
0.
5.
S
ee
si
m
u
la
ti
o
n
p
ar
am
et
er
s
b
el
ow
ea
ch
F
ig
u
re
an
d
in
T
ab
le
5.
9.
5.5. Simulation Results 186
0.
62
0.
64
0.
66
0.
68
0.
7
0.
72
0.
74
0.
76
0.
780.
8
0.
82
0.
84
0.
86
0.
880.
9
0.
92
0.
94
B
io
ch
em
ic
al
µS
ys
te
m
µD
yn
am
ic
sµ
−µP
ha
se
µP
la
ne
Ca
2+
InµIP
3
InsensitiveµPoolµ(µM)
C
a2
+
In
µC
yt
os
ol
µ(µ
M
)
C
a2
+
In
µIP
3
In
se
ns
iti
ve
µP
oo
lµV
s.
µC
a2
+
In
µC
yt
os
ol
(a
)
B
io
ch
em
ic
a
l
sy
st
em
’s
p
h
a
se
p
la
n
e.
0.
5
0.
55
0.
6
0.
65
0.
7
0.
75
0.
8
0.
8
0.
850.
9
0.
951
1.
051.
1
1.
151.
2
1.
25
E
le
ct
ric
al
oS
ys
te
m
oD
yn
am
ic
so
−oP
ha
se
oP
la
ne
Ca
2+
InoIP
3
InsensitiveoPoolo(nA)
C
a2
+
In
oC
yt
os
ol
o(n
A
)
C
a2
+
In
oIP
3
In
se
ns
iti
ve
oP
oo
loV
s.
oC
a2
+
In
oC
yt
os
ol
(b
)
S
im
u
la
te
d
ci
rc
u
it
’s
p
h
a
se
p
la
n
e.
B
io
ch
e
m
ic
a
l
M
o
d
e
l
β
B
io
=
0
.8
1
Z¯
=
1µ
M
+
β
B
io
7.
3µ
M
E
le
c
tr
ic
a
l
M
o
d
e
l
β
E
le
c
=
0
.7
5
I I
N
T
=
0
.2
5
n
A
+
β
E
le
c
1
.8
n
A
F
ig
u
re
5
.2
7
:
C
om
p
a
ri
so
n
of
p
h
as
e
p
la
n
es
p
ro
d
u
ce
d
b
y
M
A
T
L
A
B
R ©
an
d
C
ad
en
ce
si
m
u
la
ti
on
s
fo
r
β
B
io
=
0.
81
an
d
β
E
le
c
∼
0
.7
5
.
S
ee
si
m
u
la
ti
on
p
ar
am
et
er
s
b
el
ow
ea
ch
F
ig
u
re
an
d
in
T
ab
le
5.
9.
5.5. Simulation Results 187
0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.6510
15
20
25
30
35
40
45
50
55
60
FrequencypOfpIntracellularpCalciumpOscillationspVspThepInput
Fr
eq
ue
nc
yp
O
fpO
sc
ill
at
io
ns
pMH
zd
βBio &pβElec
ElectricalpModel
BiochemicalpModel
(a)
0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.6515
20
25
30
35
40
45
FrequencypOfpIntracellularpCalciumpOscillationspVspThepInput
D
ev
ia
tio
np
B
et
w
ee
np
M
od
el
sp
%M
)
βBio dpβElec
Biochemicalp−pElectricalpModelpDeviations
(b)
Figure 5.28: Dependence of frequency of intracellular Ca2+ oscillations on the input for both
biochemical and simulated electrical circuit for the Hill coefficient case m = n = 2, p = 4. In
(a) the increase of the intracellular Ca2+ oscillations frequency is observed for both systems,
while in (b) the deviation between the two frequencies is shown as a percentage, which has been
calculated as (FreqBio − FreqElec)/FreqBio in an absolute value manner.
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In an attempt to clarify further the relatively large deviations (compared to the previous,
similar results shown in Figure 5.14 and Figure 5.21) between the original biochemical
model and the electrical analogous circuit shown in Figure 5.28, two additional graphs
have been produced for the “frequency versus input” dependence in the m = n =
2, p = 4 model case, shown in Figure 5.29 and Figure 5.30. As already mentioned in
the previous paragraphs, the current values of the proposed circuit for the m = n =
2, p = 4 case exhibit a scaled relation with respect to the original biochemical values.
The interested reader can verify by carefully observing Table 5.9 that a scaling factor
λ = 0.25 has been introduced to specific biological parameters. The scaled relation
between the values of the two systems is precise, i.e. no circuit values “tuning” has
been attempted.
In highly sensitive nonlinear circuits, as the one implementing the specific intracellular
Ca2+ model case (m = n = 2, p = 4), it is highly unlikely not to observe deviations
from the ideal circuit behaviour, due to the non-ideal exponential behaviour of certain
MOSTs of the circuit. “Calibrating” certain current values of the circuit in order to
balance the circuit’s non-ideal responses in a common practice in IC design. Although
it has been selected not to “calibrate” all the proposed CytoMimetic circuits, in order to
exhibit their compelling non-calibrated performances, Figure 5.29 has been introduced
to convince the demanding reader about the “relativity” of the large deviations shown
in Figure 5.28. By “tuning” only the value of the current IK - a parameter that does not
participate in the time scaling factor of the original system - from 2.5nA to 2.35nA (see
Table 5.9 ), the “frequency versus input” response of Figure 5.29 has been produced,
without changing the dynamics of the original transient and phase plane responses
shown in Figure 5.22 - Figure 5.27. The reader can verify that the maximum deviation
in this case has now dropped by 10%, while the minimum one has dropped by almost
20%. Other current “tuning” attempts that have been tried and led to similar deviation
ranges are, e.g. changing the value of the currents IQj , j = 1, 2 (see Table 5.6) from
0.95nA to ∼ 0.96nA. Finally, Figure 5.30 has been placed, in order to shown the
dependence of the biochemical frequency of operation on the values of the scaling factor
and more specifically on the values of the MOST slope parameter n. It is reminded
that the biochemical DEs have been multiplied by the total scaling factor λ/τ , with
τ = nCVT /IQ. All parameters of τ can be defined, except from the MOST slope
factor n. For all calculation in this thesis, n has been assumed to be equal to ∼ 1.3,
a reasonable value for a WI MOST [27, 29, 30]. However, the difficulty in determining
a precise value for n might lead to slightly “wrong” scaling factors for the biochemical
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systems. Figure 5.30 shows collective deviation results between the biochemical and the
electrical models (original and tuned one), for different, plausible values of n.
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Figure 5.29: Dependence of frequency of intracellular Ca2+ oscillations on the input for both
biochemical and tuned electrical circuit for the Hill coefficient case m = n = 2, p = 4. With
respect to Figure 5.28, the maximum deviation has dropped by 10%, while the minimum one
has dropped by almost 20%.
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Figure 5.30: Dependence of frequency of intracellular Ca2+ oscillations on the input for the
biochemical, original electrical and tuned electrical circuit for the Hill coefficient case m = n =
2, p = 4 for different MOST slope factor values.
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5.5.4 Robustness Analysis Results
As it has been repeatedly mentioned, the aim of CytoMimetic circuits is to emulate non-
linear biochemical dynamics, thus, their robustness is of great importance. The robust-
ness of the proposed circuits has been assessed again by means of Monte Carlo statistical
analysis. The output signals of the proposed circuits are the drain currents IOUTj of
each BC. Variations due to process and mismatch affect cumulatively such output cur-
rents. The MC analysis results presented in Figure 5.31 - Figure 5.33, demonstrate the
number of successful oscillations for each output current versus the frequency of each
oscillation, accompanied by their mean value and their standard deviation. Regarding
the intracellular Ca2+ oscillations circuits, the βElec values that have been selected for
the MC analysis of each model are the central ones (see previous electrical parameter
Tables). Since MC simulations generate a pool of data “around” a circuit’s given op-
erating point, it is vital to ensure that the simulated circuits’ variations will be within
the circuit’s region of oscillation.
Starting from the m = n = p = 1 case of the intracellular Ca2+ electrical equivalent
models, the MC analysis was performed for the values of Table 5.6 and Table 5.7, with
βElec set equal to 0.55. The measured frequency for this value of βElec during transient
analysis is 19.7Hz. The mean MC frequency is ≈ 25Hz with standard deviation around
3.5Hz. The adequate robustness of the specific circuit is accompanied by static power
consumption close to 12.5µW and approximate chip area of 0.5mm2.
In the m = n = p = 2 case the MC analysis was performed for the values of Table
5.6 and Table 5.8 but with C1 = C2 = 250pF and aspect ratio for PMOS and NMOS
devices set at 60/8 and 10/2, respectively. The βElec parameter was set at 0.7 and the
frequency of oscillation for this value is ≈ 5.3Hz. The mean value of the MC oscillations
is 5.5Hz with standard deviation that approximates 2Hz. Again, the total chip size
could be reduced by decreasing the total circuit capacitance which leads to slightly less
similar dynamics. The total power consumption of this circuit is close to 6.5µW , while
the approximate chip area is 0.5mm2.
The most “sensitive” version of the intracellular Ca2+ circuits, the m = n = 2, p = 4
case has been tested for the values presented in Table 5.6 and Table 5.9 but with C1 =
C2 = 150pF and the aspect ratio set at 17/8 and 8/1 for the PMOS and NMOS devices,
respectively. The βElec parameter was set at 0.4 leading to a sustained oscillation of
frequency 19.8Hz. The mean MC frequency is 19.5Hz with standard deviation close
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Figure 5.31: Monte Carlo analysis for the m = n = p = 1 intracellular Ca2+ Log-domain cir-
cuit. 600 iterations have been performed and the percentage of iterations corresponding to
successful oscillations was above 70% (reproduced from [91]).
to 7.2Hz. The total percentage of successful oscillations is higher than 90%. The chip
area approximates 0.65mm2, while the power consumed is close to 1.5µW .
The various capacitance-aspect ratio combinations that have been adopted during MC
analysis aim at highlighting the robustness of the proposed circuits, which is hardly
affected by these factors. MC analysis results have been also obtained for the original
values of the aforementioned Tables, exhibiting results, very close to the presented ones
but slightly smaller. Thus, for the sake of presentation and only, the aforementioned
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Figure 5.32: Monte Carlo analysis for the m = n = p = 2 intracellular Ca2+ Log-domain cir-
cuit. From the 600 total iterations, more than 55% led to successful oscillations (reproduced
from [91]).
capacitance-aspect ratio combinations have been selected.
It is important to stress that although the proposed circuits have been tested for their
robustness by means of the highly pessimistic MC analysis, the results obtained are
adequately satisfactory. For very large VLSI cell networks the variability shown in the
MC simulations is a feature that characterises CytoMimetic circuits, which implements
the non-identical behaviour of multiple, real cellular responses [117, 118]. Real cells
have variations and the variations shown in the MC results of the proposed circuits
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Figure 5.33: Monte Carlo Analysis for the m = n = 2, p = 4 intracellular Ca2+ Log-
domain circuit. 600 iterations have been performed, leading to a percentage greater than 90%
regarding successful oscillation runs (reproduced from [91]).
could likely mimic those, introducing biologically realistic randomness to the circuit’s
actual emulation process. This feature provides the variability factor of real cellular
networks that can be exploited, when large VLSI networks of CytoMimetic topologies
are studied.
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5.5.5 Three Dimensional Behaviour Of Biochemical And Electrical
Models
The aim of the three-dimensional representation of the biochemical and electrical models
is to provide an “eagle-eye” view of the various models’ behaviours, in order the reader to
be able to understand in a more interactive way, the previous two-dimensional transient
and phase plane results. With the aid of the three-dimensional graphs, the reader can
spot the bifurcation point more easily and thus, compare and contrast the dynamical
responses of the biochemical and electrical models easier.
5.5.5.1 The m=n=p=1 Hill Coefficient Case
For the first model case examined in this Chapter, the m = n = p = 1 Hill coefficient
one, the ideal biochemical and ideal electrical dynamics are shown in Figure 5.34 and
Figure 5.35, respectively. The three-dimensional behaviours of cytosolic Ca2+ and IP3
insensitive pool Ca2+ can be viewed for both cases, exhibiting very good agreement with
each other. Again, a time-scaling factor has been provided to the ideal biochemical
model, similar to the one introduced in the transient analysis above, for the sake of
easier comparison between the dynamics. Moreover, due to the value of the current
IQj , which has been set to 0.8nA in this case, a minor increase in the amplitude of
the ideal electrical responses has been introduced, as expected from the ideal electrical
equations in Table 5.2.
In Figure 5.36 and Figure 5.37, actual Cadence simulated circuit’s responses are in-
cluded. The three-dimensional transient and phase plane results shown in Figure 5.36
and Figure 5.37, respectively, verify the previous two-dimensional behaviour of the spe-
cific model. The interested reader can notice the increase of the frequency of oscillations
as the parameter βElec is increasing, in compliance with the ideal electrical and bio-
chemical models. The sudden transition of the simulated electrical system from stable
limit cycles to stable fixed points can be spotted again, when βElec is close to 1.3. The
“quarter-circle pattern” of the cytosolic and the IP3 insensitive pool Ca
2+ spikes present
in Figure 5.34 and Figure 5.35 can be once again spotted in the three-dimensional Ca-
dence simulations.
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Figure 5.34: Three dimensional behaviour of biochemical model shown in (5.1) with Hill
coefficients m = n = p = 1, while parameter βBio is increasing.
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Figure 5.35: Three dimensional behaviour of ideal electrical model shown in (5.11) and (5.12)
with Hill coefficients m = n = p = 1, while parameter βElec is increasing.
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Figure 5.36: Three dimensional behaviour of actual Cadence simulations for the Hill coefficient
case m = n = p = 1, while parameter βElec is increasing. The graphs demonstrate the first
400 msec of the circuit’s behaviour.
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Figure 5.37: Three dimensional phase plane analysis of actual Cadence simulations for the
Hill coefficient case = n = p = 1, while parameter βElec is increasing. The graph illustrates how
limit cycles appear and disappear, according to the value of the parameter βElec.
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5.5.5.2 The m=n=p=2 Hill Coefficient Case
For the second case of Hill coefficients, m = n = p = 2, a similar approach has been
adopted as the one already presented for the m = n = p = 1 case. Ideal biochemical
and ideal electrical dynamics are shown in Figure 5.38 and Figure 5.39, respectively,
illustrating the three-dimensional behaviours of cytosolic Ca2+ and IP3 insensitive pool
Ca2+, which again exhibit very good agreement with each other. Once again, a time-
scaling factor has been applied to the ideal biochemical model equations, similar to
the one introduced to the transient analysis before, for the sake of easier comparison
between the dynamics. Moreover, due to the value of the current IQj , which has been
set to 0.95nA in this case, almost identical in amplitude ideal electrical responses are
expected, in perfect analogy with the ideal electrical equations in Table 5.3.
In Figure 5.40 and Figure 5.41, actual Cadence simulated circuit’s responses are demon-
strated. The three-dimensional transient and phase plane results shown in Figure 5.40
and Figure 5.41, respectively, verify the previous two-dimensional dynamic responses of
the model for the specific Hill coefficient values. The interested reader can notice an
increase in the frequency of oscillations as the parameter βElec is increasing, in compli-
ance with the ideal electrical and biochemical models. The noticeably lower frequency
of operation of this model is visible in every category of three-dimensional simulations,
i.e. ideal biochemical, ideal electrical and Cadence simulations. Once again, the sudden
transition of the simulated electrical system from stable limit cycles to stable fixed points
can be spotted, when βElec is close to 1.5. The “quarter-circle pattern” of the cytoso-
lic and the IP3 insensitive pool Ca
2+ spikes present in the previous three-dimensional
Figures can be also spotted in the following three-dimensional ideal biochemical, ideal
electrical and Cadence simulations with this Hill coefficients combination.
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Figure 5.38: Three dimensional behaviour of biochemical model shown in (5.1) with Hill
coefficients m = n = p = 2, while parameter βBio is increasing.
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Figure 5.39: Three dimensional behaviour of ideal electrical model shown in (5.16) and (5.17)
with Hill coefficients m = n = p = 2, while parameter βElec is increasing.
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Figure 5.40: Three dimensional behaviour of actual Cadence simulations for the Hill coefficient
case m = n = p = 2, while parameter βElec is increasing. The graphs demonstrate the first
1.1 sec of the oscillatory behaviour.
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Figure 5.41: Three dimensional phase plane analysis of actual Cadence simulations for the
Hill coefficient case m = n = p = 2, while parameter βElec is increasing. The graph illustrates
how limit cycles appear and disappear, according to the value of the parameter βElec.
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5.5.5.3 The m=n=2, p=4 Hill Coefficient Case
For the last case of Hill coefficients m = n = 2, p = 4 for this model, the exact
same approach has been adopted as in all previous cases. Ideal biochemical and ideal
electrical dynamics are shown in Figure 5.42 and Figure 5.43, respectively, illustrating
the three-dimensional behaviours of cytosolic Ca2+ and IP3 insensitive pool Ca
2+,
which again exhibit very good agreement with each other. A time-scaling factor has been
introduced to the ideal biochemical model once again, the same one been introduced
in the transient analysis of this category, for the sake of easier comparison between the
produced dynamics. Moreover, due to the value of the current IQj , which has been
set to 0.95nA in this case, almost identical in amplitude ideal electrical responses are
expected, in perfect analogy with the ideal electrical equations in Table 5.4.
In Figure 5.44 and Figure 5.45, actual Cadence simulated circuit’s responses are demon-
strated again. The three-dimensional transient and phase plane results shown in Figure
5.44 and Figure 5.45, respectively, prove that the previous two-dimensional behaviour
of the specific model are valid. The interested reader can notice one more time an in-
crease in the frequency of oscillations as the parameter βElec is increasing, in compliance
with the theory and the ideal electrical and biochemical models. The noticeably higher
frequency of operation of this model is visible in every category of three-dimensional
simulations, i.e. ideal biochemical, ideal electrical and Cadence simulations.
This circuit case present a smoother transition from the region of stable limit cycles
to the region of stable fixed points. However, as it has been mentioned earlier, the
electrical equivalent circuit crosses Hopf bifurcation point slightly earlier than the ideal
biochemical model. This is verified by the three-dimensional transient analysis of Ca-
dence simulations shown in Figure 5.44 and Figure 5.45. The critical value can be
located ∼ βElec = 0.7. However, the “quarter-circle pattern” of the cytosolic and the
IP3 insensitive pool Ca
2+ spikes present in all the previous three-dimensional Figures
can be spotted in the three-dimensional Cadence simulations one more time.
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Figure 5.42: Three dimensional behaviour of biochemical model shown in (5.1) with Hill
coefficients m = n = 2, p = 4, while parameter βBio is increasing.
5.5. Simulation Results 207
Time (sec)
C
ytosolic C
a
2+(nA
)
βElec
Time (sec)
βElec
(nA
)
IP
3 Ins. Pool C
a
2+
Figure 5.43: Three dimensional behaviour of ideal electrical model shown in (5.21) and (5.22)
with Hill coefficients m = n = 2, p = 4, while parameter βElec is increasing.
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Figure 5.44: Three dimensional behaviour of actual Cadence simulations for the Hill coefficient
case m = n = 2, p = 4, while parameter βElec is increasing. The graphs demonstrate the first
400 msec of the oscillatory behaviour.
5.6. Conclusions 209
βElecCytosolic Ca 2+(nA)
(n
A
)
IP
3
In
s. 
Po
ol
 C
a2
+
Figure 5.45: Three dimensional phase plane analysis of actual Cadence simulations for the Hill
coefficient case m = n = 2, p = 4, while parameter βElec is increasing. The graph illustrates
how limit cycles appear and disappear, according to the value of the parameter βElec.
5.6 Conclusions
In this Chapter, another interesting example of systematic circuit synthesis method al-
lowing for the direct mapping of nonlinear biological ODE models onto electrical circuits
consisting only of transistors and capacitors and thus realisable by means of monolithic
microchips has been elaborated with the use of the NBCF. This type of CytoMimetic cir-
cuits presented in this Chapter are capable of emulating intracellular signalling models
and more specifically, the intracellular Ca2+ oscillations model proposed by Goldbeter
and his collaborators [1]. This highly realistic and efficient biochemical model has been
transformed into three different CytoMimetic topologies, each one implementing the bio-
chemical model for different values of Hill coefficients. The original model starts with
low Hill coefficient values (all equal to 1) and reaches values up to level of 4. The pro-
posed CytoMimetic circuits were able to emulate the analogous biochemical dynamics
accurately and faithfully. Even for the highly nonlinear case, where one Hill coefficient
was equal to 4, the specific CytoMimetic topology exhibits adequate agreement with the
ideal MATLAB R© simulated dynamics. If one considers that through MATLAB R©, the
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ideal, deterministic dynamics are implemented, it is quite interesting to observe that
the proposed CytoMimetic topologies produced nonlinear dynamics that resemble the
ideal ones in such a faithful manner, despite the various nonidealities that MOSTs carry.
Moreover, the systematic method proposed for the design of each CytoMimetic circuit
needs to be underlined one more time. Despite of the minor differences between the
architecture of each circuit topology for this model case, the core TL blocks are the
same. Based on this argument, the idea of a CytoMimetic processor is one more time
highlighted.
CytoMimetic circuits for cellular dynamics computation, similar to the ones shown in
this Chapter, have a plethora of possible or envisioned future applications. Firstly, such
circuits open up the possibility of efficiently simulating the dynamical responses of large
networks of cells or even of accurately mimicking the behaviour of small tissues or or-
gans. Indeed, based on such technology, the molecular dynamics of large numbers of
interconnected biological systems can be efficiently simulated in real-time in silico by a
microchip with minute power demands and relatively small size. Secondly, when cou-
pled to arrays of biosensors and bioactuators, CytoMimetic circuits can form the basis
of fast and relatively cheap, reusable high-throughput drug testing platforms or, alter-
natively, be employed for the robust and optimal control of biological systems (either
natural systems or synthetic biology engineered systems). Both of the aforementioned
applications have been investigated by few researchers based on microchips designed us-
ing approaches that, contrary to NBCF, do not rely on explicitly defined relationships
between the electrical and biological variables. Therefore, it is anticipated that VLSI
analog CytoMimetic chips, in principle, have the potential to provide a more efficient
and rigorous solution to the applications outlined above [91]. All of the aforementioned
represent only a minor part of the potential applications that ultra low-power BioElec-
tronics can have an impact on. It is highly likely that future developments exploiting
the methods presented here will shed even more light on the range of applications
that such circuits can enable, revealing a promising path for further fruitful research
in cybernetic electronics [91]. Further information regarding potential applications of
CytoMimetic circuits will be provided in the last Chapter of this thesis, Chapter 10.
Chapter 6
CMOS Log-Domain Genetic
Regulatory Circuits
6.1 Introduction
This Chapter deals with the last category of biological models, which have been em-
ulated via CytoMimetic topologies for the purposes of this thesis, the class of genetic
regulatory systems. In contrast to the biochemical models that have already been pre-
sented in the previous Chapters (Chapter 4 and Chapter 5), which entirely focus on
models that implement specific cellular dynamics, this Chapter introduces three differ-
ent CytoMimetic circuits, each one emulating key molecular dynamics, based on reliable
models that stem from genetic regulation mechanisms. More specifically, the models
that have been transformed into electrical circuits via the NBCF describe the periodic
behaviours of genetic regulatory systems and the dynamics of genetic oscillators. The
proposed CytoMimetic topologies in this case were able to emulate the time-dependent
behaviour of protein concentrations and in particular concentrations of key biochemical
reaction elements, such as activators and repressor elements. The positive nature of
the aforementioned concentrations allowed for one more time their direct mapping onto
positive transistor currents. The time behaviour of the proposed circuits are based on
a time-scaled approach, due to the small capacitor and current values of the electrical
system.
The material in this Chapter has already been published in the Public Library of Science One
(PLoS ONE) [91]. Many sections have been referenced appropriately to avoid self-plagiarism.
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Once again, all the electronic circuits have been simulated by means of Spectre R© -
BSIM3V3 model - simulations obtained from the Cadence Design Framework (CDF)
using the process parameters of the commercially available AMS 0.35µm - MM/2P4M
c35b4 CMOS technology. The area and power consumption of the aforementioned cir-
cuits remain small and range between 0.13 − 0.35mm2 and 1.2 − 3.7µW , respectively.
Compelling transient and phase plane analysis results are presented, highlighting the
faithful representation of the aforementioned biochemical models by a small number of
MOSTs and linear capacitors, properly interconnected to each other, according to the
NBCF. Finally, in order to highlight the robustness of the implemented circuit topolo-
gies, fabrication-related variability results and three-dimensional graphs are provided.
In this Chapter, a three-dimensional, coupled, nonlinear, biochemical ODE is presented
for the first time that later has been converted into an electrical circuit. Until now, only
two-dimensional models have been demonstrated, in order to prove the flexibility and
usefulness of the NBCF. However, in this Chapter, the first three-dimensional model
will be illustrated accompanied by its electrical counterpart. Through this example, it
should become clear that the original statement presented in Chapter 3, regarding the
infinite - in principle - number of ODEs that can be solved simultaneously by the NBCF
starts to become valid. Although it is difficult to find multi-dimensional biochemical
models to describe a specific biological function, the essence of the usefulness of the
NBCF is that it is not limited by the number of coupled ODEs that is called to solve.
Many biochemical models that are represented by multi-dimensional DEs are usually
simplified and in the end are described by the standard two-dimensional coupled DEs.
Indicative multi-dimensional biochemical model examples that have been simplified and
finally are described by two-dimensional coupled ODEs can be found in abundance in [1].
However, in molecular level, multi-dimensional models are not rare. Example modeling
techniques of multi-dimensional genetic regulatory systems can be found in [119] and in
[120].
It is genuinely hoped that by the end of this Chapter, the reader will realise that Cyto-
Mimetic circuits have tried to provide accurate and efficient emulation of cellular and
molecular dynamics, all stemming from the use of a single mathematical formalism for
subthreshold MOST Log-domain circuits. By proving that various model dynamics that
belong to these two categories (cellular and molecular dynamics) can be simulated by
monolithic electronic components, it becomes obvious that the NBCF is established as
a versatile formalism for the emulation of complicated, higher-level biological structures
that fall within the aforementioned biochemical categories.
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6.2 Modeling Genetic Regulatory Systems
Genome sequencing and gene recognition techniques have made an impressive progress
during the last few years. Although there is still much to learn about the complete
genome sequence or the precise way a multicellular organism is functioning, the re-
cently developed large-scale analysis tools provided encouraging results regarding the
functional organisation of cells [119]. The information data that have been extracted
from the aforementioned techniques are expected to play an important role in the under-
standing of the higher-order structures of various organisms. Therefore, critical effort
has been made, in order to build appropriate computational tools that can exploit the
information provided by the extracted data and lead to functional organism conclusions
[119].
Various gene-protein systems or genetic oscillator models, in general, have been heavily
investigated in the literature. Each one is exhibiting a different regulation mechanism
that has been verified experimentally and provides analogous dynamical responses of
protein concentrations. Although the resemblance between the various models is some-
times obvious, the fact that different dynamics can be produced lies in the feedback
mechanisms that are exploited by each mathematical model. These gene expression
multistability mathematical models are in principle dynamical systems that can be
mathematically investigated as the dynamical systems already shown in previous Chap-
ters. However, a major difference between the models of the previous Chapters and the
models in this Chapter is the different time scales that characterise the gene regulatory
processes [121]. For example, processes such as phosphorylation, dimerisation or even
binding reactions are much faster than the transcription or translation processes. More-
over, in gene-protein networks, the time scale for each gene expression varies according
to the length of the gene. Therefore, the models describe these genetic regulators usu-
ally consist of appropriate parameters that modify their time properties. Such a model
category consists a challenging field of ODEs for CytoMimetic topologies, which are in-
evitably limited by the electrical constraints of WI operation. The following biochemical
model are attached to the aforementioned general properties of molecular biochemical
models.
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6.2.1 Models Of Periodic Oscillations For Genetic Regulatory Systems
In the 2002 paper of Chen and Aihara [121], a gene-protein regulatory system was pro-
posed and modeled by a nonlinear system of coupled differential equations. It is a gene
system with an autoregulatory feedback loop, which can generate periodic oscillations
for a specific number of parametric values. The biomedical application of the proposed
multiple time scale model is that it can act as a genetic oscillator or even as a switch
in gene-protein networks, due to the robustness of the dynamics produced for different
parameter perturbations [121]. This elegant nonlinear system can be also used for the
qualitative analysis of periodic oscillations, such as circadian rhythms, which appear in
most living organisms with day-night cycles. Similar network models have been pro-
posed in [122] and [123], all of them aiming to contribute to the establishment of new
biotechnological design methods [121]. Chen and Aihara’s model is primarily described
by the following two-dimensional set of coupled nonlinear differential equations:
p˙(t) = −kp p(t) +
k1
q(t) + k2
(6.1)
q˙(t) = −kq q(t) +
q2(t) p(t)
q2(t) + k4
+ k3
where p(t) and q(t) express time-dependent protein concentrations, kp and kq/ are
degradation rates, k1 is the transcription and translation rate for gene P, k2 is the
Michaelis-Menten constant and k3 and k4 are lumped parameters, describing the bind-
ing, multimerisation of protein and phosphorylation effects [121]. The quantity  is a
real, positive number controlling time scaling. A schematic representation of the above
model is provided in Figure 6.1. As it can be seen from the Figure, Gene Q is responsible
for the production of protein q(t), which enchances transcription of itself, while at the
same time represses that of Gene P . Similarly, Gene P is responsible for the production
of protein p(t), which acts as an activator of Gene Q [91, 121].
The dynamics of the above model are robust in terms of stability and period. Although
various models have been proposed, as mentioned earlier, by using circuit and system
theoretical models, such as Boolean networks, Bayesian network, Petri nets or Weight
matrices, a nonlinear approach to gene-protein network seems to be equivalently useful.
Thanks to the existing, powerful nonlinear dynamics theoretical tools, an in-depth anal-
ysis of the “underlying” mechanism of each model could be provided. Moreover, it can
be expected that the representation of similar mechanisms through nonlinear systems,
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Figure 6.1: A two-gene model of genetic regulatory system with an autoregulatory feedback
loop (reproduced from [121]).
might lead to new technological developments, since the biochemical models can be seen
from an engineering point of view [121].
In addition, in the same paper, a three-dimensional biologically plausible model has been
presented, in order to verify the authors’ initial assumptions. In this model, proteins
p1 and p3 form a heterodimer
1 , which inhibits expression of gene− 2, while protein p2
forms another heterodimer for the activation of gene− 3 and simultaneous inhibition of
gene− 1 (see Figure 6.2). The aforementioned process is described by the following set
of three nonlinear coupled differential equations:
p˙1(t) =
k1
1 + a1 p22(t)
− d1 p1(t) + b1
p˙2(t) =
k2
1 + a2 p1(t) p3(t)
− d2 p2(t) + b2 (6.2)
p˙3(t) =
k3 p
2
2(t)
1 + a3 p22(t)
− d3 p3(t) + b3
This model is based on the assumption that the production of proteins p1 and p2 takes
place much faster than the production of p3. The remaining quantities of the three-
1“In biochemistry, a dimer is a macromolecular complex formed by two, usually non-covalently
bound, macromolecules like proteins or nucleic acids. It is a quaternary structure of a protein. A homo-
dimer would be formed by two identical molecules (a process called homodimerization). A hetero-dimer
would be formed by two different macromolecules (called heterodimerization)” (extracted from [124]).
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dimensional model are appropriate biological kinetic parameters. The quantities in
(6.1) and (6.2) have no precise units, due to lack of experimental data [121].
Gene - 1 Gene - 2 Gene - 3
1p
2p
3p
Figure 6.2: A three dimensional model of genetic regulation. Proteins p1 and p2 form a
heterodimer to inhibit gene− 2, while protein p3 forms a heterodimer to activate gene− 3 and
inhibit gene− 1 (reproduced from [121]).
6.2.2 Models Of Two-Component Genetic Oscillators
The involvement of genetic oscillators in the regulation of the cell cycle, circadian
rhythms or the response of a variety of signaling pathways has been shown repeat-
edly in literature, based on the interaction between small set of molecular components
[125]. It has been argued that by studying simple genetic architectures, where the afore-
mentioned oscillatory behaviours are present, a better understanding of more complex
molecular networks can be achieved. The adequate understanding of these networks
could eventually lead to the construction of artificial networks, as the ones recently
presented for a bacterial oscillator [123].
Influenced by the above arguments, Guantes and Poyatos in [125] proposed another
minimal logic architecture, considering a relaxation-based oscillator combining a re-
pressor and an activator unit, interacting with each other (see Figure 6.3a and Figure
6.3b). In order their architecture to exhibit sustained oscillations, an autocatalytic step
was required. Therefore, they proposed the activator to act on the repressor unit and
on itself. Their implementations lies on the recent, experimental data that have been
presented, illustrating the existence of the specific motif in embryonic cell-cycle oscilla-
tors and circadian clocks [125]. Two different designs have been proposed based on the
aforementioned motif. In Design I (see Figure 6.3c), the repressor inhibits transcription
of the activator in a sigmoidal way, while in Design II (see Figure 6.3d), the repressor
anatagonises activator action [125]. Both designs relied upon previous theoretical and
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experimental studies. The coupled DEs that describe the above architectures are shown
below:
Design I :
x˙(t) = ∆
(
ξx
1 + ρx2
1 + x2 + σy2
− x
)
(6.3)
y˙(t) = ∆ξy
1 + ρx2
1 + x2
− y
Design II :
x˙(t) = ∆
(
ξx
1 + ρx2
1 + x2
− x− σxy
)
(6.4)
y˙(t) = ∆ξy
1 + ρx2
1 + x2
− y
In (6.3) and (6.4), x and y denote concentrations of the activator and the repressor,
respectively, ∆ is the ratio of degradation between the activator and the repressor,
σ defines the repressor’s strength, ρ is the protein production increase, due to the
activator-promoter binding and ξx (ξy ≡ ξx) is the effective basal rate of the activator
and the repressor, respectively, with  denoting the ratio between them [125]. Based
on the above mathematical description, two conditions on the parameters need to be
achieved, in order the system to exhibit sustained oscillations. Firstly, the degradation of
the activator needs to be stronger than the one of the repressor, i.e. ∆ 1 and secondly,
the translation rate of the activator should be much stronger than the translation rate
of the repressor, i.e.  1→ ξy  ξx [125].
In Design I, after the saddle-node bifurcation, the limit cycle period changes appreciably
with the values of ∆, while in Design II, oscillations appear but with finite frequency,
which tends to be a less variable characteristic of the system [125]. Based on the infor-
mation provided in [125], the exact values, where oscillations take place can be found
and reproduced. In this thesis, only Design I has been implemented as an indicative
electrical circuit, based on the NBCF. Although both system’s are characterised by
6.2. Modeling Genetic Regulatory Systems 218
: Activator
: Repressor
(a)
Genetic
Element
Logic
Element
(b)
Design I
(c)
Design II
(d)
Figure 6.3: Minimal oscillatory architecture and its genetic implementation (reproduced from
[125]). (a) An activator element is acting on a repressor element and on itself (b) The logical el-
ements correspond to the promoter and coding region of a given gene. This motif can be usually
implemented in two ways, shown in (c) and (d). In (c) an activator protein operates transcrip-
tionally, while repression is implemented at the transcriptional level or (d) post-transcriptional
level [125].
“mild” nonlinear dynamics and are described by, qualitatively speaking, similar DEs,
only Design I has been selected to be transformed into an electrical circuit, implying
that the exact same methodology can be used, in order to transform Design II into an
analogous circuit. The NBCF is not limited by the dynamics of Design II and more
specifically, the only difference between the two designs, at a circuit level, is the addition
of an extra current for the implementation of the u1 BC input current. More details
regarding the electrical equivalent equations will be provided in abundance in the next
section.
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6.3 Synthesis Of Genetic Regulatory Circuits
The biochemical models that have been selected to be transformed into the analogous
electrical circuits with the use of the NBCF are the models shown in (6.1), (6.2) and
(6.3). As already been mentioned earlier, the model illustrated in (6.4) has not been
converted into an electrical circuit, due to the similarities that it presents, when it is
compared to the model in (6.3). Although the dynamical responses of Design I and
II are different, from a “circuit implementation” point of view, the synthesis method
would have been very similar.
The reader is reminded that for all the presented models in this Chapter, a nonlinear
dynamical system approach should be adopted, in order to analyse their properties
mathematically. In the previous Chapters, the Andronov-Hopf bifurcation theorem
[95, 112–115] has been used in order to estimate the frequency of oscillations of both
biochemical and electrical models, based on the formula Tosc = 2pi/Im{λ}, where Tosc
is the period of oscillations and Im{λ} denotes the imaginary part of the eigenvalues
calculated at the critical bifurcation point of a given system (see Figure 5.3). For the
biomathematical models presented in this Chapter, Hopf and saddle-node bifurcations
are taking place, depending on the parameters of each model. The different types of
bifurcations for each model of this Chapter are shown in detail in Section 6.4. More
information regarding the properties of each form of bifurcation can be found in detail
in [87, 88].
Similarly to all the previous CytoMimetic circuit synthesis cases, the general form of the
NBCF equations that will be used for the implementation of the electrical equivalent
model is going to be re-written below for the reader’s convenience:
nC1VT w˙1(t) + [u1(t)− v1(t)]w1(t) = IIN1(t) (6.5a)
nC2VT w˙2(t) + [u2(t)− v2(t)]w2(t) = IIN2(t) (6.5b)
nC3VT w˙3(t) + [u3(t)− v3(t)]w3(t) = IIN3(t) (6.5c)
...
nCjVT w˙j(t) + [uj(t)− vj(t)]wj(t) = IINj (t) (6.5d)
or equivalently:
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I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IOUT1(t)
IQ1
=
1
τ1
IIN1(t) (6.6a)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IOUT2(t)
IQ2
=
1
τ2
IIN2(t) (6.6b)
I˙OUT3(t) +
1
τ3
[u3(t)− v3(t)]
IOUT3(t)
IQ3
=
1
τ3
IIN3(t) (6.6c)
...
I˙OUTm(t) +
1
τm
[um(t)− vm(t)]
IOUTm(t)
IQm
=
1
τm
IINm(t) (6.6d)
with wj = IOUTj/IQj and τj = nCjVT /IQj , where j = (1, 2, ...,m), IOUTj is the output
current of the jth BC and IQj is the shifter current of the j
th BC-block TL circuit,
which “hosts” the BC (see Figure 3.7 and Figure 3.8).
6.3.1 The Two Dimensional Genetic Regulatory System Equivalent
Circuit Equations
For the two-dimensional case of the gene-protein regulatory model presented in (6.1),
the following circuit synthesis steps have been followed:
a) The time-varying behaviour of protein’s q concentration is implemented by means
of the output current IOUT1 of the 1
st BC which bears the subscript j = 1 (IOUT1 ↔
q).
b) It has been selected to implement the time-varying behaviour of protein’s p con-
centration by means of the output current IOUT2 of the 2
nd BC which bears the
subscript j = 2 (IOUT2 ↔ p).
c) Each parameter and variable of the chemical model is mapped onto a current in
the electrical equivalent one.
d) The correspondence between the units of the prototype and electrical system is
concentration↔ current (nA).
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e) In the electrical model, the equivalent of the time scaling factor  of the biological
model (see (6.1)) has been implemented by means of a “gain” current termed
IGain, analogous to the value of 1/ and by setting the values of the currents IKq
and IK3 analogous to the values of (kq/) and (k3/), respectively.
By taking into consideration that the system in (6.1) is a two-dimensional one, including
the above statements as well, only the first two relations of (6.5) and consequently (6.6)
can be used, i.e.:
I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IQ1
IOUT1(t) =
IIN1(t)
τ1
(6.7)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IQ2
IOUT2(t) =
IIN2(t)
τ2
(6.8)
For the realisation of the correct electrical equivalent equations, the appropriate IINj ,
uj and vj (j = 1, 2) currents must be selected. By bringing the prototype equations of
(6.1) into a form similar to (6.7) and (6.8), one can obtain:
q˙(t) +
(
kq

− q(t)
q(t)2 + k4
p(t)

)
q(t) =
k3

(6.9)
p˙(t) + kp p(t) =
k1
q(t) + k2
(6.10)
A direct comparison of (6.7) with (6.9) and (6.8) with (6.10) helps to determine the
following IINj , uj and vj (j = 1, 2) currents for BC1,2, in order to achieve mathematical
mapping of the biological terms onto the electrical ones:
• IIN1 = IK3 = IIN (6.11a)
• IIN2 =
IK1IO
IOUT1 + IK2
(6.11b)
• u1 = IKq (6.11c)
• v1 = IOUT1IOUT2IX
I2OUT1 + IK4IX
IGain
IO
(6.11d)
• u2 = IKp (6.11e)
• v2 = 0 (6.11f)
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where the IO and IX factors correspond to squarers’ and multipliers’ biasing currents.
Based on the above analysis and (6.11), the relations (6.7) and (6.8) are transformed as
follows:
I˙OUT1 + x
el
1 − xel2 =
IIN
τ1
(6.12)
I˙OUT2 +
IKp
τ2
IOUT2
IQ2
=
1
τ2
IK1IO
IOUT1 + IK2
(6.13)
where
xel1 =
IKqIOUT1
τ1IQ1
xel2 =
1
τ1IQ1
I2OUT1IOUT2IX
I2OUT1 + IK4IX
IGain
IO
Table 6.1 summarises the prototype and electrical equations for the gene-protein regu-
lation model. Unit consistency is preserved in (6.9), (6.10), (6.12) and (6.13) with the
units of (6.9) and (6.10) corresponding to concentration/sec and the units of (6.12) and
(6.13) to nA/sec in a complete analogy.
Table 6.1: Chemical and electrical equations of the gene-protein system model (2D case,
 = 0.01), codified by (6.1), (6.12) & (6.13).
• q˙(t) + kq q(t)−
q(t)2
q(t)2 + k4
p(t) = k3 Chemical Equation
Protein q
• I˙OUT1 +
IKqIOUT1
τ1IQ1
− 1
τ1IQ1
I2OUT1IOUT2IX
I2OUT1 + IK4IX
IGain
IO
=
IIN
τ1
Electrical Equation
• p˙(t) + kp p(t) =
k1
q(t) + k2
Chemical Equation
Protein p
• I˙OUT2 +
IKp
τ2IQ2
IOUT2 =
1
τ2
IK1IO
IOUT1 + IK2
Electrical Equation
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6.3.2 The Three Dimensional Genetic Regulatory System Equivalent
Circuit Equations
For the only three-dimensional case of the gene-protein regulatory model presented in
(6.2), the following circuit synthesis steps have been followed, similarly to the previous
case:
a) The time-varying behaviour of protein’s p1 concentration is implemented by means
of the output current IOUT1 of the 1
st BC which bears the subscript j = 1 (IOUT1 ↔
p1).
b) It has been selected to implement the time-varying behaviour of protein’s p2 con-
centration by means of the output current IOUT2 of the 2
nd BC which bears the
subscript j = 2 (IOUT2 ↔ p2).
c) It has been selected to implement the time-varying behaviour of protein’s p3 con-
centration by means of the output current IOUT3 of the 3
rd BC which bears the
subscript j = 3 (IOUT3 ↔ p3).
d) Each parameter and variable of the chemical model is mapped onto a current in
the electrical equivalent one.
e) The correspondence between the units of the prototype and electrical system is
concentration↔ current (nA).
f) In the electrical model, the equivalent of the time scaling factor  of the biological
model (see (6.2)) has been implemented by setting the values of the currents IK1 ,
IK2 , ID1 = ID2 and IB1 = IB2 analogous to the values of K1/, K2/, d1/ = d2/
and b1/ = b2/, respectively.
Taking into consideration that the system in (6.2) is a three-dimensional one, including
the above statements as well, only the first three relations of (6.5) and consequently
(6.6) can be used, i.e.:
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I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IQ1
IOUT1(t) =
IIN1(t)
τ1
(6.14)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IQ2
IOUT2(t) =
IIN2(t)
τ2
(6.15)
I˙OUT3(t) +
1
τ3
[u3(t)− v3(t)]
IQ3
IOUT3(t) =
IIN3(t)
τ3
(6.16)
Regardless of the order of the system, the realisation of the correct electrical equivalent
equations, the appropriate IINj , uj and vj (j = 1, 2, 3) currents will be selected by
following the previous methodology. By bringing the prototype equations of (6.2) into
a form similar to (6.14), (6.15) and (6.16), one can obtain:
p˙1(t) +
d1

p1(t) =
k1
1 + a1p22(t)
1

+
b1

(6.17)
p˙2(t) +
d2

p2(t) =
k2
1 + a2p1(t)p3(t)
1

+
b2

(6.18)
p˙3(t) + d3p3(t) =
k3p
2
2(t)
1 + a3p22(t)
+ b3 (6.19)
A direct comparison of (6.14) with (6.17), (6.15) with (6.18) and (6.16) with (6.19)
helps to determine the following IINj , uj and vj (j = 1, 2, 3) currents for BC1,2,3, in
order to achieve mathematical mapping of the biological terms onto the electrical ones:
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• IIN1 = IB1 +
IK1IO
Iu +
IA1I
2
OUT2
IXIO
(6.20a)
• IIN2 = IB2 +
IK2IO
Iu +
IOUT1IOUT3
IA2
(6.20b)
• IIN3 = IB3 +
IK3
I2OUT2
IX
Iu +
IA3I
2
OUT2
IXIO
(6.20c)
• u1 = ID1 (6.20d)
• v1 = 0 (6.20e)
• u2 = ID2 (6.20f)
• v2 = 0 (6.20g)
• u3 = ID3 (6.20h)
• v3 = 0 (6.20i)
where the IO and IX factors correspond to squarers’ and multipliers’ biasing currents.
The current Iu corresponds to a unity current, i.e. 1nA, in order to map faithfully the
biochemical equation in a “one-to-one” manner. Taking all the above into consideration
and the input/output BC currents shown in (6.20), the relations (6.14), (6.15) and (6.16)
are transformed as follows:
I˙OUT1 +
ID1
τ1
IOUT1
IQ1
=
IB1
τ1
+
1
τ1
IK1IO
Iu +
IA1I
2
OUT2
IXIO
(6.21)
I˙OUT2 +
ID2
τ2
IOUT2
IQ2
=
IB2
τ2
+
1
τ2
IK2IO
Iu +
IOUT1IOUT3
IA2
(6.22)
I˙OUT3 +
ID3
τ3
IOUT3
IQ3
=
IB3
τ3
+
1
τ3
IK3
I2OUT2
IX
Iu +
IA3I
2
OUT2
IXIO
(6.23)
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Table 6.2 summarises the prototype and electrical equations for the gene-protein regu-
lation model. Unit consistency is preserved in (6.17), (6.18), (6.19), (6.21) (6.22) and
(6.23) with the units of (6.17), (6.18) and (6.19) corresponding to concentration/sec
and the units of (6.21) (6.22) and (6.23) to nA/sec in a complete analogy, as in all the
previous cases.
Table 6.2: Chemical and electrical equations of the gene-protein system model (3D case,
 = 0.01), codified by (6.2), (6.21) (6.22) & (6.23).
• p˙1(t) +
d1

p1(t) =
b1

+
k1
1 + a1p22(t)
1

Chemical Equation
Protein 1
• I˙OUT1 +
ID1
τ1
IOUT1
IQ1
=
IB1
τ1
+
1
τ1
IK1IO
Iu +
IA1I
2
OUT2
IXIO
Electrical Equation
• p˙2(t) +
d2

p2(t) =
b2

+
k2
1 + a2p1(t)p3(t)
1

Chemical Equation
Protein 2
• I˙OUT2 +
ID2
τ2
IOUT2
IQ2
=
IB2
τ2
+
1
τ2
IK2IO
Iu +
IOUT1IOUT3
IA2
Electrical Equation
• p˙3(t) + d3p3(t) = b3 +
k3p
2
2(t)
1 + a3p22(t)
Chemical Equation
Protein 3
• I˙OUT3 +
ID3
τ3
IOUT3
IQ3
=
IB3
τ3
+
1
τ3
IK3
I2OUT2
IX
Iu +
IA3I
2
OUT2
IXIO
Electrical Equation
6.3.3 The Genetic Oscillator Equivalent Circuit Equations
For the last biochemical model category that has been included in this Chapter, pre-
sented in (6.3), the following points have been considered before any circuit synthesis
attempt:
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a) The time-varying behaviour of activator’s x concentration is implemented by
means of the output current IOUT1 of the 1
st BC which bears the subscript j = 1
(IOUT1 ↔ x).
b) It has been selected to implement the time-varying behaviour of repressor’s y
concentration by means of the output current IOUT2 of the 2
nd BC which bears
the subscript j = 2 (IOUT2 ↔ y).
c) Each parameter and variable of the chemical model is mapped onto a current in
the electrical equivalent one.
d) The correspondence between the units of the prototype and electrical system is
concentration↔ current (nA).
e) In the electrical model, the equivalent of the degradation ratio between the ac-
tivator and repressor ∆ and the basal rate of the activator and the repressor ξx
and ξy, respectively, of the biological model (see (6.3)) has been implemented by
means of currents termed I∆, Iξx and Iξy carrying values analogous to the values
of ∆ and 1/ξx and 1/ξy, respectively.
Based on the two-dimensional form of (6.3), it should be clear that again, the first two
relations of (6.5) and consequently (6.6) will be used, i.e.:
I˙OUT1(t) +
1
τ1
[u1(t)− v1(t)]
IQ1
IOUT1(t) =
IIN1(t)
τ1
(6.24)
I˙OUT2(t) +
1
τ2
[u2(t)− v2(t)]
IQ2
IOUT2(t) =
IIN2(t)
τ2
(6.25)
Once again, the designer is called to select the appropriate IINj , uj and vj (j = 1, 2)
currents, in order to implement the correct electrical equivalent equations. By bringing
the prototype equations of (6.3) into a form similar to (6.24) and (6.25), the following
form of the biochemical model is generated:
x˙(t) + ∆x(t) = ∆ξx
1 + ρx2(t)
1 + x2(t) + σy2(t)
(6.26)
y˙(t) + y(t) = ∆ξy
1 + ρx2(t)
1 + x2(t)
(6.27)
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A direct comparison of (6.24) with (6.26) and (6.25) with (6.27) allows the selection of
the appropriate IINj , uj and vj (j = 1, 2) currents for BC1,2, to achieve mathematical
mapping of the biological terms onto the electrical ones, which are presented below:
• IIN1 =
I∆IO
Iξx
Iu +
I2OUT1Iρ
IXIO
Iu +
I2OUT1
IX
+
I2OUT2
IX
Iσ
IO
(6.28a)
• IIN2 =
I∆IO
Iξy
Iu +
I2OUT1Iρ
IXIO
Iu +
I2OUT1
IX
(6.28b)
• u1 = I∆ (6.28c)
• v1 = 0 (6.28d)
• u2 = IB (6.28e)
• v2 = 0 (6.28f)
where the IO and IX factors correspond to squarers’ and multipliers’ biasing currents.
The biasing current IB has been introduced, in order to implement the u2 current of
the second BC. It is obvious that this current should carry a unity value of current,
i.e. 1nA, or more accurately, 1nA × any scaling factor that might be introduced in
the circuit. As it will be seen in the simulation section later, for this type of circuit, a
scaling factor of 10% has been introduced. Thus, the values of IB becomes ten times
smaller and equal to 0.1nA. From the above detailed discussion and based on (6.28),
the relations (6.24) and (6.25) are finally transformed into the following form, as follows:
I˙OUT1 +
I∆IOUT1
τ1IQ1
=
1
τ1
I∆IO
Iξx
Iu +
I2OUT1Iρ
IXIO
Iu +
I2OUT1
IX
+
I2OUT2
IX
Iσ
IO
(6.29)
I˙OUT2 +
IBIOUT2
τ2IQ2
=
1
τ2
I∆IO
Iξy
Iu +
I2OUT1Iρ
IXIO
Iu +
I2OUT1
IX
(6.30)
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Table 6.3 summarises the prototype and electrical equations for the genetic oscillator
model. For the sake of completeness, it is mentioned that again unit consistency is
preserved in (6.26), (6.27), (6.29) and (6.30) with the units of (6.26) and (6.27) cor-
responding to concentration/sec and the units of (6.29) and (6.30) to nA/sec in a
complete analogy.
Table 6.3: Chemical and electrical equations of the genetic oscillator model, codified by (6.3),
(6.29) & (6.30).
• x˙(t) + ∆x(t) = ∆ξx
1 + ρx2(t)
1 + x2(t) + σy2(t)
Chemical Equation
Activator
• I˙OUT1 +
I∆IOUT1
τ1IQ1
=
1
τ1
I∆IO
Iξx
Iu +
I2OUT1Iρ
IXIO
Iu +
I2OUT1
IX
+
I2OUT2
IX
Iσ
IO
Electrical Equation
• y˙(t) + y(t) = ∆ξy
1 + ρx2(t)
1 + x2(t)
Chemical Equation
Repressor
• I˙OUT2 +
IBIOUT2
τ2IQ2
=
1
τ2
I∆IO
Iξy
Iu +
I2OUT1Iρ
IXIO
Iu +
I2OUT1
IX
Electrical Equation
6.3.4 The Electrical Analogous Circuits Of Genetic Regulatory Sys-
tems
The genetic regulatory systems presented in this Chapter exhibit “stronger” nonlinear-
ities compared to the glycolytic oscillator model (see Chapter 4) and “weaker” nonlin-
earities compared to the intracellular calcium models (see Chapter 5). The complexity
of the dynamics of the equivalent electrical genetic regulation equations directly reflects
upon the complexity of the equivalent circuits, implemented for the emulation of the
aforementioned biochemical equations. The medium complexity circuits produced are
one more time comprised of the same static and dynamic TL circuits been used for the
implementation of the CytoMimetic topologies in Chapter 4 and Chapter 5, originally
shown in Figure 3.7, Figure 3.10 and Figure 3.11. For the correct implementation of
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the pivotal BC currents IINj , uj and vj (j = 1, 2, 3), the aforementioned TL topologies
have been proved very useful and accurate. Once again, at this point it needs to be
clarified that the proposed circuit topologies are not unique. Thanks to the flexibility of
the NBCF, various circuit combinations could be achieved, however, all of them would
verify the initial electrical analogous equations, as expected.
More specifically, the two-dimensional case of the gene-protein regulatory system pre-
sented in its original biochemical form in (6.1), for  = 0.01, and converted into an
electrical circuit according to (6.12) and (6.13) is comprised of two BC-blocks, as nor-
mally expected, four PMOST-based multiplier/divider blocks and one squarer block.
The three-dimensional case of the same model (see (6.2)) on the other hand, has been
converted into an electrical circuit based on (6.21), (6.22) and (6.23) and the proposed
CytoMimetic topology includes three BC-blocks, one squarer block and six PMOST-
based multiplier/divider blocks. For the last category of biochemical models been con-
verted into an electrical circuit, the genetic oscillator model codified by (6.3) has been
transformed into the electrical equations shown in (6.29) and (6.30). This CytoMime-
tic topology is comprised of two BC-blocks, two squarer blocks and six PMOST-based
multiplier/divider blocks.
The proposed three CytoMimetic topologies for this type of biochemical models occupy
a relatively small chip area, exhibiting low-power demand properties. In particular,
the two-dimensional gene-protein regulatory circuit (the  = 0.01 case) is occupying
∼ 0.35mm2 (on-chip capacitor case), requiring ∼ 1.27µW of power. The same circuit
model for the  = 0.25 and  = 0.3 cases (investigated in the next section) exhibits
similar properties. The three-dimensional case of the same model requires ∼ 3.77µW of
power, while occupying ∼ 0.22mm2 (on-chip capacitor case). The relatively larger static
power consumption value of the three-dimensional case does not necessarily relate to
the larger number of devices been used. The main factor determining power consump-
tion in these cases is the range of the individual currents that emulate the analogous
biochemical parameters. Finally, for the two-dimensional genetic oscillator circuit, the
area and power consumption remained in small levels, i.e. ∼ 0.13mm2 and ∼ 1.42µW ,
respectively.
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6.4 Mathematical Analysis Of Genetic Regulatory Sys-
tems And Circuits
As already mentioned, the three biochemical models in this Chapter exhibit different
types of bifurcations. For example, as explicitly shown in [121], from the Jacobian
matrix of (6.1), the stability of the model can be calculated. When q is considered as a
parameter, the stable equilibrium for p can be described as:
k1 − kpp(t)(q(t) + k2) (6.31)
Moreover, by setting the time parameter t in (6.1) as t = τ , re-scaling of the system
can be achieved. In the case where  → 0, a fast “sub-system” of (6.1) occurs. By
plotting the stable equilibrium described by (6.31) and the fast and slow manifolds
of (6.1) (slow and fast depending on the parameter ), a limit cycle graph can occur,
denoting the conditions, where a limit cycle or relaxation oscillator occurs. It has been
shown in [121] that depending on the point, where (6.31) crosses the system’s manifolds,
a Hopf or saddle-node bifurcation takes place. With the proper selection of parameters,
the authors have ensured that the system is exhibiting the desired behaviour, so that
oscillations remain stable.
In the genetic oscillator case described by (6.3) and (6.4), different oscillatory features
take place as well. A noticeable difference between the two models in Design I and
II is the “birth” of damped oscillations, depending on the values of the parameter ∆.
Therefore, in Design II the presence of a low-amplitude unstable limit-cycle can be
seen, a characteristic of subcritical Hopf bifurcations. In Design I, after the saddle-
node bifurcation, the period of oscillations changes according to the value of the same
parameter ∆. More specifically, in Design I, which has been studied extensively in this
Chapter, two equilibria are present, a stable and an unstable one. Changing the system’s
parameter ∆ results in the approach of these two equilibria until they coalesce and
disappear. At this point a stable limit cycle arises, giving “birth” to oscillations (saddle-
node bifurcation on an invariant cycle) [125]. More details regarding the mathematical
analysis of the models shown in (6.3) and (6.4) can be found in the supplementary
material of the original publication in [125].
At this point, an indicative mathematical analysis of a biochemical, gene-protein regu-
latory model will be presented. The two-dimensional case has been chosen, due to the
extensive mathematical analysis that this case has received in the original paper [121].
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More specifically, for the two-dimensional case of the genetic regulatory system, the
authors provided an extensive analysis of the relaxation oscillator mechanism, leading
to useful stability relations. Therefore, it has been selected to analyse the resulting
electrical analogous system of equations, by following the original “guidelines” in [121].
The interested reader can verify that, if required, similar approaches could be followed,
in order to examine the mathematical properties of the remaining nonlinear dynamical
systems.
6.4.1 Biochemical Model
Following the analytical steps detailed in [121], the fixed points p∗ and q∗ of the mathe-
matical model (6.9) and (6.10) are calculated as follows for the parameter values reported
in [121]:
(p∗, q∗) =
{
p∗ = 7.6831
q∗ = 1.4787
}
The Jacobian matrix becomes:
Jbioge =
1


−kp −
k1
(q + k2)
2
q2
q2 + k4
−kq +
2k4pq
(q2 + k4)
2︸ ︷︷ ︸
JQ

According to [121], it is the sign of JQ in the Jacobian matrix that defines whether an
oscillation occurs or not. Based on the proof presented in [121], the system exhibits os-
cillatory behaviour when the term JQ > 0, while when JQ < 0 the system demonstrates
steady behaviour.
6.4.2 Electrical Equivalent Model
The fixed points I∗OUT1 and I
∗
OUT2
of the gene-protein electrical circuit (6.12) and (6.13)
become:
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(I∗OUT1 , I
∗
OUT2) =
{
I∗OUT1 = 0.3741
I∗OUT2 = 20.9015
}
The Jacobian matrix of the electrical equivalent is defined as follows:
Jelge =
 J
el
Q︷︸︸︷
A3 B3
C3 D3

where
A3 = −
IKq
nC1VT
+
1
nC1VT
IGain
IO
2IOUT1IOUT2IK4I
2
X(
I2OUT1 + IK4IX
)2
B3 =
1
nC1VT
IGain
IO
I2OUT1IX
I2OUT1 + IK4IX
C3 =
IQ2
nC2VT
IK1IO
(IOUT1 + IK2)
2
D3 = −
IKp
nC2VT
Following the analysis in [121], when JelQ > 0 the electrical equivalent circuit oscillates,
while it remains steady for JelQ < 0. This can be verified by using the electrical values
presented in the following section for this type of circuit.
6.5 Simulation Results
The aim of this section is to provide qualitative and quantitative comparative results for
both the biochemical/prototype and the electrical simulated models. The software used
for the simulation of the aforementioned circuits is Cadence Design Framework (CDF)
version 5.1.41, using the process parameters of the commercially available AMS 0.35
µm - MM/2P4M c35b4 CMOS technology. MATLAB R© and Cadence results have been
obtained for certain biological and electrical parameters. The biological parameters’
values have been acquired from literature, while the electrical parameters have been
calculated from the scaled relation between the two systems. The scaling factors, aspect
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ratios and capacitance values presented in Table 6.4 and Table 6.5, as well as the
simulated parameter values shown in Table 6.6 - Table 6.8, respectively, are not unique.
The proposed circuits can operate with different values of the aforementioned quantities
and produce similar dynamical behaviours as the ones illustrated in the following Figures
of this section. The reported values are an indicative example leading to small chip area
and low power consumption, without being the only ones with these characteristics.
Scaling of the electrical current values has been introduced one more time, as discussed
in the synthesis section, by multiplying the values of the constant currents existing in
the numerators of the electrical ODEs, such as IKq , IKp , IK1 and IK3 , for the two-
dimensional gene-protein system, for example. By doing so, the electrical circuit’s time
parameter 1/τj , with j = 1, 2, 3 is multiplied by this scaling factor leading to a time
scaled final electrical system. For the sake of comparison, the time axis of the biological
simulation Figures has been normalised with respect to the electrical systems’ time axis,
as already shown in the simulation results in Chapter 4 and Chapter 5. Again, it has
been achieved by multiplying the biochemical ODEs (see (6.1), (6.2) and (6.3)) by the
constant λ/τ , where λ is the scaling factor and τ the time parameter of each electrical
system.
As discussed again earlier, the electrical and physical characteristics of the proposed
circuits remain within the acceptable “microchip” limits, since they do not exhibit ex-
cessive power demands or occupy large chip area. In Table 6.4 and Table 6.5 the reader
can find an estimate of the aforementioned properties, which verifies the initial state-
ment regarding small chip area and low power consumption. The capacitors are again
assumed to be POLY1-POLY2 (CPOLY) with CPOLY area capacitance ≈ 0.86fF/µm2.
The relatively small areas of the transistors of all circuits lead to the conclusion that,
one more time, the proposed CytoMimetic topologies are mainly capacitor-dominated,
which implies that for microchips that exploit an off-chip capacitor, the total area could
decrease significantly.
With respect to simulation results, three simulation “categories” have been selected
to be presented, in complete analogy with the simulation results shown in Chapter 4
and Chapter 5. For the gene-protein regulation circuits and more specifically, for the
two-dimensional model, three different types of transient and phase plane simulations
have been selected to be performed, each one exploiting a different  time scaling value.
The selection of the appropriate values for the time scaling factor  has been made,
based on the original results shown in [121]. With respect to the three-dimensional
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Table 6.4: Electrical properties of Log-domain genetic oscillator circuit.
Type Of Log-domain Genetic Regulation Circuit Design I
Power Supply (Volts) 3
IQ1(nA) 1
IQ2(nA) 1
IO = IX(nA) 1
I
′
O(nA) 10
Capacitances (pF ) C1 = C2 = 50
W/L ratio of PMOS and NMOS Devices (µm/µm) 100/1
Static Power Consumption (µW ) 1.42
Number of devices (including current mirrors) 190
Chip Area (On Chip Caps/Off Chip Caps) (Estimate - in mm2) 0.135/0.019
model presented in [121], transient, phase plane and Monte Carlo analysis results are
shown for one set of values, as originally demonstrated in the same paper. Finally, for
the genetic oscillator case, transient and phase plane results are demonstrated, while
the bifurcation parameter ∆ (and I∆ for the electrical system) is changing. In order to
“reinforce” the aforementioned two-dimensional simulation results, three-dimensional
graphs are also provided, producing a “panoramic portrait” system response view for
different ∆ and I∆ value perturbations.
As a final comment, it needs to be stressed that once again, all simulation results indicate
a close qualitative and quantitative relation between the dynamical responses of both
biochemical and electrical models. All types of simulation results are complimentary
to each other, each one providing a different verification of the previous statement,
regarding the resemblance of both systems. It has been selected not to “calibrate”
the electrical circuit’s values in an extensive way. From the Tables, which include
the electrical parameter values, the interested reader could verify that a “one-to-one”
relation exists between most of the values of the biochemical and Cadence simulated
circuits.
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6.5.1 Two Dimensional Gene - Protein Regulatory Circuit Case
6.5.1.1 Transient And Phase Plane Analysis
In [121], the two-dimensional model case is the only one, which has been explicitly
analysed mathematically and been simulated for different time scaling factor values.
By reproducing the authors’ methodology, different time scaling factors have been also
emulated by the proposed CytoMimetic circuit. The set of values of the biochemical
model is shown in Table 6.6, with the units of the prototype model being defined as
“concentration/time” in [121]. The electrical equivalent model’s parameter values are
also listed in Table 6.6, scaled by a factor of 0.5. As in the other model cases, several
scaling factor values lead to similar dynamics.
For this type of model, three  values have been investigated, in complete analogy with
the results presented in [121]. In Figure 6.7 and Figure 6.8 transient and phase plane
simulation results of the biochemical and electrical circuit are shown, with the time
scaling factor  equals to 0.01. Figure 6.9 illustrates a phase plane analysis of both
systems for  values equal to 0.25 and 0.3. In all cases, the electrical model “shadows”
the prototype, biochemical model very closely. Moreover, the adequate emulation of the
ideal, biochemical dynamics by the electrical circuit, despite the wide range of the values
of the time scaling parameter  and including the non-idealities of each transistor, verify
the robustness of the proposed circuits and underlines the flexibility of the NBCF.
In the biological model the parameters kq, k3 and the term (q(t)
2p(t)/(q(t)2 + k4))
are divided by the time scaling factor , as discussed briefly in the circuit synthesis
section. Since in the electrical model, every parameter of the biological model has been
represented by a current of analogous value, the multiplication of the terms kq and k3 by
1/ could be represented by specific currents IKq and IK3 = IIN with values analogous
to (kq/) and (k3/), respectively. Consequently, the value 0.01 of the biological  leads
to electrical current values that are 100 times larger than the original biological values.
Moreover, the current IK3 = IIN must be also multiplied by the factor IQ1/IQ2 to
ensure that the time constant parameter 1/τj is similar for every electrical ODE of this
electrical equivalent model, since in this circuit IQ1 6= IQ2 .
Regarding the multiplication of the factor (q2(t)p(t)/(q2(t) + k4)) by 1/ in the bio-
logical model, in the electrical equivalent model the multiplication has been achieved
using two different “techniques”. The first one involves the multiplication of the factor
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Table 6.6: Biological and electrical values for the gene-protein regulatory model (2D case) for
 = 0.01.
Biological Values Electrical Values
(Scaling Factor λ: 50%)
kp = 1 ←→ λ IKp = 0.5nA
kq/ = 100 ←→ λ IKq = 50nA
k1 = 15 ←→ λ IK1 = 7.5nA
k2 = 0.2 ←→ IK2 = 0.2nA
k3/ = 10 ←→ IIN = λ IK3IQ1/IQ2 = 6.3nA
k4 = 10 ←→ IK4 = 10nA
1/ = 100 ←→ λ IGain = 43nA
(I2OUT1IOUT2IX)/ (I
2
OUT1
+IK4IX) (see Table 6.1) by a gain current, which has the value
of the biological 1/. The second approach involves the use of a current mirror of ratio
1 : 1/. This ensures that the factor (I2OUT1IOUT2IX)/(I
2
OUT1
+ IK4IX) will acquire a
value of 1/ times larger than before. The first approach has been adopted for the
simulations presented in Figure 6.7 and Figure 6.8, while the second one for the phase
plane results of Figure 6.9.
Finally, it is important to clarify that although the value of the current IGain should have
been equal to 50nA from a strictly mathematical point of view, it has been found that
when IGain equals 43nA the circuits approximates better its ideal electrical response.
This current value is translated into a biological time scaling factor of 0.0116, a value
that is practically close to the theoretical value of  = 0.01. As already mentioned, “cal-
ibration” is not compulsory for this type of circuits, however, for presentation’s sake it
has been decided to do so, in order to exhibit the potentials of the proposed circuits. Al-
though this type of biological system has been realised via two different, transistor-level
approaches, both of them exhibit good agreement with the ideal biochemical transient
and phase plane results.
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6.5.2 Three Dimensional Gene - Protein Regulatory Circuit Case
The simulation of the three-dimensional case of the gene-protein regulation model, de-
scribed by (6.2), poses an interesting challenge to the proposed CytoMimetic topology
for two reasons. The first reason is related to the fact that the noticeable wide range of
the model’s values (from a few pA to hundreds of nA) generates a challenging nonlinear
biochemical model that CytoMimetic circuits need to emulate, testing both the validity
and the flexibility of the NBCF. The second reason is related to the fact that through
this model, the validity of the NBCF for higher order systems will be tested as well.
Table 6.7: Biological and electrical values for the gene-protein regulatory model (3D case) for
 = 0.01.
Biological Values Electrical Values
K1/ = 400 ←→ IK1 = 400nA
K2/ = 100 ←→ IK2 = 100nA
K3 = 0.08 ←→ IK3 = 0.08nA
d1/ = d2/ = 4 ←→ ID1 = ID2 = 4nA
d3 = 0.04 ←→ ID3 = 0.04nA
b1/ = b2/ = 0.4 ←→ IB1 = IB2 = 0.4nA
b3 = 0.004 ←→ IB3 = 4pA
a1 = 1 ←→ IA1 = 1nA
a2 = 1/16 ←→ IA2 = 16nA∗
a3 = 0.05 ←→ IA3 = 0.05nA
For this model, the authors in [121] have selected parameter values that are presented in
Table 6.7. In the same Table the values of the electrical equivalent model parameters are
also tabulated. In this circuit case, there has been no scaling between the values of the
original and the proposed electrical model, due to already wide range of the biochemical
values. Attempting to introduce a scaling factor in the biochemical equations, might
have led to circuital values located at the boundaries of “safe/reliable” subthreshold
operation. The biochemical time scaling factor  has been set at 0.01, as in the original
paper. Since in the biological model the scaling factor 1/ is multiplied only by terms
that are constants, such as kj , bj and dj , where j = 1, 2, in the electrical equivalent
model the currents IKj , IBj and IDj with j = 1, 2 corresponding to the aforementioned
biological parameters can bear values that are equivalent to (kj/), (bj/) and (dj/),
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respectively, where j = 1, 2. The rest of the electrical model parameters regarding
shifting and biasing current values, device aspect ratios and capacitance values can be
found in Table 6.5.
With respect to the value of the current IA2 = 16nA that has been marked by an
asterisk in Table 6.7, taking into consideration (6.2), it has been selected to divide the
electrical factor IOUT1IOUT3 by a current of value IA2 = 16nA, instead of multiplying
the same factor by a current of value IA2 = 1/16nA, as the biochemical model proposed
(see Table 6.2). Both mathematical operations are equivalent in both biochemical and
electrical domain.
As a final comment, it is worth to be stressed that this sole case of three-dimensional
model demonstrates good agreement with the theoretically expected behaviour as it
can be observed from Figure 6.10 and Figure 6.11. Despite the wide variety of the
selected currents for the targeted dynamics implementation, the system behaves reliably,
providing the desirable outputs. With respect to the small (4pA) current value IB3 , it
is worth noting that it can be generated on-chip by means of ratiometric downscaling
of a larger in value reference current.
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6.5.3 Two Dimensional Genetic Oscillator Circuit Case
From the two genetic oscillator models codified by (6.3) and (6.4), which corresponds
to Designs I and II, respectively, only Design I has been converted into an electrical
CytoMimetic circuit and simulated by means of Cadence simulations. The biochemical
parameter values required for the correct operation of the biochemical system have been
found in [125], while for the selection of the correct electrical parameter values, a scaling
factor of 10% has been selected, in order to reduce power consumption. Different values
of scaling factors have been attempted, all of them leading to similar transient and phase
plane results. Both biochemical and electrical parameter values have been tabulated in
Table 6.8. An estimate of the proposed circuit’s power consumption and total chip area
can be found in Table 6.4.
Table 6.8: Biological and electrical values for the genetic oscillator.
Biological Values Electrical Values
(Scaling Factor λ: 10%)
10 < ∆ < 25 ←→ 0.85 < I∆ < 2.5nA
ρ = 50 ←→ Iρ = 50nA
σ = 1 ←→ Iσ = 1nA
ξx = 1.58 ←→ Iξx = 0.63nA = 1/ξx
ξy = ξx = 0.05ξx ←→ Iξy = 12.6nA = 1/ξy
By modifying the bifurcation parameter ∆ and I∆ of the biochemical and electrical
system, respectively, a change in the frequency and amplitude (to a lesser extent) of
the systems’ dynamics is taking place. Both systems have been simulated for three,
indicative values of ∆ and I∆, each one leading to different dynamic results. The first
value selected is the one where the system starts oscillating. According to [125], this
value can be located very close to ∆ = 10. Taking into consideration that a scaling
factor of 0.1 has been applied on the electrical system, the analogous values of the
current I∆ should have been 1nA. However, the electrical system starts oscillations
a bit earlier and more specifically when I∆ ≈ 0.85nA, value that corresponds to a
value of 8.5 for the biochemical parameter ∆. This minor perturbation from the ideal,
biochemical value corresponds to a deviation ∼ 15%, or more practically a deviation
of 150pA. Such a small current value deviation can be justified from the circuit’s non-
idealities and the MOSTs imperfect exponential behaviour. The second value selected
for the simulations lies in the middle of the range of ∆, provided by the authors in the
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original paper and has been set equal to 15. The equivalent value of the current I∆ was
set to 1.5nA, as required. Finally, a value of ∆ that leads to a non-periodic behaviour
of the biochemical system has been selected. This value lies very close to ∆ = 29,
implying that the equivalent current parameter should have an analogous value. It
appears that the electrical system exhibits similar behaviour to the biochemical system,
once I∆ = 2.85nA, instead of the expected 2.9nA.
As in all the previous model cases, transient and phase plane analysis has been per-
formed for both systems, whose results are presented in Figure 6.12 - Figure 6.17 for
the aforementioned values of ∆ and I∆. The simulation results produced for the above
values are more than encouraging, demonstrating the close manner that the electrical
system is following the biochemical system’s dynamical responses. Moreover, a supple-
mentary simulation result is provided in Figure 6.18, demonstrating the frequency of
oscillations of both systems, as ∆ and I∆ parameters are sweeping across their whole
range, shown in Table 6.8. From Figure 6.18 it can be seen that the two systems are
oscillating with very close frequencies for every value of the bifurcation parameters.
The maximum deviation between the two models does not exceed ∼ 15%. Interestingly
enough, the electrical eqivalent circuit is exhibiting an almost identical frequency trend
with the biochemical model, while parameter I∆ is changing. A similar “frequency Vs.
∆” curve was originally provided in [125]. The almost similar frequencies of oscillations
for the different bifurcation parameter values verify the faithful representation of the
biochemical system by the proposed CytoMimetic topology.
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Figure 6.18: Dependence of frequency of genetic oscillations on the bifurcation parameters
∆ and I∆ of the biochemical and simulated electrical circuit, respectively. In (a) the increase
of the genetic oscillators’ frequency is observed for both systems, while in (b) the deviation
between the two frequencies is shown as a percentage, which has been calculated as (FreqBio−
FreqElec)/FreqBio in an absolute value manner.
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6.5.4 Robustness Analysis Results
All the proposed Log-domain genetic regulatory circuits presented in this Chapter have
been also analysed by means of MC statistical analysis simulations. From the two-
dimensional case of the gene-protein model, the circuit implementing the  = 0.01
case has been chosen to be investigated. Similarly to the previous robustness results
already shown, the frequency of oscillations of the output currents of each topology is
investigated. The proposed circuits were analysed for the values presented in Table 6.5
and Table 6.6 with the percentage of successful iterations being approximately 90%.
The mean frequency of the 600 MC runs is ≈ 32Hz with standard deviation 12.5Hz
while the expected frequency for these values based on the transient analysis simulations
is 27.5Hz. The MC analysis results are demonstrated in Figure 6.19.
The three-dimensional case of the Log-domain gene - protein circuit also exhibits high
percentages of successful oscillations in MC analysis. With an expected frequency of
oscillations located at 4.9Hz, the circuit has been simulated for the values presented
in Table 6.5 and Table 6.7 but with C1 = C2 = C3 = 100pF and aspect ratios set to
200/2 for both NMOS and PMOS devices. The robustness analysis results are shown in
Figure 6.20, for each output current separately. Similar MC results have been achieved
for the capacitances and aspect ratios presented in Table 6.5. The mean MC frequency
was approximately 4.1Hz with the standard deviation being close to 0.7Hz.
For the final circuit implementing the genetic oscillations codified by (6.3), MC analysis
has been performed for the electrical parameters tabulated in Table 6.4 and Table 6.8.
The selected value of the parameter I∆, which corresponds to the biochemical ratio of
degradation between the activator and the repressor, i.e ∆, has been set equal to 1.5nA
(equivalent to ∆ = 15). As previously explained in the corresponding section in Chapter
5, MC simulations generate a pool of data “around” a circuit’s given operating point.
Therefore, it is vital to ensure that the simulated circuits’ variations will be within
the circuit’s region of oscillation. The current value I∆ = 1.5nA lies in the middle of
the range of the specific current range, as shown in Table 6.8. The results of the MC
analysis are demonstrated in Figure 6.21.
It is important to stress that although the proposed circuits have been tested for their
robustness by means of the highly pessimistic MC analysis, the results obtained are
adequately satisfactory. Many capacitor - aspect ratios - scaling factor combinations
have been tested for all cases, in order to quantify the sensitivity of the proposed cir-
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cuits on these parameters. Although the resulting MC results exhibited different mean
frequencies and standard deviations, since the circuits’ frequency of oscillations depends
on these parameters as it has been shown before, the percentage of successfully oscil-
lations was most of the times similar and above ≈ 70%. For a large number of VLSI
cells, i.e. large VLSI networks, the variability shown in the MC simulations is a feature
that characterises the various CytoMimetic topologies, adding a more realistic element
to the final result.
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Figure 6.19: Monte Carlo analysis for the two variable gene-protein regulatory Log-domain cir-
cuit (for  = 0.01). 600 runs have been performed resulting to a successful percentage rate greater
than 90% (reproduced from [91]).
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6.5.5 Three Dimensional Behaviour Of Biochemical And Electrical
Genetic Oscillations Models
The dynamical responses produced by the genetic oscillator model, codified by (6.3),
have been transformed into three-dimensional graphs, demonstrating in a “panoramic”
manner the effect of the bifurcation parameter ∆ and I∆ of the biochemical and electrical
systems, respectively upon the systems’ dynamics. Ideal biochemical and ideal electrical
dynamics are shown in Figure 6.22 and Figure 6.23, respectively, illustrating the three-
dimensional responses of the activator’s and repressor’s concentrations, which again
exhibit very good agreement with each other. A time-scaling factor has been introduced
to the ideal biochemical model once again, the exact one introduced to the transient
analysis of this category, for the sake of easier comparison between the dynamics.
In Figure 6.24 and Figure 6.25, actual Cadence simulated circuit responses are provided.
The three-dimensional transient and phase plane results shown in Figure 6.24 and Figure
6.25, respectively, prove that the previous two-dimensional behaviour of the specific
model follows the desired biochemical pattern. The interested reader can notice an
increase in the frequency of oscillations as the parameter I∆ is increasing until it reaches
the value of 1.5nA, in compliance with the ideal electrical and biochemical models. After
this current value, the frequency exhibits a steady oscillatory behaviour, as it should,
according to the theory of the biochemical model.
Moreover, it can be also noticed from Figure 6.24 that the three-dimensional Cadence
responses for the various I∆ values match the ideal biochemical and electrical model
patterns until the value I∆ = 1.5nA. After this point, the Cadence three-dimensional
pattern slightly changes due to the presence of a transient term, before the actual os-
cillation takes place. However, from the three-dimensional phase plane analysis shown
in Figure 6.25, which in practice eliminates the time behaviour of the electrical model,
it can be clearly seen that the amplitude of the currents IOUT1 and IOUT2 , which em-
ulate the activator’s and repressor’s concentrations, respectively, remains constant, as
the biochemical model dictates. In practice, the previous statement means that when
1.5nA < I∆ < 2.9nA, oscillations do not start immediately but a time shift takes place,
leading to a delay in the oscillations start. However, a combination of Figure 6.18 and
Figure 6.25 reveals that although a transient term is introduced before each oscillation
takes place, once the oscillation starts, the amplitude of the currents and their frequency
of oscillations is in total compliance with the biochemical model.
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Figure 6.22: Three dimensional behaviour of biological model shown in (6.3), while parameter
∆ is changing.
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Figure 6.23: Three dimensional behaviour of ideal electrical model shown in (6.29) and (6.30),
while parameter I∆ is changing.
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Figure 6.24: Three dimensional behaviour of actual Cadence simulations for the genetic os-
cillator circuit, while parameter I∆ is increasing. The graphs demonstrate the first 400 msec of
the oscillatory behaviour.
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Figure 6.25: Three dimensional phase plane analysis of actual Cadence simulations for the
genetic oscillator circuit, while parameter I∆ is increasing. The graph illustrates how limit cycles
appear and disappear, according to the value of the parameter I∆.
6.6 Conclusions
This Chapter demonstrated a different type of biochemical systems, whose dynamics
can be faithfully emulated by CytoMimetic topologies, the category of genetic regula-
tion systems. The molecular nature of these systems and the compelling simulation
results shown, imply that CytoMimetic circuit can adequately emulate dynamics that
correspond to molecular dynamical systems, in a similar manner they emulated cellular
dynamics, as the ones described by the models presented in the previous two Chapters.
This means that through the NBCF, different “scales” of biochemical systems can be
studied, all of them based on a similar mathematical approach that will generate the
equivalent electrical equations that will be generated by similar electrical components.
Whether the behaviour of a protein is investigated or the dynamical response of cytoso-
lic Ca2+ after proper stimulation, the NBCF can provide the necessary framework, in
order the biochemical equations to be faithfully represented in the electrical domain by
basic electrical monolithic components.
Again, a large number of models has been selected intentionally, in order to demonstrate
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the variety of models of this category that can be described by the NBCF. The chal-
lenging values of the time scaling factors that the genetic regulatory models use, have
been tackled by introducing again a scaling factor in the biochemical parameters, which
subsequently have been mapped onto analogous electrical parameters. For example, in
the two-dimensional gene-protein regulation model, three different scaling factors  have
been studied in the same analogy as in the original paper. The time scaling factor 
for this case ranged from 0.3 down to 0.01. As it has been shown, when  required to
be equal to 0.01, a current parameter called IGain has been introduced that carried a
value analogous to 1/, while for the case where  had to be equal to 0.25 or 0.3, the
required scaling for the electrical equations has been achieved with the use of ratiomet-
ric upscaling. In all cases, the correct dynamics have been generated, since the correct
current values have been produced, irrespective of the way they have been selected to
be implemented.
At this point, it is genuinely hoped that the reader will appreciate the wide range of
systems that have been emulated by the proposed CytoMimetic topologies, by also
taking into consideration the systematic, almost “repetitive” procedure been followed,
in order to design the aforementioned circuits.
Chapter 7
Layout Of CMOS Log-Domain
Glycolytic Oscillations Circuit
7.1 Introduction
This Chapter deals with the layout of the CMOS Log-domain CytoMimetic circuit,
emulating the glycolytic oscillations observed during the biochemical process of glycol-
ysis, due to the phosphofructokinase enzyme (PFK), originally presented in Chapter
4. Starting from general, practical guidelines regarding MOSTs matching and process-
related effects that can trigger various failure mechanisms, the Chapter continues with
a meticulous layout analysis of various static and dynamic TL blocks been used for
the implementation of the CMOS glycolytic oscillator. The analysis is accompanied
by schematic diagrams and layout Figures exported from Cadence environment, where
each transistor is appropriately marked, in order to be easily distinguished, helping the
reader understand easier the layout process that has been followed. An indicative num-
ber of STL and DTL blocks has been selected for the aforementioned analysis, focusing
on the most critical blocks of the CytoMimetic glycolytic oscillator, such as (a) the
BC block, (b) the squarer block, (c) the PMOS-based multiplier/divider circuit, (d)
the NMOS-based multiplier/divider circuit and finally (e) a couple of current mirror
topologies, responsible for the “steering” of crucial circuit currents. Post-layout simu-
lations are presented in the final sections of this Chapter, including transient and phase
plane analysis results, as well as Monte Carlo statistical analysis results, verifying the
robustness of the laid out circuit and highlighting the validity of the selected layout
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method for the specific circuit blocks.
The main task of this Chapter is to provide fundamental guidelines regarding the lay-
out of generic STL and DTL blocks that CytoMimetic are usually comprised of. The
fabrication techniques provided in the following paragraphs can be extrapolated and
extended, in order to practically cover any possible, future CytoMimetic circuit fabrica-
tion attempt. By taking into consideration that CytoMimetic circuit could be comprised
of the fundamental circuit blocks shown in subsection 3.3.2 in Chapter 3, the layout-
related “rules-of-thumb” provided in this thesis could create a useful reference point,
when future CytoMimetic circuits need to be fabricated. It must be borne in mind that
CytoMimetic circuits are inherently nonlinear circuits, thus, careful layout is required,
in order to achieve performances, as close as possible to the simulated ones.
From a practical point of view, if one follows the same path and chooses only the afore-
mentioned STL and DTL circuits (see subsection 3.3.2) to emulate specific dynamics
through CytoMimetic topologies, then the only difference between the presented layout
techniques and any other future layout attempts would be the size of the selected de-
vices and the capacitor values. This implies that the main design principles underlying
the selection of the presented blocks’ layout topologies should remain the same. At this
point it needs to be also stressed that the chosen layout configurations are not unique
and the presented TL circuits could have been laid out in various different patterns.
However, judging from the very good post-layout simulation results, which match very
closely the pre-layout simulated dynamics, originally shown in Chapter 4, it is assumed
that the selected layout patterns provided very good matching without introducing ex-
cessive paracitic capaciances and consequently might minimize the inevitable fabrication
errors.
7.2 MOSFET Mismatch Sources Failure Mechanisms And
Layout Techniques
Originally intended for manufacturing CMOS logic gates, the CMOS process rapidly
evolved to comply with the demands of analog designs and nowadays it has become
one of the most common manufacturing processes of mixed analog and digital circuits
[126]. The polysilicon-gate CMOS process has been optimised in a way that allows
the formation of complementary PMOS and NMOS transistors on a common substrate.
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This process permits the construction of metal oxide semiconductors only and a limited
number of passive components. Therefore, with this process, bipolar transistors cannot
be manufactured and a different process needs to be followed, such as the standard
bipolar or the complicated BiCMOS process, which allows the “co-existence” of MOS
and bipolar transistors.
However, no matter how much this process has evolved regarding the fabrication se-
quences, the designer still needs to be extremely careful, when he decides to convert
the original schematic circuit diagram into a microchip. The layout process needs to be
conducted carefully and by taking into consideration specific, key parameters regarding
the physical structure of MOS devices. The aim of this section is to provide a brief, but
to the point analysis of the key factors that one need to bear in mind, before starting
laying out a circuit and also to present a few, common techniques that can be used,
in order to achieve as much as possible precise matching between the interconnected
devices.
7.2.1 MOS Transistor Mismatch Sources And Failure Mechanisms
The factors that can lead to mismatches between MOSTs or failure mechanisms are
many and cannot be extensively included in this single section. However, the most
common reasons (and most dangerous ones) that could jeopardise the circuit’s safe
operation will be mentioned at this point.
7.2.1.1 CMOS Latchup
This analysis will start with a very important failure mechanism caused by the parasitic
mechanisms observed in MOSTs, called “CMOS Latchup”. When a source or drain
diffusion forward-biases into the backgate, then minority carriers are injected, which
can flow to the junctions of neighboring devices that are reversed-biased. This minority
carriers exchange between NMOS and PMOS transistors that are close to each other is
causing CMOS latchup [126].
Any integrated circuit that experiences the aforementioned minority-carrier injection is
vulnerable to latchup failure mechanism. Although various CMOS processes claim that
they can prevent latchup, their claims are only true in a narrow sense [126]. The layout
designer needs to take all the necessary precautions to ensure the safe operation of his
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circuit. Minority-carrier guard rings are an excellent solution to prevent latchup. Hole
or electron collecting ring constructed by PMoat and NMoat can provide the required
protection against injected minority carriers that try to access reversed-biased junctions.
For example, any PMOS transistor that is possible to inject minority carriers into its
well, must be surrounded by a hole-collecting guard ring connected to the substrate
potential. Although this guard ring is going to collect a large number of the injected
minority carriers, it will not prevent holes traveling downwards to the substrate. This
is why in CMOS processes a P+ substrate is employed to minimise debiasing [126]. In
an analogous manner, any NMOS transistor that can forward-bias into the substrate
needs to be surrounded by electron-collecting guard rings.
Guard rings seem to be effective against minority carriers injection, however, they cannot
provide total latchup immunity. Inserting backgate contacts close to the devices remove
the collected carriers and prevent them from biasing the parasitic bipolar transistors,
which eventually trigger the latchup mechanism. More information regarding this failure
mechanism can be found in [126].
7.2.1.2 Geometric Effects
The size, shape and the orientation of MOSTs strongly affect their matching. For exam-
ple, it has been noted that relatively large transistors match more precisely with each
other, compared to small transistors, because in the former ones, the increased gate
area helps to minimise the impact of local fluctuations. Moreover, long-channel transis-
tors tend to match better than short-channel ones, due to reduced linewidth variations
and channel-length modulations observed in the former ones. More specifically, regard-
ing the geometric effects upon MOSTs matching, orientation seems to be a prevalent
factor that can affect matching. The transconductances of MOSTs, which practically
define how much current can a MOST produce based on its biasing voltages, exhibit
orientation-dependent stress sensitivities, which practically translates to mismatches
across differently oriented devices [126]. MOSTs need to follow very strict orientation
rules during layout process, in order to ensure that their electrical performance will
not be affected by any stress gradients caused by device misalignments. Therefore, all
devices need to be perfectly aligned, with a distinct symmetry present in every single
circuital block that is laid out.
Several other factors, such as the total area of the transistor’s gate, the transistor’s
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gate oxide thickness or the channel length modulation are geometry-related factors that
can cause slight or in some extreme cases, severe mismatches between the devices.
However, orientation is the most common one and seems to affect MOSTs performance
in a relatively stronger manner, compared to the other aforementioned geometry-related
factors.
7.2.1.3 Diffusion And Etch Effects
Apart from the geometry-related mismatch factors, certain other types of mismatch can
be caused by the presence or even the absence of other structures near the transistors.
For example, by placing other diffusions very close to the channel the dopant concen-
tration may be affected, leading to variations in the threshold voltage and consequently
in MOST’s transconductance. As a general “rule-of-thumb”, it is highly recommended
to place the active gate regions in a distance equal or greater than twice the junction
depth of the deep diffusion [126].
Except of the diffusion effects, the polysilicon etch rate variations might be a reason
for moderate mismatch. Due to technology limitations, polysilicon does not etch in a
uniform manner. In general, large poly openings tend to clear more quickly than the
small ones, due to the free access of etchant ions to the bottom and to the side of the large
openings. Therefore, large openings tend to exhibit a degree of over-etching, leading to,
sometimes, considerable variations in the gate size of poly-gate MOSTs [126]. A very
good solution that can tackle this problem is the placement of “dummy”, as they are
called, gates to ensure uniform etching. These dummy gates are not actual transistors,
therefore, there is no need for placing source/drain regions along their outside edges.
From a practical point of view, the dummy gates are placed, so that each transistor’s
gate should “sense” adjacent gates on both sides, i.e. on its right and on its left side.
This technique is quite popular, when large arrays of matched devices is laid out. The
dummy gate electrodes should not be floating and should be connected to the backgate
potential, in order to prevent them from floating to an unknown potential.
A final recommendation that falls within this type of mismatches has to do with the
placement of contacts over the active gate region of MOSTs. The actual way that metal’s
presence affects the active gate, is a mechanism that is not fully understood, however, as
a precaution, it is recommended to avoid routing metal parts above active gate regions,
in order to avoid threshold voltage mismatches. Moreover, the gate contacts should be
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placed as extensions of the poly gate electrodes, in order to ensure that the contacts
reside over thick-field oxide [126].
7.2.1.4 Thermal And Stress Effects
A final category of mismatches related to the long-range variations, called “gradients”
will be analysed briefly at this point. The magnitude of the gradient-induced mismatches
strongly depend on the distance between the effective centers, or “centroids”, of the
devices that need to be matched with each other. Assuming that two MOSTs are placed
very close to each other, then the variation of a hypothetical electrical parameter P
between these two matched devices will be ∆P and is equal to the product of the distance
between the MOSTs and the gradient ∇P , along a line connecting their centroids [126],
as shown below:
∆P ∼= d ∇P (7.1)
As it can be clearly seen from relation (7.1), the magnitude of the gradient as well as
the distance between the two devices significantly affect matching between two tran-
sistors. A possible solution would be to place the devices as close as possible to each
other. However, such an approach should not always be adopted, since it might lead
to other undesired failure mechanisms, as it has been briefly described above. The
gradient-related mismatches, which could include oxide thickness, stress and tempera-
ture gradients can be minimised by the most popular layout technique presented in the
following subsection.
7.2.2 Common-Centroid Layout Technique Of MOS Transistors
The common-centroid technique consists one of the most popular layout techniques
to overcome the gradient-induced mismatches. Long-range variations can be entirely
canceled by introducing this technique, as long as there is a linear relationship between
the aforementioned variations and distance. However, even if the relation between
these two is a nonlinear function, they still can be approximated to be linear, when the
distance between the devices is very short. By separating MOSTs into segments, or
they are most commonly called “fingers”, the construction of compact MOST arrays
can be created. If these fingers are properly interdigitated (usually the fingers are being
placed in multiple parallel formations), then their centroids will be properly aligned
along their axis of symmetry, leading to a sufficient elimination of any gradient effects.
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Table 7.1: Sample interdigitation patterns (reproduced from [126]).
Pattern
1) (SADA)(SBDBSBDB)(SADA)S
2) (DASBDBSA)D
3) (SADASBDB)S(BDBSADAS)
4) (SADASBDBSADA)S)
axes, (c) the final arrays are as compact as possible and lastly (d) that the final array
exhibits the highest possible degree of dispersion [126].
However, interdigitation does not always provide the best possible way to cancel all
potential gradients, since the symmetry of the aligned devices is taking place in only one
of their two axes of symmetry. Consequently, a two-dimensional array could practically
lead to a more symmetric array, able to cancel all potential two-dimensional gradient
effects. Layouts of this type are usually called “cross-coupled pairs”. Two typical ways
to achieve this two-dimensional symmetry is shown in Figure 7.2.
The cross-coupled pairs type of layout has been extensively used for the layout of the
individual blocks of the glycolytic oscillator, as it will be seen in the next section.
Finally, another Table is provided with all the potential finger combinations of the
aforementioned two-dimensional layout technique. The patterns are illustrated in Table
7.2.
Table 7.2: Cross-coupled patterns of MOS transistors (reproduced from [126]).
4 Fingers 8 Fingers 24 Fingers
DASBDBSAD DASBDBSAD DASBDBSADASBDBSAD
DBSADASBD DBSADASBD DBSADASBDBSADASBD
DASBDBSAD DASBDBSADASBDBSAD
DBSADASBD DBSADASBDBSADASBD
DASBDBSADASBDBSAD
DBSADASBDBSADASBD
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A
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B
B
B
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(b)
Figure 7.2: Examples of two dimensional common centroid arrays (reproduced from [126]).
7.2.3 Practical Guidelines For MOS Transistor Matching
The following practical, “rules-of-thumb” are essentially a summary of the previously
given information. These guidelines are the ones been followed during the layout phase
of the glycolytic oscillator circuit, in order to achieve precise matching between its
devices. Although some of these rules might not be able to be followed, due to design
complexity or other technical limitations, it is generally recommended to include as
many as possible of them in the design of CytoMimetic topologies.
a) The geometry of the fingers been used to create the MOST arrays should be
identical.
b) All devices must be orientated in the same direction.
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c) The transistors, whether they are separated into fingers or not, should be placed
in close proximity. The total layout of the matched devices arrays should be also
as compact as possible.
d) Common-centroid layouts are preferable and more specifically the cross-coupled
pairs type of layout (see Figure 7.2 and Table 7.2).
e) Dummy segments need to be placed on the ends of the matched device arrays (as
shown in Figure 7.1)
f) It is recommended to avoid placing metal contacts on top of the active gate areas
and in general, routing over these areas is highly not recommended and should be
avoided as much as possible. Otherwise, possible threshold voltage mismatches
might occurs, which will eventually lead to different transconductances across the
laid out devices.
g) Gate fingers should be connected using metal straps.
7.3 Indicative Basic Circuit Blocks Layout
The glycolytic oscillator circuit in Chapter 4 is mainly comprised of four different types
of STL and DTL circuit blocks, i.e. the BC-block shown in Figure 3.7, the squarer
topology shown in Figure 3.10 and two types of multiplier/divider blocks (PMOS- and
NMOS-based), shown in Figure 3.11. These TL circuits will be analysed below, together
with some simple current mirror topologies that provide important circuit currents’
steering. Most of the aforementioned layout recommendations/techniques presented
before have been taken into consideration during the layout phase of the circuit. The
laid-out blocks have been designed for the aspect ratio and capacitance values shown in
Table 4.3.
7.3.1 The Bernoulli-Cell Block
The BC-block is the only DTL block of the circuit and the most critical one. The CMOS
Log-domain glycolytic oscillator realises a two-dimensional, coupled DE; therefore, it
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requires the presence of two BC-blocks, each one generating the solution of one state
variable of the DE. The need of matched MOSTs within the BC-block is great, therefore,
all devices that are comprising the BC-block need to be as much as possible symmetric.
A schematic diagram of the two, identical BC-blocks that have been laid out is shown
in Figure 7.3.
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Figure 7.3: The BC-block schematic with pads added before converted into layout. The pads
are indicating the current and voltage input/output points.
The size of each transistor is relatively small, i.e. 20µm/2µm, however, it has been
selected to split the devices into two “fingers” A and B (each one of them has a size
of 10µm/2µm), in order to generate an as compact and symmetric as possible array
of matched transistors. The final goal regarding the final transistor array was to be
as close as possible to a square formation. By applying the two-dimensional common
centroid layout technique, the following layout pattern has been generated:
DM
2A
S DM
1A
S DM
3A
S SM
4A
D SM
6A
D SM
5A
D
DM
5B
S DM
6B
S DM
4B
S SM
3B
D SM
1B
D SM
2B
D
The subscripts S and D define the source and drain terminals of a MOST, respectively.
In this case, all MOSTs are of P-type, therefore, they are all deployed into separate N-
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wells. It would be interesting to explore the properties of the selected layout pattern and
discuss its selection. Starting from the selected device sequence; it has been repeatedly
shown in the previous Chapters the importance of the BC topology currents uj and vj .
These currents are responsible for the appropriate charging and discharging of the BC
capacitor. Moreover, at the same node, where the uj and vj currents exist, the circuit’s
capacitors are located as well as one of the two types of level shifter of the BC-block,
i.e. IQj . Therefore, it should be obvious that the node located between transistors M3
and M4 is the most crucial one, requiring some extra attention, from a layout point of
view. By placing these devices in the middle of the array (see pattern above) and as
close as possible to each other, the best possible matching between these two devices is
achieved.
Next to them, transistors M1 and M6 have been placed. These devices handle the
input and the output of the BC-block and their matching is of great importance as
well, however, compared to the matching of the devices M3 and M4, their matching
properties are less significant. Finally, on the end of the array, transistors M2 and M5
have been placed. These devices are providing a simple voltage shift to the DTL, thus,
matching these two devices is not so important as the matching of the previous two
MOST couples.
As it can be realised now, the order in which the MOST couples M1 −M6 has been
placed has been selected according to the significance of each device in the TL loop.
However, all of the devices have been placed as close as possible, in general, in a totally
symmetric manner. The common centroid pattern followed should be able to guarantee
a stress/thermal-gradient free layout for the BC-block. As a final point, it is worth
mentioning that four dummy gates have been placed around the array of the matched
devices, in order to “protect” the circuit from any possible etch effects, as described
in detail in previous section. The interested reader could distinguish that the distance
between all gates (dummies or not) is the same. The dummy gates were not floating
unconnected. They have been connected to the VSS potential of the circuit.
In Figure 7.4, the reader can find the BC-block layout, as it has been designed in
Cadence environment.
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7.3.2 The Squarer Block
The squarer topology is one of the few nonlinear STL blocks that CytoMimetic circuits
are exploiting to produce their nonlinear dynamics. Due to the block’s inherited nonlin-
earity, careful layout is required, in order to ensure that the performance of the squarer
block remains as close as possible to the simulated one. During simulation process,
the addition of three more devices has taken place in the original “four MOST squarer
topology”. The cascoded squarer formation created, generated adequate results, leading
to greater accuracy during its operation. A schematic diagram of the squarer block that
has been laid out is shown in Figure 7.5.
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Figure 7.5: The squarer block schematic with pads added before converted into layout. The
pads are indicating the current and voltage input/output points.
The size of each device is again 20µm/2µm, as in the BC-block case, which is in general
a relatively small transistor size. As in the previous case, each MOST has been split into
two fingers, allowing the construction of a more symmetrical array of matched MOSTs.
The two fingers that each MOST has been split into are labeled again A and B (each
one of them has a size of 10µm/2µm). Again, the final goal for the transistor array
was to be as close as possible to a square formation. In this case, the layout design
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has been also split into two phases, each one implementing the design of a different
MOST array. The first array (group 1) is responsible for the matching of the “core”
MOSTs M1 −M4 that actually participate in the squaring process of an input current.
The second array (group 2) has been developed to match the cascoded MOS devices
M5 − M7. As it can be easily understood, the matching of the first array group is
more important than the matching of the second one, since the latter group does not
participate in the “squaring process” of the input current and are only placed for the
increase of the input/output resistance of the block (and consequently maximise the
accuracy of the block). However, for both arrays the two-dimensional common centroid
layout technique has been applied, leading to the two following layout patterns:
Group 1 :
DM
2A
S DM
1A
S SM
4A
D SM
3A
D
DM
3B
S DM
4B
S SM
1B
D SM
2B
D
Group 2 :
SM
6A
D SM
5A
D SM
7A
D
SM
7B
D SM
5B
D SM
6B
D
The subscripts S and D again define the source and drain terminals of a MOST, re-
spectively. Once again, all MOSTs in this block are P-type, therefore, they have each
been deployed into a separate N-well. By separating the total circuit into two “subcir-
cuits”, the four-MOS squarer block and its cascoded part, better matching is achieved
since each block is designed separately. By achieving sufficient matching in each one of
the separated groups, it is ensured that each group is going to perform its task in the
best possible way. Moreover, by placing finally the two arrays close enough, mismatch
effects between the two groups have also been kept minimal. The selection of the final
location of the cascoded devices (group 2) was based on the original schematic of the
block (see Figure 7.5), which dictates that the devices M5−M7 need to be placed close
to the devices M2−M4 of the first group. In Figure 7.6, the reader can find the squarer
layout, as it has been designed in Cadence environment. The reader can notice the
presence of four dummy gates, connected to circuit’s VSS potential, in accordance with
the guidelines shown above regarding etch effects.
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7.3.3 The PMOS Transistor Multiplier/Divider Block
The PMOS transistor multiplier/divider has been used in the glycolytic oscillator cir-
cuit, in order to generate the current products (IOUT1IDA)/IQ, or simply as it has been
mentioned in Chapter 4, to generate a scaled version of the output current IOUT1 by
multiplying it with the electrical parameter α = IDA/IQ. Although the specific block
performs a “trivial” current multiplication operation, again high matching is required
as a precaution. It is reminded that the inherited nonlinearities of the CytoMime-
tic topologies do not allow minor mismatches in each TL block, since cumulative mis-
matches might affect the final nonlinear dynamics. A schematic diagram of the PMOS
transistor multiplier/divider block that has been laid out is shown in Figure 7.5.
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Figure 7.7: The PMOS-based multiplier/divider block schematic with pads added before con-
verted into layout. The pads are indicating the current and voltage input/output points.
As in the previous two layout cases, the transistor sizes in this block are 20µm/2µm.
Again, each transistor of the block has been split into two fingers, allowing the design
of a square-like final array of matched devices. The two fingers that each MOST has
been split into are labeled again A and B (each one of them has a size of 10µm/2µm).
Similarly to the squarer block case, the design in this case can be again divided into
two different groups, each one implementing the function of a different MOST array.
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The first array (group 1) is responsible for the matching of the “core” MOSTs M2−M5
that actually participate in the multiplication/division process of the input currents.
The second array (group 2) has been developed to match the cascoded MOS devices
M1 and M6. As it can be easily understood, the matching of the first array group is
more important than the matching of the second one, since the latter group does not
participate in the current multiplication/division process and are again only placed for
the increase of the input/output resistance of the block (and consequently maximise the
accuracy of the block). However, for both arrays the two-dimensional common centroid
layout technique has been applied, leading to the two following layout patterns:
Group 1 :
DM
3A
S DM
2A
S SM
5A
D SM
4A
D
DM
4B
S DM
5B
S SM
2B
D SM
3B
D
Group 2 :
SM
6A
D SM
1A
D
SM
1B
D SM
6B
D
The subscripts S and D denote the source and drain terminals of a MOST, respec-
tively. One more time, all MOSTs in this block are P-type, therefore, they have each
been deployed into a separate N-well. By separating the total circuit into two “subcir-
cuits”, the four-MOS multiplier/divider block and its cascoded part, better matching
is achieved since each group is again designed separately. The functions of the devices
M2 −M5 and the cascoded ones M1 and M6 are independent, therefore, it allows the
design of individual matched arrays, each one maximising the matching properties of a
specific group of devices. It needs to be mentioned that for this particular case, various
topologies have been investigated. The layout topology shown in the above pattern is
the one exhibiting better performance (significantly less parasitic capacitances), accord-
ing to extensive simulations. In Figure 7.8, the reader can find the PMOS transistor
multiplier/divider block layout, as it has been designed in Cadence environment. The
presence of four dummy gates can be noticed one more time, which are connected to
circuit’s VSS potential, in accordance with the guidelines shown before, regarding etch
effects.
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7.3.4 The NMOS Transistor Multiplier/Divider Block
The last of the critical DTL and STL blocks is the NMOS transistor-based multi-
plier/divider block, shown in Figure 7.9. The role of the specific block in the glycolytic
oscillator circuit is the multiplication of the two output currents IOUT1 and IOUT2 , ex-
pressed over a biasing current IO. As Figure 7.9 clearly illustrates, the block can be
again separated into two groups, judging from their circuital function. Group 1 will
include the “core” devices M2−M5 and group 2 will include the remaining two devices
M1 and M6, which define the “cascoded” section of the block.
2OUT
I OI
DDV
SSV
20
2
m
m


Output
20
2
m
m


20
2
m
m


20
2
m
m


20
2
m
m


20
2
m
m


1OUT
I
1M
2M
3M 4M
5M
6M
Figure 7.9: The NMOS-based multiplier/divider block schematic with pads added before
converted into layout. The pads are indicating the current and voltage input/output points.
Since in this block all devices’ aspect ratios are again 20µm/2µm, the two finger lay-
out method can be applied to this case one more time. The two fingers that each
MOST has been split into are labeled again A and B (each one of them has a size of
10µm/2µm). The layout pattern stemming from the two-dimensional common centroid
7.3. Indicative Basic Circuit Blocks Layout 288
layout technique applied to both arrays, is shown below:
Group 1 :
DM
2A
S SM
3A
D DM
4A
S SM
5A
D
DM
5B
S SM
4B
D DM
3B
S SM
2B
D
Group 2 :
SM
6A
D SM
1A
D
SM
1B
D SM
6B
D
The subscripts S and D denote the source and drain terminals of a MOST, respectively.
This is the only layout case (except of the current mirrors), where the devices are N-
type MOSTs, therefore, there is no need for individual wells. The transistors have
been laid on a P − type substrate, as it is usually the case for NMOS devices in an
n-well technology. Following the same principles as in the previous three block cases,
the separation of the devices into groups, according to their functionality in the block,
allows the maximisation of matching within certain devices that perform the same task.
Four dummy gates connected to the circuit’s VSS potential are present for one more
time, as a precaution for any etch effects. Figure 7.10 provides the NMOS transistor
multiplier/divider block layout, as originally designed in Cadence environment.
With this circuit case, the presentation of the layout of the four functional blocks of the
glycolytic oscillator has been concluded. The presented layouts have been implemented
in such a manner that serves the needs of the circuit for high accuracy and compactness.
Although the layout of the specific circuits could have been implemented in a different
way, the post-layout simulation results shown in the next section, enhance the argument
that the selected layout patterns were correct, or at least, provided results which are
quite close to the desired ones.
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7.3.5 Indicative Current-Mirror Topologies
In this subsection, two, indicative current mirror topologies will be presented. The
first one describes a simple, cascoded, NMOS type current mirror circuit, which has
been extensively used for the correct “mirroring” of various currents in the glycolytic
oscillator circuit. The second case examines the layout of an important current mirror
topology, i.e. the circuit that mirrors the sensitive input current IDA, which as it
has been shown in Chapter 4 is responsible for the oscillatory behaviour of the total
circuit and more specifically, it defines whether the circuit produces stable limit cycles
or stable fixed points. The precise mirroring of the input current IDA will provide a
circuital behaviour close to the simulated one, which as already been shown is very close
to the biochemical model.
The aim of this subsection is to provide layout details about the customary but nonethe-
less important, simplest STL topologies, the current mirrors. The first current mirror
topology has been chosen, due to its complexity compared to the non-cascoded current
mirror topologies. Most of the current mirrors of the glycolytic circuit are cascoded,
in order to ensure that the various circuital currents are mirrored with minimum er-
rors. The second layout case will exemplify how to deal with current mirrors that are
“charged” to carry sensitive currents of the circuit.
7.3.5.1 Simple Cascoded NMOS Transistor Current-Mirror Topology
Although the current mirror can be treated as the simplest STL block, its role in the
circuit cannot be downgraded. Albeit the errors that these blocks usually introduce
are not significant, compared to the other STL topologies, the existence of an error
factor in every single current mirror of the total circuit might lead to undesired results.
Therefore, a careful layout of this block will provide the robustness required for the
safe operation of intrinsic nonlinear circuits, such as the CytoMimetic ones. In Figure
7.11 a typical cascoded, NMOS current mirror is shown. Treating the specific topology
as a typical cascoded TL block, a separation method of the MOS transistors accord-
ing to their functionality can be adopted, as in the previous STL circuit cases. Two
groups of MOSTs will occur after the aforementioned separation. The first one includes
the devices M3 and M4 that are responsible for the current’s mirroring, while devices
M1 and M2 define the second group, denoting the cascoded devices that increase the
input/output resistance of the block.
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Figure 7.11: A simple, cascoded NMOS current mirror topology. The pads are indicating the
current and voltage input-output points.
By taking into consideration the aspect ratios of the devices, which are 20µm/2µm, the
two finger layout method can be applied one more time. As in the previous cases, the
two fingers that each MOST has been split into are labeled A and B (each one of them
has a size of 10µm/2µm). By exploiting the common terminal connections exist in this
configuration, the two arrays can be merged to form one big array, where the MOSTs
will share common source and drain terminals. A very compact layout for the specific
current mirror is shown in the following pattern:
DM
1A
S DM
3A
S SM
4A
D SM
2A
D
DM
2B
S DM
4B
S SM
3B
D SM
1B
D
The interested reader should again note that the core devices M3 and M4 have been
placed in the middle of the pattern, to ensure maximum matching between them. The
cascoded transistors M1 and M2 have been placed at the ends of the arrays, since match-
ing between them is not so critical, however, the euclidean distance of their centroids
is very close. In Figure 7.12, an actual Cadence layout representation of the block is
shown. The four dummy gates (connected to VSS) for this case have been placed closer
to the matched device arrays, as primarily suggested in Figure 7.1, since the distance
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between the MOS gates is now smaller.
M1A M3A M4A M2A
M2B M4B M3B M1B
Figure 7.12: An actual representation of the layout of the MOSTs of the cascoded NMOS
current mirror block in Cadence environment. All four devices have been laid out based on the
two-dimensional common-centroid pattern with two fingers for each transistor.
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Despite the compact layout, no routing has taken place over the active areas of the
MOSTs as a precaution.
7.3.5.2 IDA Input Current Cascoded Current-Mirror Topology
In this case a six PMOS transistor current mirror has been selected to provide the
current IDA to the two circuit blocks, i.e. to the first BC-block and to the PMOS
multiplier/divider. Thus, the mirror has one input and two outputs, as shown in Figure
7.13. The mirror is again cascoded, in order to ensure minimum error and achieve a
current ratio as close as possible to 1 : 1. Similarly to the previous cases, the six MOSTs
can be divided into two groups, the core, mirroring groups formed by devices M4 −M6
and the cascoded one formed by M1 −M3.
DDV
DAI
400
1.6
m
m


2Output
400
1.6
m
m


1Output
400
1.6
m
m


400
1.6
m
m


400
1.6
m
m


400
1.6
m
m


1M 2M 3M
4M 5M 6M
Figure 7.13: The PMOS-based “enhanced” current mirror topology, responsible for mirroring
the important, “sensitive” IDA current of the circuit. The pads are indicating the current and
voltage input-output points.
Since this current mirror is responsible for carrying a current provided by an external
current source, a large aspect ratio has been selected for the MOSTs that comprise it.
The selected aspect ratio is 400µm/1.6µm, which leads to a very asymmetric layout,
if the devices are not split into fingers. For this case, the devices have been separated
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into four fingers, each one having a size of 100µm/1.6µm. Each MOST finger has been
labeled as A, B, C and D. By exploiting again the common terminals of the design,
the two-dimensional common centroid pattern that has been chosen is the following:
DM
5A
S DM
4A
S DM
6A
S SM
6B
D SM
4B
D SM
5B
D | DM5CS DM4CS DM6CS SM6DD SM4DD SM5DD
DM
2A
S DM
1A
S DM
3A
S SM
3B
D SM
1B
D SM
2B
D | DM2CS DM1CS DM3CS SM3DD SM1DD SM2DD
With this pattern, the fingers of the core devices M5 and M6 have been placed next to
the fingers of the device M4, which is carrying the input current primarily. A closer look
into the above pattern reveals that the fingers of the device M4, as well as the fingers
of the device M1 have been place in between the fingers of the core devices M5 and M6
and the cascoded devices M2 and M3, respectively. In this way, very good matching
is guaranteed between the devices M1 and M4, who are receiving the input current in
the first place and the four other devices (M2, M3, M5 and M6), which define the
current mirror’s output stages. At this point, it is worth mentioning that the devices
could be split into further fingers, i.e. eight or sixteen, however, according to literature,
splitting the devices into a large number of fingers does not guarantee perfect matching.
On the contrary, after a certain point the performance remains the same [126]. With
the four fingers split that has been made, a symmetric, square-like topology has been
created for each array of matched devices (as close to a square as possible). Despite the
compact layout, again, no routing has taken place over the active areas of the MOSTs as
a precaution. Figure 7.14 illustrates the current mirror’s layout in Cadence enviroment.
7.4 Post-Layout Simulation Results
In this section, the post-layout simulation results will be presented. Once all layout
blocks have successfully passed through the Design Rule Check (DRC) and the Layout
vs. Schematic (LVS) check, a parasitic extraction stage is introduced. Through this step
and based on the designed layout, an updated, detailed circuit netlist is produced, where
all parasitic elements, such as parasitic capacitors, inductors and resistors are included
within it, generating a more realistic circuit response. The detailed, transistor-level sim-
ulations performed after the parasitic extraction step, called post-layout simulations, are
providing a more inclusive and clear assessment of the circuit’s behaviour, the influence
of parasitics on the circuit’s dynamics and any glitches that may occur, due to tran-
sistor mismatches. The post-layout simulations provide the most reliable testing of the
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Figure 7.14: Layout of the MOSTs of the cascoded six PMOS current mirror block in Cadence
environment, responsible for the mirroring of current IDA. All devices have been laid out based
on the two-dimensional common-centroid pattern with four fingers for each MOST.
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circuit’s performance and robustness, right before the circuit’s fabrication. It is the last
and more important step before the chip manufacturing process.
In the case of the glycolytic oscillator case, since an actual chip has not been produced
and no experimental measurements have been obtained, the post-layout simulations
consist the closest one could get to the investigation of the actual chip’s behaviour.
Therefore, a large number of post-layout results have been obtained, in order to verify
the circuit’s accuracy and also its robustness in every possible manner.
7.4.1 Post-Layout Transient And Phase Plane Analysis Results
Similarly to the pre-layout simulation results obtained in the analogous section in Chap-
ter 4 for the same circuit, an identical analysis will take place here as well. Through
the post-layout simulations, i.e. by using the new circuit’s netlists, which include all
parasitic elements introduced after layout, the time behaviour of the two currents IOUT1
and IOUT2 , i.e. the solutions of the ODEs, will be investigated. Moreover, a phase plane
representation of the system will be provided, illustrating the generation and decay of
stable limit cycles, which subsequently verify the oscillatory behaviour of the laid out
circuit. As a general comment, it should be stressed that the post-layout simulations
exhibit a time and phase plane behaviour, very close to the pre-layout, simulated one.
Both the pre- and the post-layout dynamics of the glycolytic circuit are sufficiently close
to the ideal electrical response of the circuit, generated by the equations tabulated in
Table 4.2.
As expected, the post-layout simulations exhibit differences compared to the pre-layout
simulations with respect to frequency of oscillations and amplitude of the current signals.
However, these differences are not significant and can be justified by the presence of the
various parasitic components. The “time-shift” of the transient post-layout simulations
were expected, since parasitic capacitances altered the total capacitance of the circuit
(mainly the parasitics on the capacitor node). However, as it has been explicitely shown
in Chapter 4, the time properties of CytoMimetic circuits do not depend only on the ca-
pacitance of the system. The value of the currents IQj for example is responsible for the
circuit’s oscillation period, as well. The introduction of minute parasitic capacitors and
potential mismatches between the devices will provide these acceptable variations from
the pre-layout simulated circuit’s behaviour. The current amplitude and the frequency
of oscillation deviations introduced by the parasitic components have subsequently af-
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fected the point of the Hopf bifurcation. In Figure 7.15 - Figure 7.17, the dynamics of
the laid out circuit are illustrated, presenting the new values of IDA current, where the
circuit responses qualitatively match the pre-layout simulations responses. The selec-
tion of the appropriate values of the IDA current has been done in a qualitative manner,
since there is no mathematical relation that can provide the bifurcation point of the
pre- or post-laid out circuit. Only through the ideal electrical equations, provided in
Table 4.2, an “electrical bifurcation point” can be determined. The pre- and post-layout
simulations only exhibit how close or how far Cadence simulations are from the ideal
electrical response.
From the results presented in Figure 7.15 - Figure 7.17, a minor increase has been
spotted regarding the values of IDA current required, in order to exhibit dynamical
behaviours, similar to the ones presented in the pre-layout simulation in Chapter 4.
This current increase can be roughly estimated ∼ 100pA. By taking into consideration
this increase in IDA, the new, post-layout simulation results demonstrate a circuital
behaviour very close to the pre-layout simulations. Despite the fact that the value of
IDA has slightly shifted, the total circuit’s behaviour is more than encouraging. The
functionality of the recommended layout patterns has been verified and it could be
argued that the post-layout circuit’s simulated response has been “predicted” by the
pre-layout Monte Carlo statistical analysis simulations, which revealed a possible 14%
deviation from the nominal oscillation frequency values.
In order to compare the post-layout circuit’s responses with the pre-layout and ideal
ones, a random value for IDA has been chosen, which leads to glycolytic oscillations.
The ideal and pre-layout dynamic responses are illustrated for this current value, for
the reader’s convenience in Figure 7.18 and Figure 7.19. In Figure 7.20, the combined
dynamics from the ideal, the pre- and post-layout simulations, for the specific current
value are illustrated in a normalised manner with respect to the ideal F6P values. The
interested reader can notice that surprisingly, the post-layout response seems to be
closer to the ideal electrical behaviour, rather than closer to the pre-layout simulated
one. Finally, the relation between the input of the biological and electrical systems α
and IDA and the frequency of glycolytic oscillations is shown, in complete analogy with
the results shown in Figure 4.13. In Figure 7.21, the post-layout circuit’s frequency of
oscillations is shown and compared to the frequency of the pre-layout circuit and the
ideal biochemical model. The post-layout circuit exhibits a frequency behaviour very
close to both pre-layout circuit and the ideal biochemical model.
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Figure 7.18: Ideal electrical system dynamics - (a) transient and (b) phase plane analysis - for
the values shown in Table 4.3 and with IDA = 0.85nA.
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Figure 7.19: Pre-layout electrical system dynamics - (a) transient and (b) phase plane analysis
- for the values shown in Table 4.3 and with IDA = 0.85nA.
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Figure 7.20: Combined electrical systems dynamics - (a) transient and (b) phase plane analysis
- for the values shown in Table 4.3 and with IDA = 0.85nA. The dynamics have been normalised
with respect to the highest value of the ideal F6P response. Through this normalisation, all the
other dynamics are represented as a percentage of the ideal F6P response.
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Figure 7.21: Dependence of frequency of glycolytic oscillations on the input for biochemical,
pre- and post-layout simulated electrical circuit. In (a) the increase of the glycolytic oscil-
lations frequency is observed for the three systems, while in (b) the deviation between the
three frequencies as the input increases is shown as a percentage, which has been calculated as
(FreqBio−FreqElec)/FreqBio in an absolute value manner. The post-layout circuit’s behaviour
exhibits a trace that matches the pre-layout simulations, however, its frequency range is closer
to the frequency of the biochemical model.
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7.4.2 Post-Layout Robustness Analysis Results
The robustness of the laid out circuit has been tested one more time, through the Monte
Carlo statistical simulations tool. Based on these simulations, an accurate estimate
over the fabricated chips’s behaviour can be achieved. The post-layout mismatch Monte
Carlo simulation has been performed for the values shown in Table 4.3 with IDA = 1nA,
similarly to the Monte Carlo simulations performed in subsection 4.4.4, Figure 4.12. The
post-layout Monte Carlo results shown in Figure 7.22 are satisfactory, illustrating an
approximate 100Hz deviations from the pre-layout Monte Carlo mean value, while the
standard deviation remained approximately the same (∼ 13%).
For the 600 iterations performed, the software demonstrated that approximately above
90% of the circuits will perform glycolytic oscillations, with frequency ranging by ∼ 13%
from the new mean value. This result highlights the robust performance of the laid-
out circuit, which seems to “shadow” the pre-layout dynamic responses. By no means
could this type of simulations substitute the actual exprerimental measurements from a
fabricated chip. However, this type of post-layout simulations represent the only tools
a designer has at his disposal, before the actual circuit’s fabrication process. Therefore,
these results can provide a secondary, but still highly realistic representation of the
fabricated chips dynamic response, without of course the interference of noise coming
from the experimental setup or the devices. Judging from the transient and phase
plane results and reinforced by the encouraging Monte Carlo analysis simulations, the
robustness of the CMOS Log-domain glycolytic oscillator circuit can be quaranteed for
any potential fabrication attempt.
As a final comment regarding the presented Monte Carlo results, it should be mentioned
that robustness and variability results are presented only for the case originally shown
in Figure 4.12. Fabrication-related simulation results for the values that have led to
the generation of Figure 4.11 could not be obtained, since the results in Figure 4.11
require different aspect ratios for the devices, as well as different capacitances. The
laid-out blocks have been designed for the aspect ratio and capacitance values shown in
Table 4.3, therefore no other value combinations could be achieved through post-layout
simulations.
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7.4.3 Post-Layout Three Dimensional Circuit Behaviour
The essence of the usefulness of the three-dimensional representation of the circuit’s
dynamics is to verify the circuit’s “global” behaviour, as the electrical parameter IDA
changes and the system migrates from a stable limit cycle to a stable fixed point re-
sponse. It is important to examine the oscillatory behaviour of the laid out circuit
and verify that its general behaviour resembles the behaviour of the pre-layout circuit
and/or the behaviour of the ideal electrical circuit. The minor displacement of the Hopf
bifurcation point can now be clearly seen from the three-dimensional circuit represen-
tation of Figure 7.23 and Figure 7.24. The interested reader can verify that the new
Hopf bifurcation point is located around IDA = 1.68nA.
ADP (nA)
IDA (nA)
F6
P 
(n
A
)
Figure 7.23: Three dimensional phase plane analysis of post-layout Cadence simulations, while
current IDA is changing. The graph illustrates the solution of the two state variables for the
time interval 15 − 19 msec, proving system’s migration from stable limit cycles to stable fixed
points.
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Figure 7.24: Three dimensional behaviour of post-layout Cadence simulations, while current
IDA is changing. The graphs demonstrate the circuit’s response for the time interval 15 −
19 msec, demonstrating clearly the system’s migration from stable limit cycles to stable fixed
points.
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7.5 Conclusions
In this Chapter the layout of the CMOS Log-domain glycolytic oscillator has been pre-
sented extensively. Starting from the layout patterns of each block of the glycolytic
oscillator and continuing with the post-layout simulation results, the robustness of this
CytoMimetic circuit case has been proved. The post-layout simulation results demon-
strated a dynamical behaviour very close to the pre-layout circuit and to the ideal elec-
trical one, confirming that the selected layout patterns introduced very good matching
between the devices. The total performance of the laid out circuit is judged with respect
to the total parasitic components each layout pattern is generating. Various layout de-
signs result in different parasitic extraction netlists. Although the differences between
the various layout patterns that have been tested for each block of the glycolytic circuit
were minor, however, small differences in the location of the Hopf bifurcation point
could be spotted.
At this point it needs to be stressed that, as it has been repeatedly mentioned in previous
discussions, these minor deviations from the nominal, ideal circuit’s response, could be
considered as a feature of CytoMimetic circuits. By assuming that a large number of
circuits performing glycolytic oscillations has been developed, the reader can understand
that each one of the fabricated circuits will perform closely to the dynamics dictated by
the ideal electrical equations, but with a minor deviation from the nominal operating
point. These minor, inevitable mismatches will generate a stochastic network of circuits,
each one performing closely but not identically to the ideal behaviour. Such behaviours
could be related to real biological systems, where each cell or molecule performs similarly
to its neighboring one but not identically.
Finally, if the target is not the design of a network of CytoMimetic circuits, but a unique
circuit that should perform as close as possible to the ideal behaviour, in this thesis it has
been shown that these circuits are perfectly tunable, therefore, a dynamical behaviour
similar to the ideal electrical one could be achieved, but not for the pre-layout simulation
values. Tuning specific currents which correspond to specific biological parameters will
provide the desired results and will bring the fabricated circuit’s dynamics closer to the
desired ones. This means that either as a stochastic network emulating a large number
of cell or molecule responses or as a controller that provides a specific, reference point
of dynamics, CytoMimetic circuits could provide a solution to fast and reliable coupled,
nonlinear biochemical dynamics emulation.
Chapter 8
EKV-Based Analysis Of
Subthreshold MOS Translinear
Topologies
8.1 Introduction
In this Chapter, a methodical, step-by-step, symbolic analysis exploiting the EKV model
is performed upon both static and dynamic TL circuits in subthreshold CMOS. The
static TL circuits analysed include the current mirror topology, the four and six MOS
transistor multiplier/divider (stacked formation), the squarer circuit and the alternat-
ing formation of a six MOS transistor multiplier/divider. The logarithmic integrator is
treated as a typical dynamic TL analysis example. EKV-based symbolic analysis results
are compared against the ideally expected behaviours and Spectre R© - BSIM3V3 model
- simulations. The impact of transistor-level design parameters upon performance (e.g.
gain, distortion-levels) and upon ideal behaviour is captured, analysed and discussed
both quantitatively and qualitatively. Wherever possible, the impact of process pa-
rameters upon performance is investigated and practical design “rules-of-thumb” are
articulated.
The material in this Chapter provides an insightful way, through which CytoMime-
tic topologies can be viewed and subsequently designed. The deviations of CytoMi-
metic topologies dynamics from the ideal biological/biochemical ones are mainly due
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to the non-ideal exponential behaviour of MOSTs. The use of BJTs could help the
designer overcome this issue, as mentioned previously. However, in modern electronic
applications, such as biomedical ones for example, where, in general, portability, wear-
ability and implantability is sought after, analogue electronics need to consume as little
power as possible, occupy minute chip area and operate with sufficient accuracy for
the specific application. Therefore, for such applications, MOST weak-inversion (WI)
operation is one of the preferred basic options. Within the WI region, MOSTs exhibit
their low power properties, are characterised by the maximisation of the gm/ID ratio
(tranconductance generation factor) and also comply with the TLP. The usefulness of
subthreshold operation has been repeatedly illustrated in numerous publications in the
literature. Recent, indicative, low-power biomedical examples include nonlinear cellu-
lar/molecular dynamics computation circuits [62, 91] and linear, high-dynamic range,
filtering topologies [5–7, 89, 127, 128]. The TLP is always one of the necessary, basic
tools required for the mathematical description and subsequent implementation of such
circuit topologies, thanks to the flexibility that it provides when it comes to the real-
time realisation of linear or nonlinear mathematical operations, involving the output
currents of exponential transconductors organised as a closed and balanced TL loop
[46].
A detailed analysis on subthreshold MOST-comprised TL circuits has been performed
by Andreou and Boahen in [30], showing experimental data from topologies exploiting
the logarithmic current-voltage relation of MOS devices operating in WI. Seevinck and
Wiegerink have proposed conditional generalisations of the TLP, which include MOSTs
operating in strong inversion [129]. Recently Minch, inspired by Lopez-Martinez et al.
[130] and based on the originally proposed TLP and a simplified version of the EKV
model [131, 132], succeeded in tailoring the TL formalism and confirming its validity
for all regions of MOS operation through chip measurements [133].
Commonly, the initial basic stages of the synthesis of a subthreshold TL circuit aimed at
realising a specific operation are dictated by the ideal TLP relation stemming from the,
ideally, exponential relation between drain current and gate-source voltage difference
(assuming VBS = 0). The later stages of the design process usually call for extended
simulations, which lead to the empirical optimisation of the circuit. In practice, sub-
threshold MOST TL circuits are often required to operate in such a manner that the
instantaneous magnitudes of two (or more) transistor currents involved in the opera-
tion of the TL loop may vary considerably (by one order of magnitude or more, e.g.
[5]), which suggests that for given device aspect ratios, certain devices may instanta-
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neously migrate from the weak to the moderate inversion region, when asked to process
very large currents for their size. This, in turn, means that the ideal expression for
the TLP (the well-known pristine equality of transistor currents) is violated, at least
instantaneously, since certain of the loop transistors momentarily fail to comply with
the exponential law, in accordance with interpolating “all regions of operation” models
treated in detail in [29, 133, 134]. Interesting measured and simulated examples of how
large currents processed by WI MOST TL circuits affect operation and performance
can be found in [128, 135].
With the above borne in mind, certain questions arise naturally: How is the operation
and performance of a given WI TL circuit (whose topology is synthesised in compliance
with the ideal TLP relation) affected for different device sizes and current magnitude
levels, when deviations from the ideal exponential device relation are taken into consid-
eration? Based on the results of such a detailed transistor-level analysis, how can the
accuracy of the operation of such a circuit be optimised and how can its deviation from
the ideal operation be mitigated? This Chapter aims at providing such a MOST-level
detailed analysis, sheding light on the associated technical trade-offs. A collection of
often used TL circuits is analysed by exploiting a simplified EKV-based model and,
wherever possible, “rules-of-thumb”, which may inform the circuit’s design pathway are
articulated.
The Chapter is structured as follows: Section 8.2 presents the ideal and EKV-based
models of MOST subthreshold operation. In Section 8.3, generic types of static and
dynamic TL circuits are analysed following both approaches. In particular the following
circuits are analysed: a) a non-cascoded current-mirror, b) a 4MOS multiplier/divider
(stacked formation), c) a 6MOS multiplier/divider (stacked formation), d) a squarer
topology, e) a 6MOS multiplier/divider (alternating formation) and finally f) a 1st order
low-pass Log-domain filter. Section 8.4 proceeds with the comparative presentation of
the mathematical analysis results (both for the ideal and the EKV-based case) and
simulated results obtained from the Cadence Design Framework (CDF). Triggered from
certain counterintuitive simulation results, this Chapter is concluded with Section 8.5,
where a brief but analytical insight regarding the culminating EKV-based results is
offered.
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8.2 MOS Transistor Models
Based on the earlier TLP discussion (see Chapter 2), a physical device can be termed
“TransLinear”, if the current through the device and its transconductance exhibit a
linear relation. In other words, a two, three or four terminal device, whose current
density is an exponential function of its control voltage, can be defined as a TL element
[46]. In the case of a MOST, the control voltage that produces the drain current is the
potential difference between the channel surface ψS and the source or drain terminal.
The drain current of a MOST in WI is a function of these two factors:
ID =
W
L
IDOexp
(
ψS − VSB
VT
)(
1− exp
(
− VDS
VT
))
(8.1)
where ψS is a function of the bulk and gate voltage of the device (ψS = F (VG, VB)),
VT is the thermal voltage (≈ 26mV at 300K) and W/L denotes the the aspect ratio of
a MOS device [30]. The drain current of a MOST can be also approximated by semi-
empirical expressions that provide more than acceptable results [133]. Such a typical
expression valid for all regions of inversion is the EKV interpolation model [27, 29, 134]
defined below:
ID =
W
L
µCox(2n)V
2
T
{[
ln
(
1 + e(VP−VSB)/(2VT )
)]2−
−
[
ln
(
1 + e(VP−VDB)/(2VT )
)]2}
(8.2)
with µ, Cox and n denoting the effective surface mobility, total oxide intrinsic capaci-
tance and the slope factor (1/κ), respectively. The quantity VP defines MOST’s pinch-off
voltage [134]. From (8.1) and (8.2), two current-voltage expressions can be derived that
will help with the analysis of several static and dynamic TL circuits. For all types of
circuits treated in the Chapter, it has been assumed that the devices used are NMOS
transistors, in deep saturation, i.e. VDS  4VT . Needless to say that an identical
analysis holds for PMOS devices.
8.2.1 Ideal Equations Approach
Based on the capacitor divider model, the surface potential ψS of a MOST can be
described by the relation: ψS = (CoxVGB)/(Cox + Cdep) = κVGB, where Cdep is the
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depletion layer capacitance between the surface and its substrate [30]. Since deep-
saturation operation has been assumed, the dependence on the drain potential can be
ignored, thus, (8.1) can be re-written as:
ID =
W
L
IDOexp
(
VGS − VTH
nVT
)
exp
(
(n− 1)VBS
nVT
)
(8.3)
with IDO = µCox(2n)V
2
T ≈ 260nA for an NMOS in AMS 0.35µm technology [27, 29,
136]. From (8.3), two expressions for the drain current of a MOST and consequently for
its control voltage VGS can be derived, depending on the potential of the bulk terminal
of the device with respect to the source terminal. Both expressions are shown below:
When VB = 0 :
VGSj = VTH + (n− 1)VSj + nVT ln
[
IDj/(IDO [W/L]j)
]
(8.4)
When VBS = 0 :
VGSj = VTH + nVT ln
[
IDj/(IDO [W/L]j)
]
(8.5)
with j indicating the transistor index inside the TL loop.
8.2.2 EKV-Model-Based Approach
The deep saturation MOST operation assumption been made, allows to safely ignore
the second exponential term of (8.2) [27, 29, 133]. Moreover, for design purposes, from
[27, 29, 134], the voltage VP can be approximated by VP ≈ (VGB − VTH)/n, therefore,
relation (8.2) can be re-expressed as:
ID = IDO
W
L
{[
ln
(
1 + e(VGB−VTH−nVSB)/(2nVT )
)]2}
(8.6)
As in the ideal case, depending on the voltage relation between the source and bulk
terminals, two different expressions can be derived for the control voltage VGS . When
VB = 0, (8.6) can be re-written as:
ln
(
1 + e(VG−VTH−nVS)/(2nVT )
)
=
√√√√ ID
IDO
[
W
L
] (8.7)
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Exponentiating both sides of (8.7), yields:
e(VG−VTH−nVS)/(2nVT ) = e
√√√√ ID
IDO
[
W
L
]
− 1 (8.8)
Taking the natural logarithm of both sides of (8.8) gives:
VGS = VTH + (n− 1)VS + 2nVT ln(eX − 1) (8.9)
where X =
√
ID/(IDO [W/L]). Clearly, the dimensionless quantity X is the square
root of the inversion coefficient (IC), which defines the region of operation for a MOST
(when in WI, IC  1; when in MI, IC ≈ 1; when in SI, IC  1) [134]. Moreover, the
exponential term of (8.9) can be expanded in a Mclaurin series:
eX − 1 = X
1!
+
X2
2!
+
X3
3!
+ ...+
Xn
n!
(8.10)
and bearing in mind that in WI (even close to MI), the IC is ≤ 1, it is safe to approx-
imate eX − 1 with the first two terms of the series, i.e. X + X2/2 = X(1 + X/2) and
transform (8.9) into:
VGS = VTH + (n− 1)VS + 2nVT ln(X) + 2nVT ln(1 +X/2)
Furthermore, based on the previous assumption regarding the range of X, the term
(1 +X/2)2 ≈ (1 +X) and the VGS relation becomes:
When VB = 0 :
VGSj = VTH + (n− 1)VSj + nVT ln(X2j ) + nVT ln(1 +Xj) (8.11)
When VBS = 0 :
VGSj = VTH + nVT ln(X
2
j ) + nVT ln(1 +Xj) (8.12)
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8.3 Circuit Analysis Based On The Ideal And The EKV-
Based Approach
In this section several generic, often used static and dynamic TL blocks will be analysed
mathematically, using both the ideal and the EKV-based expressions for VGS , derived in
Section 8.2. More specifically, relations (8.5) and (8.12) will be exploited, since for the
presented circuits the assumption that VBS = 0 has been made. The selected circuits
realise both linear and nonlinear relations between their input and output currents. Ap-
plying KVL along them, their input/output current relations are derived and compared,
generated by both approaches (ideal and EKV-based) and subsequently their differences
are detailed. Almost all of the static and dynamic circuit topologies analysed in this
section have been used for the implementation of different CytoMimetic topologies. The
following analysis has helped in the selection of the correct transistor-level parameters,
in order to achieve the optimum performance of the devices and consequently produce
the correct, desired circuit dynamics. Finally, hence forth, the aspect ratio parameter
[W/L] is substituted for the parameter α, for reasons of compactness; thus, [W/L]j=αj .
8.3.1 Static Translinear Circuits (STL Circuits)
8.3.1.1 Current Mirror
The analysis starts by studying the simplest STL circuit, a 2-NMOS, non-cascoded
current mirror. Assuming that both source-terminals are grounded and using (8.5),
with ID1 = IIN and ID2 = IOUT and (8.12) with X1 =
√
IIN/(IDOα1) and X2 =√
IOUT /(IDOα2), ideal and EKV-based input/output relations are generated and sum-
marised in Table 8.1. The interested reader should confirm that the ideal expression
(8.13) verifies the ratiometric dependence of IOUT upon IIN . In contrast, the incorpo-
ration of the EKV model results in a noticeably, more complicated perplexing relation
between IIN and IOUT , involving the (3/2) powers of IIN , IOUT , α1 and α2 (see (8.14)).
In the case where the quantity IOUT needs to be expressed as a function of given, known
values of IIN , α1, α2 and IDO , a cubic equation with respect to the positive quantity√
IOUT needs to be solved.
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1 INI (I )
DDV
2I (λM) 3I (M)
M1
M2 M3
M4
1GS
V
2GS
V
3GS
V
4GS
V
4 OUTI (I )
Figure 8.1: An one-quadrant 4-NMOST multiplier/divider TL circuit. The bulk terminals of
the NMOS devices are connected to their sources, thus VBS = 0. The dashed green line defines
the closed TL loop, where KVL can be applied along.
8.3.1.2 A 4 MOS Multiplier/Divider TL Circuit - Stacked Formation
Another generic STL block is the simple, one - quadrant, stacked - formation mul-
tiplier/divider circuit shown in Figure 8.1. By applying KVL along the closed loop
formed by the M1 −M4 devices: VGS1 + VGS2 = VGS3 + VGS4 . Exploiting (8.5) and
(8.12) again and setting I1 = IIN , I3 = M , I4 = IOUT , Xj =
√
Ij/(IDOαj) (j = 1, .., 4)
and the ratio I2/I3 = λ (consequently I2 = λM), a set of ideal and EKV-based ex-
pressions ((8.15) and (8.16)) is derived and tabulated in Table 8.1. When equal-sized
devices and the ideal case is considered, then confirm from (8.15) that IOUT = λIIN and
λ represents the circuit’s gain or attenuation, depending on whether λ ≥ 1 or λ < 1,
respectively. Observe that the incorporation of the more complicated EKV model, leads
to the introduction of additional terms (the 2nd and 3rd terms in (8.16)). These terms
exhibit dependences on the (3/2) power of IIN , IOUT , λ and αj (j = 1, .., 4). For given
αj , λ and M values, relation (8.16) expresses IOUT with respect to IIN in a perplexing
form F (IIN , IOUT ) = 0. Again the quantity
√
IOUT exhibits a cubic relation upon IIN ,
αj (j = 1, .., 4).
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8.3.1.3 A 6 MOS Multiplier/Divider TL Circuit - Stacked Formation
When large gain values are required, it may be convenient to split the total required
gain into the product of two or more smaller gains. Figure 8.2 illustrates a simple six
NMOST TL circuit that implements the aforementioned task.
M2
M3 M4
M5
2GS
V
3GS
V
4GS
V
5GS
V
1I
M1
1GS
V
M6
6GS
V
4 1I (M )
5 2I (M )
DDV
2 1 1I (λ M )
6I
2 1 1I (λ M )
3 2 2I (λ M )
3 2 2I (λ M )
Figure 8.2: A simple, one-quadrant 6-NMOST multiplier/divider TL circuit. The bulk ter-
minals of the NMOS devices are connected to their sources. The dashed green line defines the
closed TL loop, where KVL can be applied along.
Similarly to the four MOST case analysis, the TLP for this topology dictates that:
VGS1 + VGS2 + VGS3 = VGS4 + VGS5 + VGS6 . Based on (8.5) and (8.12) the circuit’s
input/output expressions can be derived and are presented in Table 8.1; I1 = IIN ,
I6 = IOUT , I4 = M1, I5 = M2, Xj =
√
Ij/(IDOαj) (j = 1, .., 6) and the ratios I2/I4 = λ1
and I3/I5 = λ2 (consequently I2 = λ1M1 and I3 = λ2M2). The ideal relation (8.17)
reduces to IOUT = λ1λ2IIN , when all six devices have the same size. Linear gain (or
attenuation) is introduced when λ1λ2 ≥ 1 (or λ1λ2 < 1), respectively. The EKV-based
expression (8.18) for the six MOST TL loop of Figure 8.2 features an additional term
with respect to (8.16), which codifies the four MOST TL loop of Figure 8.1. One more
time, the quantity
√
IOUT exhibits a cubic relation upon IIN , αj (j = 1, .., 6).
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8.3.1.4 Squarer TL Circuit
The nonlinear squarer block is shown in Figure 8.3. This block has been frequently used
for the implementation of the square of an input current over a scaling current, expressed
as IO in this case. With the help of (8.5) and (8.12) and by setting the drain current of
M1 and M2 as IIN , the drain current of M4 as IOUT and Xj =
√
Ij/(IDOαj), j = 1, .., 4,
a pair of ideal and EKV-based equations can be derived. From the ideal relation (8.19),
IOUT = I
2
IN/IO, when all four devices have the same aspect ratio. The EKV-based
relation (8.20) reveals that the cubic relation with respect to
√
IOUT (when the values
of the remaining quantities are known) now has a term which exhibits a dependence
upon the (5/2) power of IIN , whereas in (8.14), (8.16) and (8.18), dependences only up
to the (3/2) power of IIN are present.
INI
OI
M1
M2 M3
M4
1GS
V
2GS
V
3GS
V
4GS
V
DDV
OUTI
Figure 8.3: A simple 4-NMOST squarer TL circuit. The bulk terminals of the NMOS devices
are connected to their sources. The dashed green line defines the closed loop, where KVL can
be applied along.
8.3.1.5 A 6 MOS Multiplier/Divider TL Circuit - Alternating Formation
It would be interesting to explore the properties of a circuit useful for the implementa-
tion of high powers of currents [137]. The circuit illustrated in Figure 8.4 is comprised
of three different stages, however, it can also be comprised of more than five stages
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[137]. The alternating loop formation is usually preferred, due to its low-power con-
sumption property. At this point it needs to be stressed that this topology could be
very useful, when it comes to the implementation of high-order of current powers for
CytoMimetic topologies, due to its adequate accuracy, tunability and compactness. For
example, for the implementation of the forth power of an input current, emulating a
Hill coefficient equal to four (see model in Chapter 5), instead of using two squarer
circuits in series, the aforementioned topology could be used, leading to a smaller and
less complex circuit topology.
M1 M2 M3 M4 M5 M6
2GS
V
3GS
V
4GS
V
5GS
V
1GS
V
6GS
V
INI INI INI OUTI
IN OI +I IN OI +I
DDV
Figure 8.4: An alternating formation 6-NMOST TL block implementing the third power of an
input current. The dashed green line defines the closed loop, where KVL can be applied along.
Similarly to the previous cases, (8.5) and (8.12) (again Xj =
√
Ij/(IDOαj), j = 1, .., 6)
are used to produce the equations for the input and output currents of this block,
presented in full, symbolic form in Table 8.1. The index of each drain current is depicted
in Figure 8.4. The ideal relation (8.21) realises the cubic power of IIN , when the Mj
(j = 1, .., 6) devices have the same aspect ratio: IOUT = I
3
IN/I
2
O. The EKV-based
relation (8.22) reveals that the cubic relation with respect to
√
IOUT (when the values
of the remaining quantities are known) has a term ∼ I7/2IN .
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Table 8.1: Summary of ideal and EKV-based static translinear circuit current expressions
generated by equations (8.5) and (8.12).
C
u
rr
e
n
t
M
ir
ro
r IIN
α1
− IOUT
α2
= 0 (8.13)
Ideal
I
1/2
DO
[
IIN
α1
− IOUT
α2
]
+
[
I
3/2
IN
α
3/2
1
− I
3/2
OUT
α
3/2
2
]
= 0 (8.14)
EKV-based
IINλ
α1α2
− IOUT
α3α4
= 0 (8.15)
Ideal
4
-M
O
S
S
T
L
I
1/2
DO
[
IINλ
α1α2
− IOUT
α3α4
]
+M1/2
[
IINλ
3/2
α1α
3/2
2
− IOUT
α
3/2
3 α4
]
+
+λ
[
I
3/2
IN
α
3/2
1 α2
− I
3/2
OUT
λα3α
3/2
4
]
= 0 (8.16)
EKV-based
IINλ1λ2
α1α2α3
− IOUT
α4α5α6
= 0 (8.17)
Ideal
6
-M
O
S
S
T
L
I
1/2
DO
[
IINλ1λ2
α1α2α3
− IOUT
α4α5α6
]
+M
1/2
1
[
IINλ
3/2
1 λ2
α1α
3/2
2 α3
− IOUT
α
3/2
4 α5α6
]
+
+M
1/2
2
[
IINλ1λ
3/2
2
α1α2α
3/2
3
− IOUT
α4α
3/2
5 α6
]
+ λ1λ2
[
I
3/2
IN
α
3/2
1 α2α3
− I
3/2
OUT
λ1λ2α4α5α
3/2
6
]
= 0 (8.18) EKV-based
I2IN
α1α2
− IOIOUT
α3α4
= 0 (8.19)
Ideal
S
q
u
a
re
r
S
T
L
I
1/2
DO
[
I2IN
α1α2
− IOIOUT
α3α4
(
1 +
I
1/2
O
(IDOα3)
1/2
)]
+
I
5/2
IN
α1α2
(
α
1/2
1 + α
1/2
2
(α1α2)
1/2
)
−
−IOI
3/2
OUT
α3α
3/2
4
= 0 (8.20)
EKV-based
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I3IN
α1α3α5
− I
2
OIOUT
α2α4α6
= 0 (8.21)
Ideal
6
-M
O
S
A
lt
.
S
T
L
I
1/2
DO
[
I3IN
α1α3α5
− I
2
OIOUT
α2α4α6
1 + I1/2O
(
α
1/2
2 + α
1/2
4
)
(IDOα2α4)
1/2
+
+
I
7/2
IN
α1α3α5
(
(α3α5)
1/2 + (α1α5)
1/2 + (α1α3)
1/2
(α1α3α5)
1/2
)
− I
2
OI
3/2
OUT
α2α4α
3/2
6
= 0 (8.22)
EKV-based
8.3.2 Dynamic Translinear Circuits (DTL Circuits)
Linear filtering is the main application for DTL topologies. However, as it has been
shown in this thesis so far, the use of the NBCF allowed the “conversion” of simple
DTL topologies into - in practice - compact, analog processors. Treating the simple,
class-A Log-domain lossy integrator as the fundamental representative of ELIN DTL
circuits [42] (or ENIN DTL circuits, if CytoMimetic topologies are aimed for), a detailed
analysis has been conducted using both the ideal and the EKV-model-based approach
and symbolic expressions for key currents and voltages have been produced.
8.3.2.1 First Order Low-Pass Log-Domain Filter
Figure 8.5 illustrates a simple four MOST, Log-domain lossy integrator. The key current
and voltage expressions that have been produced, assuming a generic sinusoidal input
for circuit analysis purposes. However, the core of the analysis is input-independent.
Applying KVL along the 2 loops shown using relation (8.5) and solving appropriately
the resulting differential and algebraic equations, ideal expressions for the output and
capacitor currents and for the capacitor voltage VCap can be produced as summarised
in the dimensionally consistent Table 8.2. The transient terms have been omitted in
the expression of IOUT , ID2 and ı˙Cap for simplicity.
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icap
C
M1 M2 M3 M4
Loop 1 Loop 2
VCap
IN DCI =Asin(ωt)+I 2DI OI OUTI
DDV
OIdI
Figure 8.5: A first order, low-pass, Log-domain filter. The dashed lines illustrate the two
voltage loops, where KVL can be applied along.
Referring to Table 8.2, it is clear that the consideration of the ideal relation (8.5) con-
firms that the output current IOUT is a perfectly scaled and shifted version of the input
sinusoid Asin(ωt) (linear filtering). Such a relation, however, cannot be used for the
study of the dependence of the output current’s linearity levels upon, for example, de-
vice sizes or process parameters, although such dependences have been verified through
measurements and simulations. The issue can be tackled by exploiting (8.12) instead
of (8.5) for the circuit’s analysis. Considering KVL along the loops 1 and 2 of Figure
8.5 and using relation (8.12) leads to the following current expressions:
I
1/2
DO
IIN
α1
+
I
3/2
IN
α
3/2
1
I
1/2
DO
ID2
α2
+
I
3/2
D2
α
3/2
2
= e
V EKVCap
nVT
︸ ︷︷ ︸
1
2︷ ︸︸ ︷
=
I
1/2
DO
IOUT
α4
+
I
3/2
OUT
α
3/2
4
I
1/2
DO
IO
α3
+
I
3/2
O
α
3/2
3
(8.23)
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Re-grouping 1 appropriately is helping to view the LHS of (8.23) as:
e
V IdealCap
nVT︷ ︸︸ ︷
IINα2
ID2α1
1 +
√
IIN
IDOα1

1 +
√
ID2
IDOα2
 = e
V EKVCap
nVT (8.24)
Table 8.2: Full, symbolic expressions for the ideal values of IOUT , ı˙Cap & VCap of the Log-
domain filter of Figure 8.5.
Ideal Expression of Output Current
IIdealOUT = IO
α2α4
α1α3
Ξ
Θ
Ideal Expression of Capacitor Current
IIdealD2 = ı˙
Ideal
Cap + Id =
Asin(ωt) + IDC
Ξ/Θ
Ideal Expression of Capacitor Voltage
V IdealCap = nVT ln
(
α2
α1
Ξ
Θ
)
Where:
• Ξ = ω2dAsin(ωt)− ωωd(Acos(ωt)) + ω2IDC + ω2dIDC
• Θ = Id(ω2 + ω2d)
With: ω = 2pif and ωd = Id/(nCVT )
Assuming that the filter operates well-inside WI, then it can be claimed that the be-
haviour of its currents will be governed by the exponential behaviour of (8.3). Therefore,
the factor (IINα2)/(ID2α1) on the left of (8.24) can be substituted for exp(VCap/nVT ),
where VCap is the “ideal” capacitor voltage, shown in Table 8.2. This valid substitu-
tion, allows to express the EKV-based VCap in (8.24), as a function of a known, already
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computed expression. Both capacitor expressions tend to match each other, when X
is much smaller than unity and are producing almost identical results regarding the
DC levels of the currents ID2 and IOUT (since the factors
(
1 +
√
Ij/(IDOαj)
)
are quite
small).
Based on (8.24), equality 2 in (8.23) can be used for the EKV-based symbolic ex-
pressions for the output current, the capacitor current and the capacitor voltage, all
summarised in Table 8.3. In contrast to the ideal relations of Table 8.2: a) Both process
parameters (IDO) and device sizes affect the EKV-based relations of Table 8.3 and, b)
the relation between IEKVOUT and IIN does not correspond to a linear filter. The relations
of Table 8.3 are exploited in Section 8.4 for the study of the dependence of the output
current linearity levels upon certain transistor-level design parameters.
For the sake of completeness, it is reminded to the interested reader that the DTL
circuit shown in Figure 8.5 is the 4-MOST-version of the BC-block, originally shown
in Figure 3.7. An identical analysis holds for the BC-block of Figure 3.7, which will
produce current and voltage relations very similar to the ones shown in Table 8.3.
Table 8.3: Full, symbolic expressions for the EKV-based values of IOUT , ı˙Cap & VCap of the
Log-domain filter of Figure 8.5.
Process-Parameter-Dependent Expression for Output Current
IEKVOUT
α4
(
1 +
√
IEKVOUT /(IDOα4)
)
=
IO
α3
(
1 +
√
IO/(IDOα3)
)
e
V EKVCap
nVT
Process-Parameter-Dependent Expression for Capacitor Current
IEKVD2
α2
(
1 +
√
IEKVD2 /(IDOα2)
)
=
IIN
(
1 +
√
IIN/(IDOα1)
)
α1
e
− V EKVCap
nVT
with IEKVD2 = ı˙
EKV
Cap + Id
Process-Parameter-Dependent Expression for Capacitor Voltage
V EKVCap = V
Ideal
Cap + ln
 1 +√IIN/(IDOα1)
1 +
√
(IIN/(IDOα1))
√
e−V
Ideal
Cap
/nVT

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8.4 Mathematical Calculations Results And Cadence Sim-
ulations
This section presents simulated results sourcing from mathematical calculations using
the analytic, symbolic formulas shown in Section 8.3 and Cadence simulations (AMS
0.35 µm - MM/2P4M c35b4 CMOS technology). The selected simulation values ensure
that the basic assumption that has been made in Section 8.2 regarding the range of
quantity X remains valid. For all simulations (mathematical and Cadence ones) VBS is
set to zero. For every static TL circuit, two-dimensional and three-dimensional graphs
are provided. The graphs aim at evaluating how close are the symbolic expressions of
Table 8.1 to the BSIM3V3-based results provided by Spectre R©. Generally speaking, the
EKV-based expressions of Table 8.1 are in good agreement with the Spectre R© results
for varying circuit parameters, which span the WI region. Three-dimensional graphs
reporting the deviation of the ideal expressions of Table 8.1 from the EKV-based ones
for the same spanning ranges are also reported. The % deviation illustrated in the three-
dimensional graphs corresponds to the quantities (IIdealOUT − IEKVOUT )/IIdealOUT and (ICad.OUT −
IEKVOUT )/I
Cad.
OUT , which are reffered to in the following three-dimensional Figures as “Ideal
Eq. - EKV Eq. surface” and “Cadence - EKV Eq. surface”, respectively.
8.4.1 The Current Mirror Case
For this circuit, a constant amplification factor of 50 has been introduced between the
input and the output stage by setting the aspect ratio of the output transistor 50 times
bigger than the input one. The input current ranges from 2nA up to 20nA, while the
aspect ratio of the input transistor ranges from 1 to 10. For this example of STL circuit,
very good agreement between the EKV-based and Spectre R© results is observed, as shown
in Figure 8.6. The purpose of this introductory example is to provide a reference point
and demonstrate how deviations from the ideal behaviour are taking place when more
devices are inserted into the TL loop, despite the fact that the current-mirror operation
is independent of the type of inversion. For this case, as (8.14) reveals, the nonlinear
EKV-terms introduced to (8.13) are not strong enough to make the circuit deviate from
its ideal behaviour. Relation (8.14) can be re-expressed in the form:
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IOUT =
α2IIN
α1︸ ︷︷ ︸
Ideal Output
(1 +
√
ICIN )
(1 +
√
ICOUT )
=
κIIN
1 +
√
IIN
α1IDO

1 +
1√
κ
√
IOUT
α1IDO
(8.25)
where IC denotes MOST’s inversion coefficient, κ = α2/α1 (=50 in this case) is the
ratiometric gain introduced and α1 is the aspect ratio of the input device. Confirm
that ICIN is very small even when IIN = 20nA (maximum input current) and α1 = 1
(minimum input device size), since for the specific technology IDO ≈ 260nA. Regarding
ICOUT , even when IOUT becomes 100nA, the gain κ ensures that the IC of the output
device remains also small. Thus, the fraction in (8.25) deviates from unity in a mini-
mal/negligible manner (not withstanding VDS errors). The interested reader can verify
that (8.25) always verifies the ideal current-mirror ratiometric relation shown in (8.13).
Finally, Figure 8.6b provides a verification of the identical behaviours between the ideal,
the EKV-model and Cadence simulations. More specifically, Figure 8.6b illustrates the
different values of the EKV-based IOUT as the EKV-based model “sweeps” values for
the aspect ratio and the input current IIN , across the ranges shown in Figure 8.6a.
Moreover, a T-shape “deviation bar” is provided, indicating the deviation between the
ideal and the EKV-based models (green bar) and the deviation between Cadence and
the EKV-based model (red bar). As it can be seen, the ideal and EKV-based models
agree in all the simulation spectrum, while minor deviations between Cadence and the
EKV-based model take place (∼ 3%), for large input current values. Further information
regarding the essence of examining the robustness of the current mirror, although its
performance is not jeopardised by any level of inversion, is discussed in detail in Section
8.6.
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(a)
: Deviation from ideal behaviour 
: Deviation from Cadence simulations
: EKV-based mathematical simulation points
(b)
Figure 8.6: Simulation results for the simple 2-NMOST current mirror. In Figure 8.6a a two
dimensional graph is showing how close Cadence and EKV - based mathematical simulations
are. In Figure 8.6b a three dimensional graph is combining the deviations of the EKV - based
IOUT from the ideal and actual Cadence simulated IOUT .
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8.4.2 The 4 MOST Multiplier/Divider TL Circuit - Stacked Formation
Case
As relation (8.16) implies, the impact of the nonlinear EKV terms upon the ideal relation
(8.15) will be stronger, compared to the current mirror topology. Two indicative cases
will be examined for this circuit. In both of them the aspect ratios of all devices are
kept the same and equal to 7. The remaining electrical parameters for both cases are
summarised in Table 8.4. Simulation results for the first case are shown in Figure 8.7a
and Figure 8.8a, while for the second one are shown in Figure 8.7b and Figure 8.8b.
Table 8.4: Electrical parameters for 4-MOST STL shown in Figure 8.1.
Case IIN [nA] I2/I3(λ) I3(M) [nA] IOUT [nA]
1 10-100 1-10 10 10-1000
2 1-10 10-100 10 10-1000
From Figure 8.7a and Figure 8.7b one can observe that the EKV-based approach is
very close to Cadence simulated results, verifying the validity of the analysis. The
three-dimensional graphs, on the other hand, demonstrate interesting, seemingly coun-
terintuitive results. Although in both cases, the product of IIN and λ is the same at
every point of the surfaces, the deviation between the models is different. In the first
case, the range of the IIN and I2 current is the same (10nA-100nA), while in the second
one the range of the current I2 is always 100 times bigger. Re-expressing (8.16) in the
form:
IOUT = λ
α3α4
α1α2
IIN︸ ︷︷ ︸
Ideal Output
1 +
√
IC2 +
√
ICIN
1 +
√
IC3 +
√
ICOUT
(8.26)
where ICj = Ij/(αjIDO) is the inversion coefficient of transistor Mj (see Figure 8.1),
the following are observed: Referring to case 1, when I2 → 100nA, then λ → 10 and
IOUT → 1uA, when IIN → 100nA; for such values (λ → 10, IIN → 100nA, IOUT →
1uA, I2 → 100nA) I3(= 10nA) < I2(∼ IIN ) < IOUT ⇒ IC3 < IC2(∼ ICIN ) < ICOUT ,
which explains why the response deviates (≈ 15%) from ideality (“Ideal Eq. - EKV Eq
surface”), when IIN = 100nA; the condition IC2 ∼ ICIN results in these two terms
contributing in an additive manner to deviations from ideality since they both appear in
the numerator of the fraction in (8.26). In the denominator, IC3 is small in comparison
to the numerator terms and the ICOUT term. This means that the denominator’s
value is dominated by ICOUT and (since IC2, ICIN ∼ ICOUT /
√
10) that the fraction
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in (8.26) becomes smaller than unity and the deviation increases. Considering that√
IC3 +
√
ICOUT ≈
√
ICOUT , the percentile deviation from ideality in this case (case
1) (λ→ 10, IIN → 100nA, IOUT → 1uA, I2 ≈ IIN ) roughly becomes:
(deviation (%))λ→10,IIN→100nA(Ideal-EKV)/Ideal ≈
√
ICOUT − 2
√
ICIN
1 +
√
ICOUT
(8.27)
For case 2, when I2 → 1uA, then λ → 100 and IOUT → 100nA when IIN → 1nA.
Consequently (see Table 8.1 and Figure 8.1) for such values: ICIN ≤ IC3 < ICOUT <
IC2, which explains why the output current deviates from ideality (“Ideal Eq. - EKV Eq.
surface” in Figure 8.8b), when IIN takes small values close to 1nA; when I2 → 1uA and
IIN → 1nA, IC2 ≈ 32 ICIN ; with I3 = 10nA and IOUT → 100nA, ICOUT ≈ 3.2 IC3;
thus, the value of the numerator of the fraction in (8.26) is governed by IC2, while the
denominator value by ICOUT , which means that the fraction becomes approximately
equal to (1 +
√
IC2)/(1 +
√
ICOUT ), with ICOUT always smaller than IC2. In this way
deviation from ideality is introduced. The rough estimation of the % deviation now
(case 2) becomes:
(deviation (%))λ→100,IIN→1nA(Ideal-EKV)/Ideal ≈
√
ICOUT −
√
IC2
1 +
√
ICOUT
(8.28)
From (8.26) it is clear that the general condition for no deviation from unity is:
√
ICIN +
√
IC2 =
√
IC3 +
√
ICOUT (8.29)
Observe from Figure 8.8a and Figure 8.8b of Figure 8.8 that for given αj value, when the
gain λ value ranges between 10 and 20 and IIN ranges between 10nA and 20nA, then
the deviation from ideality is minimised (almost nullified) with the agreement between
Cadence and EKV results also being very good (deviation ∼ 2− 3%).
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(a) The aspect ratios of all devices are kept equal to 7µm/1µm.
(b) The aspect ratios of all devices are kept equal to 7µm/1µm.
Figure 8.7: Two dimensional behaviour of IOUT based on the EKV-model mathematical
simulations and Cadence simulations. Figure 8.7a has been produced by the values shown in
Table 8.4, case 1, while Figure 8.7b has been produced by the values shown in Table 8.4, case 2.
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(a) The aspect ratios of all devices are kept equal to 7µm/1µm.
(b) The aspect ratios of all devices are kept equal to 7µm/1µm.
Figure 8.8: Three dimensional representation of the deviations of the EKV-based IOUT from
the ideal and actual Cadence simulated IOUT . Figure 8.8a has been produced by the values
shown in Table 8.4, case 1, while Figure 8.8b has been produced by the values shown in Table
8.4, case 2.
8.4. Mathematical Calculations Results And Cadence Simulations 333
8.4.3 The 6 MOST Multiplier/Divider TL Circuit - Stacked Formation
Case
Based on the form of the relation (8.18), the impact of the nonlinear EKV terms upon
the ideal relation (8.17) will be stronger, compared to the current mirror and the 4-
MOST multiplier/divider topologies. Again, two indicative cases will be examined for
this circuit. In both of them the aspect ratios of all devices are kept the same and equal
to 10. The remaining electrical parameters for both cases are summarised in Table 8.5.
Simulation results for the first case are shown in Figure 8.9a and Figure 8.10a, while
for the second one are shown in Figure 8.9b and Figure 8.10b.
Table 8.5: Electrical parameters for 6-MOST STL shown in Figure 8.2.
Case IIN [nA] I2/I4(λ1 = λ) I3/I5(λ2) M1 & M2 [nA] IOUT [nA]
1 5-50 1-10 2 10 & 10 10-1000
2 1-10 1-10 10 10 & 10 10-1000
From the two-dimensional results presented in Figure 8.9a and Figure 8.9b one can
observe that the EKV-based approach is again adequately very close to Cadence simu-
lated results, verifying the validity of the analysis. The three-dimensional graphs, on the
other hand, once again demonstrate counterintuitive results. Although in both cases,
the product of IIN and λ1λ2 is the same at every point of the surfaces, the deviation
between the models exhibits some differences and the trends of the three-dimensional
curves are not identical. However, in this particular cases, the two three-dimensional
graphs demonstrate more similarities compared to the two three-dimensional graphs of
the 4-MOST multiplier/divider case. Re-expressing (8.18) in the form:
IOUT = λ1λ2
α4α5α6
α1α2α3
IIN︸ ︷︷ ︸
Ideal Output
1 +
√
IC3 +
√
IC2 +
√
ICIN
1 +
√
IC4 +
√
IC5 +
√
ICOUT
(8.30)
where ICj = Ij/(αjIDO) is the inversion coefficient of transistor Mj (see Figure 8.2). In
the first case, the range of the IIN is five times bigger than the range of the current I2,
while in the second case the range of the IIN and I2 currents is the same (1nA-10nA).
The biasing currents I4 = M1 and I5 = M2 remain constant and equal to 10nA in both
cases.
Referring to case 1, an indicative condition will be examined, in order to demonstrate
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the effect of the various inversion coefficients upon the deviation between the different
models. When I2 → 100nA, I3 → 20nA then λ1 → 10, λ1 → 2 and IOUT ≈ 750nA,
when IIN → 50nA; for such values (λ1 → 10, λ2 → 2, IIN → 50nA, IOUT ≈ 750nA,
I2 → 100nA, I3 → 20nA) and I4 = I5 = 10nA, for the IC factors it will hold that:
IC4 = IC5 < IC3 < ICIN < IC2  ICOUT which explains why the response deviates
(≈ 15%) from ideality (“Ideal Eq. - EKV Eq surface”), when IIN = 50nA. In the
denominator, IC4 and IC5 are small in comparison to the numerator terms and the
ICOUT term. This means that the denominator’s value is dominated by ICOUT and
that the fraction in (8.30) becomes smaller than unity and the deviation increases. This
can explain the only positive values that deviation takes in this case. The percentage
deviation from ideality in this case (case 1) (λ1 → 10, λ2 → 2, IIN → 50nA, IOUT ≈
750nA, I4 = I5) roughly becomes:
(deviation (%))λ1→10,IIN→50nA(Ideal-EKV)/Ideal ≈
√
ICOUT −
√
IC2 −
√
ICIN
1 +
√
ICOUT
(8.31)
For case 2, when I2 = I3 → 100nA , then λ1 = λ2 → 10 and IOUT ≈ 750nA when
IIN → 10nA. Consequently (see Table 8.1 and Figure 8.2) for such values: IC4 =
IC5 = ICIN < IC2 = IC3 < ICOUT , which explains why for low values of IIN , the
deviation becomes negative. More specifically, this argument can be reinforced by the
rough approximation of the deviation for the above conditions, which is provided by
(8.32). The rough estimation of the % deviation now (case 2) becomes:
(deviation (%))λ1=λ2→10,IIN→10nA(Ideal-EKV)/Ideal ≈
√
ICOUT − 2
√
IC2
1 +
√
ICOUT
(8.32)
From (8.30) it is clear that the general condition for no deviation from unity is:√
ICIN +
√
IC2 +
√
IC3 =
√
IC4 +
√
IC5 +
√
ICOUT (8.33)
Observe from Figure 8.10a and Figure 8.10b that for given αj value, when the gain
λ1 and IIN values are relatively low, in both cases, then the deviation from ideality is
minimised (almost nullified). Adequate agreement between Cadence and EKV results
starts to take place, when the gain λ1 ranges from between 5nA and 10nA and the
input current IIN ranges between 20nA to 50nA and 4nA and 10nA, for case 1 and 2,
respectively. In these two ranges, the agreement between Cadence and the EKV-model
is almost the same, ranging from 1 − 10% deviation, with the “Cadence - EKV Eq.
surface” exhibiting almost the same trend in both cases. The interested reader can
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distinguish the relation of the IIN ranges in both cases, which differs by a factor of five
(the range in case 2 is five times smaller that the range in case 1).
(a) The aspect ratios of all devices are kept equal to 10µm/1µm.
(b) The aspect ratios of all devices are kept equal to 10µm/1µm.
Figure 8.9: Two dimensional behaviour of IOUT based on the EKV-model mathematical
simulations and Cadence simulations. Figure 8.9a has been produced by the values shown in
Table 8.5, case 1, while Figure 8.9b has been produced by the values shown in Table 8.5, case 2.
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(a) The aspect ratios of all devices are kept equal to 10µm/1µm.
(b) The aspect ratios of all devices are kept equal to 10µm/1µm.
Figure 8.10: Three dimensional representation of the deviations of the EKV-based IOUT from
the ideal and actual Cadence simulated IOUT . Figure 8.10a has been produced by the values
shown in Table 8.5, case 1, while Figure 8.10b has been produced by the values shown in Table
8.5, case 2.
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8.4.4 The Squarer TL Circuit Case
For this circuit, two indicative cases will be examined again. In the first case the aspect
ratio of devices M1 and M4 is the same and 10 times bigger than the aspect ratio of the
devices M2 and M3, while in the second case, all devices have the same aspect ratio.
The rest of the electrical parameters for both cases are listed in Table 8.6. Simulation
results for the first case are shown in Figure 8.11a and Figure 8.12a, while for the second
one in Figure 8.11b and Figure 8.12b. The output current range is expected to be the
same in both cases.
Table 8.6: Electrical parameters for 4-MOST squarer STL shown in Figure 8.3.
Case IIN [nA] IO [nA] [W/L] IOUT [nA]
1 5-33 1 10-50 25-1089
2 5-33 1 10-50 25-1089
Once again, the two-dimensional graphs confirm that the EKV-based results shadow
Cadence results adequately. The three-dimensional graphs show that although in case
1 the circuit has two devices (M2 and M3) that are 10x smaller than the other two (M1
and M4), deviations between the EKV model (and consequently Cadence) and the ideal
model are smaller throughout the whole simulation range, compared to the deviations
observed when all devices occupy the same area. Re-expressing (8.20) in the form:
IOUT =
α3α4
α1α2
I2IN
IO︸ ︷︷ ︸
Ideal Output
1 +
√
α1 +
√
α2√
α1α2
√
IIN
IDO
1 +
√
IO
α3IDO
+
√
IOUT
α4IDO
(8.34)
and considering that for the first case α2,3 = 0.1α1,4 = 0.1α, while for the second case
α1,2,34 = α, yields:
ICase 1OUT =
Ideal Output︷︸︸︷
I2IN
IO
1 + (4.2)
√
IIN
αIDO
1 +
√
IO
0.1αIDO
+
√
IOUT
αIDO
(8.35)
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ICase 2OUT =
Ideal Output︷︸︸︷
I2IN
IO
1 + (2)
√
IIN
αIDO
1 +
√
IO
αIDO
+
√
IOUT
αIDO
(8.36)
The interested reader will observe that, interestingly, the first case of unequal device
sizes results in the IC of the input device (which carries IIN together with M2, see
Figure 8.3) to contribute more than twice as much as it contributes in the denominator
of (8.36). Furthermore, the second term in the denominator of (8.35) is larger (because
of the different size) than the second term in the denominator of (8.36) by
√
10 ≈ 3.2
times. From (8.35) and (8.36), the percentile deviations for both cases become:
Case 1:(deviation(%))(Ideal-EKV)/Ideal
=
√
10
√
IO
αIDO
+
√
IOUT
αIDO
− (4.2)
√
IIN
αIDO
1 +
√
10
√
IO
αIDO
+
√
IOUT
αIDO
(8.37)
Case 2:(deviation(%))(Ideal-EKV)/Ideal
=
√
IO
αIDO
+
√
IOUT
αIDO
− (2)
√
IIN
αIDO
1 +
√
IO
αIDO
+
√
IOUT
αIDO
(8.38)
When IIN increases towards the value of 30nA and given that IO is set to 1nA per-
manently, the output current IOUT takes larger values (ideally IOUT ∼ I2IN/IO). This
means that both the numerators and denominators of (8.37) and (8.38) are dominated
by IOUT . However, the denominator of (8.37) is always larger than the denominator of
(8.38), which explains the somewhat reduced deviation from ideality in Figure 8.12a.
The difference between Spectre R© and EKV is similar and reduces to ∼ 1 − 2%, when
IIN reaches its maximum value.
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(a) The aspect ratios of the devices are set as: α2,3 = 0.1 α1,4(= [W/L]).
(b) The aspect ratios of the devices are set as: α1,2,3,4 = [W/L] .
Figure 8.11: Two dimensional behaviour of IOUT based on the EKV-model mathematical
simulations and Cadence simulations. Figure 8.11a has been produced by the values shown in
Table 8.6, case 1, while Figure 8.11b has been produced by the values shown in Table 8.6, case
2.
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(a) The aspect ratios of the devices are set as: α2,3 = 0.1 α1,4(= [W/L]).
(b) The aspect ratios of the devices are set as: α1,2,3,4 = [W/L] .
Figure 8.12: Three dimensional representation of the deviations of the EKV-based IOUT from
the ideal and actual Cadence simulated IOUT . Figure 8.12a has been produced by the values
shown in Table 8.6, case 1, while Figure 8.12b has been produced by the values shown in Table
8.6, case 2.
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8.4.5 The 6 MOST Multiplier/Divider TL Circuit - Alternating For-
mation Case
For the last analysis example of STL circuits, again, two indicative cases will be pre-
sented. In the first case the aspect ratio of the devices M1 and M6 is kept the same
and 10 times bigger than the aspect ratio of the devices M2 −M5, while in the second
case, all transistors have the same aspect ratio. The rest of the electrical parameters
are tabulated in Table 8.7.
Table 8.7: Electrical parameters for 6-MOST alternating formation STL shown in Figure 8.4.
Case IIN [nA] IO [nA] [W/L] IOUT [nA]
1 1-10 1 10-50 1-1000
2 1-10 1 10-50 1-1000
Simulation results for the first case are shown in Figure 8.13a and Figure 8.14a and for
the second one in Figure 8.13b and Figure 8.14b. The output current range is, again,
expected to be the same in both cases based on the ideal approach. Figure 8.14a and
Figure 8.14b verify that in case 1, the circuit demonstrates smaller deviations from
its ideal behaviour throughout the simulations range, while in the second case greater
deviations are taking place, in conjunction with larger total area. Re-expressing (8.22)
in the form:
IOUT =
α2α4α6
α1α3α5
I3IN
I2O︸ ︷︷ ︸
Ideal Output
1 +
√
α1α3 +
√
α3α5 +
√
α1α5√
α1α3α5
√
IIN
IDO
1 +
√
α2 +
√
α4√
α2α4
√
IO
IDO
+
√
IOUT
α6IDO
(8.39)
and considering that for the first case α2,3,4,5 = 0.1α1,6 = 0.1α, while for the second
case α1,2,3,4,5,6 = α, yields:
ICase 1OUT =
Ideal Output︷︸︸︷
I3IN
I2O
1 + (7.32)
√
IIN
αIDO
1 + (6.32)
√
IO
αIDO
+
√
IOUT
αIDO
(8.40)
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ICase 2OUT =
Ideal Output︷︸︸︷
I3IN
I2O
1 + (3)
√
IIN
αIDO
1 + (2)
√
IO
αIDO
+
√
IOUT
αIDO
(8.41)
From (8.39), (8.40) and (8.41), it becomes clear that the size of each transistor matters;
even though the ideal output for both cases is the same, the two different ratiometric
allocations lead to different deviation profiles from ideality. From (8.40) and (8.41) the
percentage deviations for both cases can be expressed as:
Case 1:(deviation(%))(Ideal-EKV)/Ideal
≈
√
IOUT
αIDO
− (7.32)
√
IIN
αIDO
1 + (6.32)
√
IO
αIDO
+
√
IOUT
αIDO
(8.42)
Case 2:(deviation(%))(Ideal-EKV)/Ideal
≈
√
IOUT
αIDO
− (2)
√
IIN
αIDO
1 + (2)
√
IO
αIDO
+
√
IOUT
αIDO
(8.43)
When IIN increases towards the value of 10nA and given that IO is set to 1nA perma-
nently, the output current IOUT takes very large values (ideally IOUT ∼ I3IN/I2O). This
means that both the numerators and denominators of (8.42) and (8.43) are dominated
by IOUT . However, the denominator of (8.42) is always larger that the denominator of
(8.43), which explains the somewhat reduced deviations from ideality in Figure 8.14a.
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(a) The aspect ratios of the devices are set as: α2,3,4,5 = 0.1 α1,6(= [W/L]).
(b) The aspect ratios of the devices are set as: α1,2,3,4,5,6 = [W/L] .
Figure 8.13: Two dimensional behaviour of IOUT based on the EKV-model mathematical
simulations and Cadence simulations. Figure 8.13a has been produced by the values shown in
Table 8.7, case 1, while Figure 8.13b has been produced by the values shown in Table 8.7, case
2.
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(a) The aspect ratios of the devices are set as: α2,3,4,5 = 0.1 α1,6(= [W/L]).
(b) The aspect ratios of the devices are set as: α1,2,3,4,5,6 = [W/L] .
Figure 8.14: Three dimensional representation of the deviations of the EKV-based IOUT from
the ideal and actual Cadence simulated IOUT . Figure 8.14a has been produced by the values
shown in Table 8.7, case 1, while Figure 8.14b has been produced by the values shown in Table
8.7, case 2.
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8.4.6 Accuracy Versus Device Area Analysis
In order to highlight the role of transistor-level design parameters and particularly
that of aspect ratios in TL circuits, an inclusive mathematical simulation is presented,
demonstrating the deviation of the EKV model from the ideal TL behaviour, when one
experiments with different device sizes. As an indicative example, only one STL circuit
case has been selected to be presented, the 4-MOST multiplier/divider. An identical
analysis holds for all the STL circuits shown before. Again two cases are examined. In
the first one, all devices are assumed to have the same area, while in the second one
only the areas of the devices M1 and M4, and M2 and M3 are the same, respectively.
The rest of the electrical parameters are summarised in Table 8.8 for both cases. The
mathematical relations that describe cases 1 and 2 are (8.44) and (8.45), respectively.
Case 1 - When All Areas Are Equal:
IOUT =
Ideal Output︷ ︸︸ ︷
λIIN
√
IDO +
√
IIN + L
√
I2
A√
IDO +
√
IOUT + L
√
I3
A
(8.44)
Case 2 - When Area Of M1 = M4 & M2 = M3:
IOUT =
Ideal Output︷ ︸︸ ︷
λIIN
√
IDO + L
√
IIN
A1
+ L
√
I2
A2√
IDO + L
√
IOUT
A2
+ L
√
I3
A1
(8.45)
where Aj=WjLj (when j=1 and 4 → A1 and when j=2 and 3 → A2) and Lj is each
MOST’s channel length.
As Figure 8.15 reveals, for a large gain value, the deviation between EKV and the ideal
response is smaller when the devices occupy a large area. However, for device area larger
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Table 8.8: Electrical parameters for area versus accuracy simulations for the 4-MOST STL
shown in Figure 8.1 .
Case IIN [nA] λ M [nA] Area [µm
2] L [µm]
1 5 1-100 10 1-50 1
2 5 80 10 1-50 1
than (> 20− 25µm2) the improvement is not significant; an increase in transistor sizes
does not result in improved output current accuracy. Such a behaviour can be explained
when (8.44) is considered: when the device area A increases in value, the fraction in
(8.44) reaches asymptotically the value of:
IOUT = I
Ideal
OUT
√
IDO +
√
IIN√
IDO +
√
IOUT
,
which does not depend on A.
Figure 8.15: Contour and three dimensional plot of the EKV-based 4-MOST STL circuit’s
(see Figure 8.1) output current deviation from the ideal behaviour, when all areas are the same.
For the second case, depicted in Figure 8.16, a large gain value (80x) has been selected
on purpose. Simulations verify that the deviation becomes smaller when A2 increases.
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Considering (8.45), increasing A2 values decrease the magnitude of I2, IOUT -dependent
terms of the fraction (I2 and IOUT are the large currents of the circuit) with the IIN ,
I3-dependent terms having similar magnitude (since I3 = 10nA and IIN = 5nA). On
the other hand, when A1 takes large values but A2 decreases towards the 10µm
2 value,
then the I2, IOUT -dependent terms in the fraction of (8.45) become dominant and the
percentage deviation increases; it is a simple matter to show that in this case:
Case 2 -(deviation(%))(Ideal-EKV)/Ideal
≈
([√
IOUT −
√
I2√
A2
]
L
)/√IDO + L
√
IOUT
A2
 (8.46)
when the I2 current values diverges from the IOUT value (which is the case, since
I2 = 800nA and IOUT ≈ 400nA).
Figure 8.16: Contour and three dimensional plot of the EKV-based 4-MOST STL circuit’s
(see Figure 8.1) output current deviation from the ideal behaviour, when the areas of M1-M4
(A1) and M2-M3 (A2) are equal, respectively.
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8.4.7 The First Order Low-Pass Log-Domain Filter Case
Exploiting the EKV-based, symbolic expression shown in Table 8.3 for the output cur-
rent and for the electrical parameters tabulated in Table 8.9, the HD2, HD3 and THD
distortion levels of the filter’s output have been investigated. Figure 8.17, Figure 8.18
and Figure 8.19 reveal the very good agreement between the mathematical calculations
and Cadence simulated results. As it can be verified from the following Figures, in-
creased deviation between the two approaches takes place for a large value of aspect
ratios and modulation indices. However, regardless the large modulation indices and
aspect ratio values, the difference between the simulated circuit and the mathematical
approach does not exceed ≈ 4dB.
The encouraging mathematical simulation results seem to “shadow” Cadence simula-
tions very closely. Moreover, the presented EKV-based results verify the robustness of
the initial assumptions been made in Section 8.2, regarding the range of the quantity
X, as well as regarding the terms of X been used, after the Mclaurin series expansion,
which took place in (8.10).
Table 8.9: Electrical parameters of the Log-domain filter. All devices have the same aspect
ratios.
IDC [nA] f [Hz] C [pF ] Id & IO [nA] fcut−off [Hz]
100 1K 5 5 & 5 4.8K
With the validity of the symbolic expressions listed in Table 8.3 verified, the effect of
the process-parameter IDO upon the circuit’s linearity can be studied as well and in
particular the effect of the factor µeffCox, which varies with technology. From Figure
8.20 it can be observed that when the product µeffCox increases, the distortion levels
of the circuit are falling and vice versa. This means that in technologies, where oxide
thickness is very small, the distortion levels of the specific Log-domain filter will be
smaller (since tox = Aox/Cox - where A is the gate area of metal), provided that
µeff remains the same. If, on the other hand, the oxide thickness remains the same
(e.g. same technology), significant differences between µeff values can be also spotted
between NMOS and PMOS devices [126]. In any case the results presented in Figure 8.20
could provide an intuitive approach to the effect of the process-dependent parameter
IDO upon a DTL circuit’s linearity.
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Figure 8.17: HD2 distortion levels of the output current of the Log-domain filter shown
in Figure 8.5. The distortion levels are expressed in dB and are presented versus the filter’s
modulation index (upper graph) and also versus the devices’ aspect ratio (lower graph). Very
good agreement exists between mathematical calculations and Cadence simulations.
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Figure 8.18: HD3 distortion levels of the output current of the Log-domain filter shown
in Figure 8.5. The distortion levels are expressed in dB and are presented versus the filter’s
modulation index (upper graph) and also versus the devices’ aspect ratio (lower graph). Very
good agreement exists between mathematical calculations and Cadence simulations.
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Figure 8.19: THD of the output current of the Log-domain filter shown in Figure 8.5. The
distortion levels are expressed in dB and are presented versus the filter’s modulation index
(upper graph) and also versus the devices’ aspect ratio (lower graph). Very good agreement
exists between mathematical calculations and Cadence simulations.
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Figure 8.20: The effect of the product µeffCox upon the output harmonic distortion levels
(HD2 and HD3) of the Log-domain filter. The central value of the distribution is the one shown
in Section 8.2 (260/2nV 2T nA/V ).
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8.5 Insights On The Impact Of Transistor Level Design
Parameters On Accuracy
Based on the previous analysis (and on the careful inspection of Table 8.1) it can be
concluded that a “non-ideality factor” is nested within the relations codifying the ideal
operation of each TL circuit; consider for example relations (8.25), (8.26), (8.30), (8.34)
and (8.39). More specifically, whereas for the ideal case the TL expression takes the
well-known form:
∏
k,CW
αk∏
j,CCW
αj
∏
j,CCW
Ij∏
k,CW
Ik
= 1 (8.47)
When EKV-related terms are taken into consideration (and under the assumptions that
have been made for X, as shown is Section 8.2), the circuit will not realise the ideal
behaviour shown in (8.47). The EKV model introduces a “non-ideality factor” and the
expression codifying the TL circuit’s operation takes the following form:
∏
k,CW
αk∏
j,CCW
αj
∏
j,CCW
Ij∏
k,CW
Ik︸ ︷︷ ︸
ideal factor
1 + ∑
j,CCW
√
ICj

1 + ∑
k,CW
√
ICk

︸ ︷︷ ︸
non-ideality factor
= 1 (8.48)
The target function of the TL circuit defines its topology whose ideal behaviour is
governed by the ideal factor in (8.48). However, the realisation of high-performance
TL circuits deviating as little as possible from the targeted, ideal response calls for
the consideration of the “non-ideality factor” of (8.48). Note that the multiplicative
nature of the “non-ideality factor” leads to the conclusion that a deviation µ% from
unity translates directly to µ% deviation from the ideal behaviour. Consequently, the
non-ideality factor needs to deviate as little as possible from unity for a given topology.
In practice, this means that: ∑
j,CCW
√
ICj ≈
∑
k,CW
√
ICk (8.49)
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Relation (8.49) suggests that so long as the summation of the square roots of the ICs
of the clockwise MOSTs balances the summation of the square roots of the ICs of the
counter-clockwise ones, the topology’s deviation from ideality will be minimal. What
is useful to stretch is that the equality (8.49) refers to summations of ICs and not to
equalities of individual devices ICs. Intriguingly, (8.49) bears a resemblance to the MOS
TLP relation originating from the quadratic behaviour of strongly-inverted MOSTs in
saturation [129].
Given that the aspect ratios of the devices will be determined - at least in the initial
stages of the design - primarily by the targeted ideal behavour (codified by (8.47)),
one cannot draw general practical rules as to how (8.49) can be ensured. Each specific
TL topology calls for tailor-made optimisation as far as (8.49) (or (8.48)) is concerned.
Clearly employing large [W/L] values for each transistor in the TL loop tends to ensure
that the “non-ideality factor’s” value will be close to unity. However, the adoption of
such an approach may lead to non-optimal solutions in terms of chip area.
The “rules-of-thumb” that have been “promised” in the introductory section of this
Chapter can be articulated now, by taking into consideration the three relations pre-
sented in this section, i.e. (8.47), (8.48) and especially (8.49), which summarises the
essence of this work. After the verification provided by the multitude simulation results
presented in the previous section, the interested reader should be able to understand
that the large variety of simulation results served only one specific purpose; to demon-
strate that the impact of transistor-level design parameters upon performance (e.g.
gain, distortion-levels) or upon the ideal behaviour can be such, that could certainly
not be predicted by the “conventional” ideal equations. The indeed counterintuitive
simulation results underlined the need to consider the effect of the transistor-level de-
sign parameters more carefully, when a TL topology (static or dynamic) is needed to
be designed. The “rules-of-thumb” cannot be quantitative, a priori, since the infinite
number of current, gain and/or aspect ratio combinations cannot be summarised in a
few paragraphs. The nature of the proposed “rules-of-thumb” is more qualitative, pro-
viding the required theoretical information that the designer needs before starting to
develop a TL topology.
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A SUMMARY OF THE PROPOSED RULES-OF-THUMB:
When considering (8.49), it is useful to bear in mind that:
i) a “small” drain current does not necessarily guarantee a “small” IC value; it
depends on the aspect ratio of the device it flows through;
ii) conversely and similarly, a “large” drain current does not necessarily lead to a
“large” IC value;
iii) WI operation is achieved not because of “small” current values that the devices
are called to carry, but thanks to small IC values;
iv) the “non-ideality factor” incorporates square roots of ICs and not simply ICs;
this means that though the IC of a device might be “small”, that device con-
tributes to the “non-ideality factor” by the square root of its IC which, when
IC < 1, will result in a “larger” eventual value in the “non-ideality factor” ex-
pression. This practically means that because the nonideality factor depends on
the square root of the inversion coefficient, a 10% deviation from ideality occurs
when one of the transistors reaches an inversion coefficient of 1%, which is a cur-
rent level that is an order of magnitude smaller than the typical current level taken
to be the boundary between weak and moderate inversion;
8.6 Conclusions
This Chapter considered the EKV transistor model and analysed the behaviour of sev-
eral TL circuits in the subthreshold regime. For the static TL circuits category, this
Chapter investigated in detail and discussed five generic TL blocks, while for the dy-
namic TL case, the behaviour of the logarithmic integrator has been investigated and
its output distortion levels have been correlated with low-level process parameters. The
symbolic approach adopted in this work can be expanded to describe more compli-
cated static or dynamic TL circuits since, as discussed before, retrospective/symmetric
relations are generated with the addition of MOST pairs in a TL loop.
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At this point it needs to be clarified that the selection of the current mirror topology
has not been made randomly. The current mirror illustrates the simplest form of a TL
circuit with the greatest robustness, compared to the rest topologies illustrated in this
Chapter. The reader could easily claim that the selection of the specific topology is
confusing, since this topology does not depend on the exponential conformities of the
devices and is valid for any layer of inversion. Moreover, an interested reader could also
claim that a direct use of (8.6) could directly lead to (8.13), without the need of the
approximations made in Section 8.2. However, such a conclusion would be misleading
and incorrect, since it is not valid by no means. Although in the current mirror case one
can directly apply the EKV expression of the transistor’s current and derive the ideal
input/output relation, the current mirror case is the only one, where such an approach
can be adopted. For the rest of the circuits presented in this Chapter, such an approach
would lead to algebraic equations that are difficult to be handled and consequently
solved. The, by all means, valid assumptions/approximations shown in Section 8.2
have led to the compelling simulation results of Section 8.4. Therefore, for the sake of
consistency, all TL topologies should have been processed by the same expressions of
VGS , as the EKV-based one shown in (8.12). The EKV-based expression for the current
mirror shown in (8.14) is by no means mistaken, since the three-dimensional Figure 8.6b
highlights the fact that there is no deviation between (8.13) and (8.14), therefore, the
model as well as the assumptions are valid. Any deviations that are present in Figure
8.6a are between Cadence and the EKV-based model (and consequently the ideal model
for this case only).
Finally, the symbolic relations presented in Table 8.1, Table 8.2 and Table 8.3, apart
from increasing our understanding as far as deviations from ideality are concerned, they
are also process-independent and can be used for assessing performance without resort-
ing to Spectre R© simulations. Furthermore one can, for example, built upon such an ap-
proach and such symbolic relations and proceed with the evaluation of the specific topol-
ogy’s deviation from its nominal deterministic behaviour. By adding for example to the
static (Table 8.1) or dynamic (Table 8.3) symbolic expressions an error term ±δ[W/L]
(δ < 1) to each aspect ratio value [W/L] and conducting a parametric mathemati-
cal simulation, one could obtain Monte Carlo-like results but in a technology/process-
independent manner and, again, without resorting to Spectre R©. An indicative analysis
introducing an error terms to each transistor’s aspect ratio has been conducted for the
4-MOST STL circuit, shown in Figure 8.1, and is presented in Appendix D.
Chapter 9
Insight And Advances On The
Bernoulli Cell Framework:
Generalised Theory And Further
Applications
9.1 Introduction
This Chapter deals with the BCF as a unifying analysis and synthesis tool for most
Log-domain topologies. More specifically, this Chapter attempts to extend the BCF
to different transconductor-capacitor topologies and therefore, establish a solid mathe-
matical framework, which will be able to describe most, if not all, Log-domain circuits
that include the aforementioned “transconductor-capacitor cell”. In this thesis so far,
the only BC operator that has been identified, is when a linear capacitor is connected
to the emitter or source terminal of a forward biased BJT or a weakly-inverted MOST,
respectively. In Chapter 3 it has been shown explicitly the mathematical relations
that describe the aforementioned topology (it has been shown for the BJTs and the
weakly-inverted MOSTs separately) and subsequently, two different system categories
have been exemplified that exploit the specific BC operator, in order to analyse and/or
synthesise ELIN [42] or purely nonlinear [62, 91] circuit topologies.
The formulation of the Dynamic Translinear Principle mathematical framework presented in this
Chapter has been carried out in collaboration with Dr. Emm. M. Drakakis.
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From the circuit analysis so far, i.e. the brief linear filtering circuit analysis shown in
Chapter 3 and the extended circuit analysis of various nonlinear topologies presented in
Chapter 4 - Chapter 7, the reader must have been convinced regarding (i) the validity of
the formalism, judging from the compelling simulation results and (ii) the fact that the
BCF (or the NBCF, which consists a more inclusive framework) is able to describe both
linear and nonlinear topologies in Log-domain. The large number of representative cir-
cuits of each category (ELIN or ENIN) that have been implemented so far in this thesis
and in [33] dictate that the BCF could be characterised as a “chimera” formalism that is
able to describe both linear and nonlinear state-spaces. Moreover, the systematic nature
of the formalism, present in both circuit categories, simplifies any analysis or synthesis
attempts. As explicitly shown in the previous Chapters, by identifying and setting the
BC-operator as the circuit’s focal/starting point, the analysis can be easily expanded,
regardless of the order of the linear or nonlinear systems’ equations. For aVLSI circuit
design, such a property cannot be ignored. On the contrary, any attempt to generalise
such a framework will inevitably lead to the development of powerful mathematical
tools, which are able to describe fast and efficiently various Log-domain circuits.
The scope of this Chapter is to perform such an enrichment to the BCF and apply
the outcome of this endeavor to a meaningful, challenging Log-domain circuit category.
Thus, in conjunction with the known emitter/source-connected capacitor BC operator,
another BC operator has been identified, when a linear capacitor is connected to the
base or gate terminal of a forward biased BJT or a weakly-inverted MOST, respectively.
In addition, by exploiting the expression of the famous EKV model in WI, interesting
relations have been derived, when a linear capacitor is connected to different termi-
nals of a MOST. Taking into consideration the existence of a BC operator in different
transconductor-capacitor connections, two seemingly interesting circuit examples have
been selected, to which the “generalised” BCF can be applied. The first one involves
the re-expression of the well-known TL principle, when various capacitors have been
placed accordingly in the TL loop. This practically means that a mathematical expres-
sion has been generated for DTL circuits with more than one capacitor in the loop, an
expression which can be characterised as a form of a “Dynamic Translinear Principle”.
To the best of the author’s knowledge, a mathematical derivation of a principle, able
to describe similar dynamic TL topologies, such as the ones proposed in this work, has
not been articulated, although it has been occasionally mentioned in literature [47, 51].
The theoretical value of the tutorial character of this attempt aims at providing the nec-
essary mathematical background required for any similar, future analysis or synthesis
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circuit attempts.
The second, more practical research field, where the “generalised” BCF could be proved
useful is the promising synaptic computation circuits. By analysing an indicative num-
ber of synaptic circuits, a general mathematical framework is proposed under which
most Log-domain synaptic circuits can be categorised. The idea of classifying the ex-
isting synaptic circuits based on the type of the BC-operator that is present in the
circuits aims at providing an alternative way of approaching synaptic aVLSI circuits.
The fact that each of these circuits has been analysed differently in the past demon-
strates the flexibility of Log-domain circuits, when it comes to circuit analysis. However,
by unifying all the past circuit analysis methods under one, systematic, mathematical
framework creates, nonetheless, a “master-key” formalism that can “open the door” to
simpler synaptic Log-domain circuit analysis/synthesis attempts. The tutorial nature of
this Chapter aims at showing a different path in the circuit analysis of silicon synapses,
when the BCF is chosen as a principal analysis tool.
9.2 A Generalised Approach To The Bernoulli Cell Frame-
work
In Chapter 3, an explicit analysis has been illustrated regarding the current relation
between an emitter-connected linear capacitor and a BJT. A similar analysis has also
been presented regarding the current relation between a weakly-inverted MOST and a
source-connected capacitor. Both analyses led to the existence of the only BC-operator
that has been used so far, which is defined by a similar set of equations for both transcon-
ductors. For the reader’s convenience and for the sake of completeness, the Bernoulli
differential equation that is characterising the collector and drain current of an npn-
BJT with an emmiter-connected capacitor and a subthreshold n-type MOST with a
source-connected capacitor, respectively will be shown below:
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BJT Case:
I˙C(t)−
(
V˙B(t)
VT
+
[u(t)− v(t)]
CVT
)
IC(t) +
I2C(t)
CVT
= 0 (9.1)
Subthreshold MOST Case:
I˙D(t)−
(
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
)
ID(t) +
I2D(t)
nCVT
= 0 (9.2)
Applying the nonlinear substitution IC(t)=1/T (t)=ID(t), (9.1) and (9.2) are trans-
formed into the following, well-known linearised form, which allowed the generation of
the LDSS equations and the establishment of the theoretical background for the NBCF:
BJT Case:
T˙ (t) +
[
V˙B(t)
VT
+
[u(t)− v(t)]
CVT
]
T (t)− 1
CVT
= 0 (9.3)
Subthreshold MOST Case:
T˙ (t) +
[
V˙G(t)
nVT
+
[u(t)− v(t)]
nCVT
]
T (t)− 1
nCVT
= 0 (9.4)
The collector current relation for the BJT device has been shown in detail in [33]. In
order to prove the existence of another BC operator, an approach similar to the one
presented in Chapter 3 will be adopted. Let us assume a fictitious, three-terminal
electronic elements, as the one illustrated in Figure 9.1. The difference between this
fictitious, three-terminal electronic elements and the one already shown in Figure 3.1
is that the element of Figure 9.1 has a connection between the G and K, terminal, i.e.
these two terminals are connected together.
This time for the fictitious setup of Figure 9.1, the following properties are valid:
(1) The three-terminal element behaves as a nonlinear, time-invariant voltage - con-
trolled current source, where the current IK is an exponential function of the
voltage difference VG(t) − VS(t), with VG and VS denoting the two terminals of
the device. The component exhibits a voltage dependence upon only two, out of
the three terminals.
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v(t)u(t)
 K G SI =λ exp μ[V (t)-V (t)]
G
K
SS
G SV (t)-V (t)
C CAPi (t)
Figure 9.1: Fictitious transconductor, implementing another hypothetical BC topology, in
complete analogy with the fictitious transconductor example shown in Figure 3.1.
(2) The capacitor, which is connected to the terminal G of the exponential transcon-
ductor is a linear one, with capacitance equals to C.
(3) The units of the parameters λ and µ are Ampere and V olts−1, respectively.
(4) Applying KCL at the node G yields: IK(t) + iCAP (t) + u(t) = v(t) or IK(t) +
CV˙G(t) + u(t) = v(t)
In order to investigate the dynamic behaviour of the electronic element in time-domain,
the time derivative of the component is again required. By doing so, it yields:
∂IK(t)
∂t
= λ
∂
∂t
(
e(µ(VG(t)−VS(t)))
)
(9.5)
which lead to the following relation:
∂IK(t)
∂t
=
IK(t)︷ ︸︸ ︷
λ
(
e(µ(VG(t)−VS(t)))
)(
µ
(
V˙G(t)− V˙S(t)
))
(9.6)
and by substituting V˙G(t) with the equal expression sourcing from the KCL at node G,
i.e. iCAP (t)/C=(−IK(t)− [u(t)− v(t)])/C, (9.6) transforms into:
I˙K(t) +
(
µV˙S(t) +
µ
C
[u(t)− v(t)]
)
IK(t) +
µ I2K(t)
C
= 0 (9.7)
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Interestingly, relation (9.7) is again of the Bernoulli form. In general, the Bernoulli
differential equation has the form [59]:
y′x + f(x)y = g(x)y
α, α 6= 0, 1 (9.8)
By applying the substitution z = y1−α, (9.8) transforms into a linear equation [59]:
z′x + (1− α)f(x)z = (1− α)g(x) (9.9)
Applying the same transformation into (9.7), a linearised DE will be generated. Once
again, the notation of the transformation variable will change, in order to comply with
the symbols been used in this thesis so far. Therefore, by setting IK(t) = T
1
1−2 (t),
1/T (t) 6= 0, since it represents a positive current, (9.7) becomes:
T˙ (t)−
(
µV˙S(t) +
µ
C
[u(t)− v(t)]
)
T (t)− µ
C
= 0 (9.10)
Now that another general, linear DE has been produced for the fictitious electronic
component, it is time to apply the above conditions to a real component that illustrates
similar properties regarding its current-voltage relationship. As a final comment, it
needs to be stressed that once again the u(t) and v(t) currents that are responsible for
charging and discharging the capacitor are unique for each BC topology. The reader
can easily understand that if m copies of the above BC topology are considered, then
m different sets of u(t) − v(t) currents will occur, while the dynamic behaviour of the
IK(t) current of each one of them will be different in time.
For the sake of completeness, the case where the exponential transconductor is a BJT
will be also presented, accompanied by the appropriate equations that describe this BC
operator case. However, the focal point of this Chapter is the weakly-inverted MOST,
which is assumed to be the prevalent exponential transconductor with the properties of
the fictitious element of Figure 9.1 in this Chapter.
Taking into consideration that the mathematical expression that defines the current
of a saturated subthreshold n-type MOST is (3.8), which is stemming from (3.7), a
mathematical expression of the new BC operator can be derived, when a MOST is
replacing the exponential transconductior of Figure 9.1. For the reader’s convenience,
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(3.8) will be re-written below:
ID =
W
L
I´DO exp
(
VGS
nVT
)
(9.11)
where I´DO = IDO exp (−VTH/(nVT )), IDO is a process-dependent parameter, W/L is
the aspect ratio of the transistor, n is the subthreshold parameter and VT the thermal
voltage. It needs to be mentioned that once again all devices are assumed to be in
deep saturation, i.e. VDS  4VT . Moreover, to achieve nearly ideal TL behaviour and
avoid the interference of the “Body effect”, the source and buld terminals of a MOST
are usually connected together (depends on the type of well-process), thus, VBS = 0.
By comparing (9.11) and the current equation describing IK shown in Figure 9.1, it
is obvious that in the real model, λ = I´DO(W/L) and µ = (nVT )
−1. Moreover, the
voltages VG(t) and VS(t) of the MOST correspond to the voltages VG(t) and VS(t) of
the fictitious transconductor in Figure 9.1, respectively.
In the case, where the exponential transconductor is assumed to be a single npn BJT,
then by ignoring any second-order effects, such as the finite beta of the transistor, the
series resistance of the base and the emitter and the Early effect, it can be argued that
the BJT’s collector current can be approximated as:
IC = IS exp
(
VBE
VT
)
(9.12)
with IS denoting the process-dependent reverse saturation current. In this case, a
direct comparison of (9.12) and the current equation describing IK(t) shown in Figure
9.1, reveals that in the real model, λ = IS and µ = (VT )
−1. Moreover, the voltages
VB(t) and VE(t) of the BJT correspond to the voltages VG(t) and VS(t) of the fictitious
element in Figure 9.1, respectively.
Comparing the drain and collector current relations shown in (9.11) and (9.12), respec-
tively to the current expression for IK(t) in Figure 9.1 and bearing in mind relation
(9.7) and (9.10), the following expressions hold for the new BC operator, comprised of
either a BJT or subthreshold MOST:
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BJT Case:
I˙C(t) +
(
V˙E(t)
VT
+
[u(t)− v(t)]
CVT
)
IC(t) +
I2C(t)
CVT
= 0 (9.13)
Subthreshold MOST Case:
I˙D(t) +
(
V˙S(t)
nVT
+
[u(t)− v(t)]
nCVT
)
ID(t) +
I2D(t)
nCVT
= 0 (9.14)
By applying the nonlinear substitution IC(t)=1/T (t)=ID(t), as shown before, (9.13)
and (9.14) are converted into the following linearised form:
BJT Case:
T˙ (t)−
[
V˙E(t)
VT
+
[u(t)− v(t)]
CVT
]
T (t)− 1
CVT
= 0 (9.15)
Subthreshold MOST Case:
T˙ (t)−
[
V˙S(t)
nVT
+
[u(t)− v(t)]
nCVT
]
T (t)− 1
nCVT
= 0 (9.16)
Figure 9.2 graphically summarises the four different cases, where the “diode-connected”
BC operator exists.
The interested reader should note that relations (9.13) - (9.16) exhibit striking similari-
ties compared to relations (9.1) - (9.4) that hold for the original BC operator case. One
of the differences between the relations that describe the two BC operators is located
at the sign after the time derivative of the state variable current, i.e. I˙D or I˙C . More-
over, relations (9.13) - (9.16) demonstrate a dependence on the time derivative of the
source/emmiter terminal’s voltage of the MOST/BJT rather than on the time derivative
of the gate/base terminal’s voltage, as (9.1) - (9.4) do. It needs to be mentioned that the
analysis holds, whether the capacitor is connected to ground or VDD. Finally, regarding
the PMOS- or pnp-based “diode-connected” BC operator, trivial circuit analysis will
reveal that the sign of the parameter V˙S or V˙E will change. Once again, all terms of
equation (9.13) and (9.14) (and consequently (9.15) and (9.16)) can be calculated by
examining the currents that enter and/or leave at the capacitor node of the BC, except
of the term V˙S(t) or V˙E(t), which primarily depends on the circuit’s setup, as it will be
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CI (t)=1/T(t)
EV (t)
BV (t)
v(t)
u(t)
Capi (t)C
B CI <<I
(a) An npn BJT - based, diode-connected
Bernoulli Cell.
CI (t)=1/T(t)
EV (t)
BV (t)
v(t)
u(t)
Capi (t)C
B CI <<I
(b) A pnp BJT - based, diode-connected
Bernoulli Cell.
DI (t)=1/T(t)
SV (t)
GV (t)
v(t)
u(t)
C Capi (t)
(c) An NMOST - based, diode-connected
Bernoulli Cell.
DI (t)=1/T(t)
SV (t)
v(t)
u(t)
C
Capi (t)
GV (t)
(d) A PMOST - based, diode-connected
Bernoulli Cell.
Figure 9.2: Base/gate-connected capacitors to npn, pnp BJTs and N-, P-MOSTs that consist
the new BC operator. The arrows defining the direction of the capacitor current are bidirectional,
since the BC analysis holds, whether the capacitor is connected to ground or VDD. The dashed
lines reveal the diode-connected transistor case. Although the base current has been assumed
to be significantly smaller than the collector current, the interested reader can verify even if it
is comparable to the collector current value, it can still be assumed as a part of the u(t) output
current.
revealed later in the analysis of various synaptic circuit examples.
The existence of the new BC operator mainly depends on the existence of a “diode
connection” in the MOST or BJT device. When a “diode connection” is present, the
state variable current ID(t) of the MOST (or IC(t) of the BJT) will be responsible for
the charging or discharging of the capacitor. If one assumes that in the topologies shown
in Figure 9.2, the “diode connections”, denoted by the red, dashed lines, are absent,
then the transistor’s current will not be involved in the KCL at the capacitor node and
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relations (9.13) and (9.14) are transformed into the following relations:
BJT Case:
I˙C(t) +
(
V˙E(t)
VT
+
[u(t)− v(t)]
CVT
)
IC(t) = 0 (9.17)
Subthreshold MOST Case:
I˙D(t) +
(
V˙S(t)
nVT
+
[u(t)− v(t)]
nCVT
)
ID(t) = 0 (9.18)
Relations (9.17) and (9.18) are not of the Bernoulli form, however, this type of con-
nection can consist a subcategory of the new “diode connection”BC operator case. If
one of the input/output currents of the BC is a function of the state-variable current,
i.e. if uj (and/or vj) = F (IC,D), then the Bernoulli differential equation is constructed
again. A typical circuit case that verifies this subcategory of the BC topology is the
Log-domain synaptic circuit originally proposed in [138].
9.3 An EKV-Approach To The Bernoulli Cell Framework
In the previous section, a different type of BC operator has been identified. However,
the original BC operator as well as the new one, articulated in the previous section, have
a common origin. The equations that has been used to define the collector or drain cur-
rent of the single BJT or subthreshold MOST, respectively, have been assumed to be
the ones shown in (9.11) and (9.12). These equations are expressing the state variable
currents as a function of a single exponential of the control voltages. By ignoring the
BJT transconductor at this point and focusing entirely on MOSTs, whose complete
drain current expression is usually expressed by the difference between two exponential
function of their terminal voltages (VGS and VGD), it would be an interesting attempt
to investigate what is the time-dependent behaviour of the drain current, when a lin-
ear capacitor is connected each time to different terminal of the device (except of the
bulk terminal). A fictitious exponential transconductor, whose current is exhibiting a
dependence on all its terminals is graphically represented in Figure 9.3.
A model that can accurately provide a double exponential dependence of a MOST’s
drain current upon all its terminals is the famous EKV model. Explicitly shown and
discussed in Chapter 8, the EKV model has been selected for its accuracy and the fact
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Figure 9.3: Fictitious double - exponential transconductor, implementing three different, hy-
pothetical BC-based topologies.
that the drain current is exhibiting the aforementioned three-terminal voltage depen-
dence. Focusing on the WI region, it has been shown in details in [27, 29, 134] that the
inversion charge Q´inv is an exponential function of the pinch-off voltage VP minus the
channel’s voltage. This results in the “generation” of two exponential currents, i.e. a
forward one denoted as IF (t) and a reverse one denoted as IR(t). The expressions of
the two currents is shown below:
IF (R)(t) =
W
L
IDO exp
[
VP (t)− VS(D)(t)
VT
]
(9.19)
with IDO defined as: µCox(2n)V
2
T . By taking into consideration the approximation been
made in Chapter 8 for the pinch-off voltage, i.e. VP ≈ (VG − VTH)/n, (9.19) can be
re-written as:
ID(t) = IF (t)− IR(t) = I´DOe
VG(t)−nVS(t)
nVT − I´DOe
VG(t)−nVD(t)
nVT (9.20)
where I´DO = (W/L)µCox(2n)V
2
T exp(−VTH)/(nVT ). Another way to write ID(t) is the
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following:
ID(t) = IF (t)− IR(t) = I¯DOe
VG(t)
nVT
[
e
−VS(t)VT − e−
VD(t)
VT
]
(9.21)
where I¯DO = I´DO(W/L). A direct comparison of the fictitious transconductor’s IK(t)
current expression in Figure 9.3 and (9.20) dictates that λ = I¯DO , θ = (n)
−1 and
φ = (VT )
−1. Moreover, the voltages VG(t), VS(t) and VD(t) of the MOST correspond to
the voltages VG(t), VS(t) and VK(t) of the fictitious element in Figure 9.3, respectively.
In order to investigate the dynamic behaviour of the component’s drain current in time-
domain, the time derivative of (9.20) or (9.21) is required. By doing so, it yields:
I˙D(t) = I¯DOe
VG(t)−nVS(t)
nVT
[
V˙G(t)− nV˙S(t)
nVT
]
− I¯DOe
VG(t)−nVD(t)
nVT
[
V˙G(t)− nV˙D(t)
nVT
]
(9.22)
or equivalently,
I˙D(t) =
ID(t)︷ ︸︸ ︷[
I¯DOe
VG(t)−nVS(t)
nVT − I¯DOe
VG(t)−nVD(t)
nVT
]
V˙G(t)
nVT
−
− I¯DOe
VG(t)−nVS(t)
nVT
nV˙S(t)
nVT
+ I¯DOe
VG(t)−nVD(t)
nVT
nV˙D(t)
nVT
(9.23)
and in a more compact form:
I˙D(t) = ID(t)
V˙G(t)
nVT
− IF (t)
V˙S(t)
VT
+ IR(t)
V˙D(t)
VT
(9.24)
Relation (9.24) is valid for any type of capacitor-terminal connection. In the following
paragraphs, each BC topology shown in Figure 9.3 as topology 1 , 2 and 3 will be
investigated separately.
9.3.1 The Source-Connected Capacitor Topology
Denoted as 1 in Figure 9.3, this topology is the one defining the original BC operator.
Applying KCL at the capacitor node S (assuming that the other plate of the capacitor
is held at ground), it yields that ID(t) + v(t) = u(t) + iCAP (t), where u(t) and v(t) are
the input and output currents of the BC. Equivalently, KCL at the specific node can be
re-expressed as: CV˙S(t) = ID(t) − (u(t) − v(t)), thus, substituting this expression into
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(9.24), it yields:
I˙D(t) = ID(t)
V˙G(t)
nVT
− IF (t)
ID(t)
CVT
+ IF (t)
[u(t)− v(t)]
CVT
+ IR(t)
V˙D(t)
VT
(9.25)
and following the substitution L(t) = u(t) − v(t) and IF (t) = ID(t) + IR(t), then the
final form of (9.25) becomes:
I˙D(t)−
[
V˙G(t)
nVT
+
L(t)
CVT
− IR(t)
CVT
]
ID(t) +
I2D(t)
CVT
− IR(t)(L(t) + CV˙D(t))
CVT
= 0 (9.26)
Interestingly, (9.26) is of the Riccati differential equation form [59]. Relation (9.26) can
be re-written as:
y˙ + f2(t)y
2(t) + f1(t)y + f0(t) = 0 (9.27)
with
f2(t) =
1
CVT
f1(t) = −
[
V˙G(t)
nVT
+
L(t)
CVT
− IR(t)
CVT
]
f0(t) = −
IR(t)(L(t) + CV˙D(t))
CVT
If the transistor’s drain terminal is connected to a constant voltage point, then the
time derivative of VD equals zero and f0(t) = −IR(t)L(t)/(CVT ). Finally, as it was
expected, by assuming that the IR(t) term is negligible compared to the other terms,
(9.26) reduces to the original Bernoulli DE for the MOST’s drain current, shown in
(9.2).
9.3.2 The Diode-Connected Capacitor Topology
Denoted as 2 in Figure 9.3, this topology is the new BC operator that has been
articulated in the beginning of this Chapter. Applying KCL at the capacitor node
G,K (assuming that the other plate of the capacitor is held at ground), it yields that
ID(t) + u(t) + iCAP (t) = v(t), where u(t) and v(t) are the input and output currents
of the BC. Equivalently, KCL at the specific node can be re-expressed as: CV˙G(t) =
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−(ID(t) + (u(t)− v(t))), thus, substituting this expression into (9.24), it yields:
I˙D(t) +
I2D(t)
nCVT
+ ID(t)
[u(t)− v(t)]
nCVT
+ IF (t)
V˙S(t)
VT
− IR(t)
V˙D(t)
VT
(9.28)
Following the substitution L = u(t) − v(t) and IF (t) = ID(t) + IR(t) and bearing in
mind that in this case V˙D = V˙G, the final form of (9.28) becomes:
I˙D(t) +
[
V˙S(t)
VT
+
L(t)
nCVT
+
IR(t)
VT
]
ID(t) +
I2D(t)
nCVT
+
IR(t)(L(t) + CV˙S(t))
CVT
= 0 (9.29)
Interestingly, (9.29) is again of the Riccati differential equation form [59]. Relation
(9.29) can be re-written as:
y˙ + f2(t)y
2(t) + f1(t)y + f0(t) = 0 (9.30)
with
f2(t) =
1
nCVT
f1(t) =
[
V˙S(t)
VT
+
L(t)
nCVT
+
IR(t)
VT
]
f0(t) =
IR(t)(L(t) + CV˙S(t))
CVT
If the transistor’s source terminal is connected to a constant voltage point, then the
time derivative of VS equals zero. Once again, as it was expected, by assuming that the
IR(t) term is negligible compared to the other terms, (9.29) reduces again to the new
Bernoulli DE articulated for the “diode-connected” BC operator, shown in (9.14).
9.3.3 The Drain-Connected Capacitor Topology
Denoted as 3 in Figure 9.3, this topology is completely new and its sole purpose is
to provide an inclusive analysis regarding the terminal connections of a MOST with a
linear capacitor, when the EKV model is applied. Although it might not be able to
offer a practical circuit topology, its analysis value cannot be neglected. Similarly to
the previous two cases, applying KCL at the capacitor node K (assuming that the other
plate of the capacitor is held at ground), it yields that ID(t) + u(t) + iCAP (t) = v(t),
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where u(t) and v(t) are the input and output currents of the BC. Equivalently, KCL
at the specific node can be re-expressed as: CV˙D(t) = −(ID(t) + (u(t) − v(t))), thus,
substituting this expression into (9.24), it yields:
I˙D(t)− ID(t)
V˙G(t)
nVT
+ IF (t)
V˙S(t)
VT
+ IR(t)
ID(t)
CVT
+ IR(t)
[u(t)− v(t)]
CVT
(9.31)
and following the substitution L(t) = u(t) − v(t) and IR(t) = IF (t) − ID(t), then the
final form of (9.31) becomes:
I˙D(t)−
[
V˙G(t)
nVT
+
L(t)
CVT
− IF (t)
CVT
]
ID(t)−
I2D(t)
CVT
+
IF (t)(L(t) + CV˙S(t))
CVT
= 0 (9.32)
Once again, (9.32) is of the Riccati differential equation form [59]. Relation (9.32) can
be re-written as:
y˙ + f2(t)y
2(t) + f1(t)y + f0(t) = 0 (9.33)
with
f2(t) = −
1
CVT
f1(t) = −
[
V˙G(t)
nVT
+
L(t)
CVT
− IF (t)
CVT
]
f0(t) =
IF (t)(L(t) + CV˙S(t))
CVT
If the transistor’s source terminal is connected to a constant voltage point, then the
time derivative of VS equals zero and f0(t) = IF (t)L(t)/(CVT ).
9.3.4 Discussion
From the above analysis, it has been shown that the time-dependent behaviour of the
drain current of a MOST that has a capacitor connected to any of its terminal is governed
by a DE of the Riccati form. The Bernoulli differential equation that has been used so
far does not lose its value and still provides very accurate results, once VDS  4−5 VT .
However, the relations provided by (9.26), (9.29) and (9.32) provide a more general view
of the actual transistor’s behaviour. From a practical point of view, such analysis might
be useful, when the parasitic capacitors of a MOST are considered.
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Assuming that the capacitors that have been connected sequentially previously to the
MOST terminals are parasitic capacitors with low capacitance (∼ fF ), a mathematical
framework has been articulated that is able to provide an answer regarding the time-
varying dynamics of the drain current of a capacitor-connected MOST. As a second,
interesting, seemingly counterintuitive point stemming from the previous analysis, it is
worth noticing the CV˙S,D terms that are present in the numerators of the last fraction of
(9.26), (9.29) and (9.32). These terms could be considered as “pseudo-parasitic capaci-
tor currents” that affect the expression of the drain current, depending on the terminal
that the linear capacitor has been connected to. For example in (9.26), which describes
the source-connected capacitor case, it seems from the equation that the current ID also
depends on a “pseudo capacitor current” generated by the drain terminal. Symmetri-
cally, when the capacitor is connected to the drain terminal, the current ID depends on
a “pseudo capacitor current” generated by the source terminal. The identification of the
similarities and symmetries between (9.26) and (9.32) have been left to the interested
reader to spot them.
9.4 A Reformed Analysis Of The Dynamic Translinear
Principle
In the previous sections, the mathematical expressions of both types of BC operators
(source-connected and diode-connected BC operators) have been articulated. Focusing
on these two operators, a novel, seemingly interesting mathematical analysis will be
presented, exhibiting the mathematical relation between TL elements, when capacitors
are placed inside the TL loop. The analysis considers a topology, similar to the one
presented in Chapter 2, where the TLP has been introduced for the first time in this
thesis. However, various capacitors and input/output currents have been placed ac-
cordingly, based on the BC operator topologies shown before. Due to the presence of
the capacitors in the TL loop and for the sake of convenience, the topologies have been
named “Dynamic Translinear Loops” (DTLs).
Two cases of DTLs have been considered: The first one illustrates the TL elements ori-
ented in a “stacked-like” formation, while the second one is presenting the TL elements
oriented in an “alternating-like” formation. Both cases are analysed explicitly and the
counterintuitive results stemming from the aforementioned analysis are discussed in the
final part of this section.
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9.4.1 Dynamic Translinear Loop - Case 1
Let us consider a dynamic TL topology as the one shown in Figure 9.4.
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Figure 9.4: Dynamic TL loop - Case 1.
For the sake of convenience, a diode element has been used as a representative TL
element. However, the interested reader can easily understand that a similar, more
complicated analysis will hold for other TL elements, in complete analogy with the
TL examples shown in [46, 139]. Depending on the connection between the diode and
the capacitor, two different types of BC operators can be identified. The two possible
operators are summarised in Figure 9.5.
Assuming an exponential expression for the diode’s current ID, ID = IS exp(VBE/VT ),
the interested reader can verify that based on the BC-based analysis shown so far in
this thesis, the dynamic behaviour of the state-variable current ID of the selected TL
element will be identical to the one shown explicitly for the BJTs. Therefore, for each
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(a) The 1st-type BC operator.
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(b) The 2nd-type BC operator.
Figure 9.5: Two types of BC operators, present at the DTL topologies shown in Figure 9.4
and Figure 9.6.
case shown in Figure 9.5, the following expressions are valid, tabulated in Table 9.1.
Table 9.1: Different form of DEs for the two types of BC operators involved in Figure 9.4 and
Figure 9.6.
I˙D(t)−
(
V˙B(t)
VT
+
[u(t)− v(t)]
CVT
)
ID(t) +
I2D(t)
CVT
= 0
1st-type BC operator T˙ (t) +
[
V˙B(t)
VT
+
[u(t)− v(t)]
CVT
]
T (t)− 1
CVT
= 0
CVT
∂
∂t
(ln [T (t)]) + CV˙B(t) + [u(t)− v(t)] =
1
T (t)
KCL at the capacitor node: iCap(t) = ID(t)− [u(t)− v(t)]
I˙D(t) +
(
V˙E(t)
VT
+
[u(t)− v(t)]
CVT
)
ID(t) +
I2D(t)
CVT
= 0
2nd-type BC operator T˙ (t)−
[
V˙E(t)
VT
+
[u(t)− v(t)]
CVT
]
T (t)− 1
CVT
= 0
CVT
∂
∂t
(ln [T (t)])− CV˙E(t)− [u(t)− v(t)] =
1
T (t)
KCL at the capacitor node: iCap(t) = −ID(t)− [u(t)− v(t)]
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In this Table the reader can find all expressions required to describe each BC operator
present in Figure 9.4 and Figure 9.6. Apart from the state-variable current equations,
the linearised form of the Bernoulli DE has been provided, as well as KCL expressions
valid at the capacitor node of each case. For analysis purposes, it has been assumed
that the other plate of the linear capacitor is held at zero voltage, i.e. it is grounded.
An identical analysis will hold if the other plate of the linear capacitor is held at any
constant voltage. Now that all expressions are available for each type of BC operator,
for the topology shown in Figure 9.4, the following expressions will hold for each TL
element in the loop, under the assumption that all capacitances are equal:
1 1st − Type: CVT
∂
∂t
(ln [T1(t)]) + CV˙B1(t) + [u1(t)− v1(t)] =
1
T1(t)
(9.34a)
2 1st − Type: CVT
∂
∂t
(ln [T2(t)]) + CV˙B2(t) + [u2(t)− v2(t)] =
1
T2(t)
(9.34b)
3 1st − Type: CVT
∂
∂t
(ln [T3(t)]) + CV˙B3(t) + [u3(t)− v3(t)] =
1
T3(t)
(9.34c)
4 2nd − Type: CVT
∂
∂t
(ln [T4(t)])− CV˙E4(t)− [u4(t)− v4(t)] =
1
T4(t)
(9.34d)
5 2nd − Type: CVT
∂
∂t
(ln [T5(t)])− CV˙E5(t)− [u5(t)− v5(t)] =
1
T5(t)
(9.34e)
6 2nd − Type: CVT
∂
∂t
(ln [T6(t)])− CV˙E6(t)− [u6(t)− v6(t)] =
1
T6(t)
(9.34f)
Attempting to sum relations (9.34a) - (9.34f), results in the following inclusive expres-
sion:
CVT
∂
∂t
(ln [T1(t)T2(t)...T6(t)]) +
1,2,3∑
i
CV˙Bi(t)−
4,5,6∑
k
CV˙Ek(t) +
1,2,3∑
m
[um(t)− vm(t)]
−
4,5,6∑
n
[un(t)− vn(t)] =
6∑
j=1
1
Tj(t)
(9.35)
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A careful observation at each BC operator shown in Figure 9.4 reveals the following:
CV˙B1(t) = CV˙E2(t) = iCap2(t) (9.36a)
CV˙B2(t) = CV˙E3(t) = iCap3(t) (9.36b)
CV˙B3(t) = CV˙B4(t) = iCap4(t) (9.36c)
CV˙E4(t) = CV˙B5(t) = iCap5(t) (9.36d)
CV˙E5(t) = CV˙B6(t) = iCap6(t) (9.36e)
CV˙E6(t) = CV˙E1(t) = iCap1(t) (9.36f)
which allows (9.35) to be re-written as:
CVT
∂
∂t
(ln [T1(t)T2(t)...T6(t)]) +
2,3,4∑
i
iCapi(t)−
1,5,6∑
k
iCapk(t) +
1,2,3∑
m
[um(t)− vm(t)]
−
4,5,6∑
n
[un(t)− vn(t)] =
6∑
j=1
1
Tj(t)
(9.37)
and by re-grouping (9.37), the following, final expression is generated:
CVT
∂
∂t
ln
 6∏
j=1
Tj(t)
+ [−iCap1(t) + [u1(t)− v1(t)]] + [iCap2(t) + [u2(t)− v2(t)]] +
+ [iCap3(t) + [u3(t)− v3(t)]] + [iCap4(t)− [u4(t)− v4(t)]] +
+ [−iCap5(t)− [u5(t)− v5(t)]] + [−iCap6(t)− [u6(t)− v6(t)]] =
6∑
j=1
1
Tj(t)
(9.38)
Each of the
[±iCapj (t)± [uj(t)− vj(t)]] terms included in (9.38) will be analysed sepa-
rately and substituted by an equivalent expression, based on the original KCL expres-
sions that hold for each type of BC.
• [−iCap1(t) + [u1(t)− v1(t)]]: Applying KCL at the capacitor node V1, where
iCap1 flows, will dictate that: iCap1(t) = ID1(t) − [u1(t) − v1(t)] or equivalently
iCap1(t) = 1/T1(t) − [u1(t) − v1(t)]. At this point it needs to be reminded to the
reader that as uj(t) and vj(t) are denoted the currents that “enter” or “leave”
the BC capacitor node, except of the capacitor and state-variable currents of the
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specific node. Thus, for the sake of precision, judging from the topology in Figure
9.4, as u1(t) any current that “leaves” the BC capacitor node can be characterised,
while as v1(t), any current that “enters” the BC capacitor node will be described.
Figure 9.4 reveals that:
u1(t) = u¯1(t)
v1(t) = v¯1(t) +
1
T6(t)
Henceforth, an identical analysis will be considered for every BC operator node
and its uj(t) and vj(t) currents shown in Figure 9.4. Taking all the above into
consideration, the initial expression can be substituted as follows:
[−iCap1(t) + [u1(t)− v1(t)]]⇔ −
1
T1(t)
+ 2
[
u¯1(t)− v¯1(t)−
1
T6(t)
]
(9.39)
• [iCap2(t) + [u2(t)− v2(t)]]: Applying KCL at the capacitor node V2, where iCap2
exists, verifies that: iCap2(t) = ID2(t) − [u2(t) − v2(t)] or equivalently iCap2(t) =
1/T2(t) − [u2(t) − v2(t)]. Substituting this expression for iCap2(t) into the initial
expression yields:
[iCap2(t) + [u2(t)− v2(t)]]⇔
1
T2(t)
(9.40)
Relation (9.40) holds for every combination of [u2(t)− v2(t)] currents.
• [iCap3(t) + [u3(t)− v3(t)]]: Similarly, KCL at the capacitor node V3 provides
the following current relation: iCap3(t) = ID3(t) − [u3(t) − v3(t)] or equivalently
iCap3(t) = 1/T3(t) − [u3(t) − v3(t)]. Substituting this expression for iCap3(t) into
the initial expression yields:
[iCap3(t) + [u3(t)− v3(t)]]⇔
1
T3(t)
(9.41)
Relation (9.41) holds again for every combination of [u3(t)− v3(t)] currents.
• [iCap4(t)− [u4(t)− v4(t)]]: Applying KCL at the capacitor node V4, where iCap4
flows, dictates that: iCap4(t) = −ID4(t)− [u4(t)− v4(t)] or equivalently iCap4(t) =
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−1/T4(t) − [u4(t) − v4(t)]. A close examination of the specific capacitor node
reveals that:
u4(t) = u¯4(t) +
1
T3(t)
v4(t) = v¯4(t)
Thus, the final expression is converted as follows:
[iCap4(t)− [u4(t)− v4(t)]]⇔ −
1
T4(t)
− 2
[
u¯4(t) +
1
T3(t)
− v¯4(t)
]
(9.42)
• [−iCap5(t)− [u5(t)− v5(t)]]: Applying KCL at the capacitor node V5, where
iCap5 is located, verifies that: iCap5(t) = −ID5(t)− [u5(t)− v5(t)] or equivalently
iCap5(t) = −1/T5(t)− [u5(t)− v5(t)]. Substituting this expression for iCap5(t) into
the initial expression yields:
[−iCap5(t)− [u5(t)− v5(t)]]⇔
1
T5(t)
(9.43)
Relation (9.43) holds for every combination of [u5(t)− v5(t)] currents.
• [−iCap6(t)− [u6(t)− v6(t)]]: Applying KCL at the capacitor node V6, where
iCap6 exists, verifies that: iCap6(t) = −ID6(t) − [u6(t) − v6(t)] or equivalently
iCap6(t) = −1/T6(t)−[u6(t)−v6(t)]. Substituting again this expression for iCap6(t)
into the initial expression yields:
[−iCap6(t)− [u6(t)− v6(t)]] =
1
T6(t)
(9.44)
Relation (9.44) holds for every combination of [u6(t)− v6(t)] currents.
Substituting relations (9.39), (9.40), (9.41), (9.42), (9.43) and (9.44) back into (9.38),
yields:
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1
2
CVT
∂
∂t
ln
 6∏
j=1
Tj(t)
 = 1
T1(t)
−
[
u¯1(t)− v¯1(t)−
1
T6(t)
]
+
+
1
T4(t)
+
[
u¯4(t) +
1
T3(t)
− v¯4(t)
] (9.45)
A careful examination of relation (9.45) reveals that it can be also written as follows,
based on the initial KCL expressions for the capacitor currents iCap1(t) and iCap4(t):
CVT
∂
∂t
ln
√√√√ 6∏
j=1
Tj(t)
 =
iCap1 (t)︷ ︸︸ ︷
1
T1(t)
−
[
u¯1(t)− v¯1(t)−
1
T6(t)
]
+
−iCap4 (t)︷ ︸︸ ︷
+
1
T4(t)
+
[
u¯4(t) +
1
T3(t)
− v¯4(t)
]
(9.46)
which is re-expressed below for clarity:
CVT
∂
∂t
ln
√√√√ 6∏
j=1
Tj(t)
 = iCap1(t)− iCap4(t) = C (V˙1 − V˙4) (9.47)
with Vj denoting the voltage of the jth capacitor node (see Figure 9.4). From the
“static” TLP, for the six current of the loop in Figure 9.4, it holds that:
T1(t)T2(t)T3(t) = T4(t)T5(t)T6(t) = X (9.48)
Therefore, (9.48) is converted into:
VT
∂
∂t
(
ln
[√
X 2
])
= V˙1 − V˙4 (9.49)
or in a different form:
X˙
X =
V˙1 − V˙4
VT
(9.50)
The solution of the DE presented in (9.50) is trivial. It produces an expression for X
that has the form: X = C1e
V1−V4
VT , with C1 defining a constant parameter stemming
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from the integration of (9.50), which can be identified based on the initial conditions of
the circuit. Taking the solution of X into consideration, (9.48) transforms into its final
form shown in (9.51):
ID1(t)ID2(t)ID3(t)
e
V1−V4
VT
=
ID4(t)ID5(t)ID6(t)
e
V1−V4
VT
= C1 = constant (9.51)
Relation (9.51) illustrates the dependence of the original TLP upon the voltage differ-
ence between the nodes V1 and V4, where the type of the BC operator changes.
9.4.2 Dynamic Translinear Loop - Case 2
Let us now consider a different dynamic TL topology as the one shown in Figure 9.6.
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Figure 9.6: Dynamic TL loop - Case 2.
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An identical analysis will take place for this dynamic circuit, taking into consideration
all the previous statements and also the expressions defining each type of BC operator,
which are summarised in Table 9.1. By examining each BC operator in Figure 9.6
separately, the following expressions will hold for each TL element, under the assumption
that all capacitances are equal:
1 1st − Type: CVT
∂
∂t
(ln [T1(t)]) + CV˙B1(t) + [u1(t)− v1(t)] =
1
T1(t)
(9.52a)
2 2nd − Type: CVT
∂
∂t
(ln [T2(t)])− CV˙E2(t)− [u2(t)− v2(t)] =
1
T2(t)
(9.52b)
3 1st − Type: CVT
∂
∂t
(ln [T3(t)]) + CV˙B3(t) + [u3(t)− v3(t)] =
1
T3(t)
(9.52c)
4 2nd − Type: CVT
∂
∂t
(ln [T4(t)])− CV˙E4(t)− [u4(t)− v4(t)] =
1
T4(t)
(9.52d)
5 1st − Type: CVT
∂
∂t
(ln [T5(t)]) + CV˙B5(t) + [u5(t)− v5(t)] =
1
T5(t)
(9.52e)
6 2nd − Type: CVT
∂
∂t
(ln [T6(t)])− CV˙E6(t)− [u6(t)− v6(t)] =
1
T6(t)
(9.52f)
Attempting to sum relations (9.52a) - (9.52f), leads to the following inclusive relation:
CVT
∂
∂t
(ln [T1(t)T2(t)...T6(t)]) +
1,3,5∑
i
CV˙Bi(t)−
2,4,6∑
k
CV˙Ek(t) +
1,3,5∑
m
[um(t)− vm(t)]
−
2,4,6∑
n
[un(t)− vn(t)] =
6∑
j=1
1
Tj(t)
(9.53)
A careful observation at each BC operator shown in Figure 9.6 reveals that some of the
previous factors can be re-written as follows:
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CV˙B1(t) = CV˙B2(t) = iCap2(t) (9.54a)
CV˙B3(t) = CV˙B4(t) = iCap4(t) (9.54b)
CV˙B5(t) = CV˙B6(t) = iCap6(t) (9.54c)
CV˙E2(t) = CV˙E3(t) = iCap3(t) (9.54d)
CV˙E4(t) = CV˙E5(t) = iCap5(t) (9.54e)
CV˙E6(t) = CV˙E1(t) = iCap1(t) (9.54f)
which allows (9.53) to be re-expressed as:
CVT
∂
∂t
(ln [T1(t)T2(t)...T6(t)]) +
2,4,6∑
i
iCapi(t)−
1,3,5∑
k
iCapk(t) +
1,3,5∑
m
[um(t)− vm(t)]
−
2,4,6∑
n
[un(t)− vn(t)] =
6∑
j=1
1
Tj(t)
(9.55)
and by re-grouping (9.55), the following, final expression is generated:
CVT
∂
∂t
ln
 6∏
j=1
Tj(t)
+ [−iCap1(t) + [u1(t)− v1(t)]] + [iCap2(t)− [u2(t)− v2(t)]] +
+ [−iCap3(t) + [u3(t)− v3(t)]] + [iCap4(t)− [u4(t)− v4(t)]] +
+ [−iCap5(t) + [u5(t)− v5(t)]] + [iCap6(t)− [u6(t)− v6(t)]] =
6∑
j=1
1
Tj(t)
(9.56)
Each of the
[±iCapj (t)± [uj(t)− vj(t)]] terms included in (9.56) will be again analysed
separately and substituted by an equivalent expression, based on the original KCL
expressions that hold for each type of BC in the specific TL topology in Figure 9.6.
• [−iCap1(t) + [u1(t)− v1(t)]]: Applying KCL at the capacitor node V1, dictates
the following current relation: iCap1(t) = ID1(t) − [u1(t) − v1(t)] or equivalently
iCap1(t) = 1/T1(t) − [u1(t) − v1(t)]. Bearing in mind the definition of the u(t)
and v(t) currents in every BC capacitor node given in details in the previous case,
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Figure 9.6 reveals that in node V1 it holds that:
u1(t) = u¯1(t)
v1(t) = v¯1(t) +
1
T6(t)
Substituting the previous u(t) and v(t) current expressions into the original equa-
tion yields:
[−iCap1(t) + [u1(t)− v1(t)]] = −
1
T1(t)
+ 2
[
u¯1(t)− v¯1(t)−
1
T6(t)
]
(9.57)
• [iCap2(t)− [u2(t)− v2(t)]]: Applying KCL at the capacitor node V2, verifies that:
iCap2(t) = −ID2(t)− [u2(t)− v2(t)] or equivalently iCap2(t) = −1/T2(t)− [u2(t)−
v2(t)]. For the input/output BC currents at this node, it yields:
u2(t) = u¯2(t) +
1
T1(t)
v2(t) = v¯2(t)
Substituting the above current expressions into the initial relation results in:
[iCap2(t)− [u2(t)− v2(t)]] = −
1
T2(t)
− 2
[
u¯2(t) +
1
T1(t)
− v¯2(t)
]
(9.58)
• [−iCap3(t) + [u3(t)− v3(t)]]: From application of KCL at the capacitor node V3,
it holds that: iCap3(t) = ID3(t)− [u3(t)− v3(t)] or in a different form: iCap3(t) =
1/T3(t)− [u3(t)− v3(t)]. For the input/output BC currents at this node, it holds
that:
u3(t) = u¯3(t)
v3(t) = v¯3(t) +
1
T2(t)
A direct substitution into the initial expression yields:
[−iCap3(t) + [u3(t)− v3(t)]] = −
1
T3(t)
+ 2
[
u¯3(t)− v¯3(t)−
1
T2(t)
]
(9.59)
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• [iCap4(t)− [u4(t)− v4(t)]]: Applying KCL at the capacitor node V4, indicates:
iCap4(t) = −ID4(t)− [u4(t)− v4(t)] or equivalently iCap4(t) = −1/T4(t)− [u4(t)−
v4(t)]. A close examination of the specific capacitor node reveals that:
u4(t) = u¯4(t) +
1
T3(t)
v4(t) = v¯4(t)
Thus, the final expression is converted as follows:
[iCap4(t)− [u4(t)− v4(t)]] = −
1
T4(t)
− 2
[
u¯4(t) +
1
T3(t)
− v¯4(t)
]
(9.60)
• [−iCap5(t) + [u5(t)− v5(t)]]: KCL at node V5 illustrates that: iCap5(t) = ID5(t)−
[u5(t) − v5(t)] or in a different form iCap5(t) = 1/T5(t) − [u5(t) − v5(t)]. A close
examination of the specific capacitor node reveals that:
u5(t) = u¯5(t)
v5(t) = v¯5(t) +
1
T4(t)
Substituting the aforementioned expressions into the initial relation yields:
[−iCap5(t) + [u5(t)− v5(t)]] = −
1
T5(t)
+ 2
[
u¯5(t)− v¯5(t)−
1
T4(t)
]
(9.61)
• [iCap6(t)− [u6(t)− v6(t)]]: In this case KCL at the capacitor node V6 will show
that: iCap6(t) = −ID6(t)− [u6(t)− v6(t)] or iCap6(t) = −1/T6(t)− [u6(t)− v6(t)].
The input/output BC current u(t) and v(t) in this case are as follows:
u6(t) = u¯6(t) +
1
T5(t)
v6(t) = v¯6(t)
Taking all the above into consideration, the initial expression yields:
[iCap6(t)− [u6(t)− v6(t)]] = −
1
T6(t)
− 2
[
u¯6(t) +
1
T5(t)
− v¯6(t)
]
(9.62)
9.4. A Reformed Analysis Of The Dynamic Translinear Principle 385
Substituting relations (9.57), (9.58), (9.59), (9.60), (9.61) and (9.62) back into (9.56),
produces the following relation:
CVT
∂
∂t
ln
 6∏
j=1
Tj(t)
− 1
T1(t)
+ 2
[
u¯1(t)− v¯1(t)−
1
T6(t)
]
−
− 1
T2(t)
− 2
[
u¯2(t) +
1
T1(t)
− v¯2(t)
]
− 1
T3(t)
+ 2
[
u¯3(t)− v¯3(t)−
1
T2(t)
]
−
− 1
T4(t)
− 2
[
u¯4(t) +
1
T3(t)
− v¯4(t)
]
− 1
T5(t)
+ 2
[
u¯5(t)− v¯5(t)−
1
T4(t)
]
−
− 1
T6(t)
− 2
[
u¯6(t) +
1
T5(t)
− v¯6(t)
]
=
6∑
j=1
1
Tj(t)
(9.63)
or equivalently:
CVT
∂
∂t
ln
√√√√ 6∏
j=1
Tj(t)
 = 1
T1(t)
−
[
u¯1(t)− v¯1(t)−
1
T6(t)
]
+
+
1
T2(t)
+
[
u¯2(t) +
1
T1(t)
− v¯2(t)
]
+
1
T3(t)
−
[
u¯3(t)− v¯3(t)−
1
T2(t)
]
+
+
1
T4(t)
+
[
u¯4(t) +
1
T3(t)
− v¯4(t)
]
+
1
T5(t)
−
[
u¯5(t)− v¯5(t)−
1
T4(t)
]
+
+
1
T6(t)
+
[
u¯6(t) +
1
T5(t)
− v¯6(t)
]
(9.64)
A careful examination of relation (9.64) will reveal that it will can be also written as
follows, based on the initial KCL expressions derived for all capacitor nodes (Vj , where
j = 1, 2, ..., 6):
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CVT
∂
∂t
ln
√√√√ 6∏
j=1
Tj(t)
 =
iCap1 (t)︷ ︸︸ ︷
1
T1(t)
−
[
u¯1(t)− v¯1(t)−
1
T6(t)
]
+
+
−iCap2 (t)︷ ︸︸ ︷
1
T2(t)
+
[
u¯2(t) +
1
T1(t)
− v¯2(t)
]
+
iCap3 (t)︷ ︸︸ ︷
1
T3(t)
−
[
u¯3(t)− v¯3(t)−
1
T2(t)
]
+
+
−iCap4 (t)︷ ︸︸ ︷
1
T4(t)
+
[
u¯4(t) +
1
T3(t)
− v¯4(t)
]
+
iCap5 (t)︷ ︸︸ ︷
1
T5(t)
−
[
u¯5(t)− v¯5(t)−
1
T4(t)
]
+
+
−iCap6 (t)︷ ︸︸ ︷
1
T6(t)
+
[
u¯6(t) +
1
T5(t)
− v¯6(t)
]
(9.65)
which is re-expressed below for clarity:
CVT
∂
∂t
ln
√√√√ 6∏
j=1
Tj(t)
 = iCap1(t) + iCap3(t) + iCap5(t)− iCap2(t)− iCap4(t)−
− iCap6(t) = C
(
V˙1 + V˙3 + V˙5 − V˙2 − V˙4 − V˙6
)
(9.66)
with Vj denoting the voltage of the jth capacitor node (see Figure 9.6). From the
“static” TLP for this topology, for the six current of the loop in Figure 9.6, it holds
that:
T1(t)T3(t)T5(t) = T2(t)T4(t)T6(t) = Y (9.67)
Therefore, (9.66) is converted into:
VT
∂
∂t
(
ln
[√
Y2
])
= V˙1 + V˙3 + V˙5 − V˙2 − V˙4 − V˙6 (9.68)
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or in a different form:
Y˙
Y =
V˙1 − V˙2
VT
+
V˙3 − V˙4
VT
+
V˙5 − V˙6
VT
(9.69)
Once again, the solution of the DE presented in (9.69) is trivial. It produces an expres-
sion for Y that has the form:
Y = C2
(
e
V1−V2
VT e
V3−V4
VT e
V5−V6
VT
)
with C2 defining a constant parameter stemming from the integration of (9.69), which
can be identified based on the initial conditions of the circuit for t = 0. Taking the
solution of Y into consideration, (9.67) transforms into its final form shown in (9.70):
ID1(t)ID3(t)ID5(t)
e
V1−V2
VT e
V3−V4
VT e
V5−V6
VT
=
ID2(t)ID4(t)ID6(t)
e
V1−V2
VT e
V3−V4
VT e
V5−V6
VT
= C2 = constant (9.70)
This time, relation (9.70) illustrates the dependence of the original TLP upon all voltage
differences between the nodes Vj (j = 1, 2, ...6).
9.4.3 Discussion
From the previous two cases, two interesting, counterintuitive expressions have been de-
rived for two TL loops, when a number of capacitors equal to the number of TL elements
is placed accordingly into the TL loops. Both circuit topologies have been analysed us-
ing an extended version of the BCF. It has been shown that for the first case, where
a “stacked-like” formation is examined, the DTL expression depends upon the voltage
difference of two capacitor nodes. These nodes are the ones, where the BC operator
type changes from type 1 to type 2. In the second case, where an “alternating-like”
formation is illustrated, it seems that the DTL expression depends upon the voltages
of all capacitor nodes and more specifically, depends upon the voltage difference of the
nodes, where the BC type changes. This practically means that three voltage differences
will take place since the BC operator changes three times along the TL loop.
The above, in-depth mathematical analysis could prove itself useful in the analysis of
dynamic TL topologies, where the presence of parasitic capacitances is evident and a
“first-cut” mathematical analysis is required, in order to examine their impact upon the
total circuit’s performance.
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9.5 Application To Log-Domain Synaptic Circuits
The previous sections have demonstrated mainly two topologies, which can be described
by the two BC operators and their extended BC mathematical frameworks. Although
such theoretical work is “standalone” and has undoubtedly some theoretical value, since
it can be argued that it broadens the reader’s knowledge regarding Log-domain topolo-
gies, an application, to which the aforementioned mathematical framework could be
applied definitely provides a better understanding of the formalism’s value. From the
mathematical treatment of the BCF so far, the interested reader should have realised
that the mathematical formulation of the BC operator is suitable for analysis and syn-
thesis of Log-domain topologies. The “dual nature” of the BCF will be illustrated in
the selected application field that has been chosen.
An interesting application, to which the “generalised” BCF could be applied is the
popular subcategory of Neuromorphic circuits, the Log-domain synaptic circuits. In
neural networks, synapses are important, key elements regarding information compu-
tation and transmission [140]. Given the importance of these specialised structures,
major effort has been put regarding the implementation of single synapses or synaptic
networks by means of aVLSI circuits. By exploiting the exponential current-voltage
relation of weakly-inverted MOSTs a wide variety of circuits has been implemented,
capable of simulating synaptic biological behaviour. Silicon synapses are able to trans-
form a voltage pulse, which simulates a presynaptic signal, into postsynaptic currents
that stimulate the membrane of targeted neighboring neurons. Moreover, the gain of
such postsynaptic signals, usually referred as synaptic weight, can be also introduced by
the specific circuits by simply altering specific electrical parameters, which correspond
to equivalent biological parameters [140, 141]. Since these circuits have usually very
compact size, the implementation of very large synaptic networks is possible. The idea
of integrating synaptic circuits in multi-compartmental models of neurons is not new,
and the neuron’s dendrite, comprised of multiple VLSI synapses in space (spatial ar-
rangement of VLSI synapses) could emulate the spatial summation of multiple synaptic
currents [140].
A multitude of Log-domain silicon synapses has been implemented in the past few years,
each one emulating a different synaptic function with various characteristics. For the
purposes of this analysis, an indicative, sufficient number of different synaptic circuits
will be presented and explicitly analysed, using the “generalised” BCF. The selection
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of the presented circuits is only based on their popularity and extensive use by the
Neuromorphic community, as well as on their relatively complicated nature, compared
to other similar circuits of this category [61, 140]. By the end of this analysis, it is
genuinely hoped that the reader would appreciate the systematic nature of the formalism
and identify the advantages of using one single framework to describe multiple, different,
but in principle similar, Log-domain synaptic topologies.
9.5.1 The Current-Mirror Integrator Synaptic Circuit
The current-mirror integrator (CMI) topology should be considered as the simplest DTL
circuit with relatively inaccurate filtering properties. Originally proposed in the doctoral
dissertation of Boahen [142], the CMI synapse circuit can be identified as a nonlinear
pulse integrator. The current ISyn(t) that it produces at its output increases according
to the input pulses that are received from the input terminal and bears synaptic weight,
which is relative to the bias voltages of the circuit. Although the properties of the CMI
have been explicitly analysed in several other research works, such as [141, 143, 144], in
this section the basic equations and definitions will be provided again for the reader’s
convenience.
9.5.1.1 Original Equations
In the paper of Bartolozzi and Indiveri [140] the equations for the charge and discharge
phase of the CMI are provided without presenting any explicit circuit analysis, since the
given topology has been analysed in previous work. The equations of both capacitor
phases are displayed below:
ISyn(t) =

αIW (t)
1 +
(
αIW (t)
I−Syn(t)
− 1
)
e
−
(t− t−i )
τc
, charge phase
IW (t)
IW (t)
I+Syn(t)
+
(t− t+i )
τd
, discharge phase
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with α = e
Vτ (t)−Vdd
nVT , τc = (nCSynVT )/IW (t) and τd = ατc. The terms t
+
i and t
−
i define
the time at which the ith input spike arrives and ends, respectively. The current IW (t)
is the input, pulse current that enters the CMI topology, while the current ISyn(t) is
the output current of the system. In their paper, the CMI topology is comprised of 2
PMOS, 2 NMOS devices and a linear capacitor. The aforementioned circuit parameters
and the various current directions are shown in the original Figure of the CMI in [140].
9.5.1.2 Generalised BCF-Based Analysis
For the sake of simplicity, a different version of the CMI circuit will be provided here,
illustrated in Figure 9.7. The reader can see that in Figure 9.7 an NMOS type version
of the CMI synapse is provided; however, the analysis of the specific topology is device-
type invariant and the results that have been generated are identical to the one derived
in [140], where the 2 PMOS and 2 NMOS transistors topology has been considered.
DDV
INI
DI
Capi
DV
τV
1M 2M
SynIBernoulli 
Cell
C
SynV
Figure 9.7: The current-mirror integrator synaptic circuit.
In order to start the BCF-based analysis, the BC operator needs to be located. As
Figure 9.7 illustrates, the BC operator is located inside the red, dashed line and is
comprised of the diode-connected M1 transistor and the capacitor. At a first glance, the
interested reader can identify that this type of circuit exploits the new, diode-connected
BC operator, shown in the beginning of this Chapter. Therefore, the reader should
expect the devices to be governed by equations similar to the ones presented in (9.14) and
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(9.16). Applying KCL at the capacitor node VSyn reveals that: IIN (t) = ID(t) + iCap(t)
with iCap(t) being equal to CV˙Syn(t), where C defines the capacitance. Moreover from
the explicit form of the currents ID(t) and IOUT (t), a simple division demonstrates their
circuital relation, which is shown below:
ID(t) =
W
L I´DO e
(VSyn(t)−Vτ (t))
nVT
ISyn(t) =
W
L I´DOe
VSyn(t)
nVT
 =⇒
ID(t)
ISyn(t)
= e
VSyn(t)−Vτ (t)−VSyn(t)
nVT = α´
The parameter α´ is a constant, which depends only on Vτ . Selecting ID as the state
variable of the circuit (since it is the BC-operator’s current) and differentiating with
respect to time, it yields:
I˙D(t) =
ID(t)︷ ︸︸ ︷(
W
L
I´DO exp
(
VSyn(t)− Vτ (t)
nVT
))(
V˙Syn(t)− V˙τ (t)
nVT
)
(9.71)
and substituting V˙Syn to its equivalent expression from KCL, it holds:
I˙D(t) + ID(t)
(
V˙τ (t)
nVT
− IIN (t)
nCVT
)
+
I2D(t)
nCVT
= 0 (9.72)
If the source terminal of M1, Vτ , is grounded then an ordinary, current mirror relation
exists between the input and output currents of the topology (considering that the aspect
ratios of the devices, as well as the process-dependent parameter I´DO are identical).
However, for Vτ 6= 0 their current ratio is not equal to one, although it will have a
constant value α´. In both cases, this means that the time derivative of this parameter
is zero (constant bias voltage). Thus, (9.72) can be re-written as:
I˙D(t)− ID(t)
IIN (t)
nCVT
+
I2D(t)
nCVT
= 0 (9.73)
Relation (9.73) is of the same form as (9.14), with V˙S = V˙τ = 0, u(t) = 0 and
v(t) = IIN (t). Substituting ID(t) with its equivalent expression α´ISyn(t), (9.73) is
finally converted to:
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I˙Syn(t)− ISyn(t)
IIN (t)
nCVT
+
α´I2Syn(t)
nCVT
= 0 (9.74)
Relations (9.73) and (9.74) are obviously of the Bernoulli DE form and can be solved as
already shown in the previous sections. The solution of (9.74) can be realised by means
of the usual nonlinear substitution, i.e. ISyn(t) = 1/T (t). Relation (9.74) was selected
to be solved instead of (9.73), since the synaptic current ISyn(t), based on the authors
of the aforementioned papers regarding CMI, is the equivalent to the ISyn(t) current
of the topology shown in Figure 9.7. The solution is further divided into two different
cases: (a) when the pulse-input current is IIN (t) 6= 0 and (b) when IIN (t) = 0. These
two conditions correspond to the charge and discharge phases of the synaptic capacitor,
respectively. For the charge phase of the capacitor, the ODE is converted into:
T˙ (t) +
IIN (t)
nCVT
T (t)− α´
nCVT
= 0 (9.75)
Setting τ = IIN (t)/nCVT , the solutions for the two phases are presented below based
on [140], assuming that the solution is studied for a train of pulses where t− is the time
at which the ith input spike arrives and t+ is the time at which it ends:
ISyn(t) =

IIN (t)
α´
(
1 +
(
IIN (t)
I−Syn(t)α´
− 1
))
e
−
(t− t−i )
τ
, charge phase
ISyn(0)
1 + α´Q(t− t+i )ISyn(0)
, discharge phase
The parameter Q in the above solution is defined as 1/(nCVT ). ISyn(0) represents
the initial condition of the ISyn(t) current for the capacitor’s discharge phase, while
I−Syn(t) represents the same condition for the same current during capacitor’s charge
phase, following the notations of Bartolozzi and Indiveri in [140]. The reader must
have verified by now that the solutions of the two ISyn(t) currents match perfectly, as
expected, with the solutions provided in [140]. The solutions of the time behaviour of
the current ISyn(t) would have been identical to the one shown above, if it has been
selected to solve the DE in (9.73) first and then substitute ID(t) with its equivalent
expression α´ISyn(t).
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9.5.2 The Log-Domain Integrator Synaptic Circuit
In the same, tutorial paper of Bartolozzi and Indiveri [140] another interesting synaptic
circuit is presented, termed “Log-Domain Integrator Synapse” (LDI). The properties of
this pure linear integrator circuit are explicitly presented in [140] as well as in [145] and
are identified similar to the properties of a Log-domain filter. The Mpre transistor is
triggered by a sequence of voltage pulses, where t− is the time at which the ith input
spike arrives and t+ is the time at which it ends as defined again before. The LDI
synaptic circuit is shown in Figure 9.8. In this case, the original analysis solutions of
the specific circuit will not be provided, since their are identical to the ones derived,
based on the generalised BCF. Again, for this synaptic circuit, the exact same notations
have been followed for every current or voltage, as originally shown in [140].
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Figure 9.8: The Log-domain integrator synaptic circuit (reproduced from [140]).
The BCF-based circuit analysis starts, by firstly identifying the BC-operator of the
given topology. In this case, the BC-operator is enclosed by the dashed green line
(see Figure 9.8). At a first glance, the interested reader can identify that this type of
circuit exploits the original, source-connection-based BC operator. Therefore, solutions
that are sourcing from DE similar to the ones presented in (9.2) and (9.4) should be
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expected. Applying KCL at the capacitor node VSyn(t) reveals: IW (t) = Iτ (t) + iCap(t)
with iCap(t) been equal to −CV˙Syn(t). The relation between the state variable current
of the BC, IW (t) and the output current of the circuit ISyn(t) can be easily determined
by re-writing their full expressions and divide them:
IW (t) = IO e
(VSyn(t)−VW (t))
nVT
ISyn(t) = IO e
VDD−VSyn(t)
nVT
 =⇒ IW (t)ISyn(t) = IOIWO(t)
where the current IWO(t) is defined as IO exp(−(VW (t)−VDD)/(nVT ) with IO denoting
the leakage current of the transistors (IDO exp(−VTH)/(nVT )). The current IWO(t) is
practically designating the initial current that flows through the transistor MW , when
VDD = VSyn [140]. By differentiating IW (t) with respect to time, it yields:
I˙W (t) + IW (t)
(

* 0
V˙W (t)
nVT
− Iτ (t)
nCVT
)
+
I2W (t)
nCVT
= 0 (9.76)
Since VW is a constant bias voltage, its time derivative should be equal to zero, so finally,
it yields:
I˙W (t)−
Iτ (t)
nCVT
IW (t) +
I2W (t)
nCVT
= 0 (9.77)
The time behaviour of the state variable current of the BC IW (t) is clearly governed
again by the Bernoulli DE. In order to “migrate” from a DE that is describing the
state-variable BC current IW (t) to a DE that is describing the output, synaptic current
ISyn(t), the relation between IW (t) and ISyn(t) currents needs to be found. An explicit
analysis of the current relation between the two currents is shown in Appendix E.1.
Taking into consideration the analysis in Appendix E.1, (9.77) can be re-written as:
τ I˙Syn(t) + ISyn(t) =
IOIWO(t)
Iτ (t)
(9.78)
with τ = nCVT /Iτ (t). The explicit solution of (9.78) needs to be separated again into
two different phases: (a) charge phase of the capacitor, where an input current enters
the BC and charges the capacitor and (b) a discharge phase of the capacitor, where no
input current enters the BC. Summing up both solutions for both phases, the following
expressions for the output current ISyn(t) are obtained:
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ISyn(t) =

IOIWO(t)
Iτ (t)
1− e−(t− t
−
i )
τ
+ I−Syn(t)e−(t− t
−
i )
τ , charge phase
I+Syn(t)e
−
(t− t+i )
τ , discharge phase
It has been left to the interested reader to verify one more time the similarities between
the relation that describes the synaptic current ISyn(t) shown above and in [140]. Again,
there is no need to solve the DE with respect to the current ISyn(t). From the Bernoulli
DE of the current IW (t), one could have found the explicit solution for IW (t) and then,
in the derived solution, substitute the equivalent expression ISyn(t) = f(IW (t)).
9.5.3 The Differential Pair Integrator Synaptic Circuit
The Differential-Pair Integrator (DPI) Synapse was firstly presented in the tutorial
paper of Bartolozzi and Indiveri [140] in 2007 and is able to reproduce the exponential
dynamics observed in both excitatory and inhibitory postsynaptic currents of biological
synapses. The idea behind the design of such circuit is the development of a topology,
which maintains its filtering properties, while overcomes the LDI circuit problem of
generating sufficiently large charge packets sourced into the capacitor for brief input
spikes. The DPI synapse does not require any additional pulse-extender circuits and in
addition, it can be manufactured without requiring isolated well structures.
A detailed analysis of this circuit is sufficiently presented in [140]. Following a series
of reasonable hypotheses, the authors conclude to the following differential equation
expression of the output current of the circuit, ISyn(t) (see Figure 9.9):
τ I˙Syn(t) + ISyn(t) =
IW (t)IGain(t)
Iτ (t)
(9.79)
where the term IGain(t) = IO exp(−(VDD − VTHR(t))/(nVT )) represents a virtual p-
type MOST and τ = nCVT /Iτ (t). Once again, the current IO has been assumed to be
the leakage current of the transistors (IDO exp(−VTH)/(nVT )). The logic assumptions
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Figure 9.9: The differential pair integrator synaptic circuit (reproduced from [140]).
followed that lead to (9.79) are: IW (t) Iτ (t) and ISyn(t) IGain(t). Based on these
assumptions, it is obvious that (9.79) implements a first order filter equation like the
one presented for the LDI circuit. The interested reader should note the resemblance
between the solutions of the DPI and LDI synaptic circuits. The only difference is that
the current IO has been replaced by the current of the virtual MOST IGain(t).
For the BC-analysis of the DPI circuit in Figure 9.9, a similar systematic approach will
be applied, however, the final relation of the output current ISyn(t) will be derived,
based on a different starting point in the analysis. By following the systematic method
illustrated in the previous two examples, the BC operator needs to be “discovered”.
A good observation of Figure 9.9 indicates that the BC operator for this circuit is
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the new, “diode-connected” BC operator, which is included into the blue dashed line.
Notations have been kept similar to the ones originally presented in [140]. Applying
KCL at node VSyn(t) reveals that IIN (t) = Iτ (t) + iCap(t), where iCap(t) = −CV˙Syn(t)
or V˙Syn(t) = (Iτ (t) − IIN (t))/C. Setting the drain current of the diode-connected BC
transistor (IIN (t) = IO exp((VSyn(t)−VO(t))/(nVT ))) as the circuit’s state variable and
by differentiating with respect to time, it yields:
I˙IN (t) +
(
V˙O(t)
nVT
− Iτ (t)
nCVT
)
IIN (t) +
I2IN (t)
nCVT
= 0 (9.80)
In order to create an ODE, where all factors can be computed, the time behaviour of
the term V˙O(t) in (9.80) needs to be investigated. Starting from the well-known relation
that holds for the differential pair topology:
IW (t)e
VO(t)
nVT = IO
e
VSyn(t)
nVT + e
VTHR(t)
nVT
 (9.81)
and by differentiating both sides of (9.81), it holds that:
IW (t)e
VO(t)
nVT
V˙O
nVT
= IOe
VSyn(t)
nVT
V˙Syn
nVT
+
VTHR=const.=⇒V˙THR=0︷ ︸︸ ︷
IOe
VTHR(t)
nVT 

* 0
V˙THR
nVT
(9.82)
After the above treatment, it yields that V˙O(t) = V˙Syn(t)IIN (t)/IW (t). By substituting
this expression into (9.80), we end up with the following form of ODE:
I˙IN (t) +
I2IN (t)Iτ (t)
IW (t)nCVT
− I
2
IN (t)
IW (t)−ITHR(t)︷ ︸︸ ︷
IIN (t)
IW (t)nCVT
+
I2IN (t)
nCVT
− IIN (t)Iτ (t)
nCVT
= 0 (9.83)
or equivalently:
I˙IN (t)−
IIN (t)Iτ (t)
nCVT
+
I2IN (t)
nCVT
[
Iτ (t)
IW (t)
+
ITHR(t)
IW (t)
]
= 0 (9.84)
Based on the reasonable assumptions of the authors in [140], it holds that IW (t)  Iτ (t)
and also ITHR(t) ≈ IW (t). A brief mathematical explanation proving why ITHR(t) ≈
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IW (t) is provided in Appendix E.2. Taking the analysis in Appendix E.2 into consider-
ation, (9.84) is transformed into:
I˙IN (t)−
Iτ (t)
nCVT
IIN (t) +
I2IN (t)
nCVT
= 0 (9.85)
Clearly (9.85) is a Bernoulli DE with respect to IIN (t) and can be solved, using the usual
nonlinear transformation. In the final solution of IIN (t), it could have been selected to
substitute IIN (t) with its equivalent equation which includes ISyn(t). This equivalent
expression is derived as follows from the differential pair’s key equation:
IIN (t) = IW (t)
e
VSyn(t)
nVT
e
VSyn(t)
nVT + e
VTHR(t)
nVT
(9.86)
and by multiplying both the numerator and denominator by exp(−VDD/(nVT )), it is a
simple matter to express IIN (t) as:
IIN (t) =
IW (t)IGain(t)
IGain(t) + ISyn(t)
(9.87)
where IGain(t) has been defined above. Therefore, if (9.87) is placed into the explicit
solution of (9.85) and bearing in mind ISyn(t) IGain(t), the final expressions for the
current ISyn(t) during charge and discharge phases are described below:
ISyn(t) =

IGain(t)IW (t)
Iτ (t)
1− e−(t− t
−
i )
τ
+ I−Syn(t)e−(t− t
−
i )
τ , charge phase
I+Syn(t)e
−
(t− t+i )
τ , discharge phase
Once again, it has been left to the reader to verify that the above solution is similar to
the one presented in the original paper, derived for a sequence of voltage pulses with
τ = nCVT /Iτ (t).
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9.5.4 Analog Depressing and Facilitating Synaptic Circuits
Historically, it was generally thought that the main role of any synapse was the in-
formation transfer between neurons or between neurons and a muscle cell. Another
misconception regarding the roles and eventually the functionality of a synapse was
that these connections, once established during development, had a specific strength
that could not be altered. Recent neurobiology experiments have proved that the pre-
vious statements are highly inaccurate. It appears that most synapses are extremely
plastic and they are able to change the strength of a connection as a result of either
their own activity or through activity in another pathway. The specific ability of a
synapse is speculated to be responsible for most critical human body functions, such as
learning or memory [146]. Synaptic plasticity can be distinguished into two main cate-
gories, the intrinsic plasticity and the extrinsic one. Intrinsic plasticity mechanisms are
related to changes in the synaptic strength that are caused by its own activities, while
extrinsic plasticity mechanisms are related to changes in the synaptic strength, due to
other mechanisms or pathways that are not related to the synapse itself [146]. There
are two types of intrinsic or homosynaptic plasticity, synaptic depression and synaptic
facilitation. Some synapses exhibit only one of the aforementioned types of intrinsic
plasticity, while some other can exhibit both types of intrinsic plasticity.
Analog VLSI circuits implementing depressing and facilitating synaptic circuits have
been extensively presented in papers such as [147] and [148]. More specifically, in
[147] it is suggested that dynamical synapses can be depressing, facilitating or even a
combination of these two. The aforementioned statement reinforces the idea that if one
can manage to describe the operation of a depressing or a facilitating synapse circuit with
the use of a systematic mathematical framework such as the BCF, then it is quite certain
that a big step would have been made towards the methodical description of short-term
dynamic synapses. For the analysis purposes of this Chapter, two indicative examples of
short-term dynamic synapses will be investigated, which have been originally proposed
in [147]. An interesting observation that one can make by examining the representative
circuits of each category is that both circuits are comprised of two BC operators in a
cascade form; i.e. the output current of the first BC is inserted into the second BC as
one of the u(t) or v(t) currents. The interested reader will recognize the presence of the
new “diode-connected” BC operator in both circuits.
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9.5.4.1 Generalised BCF-Based Analysis Of A Depressing Synapse Circuit
An indicative circuit example of a depressing synapse circuit is shown in Figure 9.10.
By introducing a BC operator-based analysis, the output synaptic circuit current ex-
pressions will be elaborated.
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Figure 9.10: A depressing synaptic circuit (reproduced from [147]).
Starting the BC-based analysis, two BC operators are expected to be present in the
topology in Figure 9.10, since two capacitors are employed. The two BCs are presented
in Figure 9.10, circled by red and blue dashed lines, respectively. Each BC operator will
be analysed separately, starting from the left BC operator of Figure 9.10, denoted as
1st BC. Subsequently, the analysis of the right BC operator will be presented, denoted
as 2nd BC in Figure 9.10. An interested reader would notice that both BC operators,
present in the topology of Figure 9.10, are the new ones, i.e. the “diode-connected” BC
operators.
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1st BC : Starting from the application of KCL at node VSyn1 , it holds that:
ID1(t) = Ir(t) + iCap1(t) with iCap1(t) been equal to C1V˙Syn1(t). The capacitor
voltage can be also described as: V˙Syn1(t) = (ID1(t)− Ir(t))/C1. Following again
the methodology shown in the previously illustrated BC-based synaptic circuit
analyses, the time derivative of the state variable current ID1(t) = IO exp((VA −
VSyn1(t))(nVT )) can be expressed as:
I˙D1(t) =
ID1 (t)︷ ︸︸ ︷(
IO exp
(
VA − VSyn1(t)
nVT
))(
V˙A − V˙Syn1(t)
nVT
)
(9.88)
where IO has been defined as the leakage current of the transistors shown above,
following the notation of the author in the original paper [147]. Based on the fact
that the bias voltage VA is constant and V˙Syn1(t) = (ID1(t)− Ir(t))/C1, it yields:
I˙D1(t)−
Ir(t)
nC1VT
ID1(t) +
I2D1(t)
nC1VT
= 0 (9.89)
The relation between the state variable current ID1(t) and ISyn1(t) can be de-
scribed by the following equation based on the connections in Figure 9.10:
ID1(t)ISyn1(t) = I
2
Oe
VA−VSyn1 (t)+VSyn1 (t)−V∗(t)
nVT = β = const. (9.90)
where V∗(t) is the source voltage of M5, which as illustrated from Figure 9.10 is
constant. Therefore, by plugging the equivalent of ID1(t) into (9.89), the following
ODE is generated for the output current ISyn1(t) of the first stage of the circuit:
τ I˙Syn1(t) + ISyn1(t) =
β
Ir(t)
(9.91)
with τ = nC1VT /Ir(t).
2nd BC : For the analysis of the 2nd BC of the topology, the same exact method
will be followed. Starting from the application of KCL at the node VSyn2 : ID2(t) =
ISyn1(t) + iCap2(t) with iCap2(t) been equal to C2V˙Syn2(t). In a similar attempt
as before, the voltage of the second capacitor can be calculated by: V˙Syn2(t) =
(ID2(t) − ISyn1(t))/C2. Moreover, the time derivative of the state variable of
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second BC operator, ID2(t) = IO exp((VGain − VSyn2(t))/(nVT )), reveals that:
I˙D2(t) =
ID2 (t)︷ ︸︸ ︷(
IO exp
(
VGain − VSyn2(t)
nVT
))(
V˙Gain − V˙Syn2(t)
nVT
)
(9.92)
and since VGain is constant and V˙Syn2(t) = (ID2(t)− ISyn1(t)/C2, it yields:
I˙D2(t)−
ISyn1(t)
nC2VT
ID2(t) +
I2D2(t)
nC2VT
= 0 (9.93)
In a similar manner as before, the relation between the input and output current
of the second stage of the total circuit can be described by the following equation,
after a careful observation of the circuit’s connections:
ID2(t)
ISyn2(t)
= e
VGain−VSyn2 (t)+VSyn2 (t)−VDD
nC2VT = γ = const. (9.94)
Therefore by placing the equivalent relation for current ID2(t) into (9.93), it holds
for ISyn2(t):
I˙Syn2(t)−
ISyn1(t)
nC2VT
ISyn2(t) +
γI2Syn2(t)
nC2VT
= 0 (9.95)
Now that the expressions of the two synaptic currents have been derived, it would be
interesting to analyse a few key points of the previous circuit analysis. Starting from
the fact that both the state-variable currents of the BC operators are characterised by
the usual Bernoulli form DE, the output synaptic currents ISyn1(t) and ISyn2(t) are
characterised by either a Bernoulli or a linear DE, depending on the relation between
the the BC-MOST and the output stage (synaptic) transistor. In both stages of the
topology in Figure 9.10, the gate terminal of the devices responsible for the generation of
the synaptic currents ISyn1(t) and ISyn2(t) are directly connected to the BC capacitors
C1 and C2, respectively. This simply means that if the BC MOST and the output stage
MOST are of the same type, a relation of the form IBC ∝ constant ·IOutput holds, which
directly implies that the DE of the current IOutput will be of the Bernoulli form as well.
If, on the other hand, the devices are of a different type, i.e. an NMOST and a PMOST,
then the current relation of the two devices will be of the form IBC ·IOutput =∝ constant,
which in turn results into a linear DE for the current IOutput, since substituting IOutput
into the the Bernoulli DE is analogous to the nonlinear substitution 1/T (t), which, as
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it has repeatedly shown, leads to a linear DE.
A second interesting conclusion that is stemming from the above circuital analysis is that
circuit topologies, similar to the one presented in Figure 9.10 exhibit a “cascaded-type
relation” between the different stages. The interested reader could distinctively see from
the above analysis that in the second stage of the circuit, where the 2nd BC operator
is located, the output current of the first stage ISyn1(t), which is directly related to the
BC current ID1(t) is inserted as an input current u(t) for the second BC operator. It
is a matter of simple algebraic calculations, in order to prove that in (9.93), the output
current ISyn1(t) could have been substituted by the first BC’s state-variable current
ID1(t).
9.5.4.2 Generalised BCF-Based Analysis Of A Facilitating Synapse Circuit
An indicative circuit example of a facilitating synapse circuit is shown in Figure 9.11,
originally proposed in [147]. By introducing a BC operator based analysis, the output
synaptic circuit current expressions will be elaborated, in a manner identical to the one
demonstrated for the depressing synaptic circuit.
Starting the BC-based analysis, two BC operators are expected to be present in the
topology in Figure 9.11, since two capacitors are employed again. The two BCs are
highlighted in Figure 9.11, circled by red and blue dashed lines, respectively. Each BC
operator will be analysed separately, as shown before, starting from the left BC operator
of Figure 9.11, denoted as 1st BC. Subsequently, the analysis of the right BC operator
will take place, denoted as 2nd BC in Figure 9.11. An interested reader would notice
once more that both BC operators, present in the topology of Figure 9.11, are the new
ones, i.e. the “diode-connected” BC operators.
1st BC : KCL at node VSyn1 shows that ID1(t) = Ir(t) + iCap1(t), where the
capacitor current ICap1(t) can be also defined as C1V˙Syn1(t) or V˙Syn1(t) = (ID1(t)−
Ir(t))/C1. The time-derivative of the state variable current of the first BC ID1(t) =
IO exp((VA − VSyn1(t))/(nVT )) will be:
I˙D1(t) =
ID1 (t)︷ ︸︸ ︷(
IO exp
(
VA − VSyn1(t)
nVT
))(
V˙A − V˙Syn1(t)
nVT
)
(9.96)
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Figure 9.11: A facilitating synaptic circuit (reproduced from [147]).
and replacing V˙Syn1(t) with its equivalent expression stemming from KCL:
I˙D1(t)−
Ir(t)
nC1VT
ID1(t) +
I2D1(t)
nC1VT
= 0 (9.97)
As expected, (9.97) is a Bernoulli DE governing the drain current dynamics of the
diode-connected MOST M1. For the calculation of the output current of the first
“stage” of the circuit, a relation between ID1(t) and ISyn1(t) needs to be found
and substituted back to (9.97). The relation between these two currents can be
easily derived by simply re-writing their full exponential expressions:
ID1(t)
ISyn1(t)
= e
VA
−VSyn1 (t)+VSyn1 (t)−V∗(t)
nVT = δ = const. (9.98)
where V∗(t) is the source voltage of M5, which as illustrated in Figure 9.11 is
constant. Therefore, (9.97) transforms into:
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I˙Syn1(t)− ISyn1(t)
Ir(t)
nC1VT
+
δI2Syn1(t)
nC1VT
= 0 (9.99)
2nd BC : For the BC2, KCL shows that: ID2(t) + iCap2(t) = ISyn1(t). Moreover,
the capacitor current iCap2(t) can be also defined as C2V˙Syn2(t), which finally
yields: V˙Syn2(t) = (ISyn1(t) − ID2(t))/C2. The derivative of the state variable
current of the BC2, ID2(t) = IO exp((VSyn2(t)− VB)/(nVT )) yields:
I˙D2(t) =
ID2 (t)︷ ︸︸ ︷(
IO exp
(
VSyn2(t)− VB(t)
nVT
))(
V˙Syn2(t)− V˙B(t)
nVT
)
(9.100)
or equivalently:
I˙D2(t)− ID2(t)
ISyn1(t)
nC2VT
+
I2D2(t)
nC2VT
= 0 (9.101)
Again, (9.101) identifies the Bernoulli ODE dynamics of the diode-connected
MOST M6. Moreover, in this “stage” of the circuit, the relation between ID2(t)
and ISyn2(t) is given by the following equation:
ID2(t)
ISyn2(t)
= e

VSyn2 (t)−VB(t)−VSyn2 (t)
nVT = θ = const. (9.102)
Thus, the new ODE for the output synaptic current ISyn2(t) can be calculated by:
I˙Syn2(t)− ISyn2(t)
ISyn1(t)
nC2VT
+
θI2Syn2(t)
nC2VT
= 0 (9.103)
The facilitating synaptic circuit in Figure 9.11 exhibits similar properties to the de-
pressing synaptic circuit in Figure 9.10. One more time, it can be observed that both
the state-variable currents of the BC operators are characterised by the usual Bernoulli
form DE and the output synaptic currents ISyn1(t) and ISyn2(t) are characterised by
either a Bernoulli or a linear DE, depending on the relation between the the BC-MOST
and the output stage (synaptic) transistor. The previous statement articulated for the
depressing synaptic circuit, which mentions that depending on the type of the output
device, whose gate is connected to the capacitor node, the output synaptic current DE
will be of the Bernoulli or a linear form still holds. In the facilitating synaptic cir-
cuit, both output transistors, responsible for the implementation of the output synaptic
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currents ISyn1(t) and ISyn2(t) are of the same type as the BC-MOSTs, M1 and M6.
Therefore, from trivial circuit analysis, the relation between the drain currents of M1
and M5, and M6 and M7 will be of the form IBC ∝ constant · IOutput, which directly
implies that the DE of the current IOutput will be of the Bernoulli form as well.
Finally, as in the depressing synaptic circuit case, a “cascaded-type relation” between the
different stages is observed. The interested reader could derive using simple algebraic
calculations a DE for the second output stage of the circuit, where the output current
ISyn2(t) can be expressed as a function of the the first BC’s state-variable current ID1(t).
Such mathematical properties could be proved very useful in large networks of circuits,
implementing various synaptic topologies.
9.5.5 General Comments On The Presented Synaptic Circuit Exam-
ples
From the analysis of all the previous synaptic circuit examples, the reader should have
been convinced about the systematic properties of the BCF and the potential advantages
that it may provide, once the BC operator becomes the circuit’s focal point. The output
currents of each circuit (ISynj (t)) were either described by a linear or a Bernoulli DE,
however, all of them were stemming from the Bernoulli DE that is always characterising
the BC-operator. The presence of the BC-operator in the aforementioned circuits al-
lowed the development of certain “rules-of-thumb” regarding the analysis strategy that
needs to be followed, when this category of circuits is investigated. These “rules-of-
thumb” are only aiming to help the designer simplify the analysis/synthesis process, by
exploiting the systematic nature of the BCF.
The interested reader should have noted that for each one of the presented circuit
topologies, a certain number of specific steps has been followed, in order to reach a final
form of ODE that could describe ISynj (t) current. However, most of these steps are
clearly redundant and their sole purpose is to make clear to the reader that the BC-
based analysis was behind the final form of the solution of the various output synaptic
currents. Now that this point has been proved, it is time to group synaptic circuits under
one general class of Neuromorphic Log-domain circuits, whose state-variable current
could be governed by a specific set of equations, as shown in Table 9.2.
Regardless of the circuit topology that has been selected from the designer to implement
a synaptic function, the BC-operator is always governed by the Bernoulli differential
9.5. Application To Log-Domain Synaptic Circuits 407
Table 9.2: Different form of ODEs and their solutions stemming from the proposed general
Log-domain class of synaptic circuits.
Linear Equation Bernoulli Equation
Form Of ODE g(t)y
′
t = f1(t)y + f0(t) g(t)y
′
t = f1(t)y + fn(t)y
n, n 6= 0, 1
Gen. Solution y = CeF + eF
∫
e−F f0(t)/g(t)dt y(1−n) = CeF + (1− n)eF
∫
e−F fn(t)/g(t)dt
F
∫
f1(t)/g(t)dt (1− n)
∫
f1(t)/g(t)dt
Bernoulli Cell
Operator
Circuit 
Implementing
u(t)
CapI (t)
u(t)v(t)
X
T T T
V [u(t)-v(t)] 1
T(t) ± T(t) +  - =0
nV nCV nCV
 
 
 
State - Variable 
Current
XV
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Basic Computation Unit Of A Log-Domain Synaptic Circuit
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Inputs
Circuit 
Implementing
v(t)
Figure 9.12: Flow diagram that describes the basic computation cell that exists in every
Neuromorphic Log-domain circuit, when a BC-operator is present.
equation, whose linearised form is shown in (9.104) in general form. When a source-
connected capacitor topology is present, the factor T (t) in (9.104) will be positive, while
the same factor becomes negative, when a diode-connected capacitor topology exists. As
graphically shown in Figure 9.12, one can identify the dynamics of each circuit by simply
examining the current relation that takes place in the circuit’s “basic computation unit”,
i.e. the BC. The parameter V˙X in (9.104) denotes either the potential of the source or
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the gate terminal of the BC MOST, depending on the type of the BC operator.
T˙ (t)±
[
V˙X(t)
nVT
+
Time Constant
Factors︷ ︸︸ ︷
[u(t)− v(t)]
nCVT
]
T (t)− 1
nCVT
= 0 (9.104)
The input/output currents u(t) and v(t) that enter the BC (including the state-variable
current ID(t) - for the MOST case) are responsible for the charging and discharging
phases of the circuit’s capacitor; therefore, define the capacitor’s “rate constants” and
consequently the form of the synaptic current. By identifying and analysing the BC-
operator of each circuit, one is able to instantly define the dynamics of the circuit’s
output current by simply observing the relation between the BC’s state variable current
and the desired output current. A linear relation between the BC-state variable and the
output synaptic current, i.e. ID ∝ constantISyn will lead to a Bernoulli ODE for the
description of ISyn(t), while a nonlinear relation, i.e. ID ∝ constant/ISyn, will lead to a
linear ODE for the computation of ISyn(t) dynamics. All the above practical guidelines
can be easily summarised into the following three basic analysis steps:
Step 1: Identify the BC-operator(s) by simply observing the connection between
the circuit’s capacitor(s) and the neighboring transistor(s);
Step 2: Once the BC-operator(s) is/are located, identify the relation between the
state-variable current(s) of the operator(s) and the circuit’s output current(s);
Step 3: If the relation between the BC operator(s) and the circuit’s output cur-
rent(s) is linear, then substitute the new relation for the output synaptic current
ISynj = F(state variable current) into (9.104) and solve the outcoming differen-
tial equation. If their relation is nonlinear, then a linear DE will be inevitably
generated and ISynj/constant should directly substitute T (t) in (9.104);
The very interesting attempt of Mitra et al. in [149] to provide a global parametric
control of synaptic time constants and gain generates the ideal breeding ground for
the application of this general class of synaptic dynamics created by the generalised
BCF. For the various Log-domain integrator circuit cases that they present and analyse
(with a method similar to the one presented by Perry and Roberts in [37], but “silicon-
synapse-oriented”), the BC-operator will produce the exact similar solutions for the
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synaptic output current but all based on the different forms of the parameters VX and
[u(t)− v(t)] sourcing from the different topologies that they create.
At this point, a reverse-engineering question that arises is how one can design a synaptic
aVLSI circuit, based on the fact that it will always be described by the specific type
of equations? Issues, such as the practicability of the circuit, in conjunction with the
form of the desired dynamics and its total chip area will definitely play a major role
in the selection of the final form of the synaptic circuit. However, its “analog heart”
implemented by the BC will be identical in all cases.
Table 9.3: An indicative list of Neuromorphic circuits in literature that could be described by
the Bernoulli Cell Formalism.
Authors Number Of BCs
Hynna et al. [150] 2
Boahen [151] 1
Gao et al. [152] 2
van Schaik et al. [153] 2
Thanapitak et al.[154] 1
Wang et al. [155] 3
Mitra et al. [149] 3
Yu et al. [156] 1
Benjamin et al. [157] 2
Arthur et al. [158] 3
Hahnloser et al. [159] 1
9.6 Conclusions
This Chapter presented the BCF as a novel, systematic and unifying method to approach
Log-domain synaptic circuits. More specifically, an extended version of the acclaimed
BCF proved the existence of the BC-operator in one more circuit topology i.e. when
a linear capacitor is connected to the base/gate of a diode-connected transistor. The
usefulness of this endeavor lies in the practicality of the BCF, when it comes to the
analysis or synthesis of linear and nonlinear Log-domain circuits. By providing one
more topology, to which the BCF can be applied, this Chapter aims to establish an
even more solid mathematical background, where engineers can rely on, when it comes
to the design of potential Log-domain circuits.
The theoretical dynamic TL principle example as well as the indicative number of
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synaptic circuits that have been presented and analysed in the previous sections of this
Chapter aim at enhancing the systematic nature of the proposed framework and con-
sequently, establish a general class of Log-domain synaptic circuits, under which the
vast majority of Log-domain circuits that emulate synaptic dynamic responses can be
categorised, based on the type of BC-operator that is located in them. The taxonomic
character of the illustrated work aims at simplifying the circuit analysis of the afore-
mentioned type of circuits and provide a starting point, when it comes to the design of
a new type of synaptic Log-domain circuit.
The BCF proved to be extremely prolific, especially in the field of synaptic circuits.
The core architecture of synaptic circuits is based eventually on the exponentiation of a
capacitor voltage during its charging and discharging phases with the help of a MOST.
The rest of the circuit is used to provide the correct weights and time constants of the
“artificial” synapse, so that a more faithful representation of the biological synapse is
achieved. Consequently, the inherited, transistor-level nature of the BCF can sufficiently
describe such a behaviour since inside it, it includes the basic parameters required for
the adequate description of a synaptic current (state variable current and capacitor
voltage). In addition, the independent nature of the BC-operator’s input and output
currents (u(t) and v(t)) allows the designer to select the appropriate circuit topology
that will generate the desired dynamics. The form of the final equations is in every case
the same. However, the input and output currents of the BC-operator will define the
appropriate weight and time constant of each artificial synapse.
It is genuinely hoped that the readers have appreciated the benefits of using the afore-
mentioned formalism for Log-domain synaptic circuits. The theoretical, tutorial value
of this Chapter targets to provide a helping hand to future circuit designers to explore
aVLSI synaptic circuits in a more intuitive way, without resorting to various time-
consuming mathematical methods.
Chapter 10
Conclusions and Future Work
10.1 Summary
The main goal of this thesis was to research the design of ultra low-power, intrinsic non-
linear, intrinsic current-mode Log-domain circuit topologies that are able to emulate
continuous-time, continuous-value nonlinear biological (or more specifically, biochemi-
cal) dynamical behaviours, based on a novel mathematical framework, the Nonlinear
Bernoulli Cell Formalism. The systematic properties of the aforementioned formalism
in conjunction with the large number of biochemical models that have been converted
into electrical circuits, led to the “birth” of a novel class of BioElectronics, termed
CytoMimetic circuits. The fundamental role of this novel, ultra low-power category
of BioElectronics is to emulate the behaviour/operation/response of cellular and/or
molecular dynamics (in principle biochemical equations) as they have been observed
experimentally in biological systems. The strictly positive nature of the state variables
in such biological systems (usually representing concentrations of various substances)
allowed the direct mapping of the biological ODEs’ state variables onto positive currents
and more specifically, onto MOSTs’ drain currents. Through the NBCF, an electrical
equations “scaffold” has been developed, which is able to represent various types of bio-
chemical ODEs and solve them fast and accurately by means of monolithic components
only.
As already mentioned, a variety of biochemical models of different levels of complex-
ity has been converted into their equivalent Log-domain circuits thanks to the NBCF,
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spanning a wide range of useful biomathematical models. More specifically, this thesis
started from the derivation of the mathematical framework that defines CytoMime-
tic circuits, the NBCF, and analysed explicitly the fundamental, conceptual differences
between the “linear” BCF and the NBCF. Particularly great effort has been put into
the reasons that have led to the “development” of the NBCF and the flexibility that it
provides, when it comes to the emulation of nonlinear dynamics that are stemming from
nonlinear, coupled biochemical DE. Subsequently, the thesis progressed by illustrating
several biochemical models that have been converted into electrical Log-domain circuits.
Starting from the relatively simple but accurate and interesting biochemical model that
describes the oscillatory behaviour of ADP and F6P, observed during the biochemical
process of glycolysis, due to the phosphofructokinase enzyme, this thesis also illustrated
three circuit topologies that could emulate the time-dependent dynamics of intracel-
lular Ca2+ oscillations for different Hill coefficients. The CytoMimetic topologies so
far focused entirely on cellular models. In Chapter 6, another category of biochemical
models is illustrated, describing time-varying molecular dynamics. Three different ge-
netic regulation models were exemplified, each one characterised by a different level of
nonlinear complexity. By the end of this Chapter, the interested reader should have
hopefully been convinced about the ability of CytoMimetic circuits to emulate cellular
and molecular dynamics.
With the use of compelling simulation results, the accuracy and flexibility of CytoMi-
metic circuits was presented and highlighted. By illustrating MATLAB R© and Spectre R©
simulation results side-by-side, the resemblance between the differently produced dy-
namic responses needed to be underlined. Time scaling of the biochemical system has
been performed, in order to match the “time constants” of the electrical equivalent
system, which is often “faster” than its biological counterpart. The interested reader
should bear in mind that it is not always “fair” (for the electrical systems) to compare
an ideal, numerical solution of an ODE, such as the one produced by MATLAB R© to
a realistic, numerical result stemming from a real-life system simulation, such as the
one produced by Spectre R© simulator. However, the reliable Spectre R© simulator com-
bined with the highly realistic transistor models (process parameters) provided by the
commercially available AMS 0.35µm - MM/2P4M c35b4 CMOS technology, managed
to produce enviable simulation results that (a) verify the validity, accuracy, flexibility
and versatility of the NBCF (b) help to establish CytoMimetic circuits as an alternative
method to solve first-order DEs in a systematic manner.
The layout of one CytoMimetic circuit was presented in Chapter 7, in order to ver-
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ify the initial assumption regarding the robustness of CytoMimetic circuits, suggested
by the various, encouraging Monte Carlo statistical analysis simulations. The com-
pelling post-layout simulation results, which used an updated, detailed circuit netlist,
where all parasitic elements, such as parasitic capacitors, inductors and resistors were
included, exhibit good circuit performance, which slightly deviate from the ideal, pre-
layout performance. This indicative CytoMimetic circuit layout provides a “first-cut
approximation”, regarding the robustness of CytoMimetic topologies. The layout tech-
niques provided in Chapter 7, can be extrapolated and extended, in order to practically
cover any possible, future CytoMimetic circuit fabrication attempt. Once again, it is
reminded to the reader that the “verdict” regarding the adequate post-layout simula-
tions performance is mainly defined by the effect of the parasitic capacitances upon the
circuit’s bifurcation points with respect to the theoretical values and the qualitative
resemblance between the prototype and the electrical system’s dynamics.
Finally, Chapter 8 and Chapter 9 aim to provide seemingly interesting aspects of Log-
domain circuits and of the BCF, respectively. In Chapter 8, an in-depth, step-by-step,
symbolic, mathematical analysis has been performed for the investigation of the effect
of CMOS process-dependent parameters on subthreshold MOS comprised TL circuits.
From the analysis of an adequate number of static and dynamic TL circuit examples,
the reader can be informed about the impact of process-dependent parameters upon
subthreshold MOS TL circuits performance by analysing how these parameters force
them to deviate from their ideal behaviour. The vast majority of the static and dynamic
TL circuits that have been analysed, are heavily used in various CytoMimetic topolo-
gies. From the extended analysis in Chapter 8, the interested reader can collect valuable
information regarding the proper selection of transistors’ parameters, in order to ensure
that a given circuit’s behaviour is as close as possible to the ideal one. In other words,
the fundamental goal of the aforementioned analysis is to provide to readers an insight-
ful, almost intuitive way of operating subthreshold MOST TL circuits and help them
properly select key MOST parameters. Understanding the effect of each MOST pa-
rameter (process-dependent or not) upon its accuracy and performance will ultimately
help the reader understand the underlying MOST performance mechanisms inside the
weak-inversion spectrum.
Chapter 9 shows another interesting BioInspired circuit field, to which the BCF can be
applied. By proving the existence of another BC operator, which exploits a different
MOST terminal-capacitor connection, the idea of a “generalised BCF” is introduced
aiming at offering a complete, robust mathematical tool for the analysis and synthesis of
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Log-domain topologies. A variety of common, famous Log-domain silicon synapses has
been investigated by adopting a BCF-based circuit analysis approach. After analysing
an adequate number of synaptic topologies based on the “generalised BCF”, it has been
shown that in the vast majority of this type of circuits a BC operator is present, thus, a
general class of BC-based Log-domain synaptic circuits is articulated, which attempts
to unify all synaptic circuits under one “master-key” mathematical formalism. The
usefulness of this endeavor is to establish the BCF concept as a powerful mathematical
tool for Log-domain topologies. With the help of the various CytoMimetic topologies
and the Log-domain silicon synapses of Chapter 9, even the most critical reader should
have been convinced about the value of the formalism in the Log-domain field. The
fact that one single mathematical framework could be used in several, different (in
principle) Log-domain circuit fields, demonstrates the value of the formalism and reveals
its versatility.
10.2 Future Work, Potential Limitations and Envisaged
Applications
Albeit the fact that the work presented in this thesis is extensive and covers a large
number of Log-domain circuit categories, it is by no means perfectly complete. There are
a number of possible paths that could be followed, where future research would allow the
establishment of CytoMimetic circuits as a powerful, fully robust, ultra low-power analog
processor for BioComputation. The following paragraphs aim at suggesting such future
research path that can enrich the promising CytoMimetic circuits category. Moreover,
operational “bottlenecks” for CytoMimetic circuits are presented and discussed in a
critical manner, aim at shedding more light on the practical limitations that one would
face, while using the NBCF and consequently CytoMimetic circuits to emulate nonlinear
dynamics. Finally, a separate subsection is provided, discussing potential, envisaged
applications, where the CytoMimetic class of circuits could be proved useful.
10.2.1 Potential Future Research Paths
Although a large variety of CytoMimetic circuits has been developed in a fairly simple
synthesis manner, due to the systematic properties of the NBCF, further research along
this path may reveal that there are more robust (and maybe easier) ways to ensure
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that the proposed CytoMimetic topology in each case operates with the lowest possible
power demands and that it occupies as little area as possible. The idea of developing
optimisation algorithms, in order to reduce the size, power consumption and gate delays
(in digital systems) of VLSI circuits is not new and it has been carefully examined by
various researchers in the past. An indicative number of publications in this field that
have tackled relatively similar issues can be found in [160–164]. However, the vast
majority of optimisation algorithm development has taken place for the already semi-
automated digital VLSI circuits. For the intrinsic analog VLSI topologies, the field for
such optimisation techniques is in its infancy and requires greater attention, due to the
relatively sensitive nature of the pure analog circuits.
Optimisation algorithms that, for example, take into consideration the total number of
devices required to emulate a specific biochemical system and the correct biasing of each
transistor in the circuit would inevitably have as unknown parameters, among others,
the total power consumption of the circuit and the capacitor value. The aforementioned,
simplified approach, which has its origins in the technique proposed in [164] could pro-
vide an answer to the power consumption and size issues posed by CytoMimetic topolo-
gies. At this points it needs to be stressed that since the size of CytoMimetic circuits
is mainly capacitor-dominated, the correct determination of the capacitance value in
conjunction with the appropriate operation current range of the devices could lead to
significantly smaller CytoMimetic microchips.
The aforementioned research field is mainly computational and aims at minimising the
power and size cost-function of CytoMimetic circuits. Having such a mathematical
tool at their disposal, together with the flexible NBCF, circuit designers would be able
to provide elegant circuit topologies that emulate biological systems systematically,
consuming minute power and occupying tiny areas. Going one step further, the existence
of an analog VLSI optimisation algorithm allows the development of re-usable, or more
accurately, re-programmable microchips that can emulate different dynamical systems.
The idea of an “analog processor”, along the design lines of a Field-Programmable
Gate Array, would allow the emulation of multiple biochemical systems responses, by
reconfiguring the interconnections of a single microchip. More information regarding
this specific research path will be provided in subsection 10.2.3 of this Chapter.
Another possible research path stemming from this work could be the study of very
high-order biochemical systems. Although the NBCF can emulate the behaviour of
m, in principle, DEs, it would be very interesting to experimentally verify the above
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“assumption” for very high-order biochemical systems. In this thesis, the maximum
number of coupled DEs that have been solved via the NBCF is three, as shown in
Chapter 6. Biochemical systems up to fourth order have been also examined, although
it has been selected not to be presented in this thesis, due to lack of space. Studying
higher-order biochemical systems, which can be found in abundance in [1] or [165] for
example, could highlight the capabilities of the NBCF as a powerful ODE solver for
large dynamical systems.
As already mentioned, the total chip area of CytoMimetic circuits is mainly capacitor-
dominated. This simply means that without the existence of the linear capacitor of
the BC, the total size of a CytoMimetic chip would have been almost negligible. The
previous argument is strongly supported by the various Tables in the previous Chapters,
which include estimations of the total chip area of CytoMimetic circuits with on- and
off-chip capacitors, such as Table 5.6. Although it is very common in the electronics
community to place off-chip capacitors and although by applying such technique the
area is drastically reduced, the produced microchips cannot be strictly considered as
monolithic. Instead of the considerably large linear capacitors, it is worth trying op-
erating CytoMimetic circuits with MOS-capacitors. Once again, such an approach is
not novel and in fact it has been heavily investigated, mainly for Neuromorphic circuits
[166–168]. However, by exploiting the parasitic capacitance of a MOST instead of us-
ing large POLY-POLY capacitors might lead to surprisingly interesting results, which
undoubtedly will reduce the total chip size.
Last but not least, another research path that arises from the proposed work is the ex-
tensive study of the noise behaviour of CytoMimetic circuits. It has been investigated
that the noise behaviour of the presented topologies exhibits the basic characteristic
of nonlinear logarithmic circuits operating in accordance with the large-signal expo-
nential characteristic of the individual transistors, i.e. signal * noise intermodulation
takes place. The case of Externally-Linear-Internally-NonLinear (ELIN), time-invariant
responses has been studied both theoretically and by means of measurements and sim-
ulations [42, 169, 170]. It has been confirmed that when the input signal increases
considerably in strength with respect to the input DC value (for example, in class-AB
operation the ratio of these two quantities can be in the range of thousands), then the
noise power increases with the power of the input.
The practical impact on performance of this “signal-dependent noise floor” behaviour
is a saturated SNR ratio for high inputs. Hence, the performance of logarithmic and
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hyperbolic-sine ELIN responses is characterised by a high dynamic range under constant
SNR for strong input signals. Extensive transient noise analysis simulations performed
on the novel CytoMimetic circuits studied here have confirmed the presence of signal
* noise intermodulation. Though noise simulations are not presented in the previous
Chapters, due to lack of space, the interested reader can verify that the instantaneous
noise tends to increase close to the peaks of strongly non-linear signals (e.g. the peak of
the IP3 insensitive pool Ca
2+ dynamics for the m = n = p = 1 case in Figure 5.8 or the
peak of Protein P1 dynamics in Figure 6.10) in direct analogy with the noise behaviour
results presented in [42]. It would be useful to mention however that the robustness of
the realised CytoMimetic behaviours does not seem to suffer, when various noise sources
are taken into consideration. An analysis of simple CytoMimetic topologies, following
the footsteps of Ng and Sewell in [171] might provide a more inclusive approach to the
effect of MOSTs’ inherited noise upon the performance of CytoMimetic circuits, for
their usually, relatively low frequency of operation.
10.2.2 Discussion Of Potential Limitations
As all real-life devices, CytoMimetic electronics have their strengths and weaknesses.
Despite their limitations, CytoMimetic circuits have managed to emulate a large vari-
ety of nonlinear dynamics in an adequate manner, judging from the simulation results
presented in the previous Chapters. However, the inherited limitations of the physical
devices that comprise CytoMimetic circuits might create operational “bottlenecks” in
further future design attempts. By exemplifying the limitations of this novel category
of BioInspired circuits, it is genuinely hoped that the circuit designer will take them
into consideration in any future circuit synthesis attempt based on the NBCF and will
find ways to bypass them.
One of the major limitations that CytoMimetic circuits are facing is the range of val-
ues of the parameters that can be represented by an appropriate WI MOST current.
CytoMimetic circuits are intrinsic current-mode circuits, where all parameters of the
biochemical system are represented in the electronics field by a subthreshold current
of analogous value. Although this technique allows the engineer to easily design a spe-
cific CytoMimetic circuit topology, there are some biochemical systems, where their
parameters have a value difference greater than two or even three orders of magnitude
[1]. In this case, CytoMimetic topologies are called to operate with some currents ly-
ing in the pA or nA zone, while some other will need to be located in the µA zone.
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Such value deviations will possibly lead to a system malfunction, since some MOSTs
will inevitably operate outside WI, therefore, the NBCF will not hold anymore. For
biochemical systems, where their parameter values ranges more than two orders of mag-
nitude, a possible use of CytoMimetic circuits designed in BiCMOS technology might
tackle this problem [126]. The higher current range that BJTs can handle might be a
solution to the wide parameter range of some biochemical systems. Although such an
approach will lead to larger chips, which will consume more power, it is the price that
needs to be paid, in order to emulate the aforementioned, unusual and relatively rare
cases of biochemical systems.
In the case, where a MOS-capacitor will be placed, instead of a trivial linear capaci-
tor, the frequency of operation of the given circuit needs to be investigated. Usually,
CytoMimetic circuits operate in relatively low frequencies, as it has been shown in the
previous Chapters, ranging from a few Hz up to a few kHz. This relatively low fre-
quency range is not enough to “trigger” the parasitic mechanisms of a MOST, which
will lead to unwanted parasitic capacitances, that might affect the circuit’s performance.
Moreover, as it has been pointed out in previous Chapters, scaling of CytoMimetic cir-
cuits currents and capacitances lead to different frequencies of operation. Therefore,
in the case where a MOS-capacitor is considered to be used, proper scaling of the cur-
rent values can lead to a lower frequency of operation, which will guarantee the “safe”
operation of a MOS-capacitor.
From the research so far, CytoMimetic circuits appear to be “capable” first-order DEs
solvers, able to simulate/emulate the time-behaviour of multiple state-variables con-
currently, in a manner similar to the one provided by various numerical simulation
software packages, such as MATLAB R© or Mathematica R©. The compelling simulation
results produced by Spectre R© verify the above statements and illustrate that it is pos-
sible to emulate complicated cellular behaviours by means of a single microchip, which
can additionally incorporate properties, such as stochasticity and cell variability, due
to the actual nature of the electronic, monolithic components that CytoMimetic are
comprised of. Albeit the fact that all the above are encouraging arguments regarding
the robustness and efficiency of CytoMimetic microchips, there is one final question that
needs to be answered at this point: “Are CytoMimetic circuits the ultimate DEs solver
in circuit level?”
The answer is of course simple and it is negative. CytoMimetic circuits are excellent
candidates to emulate cellular and/or molecular dynamics, which obey DEs of a form,
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similar to the form of the presented DEs so far in this thesis. Furthermore, more compli-
cated dynamics could be emulated by CytoMimetic topologies. Nonlinear, coupled DEs
that include exponentiation of a state-variable can be simulated with the use of current-
exponentiators, as the one presented in [172]. Although from the research conducted so
far, a DE that includes exponentials is not usual, when cellular or molecular dynamics
are described (it is more common in DEs that describe neural activities), the intrinsic
current-mode CytoMimetic circuits are able to accept the challenge of emulating any
form of DEs, e.g. polynomial or with exponentials, as long as the parameter values
range within one or two orders of magnitude. However, CytoMimetic circuits cannot
solve DEs, where the state-variable acquires negative values.
In their present form, CytoMimetic topologies cannot produce negative solutions from
a DE. For example, the representation of a neuronal activity, which is always described
by DEs, whose solutions are partly positive and negative, cannot be emulated by Cy-
toMimetic circuits. The direct representation of the state-variables of the DE system
by strictly positive transistor currents dictate that the outcoming solution needs to be
strictly positive. This means that CytoMimetic circuits will be able to emulate a large
variety of dynamics (as already shown in this thesis) in polynomial or exponential form
but the targeted dynamics need to be strictly positive. This is of course the reason why
this novel circuit class has been called CytoMimetic. The strictly positive nature of
cellular/molecular substances’ concentrations could be represented by strictly positive
transistor currents. In nature, cellular or molecular negative values have no particular
meaning since they usually represent differences of positive quantities. However, a fu-
ture research on the development of circuital blocks, whose interconnections obey the
NBCF and are also able to “handle” negative values, would set CytoMimetic circuits
as truly global DEs solvers for both cellular/molecular and neural dynamics. A very
interesting attempt that “marches” along the aforementioned guidelines has been pro-
posed by Odame and Minch in [55]. The targeted negative dynamics of a system can -
in principle - be expressed as the difference between two positive solutions, produced by
CytoMimetic topologies, which will have a form close to the one presented in this thesis.
Such an endeavor, apart from the indisputable academic value that it has, it might lead
the way to multi-purpose BioInspired processors, which will be able to simulate cellular
and neural activities in silico.
Taking all the above limitations seriously into consideration, it needs to be clarified that
in order to successfully emulate various nonlinear dynamics via the NBCF, an adequate
exponential relation between the drain current and the gate-source voltage difference
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of a MOST is required. Major deviations from the ideal exponential current-voltage
relation of a MOST will lead to circuit topologies that will not correspond properly
to the targeted dynamics. Therefore, the primary concern of an analog designer that
desires to exploit the advantages of the NBCF by using CytoMimetic topologies should
be the guarantee of an exponential current-voltage relation in a MOST, as close as
possible to the ideal one shown in (2.1).
For example, the AMS 0.35µm is a mature CMOS technology, which guarantees very
good subthreshold MOST operation, although it does not provide deep-submicron de-
sign capabilities. By choosing for example a modern deep-submicron CMOS technology,
e.g. an IBM 65nm one, for the design of a CytoMimetic topology, the designer might
face some unpleasant surprises. The extensive work of various researchers on pure
analog designs in deep-submicron technologies, such as the works shown in [173–175],
reveals that the more the dimensions of a MOST shrink, the more unreliable analog
designs become. Various mechanisms, such as stronger gate leakage (gate current due
to direct tunneling through the thin gate oxide), start to heavily affect the exponential
behaviour of MOSTs, especially if long devices are used [175]. Besides gate leakage
itself, mismatch in gate leakage introduces more nonidealities, which cannot be tack-
led by traditional methods, such as increasing the total device area [175]. With the
presence of serious gate leakages in deep-submicron technologies, the total noise perfor-
mance of analog designs becomes limited as well, due to the stronger presence of shot
noise, where its current density might be close to SIG = 2qIG, where IG is the leakage
current (equivalent to base currents in bipolar transistors) [175]. As specifically shown
in [175], the solution to limited leakage currents in deep-submicron technologies is the
increase of supply voltages together with thin- and thick-oxide transistors combinations;
solution that lead to the conclusion that unlike digital designs, analog circuits are bene-
fited from technology scaling only if their supply voltages are increased. Therefore, the
trade-off for smaller devices would be higher power consumption and more important
higher inaccuracies. CytoMimetic circuits do not need to be designed in this type of
technologies. Their overall, transistor-only size is relatively small, based on the Tables
shown in the previous Chapters and according to the author’s opinion, it would be use-
ful to distinguish the different demands of each type of circuit design, i.e. analog and
digital. The sensitive analog designs need to be protected as much as possible from the
various parasitic mechanisms that transistor scaling introduces, in order to ensure that
their performance will not be compromised.
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10.2.3 Potential Applications Of CytoMimetic Circuits
With the “birth” of CytoMimetic circuits category, a number of interesting applica-
tions is arising, which can exploit the fast, real-time, continuous-value, emulation of
biochemical, or in general coupled ODE systems dynamics. In the conclusion section of
Chapter 4, Chapter 5 and Chapter 6, potential applications for CytoMimetic topologies
have been briefly mentioned. In this Chapter, the aforementioned applications will be
summarised and slightly expanded.
From the previous analysis, it starts to become clear that in order to fully exploit
the potentials of CytoMimetic circuits, the development of a NBCF-based analog Bio-
Processor needs to be considered. Compared to a digital system that can solve ODEs,
i.e. an FPGA or another Digital Signal Processing (DSP) solution that can solve many
DEs in parallel, an analog Bio-Processor will occupy equal or less area and will con-
sume considerably less power (in the range of hundreds of µWs) [176–178]. Power
consumption rates, such as the ones presented in [179], that range between hundreds
and thousands of mWs reveal that a hybrid FPGA solution results in significant power
demands, compared to an analog solution. Regarding the total area that can be saved
through an analog solution for ODE computation, the very interesting paper of Huang
et al. [176] mentions that, for example, for the solution of 50 ODEs, 62,945 LUTs (a
LUT is a collection of logic gates hard-wired on the FPGA) and 360 DSPs have been
used from the total 80,000 LUTs and 480 DSP units of their FPGA.
Moreover, any minor delay problems that might be present in a complex digital sys-
tems with thousands of logic gates will not be present in an analog system, where the
produced dynamics are generates instantly, once the device is enabled. Furthermore,
additional features that are present in a real-life biological system, such as stochas-
ticity and cell variability, will not require additional computational processes in an
analog Bio-Processor, since stochasticity and variability can be inherited properties of
a CytoMimetic chip, as already mentioned in previous Chapters. Based on the above
arguments, it appears that an analog answer to Bio-Computation might provide some
advantages that purely digital systems cannot offer without increasing power consump-
tion and chip area. However, the question still remains the same: “What would be the
use of such analog Bio-Computation systems?”
CytoMimetic circuits for cellular dynamics computation have a variety of possible or
envisioned future applications. In this section, two major applications will be analysed.
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Firstly, such circuits open up the possibility of efficiently simulating the dynamical
responses of large networks of cells or even of accurately mimicking the behaviour of
small tissues or organs. Indeed, based on such technology, the molecular dynamics of
large numbers of interconnected biological systems can be efficiently simulated in real-
time in silico by a microchip with minute power demands and relatively small size. The
idea of emulating responses of a very large network of cells simultaneously, including
aspects such as stochasticity and cell variability is tempting, since such an endeavor will
elucidate the functions of large cell networks in an accurate, reconfigurable manner.
Secondly, when coupled to arrays of biosensors and bioactuators, CytoMimetic circuits
can form the basis of fast and relatively cheap, reusable high-throughput drug testing
platforms or, alternatively, be employed for the robust and optimal control of biological
systems (either natural systems or synthetic biology engineered systems). CytoMime-
tic circuits are the perfect candidates to interface with various, amperometric biosensors
or ion-sensitive field-effect transistor (ISFETs), which will provide the required current
input to the circuit. This practically means that CytoMimetic topologies might be able
to provide the appropriate electronic interface with biology, since various types of sen-
sors can interact with them, without the need of any additional media between sensors
and electronics. Both of the aforementioned applications have been investigated by few
researchers based on microchips designed using approaches that, contrary to NBCF, do
not rely on explicitly defined relationships between the electrical and biological vari-
ables. Therefore, it is anticipated that VLSI analog CytoMimetic chips, in principle,
have the potential to provide a more efficient and rigorous solution. Sole exception to
the previous statement could be the approach of Mandal and Sarpeshkar in [10], which
however, cannot be considered as strictly systematic, especially for high-order systems.
CytoMimetic circuits provide a tunable, ultra low-power, efficient approach to cellular
and molecular BioComputation. All of the aforementioned applications represent only
a minor part of the potential research field, where low-power BioElectronics can have
an impact on. It is highly likely that future developments exploiting the methods
presented here will shed even more light on the range of applications that such circuits
can contribute, revealing a promising path for further fruitful research in cybernetic
electronics.
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10.3 Final Thoughts
MOSTs have been used in the electronics field for more than forty years. However, only
during the last fifteen years, approximately, the strong prejudice that MOSTs on chips
are only good for switches has been eliminated. MOSTs are undoubtedly something
more than simple ON/OFF switches for logic gates. It is genuinely hoped that with the
help of this thesis, the interested reader have seen clearer that by exploiting the physical
properties of a MOS device and by connecting it to an equally simple in architecture
capacitor element, a tiny “processor” is created. As it is heavily discussed in [3], the
very same fundamental laws of physics that are describing a chemical reaction in a
biological/biochemical system are also describing the electron concentrations in the
various terminals of a MOST, i.e. the forward and reverse electron flow in the MOST’s
channel. This simple, in principle, but radical and insightful observation suggests that
one can mimic biological networks efficiently on an electronic chip at time scales that
can be a million to billion times faster [3]. The TLP, which consists a fundamental
principle of CytoMimetic topologies is based on Kirchhoff’s Voltage Law, which is of
course based on energy preservation law. This simply means that biological/biochemical
systems that obey this law can be described by appropriate translinear electronic circuits
accurately and in complete analogy. The aforementioned example regarding KVL aims
at demonstrating how similar biological and electrical systems are in principle.
CytoMimetic circuits aim to provide an analog answer to biological signal process-
ing/computation. The NBCF generates nothing more than analog computational units,
by simply exploiting the physics of a MOST, once it is connected to a capacitor element.
This generation of an “analog computational cell” offers an alternative path to digital
signal processing. In Chapter 2, the advantages and disadvantages of intrinsic analog,
intrinsic digital and mixed-analog-digital systems have been carefully described. How-
ever, it is worth reminding the reader that for biomedical systems at least, low power
consumption, small chip area, computation on a continuous set and efficiency are issues
that cannot be neglected. It is true that most of the proposed synthesis methods of
purely analog systems in literature are complicated and potentially difficult to use for
the average designer. The Bernoulli Cell-based approach attempts to offer a system-
atic, thus, easily reproducible method to biological/biochemical dynamics computation.
There are still plenty of questions that need to be answered before one will produce a
fully-independent, efficient “analog BioProcessor”, which fully exploits the concept of
CytoMimetic circuits. The work presented in this thesis attempted to set the founda-
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tions for the development of such analog processors at a theoretical level and indicate
the promising potentials of this novel category of BioInspired circuits.
Thesis Contributions
The original contributions of this work include:
• A research of the state-of-the-art of ultra low-power BioElectronics, focusing es-
pecially on intrinsic analog, BioInspired electronics.
• A novel conception and formulation of a systematic mathematical framework capa-
ble of converting coupled, nonlinear biological/biochemical differential equations
into coupled, nonlinear electrical differential equations and subsequently ultra low-
power Log-domain electrical circuits.
• The establishment of the Bernoulli Cell Framework as a versatile, unifying syn-
thesis and analysis tool for both linear and nonlinear Log-domain circuits.
• The implementation of a variety of novel, BioInspired, nonlinear CytoMime-
tic topologies, each one emulating a different biological/biochemical function. The
enviable similarities between the original biological systems and the proposed elec-
trical ones highlight the systematic nature and the accuracy of the proposed math-
ematical framework.
• An investigation of the robustness of the proposed class of circuits, based on a
variety of post-layout simulations, whose results were subsequently compared to
the ideal and pre-layout simulation responses. The very good agreement between
these three types of simulations verifies the validity of the proposed layout methods
of the common TransLinear blocks CytoMimetic circuits are mainly comprised of,
presented in this thesis.
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• A detailed, step-by-step, EKV-based, symbolic analysis of the performance of a
large variety of common, static and dynamic TransLinear topologies in subthresh-
old CMOS. The impact of transistor-level design parameters upon performance
and ideal behaviour is captured, analysed and discussed in a quantitative and
qualitative manner.
• An in-depth analysis of potential extensions of the Bernoulli Cell Formalism. In
this thesis, the articulation of another Bernoulli Cell operator has been achieved.
Moreover, with the use of the EKV model, seemingly interesting insights are
provided for any MOST terminal and capacitor connection.
• An in-depth analysis of Log-domain silicon synaptic circuits, based on generalised
expressions of the Bernoulli Cell Formalism, proposing a general mathematical
framework, under which all Log-domain synaptic circuits that include any of the
presented Bernoulli Cell operators can be categorised.
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Appendix A
4A. Calculating The Frequency
And Fixed Points Of The
Glycolytic Oscillator
A.1 Biochemical Model
In order to find the fixed points of the system, the derivatives must be set equal to zero:
{
x˙ = −x+ ay + x2y = 0
y˙ = b− ay − x2y = 0
}
(A.1)
Solving the above system leads to:
(x∗, y∗) =

x∗ = b
y∗ =
b
a+ b2
 (A.2)
The Jacobian matrix of (A.1) is the following:
J =
(
−1 + 2xy a+ x2
−2xy −a− x2
)
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and for the specific fixed points (A.2):
J =

−1 + 2b
(
b
a+ b2
)
a+ b2
−2b
(
b
a+ b2
)
−a− b2

The imaginary part of the eigenvalues of the matrix J approximates the frequency of
the limit cycle at the bifurcation, i.e. ω=Im{λ} (supercritical Hopf bifurcation theory)
[87].
A.2 Electrical Equivalent Model
Similarly to the method followed for the calculation of the mathematical model’s fixed
points, the electrical equivalent’s fixed points are calculated by setting the derivatives
equal to zero:

I˙OUT1 = −
(IDA)
τ1
IOUT1 −
1
τ1
I2OUT2IOUT1
IX
+
IINIQ1
τ1
= 0
I˙OUT2 = −
ID2/IQ2
τ2
IOUT2 +
1
τ2
I2OUT2IOUT1
IQ2IZ
+ α
IOUT1
τ2
= 0

(A.3)
The fixed points of this system are:
(I∗OUT1 , I
∗
OUT2) =

I∗OUT1 =
IQIIN
IDA +
I2OUT2
IO
I∗OUT2 = IIN

(A.4)
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The Jacobian matrix of (A.3), determined at I∗OUT1 , I
∗
OUT2
, is the following:
J =

IDA
nCVT
+
I2∗OUT2
nCVT IO
,
2I∗OUT2I
∗
OUT1
nCVT IO
− IDA
nCVT
− I
2∗
OUT2
nCVT IO
,
IQ
nCVT
− 2I
∗
OUT2
I∗OUT1
nCVT IO

Again the imaginary part of the eigenvalues of the matrix J approximates the frequency
of the limit cycle at or near the boundary [87]. A mathematical formula that directly
calculates the frequency of oscillations for given values of IDA, IIN , IO and IQ is the
following one, derived from the Jacobian matrix of the system:
FOSC =
√√√√√
∣∣∣∣∣∣
(
2IQI
2
IN
IDAIO + I2IN
− IDA −
I2IN
IO
− IQ
)2
− 4
(
IQIDA +
IQI
2
IN
IO
)∣∣∣∣∣∣
nCVT 4pi
(A.5)
Appendix B
5A. Calculating The Regions Of
Oscillations Of The Intracellular
Calcium Oscillations Model
B.1 Biochemical Model
By setting the derivatives of the model in (5.13) and (5.14) equal to zero and solving
for X and Y , the fixed points X∗ and Y ∗ of the system can be calculated:
(X∗, Y ∗) =

X∗ =
Z¯
k
= α
Y ∗ =
KR√√√√VM3
VM2
K22 + α
2
K2A + α
2
− 1

The Jacobian matrix of the system is:
JbioCa =
(
A1 B1
C1 D1
)
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where
A1 = k +
2VM2K
2
2X(
K22 +X
2
)2 − VM3Y 2K2R + Y 2 2K
2
AX(
K2A +X
2
)2
B1 = −
2VM3K
2
RY(
K2R + Y
2
)2 X2K2A +X2
C1 =
VM3Y
2
K2R + Y
2
2K2AX(
K2A +X
2
)2 − 2VM2K22X(
K22 +X
2
)2
D1 =
2VM3K
2
RY(
K2R + Y
2
)2 X2K2A +X2
The following conditions are necessary for the generation of sustained oscillations; the
imaginary eigenvalues of the system λ1 = a and λ2 = −a must satisfy the following:
(a) λ1 + λ2=A1 + D1=0 and (b) λ1λ2=det(J
bio
Ca) > 0 ⇔ A1D1 − C1B1 > 0. Moreover,
from the above Jacobian matrix a pool of values, within which the system exhibits
sustained oscillations, can be determined. In order to define this region of oscillations,
the trace of the Jacobian matrix (A1 + D1) is set equal to zero after verifying that
the determinant is positive for these values. Table 5.5 summarises the outcome of this
calculation and produces the left shaded region of oscillations illustrated in Figure 5.7,
which is similar to the one presented in [1].
B.2 Electrical Equivalent Model
Setting both derivatives of the electrical equivalent system ((5.16) and (5.17)) equal to
zero and solving for IOUT1 and IOUT2 , the following fixed points I
∗
OUT1
and I∗OUT2 can
be calculated:
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(I∗OUT1 , I
∗
OUT2) =

I∗OUT1 =
IINT IQ1
IK
= φ
I∗OUT2 =
IKR√√√√IVM3
IVM2
IO
IQ2
I2K2 + φ
2
I2KA + φ
2
− 1

The similarity between the electrical and biological fixed points is straightforward. In
a similar way as before, the Jacobian matrix of the system can be computed:
JelCa =
(
A2 B2
C2 D2
)
where
A2 =
IKIQ1
nC1VT
+
IQ1
nC1VT
2IVM2 I
2
K2
IOUT1IX(
I2K2 + I
2
OUT1
)2 −
− IQ1
nC1VT
IVM3 I
2
OUT2(
I2KR + I
2
OUT2
) 2I2KAIOUT1IO(
I2KA + I
2
OUT1
)2
B2 = −
IQ1
nC1VT
2IVM3 I
2
KR
IOUT2IO(
I2KR + I
2
OUT2
)2 I2OUT1I2KA + I2OUT1
C2 =
IQ2
nC2VT
IVM3 I
2
OUT2
I2KR + I
2
OUT2
2I2KAIOUT1IO(
I2KA + I
2
OUT1
)2 −
− I
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For the generation of sustained oscillations in the electrical equivalent system, the same
conditions as in the biochemical model case should apply for the electrical eigenvalues.
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The equation that defines the electrical region of oscillations has been generated by
setting the electrical trace (A2 +D2) equal to zero and is also codified in Table 5.5. The
region of oscillations of the electrical equivalent model corresponds to the right shaded
area presented in Figure 5.7.
Appendix C
8A. Log-Domain Integrator’s
EKV-Based Key Electrical
Expressions
In Table 8.3, simplified, symbolic expressions for the EKV-based values of IOUT (t),
ı˙Cap(t) and VCap(t) of the Log-domain filter of Figure 8.5 have been provided. The
EKV-based symbolic relations have been expressed as a function of the ideal, already
explicitly calculated quantities of IOUT (t), ı˙Cap(t) and VCap(t), shown in Table 8.2.
In this Appendix, the simplified, codified, expressions of the EKV-based currents and
voltages shown in Table 8.3 have been fully expanded and are presented for the sake
of clarity and completeness. This way, the interested reader will have a more inclusive
view of the aforementioned currents and voltages of the Log-domain integrator in Figure
8.5.
As a final comment, it needs to be clarified that the following three expressions of
IOUT (t), ı˙Cap(t) and VCap(t) are not presented in their explicit form, since such a form
cannot exist. The solutions of the aforementioned quantities have been acquired by
means of mathematical software tools provided by Mathematica R© platform.
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Appendix D
8B. Indicative EKV-Based
Analysis Including An Error
Term Added To The Devices’
Aspect Ratios
D.1 The 4-MOST STL Circuit
In this Appendix, the effect of an error term upon the EKV-based expression for the
4-MOST STL shown in Figure 8.1 will be illustrated. This error term, denoted as δ,
will be added to all the aspect ratios of the transistors shown in expression (8.26), and
finally a new expression for the EKV-based input/output relation of the 4-MOST STL
circuit in Figure 8.1 will be shown. The usefulness of such analysis can be found in
the derivation of Monte Carlo-like expressions but in a technology/process-independent
manner, without resorting to Spectre R© simulations. Therefore, the equations presented
here can be used for a “first-cut” analytical approximation of the effect of devices’
mismatch upon the relation between the input and the output stages in a STL circuit.
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Starting from (8.26) and re-grouping its terms, yields: I1/2DO
α1α2
+
I
1/2
IN
α
3/2
1 α2
+
I
1/2
2
α1α
3/2
2

 I1/2DO
α3α4
+
I
1/2
3
α
3/2
3 α4
+
I
1/2
OUT
α3α
3/2
4

IINI2
I3IOUT
= 1 (D.1)
where αj denoting the aspect ratio [W/L] of each transistor in the loop.
By assuming that all devices will have the same aspect ratio for simplicity with the
following equations and adding an error term to each one of the aspect ratio of the
transistor (for presentation purposes a different error term has been added to each
transistor’s aspect ratio, although the aspect ratios have been assumed equal), relation
(D.1) transforms into: I1/2DO
(α+ δ1)(α+ δ2)
+
I
1/2
IN
(α+ δ1)3/2(α+ δ2)
+
I
1/2
2
(α+ δ1)(α+ δ2)3/2

 I1/2DO
(α+ δ3)(α+ δ4)
+
I
1/2
3
(α+ δ3)3/2(α+ δ4)
+
I
1/2
OUT
(α+ δ3)(α+ δ4)3/2

IINI2
I3IOUT
= 1 (D.2)
The factors (α+ δj)
3/2(α+ δj) can be re-written as:
√
(α+ δj)3(α+ δj)2 and based on
the algebraic identities: (a+ b)2 = a2 + 2ab+ b2 and (a+ b)3 = a3 + b3 + 3a2b+ 3ab2,
for each of the aforementioned terms it holds:
• The term (α+ δj)(α+ δi) can be approximated by the relation ≈ α(α+ δi + δj),
assuming that the factors δiδj  1.
• (α+δj)3=α3 +δ3j +3α2δj +3αδ2j , which is ≈ α3 +3α2δj , assuming that the factors
δ3j and δ
2
j are  1.
• (α+ δj)2=α2 + δ2j + 2αδj , which is ≈ α2 + 2αδj , assuming that the factor δ2j  1.
• From the above, the factor (α + δ1)3(α + δ2)2 = α5 + α4(2δ2 + 3δ1) + 6α3δ1δ2,
which is ≈ α4(α+ 3δ1 + 2δ2).
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• Finally, the factor √(α+ δ1)3(α+ δ2)2 becomes ≈ α2√α+ 3δ1 + 2δ2.
An identical analysis holds for the factors (α + δ1)
2(α + δ2)
3, (α + δ3)
3(α + δ4)
2 and
(α + δ4)
3(α + δ3)
2. Taking all the above approximations into consideration, relation
(D.2) can be finally re-written as follows: I1/2DO
α(α+ δ1 + δ2)
+
I
1/2
IN
α2(
√
α+ 3δ1 + 2δ2)
+
I
1/2
2
α2(
√
α+ 3δ2 + 2δ1)

 I1/2DO
α(α+ δ3 + δ4)
+
I
1/2
3
α2(
√
α+ 3δ3 + 2δ4)
+
I
1/2
OUT
α2(
√
α+ 3δ4 + 2δ3)

IINI2
I3IOUT
= 1 (D.3)
or equivalently: αI1/2DO
α+ δ1 + δ2
+
I
1/2
IN√
α+ 3δ1 + 2δ2
+
I
1/2
2√
α+ 3δ2 + 2δ1

 αI1/2DO
α+ δ3 + δ4
+
I
1/2
3√
α+ 3δ3 + 2δ4
+
I
1/2
OUT√
α+ 3δ4 + 2δ3

IINI2
I3IOUT
= 1 (D.4)
Setting A = α + δ1 + δ2, B =
√
α+ 3δ1 + 2δ2, C =
√
α+ 3δ2 + 2δ1, D = α + δ3 + δ4,
E = √α+ 3δ3 + 2δ4, F =
√
α+ 3δ4 + 2δ3, I2/I3 = λ, I2 = λM and I3 = M , the
following EKV-based relation for the input/output currents of the 4-MOST STL circuit
is generated: (
αA−1I1/2DOλIIN + B−1λI
3/2
IN + C−1λ3/2M1/2IIN
)
(
αD−1I1/2DO IOUT + E−1M1/2IOUT + F−1I
3/2
OUT
) = 1 (D.5)
which can be also re-written as follows:
αI
1/2
DO
[
λIIN
A −
IOUT
D
]
+
λI3/2IN
B −
I
3/2
OUT
F
+M1/2 [λ3/2IINC − IOUTE
]
= 0 (D.6)
Relation (D.6) has a similar form to (8.16) or (8.26), however, (D.6) includes the mis-
match variations of the aspect ratios of the devices. Treating the ideal expression of the
4-MOST STL shown in (8.15) similarly, an equivalent analysis will take place. Starting
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from (8.15) and under the assumption that all devices have the same aspect ratios,
I1 = IIN , I2 = λM , I3 = M , I2/I3 = λ and I4 = IOUT and by adding a different error
term to each aspect ratio, it holds:
λIIN
IOUT
(α+ δ3)(α+ δ4)
(α+ δ1)(α+ δ2)
= 1 (D.7)
and based on the previous assumptions, expression (D.7) can be described by the fol-
lowing approximate relation:
λIIN
IOUT
αD
αA = 1 (D.8)
where A = α + δ1 + δ2 and D = α + δ3 + δ4. Re-writing both the ideal and the EKV-
based expressions of the 4-MOST STL show in (D.6) and (D.8), which include the error
factors, in a manner similar to the one presented in Table 8.1, it finally holds:
Ideal Expression :
λIIN
A −
IOUT
D = 0 (D.9)
EKV-Based Expression :
αI
1/2
DO
[
λIIN
A −
IOUT
D
]
+
λI3/2IN
B −
I
3/2
OUT
F
+M1/2 [λ3/2IINC − IOUTE
]
= 0 (D.10)
The interested reader can easily understand that the above analysis considers a “worst
case scenario”, where each one of the devices’ aspect ratios has a different error term.
From the above analysis, it can be verified that when a single error term δ is added to
all devices’ aspect ratios, then relations (D.9) and (D.10) are slightly simplified. In any
case, the extra “error” terms that the EKV-based expression will include, can provide a
more inclusive approach to the common, mismatch effects for the 4-MOST STL circuit
case. In complete analogy, an identical analysis can take place for all the other static
and dynamic TL circuits shown in Chapter 8.
Appendix E
9A. Mathematical Derivation Of
Current Relations Of
Log-Domain Synaptic Circuits
E.1 The Log-Domain Integrator Synaptic Circuit
The DE describing the dynamics of the current IW (t) of the LDI circuit, shown in Figure
9.8 is of the Bernoulli DE form and is shown again below for the reader’s convenience:
I˙W (t)−
Iτ (t)
nCVT
IW (t) +
I2W (t)
nCVT
= 0 (E.1)
In order to migrate from the Bernoulli DE describing the current IW (t) to the DE that
describes the time-dependent behaviour of the output, synaptic current ISyn(t), the rela-
tion between these two currents needs to be discovered. Based on the fact that IW (t) =
IO exp((VSyn(t) − VW (t))/(nVT )) and ISyn(t) = IO exp((VDD − VSyn(t))/(nVT )), the
current IW (t) can be re-written as follows:
IW (t) = IO e
−(VW (t)−VSyn(t))
nVT =
= IO e
−(VW (t)−VDD)
nVT e
(VSyn(t)−VDD)
nVT =
IOIWO(t)
ISyn(t)
(E.2)
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with IWO(t) = IO exp(−(VW (t)−VDD). Substituting relation (E.2) into relation (E.1),
yields:
IOIWO(t)
∂I−1Syn(t)
∂t
− IOIWO(t)Iτ (t)
nCVT ISyn(t)
+
(IOIWO(t))
2
nCVT I2Syn(t)
= 0 (E.3)
or equivalently:
∂I−1Syn(t)
∂t
− Iτ (t)
nCVT ISyn(t)
+
IOIWO(t)
nCVT I2Syn(t)
= 0 (E.4)
which finally reduces to:
I˙Syn(t) +
Iτ (t)
nCVT
ISyn(t) =
IOIWO(t)
nCVT
(E.5)
In order to comply with the original analysis of the authors in [140], it has been selected
to set τ = nCVT /Iτ (t), thus, the final DE of ISyn(t) is generated:
τ I˙Syn(t) + ISyn(t) =
IOIWO(t)
Iτ (t)
(E.6)
E.2 The Differential Pair Integrator Synaptic Circuit
An intuitive way to prove that ITHR(t) ≈ IW (t) is based on the sufficient details provided
by the authors in the original paper in [140]. The authors there mention that the output
current ISyn(t) will eventually rise to values such that ISyn(t)  IGain(t), if IW (t) 
Iτ (t) where IGain(t) is defined by the authors in [140] as IGain(t) = IO exp(−(VDD −
VTHR(t))/(nVT )), representing a virtual p-type MOST and τ = nCVT /Iτ (t).
Taking all the above into consideration it holds:
ISyn(t) IGain(t)⇔ IOe
VDD−VSyn(t)
nVT  IOe
VDD−VTHR(t)
nVT (E.7)
and since IO > 0, the expression (E.7) can be re-written as:
e
VDD
nVT e
−VSyn(t)
nVT  e
VDD
nVT e
−VTHR(t)
nVT ⇔ e
VTHR(t)
nVT  e
VSyn(t)
nVT (E.8)
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From relation (E.8) one can understand that for the voltages VTHR(t) and VSyn(t), it
will hold that once IW (t) Iτ (t), then VTHR(t) VSyn(t). Simulation results obtained
from the circuit shown in Figure 9.9 verify the above statement.
