Abstract Perceptual bistability occurs when a physical stimulus gives rise to two distinct interpretations that alternate irregularly. Noise and adaptation processes are two possible mechanisms for switching in neuronal competition models that describe the alternating behaviors. Either of these processes, if strong enough, could alone cause the alternations in dominance. We examined their relative role in producing alternations by studying models where by smoothly varying the parameters, one can change the rhythmogenesis mechanism from being adaptation-driven to noise-driven. In consideration of the experimental constraints on the statistics of the alternations (mean and shape of the dominance duration distribution and correlations between successive durations) we ask whether we can rule out one of the mechanisms. We conclude that in order to comply with the observed mean of the dominance durations and their coefficient of variation, the models must operate within a balance between the noise and adaptation strength-both mechanisms are involved in producing alternations, in such a way that the system operates near the boundary between being adaptationdriven and noise-driven.
Introduction
When observers are presented with an ambiguous stimulus which supports two distinct interpretations, perception alternates between these interpretations in a random manner, a phenomenon called perceptual bistability. Examples of bistable perception include, among others, binocular rivalry (Wheatstone 1838; Levelt 1968; Blake 1989; Logothetis 1998; Blake 2001; Tong 2001) , ambiguous motion displays (Wallach 1935 (Wallach , 1996 Hupe and Rubin 2003) , ambiguous depth perception (Necker 1832; Rubin, 1921 Rubin, , 2001 , and random dot kinematograms (Julesz 1971) . The most extensively studied bistable phenomenon, binocular rivalry, occurs when two different images are presented simultaneously and independently to the two eyes. Only one of the images is perceived at any given moment, with dominance switching randomly between the two.
Bistable perception, and binocular rivalry in particular, are often modeled mechanistically using reciprocal inhibition architecture, as shown schematically in Fig. 1(a) . There are two neuronal populations whose activities represent the two competing interpretations of the stimulus. The dominant population exerts a strong inhibitory influence on the competing one, so that the latter is suppressed, and only one stimulus is being perceived at a time, a scenario known as mutual exclusivity in most models. The switching in dominance between the two populations is realized by an adaptation mechanism, such as spike frequency adaptation and/or synaptic depression. The adaptation process weakens the inhibition either by decreasing the activity of the dominant population or by decreasing the strength of inhibitory connection between the populations, thus allowing the suppressed population to become active. The resulting activity of such system are deterministic continuous anti-phase oscillations of the firing rates of the two populations, and corresponding switches of two percepts. These general principles have been incorporated in many mathematical models of binocular rivalry (Lehky 1988; Kalarickal and Marshall 2000; Lago-Fernandez and Deco 2002; Laing and Chow 2002; Stollenwerk and Bode 2003; Wilson 2003; Shpiro et al. 2007 ). We term these oscillator models: noise is inessential here. Experimentally, it is an unavoidable process, but if it could somehow be removed, alternations would still occur.
In other neural competition models, different percepts are represented by multiple stable states (attractors) of the system (Hertz et al. 1991; Haken 1994; Riani and Simonotto 1994; Salinas 2003; Freeman 2005; Kim et al. 2006; Moreno-Bote et al. 2007) . Noise is responsible for the switches between the states, so that in the absence of noise no alternations are possible. These are the noise-driven attractor models (MorenoBote et al. 2007 ).
Here we consider these two types of models within a single theoretical framework. We show that oscillator and attractor behavior are the two regimes of a single neuronal competition model that includes both noise and adaptation processes. In the oscillator regime, adaptation causes the populations to alternate in dominance, while noise is only the source of the irregularity in the switching times. In the attractor regime, noise is the primary cause of the switches. While the adaptation process is still present, it is not strong enough to cause alternations on its own. In the absence of noise, the model in the attractor regime would not switch. Figure 1 (b) shows schematically the behavior of a model in the two extremes, when only adaptation, and no noise is present (bottom), and when only noise and no adaptation is present (top). In the oscillator regime without noise, alternations are completely deterministic, the dominance duration (time between the populations' activities switches) does not fluctuate over time, and the coefficient of variation (CV) is equal to zero. Alternatively, in the attractor regime without adaptation, the distribution of the dominance durations is exponential, and the CV is close to one. In our description, the change between the attractor and oscillator regimes is realized by a smooth change of the model's parameters, such as adaptation strength and input strength, rather than by the model's architecture. CV ~ 1 Fig. 1 (a) Network architecture for neuronal competition models with direct mutual inhibition (DIRI). u 1,2 is the population activity. Each population receives a deterministic input of equal strength I i and independent noise n 1,2 . Slow negative feedback process, such as spike-frequency adaptation or synaptic depression is present in each population. Lines with circles represent inhibitory connections of the strength β between the two competing populations. (b) Schematic representation of the extreme versions of the model, either noise only or adaptation only. Time courses and dominance time distributions are illustrated for the two extremes Different perceptual bistability phenomena exhibit some common statistical properties. The distribution of dominance durations is shaped as a skewed Gaussian, typically fit by gamma or log-normal functions (Levelt 1968; Lehky 1995; Rubin and Hupe 2004; Zhou et al. 2004) . The mean dominance duration of each percept depends both on the bistable phenomenon and on the observer. Typically, it is between 1 and 10 s in the binocular rivalry experiments (Levelt 1968; Mueller and Blake 1989; Leopold and Logothetis 1996; Zhou et al. 2004; Haynes et al. 2005) , and between 5 and 10 s in the ambiguous depth perception (Meng and Tong 2004; Zhou et al. 2004; Moreno-Bote et al. 2008 ) and ambiguous motion displays (Hupe and Rubin 2003) . The coefficient of variation of the dominance durations, CV, defined as the ratio between the standard deviation and the mean, varies between 0.4 and 0.6 (Levelt 1968; Zhou et al. 2004; Moreno-Bote et al. unpublished) . Since no significant correlations between the durations of successive percepts have been reported, successive durations appear to be statistically independent (Fox and Herrmann 1967; Levelt 1968; Lehky 1995; Rubin and Hupe 2004 ; but see van Dam et al. 2007) .
To match the model's performance to the experimentally observed behavior, we focus on the two main statistical measures of the stochastic switching behavior: the mean dominance duration of a percept and the coefficient of variation of the dominance durations, CV. We find the regions in the model's parameter space where the simulated behavior statistics (mean dominance duration and CV) matches the one observed in experiments. Despite the seemingly broad ranges of the mean dominance duration and CV that we consider, the boundaries impose significant constraints on the models' parameters.
We consider two neuronal competition models that describe bistable perception. One of the models represents a simple DIRect Inhibition architecture shown in Fig. 1(a) (DIRI model, see Shpiro et al. 2007 ). The other model (Moreno-Bote et al. 2007 ) characterizes a different, Global Excitation-Local Inhibition architecture (GELI model, see Fig. 3 in Moreno-Bote et al. 2007) . We show that because of the interplay between the noise and adaptation, the range of the models' parameters leading to the alternations consistent with the experimentally observed statistics is small compared to the overall range of the parameters where alternations are possible. Moreover, we show that independently of the model's architecture and details of the adaptation process, this relevant range of parameters is such that the models operate at the boundary between the oscillator and attractor regimes.
Methods
We use an idealized population firing rate model to describe the network shown in Fig. 1(a) (DIRI model) . Two different implementations of the adaptation process, spike-frequency adaptation and synaptic depression, are considered separately (Shpiro et al. 2007) . The model with spike-frequency adaptation only (SFA model) is described by the following set of equations:
The following set of equations describes the model with synaptic depression only (SD model):
Below, when we use the terminology SFA and SD, the architecture DIRI will be implied; for the GELI architecture we consider only spike frequency adaptation. In the above two sets of Eqs. (1) and (2), u 1 and u 2 are the spatially and short-time averaged firing rates characterizing the activities of the populations 1 and 2, normalized so that its maximum value is 1. The time scale of the populations' firing rates is taken to be a unit of time, with the convention that one unit of time is equal to 10 ms in real time (see, for example, Amit and Brunel 1997 ; comparable values of 15 and 20 ms have been used by Wilson 2003 Wilson , 2007 . a i is the spike-frequency adaptation variable with the time scale τ a ; d i is the synaptic depression variable with the time scale τ d . The strength of the slow process is determined by the parameters γ (for spike-frequency adaptation) and δ (for synaptic depression). The gain function is taken to be a sigmoid,
where 1/k defines the slope of the gain function, and θ is a threshold. The positive input to the gain function consists of the deterministic external stimulus I 1 = I 2 and a stochastic term n i which simulates the noise in the system (see, for example, Mattia and Del Giudice 2002) . The input strength, I i , is assumed to increase monotonically with the stimulus strength (for example, image contrast in binocular rivalry experiments). The strength of inhibition is β. In the SD model, the crossinhibition term is reduced by the synaptic depression variable. In the SFA model, the adaptation variable term is another negative input to the gain function. The input noise is an exponentially filtered white noise, defined by the following equation:
where σ is the standard deviation and τ n is the timescale of the noise (Risken 1989) . η(t) is white noise with zero mean and unit variation. This choice of noise can be thought of as a model for synaptic filtering of inputs to a neuron (Brunel and Sergi 1998; Moreno-Bote and Parga 2004) . Finite size effects can be another source of noise (Soula and Chow 2007; Buice and Chow 2007) . However, we do not consider them in our simple ad-hoc mean-field model. Typically, firing rate models that are used to describe rhythmic network behavior include the recurrent (intrapopulation) excitation term. However, in the models describing bistable perception recurrent excitation may be harmful, as it can lead to rhythmogenesis in an isolated population (Shpiro et al. 2007 ). We, therefore, do not include recurrent excitation in the DIRI model.
The following values of the parameters are used:
(2 sec in real time), τ n = 10 (0.1 sec in real time), k = 0.1, θ = 0, β = 1 in the SFA model and β = 0.75 in the SD model. We vary the strength of the noise (σ ) and the strength of the slow processes (γ for spike-frequency adaptation and δ for synaptic depression), as well as the strength of the deterministic external input to the system (I 1 = I 2 ).
We also consider the alternative architecture model, introduced by Moreno-Bote (GELI model, MorenoBote et al. 2007 ). The GELI model is described by the following equations for the mean firing rates:
where
This model differs from the SFA model described by Eq. (1) by the presence of the recurrent excitation term, proportional to α, and the non-linear inhibition term, proportional to β. Architectures similar to the one we use here have been used to model gain normalization (see, for example, Grossberg 1973 and Moldakarimov et al. 2005) . Our network differs from the ones described in these papers in several important ways, including the way local inhibition activation depends on the activity of the local excitatory population and external inputs.
The exponentially filtered white noise which dynamics is described by the Eq. (3) is used, as in the SFA and SD models. The values of the model's parameters used in the simulations are τ a = 200 (2 sec in real time), τ n = 10 (0.1 sec in real time), θ = 0, k = 0.05, α = 0.75, β = ϕ = φ = 0.5. We vary the strength of the noise and the strength of the adaptation γ , as well as the strength of the deterministic external input to the system I 1 = I 2 .
For each set of parameters tested, we calculate 5000 s time courses of the models' behavior, which allows for at least 250 switches in dominance, and obtain the time series of the dominance durations for each set of the models' parameters. Population i is considered to be dominant and population j to be suppressed if u i > u j . We calculate several statistical characteristics of the time series: mean dominance durationT, coefficient of variations of the dominance durations (CV, defined as the ratio between the standard deviation and the mean), and correlation coefficient R between the two successive dominance durations, that is, between the dominance duration of one percept and the immediately following dominance duration of the alternative percept:
where T k is the k-th dominance duration, that is, the time between the switches k and k + 1. The correlation coefficient indicates the degree of the linear dependence between the two random variables. We consider the correlation to be significant if the probability of getting a correlation value as large as the observed value by random chance becomes less than 5% (McClave and Sincich 2006) . We perform KolmogorovSmirnov goodness-of-fit test to compare the simulated dominance times distributions with the gamma, log-normal, and Weibull distributions. The probability density functions of these distributions are given by the following expressions:
for the gamma distribution, where the mean of the distribution is equal to a/b , and the variance is equal to a/b 2 , (a) is a gamma-function,
for the log-normal distribution where the mean of the distribution is equal to e μ+σ 2 /2 , and the variance is equal
to (e σ 2 − 1)e 2μ+σ 2 , and
for the Weibull distribution, where the mean of the distribution is equal to
). The models' equations were implemented within C programming language using forward Euler's method with the integration time step of 0.1 (1 ms in real time). Further decrease of the integration time step does not change the result of the simulations. The GNU scientific library was used to generate Gaussian white noise. Matlab software was used to calculate statistical properties of the dominance times distributions.
For the reader's convenience, below are the definitions of all abbreviations used in the paper. 
Models

Competition models: direct inhibition models without noise-oscillator and attractor dynamics
We first investigate the behavior of the SFA and SD models of perceptual switches (Eqs. (1) and (2)) in the absence of noise. We solve the systems of differential equations (Eqs. (1) and (2)) numerically and observe that depending on the values of the systems' parameters, several types of solutions are possible. The behavior is periodic when the two populations take turns in being active. The behavior is winner-take-all, when, depending on the initial conditions, only one population remains active indefinitely, while the other remains silent (attractor dynamics). Finally, both populations can have simultaneously the same steady level of activity. The time courses of the network activity corresponding to different modes of behavior can be found in Shpiro et al. (2007) .
The results of our simulations are summarized in Fig. 2 (a) for the SFA model and panel (b) for the SD model. Figure 2 is a "phase diagram" of the system in the parameter space of input strength and adaptation (or depression) strength for a particular value of the inhibition strength. Consider, first, a system without a slow process (γ = 0 for the SFA model and δ = 0 for the SD model, top border of the diagrams in Fig. 2 (a) and (b). In this case, both the SFA and SD models reduce to
Three types of behavior are possible in this reduced model. For the large values of the input, a single stable equilibrium point exists, u 1 = u 2 ≈ 1. Both populations are active at the simultaneously high level. For the small values of the input, u 1 = u 2 ≈ 0 is a single stable equilibrium point, and both populations are active at the simultaneously low level. For the values of the input I 1 = I 2 between θ and θ + β, approximately, where θ is the threshold of the gain function, the equilibrium point u 1 = u 2 is no longer stable. Instead, u 1 ≈ 1, u 2 ≈ 0 and u 1 ≈ 0, u 2 ≈ 1 are the two stable equilibrium points, and the system is bistable, it operates in the winner-take-all regime. Note that all the equilibrium values and the values for the winnertake-all regime borders become exact for the Heaviside step-function form of the gain, that is f (x) = 0 when x < θ, and f (x) = 1 when x ≥ θ (Curtu et al. 2008) . (2), (−βu j − γ a i + I i ) or (−βd j u j + I j ) to pass the threshold θ, leading to a switch in the populations' activities. The regions of the input where oscillations are possible appear first near the (two) boundaries between the winner-take-all and simultaneously low and simultaneously high activities regimes. The ranges of the input where oscillations are produced widen as the adaptation/depression strength increases. The range of the input where the winner-take-all behavior is produced shrinks, until it disappears for some value of the spike-frequency adaptation/synaptic depression strength. The region of the (adaptation/depression strength, input strength) parameter space where the oscillatory behavior is produced is white at the phase diagrams in Fig. 2 (a) and (b), and marked OSC. The region where the winnertake-all behavior is produced is black and marked ATT (standing for ATTractor dynamics). The regions of the simultaneously high or simultaneously low activities (gray areas on the phase diagram, marked SIM) remain outside of the region of the oscillatory behavior. Further increase of the adaptation strength leads to the widening of the region of the oscillatory behavior in the SFA model, because as the range of the γ a i term in the gain function input increases, the range of the input I i needed to bring the gain function input (−βu j − γ a i + I i ) through the threshold increases as well. Further increase of the depression strength leads to shrinking and, finally, disappearance of the oscillatory behavior region in the SD model. For a more detailed analysis of the system of nonlinear differential equations describing the SFA model see Curtu et al. (2008) .
The diagrams in Fig. 2 are made for the value of the inhibition strength β = 1 for adaptation and β = 0.75 for depression. For other values of β, the shapes of the different regions remain the same, though the exact location of the borders changes.
3.2 DIRI model in the presence of noise: regions of the parameter space where experimental constraints are satisfied
In the presence of noise, the system's behavior is no longer deterministic. The switches between the populations' activities are irregular, and instead of the time series consisting of equal dominance durations, characteristic to the deterministic models, simulations produce a distribution of the dominance durations for each set of the models' parameters. These distributions can be characterized by their mean,T, and their coefficient of variation, CV.
In Fig. 3 we show the effect of the input and the adaptation process strength on the mean dominance duration and the CV in the SFA (panels (a) and (b)) and SD (panels (c) and (d) mean dominance duration and the CV are represented by the grayscale, the brighter the gray color, the higher is the value. The black lines are the contours ofT = 1 s andT = 10 s in the panels (a) and (c), and CV = 0.4 and CV = 0.8 in the panels (b) and (d). In other words, the regions between these contours are the ones where the values of the mean dominance duration and the CV calculated in the models satisfy the experimental constraints: the mean dominance duration is between 1 s and 10 s, and CV is between 0.4 and 0.8 (we extend the range of the CV from 0.4-0.6 to 0.4-0.8 for illustration purposes, we consider the consequences of the more realistic 0.4-0.6 CV range in Discussion). In Fig. 3 , we show these regions separately for the mean dominance duration and the CV; however, it is really the overlap of these regions that we are interested in, since we are looking for the regions in the parameter space where both constraints are satisfied. We will discuss in detail below the location of such regions, as well as their evolution as the strength of the noise changes. Note that in the SD model, for the chosen value of the noise strength σ = 0.02 there is a region of the (input strength, depression strength) parameter space where no switches are produced in the model (the black-colored region on the Fig. 3(c) and (d). This is, however, an artifact of the finite simulation time: the time between the switches is too long to be observed.
In Fig. 4 we show only the regions ofT between 1 s and 10 s (yellow), regions of CV between 0.4 and 0.8 (blue), and their overlap (green) for the same values of inhibition strength β as in Fig. 3 (1 for adaptation and 0.75 for depression) and for several values of the noise strength. One can see that for small noise strength, the size of the region of relevance (ROR), that is, the region where bothT and CV are in the desired range, is small compared to the size of the regions whereT and CV are in the desired range separately. As the noise strength increases, the relevant CV region expands, while the relevantT region decreases in size. The size of the ROR seems to be determined primarily by the location of the relevant CV region for small values of the noise strength, as the ROR expands together with the relevant CV region. As the noise strength increases further, however, the ROR starts to occupy a large part of the relevantT region. As the increase of the noise strength leads to the decrease in the size of the relevant T region, the ROR decreases as well. Figure 4 shows also the location of the relevant regions ofT and CV, and, more importantly, of the overlap region relative to the phase diagram for the noise-free system (the one shown in Fig. 2 ). We note that this region is very small compared with the overall region in the parameter space where the switching behavior is observed, that is, very limited ranges of the adaptation/depression strength and input strength parameters produce the experimentally observed statistics. The black line in all panels in Fig. 4 is the border between the attractor and oscillatory regimes of the system's behavior in the (input strength, adaptation/depression strength) parameter space. One can see that the region of the parameter space where both T and CV are in the desired ranges is located at the border between the attractor and oscillatory regimes, i.e., the switching behavior that satisfies experimentally observed statistics results from the fine interplay between the noise and a slow process.
In the following section we explain in detail some features of the statistical properties of alternations. Here, we note that the strength of the noise has opposite effects on the mean dominance duration and CV. Suppose the model is in the pure oscillator regime, without noise, so that the coefficient of variation of the dominance durations is equal to zero. Significant amount of noise has to be introduced to account for the large CV of the experimental distributions. Noise in the models, however, leads to a decrease in the mean dominance duration. In order to keep the mean dominance duration in the range prescribed by the experimental observations, the models have to be shifted from the oscillator regime toward the attractor regime, where even in the presence of the large amount of noise the mean dominance duration is large enough.
Dynamical mechanisms and statistics of alternations
Some features of the statistical properties of the alternations can be attributed to dynamical mechanisms. For example, CV increases substantially as parameter values are tuned toward the border between the OSC and SIM regimes. These regions of increasing CV correspond to moving through the blue bands from the white areas toward the gray regions in Fig. 4 (say, for stronger adaptation/depression strengths). Here, the meanT decreases as CV increases. While this effect may seem counterintuitive let us recall that the deterministic system has relaxation dynamics, i.e. relatively fast change of firing rate value and slow negative feedback. During phases of dominance the system trajectory moves slowly along a multibranched manifold of bistable states (one population at high activity while the other one is nearly quiescent). Switching of dominance, in the deterministic case, corresponds to reaching a "knee" or fold on the surface and then jumping to the opposite branch (see, for example, Guckenheimer and Holmes 2002) . In the presence of noise the switch points are randomly distributed, on the surface and before the folds. The OSC-SIM border corresponds to a dynamical phase transition, a supercritical Hopf bifurcation (Curtu et al. 2008) . As parameter values are chosen closer to the OSC-SIM border the slow variables range decreases during a phase of dominance (corresponding to overall decrease in oscillation amplitude) and the times between switches become relatively shorter. For a given choice of parameters in this range the noise and therefore randomness in switching points along the slow manifold can lead to a substantial relative variation in the time between switches and hence the CVs will be large. This argument accounts for the CV-relationship in the blue regions, away from the ATT regime. The CVs are relatively low within the OSC regime, for parameter values away from the OSC-SIM boundary, including for parameter values in the yellow region. Here, the system behaves as a noisy relaxation oscillator. This characterization also applies as parameters are tuned from OSC to ATT regions (i.e., crossing the black curve in Fig. 4) , at least for mid-amplitude stimulus strengths. In these yellow areas the CV is relatively low and does not change drastically withT or stimulus strength. Again, this is understood from the effect of noise on the relaxation dynamics. For parameter values just inside the ATT region the noise-free system has a stable steady state (attractor) very close to the knee. One might expect that as parameter values move from the OSC regime toward and into the ATT regime that dominance durations would become substantially longer and that they would have greater variability. However, the effect of noise likely causes the switch points to occur well before the knee and therefore the trajectories do not encounter the slowing effect on a trajectory heading toward the steady state attractor; the CV does not grow substantially in this region. The increase of CV is experienced for parameter values deeper into the ATT region (again, thinking of midamplitude stimuli), say decreasing adaptation strength (upper left panels of Fig. 4 ) when steady states are farther from the knees and closer to the noise-driven jump points. This transition, moving vertically in Fig. 4 panels from the OSC region across the OSC-ATT border is reminiscent of reducing the stimulus strength to a neuron model, from the repetitive firing to resting regime.
It has been shown that in the presence of noise the increase in mean interspike interval (reduced firing rate or probability) is accompanied by an increase in CV (Gutkin and Ermentrout 1998) . While the dynamics are quite different in the competition models (relaxation dynamics for symmetric populations) we see a similar trend as adaptation strength is decreased. On the other hand, our models show the opposite behavior with horizontal parameter paths: moving from outside to inside the ATT region we find that CV decreases whilē T increases.
Competition models: global excitation-local inhibition (GELI) model
We also investigate the behavior of the GELI model, described by Eq. (4). The presence of strong recurrent excitation and nonlinear inhibition that is driven by both pooled and locally recurrent activity as well as by the stimulus makes this model architecturally different from the DIRI model. Despite these differences between the models, however, their dynamics is qualitatively similar. As in the SFA model, depending on the values of the parameters, three regimes of behavior, attractor (ATT), oscillatory (OSC) and simultaneous activities of the populations (SIM), are possible in the GELI model in the absence of noise (Fig. 5(a) ). For this model also, the regions of relevance are small compared with the overall ranges of the parameters where the alternations are possible. While the shape and location of the ROR on the (adaptation strength, input strength) map in the GELI model Fig. 5(b) , (c), and (d) are different from those for the SFA model (Fig. 4(a) ), the observation remains the same: the region in the parameter space where both mean dominance duration and CV are in the experimentally observed ranges is located near the border between the attractor and oscillatory regimes that correspond to alternation behavior.
Correlations between successive dominance durations
Experimentally, no correlations have been found between successive dominance durations (Fox and Herrmann 1967; Levelt 1968; Lehky 1995; Rubin and Hupe 2004) . In the models, however, the presence of adaptation leads to correlations. During a longer dominance of one population, there is more time for the suppressed population to recover, and when the other percept becomes active, it will, on average, remain active longer as well, resulting in positive correlations.
In the limiting case of no noise (σ 1), the switches in dominance are almost completely deterministic, and the successive dominance durations are strongly correlated, yielding correlation coefficients close to the maximum value of 1. In the other extreme, in the case of a noisy attractor model with no adaptation successive dominance durations are independent, yielding a correlation coefficient equal to zero.
We calculate the correlation coefficient, Eq. (7) between successive dominance durations for several sets of the model's parameters for both SFA and SD models (Eqs. (1) and (2)). Figure 6 shows how the correlation coefficient depends on the number of successive dominance duration pairs for SFA (panel (a)) and SD (panel (b)) models. We choose the values of the models' parameters so that the mean dominance durationT and CV values are within experimentally observed ranges (see green-colored regions in Fig. 4) , and both attractor and oscillatory types of behavior are represented. In the SFA model, the values of the noise strength and input are σ = 0.12 and I 1 = I 2 = 0.6. For γ = 0.3 (circles in Fig. 6(a) , the model's behavior is adaptationdriven, or oscillatory, withT = 2.1 s and CV = 0.43; the correlation coefficient reaches 0.27, and correlation becomes significant with p = 0.05 when the number of the successive dominance durations pairs exceeds 100. For γ = 0.1 (diamonds in Fig. 6(a) ), the behavior is noisedriven, or attractor-like, withT = 3.5 s and CV = 0.64; the correlation coefficient reaches 0.12, and correlation becomes significant when the number of pairs exceeds 200. The value of γ = 0.05 (squares in Fig. 6(a) ) is at the border of the experimentally relevant region of the (input strength, adaptation strength) plane in Fig. 4(a) , withT = 4.2 s and CV = 0.77. The correlation value in this case is about 0.03, and a large number of the successive dominance durations pairs, about 3000 (not shown in Fig. 6(a) ), is needed for the correlation to become significant. In the SD model, the values of the noise strength and input are σ = 0.02 and I 1 = I 2 = 0.08. For δ = 0.7 (circles in Fig. 6(b) ), the behavior is depression-driven, or oscillatory, withT = 1.8 s and CV = 0.5; the correlation coefficient reaches 0.28 and becomes significant when the number of successive dominance durations pairs becomes more than 100. For δ = 0.3 (diamonds in Fig. 6(b) ), behavior is noise-driven, or attractorlike, withT = 3.2 s and CV = 0.53; the correlation coefficient is about 0.1, and it becomes significant when the number of pairs exceeds 200.
As expected, the correlation between successive dominance durations decreases as the strength of the slow negative process (spike-frequency adaptation or synaptic depression) decreases, and the system goes from slow process-dominated to noise-driven regime of behavior. In the limiting case without a slow process (γ = 0 for SFA model and δ = 0 for SD model), when only noise governs the alternations, the switches are completely random events, and the successive dominance durations are completely uncorrelated. However, as follows from the diagrams in Fig. 4 , a slow process should always be present in the models, even when the switches are noise-driven, in order to account for experimentally feasible values of mean dominance duration and CV. The models, therefore, predict finite correlation between the successive dominance durations.
Shape of the dominance durations distributions
Dominance duration time series in bistable perception, and in binocular rivalry in particular, are generally compared with gamma distributions (Fox and Herrmann 1967; Levelt 1968; Logothetis et al. 1996) . However, the log-normal distribution has been reported to provide as good or better fit than the gamma distribution for the binocular rivalry data of Lehky (1995) and binocular rivalry and Necker cube data of Zhou et al. (2004) , as well as for the bistable motion of plaids data, as shown by Rubin and Hupe (2004) . Finally, in some cases of Zhou et al. (2004) , the Weibull distribution provides a better fit for the binocular rivalry data. Following Zhou et al. (2004) , we compare our simulated data with all three of the above mentioned distributions, gamma, log-normal, and Weibull. (Note, however, that the number of our simulated data points is at least an order of magnitude more than the number of data points obtained in their experiments.) Figure 7 shows the probability density functions (pdfs) for the data and the best fits in both SFA model (panels (a), (b)) and SD model (panels (c), (d)). The choice of parameters is the same as for the correlation coefficient calculation above, except that the case of γ = 0.05 for the SFA model is not shown. In all four panels, the thick solid line is the gamma pdf, the thin solid line is the lognormal pdf, and dashed line is the Weibull pdf. A lognormal distribution does not seem to be a good fit for any of the presented cases, while a gamma distribution seems to be a better fit for the cases with smaller value of the slow process strength (γ = 0.1 for the SFA model and δ = 0.3 for the SD model), and a Weibull distribution seems to be a better fit for the cases with larger value of the slow process strength (γ = 0.3 for the adaptation and δ = 0.7 for the depression).
In order to determine more precisely from which distribution the simulated data could have arisen, for each set of the simulated data we generated three sets of numbers, drawn from the gamma, log-normal, and Weibull distributions with the same means and standard deviations as the simulated ones. We then performed Kolmogorov-Smirnov goodness-of-fit test between the simulated distributions and these "theoretical" distributions. The null hypothesis of the test is that the theoretical and simulated distributions are the same. We find that this hypothesis can be rejected (at the 5% level) in all four presented cases when the simulated distributions are compared with the lognormal theoretical distribution. For the SFA model with γ = 0.1, the gamma distribution cannot be rejected (significance value p = 0.31), while Weibull (panels c, d) . In all four panels, thick solid line is the best fit gamma distribution pdf, thin solid line is the best fit lognormal distribution pdf, and dashed line is the best fit Weibull distribution pdf. Inserts in each panel are the natural logarithm of the dominance durations histogram, fitted by the straight line at the tail distribution can be rejected ( p = 0.003). The conclusion is opposite for the SFA model with γ = 0.3, the gamma distribution can be rejected ( p < 0.0001) and Weibull distribution cannot be rejected ( p = 0.19). For the SD model with δ = 0.3, both gamma and Weibull fits can be rejected ( p = 0.046 for the gamma and p < 0.0001 for Weibull), but for the SD model with δ = 0.7, while the gamma fit can be rejected ( p < 0.0001), Weibull fit cannot ( p = 0.052).
In the absence of the adaptation process, in the noise-driven attractor models the dominance durations distribution is exponential (Kramers 1940; van Kampen 2001) . Addition of adaptation to the models leads to the elimination of the short dominance durations from the distributions (Moreno-Bote et al. 2007 ). In order to investigate how long dominance durations are affected by the presence of both mechanisms of the perceptual switches, noise and adaptation, we separately analyze the shape of the tails of the simulated data distributions.
The inserts in all panels in Fig. 7 show the natural logarithm of the dominance duration histogram. All four simulated distributions are fitted with a straight line at the tail, where the tail of the distributions is defined as all dominance durations greater than the mean of the distribution plus one standard deviation. As expected, in both SFA and SD models, a straight line is a good fit when the slow process is weak, and the switches are noise-driven (γ = 0.1 for the SFA model, panel (a), and δ = 0.3 for the SD model, panel (c)). Alternatively, when the slow process is strong (γ = 0.3 for the adaptation, panel (b) and δ = 0.7 for the depression, panel (d)), the logarithm of the histogram is a convex curve, indicating that the number of dominance durations decreases faster than exponential when the dominance duration length increases. We note that in all four cases presented in Fig. 7 , the parameters are chosen so that the experimental constraints on the mean dominance duration and CV are satisfied. However, the shape of the tail depends on whether the switches were produced primarily by noise or by an adaptation process.
Discussion
We studied the dynamics of neuronal competition models describing bistable perception phenomena. Two types of architectures were considered, with both noise and adaptation processes included in the models. We identified regions in the models' parameter space where alternations between the two populations' dominance, which represent the switches in perception, are obtained. Within those, we identified the subregions where the statistics of alternations is consistent with the experimentally observed statistics of bistable perception.
Either mechanism, noise or adaptation, if strong enough, can cause the alternations in dominance. We considered models where both processes are present, and showed that a transition between the two types of behavior, can be realized by smoothly changing the parameters of a single model, without changing the architecture of the system or the equations which govern its dynamics.
4.1 Fine-tuning of the system's parameters is needed to reproduce experimentally observed statistics
The regions of parameter space where both mean dominance duration and CV are within the experimentally observed ranges are very small compared with the overall regions where switches occur. These regions of relevance (ROR, green area of the 2-D adaptation/ depression strength-input strength maps in Figs. 4 and 5) lie mostly in the noise-driven, or attractor regime. At the same time, they are always adjacent to the border between the two regimes, and, moreover, a small part of the ROR lies in the oscillator regime. We conclude that in order to produce the statistical characteristics consistent with bistable perception experiments, precise tuning of the system's parameters is necessary. Specifically, the adaptation/depression strength and noise strength are such that these neuronal competition models operate near the border between the noise-driven and adaptation-driven types of alternations. We speculate that this conclusion does not depend on the details of the model, as it has emerged for all models studied here, which differ considerably in architecture and other implementation details (compare Eq. (1) and Eq. (4)). Note that while the relevant parameter region is small, it is not a one-dimensional object in the parameter space. We use the term "finetuning" of the system's parameters to emphasize the specific location of the ROR near the border between the model's regimes; of secondary significance for fine tuning is that the ROR is rather small. Note that on our plots we chose the borders of the region of the relevant CV values to be at 0.4 and 0.8, while the CV values observed in experiments lie between 0.4 and 0.6. We considered this extended CV range for illustration purposes. When the more restrictive range is considered, the region in the (adaptation/depression strength, input strength) space where the constraints for bothT and CV are satisfied decreases in size, mostly at the expense of the part located in the attractorbased regime of alternations. Therefore, the conclusion remains that in order for the neuronal competition models to reproduce experimentally observed statistics, the models' parameters should be fine-tuned so that the system operates at the border between the attractor and oscillatory regimes.
We have utilized mean-field-like firing rate models which enable us to explore and characterize parameter sensitivities of statistical properties. The models are idealized. They represent the effects of heterogeneities in cell properties, synaptic connections, etc. in only a qualitative and averaged sense, say, through the smooth exponential-like foot of the neuronal input-output relation (Wilson and Cowan 1972) . The representation of noise is also averaged; only the noise that is common to all neurons survives. It is certainly conceivable that such sources of variability in cell-based networks models may induce additional robustness and enlarge relevant parameter regions.
4.2 "Release" vs. "escape" in DIRI and GELI models and Levelt's Proposition IV
In a previous study we showed that in deterministic DIRI models described by Eqs. (1) and (2), both with spike-frequency adaptation and synaptic depression, a switch in dominance can occur by either of two mechanisms: "release" or "escape" (Wang and Rinzel 1992; Shpiro et al. 2007) . In release, the accumulating negative feedback to the dominant (active) population overcomes the stimulus. The population's activity drops, and it no longer suppresses the other population, thereby "releasing" it. In escape, the suppressed (inactive) population recovers enough from negative feedback to overcome, or "escape", from the inhibition. The inactive population becomes active, causing the other population to become inhibited. In the release mechanism, the dominance durations grow as the external input to the populations grows, while in the escape mechanism, dominance durations decrease with the increasing input, resulting in the non-monotonic overall dominance vs. stimulus strength dependence (Shpiro et al. 2007; Curtu et al. 2008 ). This non-monotonicity, common to neuronal competition models, is robust also in the presence of noise.
The non-monotonicity of the mean dominance duration vs. stimulus strength relation makes it problematic to apply these models to bi-stable perception phenomena, since experimental evidence suggests that this dependence is strictly monotonic, with the mean dominance durations decreasing with increasing input strength. In contrast, in the GELI model (Eq. (4); Moreno-Bote et al. 2007 ) the mean dominance depends monotonically on the stimulus strength (except for a small region of inputs where the detection threshold behavior is realized, see Moreno-Bote et al. 2007 ). We emphasize, however, that our conclusion that it is the fine interplay between the models' parameters that is responsible for the experimentally observed statistics of dominance durations does not depend on the model's architecture. The models similar to the DIRI model presented here (Eqs. (1) and (2)) are commonly used to describe bi-stable perception (Laing and Chow 2002; Wilson 2003) , as they provide a simple explanation of a switching process, while the GELI model is more complex. In addition, our observations may prove useful in describing other neuronal competition phenomena, such as central pattern generation.
Effects of the relaxation time and inhibition strength
The period of alternations is directly affected by the time scale of the slow negative feedback process. The greater is the adaptation time scale, the longer are the dominance durations, since it takes longer to approach the adaptation threshold necessary for switching without the noise. For very slow adaptation the dominance durations (noise-free case) increase linearly with the adaptation time constant. This dependence is weaker than linear dependence in the presence of noise. If the adaptation time constant τ a is increased, the slower drift toward the adaptation threshold provides more chances for noise to cause a pre-mature switch; the net effect on the duration is not linear in τ a . At the same time, the adaptation time scale has little (if any) effect on the location of the border between the attractor and the oscillator regimes in the (noisefree) models. Therefore, increasing the adaptation time scale shifts the region where the system's behavior is consistent with experiments so that it overlaps more with the oscillator regime of the models, while decreasing the adaptation time scale shifts this region toward the attractor or noise-driven regime. The time scale of adaptation for cortical neurons can be obtained in electrophysiology experiments and is found to be between 0.1 and 10 s (Descalzo et al. 2005; Abbott et al. 1997; Varela et al. 1997) . In our simulations, we varied the adaptation time scale from 0.5 to 3 s, six-fold change, and found approximately a two-fold change in the dominance durations. On the other hand, the CV of the dominance times distributions remained virtually unchanged when the adaptation time scale changed, since the mean dominance time and the standard deviation change together when the time scale of the noise is much faster than the time scale of adaptation. The blue regions in Fig. 4 are little affected by changes in the adaptation time scale, while the yellow regions drift deeper into the oscillator region when the adaptation time scale increases and deeper into the attractor regime when it decreases. Therefore, because of the shapes and locations of these two regions, their overlap (i.e. the region of relevance) remains near the border between the adaptation-driven and noise-driven regimes for alternations. The period of alternations is also affected by the cross-inhibition strength β if the strength of the slow process remains constant (Shpiro et al. 2007; Curtu et al. 2008) . We notice however that since both inhibition strength β and adaptation strength γ enter the input to the gain function in the Eq. (1), (−βu j − γ a i + I i ), changing β changes the value of the adaptation strength for which the ATT-OSC transition happens and for which the transition no longer happens. Increasing β moves the boundary between the attractor and oscillatory regimes toward higher adaptation strength values, because more adaptation is needed to overcome stronger inhibition to get oscillations. Similarly, in the synaptic depression case, the ATT-OSC border is moved toward higher depression strength values when the inhibition strength is bigger. Locations of the relevantT (yellow) and relevant CV (blue) regions are affected by the change of the inhibition strength, but so is the border between the ATT and OSC regimes. We found that the region of relevance remains at the border between the adaptation-driven and noise-driven regimes of alternations.
4.4 The shape of the dominance time distributions constrains the mechanism responsible for alternations
We considered three features of the simulated dominance time distributions, rise, tail, and overall shape of the distribution, in order to asses which mechanism of rhythmogenesis, noise or adaptation, is better suited to account for experimental results. In the models we studied here it is the adaptation process that results in the emergence of the rising part of the distribution. In the purely noisy attractor model without any adaptation process, the dominance time distribution would be exponential. A slow adaptation process acts in a memory-like fashion, making it unlikely to switch just after the preceding switch, thereby eliminating the large number of short durations, smoothing and shifting rightward the distribution's rising portion. The overall shape of the histograms from our simulations are not well described by the log-normal probability density function. This is contrary to the experimental histograms (Lehky 1995; Zhou et al. 2004; Rubin and Hupe 2004) . For the models in the noisedriven regime, the gamma distribution yields a better fit. For the models working in the adaptation-driven regime, a Weibull distribution is a better fit. Aside from one study, (Zhou et al. 2004) we are not aware of other studies that fit the experimental dominance durations distributions with the Weibull distribution. Therefore, we are unable to say, on the basis of these parametric distributions, whether one or the other, noise-or adaptation-driven, competition models described here are better suited to account for the experimentally observed dominance time distributions.
Finally, we analyzed separately the tails of the distributions. In the models, despite the similarity in overall statistics (i.e. the mean dominance duration and the CV being in the experimentally observed ranges), the noise-driven and adaptation-driven models have differently shaped tails. The tails are exponential when noise is the primary source of switching, and decay faster than exponential when the switches are produced by an adaptation mechanism. In perception experiments it is hard to collect, in reasonable time, enough data to analyze the tails of the distributions. Nevertheless, such an analysis may be a useful tool in investigating the role of the noise versus the role of the adaptation in other phenomena described by competition models, such as central pattern generation.
Low correlations between successive dominance
durations support noise-driven alternations A necessary consequence of adaptation is that it produces correlations in the simulated time series of the dominance durations. We show that the correlation coefficient can be as high as 0.25-0.3 for the models operating in the oscillator regime (see also Lehky 1988) . In contrast, for the models operating in the attractor regime the correlation coefficient is about 0.1. Experimentally, long-term correlations of high magnitude between successive dominance durations are not observed. Small positive correlations were shown to exist, and a recent meta-analysis of several data samples has found a statistically significant short-term correlation of 0.1 (van Dam et al. 2007 ; also see Fox and Herrmann 1967; Lehky 1988 Lehky , 1995 . Our results suggest that noisedriven alternations are more likely to produce such small correlations.
Conclusions: finding the balance between noise and adaptation in competition dynamics
Our study focuses attention on the relative roles of adaptation and noise, as contributing factors for producing alternations, irregularly and with statistical properties as observed experimentally. We have found, in several competition models, that alternations are possible over large regions of parameter space but the experimental constraints are satisfied in only a restricted domain, the region of relevance. This region lies primarily in the noise-driven attractor regime. For the region to be reasonably-sized requires adequate noise which in turn causes the region to extend to the boundary with the adaptation-driven regime. We did not find robust examples that mainly favor a noisy adaptation-driven model (i.e., with most of the relevant parameter region in the noise-free oscillator regime). This is because substantial noise must be included to achieve the appropriate CVs, and this leads to alternations which are generally too rapid. Some features of the distribution of dominance durations are also relevant to finding a balance. The distribution's delayed rise supports the need for some adaptation (or some memory-like) mechanism (Moreno-Bote et al. 2007) , while an exponential tail favors the relatively weak adaptation of a noise-driven attractor regime. We expect that our conclusions, although based on our results for specific models, should apply to a class of competition models with relaxation dynamics. The specific nonlinearities and architectures, even the symmetry due to identical units or the number of units, should not preclude generalization. In these models, random occurrence of different states may be realized by the interplay between noise and adaptation, and both noisy, adaptation-driven oscillator and noisedriven attractor regimes are possible. It will be worthwhile to further explore whether the statistics of the time series of state occurrences might be useful in the identification, as in our case, of regions of relevance for particular models. It is tantalizing to wonder if the brain favors, and why so, noise-driven attractor dynamics as our relevant regions suggest in the models considered here.
