Abstract-In this brief, the first-and second-order approximation of the quadruple angle formula (QAF) interpolation methods introduced in the paper by Wang et al. in 2004, are revisited. The limitations of those methods are completely overlooked in the paper. One of the limitations is maximum achievable spurious-free dynamic range (SFDR) of the generated sinusoidal signals, which are significantly overestimated. In this paper, it is mathematically proven that the best achievable spurious-free dynamic ranges using QAF interpolation methods are significantly less than the values given in the paper by Wang et al. Moreover, the corrected and complete digital implementation of the second-order approximation is introduced.
I. INTRODUCTION
Reducing complexity has been one of the major challenges in direct digital frequency synthesizer (DDFS) design [2] . Traditional DDFS systems were designed based on a ROM in which the amplitude of a digitized sine function is stored. This method has several drawbacks including a large chip area and high power consumption [3] . Fig. 1 shows the block diagram of a DDFS, which is comprised of an accumulator, a phase-to-sine amplitude converter and a digital-to-analog converter (DAC) with an output wordlength of D bits. The frequency of the output signal is determined by the following formula: fout = F r 2 W f clk (1) where f out , f clk , F r and W are the output frequency, clock frequency, frequency control word and accumulator truncated wordlength, respectively.
By truncating the accumulator wordlength, (which is L in Fig. 1 ) one can reduce the complexity of the system. This method is necessary in all DDFS designs, however it degrades the spectral purity of the output sinewave. The effect of accumulator wordlength or phase truncation is rigorously studied in [4] , where it is proven that for an infinite output wordlength (no output digitization error) the worst case SFDR, which is defined as the ratio of the fundamental harmonic magnitude (assumed to be equal to one) to the worst spur magnitude (calculated equal to The other source of error in DDFS is the output digitization signal-tonoise ration (SNR) [3] that is determined by To have an appropriate spectral-noise criterion the worst case SFDR should be greater than the digitization SNR, therefore, W > D [5] . In general, the accumulator truncated wordlength is taken such that
The assumption (4) can satisfy both the spectral-noise criterion and the complexity reduction requirement achieved by the phase truncation.
One of the popular methods to reduce the complexity of DDFS systems is polynomial interpolation. Since a sine signal has quarter wave symmetry, only its first quarter needs to be approximated by a polynomial [2] . Several DDFS structures adopted the polynomial interpolation. The second-order polynomial interpolation method was first introduced in [6] . In [7] , a modified second-order polynomial interpolation was introduced to increase the SFDR of the method given in [6] . A comprehensive study about second and third degree polynomial interpolations in DDFS are given in [8] . Moreover, a unified method based on Chebyshev polynomial interpolation was introduced in [9] .
In this brief, the method introduced in [1] is revisited, where a trigonometric quadruple angle formula is used to interpolate the first quadrant of the cosine function. In fact, the proposed method in [1] is the fourth-order polynomial interpolation method that leads us to a ROM-less DDFS. Although the proposed system in [1] has a beautiful inherent structure to produce less complex design, it has a major limitation on its maximum achievable SFDR. Unfortunately, this limitation is completely overlooked by the authors in [1] .
In Section II of this paper, the theoretical limits of the SFDR for both the first-and second-order approximation designs introduced in [1] are calculated. In Section III, some of the issues, which are not correctly addressed in [1] , are explained and corrected. For example, the digital implementation of the second-order approximation is corrected and its block diagram is exhibited.
II. THEORETICAL SFDR LIMITATIONS
The QAF method introduced in [1] is based on the well known trigonometric identity 
By substituting sin() a fourth-order polynomial is obtained that interpolates the first quadrant of cos().
cos (4) 
Since > sin(), the above substitution slightly stretches the approximated curve. In this case. the upper bound of the variable should be adjusted in order to shrink the curve into the desired range. 
To further enhance the accuracy, they found a relationship for the error between (7) and the ideal cosine function and then this relationship is subtracted from (7) to produce the second-order approximation, which is T A2(x) = T A1(x) 0 0:843 75 2 (0:5) 4 T A1(x)(1 0 T A1(x)); 0 x r: (8) The theoretical limits of the SFDR can be obtained using Fourier series. Since the final output is an even signal and it has quarter-phase symmetry, only coefficients of the odd cosine harmonics are nonzero thus 
where f(x) is the output signal of the DDFS whose quarter wave is (7) or (8) and a n is 
By substituting f(x) = T A1(x) in (10) the coefficients a n can be calculated as a n = sin n 
The absolute value of the coefficients a n in (11) are strictly decreasing with respect to n; therefore, the magnitude of the worst spur is ja 3 j and the SFDR of the cosine function interpolated by (7) is SFDR = 20 log a 1 a 3
The SFDR obtained by (12) is the theoretical limit of the first-order approximation (7). To obtain the theoretical limit of the second-order approximation, the same procedure should be followed. The closed form formula for the Fourier series coefficients of the second-order approximation can be obtained by calculating (10) for f(x) = T A2(x). The resultant formula is too complicated and is not shown here. Instead, the values of the odd coefficients up to n = 40 (the even coefficients are zero) are evaluated by MATLAB and the results are shown in Fig. 2 . It is obvious from Fig. 2 that the maximum spur occurs at the fifth harmonic. Thus, the theoretical SFDR limit of the second-order approximation is 90.5 dBc.
III. DISCUSSIONS 1) In Section II, it is theoretically proven that for the first (7) and second-order (8) approximations, the maximum SFDR are, respectively, 41 and 90.5 dBc while in [1] the authors claimed that they are 84 and 130 dBc, respectively. Although there is no di- rect relationship between the SFDR and the maximum amplitude error between the generated and ideal sine wave (E max ), one can use the following rule of thumb to find a good SFDR estimation
Using (13), the SFDR of the first-and second-order approximations can be estimated as 37.3 and 81.9 dBc, corresponding to 13 2 10 03 and 0.8 210 04 , respectively, [1] . Since the SFDR estimates are the pessimistic estimations of the theoretically obtained values, even without theoretical calculations it is easy to see that the SFDR values given in [1] are not correct. 2) For the second-order approximation, the accumulator's truncated wordlength is chosen to be W = 14. Based on (2) the worst SFDR for W = 14 is 84 dBc with infinite output resolution. In this case, since the maximum phase variation is 4 2 3135 the worst-case spur is 20 log(4 2 3135) = 82 dBc, which is even smaller. Therefore, regardless of the aforementioned theoretical limitations, an SFDR value equal to 130 dBc cannot be achieved by this method.
The block diagram of digital implementation of the secondorder approximation (8) is shown in [1, Fig. 10] . Regardless of the incompleteness of that block diagram (it shows only the generation of the first quarter of the cosine signal and the second multiplier should have 10 2 12 not 10 2 10 input bits), MATLAB simulation along with the FFT algorithm show that the SFDR of that system is 76 dBc not 130 dBc. This SFDR is achieved only when the phase accumulator varies between 0 and 3137 not 3135, which occurs because of excessive bit truncations in the system process flow.
To obtain the maximum possible SFDR, the design has to be modified. Generally, the SFDR of the generated sine (cosine) signal, when all of the phase values are cycled through, should dominate the SFDR dictated by the phase truncation (2) and it should be dominated by the digitization SNR (3). Therefore, to achieve the highest possible SFDR, the phase and output wordlengths have to be chosen to approximately satisfy the criterion 6W SFDR 6D + 1:7:
(14) Considering (4) and the maximum theoretical SFDR, which is 90.5 dBc, W = 15 and D = 14 are wise choices. Fig. 3 illustrates the corrected design for the second-order approximation method. The phase accumulator output varies between 0 and 6270. The corrected system is simulated in MATLAB. The FFT calculation shows an SFDR equal to 84.6 dBc, which is the maximum achievable SFDR of the design and it approximately satisfies (14).
3) To prove the high-resolution results, the roots of the first derivative of the error between TA2(x) and the ideal cosine function are graphically evaluated in [1] and it is shown that they coincide with the maximum and the minimum of the error function. Clearly, this statement is true for any continuous and differentiable function [10] and nothing can be concluded regarding the resolution of the system. 4) The authors in [1] claimed that the output resolution of 13 bits that they have achieved is "more accurate than any prior work." However, at least there exists a ROM-less DDFS design whose output resolution is better. The design introduced by Madisetti et al. shows 16 bits output resolution with SFDR better than 100 dBc [11] .
IV. CONCLUSION
The DDFS system based on QAF method, introduced in [1] , whose SFDR is claimed to be 130 dBc, is revisited. It is proven that the theoretical limit of the DDFS design based on QAF method is 90.5 dBc. MATLAB simulation is used to show that the actual SFDR value obtained from the digital implementation of the method given in [1] is 76 dBc not 130 dBc. Finally, the entire design is corrected and it is shown that the practical SFDR achieved by the corrected method is 84.6 dBc.
