Learning nonlinear dynamics of aggregate data is a challenging problem since the full trajectory of each individual is not observable, namely, the individual observed at one time point may not be observed at next time point. One class of existing work investigate such dynamics by requiring complete longitudinal individual-level trajectories. However, in most of the practical applications, the requirement is unrealistic due to technical limitations, experimental costs and/or privacy issues. The other one class of methods learn the dynamics by regarding aggregate behaviour as a stochastic process with/without hidden variable. The performances of such methods may be restricted due to complex dynamics, high dimensions and computation costs. In this paper, we propose a new weak form based framework to study the hidden dynamics of aggregate data via Wasserstein generative adversarial network(WGAN) and Fokker Planck Equation(FPE). Our model fall into the second class of methods with simple structure and computation. We demonstrate our approach in the context of a series of synthetic and real-world datasets.
Introduction
Trajectory data is a kind of data that we are able to acquire the information of each individual all the time. Although sometimes the information of several individuals is missing, we still know how these individuals evolve and their correspondence at different time points. For example, stock price, weather, customer behaviors and most training datasets for computer vision and natural language processing. Unlike complete information of trajectory data, aggregate data is a kind of data that full trajectory of each individual is not available, meaning that there is no guaranteed individual level correspondence, some observed individuals at this time point may be unobserved at next time spot. In aggregate data, we care about the distribution of all individuals together and do not infer the exact information of each individual. For example, bird migration, DNA evolution and transport density.
In most realistic cases, collecting trajectory data is hard due to the privacy issues, technical limitations, time and monetary costs, etc. Aggregate data can be regarded as a random sampling of its according full trajectory data, for example, every time we observe a flock of birds, they are only a "subset" of the whole group and it is almost impossible for us to observe or identify a single bird twice, our goal in such a case is estimating the distribution of the birds flock at different time points.
There are several popular existing models to learn dynamics of aggregate data such as Hidden Markov Model (HMM) (Eddy, 1996) , Kalman Filter (KF) (Harvey, 1990) and Particle Filter (PF) (Djuric et al., 2003) . However, these models and their variants (Langford et al., 2009; Hefny et al., 2015) require full trajectories of each individual, which may not be available as we mentioned earlier. In the work of Hashimoto et al.(2016) , a stochastic differential equation(SDE) was adopted to capture the dynamics of particles directly on observations, in which the drift coefficient is parameterized by a recurrent neural network. Furthermore, Wang et al.(2018) improved HMM by using a SDE to describe the evolving process of hidden states. It should be noted that though the work mentioned above and our method all treat drift coefficient as a neural network, our simpler objective function comes from a weak formulation view and can be naturally combined with WGAN (Arjovsky et al., 2017) . We demonstrate the effectiveness of our model on different dimensional data.
Our method can also be regarded as a data-driven method of solving drift term in SDE and Fokker Planck Equation(FPE), where the latter is a special partial differential equation(PDE) that indicates density evolution. Without knowing analytical form of SDE and FPE, our model is capable of approximating the distribution of samples at different time points. Several methods of solving SDE and FPE (Weinan et al., 2017; Beck et al., 2018; Li et al., 2019) adopt opposite ways to our method, they utilize neural networks to estimate the real distribution P(x, t) with determined drift and diffusion terms. Additionally, in our model, though we treat diffusion term as a constant, it is also straightforward to treat it as a neural network as well, which can be an extension of our work. In conclusion, our contributions are:
• First, we propose a data-driven framework to recover drift function of a SDE.
• Second, our model is a natural connection between WGAN and FPE with the help of weak formulation, we provide a novel way to study SDE by deep learning means.
• Finally, we empirically demonstrate the effectiveness of our framework for learning nonlinear dynamics from aggregate observations on both synthetic and realworld datasets.
To the best of our knowledge, none of the existing methods connect WGAN and FPE in a weak formulation to study the data-driven SDE. We assume the evolving process of individuals satisfies a SDE:
Proposed Method

Problem Definition
this is an Itô process and we use its Euler increment form to give numerical approximation:
where the distribution of X t represents the observation at time point t, dX is the tiny change of x along with time interval dt, g(x, t) is called drift term which drives the dynamics of the SDE, σ is the diffusion term, dW is a stochastic process and N(0, 1) is a standard Gaussian noise.
Our task can be described as: base on the assumption that the data evolves as a Itô process, given a series observations X i , we aim to recover the drift coefficient g(x, t) by deep learning means. For simplicity we treat g(x, t) as a function uncorrelated to time t, namely, g(x, t) = g(x).
Weak Form of Partial Differential Equation
In general, a PDE of the unknown function u(x 1 , x 2 , ..., x n ) takes the form:
F(x, u, Du, u x 1 x 1 , u x 1 x 2 , ..., u x n x n , ...) = 0
where x = (x 1 , x 2 , ..., x n ), Du = (u x 1 , u x 2 , ..., u x n ), F is a function of the independent variable x and the unknown function u and finitely many partial derivatives of u. The equation is called m-th order if the highest order of the derivatives of u in is m. We then multiply both sides of (3) by a test function f ∈ H 1 0 (Ω; R) and the integration on both sides leads to the weak formulation of (3):
where H 1 0 (Ω; R) denote the Sobolev space. If u ∈ H 1 (Ω; R) with possibly nonzero trace satisfies (3) for all f ∈ H 1 0 , then we say u is a weak solution of (4). The first advantage of weak solution is that the strict solution of a PDE requires sufficient regularity of the problem thus may not exist in the classical sense, however the weak solution may exist and provide more advantages of solving PDEs (Zang et al., 2019) . Another advantage is that by writing an integration form, we are able to investigate density in sample level so that machine learning methods could be applied.
Fokker Planck Equation
The density of a solution of SDE in Section 2.1 leads to an important partial differential equation: Fokker Planck Equation.
Lemma 1. Suppose φ(x): R d → R n have a continuous partial time derivative and continuous second partial space derivatives, then the density of φ that satisfies (1) leads to Fokker Planck Equation:
As a linear evolution PDE, FPE describes the evolution of density functions of the stochastic process driven by a SDE. Due to this reason, FPE plays a crucial role in stochastic calculus, statistical physics and modeling (Nelson, 1985; Qi & Majda, 2016; Risken, 1989) . Its importance is also getting more attention among statistic and machine learning community (Liu & Wang, 2016; Pavon et al., 2018; Rezende & Mohamed, 2015) . In this paper, we utilize FPE to depict density evolution of the data, upon that we build our model by connecting FPE and deep learning methods through a weak formulation.
Weak Form of Wasserstein Distance
By Theorem 1, the probability density of observation x, P(x, t), satisfies Fokker Planck Equation:
Suppose the observed samples at time points t m−1 and t m are followingP(x, t m−1 ) andP(x, t m ), we utilize following method to approximate distributionP(x, t m ):
where x is the solution satisfies the SDE and P(x, τ) is the true density of x at time τ.
Then it is natural to compare the difference between two distributionsP(x, t m ) andP(x, t m ). Applying Kantorovich-Rubinstein duality form (Villani, 2008) , the Wasserstein distance betweenP andP is:
for some f whose gradient norm should be less or equal to 1. Notice that X g is generated by g(x) from the initial data X 0 , so above equation can be rewritten as a wasserstein generative adversarial network (WGAN) (Arjovsky et al., 2017; Goodfellow et al., 2014) framework:
The way we deal with E X g ∼P(x,t m ) [ f (X g )] is:
Then the second term on the right is actually a weak form of FPE and f (x) is the test function. This is the reason we call weak form of Wasserstein distance. We use integration by parts to deal with this term, refer the proof of Theorem 1 to see more details.
Theorem 1. Suppose f satisfies ∇ f ≤ 1 and generated data evolves only one step from x t m−1 by (2), define an operator:
then the weak form of Wasserstein distance between real data and generated data at time point t m can be approximated by:
By Theorem 1 we are able to compute the Wasserstein distance between two distributions on two consecutive time points. Different with normal form of Wasserstein distance, we have two extra terms at the end. This is because we consider time-series information that the data is following a dynamic density function, but not a static one as usual.
Wasserstein Distance on Time Series
The next question is that in real cases, it is not easy to observe the data on two consecutive time points, especially when ∆t is really small. To make our model more flexible, we extend our result to followings so that we are able to deal with data on arbitrary time points.
Theorem 2. Suppose f satisfies ∇ f ≤ 1 and generated data evolves multiple steps from any initial data x t m 0 by (2), define the operator:
then for arbitrary n, the weak form of Wasserstein distance between real data and generated data at time point t m n can be approximated by:
Finally we obtain objective function by minimizing the accumulated Wasserstein distance on time-series observations:
We call our algorithm Fokker Planck Process(FPP) which is shown in Algorithm 1.
Implicit Constraint of Drift Function
When dealing with realistic datasets, during training process we expect the predictions are not too far from the ground truth. To achieve that we propose to add some constraints on the drift function(neural network g). Notice that put implicit constraints on drift term can be regarded as an improvement of our model and is a potential direction in the
Algorithm 1 Fokker Planck Process Algorithm
Require: Initialize f θ n , g ω 1: for # training iterations do 2:
for k steps do 3:
For each f n compute:
8:
end for 12:
Update g ω by ∇ ω f n ( − ∆t 2 F n ) 13: end for future work. Within the scope of this paper, we start with adding a distance regularizer to the loss function, then the generated data will be bounded by minimizing the distance regularizer.
Theorem 3. Denote the mean of real data as x mean , suppose the real data and fake data are both bounded by a boundary function b(x) = 0, then the distance between data point x i and b(x) = 0 is approximated by:
where y is the solution of:
if we assume real data evolves inside of a bounded elliptical area, then:
the value of y would be:
where proj σ x is the projection of (x i − x mean ) on principal component σ of the ground truth.
The principal component of ground truth could be found by singular value decomposition(SVD). We expect to minimize the accumulated distance between each data point and the boundary. Our new objective function turns out to be:
The algorithm with implicit constraint on drift function is shown in Algorithm 2. for k steps do 5:
end for 10:
For each f n compute: 11:
end for 15:
Update g ω by ∇ ω f n − ∆t 2 F n + αS n 16: end for
Error Analysis
In this section, we provide an error analysis of our model. Suppose the ground truth of drift function is g r (x), the drift function that we learn from data is g f (x), then original Itô process, Euler evolve process and approximated evolve process are as follows:
Estimating the error between original Itô process and its Euler form can be very complex, here we cite the conclusion from (Milstein & Tretyakov, 2013) and focus more on the error between original form and our model.
Lemma 2. With the same initial X t 0 , if there is a global Lipschitz constant K which satisfies:
|g(x, t) − g(y, t)|≤ K|x − y| then after n steps, the expectation error between Itô process X t n and Euler forward process X r t n is:
Lemma 2 illustrates that the expectation error between original Itô process and its Euler form is not related to total steps n but time step ∆t.
Theorem 4. With the same initial X t 0 , suppose the generalization error of neural network g(x) is ε, for some global Lipschitz constant K:
|g(x) − g(y)|≤ K|x − y| the derivative of g(x) satisfies:
sup g (x) = L then after n steps with step size ∆t = T/n, the expectation error between Itô process X t n and approximated forward process X f t n is bounded by:
Theorem 4 implies that besides time step size ∆t, our expectation error interacts with three factors, generalization error, supremum value of g (x) and total time length. In our experiments, we find the best way to decrease the expectation error is reducing the value of L and n.
Experiments
In this section, we evaluate our model on various types of synthetic and realistic datasets.
Baselines: We compare our model with two recently proposed methods. One model(NN) learns dynamics directly from observations of aggregate data (Hashimoto et al., 2016) . The other one model(LEGEND) learn dynamics with the help of setting hidden variables (Wang et al., 2018) . The baselines in our experiments are two typical representatives that have state-of-the-art performance on learning aggregate data. Furthermore, our model study directly on observations and treat the evolving process of the data as a SDE, which is on the same track with NN. As mentioned before, NN trains its recurrent neural network via optimizing Sinkhorn distance (Cuturi, 2013) , our model starts with a view of weak form of PDE, focuses more on WGAN framework and easier computation.
Synthetic Data
We first evaluate our model on three synthetic datasets generated using three artificial dynamics: Synthetic-1, Synthetic-2 and Synthetic-3.
Experiment Setup: In all synthetic data experiments, we set both of the drift function g and the discriminator f as simple fully-connected networks. The g network has one hidden layer and the f network has three hidden layers. Each layer has 32 nodes for both g and f . The only one activation function we choose is Tanh. Notice that since we need to calculate ∂ 2 f ∂x 2 , the activation function of f must be twice differentiable to avoid weight gradient loss. In terms of training process of g and f we use the Adam optimizer (Kingma & Ba, 2014) with learning rate 10 −4 . Furthermore, we use spectral normalization to realize ∇ f ≤ 1 (Miyato et al., 2018) . We initialize the weights with Xavier initialization (Glorot & Bengio, 2010 ) and train our model by Algorithm 1.
Synthetic-1:
Synthetic-2 and 3:
Here we need to further state more information about G:
In Synthetic-1, this is two dimensional data following simple linear dynamics, where A = [4, 1], B = [−3, −3]. We let ∆t = 0.01, σ = 1, Σ 0 = [(1, 0), (0, 1)]. The data size N=2000, we utilize true x 0 , x 20 and x 200 , sample 1200 data points from each of these three time points as the training set and treat the other 800 data points of each time point as the test set. We predict the distributions of x 50 and x 500 of the test set. In Synthetic-2, this is two dimensional data following complex nonlinear dynamics. We let ∆t = 0.01, σ = 1, Σ 1 = Σ 2 = [(1, 0), (0, 1)], training set size and test set size, we utilize true x 0 , x 3 and x 6 as training set, predict the distributions of x 2 , x 4 and x 10 of the test set. We consider population evolution with three different dimensions: d = 2, d = 6 and d = 10. In each high dimensional case (d = 6, d = 10), to be convenience, we set every two dimensions follow the corresponding dynamics of low dimensional case(d = 2).
Results:We first show the capability of our model for learning hidden dynamics of low-dimensional (d = 2) data. As visualized in Figure 2 , the generated data(blue) almost covers all areas of ground truth(red), which demonstrates that our model is able to precisely learn the dynamics and correctly predict the future distribution of data. We then evaluate three models using Wasserstein distance as error metric for both low-dimensional (d = 2) and high-dimensional (d = 6, 10) data. As reported in Table 1 , our model achieves lower Wasserstein error than the two baseline models in all cases. Additionally, with simpler structure, the training process of our model is easier without much computation time(as shown in Figure 3 (a) and (b) ).
Realistic Data -RNA Sequence of Single Cell
In this section, we evaluate our model on a biology dataset called Single-cell RNA-seq which is typically used for learn- ing the diffusion process where embryonic stem cells differentiate into mature cells (Klein et al., 2015) . The cell population begins to differentiate from embryonic stem cells after the removal of LIF (leukemia inhibitory factor) at day 0 (D0). Single-cell RNA-seq observations are sampled at day 0 (D0), day 2 (D2), day 4 (D4) and day 7 (D7). At each time point, the expression of 24,175 genes of several hundreds cells are measured (933, 303, 683 and 798 cells on D0, D2, D4 and D7 respectively). We focus on the data of cell differentiation for the two chosen makers, i.e., Mt1 and Mt2. In first task we treat gene expression level at D0, D4 and D7 as training data to learn the hiding drift function and predict gene expression level at D2. In second task we train the model by gene expression level at D0, D2 and D4 to predict gene expression level at D7.
Experiment Setup: In realistic dataset, we set both f and g as fully connected three-hidden-layers neural networks, each layer has 64 nodes. The only activation function we choose is Tanh. The other setups of neural networks and training process are almost the same with the ones we use in Synthetic data, except that we train our model by Algorithm 2. Notice that in realistic case, ∆t and T/∆t become hyperparameters, here we choose ∆t = 0.05, T/∆t = 30, which means the data evolves 10∆t from D0 to D2 , then 10∆t from D2 to D4 and finally 15∆t from D4 to D7. For preprocessing, we apply standard normalization procedures ( Hicks et al., 2015) to correct batch effects and use nonnegative matrix factorization to impute missing expression levels (Hashimoto et al., 2016; Wang et al., 2018) .
Results: As shown in Table 1 , when compared to other baselines, our model achieves lower Wasserstein error on both Mt1 and Mt2 data, which proves that our model is capable of learning the hidden drift term that governs dynamics and the evolve process of the two studied gene expressions. In Figure 3 (c) to (f), we visualized the predicted distributions of the two genes. When compared to the baseline models, the distributions of Mt1 and Mt2 predicted by our model (curves in blue) are closer to the true distributions (curves in red) on both D2 and D7. Furthermore, our model precisely indicates the correlations between Mt1 and Mt2, as shown in Figure 3 (g) and (h), which also demonstrates the effectiveness of our model since closer to the true correlation represents better performance.
Conclusion
In this paper, we formulate a novel data-driven model to learn the drift term in a SDE. In particular, our work shows one can model aggregate observations as an Itô process and derives a new framework that employs Fokker Planck Equation with WGAN in a weak formulation. We also establish theoretical guarantees on the error estimation of our model. Finally we demonstrate through multiple synthetic datasets and a real Single-cell RNA-sequence dataset that our model performs well in different dimensional settings.
A. Proofs
A.1. Proof of Theorem 1 Lemma A.1. Suppose φ(x): R d → R n have a continuous partial time derivative and continuous second partial space derivatives, then the density of φ that satisfies (1) leads to Fokker Planck Equation:
Proof. This result has been widely proved, here we just give a simple sketch of proof. Suppose φ(x, t) is a solution of (1), by Itô formula we have:
Let ∂φ ∂t = 0, then we take expectation on both sides:
Use integration by parts on right side and consider P(∞, t) = 0, we have:
Finally we have 1-dimensional form of Fokker Planck Equation:
We extend 1-dimensional form to multi-dimensional form to get proof done.
Theorem A.1. Suppose f satisfies ∇ f ≤ 1 and generated data evolves only one step from x t m−1 by (2), define an operator:
Proof. Suppose x (k) t m and x (k) t m−1 are our observed samples at t m and t m−1 respectively, then expectations could be approximated by observed samples and generated data:
Then for the second term I above, it is difficult to calculate directly, but we can use integration by parts to rewrite I as:
To approximate the integral from t m−1 to t m , we adopt an average method between two endpoints, then we could rewrite the expectation in Equation (16) as:
Put (13), (15) and (18) together to finish the proof.
A.2. Proof of Theorem 2
Theorem A.2. Suppose f satisfies ∇ f ≤ 1 and generated data evolves multiple steps from any initial data x t m 0 by (2), define the operator:
Proof. Given initial x t m 0 and an updated g(x), we generate x t m 1 , x t m 2 , x t m 3 ... x t mn sequentially by (2). Then the expectations can be rewritten as:
which is:
Put (13) where proj σ x is the projection of (x i − x mean ) on principal component σ of the data.
Proof. By Singular Value Decomposition, we know singular value σ and principal component vector v, then the projection of (x i − x mean ) on d th principal component can be written as:
Consider x i − x mean intersects b(x) = 0 at x i , then we have: 
Finally the value of y and the distance will be:
