In this paper, a joint multi-context and multiscale (JMCMS) approach to Bayesian image segmentation is proposed. In addition to the multiscale framework, the JMCMS applies multiple context models to jointly use their distinct advantages, and we use a heuristic multi-stage problem solving technique to estimate sequential maximum a posteriori of the JMCMS. The segmentation results on both synthetic mosaics and remotely sensed images show that the proposed JMCMS improves the classi cation accuracy, and in particular, boundary localization and detection over the methods using a single context at the comparable computational complexity.
Introduction
Image segmentation is usually an important issue prior to the manipulation of remotely sensed images, such as multispectral SPOT images, aerial photos and synthetic aperture radar (SAR) images. Bayesian approaches to image segmentation have been proven e cient to integrate both image features and prior contextual properties, where maximum a posteriori (MAP) estimation is usually involved. In 1, 2], Markov random eld (MRF) was developed to model contextual behavior of image data, and Bayesian segmentation becomes the MAP estimate of the unknown MRF from the observed data. Since the MRF model usually favors the formation of large uniformly classi ed regions, it may over-smooth the texture boundaries and wipe o small isolated areas. Moreover, the non-causal dependence structure of MRF's typically results in the high computational complexity.
To reduce the computational complexity and improve the classi cation accuracy, researchers proposed multiscale techniques which apply contextual behavior in the coarser scale to guide the decision in the ner scale and retain the underlying MRF model in each xed scale, e.g. 3, 4] . In particular, in 4], Markovian dependencies are assumed across scales to capture interscale dependencies of multiscale class labels with a causal MRF structure, so that a non-iterative segmentation algorithm was developed where a sequential MAP (SMAP) estimator replaces the MAP estimator. Similarly, in 5, 6 ], a trainable multiscale context model was introduced to characterize complex aspects of both local and global contextual behavior. As a unique feature, the segmentation method in 6] can be trained o -line for speci c applications by providing examples of images and their ground truth segmentations, so that the segmentation can be e ciently accomplished via the trained context model parameters. In 7] , an e cient multiscale context model was proposed to implement the interscale fusion of multiscale classication results, where the context model can be trained on-line from the image to be segmented. The tailored context model parameters provide robust segmentation results at the cost of the increased computational complexity. These multiscale segmentation algorithms adopt SMAP estimators and mainly consider interscale dependencies of multiscale class labels by assuming Markovian dependencies across scales, and intrascale dependencies are not considered due to the fact that the non-causal structure usually requires the extra iterative training process. However, in this work, we nd that the characterization of intrascale dependencies is useful for boundary localization and detection of textured regions in the multiscale Bayesian segmentation. Context-based classi cation using two dimensional hidden Markov models (2-D HMMs) have been developed in 8, 9] , where a second-order Markov mesh was used to overcome the over-localization of traditional block-based segmentation algorithms. Particularly, the multiscale extension of the 2-D HMM in 9] was developed in 10], where interscale and intrascale dependencies of multiscale feature vectors can be balanced exibly by assuming multiple Markov meshes in scales and Markov chains across scales simultaneously. In some other algorithms, the class labels are assumed to be dependent on both the same scale and the adjacent ner and coarser scales, such as the 3-D MRF used in 11, 12] . In one word, the characterization of statistical dependencies of multiscale features or class labels plays an important role in multiscale Bayesian segmentation methods, which are found useful in many remote sensing applications, including multispectral SPOT images, aerial photos, and SAR images.
Previous works on the context-based Bayesian segmentation are mainly focused on the design of context models and the SMAP estimation 4, 5, 6, 7] . It was shown that the sophisticated context models and the robust SMAP estimate can improve the segmentation performance. However, it was also stated that the exact SMAP estimate for complicated context models is hard to obtain. On the other hand, a single context model is unable to provide high accuracies of both texture classi cation and boundary localization, simultaneously, which are two con icting criteria in the context design. However, for certain applications, it is important to be able to accurately locate boundaries of textured regions in remotely sensed images 13] . A number of speci c techniques were proposed to address this issue, such as boundary re nement in 14, 15, 16] , boundary localization in 17, 13], decision integration in 18], and joint texture and shape analysis in 19], etc. In this paper, we demonstrate that boundary localization and detection can also be improved by using intrascale and hybrid inter and intra scale context models in addition to interscale ones in the multiscale Bayesian segmentation.
In this work, we study the contextual modeling of multiscale class labels in terms of the characterization of interscale and intrascale dependencies, and the segmentation performance as well. Speci cally, we show that the structure of a context model is closely related to the segmentation results in terms of accuracies of texture classi cation, boundary localization, and boundary detection. It is also pointed out that multiple context models of distinct advantages can be jointly used to warrant good segmentation results in both homogeneous regions and texture boundaries. Consequently, we develop a joint multi-context and multiscale (JMCMS) approach to Bayesian segmentation which can be formulated as a multi-objective optimization, in contrary to the single objective optimization involved in 4, 5, 6, 7] where a single context model is used. To estimate the SMAP with respect to multiple context models in the JMCMS, we use the heuristic multi-stage problem solving technique in 20]. The proposed JMCMS is applied to the segmentations of synthetic mosaics and remotely sensed images, including aerial photos and SAR images. The simulation results show that the proposed JMCMS outperforms the methods using a single context model, e.g. 7] , by improving accuracies of texture classi cation, boundary localization and detection at the comparable computational cost.
Joint Multi-context and Multiscale Approach
We now brie y review the multiscale Bayesian segmentation approaches discussed in 4, 5, 6, 7].
Multiscale Bayesian Segmentation
To keep consistence, we adopt the notation in 4]. Given a random eld Y , we need to accurately estimate the pixel label in X where each label speci es one of N c possible classes. 1 With certain assumptions of prior distributions, Bayesian estimators attempt to minimize the average cost of an erroneous segmentation, as shown in the following optimization problem,
where C (X; x) is the cost of estimating the true segmentation, X . The MAP estimate is the solution of (1), if we use the cost functional of C MAP (X; x) = 1 whenever any pixel is incorrectly classi ed. In other words, the MAP estimator aims at maximizing the probability that all pixels will be correctly classi ed. It is known that the MAP estimator is excessively conservative. Therefore, multiscale Bayesian segmentation was proposed in 4], where an alternative cost function, called sequential MAP (SMAP) cost function, C SMAP (X; x), was introduced by proportionally summing up the segmentation errors from multiple scales together. The SMAP estimator aims at minimizing the spatial size of errors, resulting in more desirable segmentation results with lower computational complexity than the MAP estimator. The multiscale image model proposed in 4] is composed of a series of random elds at multiple scales. 1 In this paper, upper case letters denote random variables, the lower case denotes their realizations.
Each scale has a random eld of image feature vectors, Y (n) , and a random eld of class labels, X (n) .
We denote an individual sample at scale n by y (n) s and x (n) s , where s is the position in a 2-D lattice S (n) . Since it is assumed that Markovian dependencies exist across scales, the SMAP recursion can be computed in the fashion of coarse-to-ne as follows,
The two terms in (2) are the likelihood function of the image feature y (n) and the context-based prior knowledge from the next coarser scale, respectively. Speci cally, the quadtree pyramid was developed in 4] to capture interscale dependencies of multiscale class labels regarding the latter part of (2). Thanks to the multiscale embedded structure, the quadtree model allows the e cient recursive computation of likelihood functions of multiscale image features, i.e., the former part of (2), but it also results in discontinuous texture boundaries due to the fact that spatially adjacent samples may not have common parent sample at the next coarser scale. Therefore, a more generalized pyramid graph model was introduced in 4] where each sample has more parent samples in the next coarser scale. However, this pyramid graph also complicates the computation of likelihood functions, and the ne-to-coarse recursion of (2) has to be solved approximately. Based on the same framework, a trainable context model for multiscale Bayesian segmentation was proposed in 5, 6] , where x (n) s is assumed to be only dependent on x (n) @s , a set of neighboring samples (5 5) at the coarser scale, and @s S (n+1) denotes a 5 5 window of samples at scale n + 1. The behavior of this simpli ed contextual structure can be trained o -line by providing image data and corresponding ground truth segmentations. To achieve su cient knowledge for the robust segmentation, we need a considerable amount of training data. Then the segmentation can be accomplished e ciently via a single ne-to-coarse-to-ne iteration through the pyramid.
A distinct context-based Bayesian segmentation algorithm was proposed in 7] where the context model is characterized by a context vector v (n) derived from a set of neighboring samples (3 3) in the coarser scale. It is assumed that, given y (n) s , its context vector v (n) s = fx (n) }s ; x (n) s g can provide supplementary information regarding x (n) s , where x (n) }s denotes the class label of the parent sample and x (n) s the dominant class label of the 3 3 samples at the coarser scale. Both }s S (n+1) , the position of the parent sample, and`s S (n+1) , a 3 3 window centered at }s, are at scale n + 1. So given v (n) s , x (n) s is independent with all other class labels. In particular, the contextual prior p x (n) jv (n) (cju) is involved in the SMAP estimation which has the same purpose as the latter term in (2) , and it can be estimated by maximizing the following context-based mixture model likelihood as,
where the likelihood function f (y (n) jx (n) = c) is computed by using the wavelet-domain hidden Markov tree (HMT) proposed in 21]. An iterative Expectation Maximization (EM) training algorithm was developed in 7] to approach the above problem. In practice, p x (n) jv (n) (cju) is speci ed indirectly by fp x (n) (c); p v (n) jx (n) (ujc)g using the Bayes rule, and the SMAP estimate is obtained bŷ
where
The context-based Bayesian segmentation approaches 4, 5, 6, 7] have been applied to multispectral SPOT images, document images, and aerial photos, etc. It was found that segmentation results in homogeneous regions are usually better than those around texture boundaries. This is mainly owing to the fact that the context models used in those approaches mainly captures interscale dependencies and encourages the formation of large uniformly classi ed regions with less consideration on texture boundaries. To improve the segmentation results in both homogeneous regions and texture boundaries simultaneously, we discuss two questions in this work. (i) What are the characteristics of context models of di erent structures in terms of their segmentation results? (ii) How can multiple context models of distinct advantages be integrated to implement the Bayesian segmentation? To answer the rst question, we apply a set of numerical criteria to quantify the segmentation performance, and we conduct experiments on a set of synthetic mosaics to quantitatively analyze context models. Based on experimental results and empirical analysis, we then propose a joint multi-context and multiscale (JMCMS) approach to Bayesian segmentation which is formulated as a multi-objective optimization problem. We use the multi-stage problem solving technique in 20] to estimate SMAP of the JMCMS.
Analysis of Context Models
Given a sample x (n) s , its contextual information may come from some \neighbors" in the spatial and/or scale spaces. Then we naturally have three non-overlapped contextual sources as P = x (n) }s , N P = x (n) s , and N = x (n) s , where`s is the 3 3 window centered at }s and excluding }s at scale n + 1, and~s is the 3 3 window centered at s and excluding s at scale n. Speci cally, P is the class label of }s, and P N and N are dominant class labels of`s and~s, respectively. Other contextual sources could be possible, but we believe P , N P and N are the most important ones, since they are the nearest to The ve context models are also as shown in Fig. 1 , among which Context-1 and Context-2 are interscale context models which are similar to those used in 5, 6, 7] to encourage the formation of large uniformly classi ed regions. Context-5 is often used in the MRF literature to ensure the local homogeneous labeling with high sensitivity to boundaries. Context-3 and Context-4 are hybrid inter and intra scale context models which have the similar characteristics with those used in 10, 11, 12] .
We anticipate that those context models have distinct e ects on the segmentation performance in terms of texture classi cation, boundary localization, and boundary detection. To study their characteristics, we use three numerical criteria to quantify the segmentation performance. Speci cally, P a is the percentage of pixels which are correctly classi ed, showing accuracy, P b the percentage of boundaries that coincide with the true ones, showing speci city, and P c the percentage of true boundaries that can be detected, showing sensitivity. Since the ground truth segmentations of real data are usually not available, we conduct segmentation experiments on 10 synthetic mosaics, as shown in Fig. 2 . For each context, we perform the pixel-level context-based segmentation on the 10 mosaics using the supervised segmentation algorithm in 7]. 2 Then P a , P b and P c are averaged over 10 trials and shown in Table 1 . The pyramid representation is obtained by recursively dividing an image into four blocks of the same size, and pixels are appended to the nest scale of the pyramid as the smallest blocks. The probability density function of the pixel intensity is used as the pixel-level feature in this work. The same as that in 7], the initialization of the EM algorithm is set in the coarse-to-ne fashion, i.e., the training result of the coarser scale is used as the initialization of the ner scale. A good segmentation requires high P a , P b , and P c . Even though P a is usually the most important one, high P b and P c provide more desirable segmentation results with high accuracies of boundary localization and detection. From Table 1 , it is found that none of ve context models can work well singly. As we anticipate, they have di erent strengths on segmentation results. For example, Context-2 has the best P a but the worst P c . This fact experimentally veri es that the context models used in 5, 6, 7] are good choices in terms of P a . Context-5 is the strongest in P c but the weakest in P a . Context-3 gives the highest P b , but P a and P c su er. These observations are almost completely consistent in each trial. We see that the context structure has a close relation to the segmentation performance in terms of P a , P b , and P c . Intuitively speaking, interscale context models, e.g. Context-1 and Context-2, favor P a by encouraging the formation of large uniformly classi ed regions across scales of the pyramid. The intrascale context model Context-5 helps P c by being sensitive to boundaries within a scale. As a hybrid context model, Context-3 provides the best P b by appropriately balancing both interscale and intrascale dependencies into the MAP estimation. Hereby, a natural idea is to integrate multiple context models to achieve high P a , P b , and P c simultaneously.
JMCMS Approach
Generally speaking, given y = fy (n) jn = 1; 2; :::; Lg the collection of multiscale random elds for an image Y , a context model V is used to simplify the characterization of the joint statistics of y with the local contextual modeling. Thus, given di erent context models, we can have di erent statistical characterizations of y. Accordingly, we may have di erent Bayesian segmentation results. For example, the quad-tree pyramid in 4] and the interscale context models in 5, 6, 7] emphasize the homogeneity of the labeling across scales, and the segmentation results tend to be composed of large uniformly classi ed regions. However, those context models cannot provide high accuracies of boundary localization and detection due to their limitations on boundary characterization. Similar to the multiscale image modeling in 10, 11, 12] , intrascale or hybrid inter and intra scale context models can be used to achieve more accurate contextual modeling around boundaries, e.g. Context-3, Context-4, and Context-5. Hence, y can be represented as multiple (Z) copies and each copy is characterized by a distinct context model, i.e. fy z jz = 1; 2; :::; Z g. Since di erent context models provide di erent multiscale modeling, leading to distinct results in terms of P a , P b , and P c , we propose a joint multi-context and multiscale (JMCMS) approach to Bayesian segmentation, which reformulates (1) as a multi-objective optimization as, x = arg max x E C SMAP (X; x)jY = y 1 ]; . . .
x = arg max x E C SMAP (X; x)jY = y Z ]: The multi-objective problem in (7) is analogous to the multiple criteria of P a , P b , and P c , and it can be approached by a heuristic algorithm called the multi-stage problem solving technique in 20]. In other words, the problem in (7) can be broken into multiple stages, and the solution of a stage de nes the constraints on the latter stage. Thus (7) can be solved based on multiple context models individually and sequentially. The proposed JMCMS scheme can be widely applied to other multiscale Bayesian segmentation methods that use di erent texture models 2, 24], or texture features 25, 26] .
In this work, we particularly adopt the supervised segmentation algorithm in 7] to implement a single context-based Bayesian segmentation where HMT model parameters of textures are trained from texture samples prior to the segmentation using the training algorithm in 21]. Since the EM training of contextual prior is involved in 7], the JMCMS requires multiple maximizations of the context-based mixture model likelihood functions in (5) all of which are derived from di erent context models. Since the EM algorithm in 7] only provides the local optimal solution, the initialization of the EM training algorithm is critical to the estimation of contextual prior. In this work, we develop a speci c fashion of context ordering where an interscale context is followed by a hybrid one, and an intrascale context is nally used to warrant the high P a , P b , and P c , respectively and sequentially. Hence, the method of contextual information propagation in the JMCMS is similar to the coarse-to-ne fashion in most multiscale segmentation algorithms. Then the EM training algorithm is performed individually and sequentially for multiple context models, and the training result of posterior probabilities in (5) of the former context model is used to compute the initial contextual prior of the latter context model, and so on. The SMAP estimation in (4) is only applied to the nal stage where all context models in the JMCMS have been gone through. An important issue that should be addressed here is the determination of context vectors during the EM training process. Especially, the causal interscale context models, e.g. 
JMCMS Approach to Bayesian Image Segmentation
Step 1. Set n = L ? 1, starting from the next to coarsest scale;
Step 2. Set z = 1, starting from the rst context model V 1 ;
Step 3. Set p = 0, and initialize fp x (n) (c); p v (n) jx (n) (ujv)g and context vectors v (n) ;
Step 4. Expectation (E) Step, as de ned in (5);
Step 5. If context model V z is non-causal, update v (n) ; else continue;
Step 6. Maximization (M) Step 7] , update contextual prior as
Step 7. Set p = p + 1. If converged (or p = N p ), then stop; else go to 4;
Step 8. Set z = z + 1. If z > Z , then stop; else use context X z and go to 3;
Step 9. Set n = n ? 1. If n < 0, then stop; else go to 2;
Step 10. arg max c2f1;:::;Ncg p x (0) jv (0) ;y (0) (cjv (0) ; y (0) ) attains the pixel-level segmentation.
In practice, Z = 3 is found su cient for the 10 mosaics in Fig. 2 , and Z > 3 doesn't help much in terms of P a , P b , and P c . We also found that the JMCMS of Context-2-3-5, i.e. V 1 =Context-2, V 2 =Context-3, and V 3 =Context-5, is the numerically best setting for the 10 mosaics regarding the three criteria, and it is almost completely consistent in each trial. This result is identical to the empirical design of the JMCMS about context ordering. It is worth noting that the JMCMS of Context-2-3-5 may not be the universally optimal design, and we have the exibility to design the tailored JMCMS for a speci c application. As an alternative, some sophisticated methods of selecting di erent contexts in a spatially adaptive fashion could be developed to improve the segmentation results. However, since the contextual prior is trained by the EM algorithm which needs su cient data, the spatially adaptive context selection faces the di culty of the robust prior estimation. The generally designed JMCMS has good robustness and adaptability to various data and boundary shapes, as shown latter.
Simulation Results
Here we test the proposed JMCMS approach of Context-2-3-5 (Z = 3) on both synthetic mosaics and remotely sensed images. For comparison, we also study the segmentation algorithm in 7] where only Context-2 (Z = 1) is used. We x total iteration numbers of two methods to be the same e.g., N p Z = 30. Thus they have the similar computational complexity, and the execution time is about 20-30 seconds for 256 256 images (N c = 2; 3; 4) on a Pentium-II 400 computer. We rst show the simulation results of the ve mosaics in Fig. 3 , and average improvements on P a , P b , and P c , are 2%, 37%, and 22%, respectively, for the 10 mosaics. Though Context-2 in 7] provides generally good segmentation results in homogeneous regions, the texture boundaries cannot be well localized and detected, i.e. low P b and P c . This is the major shortcoming of most multiscale segmentation approaches where interscale context models are used, e.g. 4, 5, 6] . However, the proposed JMCMS can overcome this limitation. In particular, there are two observations in Fig. 3 . Firstly, accuracies of boundary localization and boundary detection are signi cantly improved with much smoother texture boundaries, as shown by P b and P c . Secondly, the classi cation accuracy in homogeneous regions is also improved by reducing mis-classi ed and isolated pixels, as shown by P a . These improvements are owing to multiple context models used in the JMCMS, where contextual information is propagated both across scales and via multiple context models to warrant good segmentation results in terms of P a , P b and P c . One may argue that the simple morphological operations can also provide smoother boundary localization. However, there are two limitations in the morphological operation for post-processing segmentation maps. One is that it cannot deal with errors of large size, as those appear in Fig. 3(d) . The other is that it may wipe o some small isolated targets which are useful in the real data segmentation, as shown in the following. We also conduct experiments on remotely sensed images, including aerial photos and SAR images, as shown in Fig. 4 and Fig. 5 . Texture models are rst trained on the texture samples which are manually extracted from original images (512 512, 8bpp). We can see the improvements of the JMCMS over the method in 7] using Context-2. The accuracies of texture classi cation, boundary localization, and boundary detection are improved. Meanwhile, the small targets are kept in the segmentation map, as shown in Fig. 4(f) . On the other hand, we expect that the segmentation performance can be further improved by using more accurate texture models or texture features. As said before, the JMCMS approach can be applied to other Bayesian segmentation algorithms using di erent texture models or features which are suitable for characterizing the texture information in remotely sensed images. 
Conclusions
A joint multi-context and multiscale (JMCMS) approach to Bayesian image segmentation has been proposed to accumulate contextual behavior both across scales and via multiple context models. The JMCMS can be formulated as a multi-objective optimization and approached by the heuristic multistage problem solving technique. The proposed JMCMS have been applied to synthetic mosaics and remotely sensed images, including aerial photos and SAR images. Simulation results show that the JMCMS improves the accuracies of texture classi cation, and in particular, boundary localization and boundary detection. Meanwhile, small targets are kept in the segmentation maps. There could be two research topics in the future development of the proposed JMCMS approach. One is using application-oriented texture models or features for the multiscale Bayesian segmentation. The other is extending the JMCMS to the unsupervised segmentation which is more practical in many cases. It is expected that the exible design of the JMCMS approach applies to various applications.
