Abstract
Introduction
The great success of personal communications which has been achieved in the last few years has favoured the capillary deployment of wireless networks. With respect to this, a great effort is currently being made to develop the so-called third-generation radio systems, like IMT-2000 (formerly known as FPLMTS) [1] and UMTS [2] , being standardized by the ITU and the ETSI, respectively. Both systems aim at supporting a wide range of services by integrating the full connectivity of wired broadband networks with the global mobility coverage provided by wireless access environments. In these systems the need for better exploitation of the limited bandwidth in the air interface is stimulating the increasing adoption of efficient speech coding techniques providing high perceptive quality [3] [4] .
A new generation of cost-effective digital signal processing algorithms has led to the development of several Constant Bit Rate (CBR) speech coding standards, such as ITU-T Rec. G. 728 (16 kbit/s LD-CELP) and ITU-T Rec. G. 729 (8 kbit/s CS-ACELP and its extension to 12 kbit/s), for highquality wired communications, and the ETSI standards for the European GSM digital cellular system, mainly the 6.5-kbit/s Half-Rate and the new 13-kbit/s Enhanced Full-Rate [3] [4] [5] [6] speech coding schemes. All these new-generation coders, as well as the object-oriented speech coding schemes to be used in the near future in the ISO/MPEG-4 standard [7] [8] , use the linear predictivebased analysis-by-synthesis coding technique which is commonly known as Code Excited Linear Prediction (CELP) coding [9] . To improve the efficiency of transmission systems, these speech coders are expected to be applied in conjunction with DSI (Digital Speech Interpolation) devices [10] , more recently indicated as VADs (Voice Activity Detectors) [3] . In this case, CBR source coding is used during the talkspurt periods whilst no packets are transmitted during silence periods; so the resulting source emits Variable Bit Rate (VBR) traffic and, an the receiver side, a comfort noise algorithm is used to reconstruct the background noise during the inactivity periods [5] .
Although the approach based on DSI has been widely and successfully applied to several types of digital circuit multiplication equipment (DCME), voice storage and packetized voice networks, the emerging request for the prevision of high-quality personal communication services able to support integrated multimedia applications has recently stimulated investigation into more efficient VBR speech compression algorithms based on multimode coding [3] [11] [12] , such as the so-called Variable Rate CELP (VR-CELP), recently proposed for adoption in UMTS systems [13] . A multimode VBR coder typically improves the spectral efficiency by exploiting, not only the silence periods, but also the diverse characteristics of the speech waveform. Moreover, it takes into account the different peculiarities of background noise, thus allowing an improvement in signal reconstruction as compared to simple comfort noise systems. Finally, multimode VBR coding provides greater system versatility as it allows the quality and bit rate to be controlled according to the user's requirements, the conditions of the communication channel and the network load [12] [13] .
On the basis of these considerations, multimode VBR speech coding today appears as the most promising coding approach for the integration of voice in the service scenarios foreseen for thirdgeneration radio systems, where the integration of broadband networks and personal communications technologies will provide users with a multimedia wireless/wired communication environment.
It can easily be foreseen that, in the near future, convergence of the above technologies will eventually take place, even though this is not a costless challenge, at least in the initial stage of its evolution. In fact, despite the advent of the Internet, the increasing demand for distributed multimedia services in the last few years has favoured the use of ATM as a basic technology in broadband networks. ATM will be gradually introduced into mobile systems and it will eventually replace the STM-based technology of traditional transit networks where PCM coding is widely used today [14] [15] . In this scenario, therefore, although transcoding between VBR and PCM in all radio parts of the core network will be required as long as the traditional way of implementing voice services through 64 kbit/s PCM encoded signals transported by timeslot-based networks is dominant, this cost is going to be broken down in the long term, as penetration of ATM increases.
Furthermore, even in the short term, transcoding can effectively be bypassed in specific domains like wireless ATM networks or user access environments with a huge presence of localized traffic [15] . As the above scenario can be realistically foreseen in the near future, it is crucial to analyze the impact of multimode VBR speech coding on the quality of service provided by a wireless/wired ATM network.
The main target of this paper is to introduce an accurate analytical framework allowing network designers to evaluate the applicability and performance effectiveness of multimode vocoders in an ATM-based environment.
To this aim, we address a UMTS scenario where a number of mobile users, in order to better exploit the narrow bandwidth at the air interface, use a multimode vocoder to send voice information to a base station which is connected to the wired network through an ATM link. More specifically we assume that each mobile user uses a VR-CELP coder. This coder presents seven operating modes: during the talkspurt periods the VR-CELP source emits packets with five different bit rates, whereas during inactivity periods it generates packets with two different low-bit-rate levels according to whether the background noise is stationary or not. As a result, the output bit rate ranges from 0.4 kbit/s to 16 kbit/s. According to the selected coding mode, therefore, each speech source emits a variable number of packets every 10 ms, as indicated in the VR-CELP specification [13] ; in our scenario, we chose a fixed 8-bits packet length so that the maximum packetization delay is 20 ms, even in the case of the lowest bit rate. We also assume that, in order to exploit the output ATM link capacity, in the base station a number of packets carrying voice signals of different calls for the same destination is multiplexed to be conveyed in the same ATM cell payload [15] [16] .
In order to study the effect of speech coding schemes on the network performance, a key issue is the availability of a very accurate source model which is able to capture the coder output characteristics.
A traditional analytical model for voice traffic generated using a DSI was proposed in [17] [18] . It is based on the observation that the DSI output has ON-OFF features, with the ON and OFF periods exponentially distributed. Recently, in [19] a slightly more sophisticated ON-OFF model was proposed for the voice traffic generated during a telephone conversation in a wireless environment.
In this model two different types of pauses were considered: short speaking pauses, which occur between words and syllables, and long speaking pauses, which occur when one party is silent and listening to the other party. Unfortunately, the above ON-OFF models are inappropriate to capture multimode VBR voice sources accurately, because they do not reproduce the changes in the local characteristics of both active and inactive speech periods.
In this paper we propose to model a VR-CELP voice source by using a switched batch Bernoulli process (SBBP) [20] , which is a discrete-time Markov-based process. More specifically, after a brief introduction to VR-CELP coding in Section 2, in Section 3 we show how to design the source model by means of either a nine-state SBBP process ( M P ( ) ), or a four-state SBBP process ( M V ( ) ), or a three-state one ( M A ( ) ). Then, in the same section, we compare the three models in terms of the loss probability and delay jitter suffered in a multiplexer connected to an ATM link, and discuss their applicability and the approximation they introduce. To this aim, we calculate the transition and emission probabilities of the three models by measuring the parameters directly from a real trace, so as to be able to compare the behavior of the proposed models against the real trace performance via simulation. As a result, in the rest of the paper we focus on the M V ( ) model which represents the best trade-off between accuracy and simplicity. In order to provide an analytical framework allowing performance evaluation of the network scenario we address, in Section 4 we identify which parameters really characterize the M V ( ) model and show how to derive them from a real source. In Sections 5 and 6 we discuss a solution for the discrete-time queueing system modeling a multiplexer loaded by a number of VR-CELP sources and derive the quality of service (QoS) for each of the above voice sources in terms of loss probability and delay jitter probability density function (pdf). In order to assess the proposed analytical paradigm, in Section 7 we provide some numerical results which show how network performance is influenced by the VBR coding technique applied. Performance comparison shows that, for a given average output traffic, a multimode coder like the VR-CELP coder outperforms traditional ON-OFF coding schemes; for the sake of completeness, the comparison is made taking into account different VR-CELP traces derived from five groups of telecommunication services involving voice transmission. Finally, Section 8 outlines our conclusions.
VR-CELP coding
The VR-CELP coder exploits the large amount of silence during a conversation and the great changes in the characteristics of active speech; it presents seven coding rates ranging from 0.4 kbit/s to 16 kbit/s, as shown in Table 1 . The current rate is chosen according to an open-loop speech classification followed by closed-loop quality evaluation.
The operating mode decision is taken every ∆ = 10 ms according to the scheme shown in Fig. 1 . A VR-CELP coder works at three different classification levels:
• activity level (classes OFF and ON);
• voicing level (classes OFF, UV and V);
• phonetic level (classes 1, 2, 3, 4, 5, 6, 7).
At the first level, the activity level, an initial inactivity/activity (OFF/ON classes) decision is made by means of a VAD.
The second level has been indicated as the voicing level because, besides the OFF class, it comprises a subdivision of voice activity into the UV class, representing unvoiced sounds (noiselike waveform), and the V class, representing voiced sounds (quasi-periodic waveform). The voiced/unvoiced (V/UV) detector is a key element in many multimode speech coding schemes because it allows low-bit-rate coding to be used for unvoiced sounds [12] [13] .
The third level has been indicated as the phonetic level because it considers all the seven coding modes and therefore provides the maximum level of phonetic classification. So, if the input signal is inactive, one of the first two coding modes is selected according to the stationary (coding mode 1) or non-stationary (coding mode 2) features of the background noise. In the case of activity, after the classification between voiced and unvoiced sounds, the final rate is selected according to an estimation of the signal-to-noise ratio between the original and reconstructed speech waveforms.
VR-CELP source modeling
Before modeling a VR-CELP source, we have to decide which granularity level we need to capture in order to obtain the best trade-off between accuracy and manageability in the resulting source In order to capture better the discrete nature of VR-CELP coding, we will use a discrete-time approach: time will be considered as slotted, the slot duration being equal to the sampling interval of the voice trace, ∆ = 10 ms . In this scenario, we have chosen a fixed 8-bit packet length so that the maximum packetization delay is 20 ms, even in the case of the lowest bit rate (0.4 kbit/sec).
Therefore, the coding rates expressed in packet/slot, A i , are those listed in Table 1 
and
In order to define the set of all the possible numbers of packets r that a VR-CELP voice source emits in one slot, from the last row of Table 1 let us note that:
• when coding mode 1 is selected, an emission of r = 0 or r = 1 packets can occur in one slot both with a probability of 0.5;
• when coding mode 3 is selected, an emission of r = 10 or r = 11 packets can occur in one slot with probabilities of 0.375 and 0.625, respectively;
• when coding mode 4 is selected, an emission of r = 15 or of r = 16 packets can occur in one slot with probabilities of 0.375 and 0.625, respectively;
• when coding modes 2, 5, 6 or 7 are selected, an emission of r = 4 , r = 9 , r = 15 and r = 20 packets, respectively, occurs in one slot with a probability of 1. Analogously, the model at the voicing level, M (V) , has G = 4 states, those belonging to the set
, which can be subdivided into the two subsets
relating to the long pauses, and
, relating to the speech blocks.
Finally, the model at the phonetic level, M (P) , has G = 9 states, belonging to the set
, , , , , , , , = 1 2 3 4 5 6 7 1 2 , subdivided into the two subsets , , , , , , = 3 4 5 6 7 1 2 , relating to the speech blocks. The underlying Markov chains of the three above models are represented in Fig. 3 . In the rest of the paper we will use the following notation:
: the model characterizing the SBBP process, here referred to as R n A ( ) ( ) , for voice traffic at the activity level;
: the model characterizing the SBBP process, here referred to as R n V ( ) ( ) , for voice traffic at the voicing level; 
Model comparison
In this subsection we will evaluate the three models introduced in the previous section in terms of their capability to capture accurately the loss probability and jitter variance suffered by a VR-CELP source, here referred to as Tagged Source (TS), in a multiplexer. For this purpose, we will first The parameters of the SBBP models ( )
, and ( )
were measured directly from the real trace and are shown in Fig. 4 .
Figs. 5 and 6 show a comparison between the loss probabilities and jitter variances obtained versus the buffer dimension K when the multiplexer capacity is c = 142 kbit s and a utilization coefficient
. is considered 1 . The results obtained were calculated with a confidence interval, relative to the mean value, of 10 3 − , and with a percentile of 99.5%.
Although in the previous figures it is already possible to appreciate the goodness of the approximation introduced by the models, in order to quantify this approximation better, we define the following error functions: 1 The high value of the utilization coefficient and the limited range of variation of the buffer dimension K have been considered in order to make the simulation analysis feasible.
where P k For this reason, in the rest of the paper we will use this as the model of VR-CELP sources.
Model computation
In this section we will calculate the model
using a limited number of statistical parameters characterizing a given voice traffic source.
As said previously, this model has an underlying Markov chain whose state space is the set
In this model each of the OFF states ( OFF S and OFF S ) has to be reachable exclusively from the states UV and V and not from the other OFF state. The proposed SBBP model is shown in Fig. 3(b) .
With the aim of calculating the model M V ( ) , we have to consider that at this level a voice source is completely described in the long-term scale by the following parameters:
• the average duration of the long-OFF periods, T
• the average duration of the speech blocks,
while in the short-term scale it is described by the following parameters:
• the average duration of the short-OFF periods, T OFF S ;
• the average duration of the UV and V periods, T UV and T V ;
• the probability that, during a speech block, one of the operating modes belonging to the UV class is selected,
, where S n ( ) is the state of the underlying Markov chain in the slot n;
• the probability that, during a speech block, one of the operating modes belonging to the V class is selected,
• the short-term gradient of the emitted voice traffic autocorrelation function measured during the speech blocks; let us note that this parameter corresponds to the exponent λ 1
V SB of the exponential curve best fitting the autocorrelation function in its short-term part.
In addition, in order to obtain the emission probabilities, the following parameters are required:
• the average number of packets emitted in a slot when the source is in one of the OFF states, 
where ( ) , are the elements of the transition probability matrix describing the voice source behavior during a speech block, that is,
while q is the probability of terminating a speech block at the end of an operating mode of I SB V ( ) , that is: 
Then, imposing a condition whereby the flow is balanced in the OFF S and UV states, we have:
where π π π
Moreover, as the sum of the elements in each row of Q V SB ( , ) is equal to 1, we have:
By equations (10)- (14) In order to calculate q, using the result obtained in Appendix A, we require the macrostate constituted by the states in the set
Inversion of the function linking the macrostate duration to the parameter q can be easily achieved numerically, thanks to the fact that this function is monotonic.
Using the matrix Q V ( ) in (6), it is possible to calculate the steady-state probabilities of the underlying Markov chain as the solution of the following system: is:
• the set of possible numbers of packets that can be emitted by the SBBP process • the terms of B V ( ) are: representing the transition matrices including the probability of emitting r packets in one slot, and defined as follows: (17) 
ATM system model
In order to evaluate the performance impact of the use of VR-CELP vocoders in an ATM environment, in this section we will address the study of a finite-buffer discrete-time queueing system Σ . In this system a number N of VR-CELP emission processes are multiplexed on an ATM link; to this purpose the system serves D packets per ATM slot time, where D is the number of packets that are to be conveyed in an ATM cell. More in detail, let us consider the buffer output to be an ATM link with a transmission rate c . To study the above queueing system we will use a slot Referring to the application scenario outlined in Section 1, the above queueing system can model a number of mobile users who, in order to better exploit the narrow band at the air interface, use multimode vocoders to send voice information to a base station connected to a wired ATM network.
As we are interested in calculating the performance for each user, we model the system as loaded by one voice source, here referred to as the Tagged Source (TS), and by external traffic generated by the aggregate of the other sources, here referred to as the External Source (ES).
Since in Section 3 we assumed ∆ = 10 ms as the slot duration, in order to use a different slot duration, ′ ∆ , it is necessary at this point to reconvert the voice source model parameters previously calculated in Section 4. To this purpose let T = ′ ∆ ∆ be the scaling factor and let us assume ∆ ∆ ≥ ′ , that is, T ≥ 1; once this case has been dealt with, the case T < 1 can easily be derived.
In order to reconvert the SBBP
TS when ′ ∆ is used, let us calculate:
is not an integer, and
is an integer, and where
The ES source can be now modeled as in [22] by an SBBP process matching the first-and secondorder statistics [23] As far as the multiplexer is concerned, we assume a "late arrival system with immediate access"
[22] [24] , as shown in Fig. 9 : cells arrive in batches, and a batch of cells potentially arrives immediately before the end of a time slot. An arriving cell can enter the server facility if it is free, with the possibility of it being ejected almost instantaneously. Note that in this model, a cell service time is counted as the number of slot boundaries between the point of entry to the service facility and the cell departure point. Therefore, even though we allow the arriving cell to be ejected almost instantaneously, its service time is counted as 1, not 0.
Let us assume that the buffer can accommodate at most K packets, including the one being served, if any; thus, if r packets arrive when k packets ( ) k K r ≥ − are in the buffer, only K k − packets are accommodated, and the remaining r K k − + packets are discarded.
A complete description of the multiplexer at the n th slot requires a two-dimensional state
is the buffer state in the n th slot, i.e. the number of packets in the queue and in the server at the observation instant, and
is the state of the aggregated input traffic in the n th slot. Due to the assumptions outlined in Fig. 9 , given that the observation instant is preceded by the departures, the buffer will never be totally full at the observation instants and, in particular, we have
ES be the set of the possible numbers of packets the source aggregate can emit in one slot ′ ∆ . Now the source aggregate can be described by the transition probability matrices including the probability of r packets and at least r packets being emitted, respectively: 
The above-defined matrices can be used to calculate the state transition probability for the Markov chain modeling the queueing system Σ . In fact, this probability can be defined as: (26) we can calculate the state transition probability matrix Q ( ) Σ characterizing the system as a whole: 
Once the matrix of the global system is known, we can calculate the steady-state probability array of the system Σ as the solution of the following linear system:
where 1 is a column array all of whose elements are equal to 1, and 
Performance analysis
In this section we will derive the performance, in terms of loss probability and delay jitter, of a voice source when its traffic flow is multiplexed with external traffic in an ATM multiplexer.
Loss probability
The probability of packet loss suffered by TS can be calculated as the ratio between the average number of lost packets and the average number of emitted packets, that is: TS is the steady-state probability array of TS, and can be calculated as in (15) If we assume the sources to have equal priority, then we have: 
Delay jitter
One of the most important quality of service (QoS) parameters in a real-time environment is the delay jitter. It can be efficiently modeled by a random process, J n TS ( ) ( ) , defined as:
where δ ( ) ( ) TS n indicates the delay suffered by a TS packet entering the multiplexer in the slot n,
indicates the average value of δ ( ) ( ) TS n . According to the definition given above, the firstand second-order moments of the delay jitter are:
The pdf of the delay jitter the source TS undergoes can be obtained from (36) 
where the term 
In the case in which all the sources loading the multiplexer have equal priority, the latter can be evaluated as follows: As far as the denominator of (41) is concerned, it can be derived with considerations similar to those in the loss probability evaluation:
Prob -at least 1 packet is emitted by TS, -at least 1 packet among those emitted by TS is not lost 
Numerical results
In order to assess the analytical paradigm introduced in the previous sections, here we calculate and discuss the performance of an ATM multiplexer loaded with multimode VBR voice traffic. For this purpose we use several heterogeneous speech sequences uttered by either male or female speakers and derived from five different groups of telecommunication services, as listed in Table 2: telephone conversations (group A), documentary commentaries (group B), university lectures (group C), car racing reports (group D) and news reports (group E). Due to their different nature, the voice sequence groups considered show different values for the parameters defined in Section 4, so we expect they affect the QoS of the ATM multiplexer differently. Table 3 Again, the traffic dynamic, given by the short-term gradient of the autocorrelation function, λ 1
is similar for sequences relating to the same kind of applications, but differs from one group to another. Telephone conversations have the lowest values, indicating a high degree of variability in this kind of traffic. On the contrary, we can note that the average duration of short pauses, T OFF S , presents a low variability between different groups because the intra-word and inter-word micropause duration is independent of the type of telecommunication service.
The performance of the queueing system described in Section 5 depends on the number D of packets the system serves for each ATM cell transmission time, that is, the number of voice packets to be conveyed in an ATM cell. As an example in the following we will take D = 48 . Fig. 10 shows the loss probability, calculated as in Section 6.1, when the first speech sequence of each of the five groups in Table 3 is coded by using the VR-CELP. As we can note, all the curves are placed between the one of the telephone conversation (A1), having the best loss performance, and the curve relating to the car racing report (D1). In fact, the sequence D1 suffers the worst performance because the background noise of the racing car engines, which covers the voice of the reporter, affects VAD functioning, causing it to detect activity and thus increasing the activity period duration and, therefore, the average bit rate; it also tends to level the characteristics of the speech waveform and thus give less variability in the bit rate.
Finally, Fig. 11 compares jitter, calculated as in Section 6.2, for the five groups of sequences considered when the VR-CELP is used. The considerations made for Fig. 10 apply in this case as well.
In order to make a comparison, in terms of both loss probability and delay jitter, between the VR-CELP and a traditional ON-OFF speech coder, as the reference ON-OFF coder we chose a 12 kbit/s CS-ACELP one, currently being standardized by ITU-T as an extension of G.729 [27] , in conjunction with the VAD adopted by the VR-CELP coder. This choice is due to the fact that, as shown in Table 4 , the average bit rate of the five speech sequences encoded by this speech coder is close to that of the VR-CELP coder.
The source model used to evaluate the multiplexer performance in the case of the 12 kbit/s CS-ACELP ON-OFF coder is like that in Fig. 3(a) , with the same transition probability matrix, but characterized by an emission bit rate equal to zero in the OFF L and OFF S states, and constant and equal to 12 kbit/s during the ON state.
As shown in Fig. 12 , the VR-CELP performs better than the reference 12 kbit/s CS-ACELP ON-OFF coder for all the groups considered. In particular, the comparison shown in Fig. 12(a) , relating to the case of a telephone conversation, well highlights the advantages of a multimode coding technique from the network performance point of view. In fact, the VR-CELP exploits the bit-rate variability within speech blocks, thus guaranteeing, with the same average bit rate, greater robustness to packet loss and therefore a better QoS.
Finally, Fig. 13 show a performance comparison between the two speech coders in terms of delay jitter versus the buffer dimension. Here again, the VR-CELP performs better than the reference ON-OFF coder.
Conclusions
Traditional ON-OFF models of voice sources are inadequate for the characterization of voice traffic in networks of the near future. The new generation of VBR speech coders, in fact, are able, on the one hand, to exploit the local characteristics of the talkspurt waveform in order to minimize the transmission bandwidth they need and, on the other hand, to synthesize the background noise, typical of wireless environments very well. In this paper an analytically treatable Markov-based process modeling a VR-CELP voice source has been presented and its approximation has been quantified. Moreover, we have proposed an analytical framework to evaluate the impact of VR-CELP coding on the loss probability and jitter pdf of a discrete-time finite-buffer queueing system modeling a multiplexer in a wired or wireless ATM network. The proposed paradigm has been assessed in a case study where we have demonstrated that multimode coding like VR-CELP performs better than traditional ON-OFF coding , e.g. as performed by the 12 kbit/s CS-ACELP ON-OFF, when the same VAD is used. This is mainly due to the smoother way multimode coding loads the multiplexer: while the ON-OFF coding, in fact, concentrates all the information in the ON periods only, the VR-CELP coding distributes the offered load more evenly. As the presence of background noise affects VAD performance by increasing the speech activity period detected, we have compared the performance of an ATM multiplexer loaded by VR-CELP against different voice services, i.e. a telephone conversation, a documentary commentary, a university lecture, a news report and a car racing report where, in particular, the effect of background noise on the speech activity is considerable; even in this last case the multimode coding performs better than the ON-OFF coding because the former guarantees a lower bit rate increase in the presence of undetected noise: this is because the multimode coding does not code a noise segment at the peak bit rate, but typically treats it as unvoiced sound with a very low bit rate.
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