Bipotentials are non smooth mechanics tools, used to model various non associative multivalued constitutive laws of dissipative materials (friction contact, soils, cyclic plasticity of metals, damage).
Bipotentials and multivalued constitutive laws
The bipotential theory, based on an extension of Fenchel's inequality, leads to a succesful new writing of the constitutive laws of some dissipative materials: frictional contact [5] , non-associated Drucker-Prager model [1] , or Lemaitre plastic ductile damage law [2] .
In all these papers, bipotentials for certain multivalued constitutive laws are constructed. Nevertheless, it was not previously known how general is the bipotential approach, namely: what are the conditions to be satisfied by a constitutive law in order that it can be expressed with the help of a bipotential.
Notations and definitions
X and Y are topological, locally convex, real vector spaces of dual variables x ∈ X and y ∈ Y , with the duality product (x, y) → x, y . We shall suppose that X, Y have topologies compatible with the duality product, that is: any continuous linear functionals on X (resp. Y ) has the form x → x, y , y ∈ Y (resp. y → x, y , x ∈ X).
For any convex and closed set A ⊂ X, the characteristic function is χ A defined by
The characteristic function is convex and lower semi continuous.
Definition 2.1
We model the graph of a constitutive law by a set M ⊂ X × Y . Equivalently, the law is given by the multivalued application
The domain of the law is the set dom(M ) = {x ∈ X | m(x) = ∅}. The image of the law is the set im(M ) = {y ∈ X * ∈ X | m * (y) = ∅}. The dual law is the multivalued application y ∈ Y → m * (y) = {x ∈ X | (x, y) ∈ M } .
For example, if φ : X → R is a convex potential, the associated law is the multivalued application ∂φ (the subgradient of φ), the dual law is ∂φ * (the subgradient of the Legendre-Fenchel dual of φ) and the graph of the law is the set M (φ) = {(x, y) ∈ X × Y | φ(x) + φ * (y) = x, y } . 
The graph of b is
Examples. (1.) (Separable bipotential) To any convex potential φ (and to the duality product) we can associate the separable bipotential
The bipotential b and the potential φ define the same law:
(2.) (Cauchy bipotential) Let X = Y be a Hilbert space and duality equal to the scalar product. Then we define the Cauchy bipotential by the formula b(x, y) = x y .
Let us check the definition (2.
2) The point (a) is obviously satisfied. The point (b) is true by the Cauchy-Schwartz inequality. We have equality in the Cauchy-Schwartz inequality b(x, y) = x, y if and only if there is λ > 0 such that y = λx. This is exactly the statement from the point (c), for the function b under study.
Such bipotentials can be encountered in relation with frictional contact, for example. The (graph of the) law associated to b is the set of pairs of collinear and with same orientation vectors. It can not be expressed by a separable potential because M (b) is not a cyclically monotone graph.
The purpose of this paper is to answer to the following question: given a graph M , is there a way to construct a bipotential b such that M = M (b)?
Existence of a bipotential
The existence problem is easily settled by the following result. Proof. Let b be a bipotential such that M (b) is not void. We first want to prove that for any x ∈ X and y ∈ Y the sets m(x) and m * (y) are convex and closed.
Indeed, if m(x) or m(y) are empty or they contain only one element then there is nothing to prove. Let us suppose, for example, that m(x) has more than one element. If m(x) is not convex then there are two distinct y 0 , y 1 ∈ m(x) and λ ∈ (0, 1) such that (1 − λ)y 0 + λy 1 ∈ m(x), therefore:
This is absurd, because it contradicts the convexity of b in the second argument. The convexity is therefore proven. The fact that m(x), m(y) are also closed follows from the lower semi continuity hypothesis (a) definition 2.2.
Let us consider now a non empty set M such that for any x ∈ X and y ∈ Y the sets m(x) and m * (y) are convex and closed. We define then the function b ∞ : X × Y → R by:
We have to prove that b ∞ is a bipotential and that M = M (b ∞ ). This last claim is trivial, so let us check the points from the definition 2. 
Construction of a bipotential
Theorem 3.1 does not give a satisfying bipotential for a given multivariate constitutive law, because the bipotential b ∞ is somehow degenerate. We would like to be able to find a bipotential b which is not everywhere infinite outside the graph M For example, it would be nice to be able to reconstruct the Cauchy bipotential starting from its graph. We saw that the graph alone is not sufficient to construct interesting bipotentials We need more information to start from. This is provided by the notion of a convex lagrangian cover. 
Then for any x ∈ X and for any y ∈ Y the functions f (·, x, ·) and f (·, ·, y) are lower semicontinuous from Λ with values in the set of lower semicontinuous and convex functions on X, endowed with pointwise convergence topology,
Remark that if λ → φ λ is a convex lagrangian cover, so is λ → φ * λ . The proof of Theorem 3.1 shows that any graph of a bipotential admits at least one convex lagrangian cover. Generically there are many convex lagrangian covers for the same set.
Remark 4.2
We give here a justification for the name "convex lagrangian cover". Suppose that or any λ ∈ Λ the function φ λ is smooth. Then it is well known that the graph (of the subdifferential of φ λ ) M (φ λ ) is a lagrangian manifold in the symplectic manifold X × X * with the canonical symplectic form
Therefore the set M is covered by the family of lagrangian manifolds M (φ λ ), λ ∈ Λ.
Further we shall construct a bipotential starting from a convex lagrangian cover. Given the non empty set M ⊂ X × Y , Theorem 3.1 contains a necessary and sufficient condition on M for the existence of a bipotential b with M = M (b). In order to shorten the notation we shall give a name to this condition:
for all x ∈ dom(M ) and for all y ∈ im(M ) the sets m(x) and m * (y) are convex and closed.
Next proposition contains useful properties of a convex lagrangian cover. The point (a) is straightforward; points (b) and (c) will be used further in order to describe a key notion of implicit convexity of the cover. 
Proof. We start by proving (a). The point (c) from definition 4.1 implies that for given, but arbitrary x ∈ dom(M ), the set m(x) ⊂ Y can be written as:
We use the definition of M (φ λ ) to get
The other equality has similar proof. This is true also for the points (b) and (c): is is sufficient to prove point (b) only. For proving (b) we use the point (a) and the fact that M is BB-set. The set m * (y) is convex. With the notations from point (b), we have x 1 , x 2 ∈ m(x), therefore
By point (a) it exists a λ ∈ Λ such that
With the help of a convex lagrangian cover we shall define a function b. We intend to prove that (under a certain condition explained further) the function b is a bipotential and that M = M (b). 
Proof. For all λ ∈ Λ and (x, y) ∈ X × Y we have the inequality:
As a consequence of this inequality and definition 4.5 of the function b we obtain the point (b).
For proving the point (a) it is enough to show that if (x, y) ∈ M then b(x, y) ≤ x, y . But this is true. Indeed, if (x, y) ∈ M then there is a λ ∈ Λ such that
From the definition 4.5 it follows that for any λ ∈ Λ we have (a) Suppose that x ∈ X is given and that y ∈ Y has the minimum property
Proof. (a) We start from the definition of b. We have
We use the compactness of Λ (point (a) from definition 4.1) to obtain a sequence (λ n ) n in Λ, which converges to λ ∈ Λ, such that
From the lower semicontinuity of the cover (point (b) from definition 4.1) we infer that
Remark that the λ = lim n→∞ λ n depends on (x, y).
The hypothesis from point (a) and the definition of the function b implies that for any z ∈ Y and any λ ∈ Λ we have
In particular, for λ = λ we get that for all z ∈ Y φ * λ
This means that x ∈ ∂φ * λ (y), which implies that
For the point (b), suppose that b(x, y) = x, y . As we remarked before, there is a λ ∈ Λ such that b(x, y) = φ λ (x) + φ * λ (y) .
Putting all together we see that
We shall give now a sufficient hypothesis for the separate convexity of b. This is the last ingredient that we need in order to prove that b is a bipotential.
The hypothesis is expressed in terms used in proposition 4.4, points (b), (c)
Let us state the last hypothesis from our construction, as a definition. 
, there is a λ ∈ Λ among the ones given by proposition 4.4, point (b) , such that for any z 1 , z 2 ∈ X we have 
The cover is bi-implicitly convex (or a
f (λ, αz 1 + βz 2 , y) ≤ αf (λ 1 , z 1 , y) + βf (λ 2 , z 2 , y),
then the cover is implicitly convex in the sense of relation (4.0.1).
Proof. (a) Indeed, we know that for any y ∈ im(M ) and for any α, β ∈ [0, 1], α + β = 1, for any λ 1 , λ 2 ∈ Λ and x 1 ∈ ∂φ * λ 1 (y), x 2 ∈ ∂φ * λ 2 (y), there is a λ ∈ Λ among the ones given by proposition 4.4, point (b), such that for any z 1 , z 2 ∈ X the relation (4.0.1) is satisfied. We have the following equalities:
We use this in (4.0.1) in order to get that
(b) We start from the convexity hypothesis for the function f . Take z 1 = x 1 ∈ ∂φ * λ 1 (y), z 2 = x 2 ∈ ∂φ * λ 2 (y). We use the hypothesis to prove that there exists a λ ∈ Λ such that α x 1 , y + β x 2 , y ≥ φ λ (αx 1 + βx 2 ) + φ * λ (y). This means that the element λ ∈ Λ satisfies the proposition 4.4, point (b).
With this information at hand, it is enough now to reverse the reasoning from the proof of point (a), in order to prove that the cover is implicitly convex in the sense of relation (4.0.1).
In the case of M = M (φ), with φ convex and lower semi continuous (this corresponds to separable bipotentials), the set Λ has only one element and we have only one potential φ. The associated bipotential from definition 4.5 is obviously
This is a BIC-cover in a trivial way: for any y ∈ im(M ) and for any α, β ∈ [0, 1], α + β = 1, for any x 1 ∈ ∂φ * λ (y), x 2 ∈ ∂φ * λ (y) and for any z 1 , z 2 ∈ X, we have
This inequality is equivalent with the convexity of φ. Therefore, in the case of separable bipotentials the BIC-cover condition is trivially true.
Remark 4.11 In definition 4.8 we need the IC-cover inequality to be satisfied by a value λ ∈ Λ among all the ones satisfying proposition 4.4, point (b). Enforcing the satisfaction of the implicit convexity inequality for all such values of λ would be too strong. This remark is supported by the second example in section 5, involving a family of non differentiable potentials for which there is no uniqueness for λ.
Our result concerning the construction of a bipotential is the following. Proof. (Step 1.) We prove first that for any x ∈ dom(M ) and for any y ∈ Y , the functions b(·, x) and b(·, y) are convex. Indeed, let ε > 0, z 1 , z 2 ∈ X, y ∈ im(M ), and α, β ∈ [0, 1], α + β = 1. From the definition of b there are λ 1 , λ 2 ∈ Λ(y) such that 
. After we replace in equation (4.0.3) the quantities φ * λ i (y), we obtain:
In the right-hand side (denoted by A) of the previous relation we remark the appearance of the term αx 1 + βx 2 , y . But we have
. We shall use now the first part of the BIC-cover condition, that is relation (4.0.1) in order to obtain
From the definition of the function b we have
therefore we end with ε + αb(z 1 , y) + βb(z 2 , y) ≥ b (αz 1 + βz 2 , y) .
As ε > 0 is an arbitrary chosen positive number, the convexity of the function b(·, y) is proven. The proof for the convexity of b(x, ·) is similar.
(Step 2.) We shall prove now that for any x ∈ dom(M ) and for any y ∈ Y , the functions b(·, x) and b(·, y) are lower semicontinuous. This is straightforward. Consider the sequence (x n ) n X which converges to x. For each n ∈ N there exists a λ n ∈ Λ such that b(x n , y) = φ λn (x n ) + φ λn (y) = f (λ n , x n , y).
Λ is compact, therefore up to the choice of a subsequence, there exists a λ ∈ Λ such that (λ n ) n converges to λ. We use now the lower semicontinuity of f (·, ·, y) in order to get that (Step 5.) The only thing left to prove is the string of equivalences from definition 2.2 (c). Using the knowledge that b is separately convex and lower semicontinuous, we remark that in fact we only have to prove two implications.
The first is: for any x ∈ X suppose that y ∈ Y has the minimum property
The second implication is similar, only that we start with an arbitrary y ∈ Y and with x ∈ X satisfying the minimum property
The first implication is just proposition 4.7 (a). The second implication has a similar proof.
Reconstruction of the Cauchy bipotential
In this section we shall reconstruct the Cauchy bipotential from two different convex lagrangian covers.
We shall take X = Y = R n and the duality product is the usual scalar product in R. The Cauchy bipotential is b(x, y) = x y . By Cauchy-Schwartz inequality the set
Let us consider the topological compact set Λ = [0, ∞] (with usual topology) and the function λ ∈ Λ → φ λ defined as:
A straightforward computation shows that the associated function f has the expression:
It is easy to check that we have here a convex lagrangian cover of the set M . We shall prove now that we have a BIC-cover, according to definition 4.8.
The cases λ = 0 and λ = ∞ will be treated separately. Consider y ∈ im(M ) = R n and α, β ∈ [0, 1], α+β = 1. Consider also λ 1 , λ 2 ∈ (0, ∞) and x 1 ∈ ∂φ * λ 1 (y), x 2 ∈ ∂φ * λ 2 (y). The previous subgradient relations can be written explicitly as y = λ i x i , i = 1, 2.
There is only one λ ∈ Λ given by proposition 4.4, point (b): it satisfies the equation
The inequality from (4.0.1) is then: for any y ∈ Y , for any λ 1 , λ 2 ∈ (0, ∞), λ given by relation (5.0.2), α, β ∈ [0, 1], α + β = 1, λ i x i = y and z i ∈ X , i = 1, 2, we have:
We proceed with the computation of the expression E. First we eliminate x 1 , x 2 , αx 1 + βx 2 , expressed in function of y, λ 1 , λ 2 , λ. We use also (5.0.2). In the expression E we are left with:
Remark that (5.0.2) can be written as:
Write then the fact that the square of the norm is convex, for the convex combination of λ 1 z 1 , λ 2 z 2 , with the coefficients αλ λ 1 , βλ λ 2 :
Remark finally that
The inequality is proven. If λ 1 = 0, λ 2 ∈ (0, ∞) then y has to be equal to 0 and x 1 is arbitrary, x 2 = 0 and λ = 0. The inequality (4.0.1) is then trivial.
All other exceptional cases lead to trivial inequalities. Remark that for any λ ∈ Λ and any x, y ∈ R n we have
with the conventions 1/0 = ∞, 1/∞ = 0. This symmetry implies that we have a BIC-cover (use the fact that we have an IC-cover and the symmetry).
We compute now the function b from definition 4.5. We know from theorem 4.12 that b is a bipotential for the set M .
We have:
From the relation (5.0.1) we see that actually
By the arithmetic-geometric mean inequality we obtain that b(x, y) = x y , that is the Cauchy bipotential.
Here is a second example, supporting the remark 4.11. We shall reconstruct the Cauchy bipotential starting from a family of non differentiable convex potentials.
Let λ ≥ 0 be non negative and the closed ball of center 0 and radius λ be defined by B(λ) = {y ∈ Y : y ≤ λ} .
Defining B(+∞) as the whole space Y , one can suppose that λ belongs to the compact set Λ = [0, +∞]. For λ ∈ [0, +∞) we define the set:
One can recognize M λ as the graph of the yielding law of a plastic material with a yielding threshold equal to λ. For λ = +∞ we set M +∞ = ∅. It can be easily verified that the family (M λ ) λ∈Λ of cyclically maximally monotone graphs provides us with a convex lagrangian cover of the set:
The corresponding convex lagrangian cover is given by:
The last case is trivial and will not be considered later.
All hypothesis but the BIC-cover condition are obviously satisfied. We check this condition further. Let λ 1 < λ 2 , both in [0, +∞). We want to determine the values of λ fulfilling the conditions of proposition 4.4, point (b). Let us recall that:
Then the following events have to be considered:
(1) if y < λ 1 < λ 2 then x 1 ∈ ∂φ λ 1 (y) and x 2 ∈ ∂φ λ 2 (y) imply x 1 = x 2 = 0, (2) if y = λ 1 < λ 2 then x 1 ∈ ∂φ λ 1 (y) and x 2 ∈ ∂φ λ 2 (y) imply: ∃η ≥ 0 such that x 1 = ηy and x 2 = 0. Thus
occurs for any λ ≥ y when x 1 = 0 and λ = y otherwise.
(3) If λ 1 < y then there is no x 1 such that x 1 ∈ ∂φ * λ 1 (y). Likewise, if λ 2 < y then there is no x 2 such that x 2 ∈ ∂φ * λ 2 (y).
In conclusion, the point (b) of proposition 4.4 is trivially fulfilled if y > min {λ 1 , λ 2 }. For the verification of the implicit convexity inequality (4.0.1), we need only to consider the case y ≤ min {λ 1 , λ 2 } and thus λ ≥ y . We shall prove that the following quantity:
is non negative for some λ satisfying the point (b) of the proposition 4.4. This is enough to have (4.0.1) true. For the event (1) one has x 1 = x 2 = 0, therefore E = αλ 1 z 1 + βλ 2 z 2 − λ αz 1 − βz 2 .
As λ 1 < λ 2 , one has:
E ≥ λ 1 (α z 1 + β z 2 ) − λ αz 1 + βz 2 .
For any λ ∈ [ y , λ 1 ] it holds:
E ≥ λ 1 (α z 1 + β z 2 − |αz 1 + βz 2 ) , and E is non negative because of the convexity of the function · . For the event (2), there exists η ≥ 0 such that x 1 = ηy and x 2 = 0. We have then: E = αλ 1 z 1 + βλ 2 z 2 − λ αz 1 + βz 2 − αλ 1 ηy + λ αηy .
E ≥ λ 1 (α z 1 + β z 2 ) − λ αz 1 + βz 2 − αλ 1 ηy + λ αηy .
We choose now λ = λ 1 (see remark 4.11). For this choice of λ we have:
E ≥ λ 1 (α z 1 + β z 2 − αz 1 + βz 2 ) ≥ 0 . 
Conclusion
Given a multivalued constitutive law M , we state a simple necessary and sufficient condition for the existence of a bipotential bsuch that M = M (b) (theorem 3.1). If the condition is fulfilled, we construct the bipotential (theorem 4.12). Our main result shows that we can reconstruct the bipotential starting from a convex lagrangian cover of the constitutive law.
We think that the existence of convex lagrangians covers satisfying the implicit convexity inequality (4.0.1) is related to the thermodynamics of implicit standard materials.
