Both symmetric and symmetry breaking analytic solutions to the one-dimensional nonlinear Schrödinger equation with a double square well potential are known, but not straightforward to obtain numerically. The former generalize solutions to the linear equations, the latter owe their very existence to the nonlinearity. These include, for example, solutions corresponding to the wave function localized almost entirely in one of the wells. Here we propose a systematic method for generating these solutions starting from the linear limit. In particular we find a simple exact formula giving the bifurcation point in terms of the parameters of the symmetric solution. This bifurcation point is then reproduced to a surprising degree of accuracy by a simple variational method.
I. INTRODUCTION
The nonlinear Schrödinger equation ͑Gross-Pitaevskii equation͒ has proven a powerful tool in describing many physical situations. Important examples are a Bose Einstein condensate at zero temperature, in which all atoms occupy the same macroscopic state ͓1͔ and light propagation in nonlinear media ͓2͔. Even the one-dimensional version can refer to real experimental situations ͓3-5͔, e.g., for a strongly squeezed and weakly interacting gas ͓6,7͔. Stationary states of a Bose Einstein condensate have been investigated in symmetric double well potentials ͓8-11͔. Numerical studies of the energy spectrum were performed when the profile was a quartic ͓12͔, and analytical and numerical studies when the potential is a double square well ͓13͔. In both cases, both symmetric and antisymmetric solutions were obtained when the nonlinearity was weak, but new asymmetric solutions branched off above a critical value of the nonlinearity. The former solutions were extensions of the well-known linear limit profiles, but the latter corresponded to interesting new situations. Examples of these are profiles such that most of the wave function is squeezed into one well, or completely different profiles in the two wells ͑for example the basic mode in one and a higher mode in the other͒.
Symmetry breaking solutions are expected in the case of the ground state with negative nonlinearity ͑attractive interaction in the case of a BEC and anomalous dispersion in nonlinear optical media͒. They are also expected for positive nonlinearity, but only for excited states ͑see the experiment of Oberthaler et al. ͓14͔͒. The existence of such solutions of the nonlinear Schrödinger equation was first pointed out in the context of molecular states ͓15͔. The results will of course also apply to any system described by this equation, in particular photonic lattices ͓16͔.
Box and periodic boundary conditions are as ubiquitous as the nonlinear Schrödinger equation, and give physical insight into the solutions to more complicated potentials ͓17͔. In the context of the double well potential considered here, the double square well seems to be the only one to admit analytic solutions ͓13͔. However, having an exact formal solution does not tell the whole story. A problem still unsolved so far is how to proceed from linear to nonlinear symmetric and antisymmetric solutions, and from them to asymmetric ones, without "shooting" or any other form of guesswork. Until this is done, analytical solutions are of limited use, perhaps even less than numerical ones. This problem will be resolved here.
The manuscript is arranged as follows. In Sec. II we derive symmetry preserving states from the linear limit by gradually increasing the nonlinear coupling coefficient. In Sec. III we investigate how symmetry breaking states branch off from the symmetric ones in parameter space. We find an exact formula describing where this bifurcation occurs. In Sec. IV an approximate formula for the same bifurcation point is derived by a simple variational method. Both conditions are in excellent agreement. Some of the heavier calculations have been relegated to the appendixes.
II. OBTAINING SYMMETRY PRESERVING STATES FROM THE LINEAR LIMIT
We treat the nonlinear Schrödinger equation in the form
where the potential is of the form
The solutions vanish on and outside the outer boundaries ͉x͉ Ͼ a. We impose continuity of f͑x͒ and its derivative at x = ±b and normalization to ͐ −a a ͉f͑x͉͒ 2 dx = 1. We will start our treatment with the symmetry preserving solutions, the only ones that flow continuously into the linear = 0 limit profiles. Having generated these solutions we will then see how to obtain the more interesting symmetry breaking profiles.
We will illustrate the method by taking an attractive nonlinearity, Ͻ 0 and a symmetric state. Symmetric solutions to Eq. ͑1͒ take the form
and ͑for the sake of completeness͒ the antisymmetric ones are
where sd͑u ͉ m͒ and nd͑u ͉ m͒ are Jacobi elliptic functions, as defined in Ref. ͓18͔. Here f 1 ͑x͒ and f 3 ͑x͒ have been chosen to be zero at the ends and so as to preserve even and odd parity. The parameters of the symmetric solutions are found from Eq. ͑1͒ to satisfy
Three parameters will determine the solution completely. Without loss of generality we choose , m, and m 2 . To determine these parameters one needs to consider three conditions: two continuity conditions at x = ±b,
where = a − b, and normalization of the wave function
͑9͒
The normalization condition works out as
where E͑u ͉ m͒ is the elliptic function of the second kind ͓18͔. Thus we have three equations for , m, and m 2 with a, b, V 0 , and fixed. However, they are not easily solved, and up to now the shooting method was used ͓13͔.
Here we propose a systematic method to evaluate , m , m 2 , and thus to find the solution of Eq. ͑1͒ for any value of the nonlinearity . To do this we turn to the linear limit ͑ =0,k 2 = , k 2 2 = V 0 − ͒ where functions are easy to calculate:
In this limit the continuity conditions are
leading to the well-known condition
which is an implicit equation for in terms of fixed parameters. The normalization condition
combined with Eq. ͑11͒, gives the value of A:
.
͑15͒
All equations for the linear limit could alternatively be obtained from the full calculation by taking m → 0 and 1 − m 2 → 0 and using known relations between elliptic functions ͓18͔. We are now ready to tie this solution up to the small ͉͉ limit in a perturbative manner. We notice that A , A 2 , k , k 2 obtained in the linear approach become a zero order approximation in an ͉͉ expansion. The parameters m and 1 − m 2 are both of order ͉͉ and follow from Eqs. ͑6͒ and ͑11͒,
As mentioned above ͓Eq. ͑13͔͒, linear , denoted by 0 , is found from the condition 
There will also be a small ͉͉ correction ⌬ such that = 0 + ⌬, see Appendix A. This completes the calculation of the three unknowns , m , m 2 in the small ͉͉ limit. Now that we have a starting point, we can generate all symmetric solutions by gradually increasing ͉͉. We introduce the notation ϵ m 0 , m ϵ m 1 , and m 2 as before. We write the conditions ͑7͒ and ͑8͒ in the symbolic functional form
͑19͒
Here we used Eq. ͑6͒ to express the amplitudes A and A 2 in terms of the m i and the wave vectors k and k 2 , which in turn can be expressed in terms of the m i . The left-hand side of Eq. ͑10͒ defines h 2 ͑m 0 , m 1 , m 2 ͒, which is evidently free of ͉͉.
Upon defining 0 =0, 1 =0, 2 = ͉͉ we write all three conditions ͑7͒, ͑8͒, and ͑10͒ simply as
͑20͒
In all three equations ͑20͒ the left-hand-side functions h i ͑m 0 , m 1 , m 2 ͒, remain free of ͉͉. Hence if we increase ͉͉ by a small increment ⌬͉͉ the parameters m i will increase by ⌬m i governed by
͑21͒
where ⌬ i = ͑0,0,⌬͉͉͒. Assuming the matrix ͑‫ץ‬h i / ‫ץ‬m j ͒ to be nonsingular we can now generate increments in m i by gradually increasing the control parameter ͉͉. Inverting Eq. ͑21͒ we find
Solutions so generated and their positions in ͑ , ͒ parameter space are given in the Figs. 2 and 3.
III. SYMMETRY BREAKING STATES
The nonlinear Schrödinger equation is known to admit symmetry breaking states. This is in contradistinction to the linear version, admitting only symmetric and antisymmetric states as treated in Sec. II. These symmetry breaking states are possible above a critical value of ͉͉, and so do not have a linear limit. They are of considerable physical interest, as they include situations such as the location of most of the wave function in one half of the double well. There is also a possibility of very different profiles in the two halves. The solutions corresponding to symmetry breaking are known to bifurcate from the symmetric ones. Here we will give a condition defining the bifurcation points in parameter space and investigate how this bifurcation can be interpreted. We will give diagrams to illustrate this. Similar diagrams for a quartic potential can be found in Ref. ͓12͔, however they do not correspond to any analytic solutions known to us.
Solutions generalizing the symmetric case are
and the generalization for the antisymmetric case is 
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022105-3 symmetric case to illustrate our method. We obtain
The continuity conditions at x = ±b are now generalized to
and the normalization condition is now
+ m 3 sn͑k 3 ͉m 3 ͒cd͑k 3 ͉m 3 ͔͒ = ͉͉. ͑25͒
We now have five conditions for , m 1 , m 2 , m 3 , d, which we will denote m I I =0,…,4. One solution is d =0,m 1 = m 2 = m, as we know, and conditions ͑7͒, ͑8͒, and ͑10͒ are recovered. However, as we will see, above a certain threshold in ͉͉ a second solution appears. The value of ͉͉ at which this bifurcation occurs will be denoted by ͉ bif ͉. The second solution branches off the symmetric one at this point. To find it we note that at such a point the symmetric solution is continuous with respect to ͉͉, whereas the asymmetric one is not ͑see Fig. 3͒ . Therefore we expect the 3 ϫ 3 matrix ͑‫ץ‬h i / ‫ץ‬m j ͒ to be nonsingular, whereas the 5 ϫ 5 matrix ͑‫ץ‬g I / ‫ץ‬m J ͒ will be singular. Simple algebra shows that the determinant of the 5 ϫ 5 matrix can be factorized at the bifurcation point for which m 1 = m 3 and d =0:
and D 2 is found to be given by
͑27͒
In view of the above, D 2 = 0. This condition can be expressed in terms of variables characterizing the symmetric solution.
If we write conditions ͑18͒ and ͑19͒ as h 0 = h 0 ͑1͒ − h 0 ͑2͒ and h 1 = h 1 ͑1͒ + h 1 ͑2͒ we obtain a simple condition for the bifurcation
So we can find the bifurcation point on the symmetric branch in terms of just the symmetric variables. Having that point we can move out onto the asymmetric branch using
for I = 0,1,2,3 and 4 = ͉͉.
͑29͒
This equation can be used everywhere except at the branch point, where second derivatives must come in. We have checked numerically that condition ͑28͒ is always satisfied at the bifurcation point.
IV. NUMERICAL RESULTS AND FINDING THE BIFURCATION POINT
Using the above method, we generated a series of solutions for increasing values of ͉͉. The result is shown in Fig.  2 , where the top two profiles ͓͑a͒ and ͑b͔͒ present symmetric states on both sides of the bifurcation point ͑occurring at = −2.17͒ and the lower two are increasingly asymmetric. The one shown in ͑c͒ is just beyond the bifurcation point, and that in ͑d͒ is far away from this point. Figure 3 presents an example of the dependence of the chemical potential on the nonlinear coefficient for the lowest symmetric and asymmetric solutions in the vicinity of the bifurcation point. The curves were obtained starting from the linear limit, and then by increasing ͉͉, as described in the previous section.
To get a hint of where and when the bifurcation can occur, we present the following simple reasoning, valid in the strong separation limit ͓ͱ͑V 0 − ͒b ӷ 1; the penetration of the barrier is weak͔. The total energy of the system can be divided into the linear and nonlinear parts. Since the wells are now practically independent and the nonlinear energy is negative, the asymmetric configuration, for which most of the wave function is within one well, is favored. This is in conflict with the linear energy part, which favors a symmetric configuration. In the strong separation limit the energy spectrum of the linear double well configuration consists of well separated pairs. Each pair is comprised of one symmetric and one antisymmetric eigenstate, the symmetric state always having lower energy. The competition between linear and nonlinear contributions can be treated quantitatively by the variational approach in which we use a set of trial functions being a linear combination of the symmetric and antisymmetric eigenstates of the linear problem ͑x͒ = a s s ͑x͒ + ͱ 1−a s 2 a ͑x͒. This approach is justified as long as the non-linearity before and at the bifurcation point is weak. The coefficient a s can be found by minimizing the total energy ͑including linear and nonlinear contributions͒ and it is an implicit function of ͉͉. In the linear limit ͉͉͑ =0͒ obviously a s = 1. As we increase ͉͉, at first the variational analysis implies that the minimum of the energy is obtained by the pure symmetric state and so a s remains equal to one. Bifurcation occurs when the solution minimizing the energy ceases to be purely the symmetric one, and so beyond this point a s Ͻ 1. As we further increase ͉͉, a state which is the sum of equal proportions of the symmetric and antisymmetric states is finally established ͑a s =1/ ͱ 2͒. In this state, the wave function is strongly localized in one well. We obtain from the variational analysis ͓19͔:
where I = ͐dx s 4 ͑x͒, E a and E s are the energies of the antisymmetric and symmetric states, respectively. If the penetration of the barrier is small, V 0 ӷ , we can further simplify and obtain a fully analytic expression
͑31͒
Finally we see that our approach is self consistent since at the bifurcation point the nonlinear energy is of the same order as the energy gap ͑E a − E s ͒. To check the above prediction, we investigated the dependence of the value of bif on the height of the barrier for three different values of its width b. The results are summarized in Fig. 4 , where we plot the dependence of the logarithm of the critical nonlinear coupling ͉ bif ͉ on ͱ V 0 b. The data presented refer to the case of small penetration V 0 ӷ , but not necessarily of very strong separation. The points are derived from the exact formula ͑28͒ and the continuous curves represent the approximate treatment given by Eq. ͑31͒. Agreement is surprisingly good.
V. SUMMARY
It has been possible to outline a systematic method for generating exact solutions to the nonlinear Schrödinger equation for a double square well potential. The method consists of extending the linear solutions into the nonlinear regime, upon gradually increasing the nonlinear coupling and solving a set of simple nonlinear equations for the new values of m and , parameters uniquely characterizing the solution. We were able to formulate an exact condition for appearance of a bifurcation point, beyond which the symmetric solution is no longer stable and gives way to an asymmetric one. This bifurcation point has been rederived by a simple variational analysis to a high degree of accuracy. , ͑A4͒
where in the perturbation limit m and 1 − m 2 are proportional to ͉͉ and are given by Eq. ͑16͒. We find after some calculations using known identities ͓18͔ solutions given by Eq. ͑28͒. The curves are given by Eq. ͑31͒.
