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RésuméLes grammaires d'interation sont un formalisme permettant de faire de l'analyse syntaxique et sé-mantique de la langue naturelle. Les objets syntaxiques de base sont des desriptions d'arbres polariséesqui spéient partiellement des arbres syntaxiques.Dynami Syntax est un formalisme d'analyse sémantique, dans lequel la syntaxe ontraint la roissaned'une struture sémantique. Les objets sémantiques sont des desriptions d'arbres ave des ressoures quispéient partiellement des arbres sémantiques.Alors que les grammaires d'interation n'ont pas enore de dimension sémantique xée, Dynami Syntaxsoure d'une formulation proédurale don diile à manipuler. Nous proposons don une première ten-tative de formulation délarative pour Dynami Syntax en grammaires d'interation.Cette tentative met en lumière plusieurs types de diérenes entre les deux formalismes, dont ertainessemblent surmontables. Nous onluons sur les solutions possibles et les perspetives ouvertes par etteétude.Mots-lés: grammaires d'interation, Dynami Syntax, desriptions d'arbres, analyse sémantique
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IntrodutionLe but ultime du Traitement Automatique des Langues (i-après TAL) est de donner à la mahinela apaité de langage, qui est de savoir assoier à une forme (un énoné oral ou érit) un sens ou plusexatement une représentation du sens. Cette apaité est traditionnellement séparée en deux proessusinverses : l'analyse et la génération. L'analyse orrespond à l'appliation de traitements à un énoné enlangue naturelle pour obtenir une représentation de son sens manipulable par la mahine, don formelleet si possible non-ambiguë. La génération orrespond à la transformation d'informations formelles en unénoné en langue naturelle qui véhiule es informations. Le passage de l'énoné à la représentation for-melle et réiproquement se fait par une suite de traitements qui onernent diérents niveaux : phonétique(pour simplier, les sons), morphologie (les mots), syntaxe (les groupes de mots), sémantique (le sens)et pragmatique (l'univers réel) 1. Plus partiulièrement, les trois derniers niveaux apparaissent très liésentre eux, dans le sens où, premièrement, à la suite de Montague de nombreuses théories onsidèrent quela sémantique peut être déduite  passivement  de la syntaxe, deuxièmement, de nombreux phénomènessont onsidérés omme se situant à l'interfae entre syntaxe et sémantique, troisièmement, la sémantiquerequiert fréquemment des informations de la pragmatique.Atuellement, de nombreux formalismes grammatiaux portent sur la syntaxe, 'est-à-dire sur lesrelations grammatiales existant entre des mots ou groupes de mots. Le prinipe de ompositionnalitéétablit que le sens d'un groupe de mots est fontion du sens de haun des mots. Ce prinipe est un postulatommun à tous les formalismes, mais il peut être réalisé de diérentes façons plus ou moins rigides.En onséquene l'analyse syntaxique, terminée ou en ours, guide plus ou moins fortement l'analysesémantique dans la plupart des extensions sémantiques proposées pour les formalismes existants.Parmi es formalismes, les grammaires d'interation [Per03℄ (i-après IG pour Interation Grammars)sont surtout onçues, développées et expérimentées en analyse syntaxique, et leur dimension sémantiquen'est pas enore lairement xée [Per05℄. Les grammaires d'interation sont fondées sur deux idées fores :une grammaire est un système de ontraintes, et la omposition syntaxique est ontrlée par un systèmede polarités.Ces deux notions sont au oeur d'un autre formalisme grammatial appelé Dynami Syntax [KMVG01℄(i-après DS), qui permet de faire de l'analyse sémantique et de la génération. Ce formalisme est fondépsyholinguistiquement et vise à être le plus dèle possible à l'essene même de la apaité de langage,dont une des aratéristiques est la linéarité. La pensée n'est pas linéaire : les onepts sont organisés etreliés les uns aux autres, e que l'on modélise sous forme de graphe. Mais le langage, lui, est linéaire : unénoné, qu'il soit oral ou érit, est une suession de mots (ou d'unités de sens). À l'oral, les sons sontproduits et entendus les uns après les autres ; à l'érit les mots sont traés et lus les uns après les autres(de gauhe à droite, de droite à gauhe, de haut en bas voire de bas en haut selon les ultures). DynamiSyntax reprend ette idée de linéarité en faisant émerger progressivement, au fur et à mesure de la letured'un énoné, une struture sémantique. En fait, 'est l'appliation suessive de règles non lexialiséeset d'ations lexiales qui fait roître et enrihit la struture sémantique orrespondant à l'énoné lu. Cesrègles et es ations lexiales enrihissent la struture émergente ave deux types d'information : desontraintes sur sa forme nale et des requêtes ou apports d'informations, ave pour impératif qu'auunerequête d'information ne reste insatisfaite dans la struture nale.1Pour un panorama lair et plus omplet, voir l'introdution au TAL de Jean Véronis, disponible à http://www.up.univ-mrs.fr/~veronis/ours/INFZ18/veronis-INFZ18.pdf. 1
2On retrouve bien ii les deux idées fores des IG, et 'est justement ette proximité qui motive leprésent travail.Après avoir présenté les IG dans le hapitre 1 et DS dans le hapitre 2, nous tentons dans lehapitre 3 de les faire onverger (sur la base de leurs similarités) an de mieux formaliser DS en nousappuyant sur le adre fourni par les IG. Assez vite, nous onstatons qu'une première approhe  naïve ne sut pas et nous en expliquons les raisons dans le hapitre 4.
Chapitre 1Les grammaires d'interation1.1 Grammaires d'interation et analyse syntaxiqueLes grammaires d'interation (IG) sont un formalisme grammatial initialement onçu pour modéliserla syntaxe des langues [Per02℄. Plus préisément, les IG sont un ranement des grammaires atégorielles(i-après CG pour Categorial Grammars), ranement doublé d'un hangement de point de vue. Alorsque les CG appartiennent à e que Pullum et Sholz appellent la Generative-Enumerative Syntax [PS01℄(un énoné est orret si une suite de dérivations à partir d'axiomes permet de le générer), les IG appar-tiennent à la Model-Theoreti Syntax (un énoné est orret s'il en existe un modèle qui satisfait toutesles ontraintes de la grammaire). Pour ela les IG utilisent la notion de desription d'arbre suivant ainsil'idée développée par Vijay-Shanker [VS92℄ pour les grammaires d'arbres adjoints (i-après TAG pourTree Adjoining Grammars).L'analyse syntaxique est l'étude des relations grammatiales existant entre des mots ou groupes demots. Il existe de nombreux formalismes d'analyse syntaxique plus ou moins omplexes et plus ou moinsétroitement liés à diérentes théories linguistiques, aussi nous ontenterons-nous d'illustrer notre proposdans ette setion par un exemple simple :  Jean aime Marie .1.1.1 Analyse en onstituantsLa façon la plus simple de traiter et exemple est d'eetuer une (traditionnelle) analyse en onsti-tuants.Soit la grammaire hors-ontexte dénie par les règles de la gure 1.1, où NP signie Noun Phrase(groupe nominal), VP Verb Phrase (groupe verbal), tV transitive Verb (verbe transitif), S sentene(phrase). Cette grammaire fait partie des grammaires dites de onstituants, dans lesquelles des règles deS → NP VPVP → tV NPNP → JeantV → aimeNP → MarieFig. 1.1  Règles de grammaire hors-ontexte pour  Jean aime Marie grammaire (souvent nombreuses) indiquent quelle atégorie peut se ombiner ave quelle autre atégoriepour former une troisième atégorie.Pour la phrase exemple  Jean aime Marie , on a don l'arbre d'analyse syntaxique hors-ontexte dela gure 1.2.Cette analyse arboresente met en évidene que  Jean  est en position de sujet et  Marie  d'objetdu verbe transitif  aime . 3
1.1. Grammaires d'interation et analyse syntaxique 4SNP VPJean tV NPaime MarieFig. 1.2  Arbre d'analyse syntaxique hors-ontexte pour  Jean aime Marie 1.1.2 Analyse en grammaires atégoriellesLe problème majeur des grammaires hors-ontexte est la présene de règles non lexialisées, 'est-à-dire de règles qui ne ontiennent que des non-terminaux. Si la grammaire est omplètement lexialisée(un mot pouvant lexialiser plusieurs règles), pour un énoné donné on peut aluler le nombre maximumd'analyses possibles en faisant le produit du nombre de règles assoiées à haque mot par le nombre demots de l'énoné. Si la grammaire n'est pas lexialisée (en fait, si elle n'est pas lexialisable), on ne peutplus être ertain du nombre d'analyses possibles, ar on ne peut pas savoir avant l'analyse de quelles règlesde la grammaire on aura besoin au ours de elle-i. La non-lexialisation introduit de l'indéterminisme.La solution est don d'érire des grammaires lexialisées. Pour ela, Bar-Hillel et Adjukiewiz [Adj35℄ont développé les grammaires atégorielles, dont le prinipe est d'assoier à haque entrée lexiale une ouplusieurs atégories syntaxiques. Une atégorie est vue omme une fontion qui s'applique à une atégoriepour en former une troisième. Toute l'information sur les possibilités de ombinaison de haque mot estdon ontenue intégralement dans la ou les atégories qui lui sont aetées, en tenant ompte de l'ordredes mots dans la phrase.Corollairement, les CG  et 'est ette aratéristique qui en guide le proessus de omposition onsidèrent les syntagmes omme des ressoures onsommables, ertaines ressoures étant attendues (onmodélise ela par une polarité négative) et d'autres disponibles (polarité positive). Dans ette perspetive,une phrase est bien formée si toutes les ressoures attendues par haun des syntagmes qui la omposentsont rendues disponibles par les autres syntagmes, et si toutes les ressoures oertes par haun dessyntagmes sont onsommées par les autres syntagmes. Alors, la bonne formation d'une phrase se résumeà la neutralisation des polarités opposées. Intuitivement, un verbe transitif diret a besoin, pour formerune phrase orrete, d'un groupe nominal (i-après GN) à gauhe et un à droite. Don, si une phrase estonstituée d'un verbe transitif diret et de deux GN (l'un à gauhe et l'autre à droite), les ressouresfournies par es GN sont onsommées par le verbe transitif diret et les ressoures attendues par edernier sont disponibles : les polarités sont neutralisées.En CG, on dénit la atégorie de haque mot à partir des atégories de base s pour sentene (phrase),np pour noun phrase (groupe nominal), ainsi que n pour noun (dont nous n'avons pas besoin pour notreexemple). On a don pour les mots de notre exemple les atégories :aime (np \ s) / npJean npMarie npUn verbe transitif omme  aime  doit se ombiner à sa droite ave un GN (/ np), puis à sa gauheave un autre GN (np \), pour donner une phrase (s).L'analyse de la phrase exemple se fait naturellement, omme le montre la gure 1.3.
1.2. Desriptions d'arbres polarisées et reherhe de modèles 5Jean aime Marienp (np \ s) / np npnp (np \ s)sFig. 1.3  Analyse atégorielle de  Jean aime Marie 1.1.3 Analyse en grammaires d'interationLes IG reprennent ette idée de polarités en la desendant du niveau des syntagmes à elui destraits grammatiaux utilisés pour dérire les syntagmes (les parties du disours, le genre, la fontionsyntaxique. . . ).Ainsi dans l'exemple préédent, haun des deux GN demande une fontion syntaxique (funct←?), et leverbe demande deux GN et fournit à l'un la fontion sujet (funct→ subj) et à l'autre la fontion objet(funct→ obj). C'est e qui est représenté par les desriptions d'arbres rassemblées dans la gure 1.4, lerésultat de l'analyse étant l'arbre neutralisé 1.5. Dans la setion qui suit, nous présentons un peu plus endétail la notion de desription d'arbre et le système de polarités.1.2 Desriptions d'arbres polarisées et reherhe de modèles1.2.1 Desriptions d'arbresUne desription d'arbre est un ensemble de noeuds et de relations de domination et de préédeneentre es noeuds. Dans le as d'un arbre syntaxique, les noeuds représentent des syntagmes et les relationsdes ontraintes relatives entre es syntagmes. Les propriétés morphosyntaxiques de es syntagmes sontexprimées par des strutures de traits attahées aux noeuds, omme nous l'avons fait dans la gure 1.4.Les relations entre les noeuds d'une desription peuvent être de quatre types, distingués graphiquementpar le style de traits les représentant :domination immédiate : A > B signie que le noeud A est le père du noeud B, e qui est représentépar un trait ontinu. Syntaxiquement, ela signie que le syntagme B est un onstituant immédiatde A. On peut ger l'ensemble des ls d'un noeud A à l'aide de la relation A > A1, A2, . . . , Ap. Cetterelation signie que le noeud A a exatement p ls, et don syntaxiquement que A a exatement ponstituants immédiats.domination sous-spéiée : A >∗ B signie que le noeud B est dans le sous-arbre issu de A à uneprofondeur indéterminée, e qui est représenté par un trait disontinu. À la limite, B peut s'identierà A. Syntaxiquement, ela signie que le syntagme B est inlus dans A à une profondeur indéter-minée, e qui permet d'exprimer à la fois une dépendane syntaxique non bornée et la possibilitéd'appliquer des modieurs à un syntagme. De plus amples détails sont exposés dans [Per05℄.préédene immédiate : A ≺ B signie que le noeud A préède immédiatement le noeud B dansl'ordre linéaire des noeuds, e qui est représenté par une èhe ontinue. Syntaxiquement, elasignie que le syntagme A préède immédiatement le syntagme B dans l'ordre linéaire des mots dela phrase.préédene sous-spéiée : A ≺∗ B signie que le noeud A préède le noeud B dans l'ordre linéairedes noeuds, e qui est représenté par une èhe disontinue. Syntaxiquement, ela signie que lesyntagme A préède le syntagme B dans l'ordre linéaire des mots de la phrase.



















mood = <1>ind | subj
num = <2>sg







mood = <1>ind | subj
neg = false
num = <2>sg
























mood = <6>cond | ind
tense = <7>?
typ = <5>decl
Fig. 1.4  Desription d'arbres assoiée à  Jean aime Marie. La gure 1.4 présente plusieurs relations de domation immédiate, une relation de domination sous-spéiée (entre les noeuds d'identiant (1,3) et (1,2)) et des relations de préédene immédiate.Comme de nombreux éléments de e formalisme, e système de relations n'est pas gé et rien n'interditde l'enrihir pour traduire ertaines spéiités d'une langue.1.2.2 PolaritésL'originalité des IG est que les traits morpho-syntaxiques assoiés aux syntagmes sont polarisés. Lesstrutures de traits sont un élément de base des formalismes du TAL, et habituellement un trait estassoié à une valeur dans un ouple (trait, valeur). En IG, on y ajoute une polarité pour obtenir untriplet (trait, polarit, valeur). Une polarité peut être ←,→, =,↔ et ∼ pour dire qu'un trait est négatif,positif, neutre ordinaire, saturé ou virtuel. Un trait négatif f ← v représente une ressoure attendue, untrait positif f → v une ressoure disponible et un trait neutre ordinaire f = v une propriété qui ne seomporte pas omme une ressoure onsommable. Un trait saturé f ↔ v est un trait neutre partiulierqui orrespond à la neutralisation d'un trait négatif par un trait positif. Contrairement à un trait neutreordinaire, il ne peut pas s'unier ave un trait positif ou négatif. Un trait virtuel f ∼ v est un traitneutre partiulier qui doit impérativement s'unier ave un autre trait polarisé non virtuel. L'uniationde deux noeuds polarisés se fait suivant le tableau de polarités 1.1.






































Fig. 1.5  Arbre saturé pour  Jean aime Marie. 
← → = ↔
← ⊥ ↔ ← ⊥
→ ↔ ⊥ → ⊥= ← → = ↔
↔ ⊥ ⊥ ↔ ⊥Tab. 1.1  Résultats de l'uniation de deux polarités1.2.3 Reherhe de modèlesUne desription d'arbre polarisée (i-après DAP) peut être vue omme un ensemble de ontraintes.Cet ensemble de ontraintes dénit un ensemble d'arbres syntaxiques, haque arbre syntaxique étant unmodèle de la DAP orrespondante.Dans le lexique, un mot est assoié une ou plusieurs DAP, qui représentent ses diérents emplois. Parexemple, le verbe  manger  peut être intransitif ( Jean mange. ) ou transitif diret ( Jean mangeune pomme. ). On a don dans le lexique une DAP pour l'emploi intransitif (le verbe manger requiertun GN sujet), et une autre pour l'emploi transitif diret (le verbe manger requiert un GN sujet et un GNobjet).On obtient une DAP d'une phrase en prenant une DAP par mot de la phrase et en faisant l'union desDAP hoisies. Il y a don autant de DAP d'une phrase que de ombinaisons possibles des DAP des entréeslexiales.Le proessus d'analyse en IG onsiste à reherher les modèles minimaux et neutres des DAP d'une phrase.La minimalité est néessaire ar les seuls modèles intéressants d'un point de vue syntaxique sont eux quiajoutent un minimum d'informations à la DAP qu'ils représentent. La reherhe de modèles est guidée
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ret 8par les polarités : toute polarité positive doit fusionner ave une polarité négative et réiproquement, alorsqu'une polarité saturée ne peut fusionner ni ave l'une ni ave l'autre. Une phrase n'est grammatialeque si toutes ses polarités sont saturées (i.e. qu'elle est neutre). La onstrution de modèles se fait ensuperposant pas à pas des moreaux d'arbres, le hoix des moreaux d'arbres à superposer étant guidépar les polarités.[Per05℄ ontient une présentation plus exhaustive et plus formelle des grammaires d'interation, quiomplète et englobe les idées rapidement reprises ii.1.3 Fontionnement onretLes idées développées dans le formalisme des IG sont mises en oeuvre dans un analyseur syntaxiqueéletrostatique appelé Leopar. Pour analyser une phrase, Leopar utilise un lexique syntaxique (à haquemot sont assoiées ses DAP). Pour érire et générer e lexique plus eaement et plus failement, onutilise XMG, un ompilateur de métagrammaires. Nous présentons don maintenant es deux outils.1.3.1 XMG, le ompilateur de métagrammairesXMG est un ompilateur de métagrammaires développé au Loria et disponible en ligne à l'adressehttp://souresup.ru.fr/xmg/. Une métagrammaire est une desription réduite basée sur les générali-sations linguistiques qui apparaissent dans les arbres de la grammaire. Ce onept vient de M.-H. Canditoqui à la n des années 90 a érit la première métagrammaire TAG. Au lieu de dérire tous les arbres dela grammaire, on va dérire des fragments d'arbres qui apparaissent plusieurs fois, puis dérire la façondont es fragments se ombinent pour donner les arbres de la grammaire. À partir de es informations leompilateur génère la grammaire orrespondante. Atuellement XMG peut générer des grammaires TAGet IG. [DLP05℄ présente beauoup plus largement XMG, son arhiteture et ses perspetives.1.3.2 Leopar, l'analyseur syntaxique életrostatiqueLeopar est un analyseur syntaxique développé au sein de l'équipe Calligramme et disponible en ligneà l'adresse http://www.loria.fr/equipes/alligramme/leopar/. Il permet d'analyser une phrase sui-vant 3 algorithmes : un algorithme inrémental, un CKY et un Earley. Pour analyser une phrase, Leoparutilise un lexique syntaxique qui est organisé suivant le shéma 1.6. Pour rendre le lexique plus faile àmaintenir et développer, les lemmes sont lassés par familles. Une famille apporte les informations om-munes aux lemmes qui la omposent. Les lemmes n'apportent don que les informations qui ne sont pasommunes à leur famille. Quand on réalise la jointure des lemmes et des familles, on obtient un lexiquesyntaxique, non éhi et non arboresent. Ce lexique, joint ave les formes éhies (ontenues dans lelexique morphologique), génère le lexique morpho-syntaxique. Ce lexique morpho-syntaxique, joint avela grammaire non anrée (de préférene générée par XMG), produit la grammaire anrée qui ontient lesarbres utilisés par Leopar.
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Fig. 1.6  Organisation du lexique syntaxique de Leopar
Chapitre 2Dynami Syntax2.1 Intuition générale et motivationQu'est-e que la onnaissane d'une langue naturelle ?La plupart des formalismes atuels (parmi lesquels les grammaires atégorielles) onsidèrent l'ensembledes langues naturelles omme un sous-ensemble des langages formels, à la suite des travaux de RihardMontague ompilés dans [Mon74℄, dont la démarhe est résumée par ette phrase :La relation entre la syntaxe et la sémantique d'une langue naturelle est essentiellement demême nature que la relation entre syntaxe et sémantique dans un langage formel (e.g. lalogique du premier ordre).En d'autres termes, une langue est dénie par une grammaire qui permet de générer l'ensemble de sesphrases, et leur analyse sémantique dérive  par divers méanismes  de l'analyse syntaxique faite selonles règles de la grammaire. Connaître une langue équivaut stritement à onnaître sa grammaire.Si l'on herhe à répondre à ette question de façon plus intuitive, la réponse est sensiblement dié-rente. La onnaissane d'une langue est (simplement) la apaité à omprendre et à générer des énon-és ompréhensibles par les autres louteurs de ette langue. La syntaxe n'est alors qu'un moyen deontraindre et de struturer la ommuniation du sens. Connaître une langue équivaut à savoir asso-ier à un énoné son sens, en s'aidant des ontraintes grammatiales. Ces dernières sont un système deontraintes ; la sémantique tient ompte de es ontraintes mais n'est pas une dédution passive de lasyntaxe.On retrouve ii pour la sémantique l'opposition évoquée au début du hapitre 1 pour la syntaxeentre Generative-Enumerative Syntax et Model-Theoreti Syntax. De la même façon que nous l'avons faitpour l'analyse syntaxique, nous allons examiner de plus près les onséquenes de l'éart entre es deuxoneptions du point de vue de l'analyse sémantique.Analyse sémantique montagovienneL'analyse sémantique est le passage d'un énoné (éventuellement ambigu) à une représentation for-melle non ambiguë. Il existe une longue tradition d'analyse sémantique des langues naturelles, mais 'estRihard Montague qui a laissé l'empreinte la plus forte sur la sémantique omputationnelle atuelle.En liant sémantique des langues naturelles et théorie des modèles, son approhe permet de onsidérerque déterminer la signiation d'une phrase P équivaut à déterminer les onditions de vérité de P dansl'ensemble des mondes possibles.Comme nous l'avons vu préédemment pour les CG, Montague lexialise sa grammaire et don assoieà haque mot une ou plusieurs atégories syntaxiques fontionnelles, ave s pour sentene (phrase), nppour noun phrase (groupe nominal) et n pour noun (nom) omme atégories de base.À haque mot, il assoie également son interprétation sémantique sous la forme d'un λ-terme typé. Lestypes sémantiques sont eux aussi fontionnels, basés sur les types atomiques t pour truth value (valeur10
2.1. Intuition générale et motivation 11de vérité) et e pour entity (entité).Pour notre exemple, les atégories syntaxiques et interprétations sémantiques sont indiquées à la gure 2.1.On se donne deux onstantes J et M de type (e → t) → t, et un symbole de relation LOVE de type
((e→ t)→ t)→ (((e→ t)→ t)→ t).Jean np [[Jean]] = JMarie np [[Marie]] = Maime np→ (np→ s) [[aime]] = λx y . LOVE y xFig. 2.1  Grammaire de Montague pour  Jean aime Marie Un prinipe fondamental de l'analyse sémantique est le prinipe de ompositionnalité, selon lequel lesens d'une phrase est fontion du sens des mots qui la omposent et de la façon dont ils se omposent.Ce prinipe peut être formulé de diérentes façons, plus ou moins strites, et Montague dénit uneversion forte de la ompositionnalité : il onsidère la syntaxe et la sémantique omme des algèbres etl'interprétation sémantique omme un homomorphisme entre es deux algèbres.À haque atégorie syntaxique de base, il assoie son interprétation qui est un type sémantique,omme la gure 2.2 le montre. Et grâe à l'homomorphisme entre syntaxe et sémantique, on obtientl'interprétation des autres atégories syntaxiques ([α→ β℄ = [α℄ → [β℄).[s℄ = t [n℄ = e→ t [np℄ = (e→ t)→ tFig. 2.2  Interprétation fontionnelle des atégories syntaxiques de base de la Grammaire de MontagueFinalement, si l'on herhe à aluler la sémantique de notre exemple, on obtient le λ-terme de lagure 2.3. (λx y . LOVE y x) M J →β LOVE J MFig. 2.3  λ-terme et sa β-rédution pour  Jean aime Marie De la sémantique de Montague à Dynami SyntaxNous pouvons maintenant examiner plus en détail les onséquenes respetives des deux oneptionsesquissées préédemment de la onnaissane d'une langue : d'un té le langage naturel omme langageformel, de l'autre le langage naturel omme ensemble de ontraintes sur la ommuniation d'un sens.Si l'on adopte le premier point de vue ( lassique montagovien ), un énoné doit de préférene êtreonsidéré dans sa globalité, ar 'est la seule façon de dériver une struture syntaxique omplète quipermettra de aluler la ou les strutures sémantiques orrespondantes. Si l'on voulait établir une orres-pondane direte ave le fontionnement de la faulté de langage d'un être humain, ela signierait qu'ilvérie d'abord que l'énoné qu'on lui fournit est orret syntaxiquement, puis qu'il en déduise le sens.A ontrario, si l'on adopte le seond point de vue ( intuitionniste ), un énoné est vu omme une suitede mots qui, linéairement et un par un, apportent une  petite quantité de sens . La syntaxe n'est alorsrien d'autre que le proessus par lequel l'être humain utilise et organise les nouveaux éléments de sensqui lui parviennent pour ompléter, enrihir et préiser le sens global de l'énoné qui lui est fourni. Re-prenant notre parallèle ave la faulté de langage d'un être humain, ela signierait que elui-i essaie enpermanene, au fur et à mesure, d'organiser de façon ohérente les informations qu'il reçoit pour faireémerger un sens global, la syntaxe lui donnant des indies sur la façon de le faire. C'est ette perspetive
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holinguistiquement, et 'est elle qui sert de point de départ à DynamiSyntax [KMVG01℄.Ce point de départ a de nombreuses onséquenes. Délaisser une vision statique, globale2,  vertiale de l'énoné pour une vision dynamique, partielle, linéaire permet de mieux rendre ompte de phénomèneshabituellement problématiques ar intrinsèquement liés à l'ordre des mots tels que les rossovers ou lesphénomènes d'alignement onstatés dans les situations de dialogue. En DS la sémantique est l'objetpremier de l'étude, la syntaxe n'étant qu'un ensemble de ontraintes guidant l'émergene de la struturesémantique. C'est pare qu'elle voit la syntaxe omme un ensemble de ontraintes que DS fait partie,omme les IG, des formalismes de la  Model-Theoreti Syntax [PS01℄.Considérer la sémantique omme entre d'intérêt premier onduit également à aepter plus naturel-lement l'idée de sous-spéiation. En eet la sous-spéiation est partie intégrante de la sémantique,par exemple un pronom a parfois plusieurs antéédents potentiels. Les ambiguïtés sur le sens d'un motsont levées soit par le ontexte gauhe du mot (les mots qui le préèdent), soit par son ontexte droit(les mots qui le suivent), soit par la pragmatique. La sous-spéiation est impliquée dans la résolutiond'anaphore (détermination de l'antéédent d'un pronom), le traitement des subordonnées relatives maiségalement dans tous les phénomènes qui se situent à la périphérie (gauhe ou droite) des phrases, ommela topialisation ou la disloation.La sous-spéiation est au oeur du proessus d'analyse sémantique de Dynami Syntax, ouplée aveles notions (omplémentaires l'une de l'autre) de requête et de fourniture d'information. Par exemple,dans la onstrution  X donne Y à Z , le verbe  donner  requiert que deux individus X et Z et l'objetY soient dénis par le reste de la phrase pour remplir les diérents rles sémantiques de e verbe. Lesgroupes nominaux orrespondants fournissent l'information sémantique requise par le verbe. Si les rlessémantiques du verbe ne sont pas remplis, la phrase n'est sémantiquement pas omplète.L'analyse sémantique de DS onsiste en la onstrution progressive d'un arbre sémantique. Au oursdu proessus de onstrution, et arbre ontient des requêtes et des fournitures d'informations, et il peutêtre sous-spéié. Nous allons maintenant détailler e proessus.2.2 Prinipes et déroulement d'une analyse2.2.1 Point de départ et prinipes générauxUne analyse en DS a toujours le même point de départ, qui est son but : établir une valeur de vérité.On introduit don un noeud qui est la raine du futur arbre. Sur e noeud une valeur de vérité est requise,qui est elle de la formule représentant la sémantique de la phrase. La règle d'initialisation, qui n'est pasanrée lexialement, nous permet d'introduire l'arbre de la gure 2.4. Une analyse en DS est en fait
?Ty(t),♦Fig. 2.4  Arbre assoiée à la règle d'initialisationune suession d'appliations, à un arbre sémantique en onstrution, de règles non anrées lexialement(omme la règle d'initialisation) et de proédures assoiées à des entrées lexiales.An de savoir en quel point de l'arbre il faut appliquer une règle ou proédure, il y a à tout instant del'analyse un noeud et un seul de l'arbre en onstrution qui porte un marqueur spéial appelé fous.À tout instant de l'analyse, au noeud pointé par le fous, il est possible que plusieurs règles ou proédurespuissent s'appliquer. Les diérentes onstrutions d'arbres doivent don être menées en parallèle, an dene garder in ne que les arbres dont le ontenu sera omplet (une proédure a été exéutée pour haquemot de l'énoné à analyser) et orret (l'arbre ne ontient plus de requête, et le fous est revenu au noeudraine). Évidemment, ela rée une explosion ombinatoire du nombre d'analyses à mener qui explique2Ce propos doit être nuané : ertains formalismes permettent de onsidérer des strutures partielles, omme les IG oules CCG.
2.2. Prinipes et déroulement d'une analyse 13la diulté à en réaliser une implantation qui soit plus qu'un  jouet .À la n de l'analyse, tout noeud ontient une formule typée. Ainsi, un noeud ontient au moins deuxinformations : sa formule et le type de sa formule.Les diérents types ouramment utilisés en DS sont exposés dans la gure 2.5. Ils sont omposés à partirde trois types atomiques : e pour entity (entité), t pour truth value (valeur de vérité) et n pour ommonnoun (nom ommun)3.À la n de l'analyse, tout noeud est xé dans l'arbre, 'est-à-dire qu'il ne reste auune relation de domi-Type Desription ExempleTy(e) Terme individuel Fo(Mary'), Fo(ǫ,x,Student'(x))Ty(t) Proposition Fo(Sing'(John')),Fo(Upset'(Hilary')(Joan'))Ty(e→t) Prédiat à 1 plae Fo(Upset'(Hilary')), Fo(Run')Ty(e→(e→t)) Prédiat à 2 plaes Fo(Upset'), Fo(Give'(John'))Ty(e→(e→(e→t))) Prédiat à 3 plaes Fo(Give'), Fo(Put')Ty(t→(e→t)) Prédiat propositionnel Fo(Believe'), Fo(Say')Ty(n) Nom ommun Fo(x,Student'(x)),Fo(y,Father'(John')(y))Ty(n→e) Quantiateur Fo(λP.ǫ, P )Fig. 2.5  Types les plus fréquemment utilisés en Dynami Syntaxnation large qui n'ait pas été résolue omme une suite nie éventuellement nulle de dominations strites.Le ontrle de et aspet est réalisé par l'ajout à haque noeud de son adresse de Gorn dans l'arbre.Les adresses de Gorn ont un autre avantage : elles permettent de représenter  à plat  une struturearboresente, en listant les noeuds, ar leur adresse permet de reonstruire la struture arboresente.L'arbre qui est onstruit est un arbre ni binaire, où le ls droit d'un noeud est noté 〈↓1〉et a le rle defonteur et le ls gauhe est noté 〈↓0〉et a le rle d'argument de e fonteur. La seule opération requise surles types est le modus ponens et la seule opération requise sur les formules est l'appliation fontionnelle.L'exemple présenté à la setion qui suit illustre es diérents points.2.2.2 Déroulement d'une analyse simple :  Marie dort. Voyons maintenant, via l'analyse d'une phrase simple ( Marie dort. ), le déroulement d'une analyseen DS. Par soui de larté, nous ferons don toujours les bons hoix de règle et de proédure à appliqueran de ne mener qu'une seule analyse.Toujours par soui de simpliité, nous n'exposerons pas les règles non lexiales, et une seule fois uneproédure lexiale : nous nous ontenterons d'en montrer les eets sur notre exemple. Ces règles sontidentiques à elles qui sont exposées pour l'anglais dans [CKM05℄ et [KMVG01℄.Enn, an de ne pas surharger les arbres, nous ne mettrons pas toutes les adresses de Gorn des noeuds.Pour notre as partiulier d'un arbre binaire, le noeud raine d'un arbre a l'adresse 0, son ls gauhe al'adresse 00, son ls droit l'adresse 01, et ainsi de suite.Le point de départ de toute analyse est, nous l'avons dit, la volonté d'établir une valeur de vérité(?Ty(t)) pour l'énoné, e qui orrespond à la gure 2.6. Le noeud a l'adresse de Gorn 0, ar il est laraine de l'arbre à onstruire : Tn(0), et 'est naturellement sur lui que vont avoir lieu les prohainesopérations de roissane de l'arbre : il porte le fous matérialisé par le ♦.La struture de phrase la plus ourante en français est formée d'un sujet et d'un prédiat. La règlenon lexialisée nommée introdution sujet - prédiat ajoute don des informations à la raine d'un arbrequi n'a pas enore de ls, 'est la gure 2.7.3Ce nom de type est abusif, n dénote plutt une propriété, e qui est aussi le as des noms propres.
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Tn(0), ?Ty(t),♦Fig. 2.6  Arbre d'initialisation
Tn(0), ?Ty(t), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t),♦Fig. 2.7  Arbre après introdution sujet - prédiatAu noeud raine on a ajouté des requêtes qui préisent le type que devront avoir ses ls, qui ne sontpas enore onstruits. C'est la règle de prédition sujet - prédiat qui onstruit les ls d'un noeud à partirdes requêtes les onernant.
Tn(0), ?Ty(t), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t)
〈↑0〉Tn(0), ?Ty(e),♦ 〈↑1〉Tn(0), ?Ty(e→ t)Fig. 2.8  Arbre après prédition sujet - prédiatLa règle de prédition sujet - prédiat a également déplaé le fous sur le sujet, 'est à partir de enoeud que l'arbre roîtra. Nous pouvons maintenant lire le mot  Marie , auquel est assoiée par unlexique la proédure de la gure 2.9. Après exéution de ette proédure on obtient l'arbre 2.10. Cetteproédure peut s'exéuter orretement ar le fous est sur un noeud auquel un type e est requis, e quiremplit la ondition d'appliation de la proédure.Dans et arbre et ette proédure, on introduit une variable fraîhe x. On introduit également desformules sur lesquelles nous reviendrons rapidement par la suite.Avant de pouvoir lire  dort  il faut remonter à la raine toutes les informations onernant  Ma-rie . Pour ela, il faut appliquer, à deux reprises, trois règles non lexialisées diérentes : omplétion,élimination et thinning. La première série d'appliations produit suessivement les gures A.1 à A.3données en annexe.La règle de omplétion a pour eet de remonter au noeud père le fous et le type du ls (qui avaitauparavant le fous), e qui se manifeste ii par 〈↓0〉Ty(e). Cette information est utile pour enlever parthinning les requêtes modales sur les types des ls ajoutées au noeud père par la règle d'introdution(omme 'est le as au noeud raine : ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t)). S'il n'y a pas eu introdution, ommeii, la remontée du type du ls n'est pas d'une grande utilité4. En onséquene, pour la suite de l'exemple,nous omettrons e genre d'informations dès que possible.La règle d'élimination donne à un noeud son type et sa formule, en fontion de eux de ses ls : le typeest le modus ponens des types des ls, et la formule l'appliation fontionnelle du ls droit au ls gauhe.La règle de thinning enlève la requête de type sur le noeud grâe au type fourni par la règle préédente.La même série d'appliations de règles permet de remonter au noeud raine, ave un thinning sup-plémentaire (pour enlever l'une des deux requêtes modales sur les ls : ?〈↓0〉Ty(e)). On obtient alors lagure 2.11.Ensuite on peut exéuter la règle d'antiipation, qui permet de desendre le fous d'un noeud à un deses ls qui présente au moins une requête, pour desendre au noeud prédiat (de type requis e→ t). Onobtient alors l'arbre 2.12, qui est prêt à reevoir le verbe.On exéute ensuite la proédure assoiée à  dort exposée à la gure 2.13, et omme préédemmenton fait remonter les informations onernant e noeud au noeud raine (appliation de omplétion, éli-mination et thinning). On remonte également le fous, et alors les onditions de suès de l'analyse sont4Les autres règles pourraient être érites de façon à tirer prot de ette remontée d'information, mais alors il faudraitremonter d'autres informations, e qui alourdirait enore le déroulement de l'algorithme.
2.2. Prinipes et déroulement d'une analyse 15if ?Ty(e)then make(〈↓1〉) ; go(〈↓1〉) ; put(Fo(λP.ι, P ), T y(cn → e)) ; go(〈↑1〉) ;make(〈↓0〉) ; go(〈↓0〉) ; put(?Ty(cn)) ; make(〈↓0〉) ; go(〈↓0〉) ;freshput(x, Fo(x)) ; put(Ty(e), [↓] ⊥) ; go(〈↑0〉) ; make(〈↓1〉) ; go(〈↓1〉) ;put(Fo(λX.X, Marie′(X)), T y(e→ cn)) ; go(〈↑1〉) ; go(〈↓0〉)else ABORTFig. 2.9  Proédure assoiée à l'entrée lexiale  Marie 
Tn(0), ?Ty(t), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t)
〈↑0〉Tn(0), ?Ty(e) 〈↑1〉Tn(0), ?Ty(e→ t)
?Ty(cn) Fo(λP.ι, P ), T y(cn→ e)
Fo(x), T y(e), [↓] ⊥
♦
Fo(λX.X, Marie′(X))
Ty(e→ cn)Fig. 2.10  Arbre après l'exéution de la proédure assoiée à  Marie 
Tn(0), ?Ty(t), 〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t),♦
〈↑0〉Tn(0), T y(e), Fo(ι, x, Marie
′(x)) 〈↑1〉Tn(0), ?Ty(e→ t)
Ty(cn), Fo(x, Marie′(x)) Fo(λP.ι, P ), T y(cn→ e)
Fo(x), T y(e), [↓] ⊥ Fo(λX.X, Marie′(X))
Ty(e→ cn)Fig. 2.11  Arbre après appliation de omplétion, élimination, thinning et thinning
Tn(0), ?Ty(t), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t)
〈↑0〉Tn(0), T y(e), Fo(ι, x, Marie
′(x)) 〈↑1〉Tn(0), ?Ty(e→ t),♦
Ty(cn), Fo(x, Marie′(x)) Fo(λP.ι, P ), T y(cn→ e)
Fo(x), T y(e), [↓] ⊥ Fo(λX.X, Marie′(X))
Ty(e→ cn)Fig. 2.12  Arbre après antiipation, avant la leture de  dort 
2.2. Prinipes et déroulement d'une analyse 16remplies et on obtient l'arbre nal de la gure 2.14.if ?Ty(e→ t)then put(Ty(e→ t), Fo(λP.Dormir′(P )), [↓] ⊥)else ABORTFig. 2.13  Proédure assoiée à l'entrée lexiale  dort 
Tn(0), T y(t), Fo(Dormir′(ι, x, Marie′(x))),♦
Ty(e), Fo(ι, x, Marie′(x)) Ty(e→ t), Fo(λP.Dormir′(P ))
Ty(cn), Fo(x, Marie′(x)) Fo(λP.ι, P ), T y(cn→ e)
Fo(x), T y(e), [↓] ⊥ Fo(λX.X, Marie′(X))
Ty(e→ cn)Fig. 2.14  Arbre nal pour  Marie dort Revenons maintenant sur le terme ι, x, Marie′(x). C'est un terme du ǫ-alul, que nous présentonsdans la setion suivante. Intuitivement, il désigne l'unique personne appelée Marie à laquelle le louteurpeut faire référene.Nous reviendrons sur les eets de haune des règles non lexialisées dans le hapitre suivant, lorsquenous tenterons d'en transrire les eets dans une grammaire d'interation.2.2.3 Compléments pour traiter des phénomènes plus omplexesDynami Syntax a été onçu  dès le départ  pour fournir un adre au traitement de nombreuxphénomènes linguistiques. Pour ela, le formalisme omporte quelques méanismes supplémentaires àeux vus dans l'exemple préédent.Résolution d'anaphoresLorsqu'un pronom remplae un groupe nominal dans une phrase, on lui attribue le rle d'anaphore ousubstitut du nom, dont le groupe nominal est l'antéédent. En analyse sémantique, lorsqu'un pronom estrenontré, il faut retrouver l'antéédent de ette anaphore (on parle de résolution de l'anaphore) an depouvoir aluler la formule sémantique de la phrase. L'antéédent d'une anaphore est retrouvé à partirdu ontexte de l'anaphore, don des phrases qui la préèdent ou du début de la phrase elle-même. Tousles groupes nominaux du ontexte ne sont pas des antéédents possibles, ar les pronoms anaphoriquesvéhiulent des marques de genre et de nombre.Par exemple, dans les phrases  Pierre aime Marie. Elle le hait. ,  elle  porte une marque de genreféminin (nombre singulier), et  le  de genre masulin (nombre singulier). C'est e qui nous permet dedire que  Pierre  est l'antéédent de  le  et  Marie  de  elle .Dynami Syntax ne omporte pas d'algorithme de résolution des anaphores, ar 'est un problèmeindépendant du formalisme adopté et qui n'a pas enore trouvé de réponse dénitive. Cependant, DS doitpermettre, une fois qu'un algorithme quelonque a résolu l'anaphore, de donner au pronom la formule deson antéédent. DS réalise ela par une règle non lexialisée nommée substitution qui est formulée ommedans la gure 2.15, où α est l'antéédent trouvé pour U . Cette règle vérie que la formule de l'antéédentn'est pas déjà présente dans la partie de l'arbre qui onstitue le domaine de loalité du pronom (sinon,




〉〈↓0〉, dont nous expliquerons le sens par la suite. Par exemple, dans la phrase  Jean le voit , le  ne peut pas référer à  Jean . A ontrario, les pronoms réexifs doivent trouver leur antéédentdans leur domaine de loalité.if Ty(e), ?Fo(U)then if 〈↑0〉〈↑∗1〉〈↓0〉Fo(α)then ABORTelse put(Fo(α))else ABORTFig. 2.15  Proédure assoiée à la règle substitution(α)Strutures en tandemUne subordonnée relative a, tout omme une phrase, sa valeur de vérité. Une subordonnée relative Rinsérée dans une phrase P a pour originalité d'avoir dans son ontexte non seulement le ontexte de P,mais aussi le début de P (i.e. la partie de P qui préède l'antéédent de R).En Dynami Syntax, R a son propre arbre d'analyse, qui est lié à elui de P par un lien de type L,dont l'origine est l'antéédent de la relative. On a ainsi les arbres shématiques de la gure 2.16 pour laphrase  Marie aime un homme qui mange une pomme. .
Marie
un homme aime
qui mange une pommeFig. 2.16  Arbres en tandem, reliés par un lien LDisloation gauheEn anglais, une phrase omme  Joan, Hilary upset.  est tout à fait aeptable. C'est un exemplesimple de disloation gauhe : l'objet diret  Joan  est mis en périphérie gauhe de la phrase, an dele mettre en valeur. En DS, une règle non lexialisée de *-adjontion permet d'ajouter un noeud A nonxé dans l'arbre en onstrution. Tout e qu'on sait de A, 'est qu'il sera dans l'arbre à une profondeurenore indéterminée. La onstrution de l'arbre se poursuit, et lorsqu'on arrive à l'objet diret manquant,on xe le noeud non xé à et endroit, omme le montrent les gures 2.17 et 2.18. La règle de fusion, quiunie deux noeuds, est appliquée pour xer le noeud.On remarque ii que ette disloation gauhe n'a auune inidene sur la struture nale de l'arbre.En DS, la struture sémantique reste inhangée. Si l'on veut déeler une disloation gauhe a posteriori,
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Joan
Hilary
? upsetFig. 2.17  Arbre ave le noeud portant Joan non xé
Hilary
Joan upsetFig. 2.18  Arbre nal pour la phrase  Joan, Hilary upset il faut examiner quelles règles ont été appliquées pour produire l'arbre nal.Nous venons de voir qu'il existe en DS quelques règles non lexialisées supplémentaires, un nouveautype de lien entre noeuds, et la possibilité de spéier des sous-arbres non enore xés. Ces points serontimportants par la suite, lorsque nous examinerons plus en détail les onvergenes et points d'ahoppemententre DS et les IG.2.3 Outils formelsDynami Syntax repose pour la desription d'arbres sur une logique d'arbres binaires nommée LOFT,qui lui est partiulièrement adaptée. Mais DS est un formalisme d'analyse sémantique et en tant quetel doit traiter des problèmes de quantiation. Pour ela, le hoix fait à e jour en DS s'est porté surune variante du epsilon-alul de Hilbert. Nous allons don maintenant présenter suintement es deuxoutils formels, e qui nous sera utile à l'heure de omparer DS et les IG.2.3.1 La logique d'arbres nis (LOFT)Dynami Syntax utilise la logique d'arbres nis (i-après LOFT pour Logi of Finite Trees) [BMvdR95℄pour représenter les desriptions d'arbres. C'est une logique modale qui dérit la struture interne d'arbresbinaires nis ordonnés. Comme Dynami Syntax s'insrit absolument dans la perspetive des formalismesqualiés de Model-Theoreti Syntax, e sont des strutures partielles qui sont le plus souvent dérites, etelles sont dérites du point de vue du noeud qui porte le fous. C'est don un point de vue desriptifinterne qui est adopté, plutt qu'externe. Les modalités de LOFT permettent d'exprimer en DS entreautres les onepts suivants : noeud père 〈↑〉, noeud ls 〈↓〉 noeud ls argument 〈↓0〉, noeud ls fonteur 〈↓1〉 lture transitive et réexive 〈↑∗〉 〈↓∗
1
〉, 〈↑0〉〈↑∗1〉〈↓0〉 (le domaine de loalité présenté préédemment pour la résolution d'anaphores). . .Ces modalités sont ombinables ave des formules, pour exprimer qu'une propriété à un autre noeudest requise : 〈↑〉?φ ou établie : 〈↑〉φ. Leur utilité a déjà été montrée, entre autres pour la résolution
2.3. Outils formels 19d'anaphores où 〈↑0〉〈↑∗1〉〈↓0〉 était le domaine de loalité dans lequel Fo(α) ne devait pas être vraie si onvoulait que α soit établi omme antéédent d'un pronom. [BMvdR95℄ ontient la dénition omplète deLOFT, ainsi que les preuves de sa orretion, de sa omplétude et de sa déidabilité.2.3.2 L'epsilon-alulPour gérer les termes quantiés, DS utilise l'ǫ-alul, déni par Hilbert, dans son  Grundlagen derMathematik  en 1923. L'intérêt du ǫ-alul réside dans ses opérateurs de desription ǫ, τ et ι, qui per-mettent de dénir expliitement les quantiateurs existentiel (∃)et universel (∀), et plus généralement lessymboles mathématiques à l'intérieur de systèmes dédutifs formels, omme le quantiateur d'existeneet d'uniité (∃ !).Desriptions indéniesUn epsilon-terme est un terme de la forme ǫx.A(x), ave x une variable et A un prédiat. Ce termes'interprète, du moins dans la version retenue en DS, omme  un x satisfaisant A(x) s'il existe, sinon unobjet arbitraire , grâe à l'axiome transni : A(y)⇒ A(ǫx.A(x)).Les quantiateurs de la logique lassique peuvent être enodés en ǫ-termes par les deux équivalenesénonées par Hilbert :
∃x, A(x)⇔ A(ǫx.A(x))
∀x, A(x)⇔ A(ǫx.¬A(x))L'opérateur ǫ permet don de dissoier la spéiation d'un objet de sa preuve d'existene. Cettepropriété semble tout indiquée pour traiter les desriptions indénies et la résolution d'anaphores dansles langues naturelles, 'est du moins la théorie développée dans la thèse de W.P.M. Meyer-Viol [MV95℄,ainsi que dans les travaux d'auteurs omme K. von Heusinger, ou en philosophie par H. Slater.L'opérateur de desription τ est déni omme A(ǫx.¬A) ≡ A(τx.A). On utilise des τ -termes pourrendre ompte de la quantiation universelle, plutt que des epsilon-termes omplexes.En DS, au nal, on trouvera un ǫ-terme au lieu d'un terme quantié existentiellement et un τ -termeau lieu d'un terme quantié universellement.Desriptions déniesQuant aux desriptions dénies, elles sont représentées par des ι-termes : ιx.A(x) est interprété omme le x tel que A(x) s'il existe et s'il est unique, sinon un objet arbitraire . L'opérateur ι se dérive d'ǫ enposant ιx.A(x) := ǫx.(unique(A))(x), ave unique := λA.λx.[A(x) ∧ (∀y, A(y)⇒ x = y)].En DS, on trouvera un ι-terme au lieu d'un terme quantié existentiellement ave une ondition d'uni-ité.[Cas07℄ présente un état des lieux assez omplet sur es opérateurs et traite de leur dénition en Coq.Les epsilon-termes sont souvent assimilés aux fontions de hoix, et une littérature relativement nom-breuse leur a été onsarée es dernières années.
Chapitre 3Dynami Syntax à la mode desgrammaires d'interation3.1 MotivationDans les deux formalismes présentés préédemment, IG et DS, l'analyse (syntaxique dans un as,sémantique dans l'autre) d'un énoné onstruit un arbre à partir de desriptions d'arbre partielles éven-tuellement sous-spéiées. Ces desriptions d'arbre se superposent, leurs informations se omplétant etse préisant (rien n'est détruit) : la onstrution de l'arbre est un proessus monotone roissant. La pre-mière ondition néessaire au suès de l'analyse est que tous les noeuds soient xés (i.e. que les modèlesne ontiennent plus auune relation de domination large non résolue en une suite nie de relations dedomination strite).Dans les deux formalismes, il y a une notion d'information fournie et d'information requise. En DS, unerequête d'information est  eaée  lorsque l'information attendue est fournie. En IG, une requête deressoure (polarité négative) est neutralisée lorsque la ressoure attendue est fournie (polarité positive).La seonde ondition néessaire au suès de l'analyse est que plus auune requête de ressoure ne sub-siste.À première vue, Dynami Syntax et les grammaires d'interation partagent don ertaines aratéristiquesfortes, qui sont préisément elles qui guident leur proessus d'analyse et en onditionnent le suès.En vertu de e onstat, omme les grammaires d'interation n'intègrent pas enore de dimensionsémantique, il paraît judiieux  pour ne pas dire inontournable  du point de vue des IG d'étudierla possibilité d'un rapprohement entre Dynami Syntax et les IG.D'autre part, la formulation proédurale de DS, si elle est adaptée à la mahine, est partiulièrementlourde à appréhender et à manipuler pour un être humain. Les règles omputationnelles telles qu'ellessont formulées introduisent de la redondane d'information, ave de nombreuses formules modales àtous les noeuds ou presque, qui sont introduites lors du déploiement de l'arbre ( à la desente ) etenlevées lors de la vériation du ontenu des noeuds ( à la remontée ). Enn, la reherhe en DS étantplus axée sur l'expliation de phénomènes linguistiques variés dans de nombreuses langues que sur ledéveloppement d'une grammaire à large ouverture pour une seule langue, le lexique n'est auunementfatorisé. Ces points tendent à rendre Dynami Syntax peu abordable et onstituent don autant defreins au développement et à la popularisation de e formalisme. Au nal, alors que DS permet derendre ompte très simplement et naturellement de nombreux phénomènes linguistiques habituellementprésentés omme problématiques, son temps d'apprentissage est long et le leteur en retire l'impressionque le gain en simpliité du traitement linguistique est annulé par la lourdeur de la logique manipulée.Dynami Syntax de son té aurait don également beauoup à gagner en étant formulée d'une façonplus délarative, ave un lexique struturé et fatorisé, et en éliminant ertaines redondanes des règlesomputationnelles. 20
3.2. D'une formulation proédurale à une formulation délarative 213.2 D'une formulation proédurale à une formulation délarative3.2.1 Intuition et première approheLes proédures de DS sont fastidieuses à lire et à manipuler. Pour résoudre e problème, les membresdu Dynami Syntax Researh Group les introduisent sous ette forme, mais parfois aussi sous la forme dela règle de transformation d'arbre orrespondante. Nous proposons ii de systématiser ette approhe enne présentant plus de proédure, mais également d'aller plus loin en passant d'une règle de transforma-tion d'arbre (à un sous-arbre reonnu on assoie le sous-arbre qui le remplae après appliation de etterègle) à un unique arbre. Pour ela, le système de polarités des IG semble tout à fait adéquat puisqu'ilomporte une polarité virtuelle qui permet la superposition de noeuds par reonnaissane (et non apport)d'information.Une analyse  DS façon IG  d'une phrase onstruit un arbre sémantique à l'aide de desriptionsd'arbres polarisées (DAP) des IG selon les prinipes suivants :1. l'arbre sémantique en onstrution se présente sous la forme d'une DAP2. à haque entrée lexiale sont assoiées une ou plusieurs DAP anrées3. à haque règle omputationnelle est assoiée une DAP4. un algorithme inrémental onstruit la DAP de la phrase en ajoutant à la DAP en onstrution soitune DAP du prohain mot non lu de la phrase, soit une DAP de règle5. le hoix de la DAP à ajouter à la DAP en onstrution est ontraint par la position du fous dansla DAP en onstrutionMaintenant que les grandes lignes sont traées, nous allons détailler ertaines orrespondanes entredes proédures et règles DS et leurs DAP.Règles omputationnellesNous présentons ii les DAP des règles omputationnelles dont nous aurons besoin pour traiter notreexemple  Marie dort. . Nous ommençons par le point de départ de toute analyse, qui en DS est larègle d'initialisation, modélisée trivialement sous la forme de la DAP 3.1 qui ontient un unique noeud.Ty ← tfous → mFig. 3.1  DAP assoiée à la règle d'initialisationEnsuite, les règles d'introdution et prédition sujet - prédiat seront appliquées. Nous les regrouponsen une seule règle, don une DAP (présentée à la gure 3.2), pour des raisons que nous évoquerons parla suite. Cette DAP omporte aussi des traits à valeurs partagées (〈1〉 et 〈2〉).Les deux DAP présentées omportent un trait spéial : le trait fous ayant omme seule valeur pos-sible m. Nous reviendrons par la suite sur e trait, mais les déplaements du fous néessitent des règlesdédiées, omme omplétion et antiipation, auxquelles on ajoute une règle de nalisation pour la n del'analyse (que l'on pourrait éventuellement anrer par le point nal de la phrase).Entrées lexialesAutre exemple plus omplexe de transription, la proédure assoiée à l'entrée lexiale  Marie donnée à la gure 3.6 peut être remplaée par la DAP 3.7. La DAP de  Marie  ontient un noeud ave
3.2. D'une formulation proédurale à une formulation délarative 22Ty → tFo = 〈2〉(〈1〉)fous ← mTy ← eFo ∼ 〈1〉fous → m Ty ← (e→ t)Fo ∼ 〈2〉Fig. 3.2  DAP assoiée à la règle introdution et prédition sujet - prédiatfous → mfous ← mFig. 3.3  DAP assoiée à la règle omplétionfous ← mfous → mFig. 3.4  DAP assoiée à la règle antiipationTy = tfous ← mFig. 3.5  DAP assoiée à la règle de nalisationle trait prop (pour property) qui a ii la valeur losed, e qui signie que le noeud est los (son nombrede ls est xé, en l'ourrene à 0).La DAP de  dort  est plus simple, omme le montre la gure 3.8.Représentation du fous en IGLe trait fous permet la gestion du fous de DS, selon une idée simple : on donne le fous à un noeuden polarisant positivement son trait fous, on le lui retire en le neutralisant (par ajout d'une polariténégative). Une analyse en DS part de la DAP d'initialisation, où le fous est sur le noeud raine (qui estle seul noeud de la DAP à e moment), et termine lorsque le fous est revenu sur e noeud raine (et qu'ilne reste auune requête dans la DAP). À tout instant de l'analyse, un noeud et un seul porte le fous.Pour préserver es propriétés, la grammaire d'interation orrespondante doit vérier les propriétés sui-vantes : la DAP d'initialisation ontient un fous positif sur le noeud raine la DAP de nalisation ontient un fous négatif sur le noeud raine toute autre DAP ontient un fous positif sur un noeud et un fous négatif sur un autre noeudLa DAP de nalisation est un ajout néessaire pour respeter la ondition de neutralité de la strutureà la n de l'analyse en IG. Immédiatement un problème apparaît, qui est lié au système de polaritésprésenté préédemment en IG : lorsqu'un trait a été neutralisé on ne peut plus le positiver à nouveau.
3.2. D'une formulation proédurale à une formulation délarative 23if ?Ty(e)then make(〈↓1〉) ; go(〈↓1〉) ; put(Fo(λP.ι, P ), T y(cn → e)) ; go(〈↑1〉) ;make(〈↓0〉) ; go(〈↓0〉) ; put(?Ty(cn)) ; make(〈↓0〉) ; go(〈↓0〉) ;freshput(x, Fo(x)) ; put(Ty(e), [↓] ⊥) ; go(〈↑0〉) ; make(〈↓1〉) ; go(〈↓1〉) ;put(Fo(λX.X, Marie′(X)), T y(e→ cn)) ; go(〈↑1〉) ; go(〈↓0〉)else ABORTFig. 3.6  Proédure assoiée à l'entrée lexiale  Marie Ty → eFo = 〈3〉(〈4〉)fous ← mTy = cnFo = 〈4〉 : 〈2〉(〈1〉) Ty = cn→ eFo = 〈3〉 : λP.ι, PTy = eFo = 〈1〉 : xprop = closedfous → m Ty = e→ cnFo = 〈2〉 : λX.X, Marie′(X)Fig. 3.7  DAP assoiée à l'entrée lexiale  Marie , ave valeurs partagéesTy → (e→ t)Fo = λP.Dormir′(P )prop = closedFig. 3.8  DAP assoiée à l'entrée lexiale  dort Or les déplaements du fous l'amènent à passer plusieurs fois par le même noeud. Il faudrait don avoirun système de polarités où la neutralité n'est pas uniquement obtenue par la superposition d'un positifet un négatif, mais par elle de n positifs et n négatifs. Cet ajout au système de polarités ne pose pas deproblème majeur don est tout à fait envisageable pour les futures évolutions des IG, d'autant plus qu'ilserait utile dans d'autres situations. Si en théorie on peut onsidérer e point omme aquis, en pratiqueLeopar ne gère pas enore e type de polarités et don ne peut gérer le fous.Clture d'un noeudLe trait prop assoié à la valeur losed permet de spéier qu'un noeud est los, 'est-à-dire qu'iln'a pas de ls. Cela orrespond don à la restrition [↓] ⊥ de DS, sauf que ette restrition en DS nes'applique pas aux liens L. Nous y reviendrons dans le hapitre suivant, ar e n'est pas faisable en IGatuellement.
3.2. D'une formulation proédurale à une formulation délarative 243.2.2 Exemple : analyse de  Marie dort La DAP de la règle d'initialisation sert de point de départ à l'analyse, 'est la gure 3.9.Ty ← tfous → mFig. 3.9  DAP au début de l'analyse de  Marie dort Puis on lui ajoute la DAP d'introdution et prédition sujet - prédiat, e qui donne la DAP de la -gure 3.10. Ty ↔ tFo = 〈2〉(〈1〉)fous ↔ mTy ← eFo ∼ 〈1〉fous → m Ty ← (e→ t)Fo ∼ 〈2〉Fig. 3.10  DAP après introdution et prédition sujet - prédiatPour ne pas surharger les gures, toutes les suivantes ne mentionneront le trait fous qu'au noeud quile porte à e moment de l'analyse.On peut lire l'entrée lexiale  Marie , e qui donne la gure 3.11.Ty ↔ tFo = 〈2〉(〈1〉)Ty ↔ eFo = 〈1〉 : ι, x, Marie′(x) Ty ← (e→ t)Fo ∼ 〈2〉Ty = cnFo = x, Marie′(x) Ty = (cn→ e)Fo = λP.ι, PTy = eFo = xprop = closedfous → m Ty = (e→ cn)Fo = λX.X, Marie′(X)Fig. 3.11  DAP après leture de  Marie On peut maintenant remonter le fous à la raine, par 3 appliations suessives de la règle de omplétion,e qui donne la gure 3.12.
3.2. D'une formulation proédurale à une formulation délarative 25Ty ↔ tFo = 〈2〉(〈1〉)fous → mTy ↔ eFo = 〈1〉 : ι, x, Marie′(x) Ty ← (e→ t)Fo ∼ 〈2〉Ty = cnFo = x, Marie′(x) Ty = (cn→ e)Fo = λP.ι, PTy = eFo = xprop = closed Ty = (e→ cn)Fo = λX.X, Marie′(X)Fig. 3.12  DAP après 3 omplétionsPuis une appliation d'antiipation permet de déplaer le fous au noeud prédiat, e qui donne la -gure 3.13. Ty ↔ tFo = 〈2〉(〈1〉)Ty ↔ eFo = 〈1〉 : ι, x, Marie′(x) Ty ← (e→ t)Fo ∼ 〈2〉fous → mTy = cnFo = x, Marie′(x) Ty = (cn→ e)Fo = λP.ι, PTy = eFo = xprop = closed Ty = (e→ cn)Fo = λX.X, Marie′(X)Fig. 3.13  DAP après antiipationOn lit  dort  et on obtient la DAP de la gure 3.14, qui ne fait pas apparaître les o-indexations parsoui de larté.Ensuite on remonte le fous à la raine à l'aide de la règle de omplétion et on obtient la DAP de lagure 3.15.Enn on termine l'analyse à l'aide de la règle de nalisation et on obtient l'arbre neutralisé de la -gure 3.16.
3.2. D'une formulation proédurale à une formulation délarative 26Ty ↔ tFo = Dormir′(ι, x, Marie′(x))Ty ↔ eFo = ι, x, Marie′(x) Ty ↔ (e→ t)Fo = λP.Dormir′(P )prop = closedfous → mTy = cnFo = x, Marie′(x) Ty = (cn→ e)Fo = λP.ι, PTy = eFo = xprop = closed Ty = (e→ cn)Fo = λX.X, Marie′(X)Fig. 3.14  DAP après leture de  dort Ty ↔ tFo = Dormir′(ι, x, Marie′(x))fous → mTy ↔ eFo = ι, x, Marie′(x) Ty ↔ (e→ t)Fo = λP.Dormir′(P )prop = closedTy = cnFo = x, Marie′(x) Ty = (cn→ e)Fo = λP.ι, PTy = eFo = xprop = closed Ty = (e→ cn)Fo = λX.X, Marie′(X)Fig. 3.15  DAP après omplétion3.2.3 Le problème de redondane, ses solutions et leurs onséquenesLa solution présentée jusqu'à présent n'est pas une simple transription de DS en IG, ar elle s'attaqueau problème de la redondane d'informations et de règles appliquées au ours d'une analyse en DS.Le problème de redondaneDans un arbre DS omplet (don plus hargé que les arbres présentés dans le hapitre 2 qui nemontraient que les informations nouvelles et importantes), pendant la roissane de l'arbre, tant qu'unsous-arbre n'est pas omplet, il ontient toujours des requêtes à sa raine. Quand on ajoute des ls à un
3.2. D'une formulation proédurale à une formulation délarative 27Ty ↔ tFo = Dormir′(ι, x, Marie′(x))fous ↔ mTy ↔ eFo = ι, x, Marie′(x) Ty ↔ (e→ t)Fo = λP.Dormir′(P )prop = closedTy = cnFo = x, Marie′(x) Ty = (cn→ e)Fo = λP.ι, PTy = eFo = xprop = closed Ty = (e→ cn)Fo = λX.X, Marie′(X)Fig. 3.16  DAP après nalisationnoeud, on ajoute à e noeud des requêtes modales sur les types de ses ls et on ne xe pas le type de enoeud. Les requêtes sur les types des ls sont utilisées pour onstruire eux-i.Plus tard dans l'analyse, les informations sur les types des ls remonteront au père, e qui permettrade supprimer es requêtes, de xer le type du père et de lui donner sa formule. On a besoin pour elades règles transrites pour les besoins de l'exemple (introdution sujet-prédiat, prédition sujet-préidat,omplétion, élimination) et une que nous n'avons siemment pas transrite (thinning).On voit ii lairement que les requêtes de type sont  en double  ar elles sont érites à la fois surle noeud père et sur le noeud ls. Ce type ne peut pas être modié, ar l'arbre roît de façon monotone,don elui qui sera xé au ls est exatement elui qui était requis au père et au ls. De plus la remontéedu fous en DS est onçue pour empêher que le fous ne remonte d'un noeud vers son père tant que letype de e noeud n'a pas été xé 5. Don, si le fous remonte depuis un noeud, 'est que tout le sous-arbrede e noeud est orretement typé.Solutions proposéesPour éviter la redondane que nous venons de mettre en évidene, qui omplique inutilement ledéroulement d'une analyse, nous proposons de xer le type des noeuds  à la desente  : dès que l'onajoute des ls B et C à un noeud A, on xe le type de A, ar elui-i sera orret (et fourni) si les typesde B et C le sont.S'il y a un problème, il sera dans le sous-arbre de B ou de C et de toute façon l'analyse ne pourra donpas réussir.Quant à la formule de A, sa valeur est dénie au même moment omme étant le résultat de l'appli-ation fontionnelle de la formule de C à la formule de B. Un méanisme de valeurs partagées permet defaire remonter les valeurs exates des formules de C et B dès qu'elles sont xées.Ainsi, toutes les informations sont xées à la desente. Ne pas avoir à remonter toutes es informationspermet d'avoir un arbre moins hargé et le déroulement de l'analyse s'en trouve failité.Cela a les onséquenes suivantes sur les règles omputationnelles de DS : les règles d'introdution et de prédition sont fusionnées la règle de thinning est naturellement modélisée en IG par la neutralisation des polarités5C'est une ondition indispensable pour respeter la  right roof onstraint  qui semble être un invariant linguistique.
3.3. Fatorisation du lexique par ériture d'une méta-grammaire 28 la règle de omplétion est modélisée par un arbre qui déplae le fous du noeud ourant vers sonpère, si le type du noeud ourant est xé (la remontée d'informations est rendue inutile par laxation du type du père à la desente) la règle d'élimination est modélisée par les valeurs partagées et la xation du type du père à ladesenteLe seul problème que nous avons est que nous ne pouvons pas en IG modéliser la ondition imposantque le type d'un noeud soit xé avant qu'on puisse lui appliquer la règle de omplétion. Nous reviendronssur e point au hapitre suivant.3.3 Fatorisation du lexique par ériture d'une méta-grammaireLes reherhes du Dynami Syntax Researh Group portent sur la façon de traiter de nombreux phé-nomènes linguistiques issus de langues très diérentes dans le adre du formalisme Dynami Syntax. Lebut est autant de valider le formalisme en mettant en évidene la simpliité du traitement du phénomèneétudié en DS que de montrer que l'on peut traiter e phénomène dans l'absolu (et omment on peut letraiter). Dans haque publiation utilisant DS, le formalisme est présenté, ave les règles et proéduresnéessaires à l'analyse des exemples fournis (et adaptés à la langue adre). Chaque publiation ontientainsi un petit fragment de grammaire, mais il n'existe à e jour auune grammaire de taille signiativepour une langue.Les IG, quant à elles, ont voation à servir de adre au développement de grammaires à large ouver-ture anrées lexialement. Il a don fallu rééhir à la meilleure façon d'organiser le lexique syntaxique, equi a donné l'organisation présentée à la gure 1.6. La même organisation est tout à fait transposable ànotre proposition de Dynami Syntax façon grammaires d'interation, sans que ela ne pose de problèmepartiulier. Au ontraire, ela permet d'ajouter failement et rapidement de nouvelles entrées lexiales.Ce qui permet une telle failité d'ériture et de maintenane, 'est la représentation modulaire que per-met la tradution du lexique de DS en IG. Les IG manipulent des desriptions d'arbres et les desriptionsd'arbres sont beauoup plus failes à fatoriser que des proédures (qui en DS ne sont pas fatorisées).Par exemple, pour ajouter l'entrée lexiale  Jean  en IG, il sut d'ajouter le lemme Jean à la liste deslemmes, ave son unique forme éhie Jean et d'assoier e lemme à une famille de lemmes (par exempleelle des noms propres masulins singuliers désignant des êtres animés). Entre les arbres de  Pierre  et Jean , seuls l'anre lexiale et le prédiat hangeront.L'ériture de la méta-grammaire XMG orrespondante est similaire dans son prinipe à elle desgrammaires syntaxiques atuelles des IG, mais les besoins sont légèrement diérents notamment à ausedes types réursifs et de l'appliation fontionnelle qui sont omniprésents dans la onstrution des arbresd'analyse en DS. Ces besoins nouveaux ne sont pas insurmontables en l'état, mais devraient être traitéspour pouvoir érire ave un réel onfort une méta-grammaire DS-IG.Il serait intéressant de déterminer dans quelle mesure on pourrait réutiliser les ressoures existantesen IG et avoir un lexique  unique  syntaxe IG/sémantique à la DS, mais ela dépasse le adre de etteétude et la pertinene même de ette démarhe est disutable, omme nous le verrons par la suite.3.4 Limites de l'expérimentation onrète de ette approheLe travail théorique dérit préédemment n'a pu être réellement testé, pour plusieurs raisons que nousexposons dans ette setion.3.4.1 Problèmes d'implantationLes règles en DS ne sont pas lexialisées et sont optionnelles, e qui entraîne un grand nombre d'ana-lyses à mener en parallèle. Or Leopar ne sait gérer que des DAP lexialisées, et ne sait pas gérer des DAP
3.4. Limites de l'expérimentation onrète de ette approhe 29optionnelles. Nous avons tout de même érit une grammaire jouet dans laquelle les règles étaient anrées.Cela fore à inlure les règles dans la phrase et don à prévoir l'analyse (parmi les diérentes possibleséventuellement) qui sera faite. On perd alors l'intérêt des analyses de DS. De plus, omme nous avons pule signaler, ertaines modalités de DS ne sont pas exprimables en IG. Toute une partie des informationsnéessaires à l'analyse de DS est orthogonale aux IG et néessiterait l'ajout d'une nouvelle dimensiondans la grammaire. C'est le as lorsqu'on veut tester que le type d'un noeud a été xé avant de remonterle fous à son père mais aussi si l'on veut tester qu'un trait d'un noeud n'a pas enore eu de valeur xéejusqu'à présent, ou si l'on veut forer que e trait aquière une valeur atomique avant la n de l'analyse.Nous reviendrons sur es problèmes dans le dernier hapitre.Il n'existe pas de moyen de gérer un méanisme d'adresses de Gorn dans Leopar, atuellement. Cen'est pas forément indispensable si on a ette dimension supplémentaire dans la grammaire, dans laquelleon peut exprimer des modalités. Il n'y a pas de lien L en IG et don dans Leopar, e qui empêhe detraiter les subordonnées relatives omme nous le verrons dans le dernier hapitre.Enn, nous avons dû ajouter plusieurs DAP juste pour gérer le fous. De la même façon, etteinformation devrait être gérée dans une autre dimension, ar elle ne onerne que le déroulement del'analyse et pas l'arbre nal.Il faudrait don ajouter une dimension à XMG sur laquelle un algorithme d'analyse implanté dansLeopar pourrait s'appuyer.3.4.2 Couverture de la grammaireLes règles de grammaire de DS étudiées traitent de nombreux phénomènes linguistiques. Parmi eux-i, on trouve les liens anaphoriques, les subordonnées relatives (restritives et non restritives), et donles phénomènes de rossover (qui résultent de l'interation d'une anaphore ave une subordonnée rela-tive) auxquels une abondante littérature est onsarée. Une grande attention est également portée auxphénomènes situés aux périphéries gauhe et droite de la phrase : Cliti Left Disloation, Hanging TopiLeft Disloation, topialisation, eet de fous, extraposition, pronoms résomptifs, eet de réapitulation,disloation droite, inversion du sujet. . . Les problèmes de portée de quantiateurs renontrés dans lesfameuses donkey sentenes légitiment l'emploi des ǫ-termes. Les langues à srambling sont égalementétudiées.Il est diile de dénir préisément la ouverture de la grammaire produite. Tous es phénomènes sonttraités en DS ave un grand nombre de règles et d'entrées lexiales, qui dépendent des langues étudiées.Il ne nous a pas été possible de les rassembler toutes pour dénir, langue par langue, la ouverture de lagrammaire.De plus, de nombreux phénomènes néessitent des traitements supplémentaires à la onstrution d'unarbre sémantique. C'est le as de la résolution d'anaphores et des problèmes de portée de quantiateurs(et à travers eux la dépendane des groupes nominaux), pour n'en iter que les prinipaux. L'arbre estonstruit de manière à fournir les informations requises par l'algorithme de résolution proposé pour lephénomène en DS. Ces algorithmes ne sont pas à modéliser en IG, mais font partie du  framework  DS.
Chapitre 4Entre Dynami Syntax et grammairesd'interation : marges de progrès,divergenes fortes et questions ensuspensÀ la lumière de l'approhe  naïve  ébauhée au hapitre préédent, Dynami Syntax et les gram-maires d'interation sont des formalismes susamment éloignés l'un de l'autre pour qu'une approhe IGde DS préserve tout DS en y ajoutant les avantages des IG. Ce serait évidemment la situation idéale auterme de e travail, mais nous allons détailler ii tout e qui nous en empêhe.4.1 Desriptions d'arbres : LOFT versus IGPour les desriptions d'arbres, DS utilise LOFT alors que les IG ont leur propre langage. Or LOFTpermet d'exprimer plusieurs notions que le langage des IG est impuissant à modéliser orretement.Premier problème, les liens L relient un noeud d'un arbre à la raine d'un autre arbre qui est onstruiten tandem ave le premier. On peut déjà remarquer qu'il n'existe entre des noeuds, en IG, que des relationsde domination et de préédene, et don qu'on ne peut exprimer simplement les liens L. Une solutionpourrait être de modéliser un lien L par une relation de domination, et d'ajouter un nouveau trait linkave trois valeurs possibles : start si le noeud est point de départ d'un lien L, end si le noeud est pointd'arrivée d'un lien L, et none sinon. Mais ette solution est vite mise en éhe lorsqu'on tente de l'intégrerà une analyse de type DS, ar trop rigide. Par exemple, omment lore un noeud (dire que la liste deses ls direts est xée dénitivement) tout en laissant ouverte la possibilité qu'il soit antéédent d'unerelative, si le lien L est modélisé par une relation de domination ?Il faudrait don ajouter la relation de lien L entre deux noeuds à la liste des relations des IG.Deuxième problème, omment spéier qu'un noeud n'a pas de père en IG ? Leopar reonnaît la rainede l'arbre d'après sa atégorie syntaxique. LOFT permet de l'exprimer par la modalité [↑] ⊥, qui signieque pour tous les noeuds qui domineraient e noeud, ⊥ est vrai. Don auun noeud ne domine e noeud.Troisième problème, de nombreuses modalités ne peuvent pas être érites en IG. Le langage de desrip-tions d'arbres des IG ne ontient auun méanisme pour exprimer des modalités nes (telles que elle dudomaine de loalité : 〈↑0〉〈↑∗1〉〈↓0〉). Or, en DS, ave des suites de modalités on peut dérire des plaementstrès préis, ou sous-spéiés mais ontraints assez nement, pour des noeuds. Ave une autre dimensionpour es modalités, on pourrait également faire la diérene entre deux types de noeuds dénis par unerelation de domination large : d'un té, les noeuds enore non xés dans la DAP en onstrution, del'autre, les noeuds déjà xés dans la DAP mais dont on sait qu'ils sont dominés largement par un autrenoeud. 30
4.2. Linéarité de Dynami Syntax 31Pour notamment es trois raisons, IG est moins expressif que LOFT, et moins expressif que le sous-ensemble de LOFT utilisé par DS. En enrihissant le langage de desriptions d'arbres des IG de façon àrésoudre au moins les trois problèmes soulevés, on devrait pouvoir faire des desriptions d'arbres  sta-tiques  aussi omplètes et omplexes en IG qu'en DS.DS a une dernière diérene statique ave les IG : tous les arbres des IG sont lexialisés, e qui n'estpas le as des arbres DS. On peut tout à fait onsidérer des IG non lexialisées, mais les onséquenes enterme de alulabilité ne sont pas négligeables.4.2 Linéarité de Dynami SyntaxPour qu'une règle puisse s'appliquer en DS, il faut que ertaines onditions d'appliation de la règlesoient remplies. Mais es onditions peuvent porter sur l'état de l'arbre en onstrution, qui ne serontplus vériées dans l'arbre nal. Par exemple, ertaines règles pour s'appliquer requièrent qu'à un noeuddonné, un trait n'ait pas enore reçu de valeur assoiée, ou qu'un noeud donné ne domine pour le momentauun autre noeud. Bien sûr, ette ondition ne sera plus valable à un autre moment de l'analyse et alorsla règle ne pourra pas s'appliquer.Cela signie que l'ordre d'appliation des règles au ours de l'analyse a de l'importane, éventuellementpour rendre ompte de ertains eets linguistiques, mais également pare que es règles forment unsystème de réériture non assoiatif et non ommutatif.La linéarité de DS, ouplée au méanisme d'adresses de Gorn, permet également de faire la diéreneentre un noeud A enore non xé mais dont on sait qu'il est dominé largement par un noeud B, et unnoeud A déjà xé qui est dominé largement par B.En IG par ontre, les ontraintes sont monotones : toute ontrainte fournie par une DAP lexialiséeest ajoutée aux ontraintes de la DAP de la phrase, et ette ontrainte restera vraie dans la DAP nale.En résumé, il faudrait ajouter à la grammaire IG une dimension de ontraintes sur l'arbre en onstru-tion alors que pour le moment on ne peut poser de ontraintes que sur la desription d'arbre polarisée.L'autre solution, qui paraît moins omplète et moins élégante, serait d'assoier à haque règle et proé-dure deux arbres : si le premier est reonnu, le seond est ajouté à la DAP. On aurait alors une grammairede ouples d'arbres.4.3 Les zones d'ombre de DSMalgré l'abondante littérature produite par le Dynami Syntax Researh Group (DSRG), de nombreuxpans du formalisme restent à bâtir.Ainsi, omme dans les théories exposées par Steedman, Beyssade ou Winter, les groupes nominauxindénis et dénis sont onsidérés omme dépendants d'un événement, d'une situation, d'un autre groupenominal. . . Mais auun modèle d'événements lair n'a été déni pour le moment, e qui empêhe d'avoirun ensemble ohérent permettent de tester ette théorie sur quelques phrases.Sans modèle d'événements lair, il est également diile de dénir les diérentes β-rédutions qui doivents'appliquer aux λ-termes onstruits pour générer toutes les interprétations voulues et seulement elles.[MV95℄ en énone quelques-unes, mais elles ne traitent pas tous les as possibles.Sans modèle d'événements lair, il est également impossible de gérer la temporalité, marquée entre autrespar le mode et le temps des verbes.Un peu de la même façon, auune déision n'a été prise pour hoisir la variante du ǫ-alul à adopter :elle de Meyer-Viol, ou elle, indiée, de von Heusinger ? Le hoix même du ǫ-alul prête à disussion.Selon ses promoteurs, diérentes observations linguistiques mettent en évidene le fait qu'un groupenominal doit être de type e, e qui est le as des termes onstruits ave les opérateurs de desription. Deplus, es termes permettraient de rendre ompte naturellement de l'interprétation  E-type  de ertainspronoms et évite ertains problèmes de portée dans les donkey sentenes. Les ǫ-termes seraient en outreéquivalentes aux fontions de hoix, auxquelles toute une autre littérature est onsarée.Mais selon ertains de ses détrateurs, es termes ne sont pas néessaires, ar on peut onstruire des
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oup plus simples (Beyssade), ou des fontions au moins aussi expressives à la sémantiquelaire omme les fontions de Skolem (Steedman), ou un  type raising  est indispensable (Winter) . . .Les problèmes liés aux événements et aux ǫ-termes ne sont pas simples à tranher, ar on touherapidement au oeur des problèmes des formalismes d'analyse sémantique atuels.Un autre problème omplexe est elui de la non lexialisation de ertaines règles. Peut-être est-ilpossible de dénir un algorithme d'analyse permettant de limiter le nombre d'appliations suessives derègles non lexialisées. Dans le as ontraire, une implantation réaliste à large ouverture de DS seraitinfaisable. Cette implantation devrait a priori se faire sous la forme d'un algorithme de type oin gauhe,qui paraît le plus adapté à DS.Un autre obstale à une implantation réaliste à large ouverture est le nombre important de bran-hements possibles dans l'analyse, à haque étape. Cela implique de mener de nombreuses analyses enparallèle, e qui est toujours fastidieux. Les éléments permettant d'éliminer ertaines options sont ex-térieurs, don ompliqués à intégrer. Ainsi, pour faire la diérene entre une relative restritive et unenon-restritive, la pontuation (à l'érit) et l'intonation (à l'oral), mais également la pragmatique sontdes indies possibles.Mais d'autres zones d'ombre de DS sont elles beauoup plus abordables.Ainsi, auune struture de traits n'est rigoureusement dénie pour les pronoms alors qu'un tel ajoutn'aurait pas d'impat sur le reste du formalisme, et que les informations de genre et de nombre ontenuespar les pronoms sont indispensables à des méanismes omme la résolution d'anaphores.
ConlusionNous nous proposions dans ette étude d'examiner les deux formalismes que sont Dynami Syntax etles grammaires d'interation, an de tenter de modéliser le premier dans le deuxième. Leurs aratéris-tiques ommunes, bien qu'intéressantes, ne sont pas susantes pour permettre un tel rapprohement àl'heure atuelle.Ce travail a permis de mettre en évidene le manque d'expressivité du langage de desriptions d'arbresdes grammaires d'interation, omparé à un langage omme elui de LOFT. Ce n'est pas rédhibitoire,ar les IG pourraient évoluer dans e sens. Une étude plus approfondie des onséquenes qu'auraient detels hangements serait évidemment requise.L'aspet dynamique (linéaire) du traitement en DS pourrait être géré dans une nouvelle dimensionde la grammaire, qui permettrait d'exprimer notamment des ontraintes sur l'arbre d'analyse en ours.Mais le prinipal obstale est onstitué par le ou qui entoure de nombreux points de Dynami Syntax.Ce formalisme est ambitieux, don inomplet à plusieurs égards et diile à automatiser réellement. Il aependant de réelles qualités que sa formulation atuelle masque en partie, et gagnerait indubitablement àêtre formulé omme nous avons tenté de le faire, de façon délarative et ave un lexique struturé ommeen IG.L'élément de DS qui est le plus polémique est sans auun doute l'utilisation d'une variante du ǫ-alul,qui n'est pas totalement dénie et semble pouvoir être remplaée par plusieurs approhes onurrentesplus laires sans trop impater le reste du formalisme.Les publiations sur DS présentent deux problèmes majeurs. Premièrement, DS n'est pas fortementlexialisé, e qui rend haque étape de l'analyse plus omplexe à gérer. Deuxièmement, les phénomèneslinguistiques traités en DS sont de réels problèmes du domaine, mais pour être pleinement onvainudes bénées que DS apporte, il faut déjà avoir une ertaine onnaissane du phénomène traité. C'estla ombinaison de es deux fateurs qui rend DS aussi diile à aborder, et les propositions que nousfaisons ii ne peuvent atténuer que légèrement le premier problème.Travailler sur une formulation de Dynami Syntax en grammaires d'interation aura permis d'ouvrirun ertain nombre de questions sur les deux formalismes, qui ne peuvent être que bénéques à leurdéveloppement respetif.
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Annexe AArbres intermédiaires de l'analyse de Marie dort 
Tn(0), ?Ty(t), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t)
〈↑0〉Tn(0), ?Ty(e) 〈↑1〉Tn(0), ?Ty(e→ t)
?Ty(cn), 〈↓0〉Ty(e)
♦
Fo(λP.ι, P ), T y(cn→ e)
Fo(x), T y(e), [↓] ⊥ Fo(λX.X, Marie′(X))
Ty(e→ cn)Fig. A.1  Arbre après omplétion
Tn(0), ?Ty(t), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t)
〈↑0〉Tn(0), ?Ty(e) 〈↑1〉Tn(0), ?Ty(e→ t)
?Ty(cn), 〈↓0〉Ty(e), T y(cn), Fo(x, Marie
′(x))
♦
Fo(λP.ι, P ), T y(cn→ e)
Fo(x), T y(e), [↓] ⊥ Fo(λX.X, Marie′(X))
Ty(e→ cn)Fig. A.2  Arbre après élimination
34
35
Tn(0), ?Ty(t), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t)
〈↑0〉Tn(0), ?Ty(e) 〈↑1〉Tn(0), ?Ty(e→ t)
〈↓0〉Ty(e), T y(cn), Fo(x, Marie
′(x))
♦
Fo(λP.ι, P ), T y(cn→ e)
Fo(x), T y(e), [↓] ⊥ Fo(λX.X, Marie′(X))
Ty(e→ cn)Fig. A.3  Arbre après thinning
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