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Abstract
We fix z0 ∈ C and a field F with C ⊂ F ⊂ Mz0 := the field of germs of mero-
morphic functions at z0. We fix f1, . . . , fr ∈ Mz0 and we consider the F-algebras
S := F[f1, . . . , fr] and S := F[f
±1
1 , . . . , f
±1
r ]. We present the general properties of the
semigroup rings
Shol := F[fa := fa11 · · · f
ar
r : (a1, . . . , ar) ∈ N
r and fa is holomorphic at z0],
S
hol
:= F[fa := fa11 · · · f
ar
r : (a1, . . . , ar) ∈ Z
r and fa is holomorphic at z0],
and we tackle in detail the case in which F = M<1 is the field of meromorphic
functions of order < 1 and fj’s are meromorphic functions over C of finite order with
a finite number of zeros and poles.
2010 MSC: 30D30; 30D20; 16S36.
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1 Introduction
Let z0 ∈ C and let g be a holomorphic function at z0, that is g is holomorphic on an open
domain U ⊂ C with z0 ∈ U . Replacing g(z) with g(z − z0), we can assume that z0 = 0.
Given two holomorphic functions g1 and g2 at 0 we say that g1 ∼ g2 if there exist an open
domain U ∋ z0 such that g1|U = g2|U . ∼ is an equivalence relation. A class of equivalence of
∼ is called a germ of holomorphic function. We denote O0 the ring of germs of holomorphic
functions at 0. It is well known that
O0 ∼= C{z} = {
+∞∑
n=0
anz
n :
1
lim supn
n
√
|an|
> 0},
the ring of convergent power series, which is an one dimensional local regular ring with the
maximal ideal m = zC{z}.
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Let f be a meromorphic function at 0, that is there exists an open domain U ⊂ C,
0 ∈ U , and two holomorphic functions g, h : U → C such that f(z) = g(z)
h(z)
for all z ∈ U\{0}.
It is well known that f has a Laurent expansion
f(z) =
+∞∑
n=ℓ
anz
n, 0 < |z| < R, where R =
1
lim sup n
√
|an|
> 0 and ℓ ∈ Z.
If aℓ 6= 0, the number ordz=0 f(z) := ℓ is called the order of zero of f at 0. If ℓ ≥ 0, then f
is holomorphic at 0 and has a zero of order ℓ at 0. If ℓ < 0, then 0 is a pole of order −ℓ of
f . As in the holomorphic case, we define M0 the ring of germs of meromorphic function
at 0. We have that M0 is the quotient field of O0 and hence
M0 ∼= Q(C{z}) = C{z}[z
−1] ∼=
C{z}[t]
(1− zt)
.
In order to simplify the notation, we denote by f a holomorphic (meromorphic) function
at 0 and its germ.
We fix a field F such that C ⊂ F (M0 and some germs f1, . . . , fr ∈M0. We consider
the F-algebras S := F[f1, . . . , fr] and S := F[f
±1
1 , . . . , f
±1
r ]. Our aim is to study the F-
subalgebras
Shol := F[fa := fa11 · · · f
ar
r : ordz=0 f(z) ≥ 0, a = (a1, . . . , ar) ∈ N
r] ⊂ S.
S
hol
:= F[fa := fa11 · · · f
ar
r : ordz=0 f(z) ≥ 0, a = (a1, . . . , ar) ∈ Z
r] ⊂ S.
In the second section, we present the general properties of Shol and S
hol
, using the methods
from [4]. Theorem 2.3, Theorem 2.4 and Theorem 2.5 are simple generalizations of the main
results from [4], hence we omit the proofs.
In the third section, we present our main results of the paper. We let F :=M<1 be the
field of meromorphic functions of order < 1 and we let f1, . . . , fr be some meromorphic
functions of finite order with finite number of zeros and poles. In Proposition 3.1 we prove
that such functions are of the form R(z)eP (z), where R(z) is a rational function and P (z) is
a polynomial. In Theorem 3.3 we prove that if P1, P2, . . . , Pr ∈ C[z] are polynomials such
that Pj − Pk are non-constant for all j 6= k, then the functions fj(z) = e
Pj(z), 1 ≤ j ≤ r,
are linearly independent over F. Moreover, if dj := deg(Pj) ≥ 1 for 1 ≤ j ≤ r and dj 6= dk
for all j 6= k, then f1, . . . , fr are algebraically independent over F. In Corollary 3.4 we
prove similar conclusions, when we replace fj ’s with linear combinations hj =
∑r
k=1 gjkfk,
1 ≤ j ≤ r, where gjk ∈ F and the determinant det((gjk)j,k) is nonzero. In Corollary 3.5 we
prove that if ϕ ∈ F and fj(z) = e
Pj(z), 1 ≤ j ≤ r, are as in the hypothesis of Theorem 3.3,
then ϕ, f1, . . . , fr are linearly (algebraically) independent over C. We conclude our paper
with Example 3.6.
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2 Preliminaries
Let M0 be the field of germs of meromorphic functions at 0. Let F be a field such that
C ⊂ F ( M0 and let f1, . . . , fr ∈ M0. Let S := F[f1, . . . , fr] and S := F[f
±1
1 , . . . , f
±1
r ].
Since S is a domain, we have
S ∼=
F[x1, . . . , xr]
p
, (2.1)
where p ⊂ F[x1, . . . , xr] is a prime ideal. Similarly,
S ∼=
F[x±11 , . . . , x
±1
r ]
q
∼=
F[x1, . . . , xr, y1, . . . , yr]
p
, (2.2)
where q ⊂ F[x±11 , . . . , x
±1
r ] is a prime ideal and p ⊂ F[x1, . . . , xr, y1, . . . , yr] is a prime ideal
such that
q ∼=
p
(x1y1 − 1, . . . , xryr − 1)
.
We consider the F-subalgebras
Shol := F[fa := fa11 · · ·f
ar
r : a = (a1, . . . , ar) ∈ N
r and ordz=0 f
a(z) ≥ 0] ⊂ S, (2.3)
S
hol
:= F[fa := fa11 · · · f
ar
r : a = (a1, . . . , ar) ∈ Z
r and ordz=0 f
a(z) ≥ 0] ⊂ S. (2.4)
Let ℓj := ordz=0 fj(z), for 1 ≤ j ≤ r. From (2.3) it follows that
Shol := F[fa : a1ℓ1 + · · ·+ arℓr ≥ 0, a ∈ N
r]. (2.5)
Similarly, from (2.4) it follows that
S
hol
:= F[fa : a1ℓ1 + · · ·+ arℓr ≥ 0, a ∈ Z
r]. (2.6)
We consider the semigroups
H := {a = (a1, . . . , ar) : a1ℓ1 + · · ·+ arℓr ≥ 0} ⊂ N
r, (2.7)
H := {a = (a1, . . . , ar) : a1ℓ1 + · · ·+ arℓr ≥ 0} ⊂ Z
r, (2.8)
and their associated toric ring
F[H ] := F[xa = xa11 · · ·x
ar
r : a ∈ H ] ⊂ F[x1, . . . , xr]. (2.9)
F[H] := F[xa = xa11 · · ·x
ar
r : a ∈ H] ⊂ F[x
±1
1 , . . . , x
±1
r ]. (2.10)
We consider the semigroup
H˜ := {(b, c) ∈ Nr × Nr : b− c ∈ H}. (2.11)
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with its associated toric ring F[H˜]. One can easily check that
F[H] ∼=
F[H˜ ]
(x1y1 − 1, . . . , xryr − 1)
. (2.12)
From (2.1), (2.5) and (2.9) it follows that
Shol ∼=
p+ F[H ]
p
∼=
F[H ]
p ∩ F[H ]
. (2.13)
From (2.2), (2.6), (2.10) and (2.12) it follows that
S
hol ∼=
q+ F[H]
q
∼=
p+ F[H˜ ]
p
∼=
F[H˜]
p ∩ F[H˜]
. (2.14)
There are three cases to consider:
(i) ℓ1 > 0, . . . , ℓp > 0, ℓp+1 = · · · = ℓr = 0, where p ≥ 0
(ii) ℓ1 < 0, . . . , ℓq < 0, ℓq+1 = · · · = ℓr = 0, where q ≥ 1
(iii) ℓ1 > 0, . . . , ℓp > 0, ℓp+1 < 0, . . . , ℓq < 0, ℓq+1 = · · · = ℓr = 0, 1 ≤ p < q ≤ r.
In the case (i), we have that
F[H ] = F[x1, . . . , xr] and F[H] = F[x1, . . . , xp, x
±1
p+1, . . . , x
±1
r ].
In the case (ii), we have that
F[H ] = F[xq+1, . . . , xr] and F[H] = F[x
−1
1 , . . . , x
−1
q , x
±1
q+1, . . . , x
±1
r ].
Assume we are in the case (iii). Let v1, . . . , vm ∈ F[x1, . . . , xr] be the minimal monomial
set of generators of the F-algebra F[H ]. In [4, Proposition 1.3(1)] we proved that m ≥ r.
We consider the natural epimorphism
Φ : F[t1, . . . , tm]→ F[H ], Φ(tj) := vj , 1 ≤ j ≤ m. (2.15)
IH := Ker(Φ) is called the toric ideal of H , see [8] for further details. From (2.13) and
(2.15) it follows that
Shol ∼=
F[t1, . . . , tm]
Φ−1(p ∩ F[H ])
. (2.16)
Now, assume that w1, . . . , ws are the minimal monomial generators of the F-algebra F[H˜ ].
We consider the natural epimorphism
Φ˜ : F[t1, . . . , ts]→ F[H˜], Φ˜(tj) = wj, 1 ≤ j ≤ s. (2.17)
The ideal I
H˜
:= Ker(Φ˜) is the toric ideal of H˜. From (2.14) and (2.17) it follows that
S
hol ∼=
F[t1, . . . , ts]
Φ˜−1(p ∩ F[H˜])
. (2.18)
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Remark 2.1. Let K/Q be a finite Galois extension. For the character χ of the Ga-
lois group G := Gal(K/Q) on a finite dimensional complex vector space, let L(s, χ) :=
L(s, χ,K/Q) be the corresponding Artin L-function ([2, P.296]). Artin conjectured that
L(s, χ) is holomorphic in C \ {1} and s = 1 is a simple pole. Brauer [3] proved that L(s, χ)
is meromorphic in C, of order 1. Let χ1, χ2, . . . , χr be the irreducible characters of G. Let
f1 := L(s, χ1), . . . , fr := L(s, χr).
Artin [1, Satz 5, P. 106] proved that f1, . . . , fr are multiplicatively independent. F.
Nicolae proved in [6] that f1, . . . , fr are algebraically independent over C. This result was
extended in [5] to the field M<1 of meromorphic functions of order < 1. Let F be a field
such that C ⊂ F ⊂ M<1. We consider S := F[f1, . . . , fr], S := F[f
±1
1 , . . . , f
±1
r ], S
hol, S
hol
,
H and H as above. An extensive study of the semigroup rings F[H ] ∼= Shol and F[H] ∼= S
hol
was done in [4], in the frame of Artin L-functions.
We recall the several results from [4], which hold in our (more general) context.
Theorem 2.2. ([4, Proposition 1.3(2), Theorem 1.4, Proposition 2.2]) In the case (iii),
the following are equivalent:
(1) IH = (0).
(2) F[H ] is minimally generated by r monomials.
(3) ℓ1 > 0, ℓ2 < 0, . . . , ℓq < 0, ℓq+1 = · · · = ℓr = 0, where q ≥ 2, and ℓ1|ℓj for 2 ≤ j ≤ q.
(4) F[H ] = F[x1, x
m2
1 x2, . . . , x
mq
1 xq, xq+1, . . . , xr], where mj = −
ℓj
ℓ1
, 2 ≤ j ≤ q.
(5) F[H] = F[x1, (x
m2
1 x2)
±1, . . . , (x
mq
1 xq)
±1, x±1q+1, . . . , x
±1
r ], where mj = −
ℓj
ℓ1
, 2 ≤ j ≤ q.
Given a monomial v ∈ F[x1, . . . , xr], the support of v is the set supp(v) = {xj : xj |v}.
For 1 ≤ t ≤ r − 1, we consider the numbers:
Lt = |{supp(v) : v ∈ F[H ], | supp(v)| = t}| and Nt =
(
r
t
)
−
(
r − 2
t− 1
)
+ 1.
Theorem 2.3. ([4, Theorem 1.6]) Except the case (ii), the following are equivalent:
(1) F[H ] = F[x1, . . . , xr].
(2) IH = (0) and there exists 1 ≤ t ≤ r − 1 such that Lt ≥ Nt.
Theorem 2.4. ([4, Theorem 1.13, Proposition 2.3]) In the case (iii), if ℓ1 = · · · = ℓp =
1, ℓp+1 = · · · = ℓq = −1 and ℓq+1 = · · · = ℓr = 0, then we have:
(1) F[H ] = F[x1, . . . , xp, xq+1, . . . , xr, xjxk : 1 ≤ j ≤ p, p+ 1 ≤ k ≤ q].
(2) F[H] = F[x1, . . . , xp, x±1q+1, . . . , x
±1
r , (xjxk)
±1 : 1 ≤ j ≤ p, p+ 1 ≤ k ≤ q].
(3) Letting Φ : F[t1, . . . , tp, tq+1, . . . , tr, tjk : 1 ≤ j ≤ p, p + 1 ≤ k ≤ q] → F[H ],
Φ(tj) = xj, Φ(tjk) = xjxk, we have:
IH = Ker(Φ) = (tjtik − titjk, tjktim − tjmtik : 1 ≤ j, i ≤ p, p+ 1 ≤ k,m ≤ q).
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3 Main results
We denote O the domain of entire functions. We have that
O = {f(z) =
+∞∑
n=0
anz
n : an ∈ C, lim
n
n
√
|an| = 0} ⊂ O0 ∼= C{z}.
Let f ∈ O. If there exist a positive number ρ and constants A,B > 0 such that
|f(z)| ≤ AeB|z|
ρ
for all z ∈ C, (3.1)
then we say that f has an order of growth ≤ ρ. We define the order of growth of f as
ρ(f) = inf{ρ > 0 : f has an order of growth ≤ ρ}.
For each integer k ≥ 0 we define canonical factors by
E0(z) = 1− z and Ek(z) = (1− z)e
z+ z
2
2
+···+ z
k
k for k ≥ 1.
Let f ∈ O be an entire function with the order of growth ρ. From Hadamard’s Theorem
(see for instance [7, Theorem 5.1]), it follows that
f(z) = zmeP (z)
∞∏
n=1
Ek(
z
zn
), (3.2)
where k = ⌊ρ⌋, z1, z2, . . . are the non-zero zeros of f , P is a polynomial of degree ≤ k and
m is the order of the zero of f at z = 0. In particular, if the number of zeros of f is finite,
then
ρ = k and f(z) = Q(z)eP (z), where Q ∈ C[z]. (3.3)
It is well known that the field of meromorphic functions on C, denoted byM is the quotient
field of O. Moreover, if f is meromorphic with order of growth ≤ ρ, then f is the quotient
of two holomorphic functions with order of growth ≤ ρ. For any ρ > 0, we denote O<ρ the
domain of entire functions with order of growth < ρ, and M<ρ the quotient field of O<ρ,
that is the field of meromorphic functions of order < ρ.
Proposition 3.1. If f is a meromorphic function with order of growth ρ with finitely many
zeros and poles, then ρ is an integer and f(z) = R(z)eP (z), where R(z) ∈ C(z) is a rational
function, and P ∈ C[z] is a polynomial of degree ρ.
Proof. Since f is meromorphic of order ρ, we can write f(z) = g(z)
h(z)
, where g and h are
holomorphic of order ≤ ρ and at least one of then has the order of growth ρ. From (3.3) it
follows that ρ is integer and
g(z) = Q1(z)e
P1(z) and h(z) = Q2(z)e
P2(z),
where P1, Q1, P2 and Q2 are polynomials with max{deg(P1), deg(P2)} = ρ. Therefore
f(z) =
Q1(z)
Q2(z)
eP1(z)−P2(z).
Since f has the order of growth ρ, it follows that deg(P1 − P2) = ρ, as required.
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Remark 3.2. Let f1, . . . , fr be some meromorphic functions with finite orders of growth
ρ1, . . . , ρr and finitely many zeros and poles. From Proposition 3.1 it follows that
fj(z) = Rj(z)e
Pj(z) for 1 ≤ j ≤ r,
where Rj ∈ C(z) and Pj ∈ C[z] for 1 ≤ j ≤ r. We have the C(z)-algebra isomorphisms
C(z)[f1, . . . , fr] ∼= C(z)[e
P1(z), . . . , ePr(z)],
C(z)[f±11 , . . . , f
±1
r ]
∼= C(z)[e±P1(z), . . . , e±Pr(z)].
Since C(z) is a subfield of M<1, it follws that we have the M<1-algebra isomorphism
S :=M<1[f1, . . . , fr] ∼= M<1[e
P1(z), . . . , ePr(z)],
S :=M<1[f
±1
1 , . . . , f
±1
r ]
∼=M<1[e
±P1(z), . . . , e±Pr(z)].
However, in general Shol ( (M<1[eP1(z), . . . , ePr(z)])hol = M<1[eP1(z), . . . , ePr(z)], as the
functions f1, . . . , fr could have poles at z = 0.
In the following theorem, we give a criterion for the linear (algebraic) independence of
the functions fj(z) = e
Pj(z), 1 ≤ j ≤ r, over the field M<1.
Theorem 3.3. Let P1, P2, . . . , Pr ∈ C[z] be polynomials such that Pj − Pk is non-constant
for any j 6= k. Let dj := deg(Pj) for 1 ≤ j ≤ r and
fj : C→ C
∗, fj(z) := e
Pj(z), (∀)z ∈ C, 1 ≤ j ≤ r.
(1) The holomorphic functions f1, . . . , fr are linearly independent over M<1.
(2) If dj ≥ 1 for all 1 ≤ j ≤ r and |{d1, . . . , dr}| = r then f1, . . . , fr are algebraically
independent over M<1.
Proof. (1) Note that fj is an entire functions of order dj := deg(Pj), for any 1 ≤ j ≤ r. We
use induction on r ≥ 1. The case r = 1 is obvious. Assume r ≥ 2 and let g1, . . . , gr ∈M<1
such that
g1f1 + g2f2 + · · ·+ grfr = 0.
If gr = 0, then we are done by induction hypothesis. Without any loss of generality, we
can assume that gr is identically 1. It follows that
g1(z)e
P1(z)−Pr(z) + · · ·+ gr−1(z)e
Pr−1(z)−Pr(z) + 1 = 0, for all z ∈ C. (3.4)
Differentiating (3.4) it follows that
(g′1(z) + g1(z)(P1(z)− Pr(z)))e
P1(z)−Pr(z) + · · ·
+(g′r−1(z) + gr−1(z)(Pr−1(z)− Pr(z)))e
Pr−1(z)−Pr(z) = 0, for all z ∈ C.
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Since (Pj − Pr) − (Pk − Pr) = Pj − Pk are non-constant for all 1 ≤ j 6= k ≤ r − 1, by
induction hypothesis, it follows that g′j + (Pj − Pr)gj = 0, for all 1 ≤ j ≤ r − 1, hence
gj(z) = Cje
Pr−Pj(z), where Cj ∈ C, 1 ≤ j ≤ r. (3.5)
If Cj 6= 0, since deg(Pr − Pj) ≥ 1, from (3.5) it follows that gj is a holomorphic function
of order ≥ 1, a contradiction. Hence gj = 0 for all 1 ≤ j ≤ r − 1 and thus we get a
contradiction from (3.4).
(2) Let Q ∈ F[t1, . . . , tr] be a polynomial such that Q(f1, . . . , fr) = 0. We have that
Q(t1, . . . , tn) =
∑
a∈Nr
gat
a, where ta := ta11 · · · t
ar
r , ga ∈ F,
and only a finite number of ga’s are nonzero. Hence
Q(f1, . . . , fn)(z) =
∑
a∈Nr
ga(z)f
a(z), where fa := fa11 · · ·f
ar
r . (3.6)
For any a ∈ Nr, we have
fa(z) = ePa(z), where Pa := a1P1 + · · ·+ arPr. (3.7)
Let b 6= a ∈ Nr. Since the dj’s are pairwise disjoint, the polynomial
Pa − Pb = (a1 − b1)P1 + · · ·+ (ar − br)Pr, (3.8)
in non-constant. From (3.7), (3.8) and (i) it follows that the set {fa : a ∈ Nr} is linearly
independent over F. Hence, from (3.6), we get Q = 0, as required.
Corollary 3.4. Let gjk ∈M<1 for all 1 ≤ j, k ≤ r such that
D(z) := det(gjk(z))j,k 6= 0, (∀)z ∈ A,
where A ⊂ C is a non-discrete subset. In the hypothesis of Theorem 3.3, the meromorphic
functions hj :=
∑r
k=1 gjkfk, 1 ≤ j ≤ k, are linearly independent over M<1.
Moreover, in the hypothesis (2) of Theorem 3.3, the functions h1, . . . , hr are algebraically
independent over M<1.
Proof. As D(z) is non constant on a non-discrete subset A ⊂ C, it follows that D ∈M<1
is nonzero. Since, from Theorem 3.3, {f1, . . . , fr} are linearly independent over M<1, it
follows that {h1, . . . , hr} are also linearly independent over M<1.
Since D is nonzero and f1, . . . , fr are algebraically independent over F, it follows that
the map
M<1[f1, . . . , fr]→M<1[h1, . . . , hr], fj 7→ hj , 1 ≤ j ≤ r,
is a M<1-algebra isomorphism, hence h1, . . . , hr are algebraically independent.
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Corollary 3.5. Let ϕ ∈ M<1 be a a non-constant function and let P1, P2, . . . , Pr ∈ C[z]
be non-constant polynomials of degrees d1, d2, . . . , dr such that Pj − Pk is non-constant for
any j 6= k. Let fj(z) = ePj(z) for 1 ≤ j ≤ r. Then:
(1) ϕ, f1, . . . , fr are linearly independent over C.
(2) If |{d1, . . . , dr}| = r then ϕ, f1, . . . , fr are algebraically independent over C.
Moreover, if A = (aij)0≤i,j≤r is a nonsingular matrix with entries in C, and
gj = a0jϕ+ a1jf1 + · · ·+ arjfj for 0 ≤ j ≤ r,
then the conclusions (1) and (2) holds if we replace ϕ, f1, . . . , fr with g0, g1, . . . , gr.
Proof. (1) We consider a linear combination
aϕ+ a1f1 + · · ·+ arfr = 0, a ∈ C and aj ∈ C for 1 ≤ j ≤ r. (3.9)
If a = 0, then a1 = · · · = ar = 0 from Theorem 3.3(1). Assume a 6= 0. Note that, at most
one of the polynomials Pj ’s is constant. We consider two cases:
(i) If d1 = 0 and dj ≥ 1 for 2 ≤ j ≤ r, then f1 ∈ C. Let
gj(z) :=
1
aϕ(z) + a1f1
, for 2 ≤ j ≤ r.
From (3.9) it follows that
1 + g2f2 + · · ·+ grfr = 0.
According to the proof of Theorem 3.3(1), this yields a contradiction.
(ii) If dj ≥ 1 for 1 ≤ j ≤ r, then we let
gj(z) :=
1
aϕ(z)
for 1 ≤ j ≤ r.
From (3.9) it follows that
1 + g1f1 + · · ·+ grfr = 0,
which, according to the proof of Theorem 3.3(1), yields a contradiction.
(2) From Theorem 3.3(2) it follows that f1, . . . , fr are algebraically independent over
M<0 and hence over C(ϕ). On the other hand, the nonconstant function ϕ is algebraically
independent over C. Thus ϕ, f1, . . . , fr are algebraically independent over C.
The last assertion follows from Corollary 3.4.
We conclude our paper with a list of examples.
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Example 3.6. (1) Let f1(z) = z, f2(z) =
e−z
z2
, f3(z) = e
z and S = C[f1, f2, f3]. According
to Corollary 3.5, the meromorphic functions f1, f2, f3 are linearly independent over C. One
can easily check that
S := C[f1, f2, f3] ∼=
C[x1, x2, x3]
p
, where p = (x21x2x3 − 1).
On the other hand, we have that
S := C[f±11 , f
±1
2 , f
±1
3 ]
∼=
C[x1, x2, x3, y1, y2, y3]
p
, where
p = (x1y1 − 1, x2y2 − 1, x3y3 − 1, x
2
1x2x3 − 1).
We consider the semigroups
H = {(a1, a2, a3) ∈ N
3 : fa11 f
a2
2 f
a3
3 is holomorphic at 0}.
H = {(a1, a2, a3) ∈ Z
3 : fa11 f
a2
2 f
a3
3 is holomorphic at 0}.
Since ℓ1 = ordz=0 f1 = 1, ℓ2 = ordz=0 f2 = −2 and ℓ3 = ordz=0 f3 = 0, from Theorem 2.2 it
follows that
C[H ] = C[x1, x
2
1x2, x3]
∼= C[t1, t2, t3], IH = (0) and
C[H ] = C[x1, (x
2
1x2)
±1, x±13 ]
∼= C[t1, t
±1
2 , t
±1
3 ].
From (2.13) and (2.16) it follows that
Shol = C[z, e−z , ez] ∼=
C[x1, x
2
1x2, x3]
(x21x2x3 − 1)
∼=
C[t1, t2, t3]
(t2t3 − 1)
∼= C[t1, t
±1
2 ].
From (2.14) and (2.18) it follows that S
hol
= C[z, e−z, ez] ∼= C[t1, t
±1
2 ].
(2) Let f1(z) = z, f2(z) = sin z, f3(z) =
ez
z
, f4(z) =
e−z
z
and S = C[f1, f2, f3, f4]. We
have
S ∼=
C[x1, x2, x3, x4]
(x21x3x4 − 1)
.
Since ℓ1 = ℓ2 = 1 and ℓ3 = ℓ4 − 1, from Theorem 2.3 it follows that
C[H ] = C[x1, x2, x1x3, x1x4, x2x3, x2x4] ∼=
C[t1, t2, t13, t14, t23, t24]
(t1t23 − t2t13, t1t24 − t2t14, t13t24 − t14t23)
.
From (2.16) it follows that
Shol = C[z, sin z, ez , e−z ,
ez sin z
z
,
e−z sin z
z
] ∼=
C[t1, t2, t13, t14, t23, t24]
(t1t23 − t2t13, t1t24 − t2t14, t13t24 − t14t23, t13t14 − 1)
.
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