The aim of the present study is to obtain and compare confidence intervals for the variance of a Gaussian distribution. Considering respectively the square error and the Higgins-Tsokos loss functions, approximate Bayesian confidence intervals for the variance of a normal population are derived. Using normal data and SAS software, the obtained approximate Bayesian confidence intervals will then be compared to the ones obtained with the well-known classical method. It is shown that the proposed approximate Bayesian approach relies only on the observations. The classical method, that uses the Chi-square statistic, does not always yield the best confidence intervals. In fact, the proposed approach performs often better.
.
Introduction
There is a significant amount of research in Bayesian analysis and modeling which has been published the last twenty five years, see [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [12] . A Bayesian analysis implies the exploitation of a suitable prior information and the choice of a loss function in association with Bayes' Theorem. It rests on the notion that a parameter within a model is not merely an unknown quantity but rather behaves as a random variable which follows some distribution. In the area of life testing, it is indeed realistic to assume that a life parameter is stochastically dynamic. This assertion is supported by the fact that the complexity of electronic and structural systems is likely to cause undetected component interactions resulting in an unpredictable fluctuation of the life parameter. Recently, Drake [12] gave an excellent account for the use of Bayesian statistics in reliability problems. As he points out, … " He ( Bayesian) realizes … that his selection of a prior (distribution) to express his present state of knowledge will necessarily be somewhat arbitrary. But he greatly appreciates this opportunity to make his entire assumptive structure clear to the world…"
In the present study, we shall consider a classical and useful underlying model. That is, we shall consider the Normal underlying model characterized by 0 , , ; 2
As we well know, once the underlying model is found to be normally or approximately normally distributed, the classical approach uses the Chi-square statistic and considers the following confidence interval for the population variance 2 σ :
( Although there is no specific analytical procedure that allows us to identify the appropriate loss function to be used, the most commonly used is the square error loss function. One of the reasons for selecting this loss function is because of its analytical tractability in Bayesian analysis. As it will be shown in this study, selecting the square error loss does not always lead to the best approximate Bayesian confidence intervals. However, the obtained approximate Bayesian confidence intervals corresponding to the square error and the Higgins-Tsokos loss functions will be respectively used to challenge the classical method (1.2).
The loss functions that will be used are given below, along with a statement of their key characteristics.
Square error loss function
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The "popular" square error loss function places a small weight on estimates near the true value and proportionately more weight on extreme deviation from the true value of the parameter. Its popularity is due to its analytical tractability in Bayesian modeling. The square error loss is defined as follows:
Higgins-Tsokos loss function The Higgins-Tsokos loss function places a heavy penalty on extreme over-or underestimation. That is, it places an exponential weight on extreme errors. The Higgins-Tsokos loss function is defined as follows:
We shall assume that θ behaves as a random variable and is being characterized by the Pareto probability density function given by
where
(1.5) The Pareto prior has been selected because of its mathematical tractability. Using observations from normal distributions, we will approximate the Pareto prior (1.5) in a way to obtain good approximate Bayesian estimates of θ .
Preliminaries
Let 1
x , 2 x , ……., n x denote the observations of a given system that are being characterized by the normal distribution. ( ) In the case where the population mean µ is unknown, it is estimated by the sample mean _ x in (3.6) and (3.7).
Numerical Results
In order to compare the proposed approximate Bayesian approach to the classical method, samples that have been obtained from normally distributed populations (Examples 1, 2, 3, .4, 7) as well as approximately normal populations (Examples 5, 6) will be considered. SAS software is used to obtain the normal population parameters µ and σ corresponding to each of the following randomly chosen data sets. The proposed approximate Bayesian confidence intervals of the variance corresponding to 3.2 will be used to challenge the classical method (1.2). For the Higgins-Tsokos loss function, we will consider 1 , 
