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GRADIENT ESTIMATES FOR DIVERGENCE FORM PARABOLIC
SYSTEMS
HONGJIE DONG AND LONGJUAN XU
Abstract. We consider divergence form, second-order strongly parabolic systems
in a cylindrical domain with a finite number of subdomains under the assumption
that the interfacial boundaries are C1,Dini and Cγ0 in the spatial variables and the
time variable, respectively. Gradient estimates and piecewise C1/2,1-regularity are
established when the leading coefficients and data are assumed to be of piecewise
Dini mean oscillation or piecewise Ho¨lder continuous. Our results improve the
previous results in [26, 19] to a large extent. We also prove a global weak type-(1, 1)
estimate with respect to A1 Muckenhoupt weights for the parabolic systems with
leading coefficients which satisfy a stronger assumption. As a byproduct, we give
a proof of optimal regularity of weak solutions to parabolic transmission problems
with C1,µ or C1,Dini interfaces. This gives an extension of a recent result in [5] to
parabolic systems.
1. Introduction
We are concerned with second-order parabolic systems in divergence form aris-
ing from composite materials. We are interested in obtaining the gradient esti-
mates for such systems when the domain can be decomposed into a finite number
of time-dependent subdomains with coefficients and data which are of piecewise
Dini mean oscillation. See the specific definitions given in the next section. These
estimates will be shown to be independent of the distance between subdomains.
Such a problem also appears in the study of the evolution of fronts in fluid dy-
namics, where the interfacial boundaries are typically time-dependent. See, for
instance, [20].
The well-known theory of De Giorgi-Nash-Moser states that weak solutions for
divergence form second-order elliptic and parabolic equations are Ho¨lder contin-
uous when the leading coefficients are bounded and measurable. On the other
hand, we recall that the examples in [29, 30] reveal that solutions to second-order
elliptic and parabolic equations with bounded and measurable coefficients are in
general not Lipschitz continuous. A natural question is that what is the minimal
regularity assumption of the coefficients for the C1 or Lipschitz regularity of weak
solutions. See [1, 4] for results in this direction. In [25], Li proved C1-regularity of
solutions to divergence form elliptic systems
Dα(A
αβDβu) = 0,
provided that the modulus of the continuity of coefficients in the L∞ sense satisfies
theDini condition. This resultwas extended in [16] to non-homogeneous equations
Dα(A
αβDβu) = div g, (1.1)
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where the coefficients and data are only assumed to be of Dini mean oscillation.
See also [11] for the corresponding boundary estimates. Recently, Dong, Escau-
riaza, and Kim [12] considered parabolic equations in divergence form with zero
Dirichlet boundary conditions and showed that weak solutions are continuously
differentiable in the space variables and C1/2 in the time variable up to the bound-
ary when the leading coefficients have Dini mean oscillation with respect to the
space variables and the lower-order coefficients satisfy certain conditions.
There are alsomanyworks in the literature concerning the casewhen the domain
contains subdomains and the coefficients are piecewise regular. See, for instance,
[2, 3, 31]. Chipot, Kinderlehrer, and Vergara-Caffarelli [7] showed that any weak
solution u of (1.1) is locally Lipschitz if Aαβ are piecewise constants and g ∈ Ck
for k ≥ [d/2], when the domain consists of a finite number of linearly elastic,
homogeneous, and parallel laminae. Li and Vogelius [28] considered scalar elliptic
equations
Dα(a
αβDβu) = div g + f ,
where the matrix (aαβ) and data are assumed to be Cδ up to the boundary in each
subdomain with C1,µ, 0 < µ ≤ 1, boundary, but may have jump discontinuities
across the boundaries of the subdomains. The authors derived global Lipschitz
and piecewise C1,δ
′
estimates of the solution u for any δ′ ∈ (1,min{δ,
µ
d(µ+1) }], with
the estimates independent of the distance between subdomains. Li and Nirenberg
[27] later extended their results to elliptic systems under the same conditions when
δ′ is in a larger range (0,min{δ,
µ
2(µ+1) }]. Recently, Dong and Xu [18] improved
the regularity of u by further extending the range of δ′ from (0,min{δ,
µ
2(µ+1) }] to
(0,min{δ,
µ
µ+1 }], which seems to be sharp. The proof is based on a weak type-(1, 1)
estimate and Campanato’s method, which are different from the L2-estimates used
in [27, 28].
Parabolic equations have also been studied in this setting. In [26], Li and Li
extended the interior estimates in [27] to parabolic systems with coefficients which
are piecewise Ho¨lder continuous in the space variables and smooth in the time
variable, when the subdomains are cylindrical. See also [19], where the coefficients
are independent of the time variable and the subdomains are also assumed to
be cylindrical. We would like to mention that in [9] optimal regularity of weak
solutions was obtained when the coefficients and data are Dini continuous in the
time variable and all but one spatial variable.
The current paper is a natural extension of [18] from the elliptic case to the
parabolic case. We substantially improve the results in the aforementioned papers
[26, 19] in the following two aspects. First, we allow the subdomains to be non-
cylindrical, and the interfacial boundaries to be C1,Dini in the spatial variables
and Cγ0 in the time variable, where γ0 > 1/2. Second, we relax the regularity
assumption on the leading coefficients, particularly in the time variable. We show
in Theorem 2.1 that H1p (1 < p < ∞) weak solutions to parabolic systems in
divergence form are Lipschitz in all spatial variables and piecewise C1/2,1 when the
leading coefficients and data are of piecewise Dini mean oscillation and the lower-
order coefficients are bounded. Besides, we obtain the local Lp-estimate for H
1
1
weak solutions in Corollary 2.2 by adapting the idea in [1, 4], and thus the results
in Theorem 2.1 also hold for these solutions. When the leading coefficients and
data have piecewise Ho¨lder regularity, we prove the piecewise C1,δ
′
-regularity in
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the spatial variables and C(1+δ
′)/2-regularity in the time variable of weak solutions
in Theorem 2.3, where δ′ is in the optimal range (1,min{δ,
µ
µ+1 , 2γ0 − 1}].
Our arguments in proving Theorems 2.1 and 2.3 are different from those in
[19, 26, 27, 28]. Theproofs beloware basedonCampanato’smethod,whichwas also
used recently in [18]. The key point is to show themean oscillation ofDu in balls or
cylinders vanishes in a certain order as the radii of the balls or cylinders go to zero.
However, this method cannot be employed directly because Du is discontinuous
across the interfacial boundaries and we only impose the assumption on the L1-
mean oscillation of the coefficients and data, so that the usual argument based
on Lp (p > 1) estimates does not work here. To overcome these difficulties, we
first fix the coordinate system and derive weak type-(1, 1) estimates by using a
duality argument. We then establish some interior Ho¨lder regularity of Dx′u and
U¯ := A¯dβDβu for parabolic systems with coefficients depending on one variable,
say, xd. The desired results in Theorem 2.1 are proved by adapting Campanato’s
approach in the Lp setting for some p ∈ (0, 1). The proof of the C(1+δ
′)/2-Ho¨lder
continuity in t of weak solutions in Theorem 2.3 is more involved. We prove a
weak type-(1, 1) estimate and apply Campanato’s idea to u itself instead of its
first derivatives. For this, we introduce a set consisting of functions in xwhich are
linear in x′ and prove Lemma 5.3which plays a key role in estimating the difference
between u and its approximations in the Lq-mean sense, q ∈ (0, 1). Compared to
[18], this is new and can be considered as the main contribution of the current
paper.
As a byproduct, in Theorem 7.1 we prove the existence, uniqueness, and C1,µ
regularity of weak solutions to transmission problems with C1,µ interfaces in the
parabolic setting, which is an extension of a recent result in [5]. We also consider a
more general case when the interfaces are C1,Dini. See Theorem 7.3. For the proof,
we adapt an idea in [10] by solving certain auxiliary equations in subdomains
with conormal boundary data and then reducing the transmission problem to a
parabolic equation with piecewise Ho¨lder (or Dini) inhomogeneous terms. In
contrast to the elliptic case, here we cannot treat the derivatives of solutions to the
auxiliary equations as inhomogeneous terms because their time derivatives are in
Sobolev spaces of negative order. In this paper, we modify the argument in [10]
by considering the difference of u and these auxiliary solutions. As such, we need
to extend these solutions to the whole domain, which is achieved by a partition
of unity argument applied to each subdomain together with a flattening-reflection
technique.
Throughout this paper, unless otherwise stated, N denotes a constant, whose
value may vary from line to line and independent of the distance between subdo-
mains. We call it a universal constant.
The rest of this paper is organized as follows. We formulate the problem and
state ourmain results, Theorems 2.1 and 2.3, in Section 2. In Section 3, we introduce
some notation, definitions, and auxiliary lemmas used in this paper. The main
result Theorem 2.1 under the assumptions that the leading coefficients and data
are of piecewise Dini mean oscillation is proved in Section 4, where we also give
the proof of Corollary 2.2. We prove Theorem 2.3 in Section 5. Section 6 is devoted
to a global weak type-(1, 1) estimate with respect to A1 Muckenhoupt weights for
solutions to parabolic systems. In Section 7, we state and prove Theorems 7.1
and 7.3 by adapting the method in [10]. In the Appendix, we prove a weighted
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H1p,w-solvability and estimate for divergence formparabolic systems in nonsmooth
domains with partially VMO coefficients.
2. Problem formulation and main results
2.1. Problem formulation. In this paper, we aim to establish gradient estimates
for strongly parabolic systems in divergence form
Pu := −ut +Dα(A
αβDβu + B
αu) + BˆαDαu + Cu = div g + f (2.1)
in a cylindrical domain Q := (−T, 0) × D, where T ∈ (0,∞) and D is a bounded
domain in Rd. We assume that Q containsM disjoint time-dependent subdomains
Q j, j = 1, . . . ,M, and the interfacial boundaries are C1,Dini in the spatial variables
and Cγ0 in the time variable, where γ0 > 1/2. See the details in Definition 3.2. We
also assume that any point (t, x) ∈ Q belongs to the boundaries of at most two of
the Q j’s. Moreover, the Einstein summation convention over repeated indices are
assumed throughout this paper. Here
u = (u1, . . . , un)⊤, gα = (g
1
α, . . . , g
n
α)
⊤, f = ( f 1, . . . , f n)⊤
are (column) vector-valued functions, Aαβ,Bα, Bˆα (often denoted by A,B, Bˆ for ab-
breviation), and C are n × n matrices, which are bounded by a positive constant
Λ. The leading coefficients matrices Aαβ satisfy the strong parabolicity condition:
there exists a number ν > 0 such that for any ξ = (ξiα) ∈ R
n×d,
ν|ξ|2 ≤ A
αβ
i j
ξiαξ
j
β, |A
αβ| ≤ ν−1.
To localize the problem, we slightly abuse the notation by taking Q to be a unit
cylinder Q−
1
:= (−1, 0)× B1 and z0 = (t0, x0) ∈ (−9/16, 0)× B3/4. The domain is fixed
as follows. By suitable rotation and scaling, we may suppose that a finite number
of subdomains lie in Q−
1
and that they can be represented by
xd = h j(t, x
′), ∀ t ∈ (−1, 0), x′ ∈ B′1, j = 1, . . . , l < M,
where
− 1 < h1(t, x
′) < · · · < hl(t, x
′) < 1, (2.2)
h j(t, ·) ∈ C1,Dini(B′1), and h j(·, x
′) ∈ Cγ0(−1, 0), where γ0 > 1/2. Set h0(t, x′) = −1 and
hl+1(t, x′) = 1. Then we have l + 1 regions:
Q j := {(t, x) ∈ Q : h j−1(t, x
′) < xd < h j(t, x
′)}, 1 ≤ j ≤ l + 1.
We may suppose that there exists some Q j0 , such that (t0, x0) ∈
(
(−9/16, 0)× B3/4
)
∩
Q j0 and the closest point on ∂pQ j0 ∩ {t = t0} to (t0, x0) is (t0, x
′
0, h j0(t0, x
′
0)), and
∇x′h j0(t0, x
′
0) = 0
′. We introduce the l + 1 “strips”
Ω j := {(t, x) ∈ Q : h j−1(t0, x
′
0) < x
d < h j(t0, x
′
0)}, 1 ≤ j ≤ l + 1.
Denote byA the set of piecewise constant functions in eachQ j. We then further
assume that A is of piecewise Dini mean oscillation in Q, that is,
ωA(r) := sup
z0∈Q
inf
Aˆ∈A
?
Q−r (z0)
|A(z) − Aˆ| dz (2.3)
satisfies the Dini condition, whereQ−r (z0) := (t0 − r
2, t)× Br(x0) ⊂ Q. The reader can
refer to Definition 3.1 about the Dini condition. For ε > 0 small, we set
Dε := {x ∈ D : dist(x, ∂D) > ε}.
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2.2. Main results. We state the main results of this paper.
Theorem 2.1. Let Q be defined as above. Let ε ∈ (0, 1), p ∈ (1,∞), and γ ∈ (0, 1).
Assume that A, B, and g are of piecewise Dini mean oscillation in Q, and f , g ∈ L∞(Q).
If u ∈ H1p (Q) is a weak solution to (2.1) in Q, then u ∈ C
1/2,1(Q j ∩ ((−T + ε, 0) × Dε)),
j = 1, . . . ,M. Moreover, for any fixed z0 ∈ (−T + ε, 0) × Dε, there exists a coordinate
system associated with z0, such that for all z ∈ (−T + ε, 0) ×Dε, we have
|(Dx′u(z0),U(z0)) − (Dx′u(z),U(z))|
≤ N
∫ |z0−z|p
0
ω˜g(s)
s
ds +N|z0 − z|
γ
p
(
‖Du‖L1(Q) + ‖g‖L∞(Q) + ‖ f ‖L∞(Q) + ‖u‖Lp(Q)
)
+N
∫ |z0−z|p
0
ω˜A(s)
s
ds ·
(
‖Du‖L1(Q) +
∫ 1
0
ω˜g(s)
s
ds + ‖g‖L∞(Q) + ‖ f ‖L∞(Q) + ‖u‖Lp(Q)
)
,
where U = AdβDβu + B
du − gd, | · |p is the parabolic distance defined in (3.1), N depends
on n, d,M, p,Λ, ν, ε, ωB, and the C1,Dini and Cγ0 characteristics of Q j with respect to x and
t, respectively, and ω˜•(t) is a Dini function derived from ω•(t). See (4.10).
By using a duality argument and Theorem 2.1, we obtain the following result.
Corollary 2.2. Under the same conditions as in Theorem 2.1, if u ∈ H1
1
(Q) is a weak
solution to (2.1) in Q, then u ∈ H1
p,loc
(Q) for some p ∈ (1,∞) and for any Q′ ⊂⊂ Q,
‖u‖H 1p (Q′) ≤ N
(
‖g‖L∞(Q) + ‖ f ‖L∞(Q) + ‖u‖H 11 (Q)
)
.
Furthermore, the conclusion of Theorem 2.1 still holds true.
The next theorem shows that if we impose piecewise Ho¨lder regularity assump-
tion on the coefficients and data, then Dx′u and U are Ho¨lder continuous.
Theorem 2.3. Let Q be defined as above and the boundary condition on each subdomain
D j be replaced with C
1,µ. Let ε ∈ (0, 1) and p ∈ (1,∞). Assume that A,B, g ∈ Cδ/2,δ(Q j)
with δ ∈
(
0, µ/(1 + µ)
]
, and f ∈ L∞(Q). If u ∈ H
1
p (Q) is a weak solution to (2.1) in
Q, then u ∈ C1/2,1(Q j ∩ ((−T + ε, 0) × Dε)), j = 1, . . . ,M. Moreover, for any fixed
z0 ∈ (−T + ε, 0) ×Dε, there exists a coordinate system associated with z0 such that for all
z ∈ (−T + ε, 0) ×Dε, we have
|Dx′u(z0) −Dx′u(z)| + |U(z0) −U(z)|
≤ N|z0 − z|
δ′
p
( M∑
j=1
|g|
δ/2,δ;Qj
+ ‖ f ‖L∞(Q) + ‖u‖Lp(Q) + ‖Du‖L1(Q)
)
, (2.4)
and
〈u〉1+δ′;Q−
1/2
≤ N
( M∑
j=1
|g|
δ/2,δ;Qj
+ ‖ f ‖L∞(Q) + ‖u‖Lp(Q) + ‖Du‖L1(Q)
)
, (2.5)
where δ′ = min{δ, 2γ0−1}, N depends on n, d, M, δ, µ, ν,Λ, ε, p, ‖A‖Cδ/2,δ(Q j), ‖B‖Cδ/2,δ(Q j),
and the C1,µ and Cγ0 norms of Q j with respect to x and t, respectively.
6 H. DONG AND L. XU
3. Preliminaries
In this section, we first introduce the notation and definitions. Then we prove
some properties of our domain, coefficients, and data. Finallywe establish the exis-
tence and Lp-estimates of solutions to parabolic systemswith coefficients satisfying
certain regularity assumptions. Besides, we also prove some auxiliary estimates
that will be used in the proofs of our main results.
3.1. Notation and definitions. We follow most of the notation in [18] and [9]. We
write z = (t, x), z′ = (t, x′), and x = (x1, . . . , xd) = (x′, xd), where d ≥ 2. We denote
Br(x) := {y ∈ R
d : |y − x| < r}, B′r(x
′) := {y′ ∈ Rd−1 : |y′ − x′| < r},
Q−r (t, x) := (t − r
2, t) × Br(x), Q
−′
r (t, x) := (t − r
2, t) × B′r(x
′),
Q+r (t, x) := (t, t + r
2) × Br(x), Qr(t, x) := (t − r
2, t + r2) × Br(x),
and the parabolic distance between two points z1 = (t1, x1) and z2 = (t2, x2) by
|z1 − z2|p := max
{
|t1 − t2|
1/2, |x1 − x2|
}
. (3.1)
We use Br := Br(0), B
′
r := B
′
r(0
′), Q−r := Q
−
r (0, 0), Q
−′
r := Q
−′
r (0, 0), Q
−
r (t, x) := Q ∩
Q−r (t, x), and Qr(t, x) := Q ∩ Qr(t, x) for abbreviation, respectively. The parabolic
boundary of Q = (a, b) ×D is defined by
∂pQ = ((a, b) × ∂D) ∪ ({a} × D).
The following notation will also be used:
Dtu = ut, Dx′u = ux′ , DDx′u = uxx′ .
For a function f defined in Rd+1, we set
( f )Q =
1
|Q|
∫
Q
f (t, x) dx dt =
?
Q
f (t, x) dx dt,
where |Q| is the d+1-dimensional Lebesguemeasure ofQ. For γ ∈ (0, 1], we denote
the Cγ/2,γ semi-norm by
[u]γ/2,γ;Q := sup
(t,x),(s,y)∈Q
(t,x),(s,y)
|u(t, x)− u(s, y)|
|t − s|γ/2 + |x − y|γ
,
and the Cγ/2,γ norm by
|u|γ/2,γ;Q := [u]γ/2,γ;Q + |u|0;Q, where |u|0;Q = sup
Q
|u|.
We define
[u](1+γ)/2,1+γ;Q := [Du]γ/2,γ;Q + 〈u〉1+γ;Q
and
|u|(1+γ)/2,1+γ;Q := [u](1+γ)/2,1+γ;Q + |u|0;Q,
where
〈u〉1+γ;Q := sup
(t,x),(s,x)∈Q
t,s
|u(t, x) − u(s, x)|
|t − s|(1+γ)/2
.
Next we define the semi-norm
[u]z′,(1+γ)/2,1+γ;Q := [Dx′u]z′,γ/2,γ;Q + 〈u〉1+γ;Q
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and the norm
|u|z′,(1+γ)/2,1+γ;Q := [u]z′,(1+γ)/2,1+γ;Q + |u|0;Q + |Du|0;Q,
where
[Dx′u]z′,γ/2,γ;Q := sup
(t,x),(s,y)∈Q
xd=yd,(t,x),(s,y)
|Dx′u(t, x) −Dx′u(s, y)|
|t − s|γ/2 + |x − y|γ
.
Denote C
(1+γ)/2,1+γ
z′ by the set of all bounded measurable functions u for which Du
are bounded and continuous in Q and [u]z′,(1+γ)/2,1+γ;Q < ∞.
We introduce someLebesgue spaceswhichwill beutilized throughout thepaper.
For p ∈ (1,∞), we denote
W1,2p (Q) := {u : u, ut,Du,D
2u ∈ Lp(Q)}.
We define the solution spacesH1p (Q) as follows. Set
H
−1
p (Q) :=
{
f : f =
∑
|α|≤1
Dα fα, fα ∈ Lp(Q)
}
,
‖ f ‖
H
−1
p (Q)
:= inf
{∑
|α|≤1
‖ fα‖Lp(Q) : f =
∑
|α|≤1
Dα fα
}
,
and
H1p (Q) := {u : ut ∈H
−1
p (Q),D
αu ∈ Lp(Q), 0 ≤ |α| ≤ 1},
‖u‖H 1p (Q) := ‖ut‖H−1p (Q) +
∑
|α|≤1
‖Dαu‖Lp(Q).
Define C∞0 ([−1, 0] × D) to be the collection of infinitely differentiable functions
φ := φ(t, x) with compact supports in [−1, 0]×D. Finally, we set H˚1p ((−1, 0)×D) to
be the closure of C∞
0
([−1, 0]×D) inH1p ((−1, 0)×D).
Definition 3.1. We say that a continuous increasing functionω : [0, 1]→ R satisfies
the Dini condition provided that ω(0) = 0 and
∫ r
0
ω(s)
s
ds < +∞, ∀ r ∈ (0, 1).
Definition 3.2. Let D ⊂ Rd be open and bounded. We say that ∂D is C1,Dini if
for each point x0 ∈ ∂D, there exists R0 ∈ (0, 1/8) independent of x0 and a C1,Dini
function (i.e., C1 function whose first derivatives are Dini continuous) ϕ : B′R0 → R
such that (upon relabeling and reorienting the coordinates if necessary) in a new
coordinate system (x′, xd), x0 becomes the origin,
DR0(0) = {x ∈ BR0 : x
d > ϕ(x′)}, ϕ(0′) = 0, ∇x′ϕ(0
′) = 0,
and∇x′ϕhas amodulus of continuityω0, which is increasing, concave, independent
of x0, and satisfies the Dini condition.
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3.2. Some auxiliary estimates. Under the same setting as in Section 2.1, we have
the following result.
Lemma 3.3. There exists a constant N, depending on d, l, the C1,Dini characteristics of
h j(t, ·) for fixed t ∈ (−1, 0), and Cγ0-norms of h j(·, x′) for fixed x′ ∈ B′1(0
′), 1 ≤ j ≤ l + 1,
such that
|(Q j∆Ω j) ∩Q
−
r (z0)| ≤ Nω1(r)r
d+2
+Nrd+1+2γ0 when 0 < r < r0 :=
2
3
∫ R0/2
0
ω′0(s)s ds,
whereQ j∆Ω j = (Q j \Ω j)∪ (Ω j \Q j), ω′0 denotes the left derivative of ω0, and ω1 = ω1(r)
is a Dini function derived from ω0 in Definition 3.2.
Proof. Let (t0, x′, h j(t0, x′)) ∈ Q−r (t0, x0) for some x
′ ∈ B′
1
. We first prove that
|∇x′h j(t0, x′)| in B′r(x
′
0
) is bounded by ω1(r) := 2ω0(2r+R), where R is a fixed number
only depending on r. This is based on the arguments in the proof of [18, Lemma
2.3]. Indeed, we denote the supremumof |∇x′h j(t0, x′)| in B′r(x
′
0) by S. Then for fixed
(t0, y′, h j(t0, y′)) ∈ Q−r (t0, x0), we obtain from (2.2) and ∇x′h j0(t0, x
′
0) = 0 that
|h j0(t0, y
′) − h j0(t0, x
′
0)| ≤ r, |∇x′h j0(t0, y
′)| ≤ ω0(2r), |∇x′h j(t0, y
′)| ≥ S − ω0(2r).
Then in view of (2.2), we have for any R ∈ (0, 1/8),
∫ R
0
(S − 2ω0(2r + s)) ds ≤ 3r. (3.2)
The maximum of the left-hand side of (3.2) with respect to R is attained when
2ω0(2r + R) = S. This yields
Rω0(2r + R) −
∫ R
0
ω0(2r + s) ds ≤ 3r/2.
So we have ∫ R
0
ω′0(2r + s)s ds ≤ 3r/2. (3.3)
In order to obtain anupper bound forS,weuse (3.3) tofix thenumberR = R(r)(> 2r)
such that ∫ R
0
ω′0(2r + s)s ds = 3r/2.
We henceforth get
S = 2ω0(2r + R) =: ω1(r),
which is a Dini function on (0, r0). See the proof of [18, Lemma 2.3].
Now, for any t ∈ (t0 − r
2, t0), by using the triangle inequality and h j(·, x′) ∈ Cγ0 ,
we have
|h j(t, x
′) − h j(t0, x
′
0)| ≤ |h j(t, x
′) − h j(t0, x
′)| + |h j(t0, x
′) − h j(t0, x
′
0)| ≤ Nr
2γ0 + ω1(r)r.
We thus obtain
|(Q j∆Ω j) ∩Q
−
r (t0, x0)| ≤ N(r
2γ0 + ω1(r)r)r
d+1 ≤ Nrd+1+2γ0 +Nω1(r)r
d+2.
The lemma is proved. 
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Let Aˆ( j) ∈ A be a constant function in Q j which corresponds to the definition
of ωA(r) in (2.3). Similarly, Bˆ( j) and gˆ( j) are defined in Q j. We define the piecewise
constant (matrix-valued) functions
A¯(t, x) = Aˆ( j), (t, x) ∈ Ω j.
We remark that A¯(t, x) only depends on xd. Using Bˆ( j) and gˆ( j), we similarly define
piecewise constant functions B¯ and g¯. From Lemma 3.3 and the boundedness of
A, we have
?
Q−r (z0)
|Aˆ − A¯| dz ≤ Nr−d−2
l+1∑
j=1
|(Q j∆Ω j) ∩Q
−
r (z0)|
≤ Nω1(r) +Nr
2γ0−1 =: Nωˆ1(r), (3.4)
where ωˆ1(r) := ω1(r) + r2γ0−1 is a Dini function. This is also true for Bˆ and gˆ.
We now turn to theH1p -estimate for parabolic equations with variably partially
small BMO (bounded mean oscillation) coefficients (see [14]): there exists a suf-
ficiently small constant γ0 = γ0(d, n, p, ν) ∈ (0, 1/2) and a constant r0 ∈ (0, 1) such
that for any r ∈ (0, r0) and (t0, x0) ∈ Q−1 with Br(x0) ⊂ B1, in a coordinate system
depending on (t0, x0) and r, one can find a A¯ = A¯(xd) satisfying?
Q−r (t0,x0)
|A(t, x)− A¯(xd)| dx dt ≤ γ0. (3.5)
We obtain the following lemma from [14, Theorem 8.2] by a similar localization
argument that led to [9, Lemma 4, Corollary 3], the interpolation inequality, and
iteration arguments.
Lemma 3.4. Let 0 < p < 1 < q < ∞. Assume A satisfies (3.5) with a sufficiently small
constant γ0 = γ0(d, n, p, q, ν,Λ) ∈ (0, 1/2) and u ∈ H1p,loc satisfies (2.1) in Q
−
1
, where
f , g ∈ Lq(Q−1 ). Then
‖u‖H 1q (Q−1/2)
≤ N(‖u‖Lp(Q−1 ) + ‖g‖Lq(Q
−
1
) + ‖ f ‖Lq(Q−1 )).
In particular, if q > d + 2, it holds that
|u|γ/2,γ;Q−
1/2
≤ N(‖u‖Lp(Q−1 ) + ‖g‖Lq(Q
−
1
) + ‖ f ‖Lq(Q−1 )),
where γ = 1 − (d + 2)/q and N depends on n, d, ν,Λ, p, q, and r0.
In the proofs below, we will also use the H1p -solvability for parabolic systems
with leading coefficients which satisfy (3.5) in Q−
1
. For this we choose a cut-off
function η ∈ C∞0 (B1) with
0 ≤ η ≤ 1, η ≡ 1 in B3/4, |∇η| ≤ 8.
Let P˜ be the parabolic operator defined by
P˜ u := −ut +Dα(A˜
αβDβu),
where A˜αβ = ηAαβ(t, x)+ ν(1− η)δαβδi j, δαβ and δi j are the Kronecker delta symbols.
Then for sufficiently small γ, the coefficients A˜αβ(t, x) and the boundary ∂B1 satisfy
the Assumption 8.1 (γ) in [14]. By [14, Theorem 8.2] (or Lemma 8.2 below), we
have
Lemma 3.5. For any p ∈ (1,∞), g, f ∈ Lp(Q−1 ), the following hold.
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(1) For any u ∈ H˚1p (Q
−
1
) satisfying
P˜ u = div g + f in Q−1 , (3.6)
we have
‖u‖H 1p (Q−1 )
≤ N
(
‖g‖Lp(Q−1 ) + ‖ f ‖Lp(Q
−
1
)
)
, (3.7)
where N depends on d, n, p, ν,Λ, and r0.
(2) For any g, f ∈ Lp(Q−1 ), there exists a unique solution u ∈ H˚
1
p (Q
−
1
) of (3.6) with
the initial data u(−1, ·) ≡ 0 in B1. Furthermore, u satisfies (3.7).
In addition to the above estimates, we will also need to consider systems with
coefficients depending only on xd. Denote
P0u := −ut +Dα(A¯
αβ(xd)Dβu),
and
U¯ := A¯dβ(xd)Dβu.
Lemma 3.6. Let p ∈ (0,∞). Assume u ∈ C0,1
loc
satisfies P0u = 0 in Q
−
1
. Then there exists
a constant N = N(n, d, p, ν,Λ) such that
[u]C1/2,1(Q−
1/2
) ≤ N‖u‖Lp(Q−1 ), [Dx′u]C1/2,1(Q−1/2) ≤ N‖Dx′u‖Lp(Q
−
1
), (3.8)
and
[U¯]C1/2,1(Q
−
1/2) ≤ N‖Du‖Lp(Q−1 ). (3.9)
Proof. By using Lemma 3.4, the Sobolev embedding theorem, the interpolation
inequality, and iteration arguments, we have
‖u‖L∞(Q−4/5) ≤ N‖u‖Lp(Q
−
1
), p > 0. (3.10)
For fixed t ∈ (−1, 0), we define the finite difference quotient
δh,k f (t, x) :=
f (t, x + hek) − f (t, x)
h
,
where k = 1, . . . , d − 1, 0 < |h| < 1/12. Since A¯αβ(xd) are independent of x′, we have
P0(δh,ku) = 0 in Q−1 . Then in view of Lemma 3.4 and (3.10), we obtain
‖δh,ku‖H 1q (Q−1/2) ≤ N‖δh,ku‖L2(Q
−
2/3
) ≤ N‖Dx′u‖L2(Q−3/4), ∀ q > 1.
Letting h→ 0, we obtain
‖Dx′u‖H 1q (Q−1/2)
≤ N‖Dx′u‖L2(Q−3/4), ∀ q > 1. (3.11)
On the other hand, from [15, Lemma 3.3], we have
‖ut‖L2(Q−2/3) ≤ N‖Du‖L2(Q
−
3/4
). (3.12)
Observing that P0(ut) = 0 in Q
−
1
, and using Lemma 3.4, (3.10), and (3.12), we get
‖ut‖H 1q (Q−1/2)
≤ N‖ut‖L2(Q−2/3) ≤ N‖Du‖L2(Q
−
3/4
), ∀ q > 1. (3.13)
Hence, by the Sobolev embedding theorem for q > d + 2, we have
‖ut‖L∞(Q−1/2) ≤ N‖Du‖L2(Q
−
3/4
). (3.14)
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Now notice that in Q−
1
,
DdU¯ = ut −
d−1∑
α=1
d∑
β=1
A¯αβDαβu, Dx′U¯ =
d∑
β=1
A¯dβDx′Dβu, U¯t =
d∑
β=1
A¯dβDtDβu. (3.15)
Therefore, it follows from (3.11), (3.13), and (3.15) that
‖Dx′u‖H 1q (Q−1/2)
+ ‖U¯‖H 1q (Q−1/2)
≤ N‖Du‖L2(Q−3/4).
Then by the Sobolev embedding theorem for q > d + 2, A¯dd(xd) ≥ ν, and the
definition of U¯, we have
‖Du‖L∞(Q−1/2) ≤ N‖Du‖L2(Q
−
3/4
). (3.16)
By using (3.14), (3.16), Lemma 3.4, and (3.10), we have
‖ut‖L∞(Q−1/2) + ‖Du‖L∞(Q
−
1/2
) ≤ N‖Du‖L2(Q−3/4) ≤ C‖u‖L2(Q
−
4/5
) ≤ C‖u‖Lp(Q−1 ), ∀ p > 0.
(3.17)
Recalling that the coefficients of P0 are independent of x
′, we henceforth have
P0(Dx′u) = 0 in Q
−
1 .
Replacing u with Dx′u in (3.17), we get
‖Dx′ut‖L∞(Q−1/2) + ‖DDx′u‖L∞(Q
−
1/2
) ≤ N‖Dx′u‖Lp(Q−1 ), ∀ p > 0. (3.18)
We thus obtain (3.8) by using (3.17) and (3.18).
Next we prove (3.9). By using (3.16), the interpolation inequality, and iteration
arguments, we obtain
‖Du‖L∞(Q−1/2) ≤ N‖Du‖Lp(Q
−
1
), ∀ p > 0. (3.19)
Now by using the fact that the coefficients of P0 are independent of t, we have
P0(ut) = 0 in Q
−
1 .
Replacing uwith ut in (3.17)with a slightly smaller domain, using (3.14) and (3.19),
we have
‖Dut‖L∞(Q−1/2) ≤ N‖Du‖Lp(Q
−
1
), ∀ p > 0. (3.20)
Therefore, (3.9) is a consequence of (3.8), (3.15), and (3.20). The lemma is proved.

We remark that the same proofs of Lemmas 3.4–3.6 give similar results for the
adjoint operator of P. We close this section by giving the following two lemmas.
Lemma 3.7. [16, Lemma 2.7] Let ω be a nonnegative bounded function. Suppose there
is c1, c2 > 0 and 0 < κ < 1 such that for κt ≤ s ≤ t and 0 < t < r,
c1ω(t) ≤ ω(s) ≤ c2ω(t). (3.21)
Then, we have
∞∑
i=0
ω(κir) ≤ N
∫ r
0
ω(t)
t
dt,
where N = N(κ, c1, c2).
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Lemma 3.8. LetQ = (−T, 0)×D be a bounded domain inRd+1. For fixed t and all x ∈ D,
|D ∩ Br(x)| ≥ A0r
d for r ∈ (0, diamD],
where A0 > 0 is a constant. Let p ∈ (1,∞) and S be a bounded linear operator on Lp(Q).
Suppose that for any z¯ ∈ Q and 0 < r < µ diamD, we have∫
Q\Qcr(z¯)
|Sb| ≤ C0
∫
Q−r (z¯)
|b|
whenever b ∈ Lp(Q) is supported in Q
−
r (z¯),
∫
Q
b = 0, and c > 1, C0 > 0, µ ∈ (0, 1) are
constants. Then for g ∈ Lp(Q) and any s > 0, we have
|{(t, x) ∈ Q : |Sg(t, x)| > s}| ≤
N
s
∫
Q
|g|,
where N = N(d, c,C0,D,A0, µ, ‖S‖Lp→Lp) is a constant.
Lemma 3.8 is similar to [11, Lemma 4.1], where the proof is based on the
Caldero´n-Zygmund decomposition. Here we can modify the proof there by using
the “dyadic parabolic cube” decomposition of Q. See also [8, Theorem 11].
4. Proofs of Theorem 2.1 and Corollary 2.2
In this section, we give the proofs of Theorem 2.1 and Corollary 2.2. First of all,
by using Campanato’s characterization of Ho¨lder continuous functions, the global
W1,2p estimate for the heat equation, the Sobolev embedding theorem, and Lemma
3.4, we reduce the proof of Theorem 2.1 to that of Proposition 4.2, which is about
the parabolic systems without lower-order terms . Then we prove some auxiliary
estimates that play key roles in deriving an a priori estimate of the modulus of
continuity of (Dx′u,U). With the above preparations, we complete the proof of
Proposition 4.2 by discussing two cases since our argument and estimates depend
on the coordinate system. Finally, we prove Corollary 2.2 using a duality argument
and Theorem 2.1.
4.1. Simplified problem. We first reduce the estimate of [u]1/2,1 to the estimate of
‖Du‖L∞ by using the following lemma.
Lemma 4.1. Let u be a weak solution to (2.1) in Q−
1
. Suppose that ‖u‖L∞(Q−1/2) < ∞ and
‖Du‖L∞(Q−1/2) < ∞. Then
[u]1/2,1;Q−
1/4
≤ N
(
‖u‖L∞(Q−1/2) + ‖Du‖L∞(Q
−
1/2
) + ‖ f ‖L∞(Q−1/2) + ‖g‖L∞(Q
−
1/2
)
)
.
Proof. The lemma follows froma similar argument that led to [9, Lemma6] byusing
Campanato’s characterization of Ho¨lder continuous functions (see [23, Lemma
4.3]) and a variant of the parabolic Poincare´ inequality (see [9, Lemma 3]). 
Next we show that it suffices to consider the parabolic systems without lower-
order terms. Rewrite (2.1) as
−ut +Dα(A
αβDβu) = div(g − Bu) + f − Bˆ
αDαu − Cu in Q = Q
−
1 .
Let v ∈W1,2p (Q
−
1
) satisfy
−vt + ∆v = ( f − Bˆ
αDαu − Cu)χQ−
1/2
in Q−
1
,
v = 0 on ∂pQ−1 .
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Then by the globalW1,2p estimate for the heat equation, we have
‖v‖W1,2p (Q−1 )
≤ N
(
‖u‖Lp(Q−1/2) + ‖Du‖Lp(Q
−
1/2
) + ‖ f ‖L∞(Q−1/2)
)
. (4.1)
By Lemma 3.4, we have for some q > d + 2,
‖u‖H 1q (Q−1/2)
≤ N
(
‖u‖Lp(Q−1 ) + ‖g‖L∞(Q
−
1
) + ‖ f ‖L∞(Q−1 )
)
. (4.2)
By the Sobolev embedding theorem for q > d + 2, we obtain u ∈ Cβ/2,β(Q−
1/2
) and
‖u‖Cβ/2,β(Q−
1/2
) ≤ N
(
‖u‖Lp(Q−1 ) + ‖g‖L∞(Q
−
1
) + ‖ f ‖L∞(Q−1 )
)
,
where β = 1 − (d + 2)/q. Now coming back to (4.1), replacing p with q, and using
(4.2), we get v ∈ C(1+β)/2,1+β(Q−
1/2
) with
‖v‖C(1+β)/2,1+β(Q−
1/2
) ≤ N
(
‖u‖Lp(Q−1 ) + ‖g‖L∞(Q
−
1
) + ‖ f ‖L∞(Q−1 )
)
. (4.3)
Denote g′ := g − Bu + (I − A)Dv and w := u − v, then w satisfies
−wt +Dα(A
αβDβw) = div g
′ in Q−1/2,
where
‖g′‖L∞(Q−1/2) ≤ N
(
‖u‖Lp(Q−1 ) + ‖g‖L∞(Q
−
1
) + ‖ f ‖L∞(Q−1 )
)
.
Moreover, g′ is of piecewise Dini mean oscillation satisfying
ωg′ (r)
≤ N(Λ)
(
ωg(r) + ωB(r)‖u‖L∞(Q−1/2) + r
β[u]β/2,β;Q−
1/2
+ ωA(r)‖Dv‖L∞(Q−1/2) + r
β[Dv]β/2,β;Q−
1/2
)
≤ N
(
ωg(r) + ωB(r)‖u‖L∞(Q−1/2) + (ωA(r) + r
β) ·
(
‖u‖Lp(Q−1 ) + ‖g‖L∞(Q
−
1
) + ‖ f ‖L∞(Q−1 )
))
.
Therefore, bearing inmind that u = w+v and v satisfies (4.3), the results forw yield
these for u.
Finally, we conclude that to finish the proof of Theorem 2.1, we only need to
prove the following proposition.
Proposition 4.2. Let ε ∈ (0, 1) and p ∈ (1,∞). Suppose that A and g are of piecewise
Dini mean oscillation in Q, and g ∈ L∞(Q). If u ∈ H
1
p (Q) is a weak solution to
−ut +Dα(A
αβDβu) = div g in Q,
then u ∈ C1/2,1(Q j ∩ ((−T + ε, 0) ×Dε)), j = 1, . . . ,M, and for any fixed t ∈ (−T + ε, 0),
u(t, ·) is Lipschitz inDε.
We will establish an a priori estimate of the modulus of continuity of (Dx′u,U)
by assuming that u ∈ C0,1(Q−
3/4), i.e., for each t ∈ (−9/16, 0), u(t, ·) ∈ C
0,1(B3/4). The
proof of Proposition 4.2 is mainly based on Campanato’s approach [6, 21]. The
general case follows from an approximation argument and the technique of locally
flattening the boundaries [18, p. 2466].
Fix z0 = (t0, x0) ∈
(
(−9/16, 0) × B3/4
)
∩ Q j0 , 0 < r ≤ 1/4, and take a coordinate
system associated with (t0, x0) as in Subsection 3.2. Denote
P¯z′
0
u := −ut +Dα(A¯
αβ(z′0, x
d)Dβu),
where z′0 = (t0, x
′
0). Next we prove several auxiliary lemmas which play important
roles in the proof of Proposition 4.2.
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4.2. Auxiliary lemmas. We will begin with a weak type-(1, 1) estimate. Before
that, we need to modify the coefficients A¯αβ(z′0, x
d) to get the following parabolic
operator defined by
P˜ u := −ut +Dα(A˜
αβDβu),
where A˜αβ = ηA¯αβ(z′0, x
d) + ν(1 − η)δαβδi j with η ∈ C∞0 (Br(x0)) satisfying
0 ≤ η ≤ 1, η ≡ 1 in B2r/3(x0), |∇η| ≤ 6/r.
Then we can apply Lemma 3.5 with a scaling to the operator P˜ .
Lemma 4.3. Let p ∈ (1,∞). Let v ∈ H1p (Q
−
r (z0)) be a weak solution to the problem
P˜ v = div(FχQ−
r/2
(z0)) in Q
−
r (z0),
v = 0 on ∂pQ−r (z0),
where F ∈ Lp(Q
−
r/2(z0)). Then for any s > 0, we have
|{z ∈ Q−r/2(z0) : |Dv(z)| > s}| ≤
N
s
‖F‖L1(Q−r/2(z0)),
where N = N(n, d, p, ν).
Proof. The proof is a modification of [18, Lemma 3.2]. We set z0 = 0, r = 1,
A¯αβ(xd) := A¯αβ(0′, xd), and P¯ := P¯0′ for simplicity. Suppose E = (Eαβ(xd)) is a d × d
matrix with
Eαβ(xd) = δαβ for α, β ∈ {1, . . . , d − 1}; E
αd(xd) = A¯dα(xd) for α ∈ {1, . . . , d};
Edβ(xd) = 0 for β ∈ {1, . . . , d − 1}.
For any Fˆ ∈ Lp(Q
−
1/2), let F = EFˆ and solve for v. It follows from Lemma 3.5 that
S : Fˆ → Dv is a bounded linear operator on Lp(Q
−
1/2
). So we only need to prove
that S satisfies the hypothesis of Lemma 3.8. Set c = 24 and fix z¯ = (t¯, y¯) ∈ Q−
1/2,
0 < r < 1/4. Let bˆ ∈ Lp(Q−1 ) be supported in Q
−
r (z¯) ∩ Q
−
1/2
with mean zero, b = Ebˆ,
and v1 ∈ H
1
p (Q
−
1
) be the unique weak solution of
P˜ v1 = div b in Q
−
1
,
v1 = 0 on ∂pQ−1 .
For any R ≥ cr such that Q−
1/2 \ QR(z¯) , ∅ and h ∈ C
∞
0 ((Q2R(z¯) \ QR(z¯)) ∩ Q
−
1/2), let
v0 ∈ H
1
p′(Q
−
1
) be a weak solution of
P˜∗ v0 = div h in Q
−
1
,
v0 = 0 on ((−1, 0]× ∂B1) ∪ ({0} × B1),
where 1/p + 1/p′ = 1 and P˜∗ is the adjoint operator of P˜ defined by
P˜∗ u := ut +Dβ(A˜
βαDαu).
In view of the definition of weak solutions and the assumption of bˆ, we have∫
Q−
1/2
Dv1 · h =
∫
Q−
1/2
Dv0 · b =
∫
Q−r (z¯)∩Q
−
1/2
(Dx′v0,V0) · bˆ
=
∫
Q−r (z¯)∩Q
−
1/2
(Dx′v0 −Dx′v0(z¯),V0 − V0(z¯)) · bˆ,
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where V0 = A¯
dβ(xd)Dβv0. Hence, we have∣∣∣∣∣∣∣
∫
(Q2R(z¯)\QR(z¯))∩Q
−
1/2
Dv1 · h
∣∣∣∣∣∣∣
≤ ‖bˆ‖L1(Q−r (z¯)∩Q−1/2) ||(Dx′v0 −Dx′v0(z¯),V0 − V0(z¯))||L∞(Q−r (z¯)∩Q−1/2) . (4.4)
Moreover, we find that v0 ∈ H
1
p′(Q
−
1
) satisfies
P¯∗ v0 = 0 in Q
−
R/12(z¯),
where we recalled that η ≡ 1 in B2/3 and BR/12(y¯) ⊂ B2/3. By applying a similar
argument that led to (3.8) and (3.9) to the adjoint operator, and using a suitable
scaling, r ≤ R/24, and theH1p estimate, we have
‖Dx′v0 −Dx′v0(z¯)‖L∞(Q−r (z¯)∩Q−1/2) + ‖V0 − V0(z¯)‖L∞(Q
−
r (z¯)∩Q
−
1/2
)
≤ Nr([Dx′v0]C1/2,1(Q−
R/24
(z¯)) + [V0]C1/2,1(Q−
R/24
(z¯)))
≤ NrR−1−(d+2)/p
′
‖Dv0‖Lp′ (Q−R/12(z¯))
≤ NrR−1−(d+2)/p
′
‖h‖Lp′ ((Q2R(z¯)\QR(z¯))∩Q−1/2). (4.5)
Substituting the above estimate (4.5) into (4.4) and using the duality and Ho¨lder’s
inequality, we have
‖Dv1‖L1((Q2R(z¯)\QR(z¯))∩Q−1/2) ≤ NrR
−1‖bˆ‖L1(Q−r (z¯)∩Q−1/2). (4.6)
Let N0 be the smallest positive integer such that Q
−
1/2 ⊂ Q2N0 cr(z¯). By taking R =
cr, 2cr, . . . , 2N0−1cr in (4.6) and summarizing, we obtain∫
Q−
1/2
\Qcr(z¯)
|Dv1| dx dt ≤ N
N0∑
k=1
2−k‖bˆ‖L1(Q−r (z¯)∩Q−1/2) ≤ N
∫
Q−r (z¯)∩Q
−
1/2
|bˆ| dx dt.
Therefore, S satisfies the hypothesis of Lemma 3.8. The proof of this lemma is
finished. 
Denote
φ(z0, r) := inf
q∈Rn×d
(?
Q−r (z0)
|(Dx′u,U) − q|
q dx dt
)1/q
,
where 0 < q < 1 is some fixed exponent. We are going to use Lemma 4.3 to prove
an iteration formula about the function φ(z0, r), from which we can derive the
following
Lemma 4.4. For any γ ∈ (0, 1) and 0 < ρ ≤ r ≤ 1/4, we have
φ(z0, ρ) ≤ N
(ρ
r
)γ
r−d−2‖(Dx′u,U)‖L1(Q−r (z0)) +Nω˜A(ρ)‖Du‖L∞(Q−r (z0)) +Nω˜g(ρ), (4.7)
where N = N(n, d, p, ν, γ), and ω˜•(t) is a Dini function derived from ω•(t).
Proof. We apply Lemma 4.3 with
F = (A¯(z′0, x
d) − A(t, x))Du+ g(t, x)− g¯(z′0, x
d),
(3.4), and follow the same argument as in deriving [18, (3.7)] to obtain that
?
Q−
r/2
(z0)
|Dx′v|
q dx dt +
?
Q−
r/2
(z0)
|V|q dx dt

1/q
≤ N
(
ω¯A(r)‖Du‖L∞(Q−r (z0)) + ω¯g(r)
)
, (4.8)
16 H. DONG AND L. XU
where ω¯•(r) = ω•(r) + ωˆ1(r) and V = A¯dβ(z′0, x
d)Dβv(t, x).
We now claim that
φ(z0, κ
jr) ≤ κ jγφ(z0, r) +N‖Du‖L∞(Q−r (z0))ω˜A(κ
jr) +Nω˜g(κ
jr), (4.9)
where κ ∈ (0, 1/2) is some fixed constant and
ω˜•(t) =
∞∑
i=1
κiγ
(
ω¯•(κ
−it)χκ−it≤1 + ω¯•(1)χκ−it>1
)
. (4.10)
Furthermore, ω˜•(t) is a Dini function (see Lemma 1 in [9]) and satisfies (3.21). Then
for any ρ satisfying 0 < ρ ≤ r ≤ 1/4, we take j to be the integer with κ j+1 < ρ/r ≤ κ j.
By using (4.9) and (3.21), we have
φ(z0, ρ) ≤ N
(ρ
r
)γ
φ(z0, r) +Nω˜A(ρ)‖Du‖L∞(Q−r (z0)) +Nω˜g(ρ), (4.11)
where, it follows from Ho¨lder’s inequality that
φ(z0, r) ≤
(?
Q−r (z0)
|(Dx′u,U)|
q dx dt
)1/q
≤ Nr−d−2‖(Dx′u,U)‖L1(Q−r (z0)). (4.12)
Combining (4.12) and (4.11), we get (4.7).
Finally, we prove the claim (4.9). Let
u1(x
d) =
∫ xd
xd
0
(A¯dd(z′0, s))
−1 g¯d(z
′
0, s) ds, u¯ = u − u1, w = u¯ − v. (4.13)
Then a direct calculation yields P¯z′
0
w = 0 in Q−
r/2
(z0). For any κ ∈
(
0, 1/4
)
, by
Lemma 3.6 with a suitable scaling, we have
‖Dx′w − (Dx′w)Q−κr(z0)‖
q
Lq(Q
−
κr(z0))
+ ‖W − (W)Q−κr(z0)‖
q
Lq(Q
−
κr(z0))
≤ N(κr)d+2+q
(
[Dx′w]
q
C1/2,1(Q−
r/4
(z0))
+ [W]
q
C1/2,1(Q−
r/4
(z0))
)
≤ Nκd+2+q
∫
Q−
r/2
(z0)
|Dw|q dx dt
≤ Nκd+2+q
∫
Q−
r/2
(z0)
|(Dx′w,W)|
q dx dt, (4.14)
whereW = A¯dβ(z′
0
, xd)Dβw. Define
h(xd) :=
∫ xd
0
(
A¯dd(z′0, s)
)−1(
qd −
d−1∑
β=1
A¯dβ(z′0, s)qβ
)
ds, q = (q′, qd) ∈ R
n×d,
and
w˜ := w −
d−1∑
β=1
xβqβ − h(x
d).
Then
Dx′w˜ = Dx′w − q
′, W˜ := A¯dβ(z′0, x
d)Dβw˜ =W − qd.
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Moreover, P¯z′
0
w˜ = 0 in Q−
r/2
(z0). Now replacing w and W with w˜ and W˜ in (4.14),
respectively, we get
‖Dx′w − (Dx′w)Q−κr(z0)‖
q
Lq(Q−κr(z0))
+ ‖W − (W)Q−κr(z0)‖
q
Lq(Q−κr(z0))
≤ Nκd+2+q
∫
Q−
r/2
(z0)
|(Dx′w − q
′,W − qd)|
q dx dt
= Nκd+2+q
∫
Q−
r/2
(z0)
|(Dx′w,W) − q|
q dx dt,
which implies(?
Q−κr(z0)
|Dx′w − (Dx′w)Q−κr(z0)|
q dx dt +
?
Q−κr(z0)
|W − (W)Q−κr(z0)|
q dx dt
)1/q
≤ N0κ

?
Q−
r/2
(z0)
|(Dx′w,W) − q|
q dx dt

1/q
, (4.15)
where N0 = N0(n, d, p, ν,Λ). Recalling that u¯ = w + v, we obtain from (4.15) that(?
Q−κr(z0)
|Dx′u¯ − (Dx′w)Q−κr(z0)|
q
+ |U¯ − (W)Q−κr(z0)|
q dx dt
)1/q
≤ 21/q−1
(?
Q−κr(z0)
|Dx′w − (Dx′w)Q−κr(z0)|
q
+ |W − (W)Q−κr(z0)|
q dx dt
)1/q
+N
(?
Q−κr(z0)
|Dx′v|
q
+ |V|q dx dt
)1/q
≤ N0κ

?
Q−
r/2
(z0)
|(Dx′u¯, U¯) − q|
q dx dt

1/q
+Nκ−(d+2)/q

?
Q−
r/2
(z0)
|Dx′v|
q
+ |V|q dx dt

1/q
,
(4.16)
where U¯ = A¯dβ(z′0, x
d)Dβu¯. Recalling that
Dx′ u¯ = Dx′u, U = A
dβ(t, x)Dβu − gd(t, x), and U¯ = A¯
dβ(z′0, x
d)Dβu − g¯d(z
′
0, x
d),
we have for z ∈ Q−r (z0),
|U − U¯| ≤ ‖Du‖L∞(Q−r (z0))|A(z) − A¯(z
′
0, x
d)| + |gd(z) − g¯d(z
′
0, x
d)|.
Thus, substituting (3.4) and (4.8) into (4.16), we have(?
Q−κr(z0)
∣∣∣(Dx′u,U) − ((Dx′w)Q−κr(z0), (W)Q−κr(z0)
)∣∣∣q dx dt
)1/q
≤ N0κ
(?
Q−r (z0)
|(Dx′u,U) − q|
q dx dt
)1/q
+Nκ−(d+2)/q
(?
Q−r (z0)
|U − U¯|q dx dt
)1/q
+Nκ−(d+2)/q

?
Q−
r/2
(z0)
|Dx′v|
q
+ |V|q dx dt

1/q
≤ N0κ
(?
Q−r (z0)
|(Dx′u,U) − q|
q dx dt
)1/q
+Nκ−(d+2)/q
(
‖Du‖L∞(Q−r (z0))
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·
?
Q−r (z0)
|A(z) − A¯(z′0, x
d)| dx dt +
?
Q−r (z0)
|gd(z) − g¯d(z
′
0, x
d)| dx dt
)
+Nκ−(d+2)/q

?
Q−
r/2
(z0)
|Dx′v|
q
+ |V|q dx dt

1/q
≤ N0κ
(?
Q−r (z0)
|(Dx′u,U) − q|
q dx dt
)1/q
+Nκ−(d+2)/q
(
‖Du‖L∞(Q−r (z0))ω¯A(r) + ω¯g(r)
)
.
(4.17)
Since q ∈ Rn×d is arbitrary, we obtain
φ(z0, κr) ≤ N0κφ(z0, r) +Nκ
−(d+2)/q
(
‖Du‖L∞(Q−r (z0))ω¯A(r) + ω¯g(r)
)
.
For any given γ ∈ (0, 1), fix a κ ∈ (0, 1/2) sufficiently small so that N0κ ≤ κγ. We
henceforth have
φ(z0, κr) ≤ κ
γφ(z0, r) +N
(
‖Du‖L∞(Q−r (z0))ω¯A(r) + ω¯g(r)
)
.
By iteration and κγ < 1, we obtain for j = 1, 2, . . .,
φ(z0, κ
jr) ≤ κ jγφ(z0, r)
+N
‖Du‖L∞(Q−r (z0))
j∑
i=1
κ(i−1)γω¯A(κ
j−ir) +
j∑
i=1
κ(i−1)γω¯g(κ
j−ir)
 .
This gives (4.9). The lemma is proved. 
Once we get Lemma 4.4, we can obtain the local boundedness of Du in Lemma
4.5 below. The proof of it is the same as that of [18, Lemma 3.4] and thus omitted.
Lemma 4.5. We have
‖Du‖L∞(Q−1/4) ≤ N‖(Dx′u,U)‖L1(Q−3/4) +N
(∫ 1
0
ω˜g(s)
s
ds + ‖g‖L∞(Q)
)
, (4.18)
where N > 0 is a constant depending only on n, d, p, ν, γ, ωA, and ωˆ1.
4.3. Proof of Proposition 4.2.
Proof. We recall that for each z0, the coordinate system is chosen according to it.
The proof is similar to that in [18], so we only list the main differences. We claim
that for a.e. z0 ∈ Q
−
3/4
,
|(Dx′u(z0),U(z0)) − qz0,r|
≤ N
(
φ(z0, r) + ‖Du‖L∞(Q−r (z0))
∫ r
0
ω˜A(s)
s
ds +
∫ r
0
ω˜g(s)
s
ds
)
, (4.19)
where qz0,r ∈ R
n×d satisfying
φ(z0, r) =
(?
Q−r (z0)
|(Dx′u,U) − qz0,r|
q dx dt
)1/q
.
Note that (4.19) is similar to [18, (3.16)]. One can prove it by iteration, (4.9), the
assumption that u ∈ C0,1(Q−
3/4
), and Lemma 3.7. Then for 0 < r < 1/8,
sup
z0∈Q
−
1/8
|(Dx′u(z0),U(z0)) − qz0,r|
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≤ N sup
z0∈Q−1/8
φ(z0, r) +N‖Du‖L∞(Q−1/4)
∫ r
0
ω˜A(s)
s
ds +N
∫ r
0
ω˜g(s)
s
ds
=: Nψ(r),
where, it follows from Lemma 4.4 that for any 0 < r < 1/8,
sup
z0∈Q−1/8
φ(z0, r) ≤ N
(
rγ‖(Dx′u,U)‖L1(Q−1/4) + ω˜A(r)‖Du‖L∞(Q−1/4) + ω˜g(r)
)
. (4.20)
Now suppose that z1 = (t1, x1) ∈ Q−1/8 ∩ Q j1 for some j1 ∈ [1, l + 1]. If |z0 − z1|p ≥
1/32, then by
|(Dx′u(z0),U(z0)) − (Dx′u(z1),U(z1))| ≤ 2
(
‖Du‖L∞(Q−1/4) + ‖g‖L∞(Q)
)
and (4.18), we have
|(Dx′u(z0),U(z0)) − (Dx′u(z1),U(z1))|
≤ N|z0 − z1|
γ
p
(
‖(Dx′u,U)‖L1(Q−3/4) +
∫ 1
0
ω˜g(s)
s
ds + ‖g‖L∞(Q)
)
, (4.21)
where γ ∈ (0, 1) is a constant. If |z0 − z1|p < 1/32, we set r = |z0 − z1|p and claim that
dist(z0, ∂pQ j0 ∩ {t = t0}) and dist(z0, ∂pQ j0 ) are comparable. Indeed, on one hand,
clearly
dist(z0, ∂pQ j0 ∩ {t = t0}) ≥ dist(z0, ∂pQ j0 ).
On the other hand, we may suppose that
dist(z0, ∂pQ j0 ∩ {t = t0}) = |z0 − (t0, x
′
0, h j0(t0, x
′
0))|p
and
dist(z0, ∂pQ j0) = |z0 − (t, x
′, h j0(t, x
′))|p.
Then by using the triangle inequality and h j0 ∈ C
γ0 with γ0 > 1/2, we have
|z0 − (t0, x
′
0, h j0(t0, x
′
0))|p
≤ |z0 − (t, x
′, h j0(t, x
′))|p + |(t − t0, x
′ − x′0, h j0(t, x
′) − h j0(t0, x
′
0))|p
≤ |z0 − (t, x
′, h j0(t, x
′))|p +N(|t − t0|
1/2
+ |x′ − x′0| + |t − t0|
γ0)
≤ Ndist(z0, ∂pQ j0).
Now we continue the proof by discussing the following two cases.
Case 1. If
r > 1/16max{dist(z0, ∂pQ j0 ∩ {t = t0}),dist(z1, ∂pQ j1 ∩ {t = t1})},
then without loss of generality, we assume that z0 is above z1. By the triangle
inequality, we have for ∀ z ∈ Q−r (z1),
|(Dx′u(z0),U(z0)) − (Dx′u(z1),U(z1))|
q
≤ |(Dx′u(z0),U(z0)) − qz0,2r|
q
+ |qz0,2r − qz1,2r|
q
+ |(Dy′u(z1), U˜(z1)) − qz1,2r|
q
+ |(Dy′u(z1), U˜(z1)) − (Dx′u(z1),U(z1))|
q
≤ Nψq(2r) + |(Dx′u(z),U(z))− qz0,2r|
q
+ |(Dy′u(z), U˜(z)) − qz1,2r|
q
+ |(Dy′u(z), U˜(z)) − (Dx′u(z),U(z))|
q
+ |(Dy′u(z1), U˜(z1)) − (Dx′u(z1),U(z1))|
q,
(4.22)
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whereDy′ denotes the first derivativeswith respect to the first d−1 space variables
in the coordinate system associated with z1 and in this coordinate system, we use
Dy to define U˜. For the last term, one can see that
Dx′u(z1) −Dy′u(z1) = (Dx′u(z1),Dxdu(z1))(I − X
−1)I0,
where I0 = (I
αβ) is a d × (d − 1) matrix with
Iαβ = δαβ for α, β ∈ {1, . . . , d − 1}; I
dβ
= 0 for β ∈ {1, . . . , d − 1},
X = (Xαβ) is a d × dmatrix with
Xαβ =
∂yα
∂xβ
for α, β = 1, . . . , d,
and I is a d× d identity matrix. We henceforth need to estimate I−X−1. To end this,
we suppose that for the fixed t1, the closest point on ∂pQ j1∩{t = t1} to z1 = (t1, x
′
1
, xd)
is (z′
1
, h j1(z
′
1
)), and let
n2 =
(
− ∇x′h j1(z
′
1
), 1
)⊤
√
1 + |∇x′h j1(z
′
1
)|2
be the unit normal vector at (z′
1
, h j1(z
′
1
)) on the surface {(t1, x′, xd) : xd = h j1(t1, x
′)}.
The corresponding tangential vectors are given by
τ2,1 = (1, 0, . . . , 0,Dx1h j1(z
′
1))
⊤, . . . , τ2,d−1 = (0, 0, . . . , 1,Dxd−1h j1(z
′
1))
⊤,
from which we can use the Gram-Schmidt process to find an orthonormal basis
{τˆ2,1, . . . , τˆ2,d−1} of the tangent space. Similarly, we denote
n1 =
(
− ∇x′h j0(z
′
0), 1
)⊤
√
1 + |∇x′h j0(z
′
0
)|2
= (0′, 1)⊤
to be the unit normal vector at (z′0, h j0(z
′
0)), and the corresponding tangential vectors
are
τ1,1 = (1, 0, . . . , 0)
⊤, . . . , τ1,d−1 = (0, 0, . . . , 1, 0)
⊤.
It follows from the proof of Lemma 3.3 that |∇x′h j1(z
′)| is bounded from above by
Nω1(r). Then we have
|n1 − n2| =
∣∣∣∣∣∣∣∣∣(0
′, 1)⊤ −
(
− ∇x′h j1(z
′
1
), 1
)⊤
√
1 + |∇x′h j1(z
′
1
)|2
∣∣∣∣∣∣∣∣∣
≤ Nω1(N0|z0 − z1|p) ≤ Nω1(|z0 − z1|p) ≤ Nω˜1(|z0 − z1|p),
where we used ω1(N0r) ≤ N0ω1(r) in the second inequality, which can be derived
from the fact that ω0 is an increasing and concave function, R is a monotonically
increasing function with respect to r, and the definition of ω1(r) = 2ω0(2r + R) in
the proof of Lemma 3.3. This is also true for |τ1,i − τ˜2,i|, i = 1, . . . , d − 1. We thus
obtain
|Dx′u(z1) −Dy′u(z1)| ≤ N‖Du‖L∞(Q−1/4)ω˜1(|z0 − z1|p).
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We similarly can estimate the difference of U in different coordinate systems.
Hence, we obtain
|(Dx′u(z1),U(z1)) − (Dy′u(z1), U˜(z1))| ≤ N‖Du‖L∞(Q−1/4)ω˜1(|z0 − z1|p). (4.23)
Also, (4.23) is satisfied by the penultimate term of (4.22). Coming back to (4.22),
we take the average over z ∈ Q−r (z1) and take the q-th root to get
|(Dx′u(z0),U(z0)) − (Dx′u(z1),U(z1))|
≤ N
(
ψ(2r) + φ(z0, 2r) + φ(z1, 2r) + ‖Du‖L∞(Q−1/4)ω˜1(|z0 − z1|p)
)
≤ N
(
ψ(2r) + ‖Du‖L∞(Q−1/4)ω˜1(|z0 − z1|p)
)
.
Therefore, it follows from (4.18), (4.20), and (3.21) that
|(Dx′u(z0),U(z0)) − (Dx′u(z1),U(z1))|
≤ N|z0 − z1|
γ
p‖(Dx′u,U)‖L1(Q−3/4) +N
∫ |z0−z1|p
0
ω˜g(s)
s
ds
+N
∫ |z0−z1 |p
0
ω˜A(s)
s
ds ·
(
‖(Dx′u,U)‖L1(Q−3/4) +
∫ 1
0
ω˜g(s)
s
ds + ‖g‖L∞(Q)
)
. (4.24)
Case 2. If
r ≤ 1/16max{dist(z0, ∂pQ j0 ∩ {t = t0}),dist(z1, ∂pQ j1 ∩ {t = t1})},
then j0 = j1. Then we follow the same arguments as in [18, Case 1.] to obtain
|(Dx′u(z0),U(z0)) − (Dx′u(z1),U(z1))|
≤ N|z0 − z1|
γ
p‖(Dx′u,U)‖L1(Q−3/4) +N
∫ |z0−z1|p
0
ω˜g(s)
s
ds
+N
∫ |z0−z1 |p
0
ω˜A(s)
s
ds
(
‖(Dx′u,U)‖L1(Q−3/4) +
∫ 1
0
ω˜g(s)
s
ds + ‖g‖L∞(Q)
)
. (4.25)
Thus, Proposition 4.2 is proved. 
4.4. Proof of Corollary 2.2. The proof is amodification of [18, Corollary 1.6],which
in turn is based on the approach in [1, 4]. By the Sobolev embedding theorem in
the parabolic setting (see, for instance, [22, Lemma 8.1]), we have u ∈ L d+2
d+1
(Q). Fix
some p ∈ (1, d+2d+1 ) such that d + 2 < p
′ < ∞, where p′ = p/(p− 1), we next prove that
Du ∈ Lp,loc(Q). Let h ∈ C
∞
c (Q) and v ∈ H
1
2 (Q) be the solution of
P∗v = div h in Q
v = 0 on ((−T, 0] × ∂D) ∪ ({0} × D),
(4.26)
where P∗ is the adjoint operator of P defined by
P∗v := vt +Dβ((A
αβ)⊤Dαv) −Dα((Bˆ
α)⊤v) − (Bα)⊤Dαv + C
⊤v.
Then by Theorem 2.1, we obtainDv ∈ L∞((−T+ε, 0)×Dε). By theH12 -estimate and
p′ > 2, we have
‖v‖H 1
2
(Q) ≤ N‖h‖L2(Q) ≤ N‖h‖Lp′ (Q). (4.27)
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By Lemma 3.4 and (4.27), we have
‖v‖H 1
p′
((−T+ε,0)×Dε) ≤ N
(
‖h‖Lp′ (Q) + ‖v‖L2(Q)
)
≤ N‖h‖Lp′ (Q).
This together with Sobolev-Morrey theorem and p′ > d + 2 implies that
‖v‖L∞((−T+ε,0)×Dε) ≤ N‖h‖Lp′ (Q).
Fix ζ ∈ C∞c ((−T + ε, 0) ×Dε) with ζ ≡ 1 on Q
′ ⊂⊂ (−T + ε, 0) ×Dε. Then we use ζu
as a test function to (4.26) and obtain∫
Q
−vtuζ + (A
αβ)⊤Dαv
(
ζDβu + uDβζ
)
+ (Bα)⊤Dαvuζ
− (Bˆα)⊤v (ζDαu + uDαζ) − C
⊤vuζ =
∫
Q
hαDα(uζ). (4.28)
On the other hand, recalling that u ∈ H1
1
(Q) is a weak solution of (2.1), we choose
ζv as a test function and get∫
Q
utζv + A
αβDβu (ζDαv + vDαζ) + B
αu (ζDαv + vDαζ) − Bˆ
αDαuvζ − Cuvζ
=
∫
Q
gα (ζDαv + vDαζ) − fζv. (4.29)
Combining (4.28) and (4.29), we obtain∫
Q
hαDα(uζ) =
∫
Q
uvζt −
∫
Q
AαβvDβuDαζ +
∫
D
(Aαβ)⊤uDαvDβζ − uvB
αDαζ
− (Bˆα)⊤uvDαζ +
∫
Q
gα (ζDαv + vDαζ) − fζv,
which is similar to [18, (4.8)]. Then by replicating the argument in the proof of [18,
Corollary 1.6], we have∣∣∣∣∣
∫
Q
hαDα(uζ)
∣∣∣∣∣ ≤ N
(
‖g‖L∞(Q) + ‖ f ‖L∞(Q) + ‖u‖H 11 (Q)
)
‖h‖Lp′ (Q)
for all h ∈ C∞c (Q). Hence, u ∈ H
1
p (Q
′) and
‖u‖H 1p (Q′) ≤ N
(
‖g‖L∞(Q) + ‖ f ‖L∞(Q) + ‖u‖H 11 (Q)
)
.
The corollary is proved.
5. Proof of Theorem 2.3
5.1. The continuity of Dx′u and U. We first prove (2.4). Similar to the proof of
Theorem 2.1, we take z0 ∈ Q
−
3/4
∩ Q j0 . Let A
( j) ∈ Cδ/2,δ(Q j), 1 ≤ j ≤ l + 1, be
matrix-valued functions, and B( j), g( j) be inCδ/2,δ(Q j). Define the piecewise constant
(matrix-valued) functions
A¯(z) = A( j)(z0), z ∈ Ω j0 , A¯(z) = A
( j)(z′0, h j(z
′
0)), z ∈ Ω j, j , j0.
From B( j) and g( j), we similarly define piecewise constant functions B¯ and g¯. Notice
that these functions only depend on the center z0, but are independent of the radius
of the cylinder r. Using Lemma 3.3, we immediately get the following result.
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Lemma 5.1. Let A, A¯,B, B¯, g, and g¯ be defined as above, there exists a positive con-
stant N, depending only on d, l, µ, δ, ν,Λ,max1≤ j≤l+1 ‖A‖Cδ/2,δ(Q j), max1≤ j≤l+1 ‖B‖Cδ/2,δ(Q j),
max1≤ j≤l+1 ‖g‖Cδ/2,δ(Q j)
andmax1≤ j≤l+1 ‖h j‖C1,µ(D j), such that for 0 < r ≤ 1,?
Q−r (z0)
|A − A¯| dx dt +
?
Q−r (z0)
|B − B¯| dx dt +
?
Q−r (z0)
|g − g¯| dx dt ≤ Nrδ
′
,
where δ′ = min{δ, 2γ0 − 1}.
Thus, (2.4) directly follows from (4.25), (4.24), and (4.21) by taking γ ∈ (δ′, 1).
Next, we observe from (2.4) that for each j = 1, . . . ,M,
Dx′u,U ∈ C
δ′/2,δ′(Q j ∩ ((−T + ε, 0) ×Dε)).
On the other hand, since
Ddu = (A
dd)−1
U + gd − Bdu −
d−1∑
β=1
AdβDβu
 ,
we conclude that Ddu ∈ C
δ′/2,δ′(Q j ∩ ((−T + ε, 0) ×Dε)).
5.2. The estimate of 〈u〉1+δ′ . The proof is again based on the Campanato’smethod,
but we work on u itself instead of its first derivatives. The key point is to prove
that the mean oscillation of u in cylinders vanishes in the order r1+δ
′
as the radii r
of cylinders go to zero. In order to derive this, as shown in Subsection 4.1, we only
need to treat the case without lower-order terms and the data f . Then we prove
a weak type-(1, 1) estimate for solutions to parabolic systems with coefficients
are of piecewise Dini mean oscillation. Finally, we introduce a set consisting of
polynomials with respect to x and use it to prove an estimate of the difference
between u and some polynomial in the Lq-mean sense, q ∈ (0, 1).
Fix z0 ∈
(
(−9/16, 0)×B3/4
)
∩Q j0 and take 0 < r < R ≤ 1/4, we take the coordinate
system associated with z0 and follow the proof of Theorem 2.1. As in Section 4, we
denote
P¯u := −ut +Dα(A¯
αβ(z′0, x
d)Dβu). (5.1)
Then
P¯u = div(g + (A¯(z′0, x
d) − A(z))Du).
Let P˜ be the modified operator corresponding to P¯ as in Section 4. Let v ∈
H1p (Q
−
r (z0)) be a weak solution to
P¯ v = div(g − g¯ + (A¯(z′0, x
d) − A(z))Du) in Q−r (z0),
v = 0 on ∂pQ−r (z0),
(5.2)
where g¯ := g¯(z′
0
, xd) is the piecewise constant function corresponding to g defined
in Subsection 3.2. Next we give two lemmas which are the key ingredients of the
proof of the estimate of 〈u〉1+δ′ .
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Lemma 5.2 (Weak type-(1, 1) estimate). Let R ∈ (0, 1/4) and p ∈ (1,∞). Let v ∈
H1p (Q
−
R(z0)) be a weak solution to the problem
P˜ v = div(FχQ−
R/2
(z0)) in Q
−
R(z0),
v = 0 on ∂pQ−R(z0),
where F ∈ Lp(Q
−
R/2
(z0)). Then for any s > 0, we have
|{z ∈ Q−R/2(z0) : |v(z)| > s}| ≤
NR
s
‖F‖L1(Q−R/2(z0)),
where N = N(n, d, p, ν).
Proof. As in the proof of Lemma 4.3, we set z0 = 0, R = 1, A¯
αβ(xd) := A¯αβ(0′, xd),
P¯ := P¯0′ for simplicity, and follow the same notation there. We are going to prove
that the hypothesis of Lemma 3.8 is satisfied. Set c = 24 and fix z¯ = (t¯, y¯) ∈ Q−
1/2
,
0 < r < 1/4. Let bˆ ∈ Lp(Q−1 ) be supported in Q
−
r (z¯) ∩ Q
−
1/2 with mean zero, b = Ebˆ,
and v1 ∈ H
1
p (Q
−
1
) be the unique weak solution of
P˜ v1 = div b in Q
−
1
,
v1 = 0 on ∂pQ−1 .
For any R ≥ cr such that Q−
1/2 \ QR(z¯) , ∅ and h ∈ C
∞
0 ((Q2R(z¯) \ QR(z¯)) ∩ Q
−
1/2), let
v0 ∈ H
1
p′(Q
−
1
) be a weak solution of
P˜∗ v0 = h in Q
−
1
,
v0 = 0 on ((−1, 0]× ∂B1) ∪ ({0} × B1),
where 1/p + 1/p′ = 1 and P˜∗ is the adjoint operator of P˜ defined by
P˜∗ u := ut +Dβ(A˜
βαDαu).
In view of the definition of weak solutions and the assumption of bˆ, we have∫
Q−
1/2
v1h =
∫
Q−
1/2
Dv0 · b =
∫
Q−r (z¯)∩Q
−
1/2
(Dx′v0,V0) · bˆ
=
∫
Q−r (z¯)∩Q
−
1/2
(Dx′v0 −Dx′v0(z¯),V0 − V0(z¯)) · bˆ,
where V0 = A¯
dβ(xd)Dβv0. Hence, as before we have
‖v1‖L1((Q2R(z¯)\QR(z¯))∩Q−1/2) ≤ NrR
−1‖bˆ‖L1(Q−r (z¯)∩Q−1/2), (5.3)
where we used (4.5), the duality, and Ho¨lder’s inequality. Let N0 be the smallest
positive integer such that Q−
1/2
⊂ Q2N0 cr(z¯). By taking R = cr, 2cr, . . . , 2
N0−1cr in (5.3)
and summarizing, we obtain
∫
Q−
1/2
\Qcr(z¯)
|v1| dx dt ≤ N
N0∑
k=1
2−k‖bˆ‖L1(Q−r (z¯)∩Q−1/2) ≤ N
∫
Q−r (z¯)∩Q
−
1/2
|bˆ| dx dt.
Therefore, the hypothesis of Lemma 3.8 is satisfied. The proof of this lemma is
finished. 
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Denote
P1 =
{
p : p(x) =
d−1∑
β=1
ℓβx
β
+ ϑ(xd)
}
,
where ℓβ’s are constants and ϑ(·) is a measurable function. For any z0 ∈ (−9/16, 0)×
B3/4, we also denote
P
z0
1
=
p : p(x) = ℓ0 +
d−1∑
β=1
ℓβ(x
β − x
β
0
) +
∫ xd
xd
0
(
A¯dd(z′0, s)
)−1(
ℓd −
d−1∑
β=1
A¯dβ(z′0, s)ℓβ
)
ds
 ,
where ℓβ’s are constants. Clearly, P
z0
1
⊂ P1.
Lemma 5.3. Let r > 0 and p ∈ Pz0
1
. Suppose that?
Br(x0)
|p(x)|q dx ≤ C
q
0
rq(1+δ
′), (5.4)
where C0 ≥ 0 is a constant. Then we have
|ℓ0| ≤ NC0r
1+δ′ , |ℓβ| ≤ NC0r
δ′ , β = 1, . . . , d,
where N > 0 depends only on d, n, ν, q, and δ′.
Proof. Without loss of generality, we may assume that x0 = 0. Since p(x) −
p(−x1, x2, . . . , xd) = 2ℓ1x1, we have?
Br
|2ℓ1x
1|q dx ≤
?
Br
(|p(x)|q + |p(−x1, x2, . . . , xd)|q) dx ≤ C
q
0
rq(1+δ
′),
which implies that |ℓ1| ≤ NC0rδ
′
. Similarly, we get
|ℓβ| ≤ NC0r
δ′ for β = 2, . . . , d − 1. (5.5)
By using the parabolicity condition of A¯dd, we have
|p(x)− p(x′, xd/2)| ≥ (N−1ν|ℓd| −Nν
−1|q′|)|xd|,
where q′ = (ℓ1, . . . , ℓd−1). This together with (5.5) gives?
Br
|ℓd|
q|xd|q dx ≤ NC
q
0
rq(1+δ
′)
+
?
Br
|p(x)− p(x′, xd/2)|q dx ≤ NC
q
0
rq(1+δ
′),
which implies
|ℓd| ≤ NC0r
δ′ .
Finally, the bound of ℓ0 follows from (5.4) and the bounds of ℓβ, where β = 1, . . . , d.
The lemma is proved. 
Now we are ready to give the proof of (2.5).
Proof of (2.5). We divide the proof into three steps.
Step 1. Claim: for any z0 ∈ (−9/16, 0)× B3/4 and r ∈ (1, 1/4), in the coordinate
system associated with z0 we can find p
r,z0 = pr,z0(x) in the form
ℓr,z0
0
+
d−1∑
β=1
ℓr,z0β (x
β − x
β
0
) +
∫ xd
xd
0
(
A¯dd(z′0, s)
)−1(
g¯d(z
′
0, s) + ℓ
r,z0
d
−
d−1∑
β=1
A¯dβ(z′0, s)ℓ
r,z0
β
)
ds
∈ u1 + P
z0
1
,
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where ℓr,z0β are constants and u1 is defined in (4.13), such that?
Q−r (z0)
|u − pr,z0 |q ≤ NC
q
0
rq(1+δ
′), (5.6)
where
C0 =
M∑
j=1
|g|
δ/2,δ;Qj
+ ‖u‖Lp(Q) + ‖Du‖L1(Q). (5.7)
For simplicity, we assume that x0 = 0. Applying Lemma 5.2 to (5.2) and using
the same argument that led to (4.8), we obtain
?
Q−
r/2
(z0)
|v|q dx dt

1/q
≤ Nr1+δ
′
(
‖Du‖L∞(Q−r (z0)) +
M∑
j=1
|g|
δ/2,δ;Qj
)
, (5.8)
where q ∈ (0, 1). Recall that w = u − u1 − v satisfies P¯w = 0 in Q−r/2(z0). Define
p1(x) = Tˆ
1w = w(z0) + x
′ ·Dx′w(z0)
+
∫ xd
0
(
A¯dd(z′0, s)
)−1(
W(z0) −
d−1∑
β=1
A¯dβ(z′0, s)Dβw(z0)
)
ds ∈ Pz0
1
,
whereW =
∑d
β=1 A¯
dβ(z′0, x
d)Dβw. Then we have
‖Dx′(w − p1)‖L∞(Q−κr(z0)) = ‖Dx′w −Dx′w(z0)‖L∞(Q−κr(z0)) ≤ Nκr[Dx′w]C1/2,1(Q−κr(z0))
and
‖A¯dβ(z′0, x
d)Dβ(w − p1)‖L∞(Q−κr(z0)) = ‖W −W(z0)‖L∞(Q−κr(z0)) ≤ Nκr[W]C1/2,1(Q−κr(z0)),
which together with Lemma 3.6 with a suitable scaling imply
‖D(w − p1)‖L∞(Q−κr(z0)) ≤ Nκr
−1−(d+2)/q‖w‖Lq(Q−r/2(z0)).
Since (w − p1)(z0) = 0, by Lemma 3.6 with a suitable scaling, we have?
Q−κr(z0)
|w − p1|
q dx dt ≤ N
?
Q−κr(z0)
(|w − w(t0, x)|+ |w(t0, x) − p1|
q dx dt
≤ N(κr)2q‖wt‖
q
L∞(Q
−
κr(z0))
+N(κr)q‖D(w − p1)‖
q
L∞(Q
−
κr(z0))
≤ Nκ2q
?
Q−
r/2
(z0)
|w|q dx dt. (5.9)
Noting that w − p satisfies the same equation as w for any p ∈ Pz0
1
and Tˆ1p = p, we
then infer from (5.9) that for any p ∈ Pz0
1
,?
Q−κr(z0)
|w − p1|
q dx dt ≤ Nκ2q
?
Q−
r/2
(z0)
|w − p|q dx dt. (5.10)
By using (5.8), (5.10), w = u− u1 − v, the triangle inequality, (4.18), and the proof
of Lemma 4.4 (cf. (4.16) and (4.17)), we have?
Q−κr(z0)
|u − u1 − p1|
q dx dt
≤
?
Q−κr(z0)
|w − p1|
q dx dt +
?
Q−κr(z0)
|v|q dx dt
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≤ κ2q
?
Q−
r/2
(z0)
|w − p|q dx dt +Nκ−(d+2)rq(1+δ
′)
(
‖Du‖L∞(Q−r (z0)) +
M∑
j=1
|g|
δ/2,δ;Qj
)q
≤ κ2q
?
Q−
r/2
(z0)
|u − u1 − p|
q dx dt +NC
q
0
κ−(d+2)rq(1+δ
′), (5.11)
where C0 is defined in (5.7).
Denote
F(r) := inf
p∈P
z0
1
?
Q−r (z0)
|u − u1 − p|
q dx dt.
Then from (5.11) we have
F(κr) ≤ κ2qF(r) +NC
q
0
κ−(d+2)rq(1+δ
′)
for any r ∈ (0, 1/4) and κ ∈ (0, 1/2). Then by using awell-known iteration argument
(see, for instance, [21, Lemma 2.1, p. 86]), we have
F(r) ≤ rq(1+δ
′)F(1/4) +NC
q
0
rq(1+δ
′) ≤ NC
q
0
rq(1+δ
′).
Thus, we conclude (5.6).
Step 2. Convergence of ℓr,z0β , β = 1, . . . , d. By using the triangle inequality and
(5.6), we have?
Q−r (z0)
|pr,z0 − p2r,z0 |q ≤
?
Q−r (z0)
|u − pr,z0 |q + |u − p2r,z0 |q ≤ NC
q
0
rq(1+δ
′).
Since
pr,z0 − p2r,z0 = ℓr,z0
0
− ℓ2r,z0
0
+
d−1∑
β=1
(
ℓr,z0
β
− ℓ2r,z0
β
)
xβ
+
∫ xd
0
(
A¯dd(z′0, s)
)−1(
ℓr,z0
d
− ℓ2r,z0
d
−
d−1∑
β=1
A¯dβ(z′0, s)
(
ℓr,z0β − ℓ
2r,z0
β
))
ds ∈ Pz0
1
,
we can apply Lemma 5.3 to get
|ℓr,z0
0
− ℓ2r,z0
0
| ≤ NC0r
1+δ′ , |ℓr,z0
β
− ℓ2r,z0
β
| ≤ NC0r
δ′ , β = 1, . . . , d. (5.12)
Therefore, the limits of ℓr,z0
β
exist and are denoted by ℓz0
β
for β = 0, 1, . . . , d. Since u
is continuous, it is easily seen that for any r ∈ (0, 1/4),
u(z0) = ℓ
z0
0
, |u(z0) − ℓ
r,z0
0
| ≤ NC0r
1+δ′ . (5.13)
Next, we claim that for β = 1, . . . , d − 1,?
Q−
r/2
(z0)
|Dβu − ℓ
r,z0
β
|q +
?
Q−
r/2
(z0)
|U − ℓr,z0
d
|q ≤ NC
q
0
rqδ
′
. (5.14)
In fact, recalling the definition of the operator P¯ in (5.1), we have
P¯(u − pr,z0) = div(g − g¯ + (A¯(z′0, x
d) − A(z))Du).
Then by using Lemma 3.4 with 0 < q < 1 < p < ∞, the interpolation inequality,
Lemma 4.5, (5.6), and Lemma 5.1, we have
‖D(u − pr,z0)‖Lp(Q−r/2(z0))
≤ Nr−1+
d+2
p −
d+2
q ‖u − pr,z0‖Lq(Q−r (z0)) +N‖g − g¯ + (A¯(z
′
0, x
d) − A)Du‖Lp(Q−r (z0))
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≤ Nr−1+
d+2
p −
d+2
q ‖u − pr,z0‖Lq(Q−r (z0)) +NC0r
d+2
p −(d+2)‖g − g¯ + (A¯(z′0, x
d) − A)Du‖L1(Q−r (z0))
≤ NC0r
δ′+ d+2p .
By using Ho¨lder’s inequality, we obtain
?
Q−
r/2
(z0)
|D(u − pr,z0)|q ≤

?
Q−
r/2
(z0)
|D(u − pr,z0)|p

q
p
≤ NC
q
0
rqδ
′
+
q(d+2)
p ≤ NC
q
0
rqδ
′
.
We thus obtain?
Q−
r/2
(z0)
|Dx′(u − p
r,z0)|q +
?
Q−
r/2
(z0)
|A¯dβDβ(u − p
r,z0)|q ≤ NC
q
0
rqδ
′
. (5.15)
A direct calculation yields
Dβp
r,z0 = ℓr,z0β , β = 1, . . . , d − 1,
d∑
β=1
A¯dβDβp
r,z0 = g¯d + ℓ
r,z0
d
.
Combining U =
∑d
β=1A
dβDβu − gd, (5.15), the triangle inequality, and Lemma 5.1,
we have ?
Q−
r/2
(z0)
|Dβu − ℓ
r,z0
β |
q
+
?
Q−
r/2
(z0)
|U − ℓr,z0
d
|q
≤ NC
q
0
rqδ
′
+
?
Q−
r/2
(z0)
|AdβDβu − A¯
dβ(xd)Dβu + g¯d − gd|
q
≤ NC
q
0
rqδ
′
.
Therefore,we prove the claim (5.14). It follows from (5.14), (5.12) and the continuity
of Dβu and U in (2.4) that
Dβu(z0) = ℓ
z0
β , |Dβu(z0) − ℓ
r,z0
β | ≤ NC0r
δ′ , β = 1, . . . , d − 1, (5.16)
and
U(z0) = ℓ
z0
d
, |U(z0) − ℓ
r,z0
d
| ≤ NC0r
δ′ . (5.17)
Let z1 = (t0−r
2, 0). Similar to (5.13), (5.16), and (5.17), we have for any r ∈ (0, 1/4),
under the coordinate system associated with z1,
u(z1) = ℓ
z1
0
, |u(z1) − ℓ
r,z1
0
| ≤ NC0r
1+δ′ ,
Dyβu(z1) = ℓ
z1
β , |Dyβu(z1) − ℓ
r,z1
β | ≤ NC0r
δ′ , β = 1, . . . , d − 1,
(5.18)
and
U˜(z1) = ℓ
z1
d
, |U˜(z1) − ℓ
r,z1
d
| ≤ NC0r
δ′ , (5.19)
where Dyβ denotes the derivatives with respect to the space variables in the coor-
dinate system associated with z1 and U˜ = A
dβDyβu − gd.
Step 3. Estimateof 〈u〉1+δ′ . Finally, we are going to estimate 〈u〉1+δ′ . If |t0−t1|
1/2 =
r > 1/32, then (2.5) is obvious. If r ≤ 1/32, then by the triangle inequality, we have
|u(z0) − u(z1)|
q ≤ |u(z0) − ℓ
2r,z0
0
|q + |ℓ2r,z0
0
− ℓ2r,z1
0
|q + |u(z1) − ℓ
2r,z1
0
|q. (5.20)
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Next we estimate |ℓ2r,z0
0
− ℓ2r,z1
0
|. Noting that
|ℓ2r,z0
0
− ℓ2r,z1
0
|q ≤ |p2r,z0 − p2r,z1 |q +
∣∣∣∣
d−1∑
β=1
ℓ2r,z0β x
β −
d−1∑
β=1
ℓ2r,z1β y
β
∣∣∣∣q
+
∣∣∣∣∣∣
∫ xd
0
(
A¯dd(z′0, s)
)−1(
g¯d(z
′
0, s) + ℓ
2r,z0
d
−
d−1∑
β=1
A¯dβ(z′0, s)ℓ
2r,z0
β
)
ds
−
∫ yd
0
(
A¯dd(z′1, s)
)−1(
g¯d(z
′
1, s) + ℓ
2r,z1
d
−
d−1∑
β=1
A¯dβ(z′1, s)ℓ
2r,z1
β
)
ds
∣∣∣∣∣∣
q
.
For the first term, by using the triangle inequality and (5.6), we have
?
Q−r (z1)
|p2r,z0 − p2r,z1 |q ≤
?
Q−r (z1)
|u(z) − p2r,z0 |q +
?
Q−r (z1)
|u(z) − p2r,z1 |q
≤
?
Q−
2r
(z0)
|u(z) − p2r,z0 |q +NC
q
0
rq(1+δ
′) ≤ NC
q
0
rq(1+δ
′). (5.21)
In order to estimate the last two terms, we first obtain from the estimate I − X−1 in
the case 1 of the proof of Proposition 4.2 that
|x − y| ≤ Nr1+δ
′
. (5.22)
Then for the second term, under the coordinate system associatedwith z0, it follows
from the triangle inequality, (5.22), (5.13), (5.18), (2.4), and (4.23) that for β =
1, . . . , d − 1,
|ℓ2r,z0
β
xβ − ℓ2r,z1
β
yβ| ≤ |(ℓ2r,z0
β
− ℓ2r,z1
β
)xβ + ℓ2r,z1
β
(xβ − yβ)|
≤ r
(
|ℓ2r,z0β −Dβu(z0)| + |Dβu(z0) −Dβu(z1)| + |Dβu(z1) −Dyβu(z1)|
+ |Dyβu(z1) − ℓ
2r,z1
β |
)
+Nr1+δ
′
≤ NC0r
1+δ′ . (5.23)
For the third term, by using the triangle inequality, A¯dd ≥ ν, Lemma 5.1, and (5.22),
we have
∣∣∣∣∣∣
∫ xd
0
(
A¯dd(z′0, s)
)−1
g¯d(z
′
0, s) ds −
∫ yd
0
(
A¯dd(z′1, s)
)−1
g¯d(z
′
1, s) ds
∣∣∣∣∣∣
q
≤
∣∣∣∣∣∣
∫ xd
0
(
A¯dd(z′0, s)
)−1(
g¯d(z
′
0, s) − g¯d(z
′
1, s)
)
ds
∣∣∣∣∣∣
q
+
∣∣∣∣∣∣
∫ xd
0
((
A¯dd(z′0, s)
)−1
−
(
A¯dd(z′1, s)
)−1)
g¯d(z
′
1, s) ds
∣∣∣∣∣∣
q
+
∣∣∣∣∣∣
∫ xd
yd
(
A¯dd(z′1, s)
)−1
g¯d(z
′
1, s) ds
∣∣∣∣∣∣
q
≤ NC
q
0
rq(1+δ
′). (5.24)
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Similarly, by using the triangle inequality, A¯dd ≥ ν, Lemma 5.1, (5.22), (5.17), (2.4),
(4.23), and (5.19), we have∣∣∣∣∣∣
∫ xd
0
(
A¯dd(z′0, s)
)−1
ℓ2r,z0
d
ds −
∫ yd
0
(
A¯dd(z′1, s)
)−1
ℓ2r,z1
d
ds
∣∣∣∣∣∣
q
≤
∣∣∣∣∣∣
∫ xd
0
(
A¯dd(z′0, s)
)−1
(ℓ2r,z0
d
− ℓ2r,z1
d
) ds
+
∫ xd
0
((
A¯dd(z′0, s)
)−1
−
(
A¯dd(z′1, s)
)−1)
ℓ2r,z1
d
ds
∣∣∣∣∣∣
q
+
∣∣∣∣∣∣
∫ xd
yd
(
A¯dd(z′1, s)
)−1
ℓ2r,z1
d
ds
∣∣∣∣∣∣
q
≤ N|xd|q|ℓ2r,z0
d
−U(z0)|
q
+N|xd|q|U(z0) −U(z1)|
q
+N|xd|q|U(z1) − ℓ
2r,z1
d
|q +Nrq(1+δ
′)
≤ NC
q
0
rq(1+δ
′)
+N|xd|q|U(z1) − U˜(z1)|
q
+N|xd|q|U˜(z1) − ℓ
2r,z1
d
|q
≤ NC
q
0
rq(1+δ
′). (5.25)
Also, we have∣∣∣∣∣∣ −
∫ xd
0
(
A¯dd(z′0, s)
)−1 d−1∑
β=1
A¯dβ(z′0, s)ℓ
2r,z0
β
ds
+
∫ yd
0
(
A¯dd(z′1, s)
)−1 d−1∑
β=1
A¯dβ(z′1, s)ℓ
2r,z1
β
ds
∣∣∣∣∣∣
q
≤ NC
q
0
rq(1+δ
′). (5.26)
Now, coming back to (5.20), taking the average over z ∈ Q−r (z1) and taking the
qth root, using (5.21), and (5.23)–(5.26), we have
|u(z0) − u(z1)| ≤ NC0r
1+δ′ .
Therefore, we finish the proof of (2.5). 
6. Weighted weak type-(1, 1) estimates
This section is devoted to the proof of a global weak type-(1, 1) estimate with
respect to A1 Muckenhoupt weights for solutions to
Pu = div f ,
with the coefficients A = (Aαβ) satisfying the following condition.
Assumption 6.1. (1) A is of piecewise Dini mean oscillation in Q, and there exists
some constant c0 > 0 such that for any r ∈ (0, 1/2),ωA(r) ≤ c0(ln r)−2.
(2) For some constant c1, c2 > 0, ω′0(R
−
0
) ≥ c1 and for any R ∈ (0,R0/2), ω0(R) ≤
c2(lnR)
−2.
We say w : Rd+1 → [0,∞) belongs to A1 if there exists some constant C such that
for all parabolic cylinders Q in Rd+1,?
Q
w(s, y) ds dy ≤ C inf
z∈Q
w(z).
The A1 constant [w]A1 of w is defined as the infimum of all such C
′s. In order to
state our result, we first denote
w(Q) :=
∫
Q
w(z) dz, ‖ f ‖Lp,w(Q) :=
( ∫
Q
| f |pw dz
)1/p
, p ∈ [1,∞),
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and then introduce the weighted Sobolev space:
H1p,w(Q) := {u : ut ∈H
−1
p,w(Q), u,Du ∈ Lp,w(Q)},
where
H
−1
p,w(Q) :=
{
f : f =
∑
|α|≤1
Dα fα, fα ∈ Lp,w(Q)
}
,
‖ f ‖H−1p,w(Q) := inf
{∑
|α|≤1
‖ fα‖Lp,w(Q) : f =
∑
|α|≤1
Dα fα
}
,
and
‖u‖H 1p,w(Q) := ‖ut‖H−1p,w(Q) +
∑
|α|≤1
‖Dαu‖Lp,w(Q).
Denote δ0 := min1≤ j≤M−1 dist{∂pQ j, (−T, 0)× ∂D}.
Recall that in the proof of Lemma 4.3, Lemmas 3.8 and 3.5 are the key points.
We will use generalizations of the two lemmas since our estimate and argument
depend on the coordinate system, one of them is stated below. Let {Qkα} be a
collection of dyadic “parabolic cubes” in Q. See [8, Theorem 11] and also the proof
of [11, Lemma 4.1]. Let p, c ∈ (1,∞).
Assumption 6.2. i) S is a bounded linear operator on Lp,w(Q).
ii) If for some f ∈ Lp,w(Q), s > 0, and some cube Qkα we have
s <
1
w(Qkα)
∫
Qkα
| f |w dz ≤ C0s,
then f admits a decomposition f = g + b in Qkα, where g and b satisfy∫
Qkα
|g|pw dz ≤ C1s
pw(Qkα),
∫
Q\Qcr(z0)
∣∣∣S(bχQkα )
∣∣∣w dz ≤ C1sw(Qkα)
with z0 ∈ Q
k
α and r = diamQ
k
α.
Then the same proof as in [18, Lemma 6.3] gives the following result.
Lemma 6.3. Under Assumption 6.2, for any f ∈ Lp,w(Q) and s > 0, we have
w({z ∈ Q : |S f (z)| > s}) ≤
N
s
∫
Q
| f |w dz,
where N = N(d, c,Q,C1, ‖S‖Lp,w→Lp,w ) is a constant. Moreover, S can be extended to a
bounded operator from L1,w(Q) to weak-L1,w(Q).
The generalization of Lemma 3.5 and its proof will be given in the Appendix.
Now we state our global weak type-(1, 1) estimate with A1 weights.
Theorem 6.4. Let p ∈ (1,∞),Q := (−T, 0)×D,D have a C1,Dini boundary,Q1, . . . ,QM−1
be away from (−T, 0) × ∂D and satisfy the conditions in Theorem 2.1. Let w be an A1
Muckenhoupt weight and Assumption 6.1 be satisfied. For f ∈ Lp,w((−T, 0) × D) with
T ∈ (0,∞), let u ∈ H1p,w(Q) be a weak solution to
Pu = div f in Q,
u = 0 on ∂pQ.
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Then for any s > 0, we have
w
(
{(t, x) ∈ Q : |Du(t, x)| > s}
)
≤
N
s
‖ f ‖L1,w(Q),
where N depends on n, d,M, ωA, ν,Λ, p, δ0, [w]A1 ,T, the C
1,Dini characteristics of D, Q j,
and Cγ0 norms of Q j with respect to x and t, respectively. Moreover, the linear operator
S : f 7→ Du can be extended to a bounded operator from L1,w(Q) to weak-L1,w(Q).
Proof. We follow a similar argument in the proof of [18, Theorem 5.2], in which the
weighted W
1,p
w -solvability and estimates for divergence form elliptic systems are
the important ingredients. Here we use the H1p,w-solvability and estimates with
Ap weights, Lemma 8.2, for divergence form parabolic systems, to conclude that
the map S : f 7→ Du is a bounded linear map on Lp,w(Q). We need to show that S
verifies the conditions of Lemma 6.3.
For a fixed zk = (tk, xk) ∈ Qkα, we associate Q
k
α with a parabolic cylinder Qk =
Q−rk(zk) such that zk ∈ Q
k
α ⊂ Qk, where rk = diamQ
k
α ≤ δ0/2. Suppose for some Q
k
α
and s > 0,
s <
1
w(Qkα)
∫
Qkα
| f |w dz ≤ C0s. (6.1)
We need to check that f enjoys the Assumption 6.2, i.e., f admits a decomposition
in Qkα.
(i) If dist(xk, ∂D) ≤ δ0/2, then Qk does not intersect with subdomains Q j, j =
1, . . . ,M − 1. In this case, we choose the coordinate system according to z˜k ∈
(−T, 0)× ∂D, which satisfies |zk − z˜k|p = dist(xk, ∂D). Let
g :=
?
Qkα
f dz, b = f − g in Qkα.
Then ?
Qkα
b dz = 0
and
|g| ≤
?
Qkα
| f | dz ≤
1
|Qkα| inf
Qkα
w
∫
Qkα
| f |w dz ≤
N
w(Qkα)
∫
Qkα
| f |w dz ≤ NC0s,
where we used the definition of w and (6.1). Hence,∫
Qkα
|g|pw dz ≤ NC
p
0
spw(Qkα).
Let u1 ∈ H
1
p,w(Q) be the unique weak solution of
Pu1 = div b in Q,
u1 = 0 on ∂pQ.
Let p′ = p/(p− 1) andP∗ be the adjoint operator ofP. Set c = 4R0δ0 with R0 = diamQ.
Then for any R ≥ crk such that Q \ QR(zk) , ∅ and h ∈ C
∞
0 (Q2R(zk) \ QR(zk)), let
u2 ∈ H
1
p′,w
− 1
p−1
(Q) be a weak solution of

P∗u2 = div h in Q,
u2 = 0 on ((−T, 0)× ∂D) ∪ ({t = 0} × D),
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which satisfies
(∫
Q
|Du2|
p′w−
1
p−1 dz
) 1
p′
≤ N
(∫
Q
|h|p
′
w−
1
p−1 dz
) 1
p′
= N
(∫
Q2R(xk)\QR(zk)
|h|p
′
w−
1
p−1 dz
) 1
p′
.
See Lemma 8.2. Then by using the definition of adjoint solutions, the fact that b is
supported in Qkα with mean zero, and h ∈ C
∞
0
(Q2R(zk) \QR(zk)), we obtain∫
Q2R(zk)\QR(zk)
Du1 · h =
∫
Qkα
Du2 · b =
∫
Qkα
(
Du2 −Du2(zk)
)
· b. (6.2)
Since R ≤ R0, Q δ0R
2R0
(zk) does not intersect with subdomains Q j, j = 1, . . . ,M −
1. Because P∗u2 = 0 in QR(zk), by flattening the boundary and using a similar
argument that led to an a priori estimate of the modulus of continuity of Du2 in
the proof of [12, (4.22)], we have
|Du2(z) −Du2(zk)| ≤ N
(( |z − zk|p
R
)γ
+
∫ 2|z−zk |p
0
ωˆA(s)
s
ds
)
R−d−2‖Du2‖L1(Q δ0R
2R0
(zk))
for any z ∈ Qkα ⊂ Q δ0R
4R0
(zk), where γ ∈ (0, 1) is a constant and ωˆA(s) is defined as
in [12, (4.15)], which is derived from ωA(s). Then, coming back to (6.2), using a
similar argument in the proof of [18, Theorem 5.2] and Lemma 4.3, we obtain
∫
Q\Qcrk (zk)
|Du1|w dz ≤ Nsw(Q
k
α). (6.3)
(ii) If dist(xk, ∂D) ≥ δ0/2, then Qk does not intersect with (−T, 0) × ∂D. In this
case, we choose the coordinate system according to zk. The rest proof is the same
as that in [18, Theorem 5.2] and we also obtain (6.3). Therefore, S satisfies the
hypothesis of Lemma 6.3, and thus for any s > 0,
w({z ∈ Q : |Du(z)| > s}) ≤
N
s
‖ f ‖L1,w(Q).
The theorem is proved. 
7. Application: Regularity for parabolic transmission problems
Caffarelli, Soria-Carro, and Stinga [5] recently proved existence, uniqueness, and
optimal regularity of solutions to transmission problems for harmonic functions
with C1,α interfaces. Their argument is mainly based on the mean value property
and the maximum principle for harmonic functions and an approximation argu-
ment. In [10], an alternative proof of the result in [5] is given, whichworks formore
general elliptic systems with multiple subdomains and C1,Dini interfaces. The main
idea of the proof in [10] is to reduce the transmission problems to elliptic systems
with piecewise Ho¨lder or Dini continuous non-homogeneous terms by solving a
Laplace equation with conormal boundary data. Then the results follows by these
in [9, 18]. In this section, we extend the results in [5, 10] to parabolic systems by
using Theorems 2.1 and 2.3.
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7.1. Main results for the transmissionproblem. Wefirst introduce some notation.
For Q := (−T, 0) ×D, we denote
BQ := {t = −T} × D, SQ := (−T, 0)× ∂D, ∂pQ := BQ ∪ SQ.
In the following, we assume thatQ j = (−T, 0)×D j are cylindrical, j = 1, . . . ,M, and
similarly define BQ j and SQ j. Without loss of generality, we assume thatD j ⊂⊂ D
for j = 1, . . . ,M − 1 and ∂D ⊂ ∂DM. For γ ∈ (0, 1], we denote C(1+γ)/2,1+γ(Q) to be
the space of functions with finite norm |u|(1+γ)/2,1+γ;Q. The transmission problem is
given by
P0u := −ut +Dα(A
αβDβu) = div F + f in ∪
M
j=1
Q j,
u = 0 on ∂pQ,
u
∣∣∣+
SQ j
= u
∣∣∣−
SQ j
, AαβDβuνα
∣∣∣+
SQ j
− AαβDβuνα
∣∣∣−
SQ j
= g j, j = 1, . . . ,M − 1,
(7.1)
where να is the unit normal vector on SQ j pointing inside SQ j, u
∣∣∣+
SQ j
and u
∣∣∣−
SQ j
(AαβDβuνα
∣∣∣+
SQ j
and AαβDβuνα
∣∣∣−
SQ j
) are the left and right limits of u (its conormal
derivatives) on SQ j, respectively, j = 1, . . . ,M − 1.
The first result of this section is about the case when the interfaces areC1,µ in the
spatial variables and the coefficients and data are piecewise Ho¨lder continuous.
Theorem 7.1. Assume that ∂D j are C1,µ, Aαβ and F are piecewise Cδ/2,δ with δ ∈(
0, µ/(1 + µ)
]
, and g j ∈ C
δ/2,δ(SQ j), j = 1, . . . ,M − 1. Then there exists a unique weak
solution u ∈ H12 (Q) to (7.1), which is piecewise C
(1+δ)/2,1+δ up to SQ j, j = 1, . . . ,M, and
satisfies
M∑
j=1
|u|
(1+δ)/2,1+δ;Q j
≤ N
(M−1∑
j=1
|g j|δ/2,δ;SQ j +
M∑
j=1
|F|
δ/2,δ;Qj
+ ‖ f ‖L∞(Q)
)
,
where N depends on n, d, M, δ, µ, ν, Λ, Q j, and ‖A‖Cδ/2,δ(Q j).
Remark 7.2. In the special case whenM = 2 or when Aαβ and F are Ho¨lder continuous in
the whole domain, by using [9] and the linearity the result of Theorem 7.1 still holds with
δ = µ.
Our second result is concerned with the case when the interfaces are C1,Dini
in the spatial variables and the coefficients and data are of piecewise Dini mean
oscillation.
Theorem 7.3. Assume that ∂D j are C1,Dini, Aαβ and F are of piecewise Dini mean
oscillation in Q, F, f ∈ L∞(Q), and g j are Dini continuous on SQ j, j = 1, . . . ,M− 1. Then
there exists a unique weak solution u ∈ H1
2
(Q) to (7.1), which is piecewise C1/2,1 up to
SQ j, j = 1, . . . ,M.
7.2. Proofs of Theorems 7.1 and 7.3. The proof is a modification of [10].
Proof of Theorem 7.1. For a fixed j = 1, . . . ,M − 1 and a point x jk ∈ ∂D j, there is a
neighbourhood V jk of x jk and a C
1,µ diffeomorphismΦ jk from V jk onto a unit ball
B := B1(0) ⊂ R
d such that
Φ jk(V jk ∩ ∂D j) ⊂ ∂R
d
+, detDΦ jk = 1.
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Let
y =Φ jk(x) = (Φ
1
jk(x), . . . ,Φ
d
jk(x)), x = (Φ jk)
−1(y) =:Ψ jk(y) (detDΨ jk = 1),
and
g := g(t, y′) = g j(t, x
′).
Since∂D j isC1,µ, there exist finitelymanypoints x jk ∈ ∂D j andV jk ⊂ D, k = 1, . . . ,m,
such that ∂D j ⊂ ∪mk=1V jk. Let {ζ jk}
m
k=1
be a smooth partition of unity subordinate
to V jk. Denote B
+ := B ∩ {yd > 0}, Q+ := (−T, 0) × B+, Γ := B ∩ {yd = 0}, and
SQ+ := (−T, 0)× Γ. Let v jk ∈ H
1
2 (Q
+) be the weak solution to
−∂tv jk + ∆v jk = 0 in Q+,
∂νv jk
∣∣∣+
SQ+
=
1
2ζ jk ◦Ψ jkg,
v jk = 0 on ∂pQ+ \ SQ+.
The existence and uniqueness follows from [23, Theorem 6.46]. We take the even
extension v¯ jk of v jk with respect to {y
d = 0} defined by
v¯ jk(t, y) =

v jk(t, y) in (−T, 0) × B+,
v jk(t, y
′,−yd) in (−T, 0) × B−,
where B− := B ∩ {yd < 0}. Then v¯ jk satisfis
−∂tv¯ jk + ∆v¯ jk = 0 in (−T, 0) × B,
∂νv¯ jk
∣∣∣+
SQ+
− ∂νv¯ jk
∣∣∣−
SQ+
= ζ jk ◦Ψ jkg,
v¯ jk
∣∣∣+
SQ+
= v¯ jk
∣∣∣−
SQ+
,
v¯ jk = 0 on ∂p((−T, 0)× B).
(7.2)
Next we transform back to the x-variables. Let v˜ jk(t, x) = v¯ jk(t,Φ jk(x)) and
aαβ := aαβ(x) = DlΨ
α
jk(y)DlΨ
β
jk
(y).
Choose a cut-off function η jk := η jk(x) ∈ C∞0 (V jk) satisfying 0 ≤ η jk ≤ 1 and η jk ≡ 1
on the support of ζ jk. From (7.2), we obtain
−∂tv˜ jk +Dα(aαβDβv˜ jk) = 0 in (−T, 0) × V jk,
aαβDβv˜ jkνα
∣∣∣+
(−T,0)×(V jk∩∂D j)
− aαβDβv˜ jkνα
∣∣∣−
(−T,0)×(V jk∩∂D j)
= ζ jkg j,
v˜ jk
∣∣∣+
(−T,0)×(V jk∩∂D j)
= v˜ jk
∣∣∣−
(−T,0)×(V jk∩∂D j)
,
v˜ jk = 0 on ∂p((−T, 0)× V jk),
(7.3)
which together with a direct calculation yields that
−∂t(v˜ jkη jk) +Dα(aαβDβ(v˜ jkη jk)) = Dα(v˜ jkaαβDβη jk) + aαβDαη jkDβv˜ jk in Q,
aαβDβ(v˜ jkη jk)να
∣∣∣+
SQ j
− aαβDβ(v˜ jkη jk)να
∣∣∣−
SQ j
= ζ jkg j,
v˜ jkη jk
∣∣∣+
(−T,0)×(V jk∩∂D j)
= v˜ jkη jk
∣∣∣−
(−T,0)×(V jk∩∂D j)
,
v˜ jkη jk = 0 on ∂pQ.
(7.4)
Applying the trace lemma,H1
2
-estimate, and [24, Theorem 1.1] to (7.3), we have
‖v˜ jkη jk‖H 1
2
((−T,0)×V jk)
≤ N‖g j‖L2(SQ j), (7.5)
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and
|v˜ jkη jk|(1+δ)/2,1+δ;(−T,0)×V jk ≤ N|g j|δ/2,δ;SQ j . (7.6)
Denote
v j :=
m∑
k=1
v˜ jkη jk in Q.
Then we have from (7.4) and the identity
∑m
k=1 ζ jk = 1 on ∂D j that
−∂tv j +Dα(a
αβDβv j) =
m∑
k=1
Dα(v˜ jka
αβDβη jk) +
m∑
k=1
aαβDαη jkDβv˜ jk in Q,
aαβDβv jνα
∣∣∣+
SQ j
− aαβDβv jνα
∣∣∣−
SQ j
= g j,
v j
∣∣∣+
SQ j
= v j
∣∣∣−
SQ j
,
v j = 0 on ∂pQ.
(7.7)
Furthermore, we have from (7.5) and (7.6) that
‖v j‖H 1
2
(Q) ≤ N‖g j‖L2(SQ j), (7.8)
and
|v j|(1+δ)/2,1+δ;Q ≤ N|g j|δ/2,δ;SQ j . (7.9)
Denote
w := u −
M−1∑
j=1
v j, (7.10)
then it follows from the definition of weak solutions and (7.7) that w satisfies
P0w = div F˜ + f˜ in Q,
w = 0 on ∂pQ,
(7.11)
where
F˜ = 1∪M
j=1
Q j
F −
M−1∑
j=1
(A − a)Dv j −
M−1∑
j=1
m∑
k=1
v˜ jkaDη jk, a = (a
αβ),
and
f˜ = f −
M−1∑
j=1
m∑
k=1
aαβDαη jkDβv˜ jk.
By using the Galerkin method, we find that there is a unique solution w ∈ H1
2
(Q)
to (7.11) and thus the existence and uniqueness of u is proved. Moreover,
‖w‖H 1
2
(Q) ≤ N
(
‖F˜‖L2(Q) + ‖ f˜ ‖L2(Q)
)
≤ N
(
‖F‖L2(Q) +
M−1∑
j=1
‖(Aαβ − aαβ)Dβv j‖L2(Q) +
M−1∑
j=1
m∑
k=1
‖v˜ jka
αβDβη jk‖L2(Q)
+ ‖ f ‖L2(Q) +
M−1∑
j=1
m∑
k=1
‖aαβDαη jkDβv˜ jk‖L2(Q)
≤ N
(
‖F‖L2(Q) +
M−1∑
j=1
‖g j‖L2(SQ j) + ‖ f ‖L2(Q)
)
, (7.12)
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wherewe used (7.8), the boundedness ofAαβ and aαβ, and (7.5) in the third inequal-
ity. Recalling that ∂D j are C1,µ, Aαβ and F˜ are piecewise Cδ/2,δ, by using Theorem
2.3, (7.6), (7.9), and (7.12), we obtain
M∑
j=1
|w|
(1+δ)/2,1+δ;Q j
≤ N
(M−1∑
j=1
|(Aαβ − aαβ)Dβv j|δ/2,δ;Q +
M−1∑
j=1
m∑
k=1
‖v˜ jka
αβDβη jk‖δ/2,δ;Q +
M∑
j=1
|F|
δ/2,δ;Qj
+ ‖ f ‖L∞(Q) +
M−1∑
j=1
m∑
k=1
‖aαβDαη jkDβv˜ jk‖L∞(Q) + ‖w‖L2(Q) + ‖Dw‖L1(Q)
)
≤ N
(M−1∑
j=1
|g j|δ/2,δ;SQ j +
M∑
j=1
|F|
δ/2,δ;Qj
+ ‖ f ‖L∞(Q)
)
. (7.13)
Combining (7.10), the triangle inequality, (7.9), and (7.13), we have
M∑
j=1
|u|
(1+δ)/2,1+δ;Q j
≤
M∑
j=1
|w|
(1+δ)/2,1+δ;Q j
+
M−1∑
j=1
|v j|(1+δ)/2,1+δ;Q
≤ N
(M−1∑
j=1
|g j|δ/2,δ;SQ j +
M∑
j=1
|F|
δ/2,δ;Qj
+ ‖ f ‖L∞(Q)
)
.
The theorem is proved. 
We say that a function f is of L2-Dini mean oscillation in Q if
ωˇA(r) := sup
z0∈Q
(?
Q−r (z0)∩Q
| f (t, x)− ( f )Q−r (z0)∩Q|
2 dz
)1/2
satisfies the Dini condition.
Proof of Theorem 7.3. If we can prove the claim: ∇v j satisfies the L2-Dini mean
oscillation condition in Q, then the rest of the proof follows from that of Theorem
7.1 by using Theorem 2.1. Hence, it suffices to prove the claim. The proof is
a modification of [17, Theorem 1.7] and [10, Theorem 1.4], and we only need to
prove the boundary estimate since the interior estimate is simpler.
For any z0 ∈ ∂Rd+1 = {xd = 0},
Q−r,+(z0) := Q
−
r (z0) ∩ {x
d > 0} and Γr(z0) := Q
−
r (z0) ∩ {x
d
= 0}.
Recalling that SQ j is C
1,Dini, and as in the proof of Theorem 7.1, we only need to
prove that for any weak u solution to
−ut + ∆u = Ddg
d in Q−
4,+(0),
Ddu = g
d on Γ4(0),
(7.14)
∇u satisfies the L2-Dini mean oscillation condition in Q
−
1,+
(0), provided that gd =
gd(t, x) = gd(t, x′) is Dini continuous satisfying Ddg
d
= 0.
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For z ∈ Q−
4,+(0) and r > 0, we define
φ(z, r) :=

?
Q−r (z)∩Q
−
4,+
(0)
|Du − (Du)Q−r (z)∩Q−4,+(0)|
2

1/2
.
As in [12], we denote B+r (x0) = Br(x0) ∩ {x
d > 0} and fix a smooth set D ⊂ Rd
satisfying B+
2/3
(0) ⊂ D ⊂ B+
3/4
(0) and for z0 = (t0, x0) ∈ ∂Rd+1, we denote
Dr(x0) := rD + x0.
Now we decompose u = w + v, where w ∈ H12 is the weak solution of
−wt + ∆w = Dd(g
d − g¯d) in (t0 − 4r
2, t0) ×D2r(x0),
Dαwνα = (gd − g¯d)νd on (t0 − 4r
2, t0) × ∂D2r(x0),
w = 0 on {t = t0 − 4r
2} × D2r(x0),
where
g¯d =
?
Q−
2r,+
(z0)
gd(t, x) dx dt.
By using theH1
2
-estimate and Q−r,+(z0) ⊂ (t0 − 4r
2, t0) ×D2r(x0) ⊂ Q−2r,+(z0), we have
?
Q−r,+(z0)
|Dw|2

1/2
≤ Nω2r(g). (7.15)
Here ω•(g) denotes the modulus of continuity of g in the L∞ sense. Notice that
v := u − w satisfies 
−vt + ∆v = Dd g¯
d in Q−r,+(z0),
Ddv = g¯
d on Γr(z0).
For any q = (q1, . . . , qd) = (q′, qd) ∈ Rd, v¯ := Dx′v − q′ satisfies
−v¯t + ∆v¯ = 0 in Q
−
r,+(z0),
Ddv¯ = 0 on Γr(z0).
Then by the standard parabolic estimates for equations with constant coefficients
and zero conormal boundary data, we have
[Dx′v]C1/2,1(Q−
r/2,+
(z0)) ≤ Nr
−1

?
Q−r,+(z0)
|Dx′v − q
′|2

1/2
. (7.16)
Now observe thatDdv satisfies a heat equation inQ
−
r,+(z0) with a constant Dirichlet
boundary condition on Γr(z0). Applying [12, Lemma 4.15], we get
[Ddv]C1/2,1(Q−
r/2,+
(z0)) ≤ Nr
−1

?
Q−r,+(z0)
|Ddv − qd|
2

1/2
. (7.17)
Let κ ∈ (0, 1/2) be a small constant, then combining (7.16) and (7.17), we have
?
Q−κr,+(z0)
|Dv − (Dv)Q−κr,+(z0)|
2

1/2
≤ 2κr[Dv]C1/2,1(Q−
r/2,+
(z0))
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≤ N0κ

?
Q−r,+(z0)
|Dv − q|2

1/2
, ∀ q ∈ Rd, (7.18)
where N0 = N0(d, ν,Λ). By using u = v + w, the triangle inequality, (7.15), and
(7.18), we obtain

?
Q−κr,+(z0)
|Du − (Dv)Q−κr,+(z0)|
2

1/2
≤

?
Q−κr,+(z0)
|Dv − (Dv)Q−κr,+(z0)|
2

1/2
+

?
Q−κr,+(z0)
|Dw|2

1/2
≤ N0κ

?
Q−r,+(z0)
|Du − q|2

1/2
+Nκ−(d+2)/2ω2r(g).
Choosing q = (Du)Q−r,+(z0), we reach
φ(z0, κr) ≤ N0κφ(z0, r) +Nκ
−(d+2)/2ω2r(g).
The rest of the proof follows from an iteration argument. See, for example, the
proof of [12, Proposition 4.2]. We omit the details. Therefore, we show that Du is
of L2-Dini mean oscillation. 
8. Appendix
In the appendix, we prove a generalization of Lemma 3.5. We say that w :
R
d+1 → [0,∞) belongs to Ap for p ∈ (1,∞) if
sup
Q
w(Q)
|Q|
w
−1
p−1 (Q)
|Q|

p−1
< ∞,
where the supremum is taken over all parabolic cylinders Q in Rd+1. The value of
the supremum is the Ap constant of w, and will be denoted by [w]Ap .
We consider the parabolic systems on Q := (−T, 0) × D, where D is a Reifen-
berg flat domain and the boundary ∂D satisfies the following assumption with a
parameter γ0 ∈ (0, 1/4) to be specified later.
Assumption 8.1 (γ0). There exists a constant r0 ∈ (0, 1] such that the following
conditions hold.
(1) In the interior of D, Aαβ satisfy (3.5) in some coordinate system depending
on (t0, x0) and r.
(2) For any x0 ∈ ∂D, t ∈ R, and r ∈ (0, r0], there is a coordinate system depending
on (t0, x0) and r such that in this new coordinate system, we have
{(y′, yd) : xd0 + γ0r < y
d} ∩ BR(x0) ⊂ D∩ BR(x0) ⊂ {(y
′, yd) : xd0 − γ0r < y
d} ∩ BR(x0)
and ?
Q−r (z0)
|A(t, x)− (A)Q−′r (z′0)
| dx dt ≤ γ0,
where (A)Q−′r (z′0)
=
>
Q−
′
r (z
′
0
)
A(z′, xd) dz′.
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Lemma 8.2. Let p ∈ (1,∞) and w be an Ap weight. There exists a constant γ0 ∈
(0, 1/4) depending on d, p, ν, Λ, and [w]Ap such that, under Assumption 8.1, for any
u ∈ H1p,w((−T, 0)×D) satisfying
Pu − λu = div f in Q,
u = 0 on ∂pQ,
(8.1)
where λ ≥ 0 and f ∈ Lp,w(Q), we have
‖u‖H 1p,w(Q) ≤ N‖ f ‖Lp,w(Q), (8.2)
where N = N(n, d, p, ν,Λ, [w]Ap, r0,T). Moreover, for any f ∈ Lp,w(Q), (8.1) admits a
unique solution u ∈ H1p,w(Q).
Proof. The case when λ > λ0 is proved in [13, Section 8] and [13, Theorem 7.2],
where λ0 > 0 is a sufficiently large constant depending on n, d, p, ν,Λ, [w]Ap and r0.
For 0 ≤ λ ≤ λ0, we set
v := ue−λ0t.
Then we have 
Pv − (λ + λ0)v = e−λ0t div f in Q,
v = 0 on ∂pQ.
By using [13, Theorem 7.2], we have
‖v‖H 1p,w(Q) ≤ N‖e
−λ0t f ‖Lp,w (Q) ≤ N‖ f ‖Lp,w(Q),
where N = N(n, d, p, ν,Λ, [w]Ap, r0,T). Hence, we obtain
‖u‖H 1p,w(Q) = ‖ve
λ0t‖H 1p,w(Q) ≤ N‖ f ‖Lp,w(Q).
The theorem is proved. 
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