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SUR LES SUITES D’INTERPOLATION POUR
LES ESPACES DE BERGMAN A POIDS
DANS LA BOULE DE Cn
ABDELKADER EL HASNAOUI
Abstract. Let A be a sequence of points of Bn the unit ball of Cn.
In terms of interpolating vectorial function (or Amar’s function)[1], we
give a necessary condition on A to be interpolating for the weighted
Bergman space Bpα(B
n). In the particular case of Hardy space Hp(B2),
this condition is sufficient no optimal. In the main theorem proof, we
resolve Gleason’s problem (vectorial form) in Bpα(B
n).
Re´sume´. Soit A une suite de points de la boule unite´ Bn de Cn. En
termes de fonction vectorielle ( ou fonction d’Amar) [1], nous donnons
une condition ne´cessaire pour que A soit d’interpolation pour l’espace
de Bergman a` poids Bpα(B
n). Dans le cas particulier de l’espace de
HardyHp(B2), cette condition est suffisante non optimale. La preuve du
the´ore`me principal contient aussi une re´solution du proble`me de Gleason
(forme vectorielle) dans Bpα(B
n).
1. Introduction
Depuis les travaux de K. Seip [10], les suites d’interpolation pour les
espaces de Bergman a` poids dans la boule de Cn ont sucsite´ un inte´reˆt par-
ticulier. Dans ce contexte, je de´finis une extension de la fonction vectorielle
interpolante (ou fonction d’Amar)[1] qui est un vecteur de (H∞(Bn))n, en
son analogue dans (Bpα(Bn))n,( (H∞(Bn) e´tant l’espace des fonctions holo-
morphes borne´es sur Bn). Les preuves des proprie´te´s qui en re´sultent sont
modele´es sur celles de [1] et utilisent les notations M.Jevtic’ - X. Massaneda
- P.J. Thomas [6].
1.1. Notations et rappels. Pour z et w dans Cn, on e´crit:
z.w =
n∑
j=1
zjwj , < z,w >= z.w¯, |z|
2 =< z, z > et ρ(z) = 1− |z|2.
φa est l’automorphisme involutif qui permute l’origine et a ∈ B
n := {ρ > 0}.
Les mesures dνn et dσn de´signent celle de Lebesgue et celle d’aire normalise´es
respectivement sur Bn et ∂Bn. Pour α ∈]0,+∞[ et p ∈]0,+∞[, on note [6]:
Bpα(B
n) = {f ∈ Lp(Bn, ραp−1dνn); f holomorphe}
1 Ce travail a be´ne´ficie´ du soutien de l’Action Inte`gre´e AI 180 MA et du Projet d’Appui
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muni de ‖f‖p,α := ‖f‖Lp(ραp−1dνn). Lorsque 1 < p < +∞, son dual est
Bqβ(B
n) ou` 1/p+ 1/q = 1 et αp = βq. Pour α = 0, Bp0(B
n) de´signe la classe
de Hardy Hp(Bn) munie de ‖f‖p = [sup 0<r<1
∫
∂Bn
|f(rw)|pdσn(w)]
1/p =
‖f∗‖Lp(σn), f
∗ e´tant la limite radiale de f .
Soit A = {ak}
∞
k=1 ⊂ B
n une suite. Les suites λ = {λk}
∞
k=1 ⊂ C telles que
‖λ‖p,n/p+α := ‖{λkρ(ak)
n/p+α}∞k=1‖ℓp < +∞ forment l’espace ℓ
p
n/p+α. A est
dite d’interpolation-Bpα(Bn) (ou A ∈ Int(B
p
α(Bn)) lorsque :
(λ ∈ ℓpn/p+α)⇒ (∃f ∈ B
p
α(B
n) : f(ak) = λk, k = 1, 2, ...).
On peut alors choisir f de fac¸on que ‖f‖p,α ≤ CA‖{λk}
∞
k=1‖p,n/p+α ou` CA
est la constante d’interpolation de A.
La condition de Carleson:
inf{
∏
j 6=k
| φaj (ak) |, k entier ≥ 0} > 0(1)
caracte´rise les suites d’interpolation-Hp(B1) pour p dans ]0,+∞]. Pour
n ≥ 2, (1) (qui est suffisante) n’ est pas ne´cessaire [5] pour que A ap-
partienne a` Int(H∞(Bn)). En revanche l’existence de la fonction vecto-
rielle B : Bn −→ Cn interpolante pour A, introduite par E. Amar dans [1],
est ne´cessaire pour que A soit dans Int(H∞(Bn). Elle est aussi suffisante
pour que A ∈ Int(Hp(B2) pour tout 1 ≤ p < +∞ ([1], Th.1.5). Comme
Int(Hp(B2)) 6= Int(Hq(B2)) pour p 6= q, l’existence deB n’est pas ne´cessaire
pour que A soit dans Int(Hp(B2)) lorsque p est fini . Pour qu’il en soit ainsi,
nous e´tendons la de´finition de B (dans le cadre ge´ne´ral des espaces Bpα(Bn))
de fac¸on a` tenir compte de la variation de p ; ce qui se formule comme suit:
Definition 1.1 Soient A = {ak}
∞
k=1 une suite de points de B
n, α ≥ 0
et p > 0 deux re´els. Une application B : Bn −→ Cn est dite interpolante
pour A dans Bpα(Bn) lorsqu’il existe t(n,p,α) = t > 0 et C(n,p,α) = C > 0 deux
constantes telles que pour tout entier k ≥ 1, il existe une matrice Mk(z) a`
e´le´ments dans Bpα(Bn) telle que:
a) B(z) = Mk(z)φak (z), (z ∈ B
n), avec ‖Mk‖p,α ≤ C;
b) |detMk(z)| ≥ t et |M
−1
k (z)| ≤ C pour tout z ∈ {|φak | < tρ(ak)
n(n
p
+α)};
(‖M‖ (respectivement |M |) de´signe sup{‖e‖ (respectivement |e|), e e´le´ment
de M}).
On retrouve e´videmment la fonction originale d’Amar en mettant α = 0
et p =∞.
Nous sommes maintenant en mesure d’e´noncer le re´sultat principal de ce
travail :
The´ore`me 1.1. Supposons que 2 < p < +∞ et α ∈ {0} ∪ [1/p,+∞[.
Alors toute suite d’interpolation-Bpα(Bn) admet une fonction vectorielle in-
terpolante dans B
p/2
2α (B
n).
La preuve du The´ore`me 1.1 se base sur le Lemme d’extension line´aire
(qui va suivre) et le the´ore`me suivant :
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The´ore`me 1.2. Lorsque 2 ≤ p < +∞ et α ∈ {0} ∪ [1/p,+∞[, il ex-
iste une constante L(n,p,α) telle que : si f1, ..., fN sont dans B
p
α(Bn) et a
est dans ∩Nj=1f
−1
j (0), on peut exhiber G1, G2, ..., GN dans l’espace produit
(Bpα(Bn)n tels que:
∗ fj(z) = Gj(z).φa(z), (z ∈ B
n, j = 1, 2, ..., N),
∗ ‖
∑N
j=1 |Gj |
2‖p/2,2α ≤ L(n,p,α)‖
∑N
j=1 |fj |
2‖p/2,2α.
Lorsque N = 1 et a = 0, le The´ore`me 1.2 re´sout le proble`me de Glea-
son ([8], Chap.6) pour l’espace Bpα(Bn).
Nous obtenons la re´ciproque du The´ore`me 1.1 dans le cas n = 2 et α = 0:
The´ore`me 1.3. Supposons que la suite A = {ak}
∞
k=1 ⊂ B
2 ve´rifie :
- La mesure µA :=
∑
k ρ(ak)
2δak est de Carleson (δa est la masse de Dirac
en a),
- A admet une fonction vectorielle interpolante dans Hp(B2) ou` p ∈]3,+∞[.
Alors a` toute suite {λk}
∞
k=1 de ℓ
p
2/p (resp. ℓ
∞), on peut associer f dans
Hp/3(B2) (resp. Hp/2(B2)) telle que f(ak) = λk, k = 1, 2, ....
Le cas ge´ne´ral (n ≥ 2 et α ≥ 0) ne´cessiterait la re´solution ite´re´e de l’e´quation-
∂, partant d’une (0,n)-forme (provenant des donne´es) et aboutissant a` une
fonction dans Bpα.
Remerciements. - J’exprime ma profonde gratitude au professeur E. Amar.
Je remercie les professeurs B. Jennane, X. Massaneda, P.J. Thomas et A. Zeriahi.
2. Lemmes techniques et preuve du The´ore`me 1.2
Lemme 2.1. (d’extension line´aire [S.Drury]). Supposons α ≥ 0 et
p ≥ 2. Soient A = {ak}
∞
k=1 d’interpolation-B
p
α(Bn) et CA sa constante
d’interpolation. Alors pour tout entier N ≥ 1, il existe β1, β2, ..., βN dans
Bpα(Bn) ve´rifiant :
∗ βj(ak) = δjk (symbole de Kronecker),
∗ ‖
∑N
j=1 |βj |
2‖p/2,2α ≤ C1 := C
2
A[
∑+∞
k=1 ρ(ak)
n+αp]2/p.
Preuve. Ce lemme fut utilise´ dans [1] avec α = 0. On applique l’e´galite´
de Plancherel ‖gˆz‖L2(G′N ,dµ′N ) = ‖gz‖L2(GN ,dµN ), aux donne´es suivantes :
⋆ GN = {1, λ, ..., λ
N−1} est le groupe multiplicatif engendre´ par λ =
exp(2iπ/N) et dµN :=
1
N
∑N
j=1 δλj est sa mesure de Haar (δx est la masse
de Dirac au point x).
⋆ G
′
N est le groupe (cyclique a` N e´le´ments) dual de GN de mesure duale
dµ′N =
∑N
j=1 δγj ou` γ
j est la je`me= puissance du caracte`re γ de´fini par
γ(λ) = λ.
⋆ gz : GN −→ C| est associe´e a` z ∈ B
n par gz(λ
j) := gj(z) (j = 1, ..., N)
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ou` gj re´sout le proble`me d’interpolation : gj ∈ B
p
α(Bn), gj(ak) = λ
jk et
‖gj‖p,α ≤ CA(
∑∞
k=1 ρ(ak)
n+αp)1/p.
Pour j dans {1, ..., N}, les transforme´es de Fourier βj(z) := gˆz(γ
j) sont
bonnes pour le lemme.
Lemme 2.2. Soient p ∈]1,+∞[ et α ∈ {0}
⋃
[1/p,∞[. Alors a` f dans
Bpα(Bn) et a dans f−1(0), on peut associer Ga dans l’epace (B
p
α(Bn))n de
fac¸on que :
(i) f(z) = Ga(z).φa(z), (z ∈ B
n),
(ii) ‖|Ga|‖p,α ≤ K(n,p,α)‖f‖p,α.
ou` K(n,p,α) est une constante ne de´pendant que de n, p et α et ‖|Ga|‖p,0 :=
‖|G∗a|‖Lp(dσn).
Remarque 2.1. (a) Pour a ∈ Bn et ka(z) := (
ρ(a)
(1−<z,a>)2 )
n/p+α, l’ope´rateur
Ta(f) := ka × (f ◦ φa) conserve la norme ‖ ‖p,α de L
p
α(Bn) et induit une
isome´trie sur Bpα(Bn) ([6], Lemme1.7). Si G = (g1, ..., gm) est un vecteur de
(Lpα(Bn))m, on a |Ta(G)| = |Ta(|G|)| ou` Ta(G) := (Ta(g1), ..., Ta(gm)).
(b) Lorsque l est entier ≥ 1 et Pn : C
n+l → Cn est la projection orthogo-
nale, nous disposons de l’e´galite´ de Forelli ([8], p.14) :
(F )
∫
∂Bn+l
g ◦ Pndσn+l = C
n+l−1
n
∫
Bn
ρ(w)l−1g(w)dνn(w),
pour g ∈ L1(νn) et Cn+l−1n :=
(n+l−1)!
n!(l−1)! .
L’e´galite´e dans (F ) demeure vraie dans la situation suivante :
(Fbis) g continue dans Bn,
gρl−1 ∈ L1(νn) et g ◦ Pn ∈ L1(σn+l).
(χr(z) e´tant 1 si |z| < r < 1 et 0 sinon, on met gχr dans (F ) et on fait
tendre r vers 1−).
Preuve du Lemme 2.2. La Remarque 2.1(a) permet de supposer
a = 0. En effet, le fait que Ta(f)(0) = 0 nous donne G0 ∈ (B
p
αB
n))n avec
Ta(f)(w) = G0(w).w et ‖|G0|‖p,α ≤ K(n,p,α)‖Ta(f)‖p,α. Comme ka(φa(z)) =
(ka(z))
−1 ([8], Th.2.2.2), on prend w = φa(z) pour voir que le vecteur
Ga := Ta(G0) ve´rifie (3∗) du Lemme 2.2.
Cas α = 0. Puisque f ∈ Hp(Bn) et f(0) = 0, la solution d’Ahern-
Schneider au proble`me de Gleason donne´e au Chapitre 6 dans [8] est le
vecteur G0 voulu dans le Lemme 2.2. Sa composante de rang k est donne´e
par :
(n) g
(n)
k (z) =
∫
∂Bn
1
(1− < z, ξ >)n
1− (1− < z, ξ >)n
< z, ξ >
ξ¯kf(ξ)dσn(ξ)
avec f(z) = G0(z).z et ‖|G0|‖Lp(σn) ≤ K(n,p,0)‖f‖Hp(Bn).
Cas α = l/p ou` l est entier ≥ 1. Fixons f dans Bpl/p(B
n) telle que f(0) =
0. Puisque f ◦ Pn ∈ H
p(Bn+l) ([6], Lemme1.2) et f ◦ Pn(0) = 0, l’analogue
(n+ l) de (n) donne :
f ◦ Pn(z, w) = G˜0(z, w).(z, w), (z, w) ∈ B
n+l, z ∈ Cl(2)
ou` G˜0 ∈ (H
p(Bn+l))n+l.
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La composante de rang k du vecteur G˜0(z, 0) s’e´crit :
g˜
(n+l)
k (z, 0) =
∫
∂Bn+l
hz ◦ Pn(w, ξ)dσn+l(w, ξ), (w ∈ C|
n)(3)
ou` hz(w) :=
1
(1− < z,w >)n+l
1− (1− < z,w >)n+l
< z,w >
w¯kf(w).(4)
Pour z fixe´ dans Bn, on a hz(w)ρ(w)
l−1 ∈ L1(dνn) et graˆce a` (Fbis), (F)
s’applique:
g˜
(n+l)
k (z, 0) = C
n+l−1
n
∫
Bn
ρ(w)l−1
(1− < z,w >)n+l
(5)
×
1− (1− < z,w >)n+l
< z,w >
w¯kf(w)dνn(w).
Cas α ∈ [1/p,+∞[. Soit f ∈ Bpα(Bn) avec f(0) = 0. (5) nous sugge´re de
poser:
gk(z) := γ(n, p, α)
∫
Bn
ρ(w)αp−1
(1− < z,w >)n+αp
×(6)
1− (1− < z,w >)n+αp
< z,w >
wkf(w)dνn(w),
ou` γ(n, p, α) := Γ(n+αp)Γ(αp)Γ(n+1) . Montrons que le vecteur
G(z) := (g1(z), ..., gn(z))(7)
ve´rifie effectivement:
(i) f(z) = G(z).z ,
(ii) ‖|G|‖p,α ≤ K(n,p,α)‖f‖p,α .
On a graˆce a` (6):
G(z).z =
N∑
k=1
gk(z)zk
=
∫
IBn
f(w)Kz(w)ρ(w)
αp−1dνn(w)
− γ(n,p,α)
∫
IBn
f(w)ρ(w)αp−1dνn(w)(8)
ou` Kz(w) := γ(n,p,α)
1
(1− < w, z >)n+αp
(9)
La premie`re inte´grale dans (8) vaut f(z) puisque le noyau Kz(w) est re-
produisant pour l’espace Bpα(Bn) ([6], p.514); alors que la seconde est nulle
puisque f(0) = 0(l’e´crire en coordonne´es polaires); d’ou` le point (i).
Montrons (ii). L’e´galite´ (6) s’e´crit aussi:
gk(z)ρ(z)
α−1/p = γ(n,p,α)
∫
Bn
ρ(w)s
(1− < z,w >)n+1+s
λk(z, w)f(w) ×
ρ(w)α−1/pdνn(w)
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ou` λk(z, w) := (
ρ(z)
1−<z,w>)
α−1/p 1−(1−<z,w>)n+αp
<z,w> wk
et s := α(p − 1) + 1/p − 1.
Puisque 1−(1−<z,w>)
n+αp
<z,w> = −(n + αp) + O(| < z,w > |) et
ρ(z)
|1−<z,w>| ≤ 2,
λk est borne´e sur B
n × Bn. Le The´ore`me de Forelli-Rudin ([8],Chap.7) im-
plique alors que ‖gk‖p,α ≤ K(n,p,α)‖f‖p,α (puisque p ≥ 1); ce qui montre (ii).
Preuve du The´ore`me 1.2. Elle consiste a` prouver le lemme suivant :
Lemme 2.3. Soient {fj}
N
j=1 une partie finie de B
p
α(Bn) et a ∈ ∩Nj=1f
−1
j (0).
Les vecteurs Gj de (B
p
α(Bn))n associe´s respectivement aux fonctions fj par
le Lemme 2.2 ve´rifient pour 2 ≤ p < +∞ et α ∈ {0}
⋃
[1/p,+∞[ :
‖
N∑
j=1
|Gj |
2‖p/2,2α ≤ L(n,p,α)‖
N∑
j=1
|fj |
2‖p/2,2α(10)
Les dualite´s suivantes sont valables pour p ∈]1,+∞[ et 1p +
1
q = 1 :
d1) Pour α et β dans ]0,+∞[ tels que αp = βq, le produit
< U, V >N :=
N∑
j=1
∫
Bn
ujvjρ
αp−1dνn
met en dualite´ les deux espaces (Lpα(dνn))
N et ((Lqβ(dνn))
N munis respec-
tivement des normes ‖U‖p,α,N := ‖(
∑N
j=1 |uj |
2)1/2‖p,α et ‖V ‖q,β,N .
d2) Pour α = 0, le produit
< W,H >∗N :=
N∑
1
∫
∂Bn
w∗jh∗jdσn
met en dualite´ (Hp(Bn))N et (Hq(Bn))N munis respectivement des normes
‖W‖p,N := ‖|W |‖Lp(σn) et ‖H‖q,N .
Preuve du lemme 2.3. C(n,p,α) de´signera toute constante ne de´pendant
que de n, p et α.
Cas α ≥ 1/p. Soit Gj le vecteur associe´ a` la donne´e fj par le Lemme 2.2.
Sa kie`me composante s’e´crit graˆce a` (6):
gkj (z) = γ(n,p,α)
∫
Bn
ρ(w)αp−1
(1− < z,w >)n+αp
Bk(z, w)fj(w)dνn(w)(11)
ou` |Bk| ≤ C(n,p,α).
Fixons k dans {1, ..., n} et notons F := (f1, ..., fN ), G := (g1, ..., gN ) ou`
gj := g
k
j . Soit H = (h1, ..., hN ) quelconque dans le dual (L
q
β(B
n))N . Graˆce
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a` (11) on a :
< G,H >N =
∫
Bn
N∑
j=1
gj(z)hj(z)ρ(z)
αp−1dνn(z)
= γ(n,p,α)
∫
Bn
[
∫
Bn
ρ(w)αp−1
(1− < z,w >)n+αp
Bk(z, w) ×
(
N∑
j=1
fj(w)hj(z))dνn(w) ]ρ(z)
αp−1dνn(z).
L’ine´galite´ de Schwarz et (11) donnent :
| < G,H >N | ≤ C(n,p,α)
∫
Bn
[
∫
Bn
ρ(w)αp−1
|1− < z,w > |n+αp
(12)
× |F (w)|dνn(w)]|H(z)|ρ(z)
αp−1dνn(z).
≤ C(n,p,α)
∫
Bn
[
∫
Bn
ρ(w)αp−1−(α−1/p)
|1− < z,w > |n+αp−(α−1/p)
× f(w)t(z, w)dνn(w)]h(z)dνn(z),(13)
ou`:
f := |F |ρα−1/p ∈ Lp(dνn)
h := |H|ραp−1−(α−1/p) ∈ Lq(dνn), car 1/q + 1/p = 1 et αp = βq
t(z, w) := |
ρ(z)
1− < z,w >
|α−
1
p ≤ 2α−1/p
La fonction
η(z) :=
∫
Bn
ρ(w)s
|1− < z,w > |n+1+s
f(w)dνn(w)
est dans Lp(νn) pour s = αp− 1− α+ 1/p (section 7.1.4 de [8]) et ve´rifie :
‖η‖Lp(νn) ≤ C(n,p,α)‖f‖Lp(νn).
Ainsi dans (13), l’ine´galite´ de Ho¨lder donne :
| < G,H >N | ≤ C(n,p,α)‖f‖Lp(νn)‖h‖Lq(νn)
≤ −−− ‖F‖p,α,N‖H‖q,β,N .
La dualite´ d1) permet alors d’avoir (10).
Cas α = 0. Notons F = (f1, ..., fN ) ∈ (H
p(Bn))N avec F (0) = (0, ..., 0)
et C(z, w) le noyau de Cauchy. Pour j ∈ {1, ..., N}, le vecteur Gj associe´
a` fj par le Lemme 2.2 est donne´ par sa kie`me composante a` l’e´quation (n)
(preuve du lemme 2.2):
gkj (z) =
∫
∂Bn
C(z, w)(
n−1∑
l=0
< z,w >l)wkfj(w)dσn(w)
=
|θ|≤n−1∑
θ∈Nn
lθz
θW(θ,k)(fj)(z)(14)
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ou`
W(θ,k)(f)(z) :=
∫
∂Bn
C(z, ξ)ξθ+θkf(ξ)dσn(ξ)
θk = (0, ..., 0, 1, 0, ...0), (1 au rang k)
lθ est un entier naturel.
Pour avoir (10), il suffit donc d’e´tablir pour chaques 0 ≤| θ |≤ n − 1 et
1 ≤ k ≤ n que :
‖
N∑
j=1
|W(θ,k)(fj)|
2‖Lp/2(σn) ≤ ‖
N∑
j=1
|fj|
2 ‖Lp/2(σn).(15)
Notons W = (w1, ..., wN ) ou` wj = W(θ,k)(fj). Soit H = (h1, ..., hN ) quel-
conque dans le dual (Hq(Bn))N . On a :
< W,H >∗N=
N∑
j=1
∫
∂Bn
wj(z)hj(z)dσn
Par de´finition de wj on a :∫
∂Bn
wj(z)hj(z)dσn(z) =
∫
∂Bnz
[
∫
∂Bnξ
C(z, ξ)ξ(θ+θk)fj(ξ)dσn(ξ)]hj(z)dσn(z)
=
∫
∂Bnξ
[
∫
∂Bnz
C(ξ, z)hj(z)dσn(z)ξθ+θk ]fj(ξ)dσn(ξ)
=
∫
∂Bn
fj(ξ)hj(ξ)ξθ+θkdσn(ξ),
(le noyau C(ξ, z) de Cauchy est reproduisant pour Hq(Bn)). Ainsi :
| < W,H >∗N | ≤
∫
∂Bn
(
N∑
j=1
|fj|
2)1/2(
N∑
j=1
|hj |
2)1/2dσn
≤ ‖|F |‖Lp(σn) ‖|H|‖Lq(σn).
La dualite´ d2) permet d’en d’e´duire que
‖|W |2‖Lp/2(σn) ≤ ‖|F |
2‖Lp/2(σn) . ✷
3. Conditions ne´cessaires
The´ore`me 3.1. Supposons 2 < p < +∞ et α ∈ {0}
⋃
[1/p,+∞[.
Alors toute suite d’interpolation-Bpα(Bn) admet une fonction vectorielle in-
terpolante dans B
p/2
2α (B
n).
Remarque 3.1. Le noyau Kz(w) (9) reproduisant pour B
p
α(Bn) est une
fonction (pour z fixe´) dans le dual Bqβ(B
n). Il en re´sulte que toute suite
{BN}
∞
N=1 ⊂ B
p
α(Bn) ve´rifiant ‖BN‖p,α ≤ R admet une sous-suite qui con-
verge (faiblement et) simplement vers B ∈ Bpα(Bn) avec ‖B‖p,α ≤ R.
Preuve du The´ore`me 3.1. Fixons A = {ak}
∞
k=1 dans Int(B
p
α(Bn)).
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La Remarque 3.1 permet de restreindre la preuve a` une partie finie AN =
{a1, ..., aN} qui est aussi dans Int(B
p
α(Bn)). En effet, si l’on suppose que
pour chaque N ∈ N, on dispose d’une fonction vectorielle BN interpolante
pour AN dans B
p/2
2α (B
n) avec des constantes t(n,p/2,2α) et C(n,p/2,2α) inde´pen-
dantes de N , la limite simple B d’une sous-suite de {BN}
∞
N=1 est clairement
interpolante pour A dans B
p/2
2α (B
n). Fixons N dans N. Soient β1, ..., βN les
fonctions de Bpα(Bn) associe´es a` AN par le Lemme 2.1. Nous e´tablirons que
la fonction
BN :=
N∑
j=1
β2j φaj(16)
est interpolante pour AN dans B
p/2
2α (B
n), avec des constantes ne de´pendant
pas de N . On ve´rifira a) et b) de la De´finition 1.1 pour k = 1.
Pour simplifier les notations, on pose : B := BN
a := a1, β := β1, φ := φa1 := (ϕ1, ..., ϕn)
φj := φaj := (ϕ
j
1, ..., ϕ
j
n) pour 2 ≤ j ≤ N.
Puisque a ∈
⋂N
j=2 β
−1
j (0), le The´ore`me 1.2 nous donne G2, ..., GN dans
(Bpα(Bn))n tels que
βj(z) = Gj(z).φ(z), (z ∈ B
n, 2 ≤ j ≤ N);(17)
‖
N∑
j=2
|Gj |
2‖p/2,2α ≤ L(n,p,α)‖
N∑
j=2
|βj |
2‖p/2,2α ;
≤ C2 := C(n,p,α)C1, (C1 du Lemme 2.1).(18)
(16) et (17) permettent d’e´crire :
B = β2φ+
N∑
j=2
βj(Gj .φ)φj .(19)
Les notations :
Gj := (g
j
1, ..., g
j
n)
νlk :=
N∑
j=2
βjϕ
j
l g
j
k
Y := (νkl)1≤k≤n
1≤l≤n
In := la matrice unite´e,
donnent l’e´criture matricielle :
B = Mφ(20)
M = β2In + Y.(21)
Chaque e´le´ment mlk de M ve´rifie :
| mlk |≤| β |
2 +ΣNj=2 | G
2
j |(22)
et donc
‖mlk‖p/2,2α ≤ C1 + C2, (constantes de (18)).(23)
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AinsiM ve´rifie le point a) de la de´finition 1.1. D’autre part son de´terminant
s’e´crit :
detM = (β2)n +
n∑
k=1
sk(β
2)n−k(24)
ou` sk est la somme des
n!
k!(n−k)! mineurs principaux d’ordre k de Y . La
de´finition de Y implique :
|sk| ≤
n!
k!(n− k)!
(
N∑
j=2
|Gj |
2)k,(25)
sk(a) = 0,
‖sk‖p/2k,2kα ≤ n!C
n
2 .
De meˆme on a :
β2(a) = 1,(26)
‖(β2)r‖p/2r,2rα = ‖β
2‖rp/2,2α, (r entier ≤ n),
≤ Cn1 .
Pour la suite nous aurons besoin de l’estimation suivante ([6], Lemme 1.4) :
∃K(n,p,α) tel que :
|h(z) − h(a)| ≤ K(n,p,α)‖h‖p,αρ(a)
−(n
p
+α)|φa(z)|(27)
pour tous : a ∈ Bn, h ∈ Bpα, z ∈ {|φa| < 1/2}.
Dans (24) on a :
|detM | ≥ |β2|n −
n∑
k=1
|sk||β
2|n−k.(28)
Appliquons (27) successivement a` |β2|n et sk, pour avoir graˆce a` (25) et (26)
que:
|detM(z)| ≥ 1− C3ρ(a)
−2n(n
p
+α)|φa(z)|, (z ∈ {|φa| < 1/2}).(29)
De (22), on de´duit que tout mineur dn−1 d’ordre n− 1 de M ve´rifie :
|dn−1| ≤ (n− 1)![
N∑
j=1
|βj |
2 +
N∑
j=2
|Gj |
2 ]n−1.
Il en re´sulte que :
‖dn−1‖ p
2(n−1)
,2(n−1)α ≤ (n− 1)!(C1 + C2)
n−1, (Ci de (18)).
Comme dn−1(a) = 1 ou 0, (27) donne :
|dn−1(z)| ≤ 1 + C4ρ(a)
−2n(n
p
+α)|φa(z)|, (z ∈ {|φa| < 1/2}.(30)
Maintenant les constantes t(n,p/2,2α) et C(n,p/2,2α) de la De´finition 1.1, voulue
dans le The´ore`me 3.1, s’obtiennent imme´diatement de (29) et (30). Ce qui
finit la preuve.
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4. Conditions suffisantes
The´ore`me 4.1. Supposons que la suite A = {ak}
∞
k=1 ⊂ B
2 ve´rifie :
- La mesure µA :=
∑
k ρ(ak)
2δak est de Carleson (δa est la masse de Dirac
en a),
- A admet une fonction vectorielle interpolante dans Hp(B2) ou` p ∈]3,+∞[.
Alors a` toute suite {λk}
∞
k=1 de ℓ
p
2/p (resp. ℓ
∞), on peut associer f dans
Hp/3(B2) (resp. Hp/2(B2)) telle que f(ak) = λk, k = 1, 2, ....
On e´tablira ce the´ore`me en deux e´tapes. Dans l’e´tape I, on met la suite
finie {ak}
N
k=1 dans une boule RB
2 := {Rz, z ∈ B2} ou` R < 1. On ad-
met ensuite la Proposition 4.1 (qui va suivre) pour re´soudre le proble`me
d’interpolation-Hp/3(resp. Hp/2) relatif a` la suite {R−1ak}Nk=1 avec des con-
stantes d’interpolation ne de´pendant ni de N dans N ni de R voisin de 1.
Cette inde´pendance permettera de passer aux limites lorsque R tend vers
1− et N tend vers ∞; le The´ore`me 4.1 en re´sultera. L’e´tape II consiste a`
prouver la Proposition 4.1. On utilisera la re´gularite´ de BR(z) := B(Rz)
sur la fermeture B2 et certaines propriete´s (mises en annexe) des mesures de
Carleson ge´ne´ralise´es [4] pour estimer des solutions de ∂ et ∂b dans B
2.
Etape I
L’existence d’une fonction vectorielle interpolante entraine la se´paration
faible suivante:
Corollaire 4.1 Si (ak)k∈N admet une fonction vectorielle interpolante
dans Bqβ(B
n), il existe η = η(n,q,β) tel que les hyperboules Tj = {|φaj | <
2ηρ(aj)
n(n
q
+β)} soient deux a` deux disjointes.
Preuve . D’une part dk := detMk ∈ B
q/n
nβ et ‖dk‖q/n,nβ ≤ n!C
n; d’autre
part dk(aj) = 0 (0 6= φak(aj) ∈ kerMk(aj) pour j 6= k). Le point b) de la
De´finition 1.1 et (27) permettent de voir que η := t[2K(n,q/n,nβ)n!C
n]−1 est
bon pour le Lemme car |dk(z)| ≥ t et |dk(z)| < t/2 lorsque z ∈ Tk ∩Tj . ✷
Proposition 4.1. Soit {λk}
∞
k=1 ∈ ℓ
p
2/p (resp. ℓ
∞). Les hypothe`ses du
The´ore`me 4.1 permettent d’avoir une constante C
′
telle que pour tout entier
N ≥ 1, il existe RN ∈]0, 1[ ve´rifiant :
(i)
⋃N
j=1 Tj ⊂ RNB
2
(ii) ∀R ∈]RN , 1[, ∃f(N,R) ∈ H
p/3(B2) (resp. Hp/2(B2)) avec,
a) f(N,R)(R
−1aj) = λj , j ∈ {1, ..., N},
b) ‖f(N,R)‖Hp/3 (resp. Hp/2) ≤ C
′.
Preuve du The´ore`me 4.1. Soit N ∈ N fixe´ et RN ∈]0, 1[ le re´el
de la Proposition 4.1 (suppose´e prouve´e). Le dual de E = Hp/3(B2) est
E′ = Hp/(p−3)(B2) et sa boule est faiblement compacte. Il existe donc une
suite {τk}
∞
k=1 ⊂]RN , 1[ et fN ∈ H
p/3(B2) telles que pour k tendant vers +∞,
τk tend vers 1 en croissant et f(N,τk) tend vers fN pour la topologie faible
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σ(E,E′) avec ‖fN‖Hp/3 ≤ C
′. Pour j fixe´ dans {1, ..., N}, la suite de terme
ge´ne´ral
gk(w) := C(w, τ
−1
k aj), (w ∈ B
2, k ∈ N),
ou` C(w, ζ) := (1−w.ζ)−2 est le noyau de Cauchy, converge fortement dans
E′ vers g(w) := C(w, aj) puisque
|gk(w)− g(w)| = |(1− w.
aj
τk
)−1 − (1− w.aj)−1| ×
|(1− w.
aj
τk
)−1 + (1− w.aj)−1|
≤ 4(
1
τk
− 1)(1 −
|aj |
τ0
)−4.
Le produit < f, g >∗1 (voir d2)) met en dualite´ E ∋ f et E
′ ∋ g et Le noyau
de Cauchy est reproduisant pour E
′
. Donc :
fN (aj) =< fN , g >
∗
1= lim
k→+∞
< f(N,τk), gk >
∗
1 = λj .
Nous obtenons ainsi une suite (fN )N∈N ⊂ Hp/3(B2) telle que :
fN (aj) = λj , j ∈ {1, ..., N} et ‖fN‖Hp/3 ≤ C
′ inde´pendante deN .
De nouveau la faible compacite´ de la boule montre que :
- ∃(fNk)k∈N extraite de (fN )N∈N,
- ∃f ∈ Hp/3(B2) telle que fNk −→ f lorsque k −→ +∞) faiblement.
En particulier,
f(aj) =< f,C(., aj) >
∗
1 = lim
k−→∞
< fNk , C(., aj) >
∗
1
= λj .
On finit la preuve du The´ore`me 4.1 en mettant Hp/2 a` la place de Hp/3.
Etape II
Notations et rappels sur les mesures de Carleson.
- Si (g, h) : B2 −→ C2 et R ∈]0, 1[, on note : gR(z) = g(Rz); (g, h)R =
(gR, hR); (∂zg)(w) :=
∑2
k=1
∂g
∂zk
(w)dzk et ∂z(g, h)(w) := (∂zg(w), ∂zh(w)).
- Dans le Corollaire 4.1, on note : φj := φaj , rj := ηρ(aj)
n(n
p
+α)
, Tj(r) := {|
φj |< r} et η est pris dans ]0, 1/4[ tel que Tj(2rj)∩ Tk(2rk) = ∅ pour j 6= k.
-L’e´criture x  y signifie x ≤ γy ou` γ est une constante et (x ≈ y) ⇔ (x 
y et y  x).
- |
∑
I,J ωI,JdzI ∧ dzJ |:=
∑
I,J | ωI,J | et εE est la fonction valant 1 dans E
et 0 ailleurs.
- W 1(Bn) := {mesure de Borel µ dans Bn : |µ|({z ∈ Bn, |1 − ξ.z| < t}) =
O(tn), ∀t > 0, ∀ξ ∈ ∂Bn} est l’espace des mesures de Carleson.
- Pour α ∈]0, 1[, Wα(Bn) est l’espace des mesures de Carleson d’ordre α
de´fini en [4].
- Wα(0,1)(B
2) := {(0, 1)-forme v a` coefficients continus dans B2 tels que:
ρ−1/2(|v1|+ |v2|+ |∂ρ ∧ v|)dν2 ∈Wα(B2)}.
-Wα(0,2)(B
2) := {(0, 2)-formes v a` coefficient m ∈ C∞(B2) tel que ρ1/2mdν2 ∈
Wα(B2)}.
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Dans le lemme suivant, ces classes sont connecte´es par les ope´rateurs ∂ et
∂b.
Lemme 4.1. Supposons que α ∈]0, 1[ et q = 11−α ou α = 1 et q = +∞.
On a
(i) (ω ∈Wα(0,2)(B
2))⇒ (∃v ∈Wα(0,1)(B
2) : ∂v = ω) pour tout α ∈]0, 1].
(ii) (v ∈ Wα(0,1)(B
2) et ∂v = 0) ⇒ (∃s ∈ Lq(∂B2) : ∂bs = v) pour tout
α ∈]0, 1[.
(iii) Pour une mesure de Borel positive µ dans Bn, il ya e´quivalence entre :
(a) [
∫
Bn
|f |τdµ]1/τ ≤ Cτ‖f‖Hτ (B2) pour un certain τ ∈]0,+∞[ et toute
f ∈ Hτ (Bn),
(b) µ ∈W 1(Bn).
(iv) (γ ∈ Wα(Bn)) ⇔ (∃µ1 ∈ W
1(Bn),∃h ∈ Lq(|µ1|) : γ = hµ1) pour tout
α ∈]0, 1].
(v) Si α ≥ 1/p, γ ∈Wα(B2) et g ∈ Hp(B2), alors gγ ∈Wα−1/p(B2).
Re´fe´rences. (i) est dans le The´ore`me 3.9 de [1],
(ii) est le The´ore`me 7 dans [4],
(iii) re´sulte du The´ore`me 3.1 dans [6],
(iv) est en page 156 de [3].
Montrons (v). (iv)⇒ (γ = hµ1 ou` µ1 ∈ W
1(B2) et h ∈ L
1
1−α (d|µ1|)).
(iii) ⇒ g ∈ Lp(d|µ1|). Donc gh ∈ L
r(d|µ1|) ou` 1/r = 1/p + 1 − α. De
nouveau (iv) ⇒ (gγ = ghµ1) ∈W
1−1/p(B2).
Lemme 4.2. (i) La mesure dµ(z) :=
∑∞
j=0 r
−4
j ρ(aj)
−1εTj(2rj)(z)dν2(z)
est de Carleson.
Preuve. On utilise (iii) du Lemme 4.1 pour τ = 1. Si f ∈ H1(B2),
on a : ∫
B2
|f |dµ =
∞∑
j=0
r−4j ρ(aj)
−1
∫
Tj(2rj)
|f |dν2 .
Si ζ ∈ Tj(2rj), (27) implique que :
|f(ζ)− f(aj)|  ‖f‖H1
et l’e´criture |f(ζ)| ≤ |f(ζ)− f(aj)|+ |f(aj)| donne :∫
B2
|f(ζ)|dµ(ζ)  I1 + I2,
ou`
I1 = ‖f‖H1
∞∑
j=0
r−4j ρ(aj)
−1ν2(Tj(2rj)),
I2 =
∞∑
j=0
r−4j ρ(aj)
−1|f(aj)|ν2(Tj(2rj)).
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Puisque ν2(Tj(2rj))  r
4
jρ(aj)
3 ([8], §2.2.7) et
∑∞
j=0 |f(aj)|ρ(aj)
2  ‖f‖H1
(car
∑∞
j=0 ρ(aj)
2δaj est de Carleson), on obtient que I1+I2  ‖f‖H1 . ✷
Lemme 4.3. A tout N dans N, on peut associer RN dans ]0, 1[ tel
que :
a)
⋃N
j=1 Tj(2rj) ⊂ RNB
2,
b) ∀R ∈]RN , 1],∀j ∈ {1, ..., N}, on ait : |φj(R
−1w)| < 2|φj(w)| pour tout
w ∈ Ωj := {
rj√
2
< |φj | < rj}.
Preuve. FixonsN dans N. SoitR′N ∈]0, 1[ tel que le compact
⋃N
k=1 Tk(2rk)
soit dans R′NB
2 et fixons j ∈ {1, ..., N}. La fonction
γj(R,w) := 2
ρ(aj)ρ(w)
|1 − aj.w|2
−
ρ(aj)ρ(
w
R )
|1− aj.
w
R |
2
est uniforme´ment continue sur le compact [R′N , 2] × Ωj. Soit ǫN := inf
{
r2k
4 , k = 1, ..., N}, (rk est en notations). Il existe R
′′
j ∈]R
′
N , 1[ tel que :
(R ∈]R′′j , 1])⇒ ( γj(R,w) < γj(1, w) + ǫN ,∀w ∈ Ωj ).
Par ailleurs,
γj(1, w) = 1− |φj(w)|
2,∀w ∈ B2, (propriete´ des φa, a ∈ B
2),
< 1−
r2j
4
,∀w ∈ Ωj,
< 1− ǫN ,∀w ∈ Ωj.
Il en re´sulte que
(R ∈]R′′j , 1]) ⇒ (γj(R,w) < 1,∀w ∈ Ωj),
⇒ (|φj(R
−1w)| < 2|φj(w)|,∀w ∈ Ωj).
RN = sup1≤j≤N R′′j ve´rifie le point b) du Lemme.
Construction de la fonction f(N,R) voulue dans la Proposition 4.1
On suppose les hypothe`ses de la Proposition 4.1 et on fixe : N dans N,
RN du Lemme 4.3, R dans ]RN , 1[ et 0 ≤ χ ≤ 1 une fonction de classe C
∞
sur R telle que : χ(x) =
{
1 si |x| < 1/2
0 si |x| > 1.
La fonction
F(N,R)(z) :=
N∑
j=1
λjr
−2
j χ(|φj(Rz)|
2)
est lisse au voisinage de B2 et ve´rifie
F(N,R)(R
−1aj) = λj , 1 ≤ j ≤ N.
Pour z ∈ R−1Tj on a :
φj(Rz) = Aj(Rz)BR(z),
ou` Aj est l’inverse de Mj ; il en re´sulte que :
∂ < φj(Rz), φj(Rz) > = < BR(z), tAj(Rz)
t(∂zφj,R)(z) >,
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ou` tA est l’adjointe de A. Un calcul direct donne (pour tout z ∈ B2) :
∂zF(N,R)(z) = B1,R(z)ω
1
(N,R)(z) +B2,R(z)ω
2
(N,R)(z)
avec
{
(B1, B2) := B
Bj,R(z) := Bj(Rz)
et pour k ∈ {1, 2},
ωk(N,R)(z) := R
N∑
j=1
λjr
−2
j χ
′
(r−2j |φj(Rz)|
2)Ckj (Rz);(31)
Ckj (w) e´tant la compposante de rang k du vecteur
tAj(w)t∂zφj(w). Les
(0,1)-formes ωk(N,R) sont de classe C
∞ au voisinage de B2 et on a :
∂z(ω
1
(N,R)(z)) = −B2,R(z)ω
3
(N,R)(z)(32)
∂z(ω
2
(N,R)(z)) = B1,R(z)ω
3
(N,R)(z)(33)
ou` ω3(N,R) = R
2
N∑
j=1
λjr
−4
j χ
′′
(r−2j |φj(Rz)|
2)×(34)
detAj(Rz)Jcφj(Rz)dz1 ∧ dz2
(Jc est le jacobien complexe).
Le support strict de la de´rive´e χ(l)(r−2j |φj(Rz)|
2) d’ordre l ≥ 1 est dans
R−1Ωj, qui est a` son tour inclu dans Tj(2rj) et les Tk(2rk) sont deux a` deux
disjoints. Ainsi si l’on pose
λ(z) :=
∞∑
j=1
λjεTj(2rj)(z), z ∈ B
2,(35)
les formes dans (31) et (34) s’e´crivent :
ωk(N,R) = λ(z)[m
1,k
(N,R)(z)dz1 +m
2,k
(N,R)(z)dz2], k ∈ {1, 2}(36)
ω3(N,R) = λ(z)m
3
(N,R)(z)dz1 ∧ dz2 .(37)
Pour majorer ces formes uniforme´ment par rapport a` N et R, on utilise les
ine´galite´s suivantes dont les constantes ne de´pendent ni de j ∈ {1, ..., N} ni
de R ∈]RN , 1] ni de z ∈ R
−1Ωj :
∗ ρ(z) ≤ ρ(Rz)  ρ(aj)
∗ |Jcφj(Rz)|  ρ(aj)
−3/2
∗ |(∂zφj)(Rz)|  ρ(aj)
−1, (car φj ∈ (H∞)2)
∗ |Aj(Rz)|  1
∗ |χ(l)(r−2j |φj(Rz)|
2)|  εR−1Ωj(z)  εTj(2rj)(z)
∗ rk  ρ(ak)
4, ∀k ∈ N
∗ ρ(z) ≈ ρ(ak), ∀z ∈ Tk(1/2), ∀k ∈ N.
Ceci permet de voir que les fonctions ml,k de (36) ve´rifient pour chaque z
de B2 :
max[ ρ(z)−1/2|ml,k(N,R)(z)|, ρ(z)
1/2|m3(N,R)(z)| ]  m(z), l, k ∈ {1, 2},(38)
ou` m(z) :=
∞∑
j=1
r−4j ρ(aj)
−1εTj(2rj )(z), z ∈ B
2.(39)
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Par ailleurs, si {λj}
∞
j=1 ∈ ℓ
p
2/p (resp.ℓ
∞), on a :
‖λ‖pLp(mdν2) =
∞∑
j=1
|λj |
pr−4j ρ(aj)
−1ν2(Tj(2rj))

∞∑
j=1
|λj |
pρ(aj)
2, (car ν2(Tj(2rj))  r
4
jρ(aj)
3)
< ∞
et graˆce au Lemme 4.1, λ(z)m(z)dν2(z) est dansW
1−1/p(B2) (resp. W 1(B2)).
Ceci avec (36), (37) et (38) se re´sume comme suit :
Lemme 4.4. Lorsque {λj}
∞
j=1 ∈ ℓ
p
2/p (resp. ℓ
∞), on a :
(i) λ(z)m(z)dν2(z) est dans W
1−1/p(B2) (resp. W 1(B2)).
(ii) Les (0,1)-formes ωk(N,R) sont dans W
1−1/p
(0,1) (B
2) (resp. W 1(0,1)(B
2)) et
ve´rifient
ρ−1/2|ωk(N,R)|  |λ|m, (k = 1, 2)
(iii) La (0,2)-forme ω3(N,R) est dans W
1−1/p
(0,2) (B
2) (resp. W 1(0,2)(B
2)) et ve´rifie
ρ1/2|ω3(N,R)|  |λ|m.
Nous sommes a` pre´sent en mesure de re´soudre le ∂ et le ∂b dans ces classes
de Carleson pour avoir la fonction f(N,R) annonce´e. E. Amar a utilise´ des
noyaux Kj(z, ζ) (note´s Aj(z, ζ) +Bj(z, ζ) dans [1]) pour re´soudre
∂v = ω, (3∗)
de sorte que lorsque la donne´e ω = l(z)dz1 ∧ dz2 est dans W
α
(0,2)(B
2), la
(0,1)-forme v a` coefficients
vj(z) :=
∫
B2ζ
Kj(z, ζ)l(ζ)dν2(ζ)
est alors dans Wα(0,1)(B
2). En fait, il a e´tablit la propriete´ ( P ) (le´ge´rement
plus forte) suivante, dont jouissent ces noyaux (preuve du The´ore`me 3.9 en
[1]) :
Proposition. Pour Vl(z) :=
1
ρ(z)1/2
∫
B2ζ
[|K1(z, ζ)| + |K2(z, ζ)|]l(ζ)dν2(ζ),
on a: (P ) [ ρ(ζ)1/2l(ζ)dν2(ζ) ∈ W
α(B2) ] ⇒ [ Vl(z)dν2(z) ∈
Wα(B2) ].
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Mise dans (3∗), ω3(N,R) du Lemme 4.4 donne :
∃v(N,R) ∈W
1−1/p
(0,1) (resp.W
1
(0,1)) : ∂v(N,R) = ω
3
(N,R).(40)
Graˆce a` (P ) et le Lemme 4.4, l(ζ) = |λ(ζ)|m(ζ) ve´rifie :
ρ(z)−1/2|v(N,R)(z)|  Vl(z), (z ∈ B2),(41)
Vl(z)dν2(z) ∈ W
(1−1/p) (resp.W 1).
(31) et (34) permettent de voir que les formes
µ1(N,R) := ω
1
(N,R) +B2,R v(N,R)(42)
µ2(N,R) := ω
2
(N,R) −B1,R v(N,R)(43)
sont :
a) ∂-ferme´es graˆce a` (32) et (33),
b) a` coefficients continus sur B2, (v(N,R) l’est graˆce a` la Proposition A de
l’annexe A),
c) dans W
(1−2/p)
(0,1) (resp. W
(1−1/p)
(0,1) ) : on applique le Lemme 4.2 a` v(N,R) ∈
W
(1−1/p)
(0,1) (resp. W
1
(0,1)) et Bj,R ∈ H
p, ainsi que le Lemme 4.4 aux formes
ωk(N,R).
La solution sk(N,R) de Skoda ([4]) de l’e´quation
∂bs
k
(N,R) = µ
k
(N,R)(44)
est continue sur ∂B2 graˆce a` la proposition A de l’annexe A et µk(N,R) est
continue sur B2. On peut alors appliquer la Proposition 2.1 de ([9], p.239)
pour avoir une fonction Sk(N,R) sur B
2 telle que :
(i) Sk(N,R) est continue sur B
2,
(ii) ∂Sk(N,R) = µ
k
(N,R),
(iii) la restriction de Sk(N,R) a` ∂B
2 est sk(N,R).
On pose :
f(N,R) := F(N,R) −B1,RS
1
(N,R) −B2,RS
2
(N,R),(45)
et on montre ce qui suit :
Lemme 4.5. Sous les hypothe`ses de la Proposition 4.1, il existe une
constante C ′ telle que ∀N ∈ N,∀R ∈]RN , 1[, la fonction f(N,R) ve´rifie :
(i) f(N,R)(R
−1aj) = λj, j ∈ {1, ..., N},
(ii) f(N,R) est holomorphe,
(iii) ‖ f(N,R) ‖Hp/3 (resp. Hp/2)≤ C
′.
Preuve du Lemme 4.5. (i) Bk,R(R
−1aj) = Bk(aj) = 0 et F(N,R)(R−1aj)
= λj pour j ∈ {1, ..., N}.
(ii) ∂f(N,R) = ∂F(N,R) −B1,Rµ
1
(N,R) −B2,Rµ
2
(N,R) = 0.
(iii) Pour k ∈ {1, 2}, C
′
k de´signera toute constante ne de´pendant ni de N ∈ N
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ni de R ∈]RN , 1[. La fonction f(N,R) est continue sur B2 et sa restriction a`
∂B2 s’e´crit :
f∗(N,R) = −B
∗
1,R s
1
(N,R) −B
∗
2,R s
2
(N,R).(46)
Puisque Bk ∈ H
p et ‖B∗k,R‖Lp(σ2) ≤ ‖B
∗
k‖Lp(σ2), il suffit d’avoir :
‖sk(N,R)‖Lp/2(dσ2)(resp. Lp(dσ2) ≤ C
′
k,(47)
pour avoir (iii). Dans (44), sk(N,R) s’e´crit moyennant les noyaux de Skoda
([4], p.20) :
sk(N,R)(z) =
∫
B2ζ
K(z, ζ) ∧ µk(N,R)(ζ) +(48)
∫
B2ζ
L(z, ζ) ∧
µk(N,R)(ζ) ∧ ∂(|ζ|
2)
ρ(ζ)1/2
.
La structure d’espace de nature homoge`ne que porte le bord X = ∂B2 a
permis d’e´crire ([4], Th.6) :
- les noyaux K et L sous la forme K˜t et L˜t que nous notons indiffe´remment
ici par Pt,
- sk(N,R) comme la somme des balaye´es (Annexe B) P
∗
lk
(N,R)
dν2
(z) de mesures
lk(N,R)(ζ)dν2(ζ) qui sont dans W
(1−2/p) (resp. W (1−1/p)), car µk(N,R)(ζ) ∈
W
(1−2/p)
(0,1) (resp. W
(1−1/p)
(0,1) ). Il suffit donc pour avoir (47), d’e´tablir que :
‖P ∗
lk
(N,R)
dν2
‖Lp/2(dσ2)(resp. Lp(dσ2)) ≤ C
′
k(49)
De (48) on obtient que
|lk(N,R)(ζ)|  ρ(ζ)
−1/2|µk(N,R)(ζ)|, (ζ ∈ B
2).(50)
Graˆce a` (41), (42), (43) et le Lemme 4.4, on de´duit de (50), que pour j 6=
k ∈ {1, 2}, la fonction l(ζ) = |λ(ζ)|m(ζ) ve´rifie :
|lk(N,R)(ζ)|  l(ζ) + |Bj,R(ζ)|Vl(ζ),(51)
ldν2 et Vldν2 ∈W
(1−1/p) (resp. W 1).
De meˆme graˆce au Lemme 4.2 et au fait que Bj,R ∈ H
p on a :
|Bj,R|Vldν2 ∈W
(1−2/p) (resp. W 1−1/p).
Maintenant les noyaux Pt de Skoda et P
0
t de Hardy-Littlwood ve´rifient les
conditions (H1) et (H ′1) de l’annexe B. Le point (i) de la Proposition B
(de cette Annexe) s’applique aux deux mesures lk(N,R)dν2 et (l+ |Bj,R|Vl)dν2
pour donner graˆce a` (51) :
‖P ∗
lk
(N,R)
dν2
‖Lp/2(dσ2) ≤ ‖P
0∗
ldν2‖Lp/2(dσ2) + ‖P
0∗
|Bj,R|Vldν2‖Lp/2(dσ2),(52)
(resp. partout Lp au lieu de Lp/2).
Graˆce au Lemme 4.1 on a aussi :
{
Vldν2 = hdw1 ou` w1 ∈W
1 et h ∈ Lp(d|w1|) (resp. L
∞(d|w1|))
‖Bj,R‖Lp(d|w1|)  ‖Bj,R‖Hp .
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Ceci avec la Proposition B de l’Annexe B permet d’e´crire:
‖P 0∗|Bj,R|Vldν2‖Lp/2(dσ2) (resp. Lp(dσ2)) ≤ ‖P
0∗
|Bj,R| |h|d|w1|‖Lp/2(dσ2) (resp. Lp(dσ2))
 ‖Bj,R h‖Lp/2(d|w1|) (resp. Lp(d|w1|)
 ‖Bj,R‖Lp/2(d|w1|) ×
‖h‖Lp(d|w1|) (resp. L∞(d|w1|)
 ‖Bj,R‖Hp‖h‖Lp(d|w1|) (resp. L∞(d|w1|)
 ‖Bj‖Hp‖h‖Lp(d|w1|) (resp. L∞(d|w1|)
Graˆce a` (52), la constante :
C ′k := ‖P
0∗
ldν2
‖Lp/2(dσ2) + ‖Bj‖Hp‖h‖Lp(d|w1|) (resp. L∞(d|w1|)), (k 6= j ∈
{1, 2}),
ve´rifie (49), ce qui ache`ve la preuve du Lemme 4.5. et e´tablit la Proposition
4.1.
Annexe A
Proposition A. (i) En (40), la (0,1)-forme vN,R re´solvant ∂vN,R = ω
3
N,R
est a` coefficients continus sur B2.
(ii) En (44), la solution skN,R de ∂bs
k
N,R = µ
k
N,R est continue sur ∂B
2.
Preuve. (i) Le support L de ω := ω3N,R est compact dans B
2. Les
coefficients de la solution v := vN,R qui est en page 12 de [1], s’e´crivent :
vj(z) =
∫ 2π
0
(
∫
B3ζ
Kj(z, rze
iθ, ζ) ∧ ω(ζ
′
))
dθ
2π
,(53)
avec


ζ = (ζ
′
, ζ3), ζ
′
∈ B2
z ∈ B2, rz := (1− |z|
2)
1
2
j ∈ {1, 2}.
Le de´nominateur D(z, rze
iθ, ζ) commun aux noyaux Kj(z, rze
iθ, ζ) est de
module
|D(z, rze
iθ, ζ)| = |1− z.ζ ′ − rze
iθζ3|
5.(54)
On met le compact L dans {ζ
′
∈ B2 : |ζ
′
| < δ}, avec 0 < δ < 1 pour avoir :
|D(z, rze
iθ, ζ
′
, ζ3)| ≥ (1− (1− |z|
2)
1
2 − δ|z|)5,
pour tous
{
z ∈ B2 (ζ
′
, ζ3) ∈ B
3 avec ζ
′
∈ L
θ ∈ [0, 2π].
La fonction ϕδ(t) := 1 − (1 − t
2)
1
2 − δt demeure > 0 sur ] δ
1+δ2
, 1], il existe
donc mδ < 1 et εδ > 0 tels que :
|D(z, rze
iθ, ζ
′
, ζ3)| ≥ εδ(55)
pour tous


z ∈ C(mδ ,1) := {z ∈ C
2 : mδ ≤ |z| ≤ 1},
ζ = (ζ
′
, ζ3) ∈ B
3, avec ζ
′
∈ L,
θ ∈ [0, 2π].
Ainsi dans (53), chaque coefficient fj(z, θ, ζ) de Kj(z, rze
iθ, ζ)∧ω(ζ
′
) est une
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fonction continue sur C(mδ,1) × [0, 2π] × p
−1
2 (L) ou` p2 : B
3 ∋ (ζ1, ζ2, ζ3) −→
ζ
′
= (ζ1, ζ2) ∈ C
2. En outre, il existe Cδ > 0 tel que :
|fj(z, θ, ζ)| < Cδ sur C(mδ ,1) × [0, 2π] × p
−1
2 (L).
Par conse´quent, vue comme inte`grale de´pendant du parame`tre z, la restric-
tion de la fonction vj(z) de (53) a` C(mδ ,1) est continue : on fait tendre |z|
vers 1 et on applique le the´ore`me de la convergence domine´e. Le point (i)
de la Proposition A en re´sulte puisque v est de´ja` continue dans B2 comme
e´le´ment de W(0,1)(B
2).
On de´montre le point (ii) en utilisant Le The´ore`me 2.2 de [2] : µkN,R est
une (0,1)-forme ∂-ferme´e a` coefficients dans L∞(dν2) et B2 est un convexe
de type 2 de C2; skN,R est donc de Lipschitz sur ∂B
2. ✷
Annexe B
On se re´fe`re aux six premie`res pages de [4] pour rappeler ce qui suit : (X, δ, σ)
est un espace de nature homoge`ne. P 0t est le noyau de Hardy-Littlwood sur
X. Pt est un noyau sur X et M la fonction maximale associe´e . Elle associe
a` g ∈ Lq(σ), la fonction
Mg(x) := sup{(t,y):δ(x,y)<t}|Ptg(y)|
ou` Ptg(y) :=
∫
X
Pt(y, z)g(z)dσ(z).
On suppose que Pt ve´rifie les deux conditions :
(H1) : ∀q ∈]1,∞[,∃Cq > 0 : ‖Mf‖q ≤ Cq‖f‖q,∀f ∈ L
q(σ),
(H ′1) : sup(t,x)∈R+×X
∫
X
|Pt(x, y)|dσ(y) < +∞.
Si w(t, x) est une mesure de Borel borne´e sur R+×X de variation totale
|w|, sa balaye´e par Pt est la fonction
P ∗w(y) :=
∫
R+×X
Pt(x, y)dw(t, x)
et w ∈Wα signifie que P ∗|w| ∈ L
1
1−α (dσ), lorsque α ∈]0, 1[.
Lemme B. Supposons que Pt ve´rifie (H1) et (H
′1). Soient α ∈]0, 1[
et p = 11−α . Il existe alors Cp > 0 : ‖P
∗
w‖Lp(σ) ≤ Cp‖P
0∗
|w|‖Lp(σ), w ∈W
α.
Preuve. On note ‖ ‖p := ‖ ‖Lp(σ) et q =
1
α le conjugue´ de p. Soit
f dans Lq(σ). Puisque P 0∗|w| ∈ L
p(σ), on a d’une part :
A :=
∫
X
P 0∗|w|(y)|f(y)|dσ(y)
≤ ‖P 0∗|w|‖p ‖f‖q ,
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d’autre part, la de´finition de la balaye´e et le the´ore`me de Fubini donnent :
A ≥
∫
R+×X
|
∫
X
P 0t (x, y)f(y)dσ(y) | d|w|(t, x).
Ainsi nous avons :∫
R+×X
|P 0t f(x)|d|w|(t, x) ≤ ‖P
0∗
|w|‖p ‖f‖q .(56)
Puisque Pt ve´rifie (H1), on remplace f par Mf dans (56) pour avoir :∫
R+×X
|P 0t Mf(x)|d|w|(t, x) ≤ Cq‖P
0∗
|w|‖p ‖f‖q .(57)
Comme |Ptf | ≤ |P
0
t Mf | ([4], p.6), l’expression explicite de la balaye´e
([4], p.5) et le the´ore`me de Fubini permettent d’en de´duire le Lemme B
puisqu’alors :
|
∫
X
P ∗w(y)f(y)dσ(y) | ≤ Cq‖P
0∗
|w|‖p ‖f‖q, f ∈ L
q(σ).
Proposition B. Soient w1 ∈W
1 une mesure positive et 1 < p < +∞ .
(i) Si Pt ve´rifie (H1) et (H
′1) et si g et h sont dans Lp(dσ) avec |g| ≤ |h|,
alors ‖P ∗gdw1‖Lp(dσ) ≤ Cp‖P
0∗
|h|dw1‖Lp(dσ) .
(ii) L’ope´rateur O : Lp(dw1) −→ L
p(dσ) de´fini par O(h) = P 0∗hdw1 est borne´,
c-a-d
∃ C > 0 : ‖P 0∗hdw1‖Lp(dσ) ≤ C‖h‖Lp(dw1), h ∈ L
p(dw1).
(O est bien de´fini puisque h ∈ Lp(dw1)⇐⇒ hdw1 ∈W
1− 1
p ([3], p.156).
Preuve. Le Lemme B donne (i) puisqu’on a P 0∗|g|dw1 ≤ P
0∗
|h|dw1 . Pour
avoir (ii), on conside`re g dans le dual Lq(dσ). On a alors:
|
∫
X
P 0∗hdw1(y)g(y)dσ(y) | = |
∫
X
[
∫
R+×X
P 0t (x, y)h(t, x)dw1(t, x) ]×
g(y)dσ(y)|
≤ [
∫
R+×X
|P 0t g(x)|
qdw1(t, x) ]
1
q ×
[
∫
R+×X
|h(t, x)|pdw1(t, x) ]
1
p .
Graˆce a` une estimation dans ([2], p.8), la premie`re des deux dernie`res
inte`grales est majore´e par C‖g‖Lq(dσ) ou` C ne de´pend pas de g. ✷
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