We have simulated a set of independent connections limited by leaky bucket shapers and fed into a bu ered multiplexer. This scenario is typical of an ATM switch or in a looser sense of an RSVP capable router. We found periodic tra c patterns which result in much worse loss rates than the on-o or tristate patterns found in literature to date. We give an intuitive justi cation for what we believe is the worst case and back this with an extensive set of simulations. Our results are important for Connection Acceptance Control when connections are known to be statistically independent. They clearly invalidate the widespread belief that on-o patterns are the worst case tra c of independent leaky bucket constrained sources.
INTRODUCTION
The leaky bucket tra c descriptor has been chosen as the tra c descriptor for ATM networks and in a looser sense in the integrated services Internet. The advantage of the leaky bucket is that it makes it easy to verify whether a source conforms to its tra c descriptor. However, it is very di cult, given the leaky bucket parameters, to estimate the exact amount of resources that a set of connections will require. This information is needed at connection setup time to know whether a new connection can be accepted or not. This is the problem of Connection Acceptance Control (CAC).
A recent overview of existing CAC schemes is given in (Perros and Elsayed 1996) . The goal of a good CAC scheme is to accept as many connections The Myth of the On-O Source as are possible without disrupting the contracted Quality of Service (QoS) of accepted connections. Most CAC schemes make some assumptions about tra c, in order to be able to estimate the resources required by a connection. The most common assumption is that tra c in each connection conforms to a given stochastic process, usually some kind of on-o process.
In this paper we make no assumption about the tra c. Each connection may thus have an arbitrary distribution. The only assumption we make is that in each connection the tra c conforms to the declared leaky bucket parameters. Furthermore we assume that the connections are independent of each other, in other words that there is no correlation between them. Typically, connections can be assumed independent when they are unrelated (eg. originating and terminating at di erent hosts) and when the network does not introduce arti cial correlation.
Under these assumptions we try to nd the maximum loss rate which can occur in a multiplexer given the leaky bucket parameters of all connections. In particular we try to nd the worst kind of input tra c (referred to as the worst case) which leads to the maximum loss rate.
Existing work
It is a common belief that on-o sources are the worst case of independent, leaky bucket constrained sources, as in (Kositpaiboon and Phung 1990) , (Rathgeb 1991) , (Kvols and Blaabjerg 1992) , (Worster 1994) , (Johri 1995) , (Elwalid, Mitra and Wentworth 1995) and (Presti, Zhang, Kurose and Towsley 1997) . This is due to the fact that on-o patterns have the highest variance of all possible patterns and because of the assumption that a higher variance always leads to a higher loss rate. However, (Doshi 1994) and (Yamanaka, Sato and Sato 1992) have shown counter examples where a pattern called tri-state pattern results in more loss. In (Worster 1994 ) the author points to some possible aws in (Yamanaka et al. 1992 ) and tries to re-establish that on-o patterns are the worst case.
For the case of correlated, leaky bucket constrained sources exact solutions for delay and queue-length bounds have been found. First results can be found in (Cruz 1991) , with an extended and more elegant form in (Le Boudec 1996) . An example of worst case patterns for correlated tra c based on these results can be found in (Lee 1994 ). The multiplexer has a FIFO bu er of size X and outputs its tra c on a link with capacity 1 P N i=1 m i . For reasons of stability must be smaller than 1.
We consider the homogeneous case where all connections have the same leaky bucket parameter. We apply a deterministic periodic pattern to all inputs of the multiplexer and measure its average loss rate. The loss rate is de ned as the amount of data lost due to bu er over ow, divided by the amount of data o ered to the multiplexer. Since the same pattern is applied to all inputs, the only di erence between the tra c in the connections is the phase of the patterns. The connections are assumed to be independent and thus the phases have a uniform random distribution.
For this experiment we have chosen following conditions: N = 20, p = 5, m = 1, b = 20, and = 0:99. Tra c is assumed to be uid and the discrete size of packets is not taken into account. The e ect of packetization can be made arbitrarily small by using adequate units for the di erent parameters.
Tra c Patterns
The tra c patterns used in our simulations are derived from the on-o pattern. An on-o pattern consists of a burst at peak rate with size b, followed by a silence of duration b=m after which a new burst can be sent. We derive new patterns from the on-o pattern and express their di erence by a form factor, f or g. We report the results for the following patterns:
The maximum allowed burst followed by the shortest period of silence allowing a new burst. The shift pattern takes a tri state pattern and shifts the burst to a point between the beginning and the end of the plateau. g denotes the time between the beginning of the pattern and the beginning of the burst in proportion to the length of the plateau. We thus have 0 g 1 and shift(f; 0) = tri state(f).
Sym is a symmetrical pattern which corresponds to an on-o pattern with two identical plateaus inserted before and after the burst. f denotes the length of the pattern in units of the the length of the on-o pattern. We have sym(1) = on o and sym(f) = shift(f; 1 2 )
Simulation Results
We now describe the results obtained from the simulations. All plotted results have a 95% con dence interval smaller than 5% of their value. Figure 2 shows the loss rate in the multiplexer as a function of its bu er size. We x a reference point at bu er size 180. At this point we see that the average loss with on o patterns is about 2.2x10 ?5 . Figure 3 shows the loss rate at the reference point for tri state patterns as a function of the form factor f. As hinted in the literature we nd that the loss rate can be higher than for on-o patterns. Note that tri state(1) is equal to on o , thus for f = 1 the loss rate of tri state is the same as for on o . We see that for small f the loss rate initially increases. It reaches a maximum of 1.05x10 ?4 at f = 1:4. tri state patterns can thus be worse that on o ones, in the particular case by almost a factor of ten.
Based on the worst tri state pattern mentioned above we next investigate the e ect of shifting the burst. Figure 4 shows the loss rate as a function of the form factor of shift(1:4; g). We see that the curve is symmetrical and that the loss rate is maximal when the burst is in the centre of a plateau at mean rate. This nding motivates the next simulations using the sym pattern. Figure 3 shows the loss rate for sym(f) as a function of the form factor f. Again sym(1) = on o and the loss rate at f = 1 is the same as for on o . For f = 3:5 the loss rate reaches 1.05x10 ?3 , yet another factor of ten above the maximum loss rate of the tri state pattern. Also, we see that after the maximum the loss rate does not decrease as rapidly as it does for the tri state pattern. We will explain this e ect in the next section. Figure 2 also shows the loss rate as a function of the bu er size for tri state(1:4) and sym(3:5). We can see that for bu er sizes greater that 100 tri state(1:4) and sym(3:5) are worse than the on o pattern. Note that the f which maximises the loss rate depends on the bu er size, thus sym(3:5) is only the worst case for a bu er of size 180. Let us rst introduce the notion of a full rate multiplexer. We speak of a full rate multiplexer when the sum of the mean rates of its inputs is equal to its output rate ( = 1). Furthermore we de ne the set of full burst sources as the set of periodic sources which have plateaus at the mean rate m, one burst of size b at a rate between m and p and one period of 'rest' where they send at a rate smaller than m until the burst is compensated for. Note that all the patterns investigated belong to full burst sources and that full burst sources have a mean rate of m. Consider a full rate multiplexer fed by N independent periodical full burst sources. The set of sources can be seen as N sources sending continuously at their mean rate plus N sources sending positive and negative bursts of size b. A single positive burst will occupy b amount of bu er space in the multiplexer. Since in absence of bursts the output rate of the multiplexer is equal its input rate, the bu er occupied by that single burst will only be released when a negative burst occurs. Full burst patterns all have alternating positive and negative bursts of the same size. Now de ne the centre of the bursts as the point in time where half of the burst has been transmitted. Call the interval between the centre of a positive burst and the centre of the following negative burst 1 . Call the interval between the centre of the negative burst and the centre of the next positive burst 0 . Consider the case where n positive bursts need to add up to over ow the bu er. Their centres need to be within a period smaller than 1 to avoid the last positive burst being cancelled by the negative burst following the rst positive burst. The centre of the bursts also need to occur in an interval smaller than 0 . If not, the preceding negative burst of Discussion 7 the last positive burst falls into the interval. Thus for the bu er to be occupied by at least n bursts, n or more bursts must occur within min( 1 ; 0 ).
The above does not consider the cases where positive and negative bursts partially overlap. To study this e ect let us introduce one last pattern, delta(f).
Instead of having positive and negative bursts at peak rate and zero, delta(f) has bursts of b (t) and ?b (t) where b is the burst size and (t) is Dirac's impulse function. f is the length of the pattern measured in the length of the original ono pattern and both burst are distant of f 2 from each other.
For the delta pattern, the loss per period only depends on the bu er size X and not on the period f. Indeed changing f has no e ect on the shape of the pattern itself and thus on the probability of bu er over ow. We have
E loss per period] = l(X)
On the other hand, the loss rate is inversely proportional to the period since the same loss occurs for every period. We thus have: The only di erence between the delta pattern and the sym pattern is that 8
The Myth of the On-O Source the bursts of the delta pattern cannot overlap because they have zero duration. Thus we can attribute di erences in loss rate between the delta and sym patterns to the overlap of positive and negative burst in the connections with sym patterns. Indeed, consider two sets of delta and sym patterns with identical distribution of phases. If in the set of sym patterns there is no overlap of any positive and negative burst, then the sym patterns will produce exactly the same amount of loss. However, if a positive burst overlaps with a negative one, then the bursts will reduce each others e ect. If that positive burst participates in the loss produced by the set of sym patterns, then the loss will be reduced. To verify the above statements we have simulated the case of the full rate multiplexer with delta, sym and tri state sources. The results are in gure 5. Note the linearity of the loss rate of delta(f) which con rms its inverse proportionality to f. As expected the loss rate of sym(f) converges asymptotically towards delta(f) as f increases and the relative duration of the bursts decreases.
We now come back to our general non-full-rate multiplexer to explain a nal e ect of f on the loss rate. In a non-full-rate multiplexer the output rate is larger than the mean input rate. If all inputs send at mean rate and one burst is received, this burst will occupy bu er space only for a limited time.
The bu er will be cleared at a rate equal to the di erence between the output rate and the mean input rate. This adds another constraint on the series of bursts adding up to over ow the bu er. The longer the period during which the bursts accumulate, the more will their e ect be attenuated by the extra output rate of the multiplexer. Thus increasing the period of a pattern { even when its shape is not modi ed, as for delta { reduces its loss per period in a non-full-rate multiplexer.
Summary
We have explained the following e ects:
1. For full burst patterns, bursts can only accumulate if they happen in intervals shorter than min( 1 ; 0 ). 2. Patterns with shorter burst lengths compared to their period have a smaller probability of overlapping burst and can thus generate more loss per period. 3. For the same loss per period, the loss rate is inversely proportional to the period of the pattern. 4. An output rate larger than the sum of the mean input rates reduces the loss rate of patterns with long periods more than the ones with short periods.
E ect 1. is the reason why in all our simulations sym patterns generate more loss than tri state patterns with the same f. Indeed min( 1 ; 0 ) = 0 = 1=2 Conclusion 9 for the tri state patterns, whereas it is equal to f=2 for sym. In other words, tri state patterns produce less loss because there is always a negative burst immediatelypreceding positive bursts, thus preventing longer series of positive bursts to add up. E ect 4. explains the di erence in simulations of the original multiplexer and the full rate multiplexer. Both loss rates of tri state and sym decrease faster with f in the original multiplexer as in the full rate multiplexer. Finally, the opposite e ects of 2. versus 3. and 4. are the reason why there is a maximum loss rate for some f = f max .
sym(f max ) is the worst case pattern of the class of full burst patterns since it maximises min( 1 ; 0 ) by having 1 = 0 = f 2 , minimises the probability of overlapping bursts by having the shortest allowed bursts (at peak rate and 0) and balances e ects 2. against 3. and 4. by having f = f max Note that on o is a special case of sym and that it can be the worst case when f max = 1. This could for example be the case in a very under-loaded multiplexer (exacerbating e ect 4.) or when the burst size is small compared to peak and mean rate (reducing e ect 2.)
CONCLUSION
We have shown in simulations, that sym patterns can generate signi cantly more loss than on o or tri state patterns. We have shown four di erent e ects which explain the results of the simulations. Due to these e ects the sym pattern is shown to be the worst case within the class of full burst patterns, which includes on o patterns.
Our simulations de nitively invalidate the belief that on-o sources are the worst case for independent leaky-bucket constrained sources. This has an important consequence on existing CAC schemes. Indeed, any CAC scheme which is based on the assumption that sources behave like a given on-o process may grossly underestimate losses if the sources chose to behave like the worst case we have identi ed.
The sym pattern we propose is not as easy to use as the on-o pattern since it has an additional parameter, the form factor f and we do not yet have an analytical way of nding f max which will maximise the loss.
Further interesting questions are whether there exist worst case patterns outside the set full burst patterns and what the worst case pattern is in the heterogeneous case, where connections have di erent leaky bucket parameters.
