Audiovisual speech perception has been considered to operate independent of sound location, since the McGurk effect (altered auditory speech perception caused by conflicting visual speech) has been shown to be unaffected by whether speech sounds are presented in the same or different location as a talking face. Here we show that sound location effects arise with manipulation of spatial attention. Sounds were presented from loudspeakers in five locations: the centre (location of the talking face) and 45 • /90 • to the left/right. Auditory spatial attention was focused on a location by presenting the majority (90%) of sounds from this location. In Experiment 1, the majority of sounds emanated from the centre, and the McGurk effect was enhanced there. In Experiment 2, the major location was 90 • to the left, causing the McGurk effect to be stronger on the left and centre than on the right. Under control conditions, when sounds were presented with equal probability from all locations, the McGurk effect tended to be stronger for sounds emanating from the centre, but this tendency was not reliable. Additionally, reaction times were the shortest for a congruent audiovisual stimulus, and this was the case independent of location. Our main finding is that sound location can modulate audiovisual speech perception, and that spatial attention plays a role in this modulation.
Introduction
Multisensory interactions are generally stronger when sensory inputs arise from a similar location in space. The best-known example of this is the neurophysiological finding that multisensory neurons in the superior colliculus respond to simultaneous sensory inputs from different senses (e.g., audition and vision) when these inputs arise from a similar region in space (Stein et al., 1995) . At the behavioural level, many audiovisual interactions are weaker when stimuli arise from different locations, as is the case with the enhancement of visual detection by sound (e.g., Frassinetti et al., 2002; McDonald et al., 2000) . On the other hand, the view that spatial correspondence is essential for audiovisual interactions to occur has recently been questioned (e.g., Soto-Faraco et al., 2005; Vroomen and Keetels, 2006) .
Speech is audiovisual by nature: when one speaks, articulation produces both speech sounds and articulatory gestures that can be seen on the speaker's face. The effect of the relative location of auditory and visual speech has been addressed in several previous studies which used similar methodology and reported similar results. In these studies, spatial influences on audiovisual speech perception were addressed by utilizing the McGurk effect, where clearly audible auditory speech is presented together with incongruent visual speech, which results in a categorical change in the auditory speech percept (McGurk and MacDonald, 1976) . The classic example is that when an auditory /b/ is presented with a visual /g/, /d/ is typically heard. The McGurk effect reflects the strength of the multisensory interaction: the fewer the auditory responses, the stronger the visual influence and thus the stronger the intersensory integration. In previous studies, auditory speech has been presented from various locations via loudspeakers either directly in front of the participants, or to their left or right, at various horizontal (azimuth) angles, whereas visual speech was presented directly in front. All previous studies have shown similar results: the McGurk effect is generally independent of sound location, meaning that perception of audiovisual speech is not affected by whether the voice is presented from the same location as the face. Bertelson et al. (1994) presented an auditory stimulus continuum ranging from /ama/ to /ana/ from seven loudspeakers evenly spaced between 38 • left and right, together with a face uttering /ana/ or /ama/ that was situated in front of the participant. They concluded that the strength of the McGurk effect was independent of spatial separation between auditory and visual sources, since visual influence on the identification responses did not systematically depend on sound location, even though there were some, seemingly spurious, location effects. Concurrently with the speech recognition task, they also measured the ventriloquism effect, in which a perceived sound location is shifted towards a synchronous and simultaneous visual stimulus (e.g., Radeau and Bertelson, 1974) . Consistent with a large number of previous studies using non-speech stimuli, they found a ventriloquism effect that caused auditory speech to be localized towards the talking face. Fisher and Pylyshyn (1994) described very similar experiments and findings. In a similar set-up, but with a maximal sound angle of 80 • , Colin et al. (2001) also confirmed the above results. Jones and Munhall (1997) measured the strength of the classic McGurk effect for up to 90 • sound angles, without the ventriloquist task, and showed very consistently that the proportion of auditory-based responses was independent of loudspeaker location. Most recently, Jones and Jarick (2006) extended the range of locations to those behind the participant, and replicated the finding that the McGurk effect was independent of sound location up to 90 • . Surprisingly, the effect was stronger for loudspeaker positions behind the participant (135-180 • ). A possible explanation for this finding is that the pinnae decrease the effective intensity of sounds presented from behind. Since the effect of visual speech on auditory perception is stronger when the signal-to-noise ratio is poorer (Sumby and Pollack, 1954) , the McGurk effect may have been enhanced because sounds emanating from the back are simply attenuated more. Nevertheless, the general pattern of results suggests that even an extensive spatial discrepancy (up to 90 • ) between auditory and visual stimuli does not influence the strength of the McGurk effect, and hence the strength of the audiovisual interaction.
In the current study, we tested whether audiovisual speech perception really is always independent of sound location, as previous research suggests. Our hypothesis was that spatial attention plays a role in audiovisual interaction to the effect that if attention is focused on a particular location, the interaction is stronger there than in other locations. Several psychophysical and neurophysiological studies have shown that auditory and visual spatial attention are linked, so that when attention in one modality is focused on a location, attention in the other modality is drawn towards that location too (e.g., Busse et al., 2005; Driver and Spence, 1998; Eimer, 1999; Fagioli et al., 2006; Green et al., 2005; Santangelo et al., 2006; Schaefer et al., 2006; Senkowski et al., 2005; Spence and Driver, 2004) . It has even been suggested that the spatial attention system might be supramodal (e.g., Farah et al., 1989) . Therefore, it can be expected that focusing attention on a location would enhance the processing of audiovisual information in that location.
In previous studies we have shown that attention can influence audiovisual speech perception. In a study that is closely related to the present one, we manipulated visual spatial attention by presenting two faces side by side and instructing participants to endogenously attend to one of the faces while fixating centrally (Andersen et al., 2009) . When this visual stimulus was combined with incongruent auditory speech, the resulting speech percept was strongly affected by the face that was attended to. Specifically, when participants were presented with an auditory /apa/ and a visual /aka/ and /ata/ side by side, they heard predominantly /aka/ when attending to the /aka/ face, and mostly /ata/ when attending to the /ata/ face. The face that was attended to thus largely determined the auditory speech percept, even when the auditory and visual stimulation was the same and only the direction of visual spatial attention changed. Tiippana et al. (2004) were the first to show an effect of visual attention on audiovisual speech perception where the McGurk effect weakened considerably. This took place when participants attended to a leaf floating across a talking face compared with the situation where they attended to the face. In a different manipulation, we (Tuomainen et al., 2005) presented evidence that participants' anticipation of the speech-like nature of sine-wave speech (SWS; Remez et al., 1981) has a strong effect on audiovisual perception. We showed that visual speech only influ-ences SWS categorization when SWS is interpreted as speech. We interpreted this speech-specific mode of perception in the context of attention by suggesting that it consists of an attentional focus on acoustic features relevant for phonetic classification that then find counterparts in visual speech, which, in turn, allows for an audiovisual interaction to occur.
Following another line of research, Soto-Faraco et al. (2004) first reported that selective auditory attention does not influence the integration of audiovisual speech in a speeded classification task. However, in a subsequent study, they demonstrated a considerable weakening of the McGurk effect when visual or auditory attention was loaded by a demanding object-recognition task performed concurrently with a speech identification task (Alsius et al., 2005) . They suggested that the attentional effects in audiovisual speech perception emerge when there are sufficiently heavy demands on processing resources; meanwhile, under low demand conditions (as was the case in their earlier study), audiovisual integration may appear to be preattentive.
Several neurophysiological studies have reported the effects of attention on audiovisual interactions that do now concern speech (e.g., Senkowski et al., 2005; Talsma et al., 2008) . Furthermore, the brain mechanisms involved in audiovisual speech processing, such as those in the superior temporal sulcus, have also been shown to be influenced by attention (Fairhall and Macaluso, 2009; Kawashima et al., 1999; Murase et al., 2008; Senkowski et al., 2008) .
The studies reviewed above have challenged the widely held belief that audiovisual speech perception is immune to cognitive or top-down influences. In this study, we wanted to extend our line of research to the domain of auditory spatial attention, with the hypothesis that focusing auditory attention on a location should enhance audiovisual interactions there. The current study is novel in that we aimed to show that sound location can influence audiovisual speech perception when spatial attention is manipulated, and that we achieved this manipulation by directing auditory spatial attention via implicit sound location cues.
The method of attentional manipulation we adopted is based on the idea that spatial probability biases spatial attention. This idea stems from visual search research. In classical experiments, Posner (e.g., Posner, 1980) has shown that the detection of targets in a visual search is facilitated when they appear in more likely locations. These effects have been thoroughly studied in the context of the classical Posner cueing paradigm, where attention is also cued to a location either by explicit endogenous cues (e.g., a central arrow pointing to the likely target location) or salient exogenous cues (e.g., a peripheral visual stimulus in the likely target location). Studies that have addressed location probability effects specifically (in the absence of any other cues) have either shown that the more likely a target stimulus is to appear in a particular location, the more accurate a visual search becomes (Shaw and Shaw, 1977; Walthew and Gilchrist, 2006) , or that reaction times speed up for more likely locations (Geng and Behrmann, 2002; Posner et al., 1980) . In-deed, some studies have demonstrated both effects (Geng and Behrmann, 2005; Miller, 1988) .
In a series of experiments, Miller (1988) confirmed that location probability can act as an attentional cue in a visual search, resulting in targets being found the fastest and most accurately when they were in the most likely locations. According to him, as participants learn (consciously or unconsciously) about the probability of a target occurring in a location, they concentrate resources on the high-probability location to enhance perceptual processing there. This kind of process can be called an attentional beam or spotlight, which can be directed in space by various cues, including location probability. He also speculated that if multiple locations are favoured by high probability, the attentional beam might broaden. Visual search targets are also detected faster in high-probability locations than in lower-probability locations in the presence of classical endogenous and exogenous cues (Geng and Behrmann, 2005; Shomstein and Yantis, 2004) .
In the auditory domain, Kidd et al. (2005) studied the effect of focused attention on the 'cocktail-party problem' (Cherry, 1953) in a set-up where the participants' task was to report target words from one of three different, spatially separated speech streams. They found that performance improved as the probability of the target occurring in one location increased, and concluded that 'the spatial focus of attention can be a very important factor in complex and uncertain multisource listening environments and may play a crucial role in solving the 'cocktail-party problem".
Using these ideas as our basis, we chose to manipulate auditory spatial attention by presenting most of the auditory stimuli from one location. We predicted that focusing spatial attention on a location would enhance the audiovisual interaction so that the McGurk effect would be stronger there. The task was also made attentionally demanding by making it fast-paced (Rinne et al., 2005; Soto-Faraco et al., 2005; Teder-Sälejärvi and Hillyard, 1998) . Alsius et al. (2005 Alsius et al. ( , 2007 have suggested that attentional resources are required for the integration of audiovisual speech to occur. A similar idea can be derived from the Feature Integration Theory developed for visual perception (Treisman and Gelade, 1980) , which can also be applied to multisensory settings (Treisman, 1986) . In its extension to audiovisual perception, the theory states that focused attention is necessary to effectively bind auditory and visual features into a coherent object. Accordingly, we expected a stronger audiovisual interaction in the location to which spatial attention was drawn by high sound probability.
In two experiments, auditory spatial attention was focused on one location by presenting the majority (90%) of auditory stimuli from one loudspeaker. This highprobability condition was compared with an even-probability condition where auditory stimuli were presented with equal probability from all the loudspeakers. In the latter condition, we expected the McGurk effect to be independent of sound location, as has been found in previous studies. In the former condition, we predicted that when the majority of sounds arose from the centre, where the face was also located, spatial attention would be focused on the centre and consequently the McGurk effect would be stronger there (Experiment 1). We also tested how drawing auditory attention to a different location from that of the face (by presenting the majority of sounds 90 • left) influenced the strength of the McGurk effect (Experiment 2).
Furthermore, we measured reaction times (RTs) for two reasons. First, focusing auditory spatial attention may speed up reactions to sounds from the attended location. However, as we did not have a specific hypothesis regarding how a possible enhancement of the McGurk effect in the attended location would be reflected in RTs -since very little is known about how audiovisual speech processing, and in particular the McGurk effect, is reflected in RTs -our second, and main reason for measuring RTs was to contribute to the body of data in this area. We are aware of only two studies in which RTs to McGurk stimuli were measured: Massaro (1987) and Keane et al. (2010) . Both studies reported longer RTs to incongruent audiovisual consonants (McGurk stimuli) than to congruent (matching) audiovisual consonants. In a similar vein, for vowel stimuli (which do not produce a McGurk effect), RTs are longer to incongruent than to congruent audiovisual vowels, which can be attributed to the obvious phonetic conflict in the incongruent vowels (Klucharev et al., 2003) . In agreement with these findings, RTs to consonants are longer when task-irrelevant visual vowels are incongruent (Green and Gerdeman, 1995) . Additionally, RTs are shorter to congruent audiovisual vowels than to unisensory auditory vowels (Besle et al., 2004; Klucharev et al., 2003; Murase et al., 2008) . Surprisingly, Keane et al. (2010) found no speeding up for congruent audiovisual consonants relative to unisensory auditory ones in their control group, even though it was found in their autistic participants. In general, congruent/redundant information in one modality decreases RTs in another modality relative to unisensory RTs (e.g., Diederich and Colonius, 2004; Gondan et al., 2005; Miller, 1982; Molholm et al., 2004) . We thus predicted that RTs to congruent audiovisual consonants would be shorter than those to McGurk and unisensory auditory stimuli.
Methods

Stimuli
The auditory stimuli were meaningless syllables /mi/ and /ni/ uttered by a female speaker. The visual stimuli were videos of the speaker's face articulating /mi/ or /ni/, or a still image of the face with the mouth closed. There were four stimulus types in the experiments: two unisensory auditory stimuli /mi/ and /ni/ presented with a still face, one congruent audiovisual stimulus where both the voice and the face uttered /mi/, and one incongruent audiovisual McGurk stimulus A/mi/V/ni/, where the voice uttered /mi/ and the face uttered /ni/. The incongruent stimulus produced a McGurk effect of hearing /ni/, as was reported by MacDonald and McGurk (1978) . These kinds of instances, in which participants hear according to the visual utter-ance, are sometimes termed 'visual capture' (Skipper et al., 2007) , and they also occur with other stimulus combinations, for instance an auditory /p/ presented with a visual /t/ is heard as a /t/ (e.g., Alsius et al., 2005; Sekiyama and Tohkura, 1991) . A video rendition of the McGurk stimulus is provided as supplementary online material (see http://media.brill.nl/SP/24/1; but note that the quality of the original stimuli was much better, with no artifacts).
The visual stimuli were displayed on a LCD screen (View Sonic 19 ) placed 150 cm in front of the participant. The height of the stimulus face was 16 cm (10 • ). The duration of the visual speech was 500 ms. The auditory stimuli were presented via five loudspeakers (Genelec 1029A) placed 90 • to the left, 45 • to the left, in the centre (aligned with the stimulus face, just below it), 45 • to the right, and 90 • to the right, all at a distance of 130 cm from the participant. The loudspeakers were at a height of 82 cm from the floor, at the level of the participant's ears. The sound level was set to 59 dB(A) for each loudspeaker. The duration of the auditory speech was 260 ms. For the audiovisual stimuli, the auditory speech started 220 ms after the onset of the visual speech. Thus, the stimulus face (a neutral face with the mouth closed) remained on the screen throughout the experiment, so that for the auditoryonly stimuli there was no change in the visual stimulus, whereas for the audiovisual stimuli the face started to articulate 220 ms before the auditory speech started.
Procedure
The participant was seated facing the screen and the central loudspeaker in a soundattenuated experimental cubicle. They were instructed to keep the head straight ahead and always to look at the face on the screen. The head was stabilized with a neck support. The participant was instructed to respond according to what they heard as quickly and as accurately as possible by pressing an appropriately labeled button ('MI' or 'NI'), and to ignore the direction of the sound.
Experiment 1 consisted of two parts. In the even-probability condition, the auditory stimuli were presented with equal probability from all five loudspeakers (20% of stimulus presentations from each location), with ten repetitions of each stimulus type from each location. In the high-probability condition, 90% of the auditory stimuli were presented from the central loudspeaker (360 repetitions of each stimulus type), and 2.5% from each of the other loudspeakers (10 repetitions of each stimulus type).
Experiment 2 was identical to Experiment 1 except that in the high-probability condition 90% of the auditory stimuli came from the loudspeaker at 90 • left, and 2.5% from each of the other loudspeakers.
The experiments were run with Presentation software (Neurobehavioral Systems, version 9.81). The responses and reaction times were recorded using a lap-held response box (Cedrus RB-400/RB600), with the participant's left and right index finger or thumb on the response buttons. The correspondence of the 'MI' and 'NI' response labels to the left and right buttons alternated between participants, as did whether the even or high-probability condition was run first. There was a 300 ms delay after a response before the next stimulus started. Stimulus presentation was randomized across stimulus types and sound locations. The participants were told to concentrate on recognizing the speech sounds and to ignore the sound direction. Before the actual measurements, there was a practice session to familiarize the participant with the procedure. Furthermore, at the beginning of the actual measurement sessions, there were 30 extra stimulus presentations, which were left out of the analyses. During the practice session for the high-probability condition, the experimenter told that the sounds would be more frequent from one location but that participants should ignore this. During the practice, participants were also told that they might not hear /mi/ and /ni/ equally often. The duration of the experiment was 60-90 min, depending on the duration of the breaks the participant chose to have. Reaction times (RT) were measured from the beginning of the auditory stimulus, and pooled across response categories. Reaction times of ±2SD were discarded (4.9% of all RTs). The experiments were performed in accordance with the Declaration of Helsinki.
Participants
The participants were native Finnish speakers who reported having normal hearing and vision and who had no known neurological disorders nor suffered from dyslexia. They were university students who gave their informed consent to participate, received a course credit for their participation, and were naïve as to the purpose of the experiment.
Because of rather poor and variable recognition of the crucial auditory /mi/ stimulus, the participants (originally n = 28 per experiment) were narrowed down to those with a minimum proportion of 0.90 correct responses averaged across locations in the even-probability condition. This selection was made in order to avoid possible artifacts resulting from poor auditory performance so that when a participant gave a non-auditory response to the McGurk stimulus, it could not be attributed to poor recognition of the auditory stimulus; however, it should be noted that the results were very similar when all the participants were included (see Note 1). Furthermore, one participant who gave almost exclusively auditory responses (0.98 in total; 0.99 for the McGurk stimulus) was also excluded, since he was uninformative for the current purposes, because an absent McGurk effect cannot be modulated. Consequently, the data of 18 participants (mean age 25; 6 female) in Experiment 1, and 14 participants (mean age 23; 5 female) in Experiment 2 were included in the analyses.
Results
Experiment 1. Response Results and Discussion
Experiment 1 was designed so that in the high-probability condition, auditory and visual attention was focused on the same location since most of the sounds arose from the centre where the face was located. Here we expected a stronger McGurk effect for the central location compared with the other loudspeaker locations, i.e., the proportion of auditory responses should be the lowest in the centre. Meanwhile we expected the proportion of auditory responses to be independent of sound location for the McGurk stimulus in the even-probability condition, and for all other stimuli in both conditions. Perception of the incongruent audiovisual stimulus A/mi/V/ni/ was modulated by sound location so that there were fewer auditory responses in the centre location, reflecting a stronger McGurk effect there (Fig. 1) . Contrary to our expectations, this was evident in both conditions [ANOVA with Location as a within-subjects factor: even-probability F (4, 68) = 4.81, ε = 0.71, p = 0.0061; high-probability F (4, 68) = 8.93, ε = 0.77, p = 0.000064; ε values referring to Greenhouse-Geisser correction factors; adjusted p-values reported]. Tukey HSD post hoc tests showed significant differences (Tukey HSD p < 0.05; henceforth, significant results for Tukey HSD will be referred to by p < 0.05) between centre and left 90 • , left 45 • and right 90 • locations for the even-probability condition, and between the centre and all the other locations for the high-probability condition. This means that the McGurk effect was stronger for the centre than for the other locations. A comparison of conditions showed that the McGurk effect was stronger in the centre for the high-probability condition (p < 0.05).
The unisensory auditory and congruent audiovisual stimuli were almost perfectly recognized in all locations in both conditions (auditory /ni/ 0.97, auditory /mi/ 0.95, and congruent audiovisual /mi/ (see Note 2) 0.99 proportion of correct responses averaged across conditions and locations) with no significant effects in ANOVA, confirming that neither sound location nor attention condition had an effect on the recognition of unisensory auditory and congruent audiovisual stimuli.
Experiment 1 showed for the first time that sound location influenced audiovisual speech perception. The McGurk effect was strongest when sounds arose from the centre, where the face was. The location effect was also present in the even-probability condition -contrary to our hypothesis based on previous studies. A possible explanation is that, unlike in previous studies, here the stimulus presentation rate was fast and the participants were attempting to respond quickly. Time pressure can serve as an impetus to focus spatial attention, which has been shown in previous research (Rinne et al., 2005; Soto-Faraco et al., 2005; Teder-Sälejärvi and Hillyard, 1998) . Fixation of the talking face served as a visual cue for the locus of spatial attention, and together with the fast-paced task, this may have resulted in an enhanced audiovisual interaction in the centre (cf., e.g., Spence et al., 2000) .
As expected, audiovisual interactions were enhanced in the centre compared with the peripheral locations in the high-probability condition. This enhancement was stronger than in the even-probability condition. In other words, the McGurk effect was the strongest in the centre in the high-probability condition (with a proportion of auditory responses of just 0.28, compared with a maximal 0.56 at 90 • right in the high-probability condition; or with 0.41 in the centre in the even-probability condition). This provides support for the idea that focusing spatial attention on a location can result in a stronger audiovisual interaction in that location. The attentional beam was the most intense in the centre and gradually weakened towards the periphery, in a manner similar to that shown for auditory spatial attention (Teder-Sälejärvi et al., 1998 , 1999 .
The participants' perception of unisensory auditory and congruent audiovisual stimuli was not modulated by sound location or spatial attention, which is not surprising since the recognition rates were so high that there was hardly room for improvement. In other words, there was probably a ceiling effect precluding any possible enhancement of the recognition of these stimuli from becoming evident.
Experiment 2. Response Results and Discussion
In Experiment 2, auditory attention was focused on a separate location from the face, since most of the sounds arose 90 • to the left of it in the high-probability condition. Here we wanted to test what happens when the foci for auditory and visual attention are separated. Is spatial attention split, or perhaps somehow diluted; or does the attentional beam extend between the two foci (see Note 3)? The prediction for the high-probability condition in the latter case was that the McGurk effect would be enhanced between the left and centre locations relative to the locations on the right.
The results for the McGurk stimulus (Fig. 2) showed a similar trend for the evenprobability condition as in Experiment 1, as there were fewer auditory responses in the centre. However, the effect of sound location did not reach statistical significance [ANOVA with Location as a within-subjects factor: F (4, 52) = 2.67, ε = 0.71, p = 0.064, n.s.].
In contrast, the pattern was very different in the high-probability condition, because now the incongruent audiovisual stimulus produced the lowest proportions of auditory responses in the left and centre locations, showing an enhanced McGurk effect in an area extending from the centre to 90 • left, opposed to the clearly central and symmetrical pattern in Experiment 1. In the high-probability condition, sound location produced a highly significant effect [F (4, 52) = 5.58, ε = 0.62, p = 0.0052], and Tukey HSD tests showed differences between the location 90 • right versus three other locations: 90 • left, 45 • left and centre, which had a lower pro-portion of auditory responses. This means that the McGurk effect was stronger for locations between the left and centre than for the rightmost location in the highprobability condition. Comparing locations between conditions showed a significant difference (p < 0.05) for 90 • left and 45 • left, with fewer auditory responses in the high-probability condition, suggesting that focusing auditory attention to the left enhanced the McGurk effect there.
The unisensory auditory and congruent audiovisual stimuli were well recognized in both conditions (auditory /ni/ 0.94, auditory /mi/ 0.93 and congruent audiovisual /mi/ (see Note 2) 0.98 proportion of correct responses averaged across conditions and locations). ANOVAs did not show significant effects except for the auditory /mi/ in the even-probability condition [F (4, 52) = 6.83, ε = 0.67, p = 0.0014]. Tukey HSD tests showed significant differences between the centre and the locations 45 • left, 45 • right and 90 • right so that the auditory /mi/ was less well recognized in the centre (a 0.89 proportion of correct responses compared with 0.96-0.99 in the other locations mentioned) in the even-probability condition.
In the even-probability condition, there was a trend towards fewer auditory responses for the incongruent A/mi/V/ni/ stimulus in the centre, which was similar to the finding in Experiment 1. However, in this case it could be a reflection of the fact that there were also fewer auditory responses in the centre to the auditory /mi/ presented alone, and as such one should be cautious of interpreting it as a central enhancement of the McGurk effect.
In the high-probability condition, the McGurk effect was the strongest in the centre and towards the left, suggesting that the attentional beam spread to encompass the visual and auditory attentional foci. The slope of the auditory spatial attentional gradient becomes less steep at the periphery (Teder-Sälejärvi et al., 1998 , 1999 and the gradients are broader in cross-sensory conditions than in unisensory conditions (Föcker et al., 2010) , which may also explain the widening in our study. If the focus of auditory spatial attention were the sole contributing factor, then the McGurk effect should have been the strongest on the left with a gradual weakening towards the centre and right. However, observation of the central talking face provides a strong signal for focusing attention there, and this was reflected in a strong central McGurk effect. The disparate attentional foci resulted in a very wide field of attentional enhancement. This is in line with the idea of linked auditory and visual spatial attention systems.
Experiments 1 and 2. Reaction Time Results and Discussion
Reaction times to speech sounds were measured to investigate whether they become shorter when sound location probability increases, and whether they are affected by incongruent and congruent visual speech. We expected RTs to be shorter to the congruent audiovisual stimulus than to the unisensory auditory and incongruent audiovisual stimuli.
The most prominent features in RTs were that they showed no location effects, and that they depended on stimulus type in both Experiments 1 and 2, as shown in Fig. 3A . ANOVAs with Location as a within-subjects factor confirmed that RTs did not depend on sound location. It might have been expected that focusing of spatial attention would be reflected in RTs, causing them to be shorter for the highprobability location. In previous studies, this type of attentional focusing has been reflected either in response rates (Shaw and Shaw, 1977; Walthew and Gilchrist, 2006) , or in RTs (Geng and Behrmann, 2002; Posner et al., 1980) , or in both (Geng and Behrmann, 2005; Miller, 1988) . In the current study, attentional focusing was only reflected in response results as a strengthening of the McGurk effect. In line with this, Teder-Sälejärvi et al. (1998 , 1999 noted that response rates demonstrated clearer auditory spatial attention slopes than did RTs, with stimulus detection rates decreasing with increasing distance from the attended sound location. In contrast, RTs did not show a corresponding dependence. In the current study, a contributing factor may have been the easiness of the task, which may have produced maximally fast RTs with no room for further speeding up.
The dependence of RTs on stimulus type was investigated by combining data across experiments, conditions and locations. This revealed that RTs were clearly the shortest to the congruent audiovisual stimulus, as shown in Fig. 3B . ANOVA confirmed a highly significant effect of stimulus [F (3, 93) = 18.53, ε = 0.80, p < 0.000001], and Tukey HSD tests showed differences between the congruent and all other stimuli, and between the McGurk and auditory /ni/ stimulus. Thus, the participants responded to the congruent audiovisual /mi/ fastest (492 ms). The auditory /mi/ (528 ms) and /ni/ (519 ms) did not differ from each other in response speed. RTs to the McGurk stimulus (542 ms) were the slowest, but they did not differ significantly from those to the auditory /mi/.
The finding that reactions were faster to congruent than to incongruent audiovisual speech (by 50 ms) is in agreement with previous studies (Green and Gerdeman, 1995; Keane et al., 2010; Klucharev et al., 2003; Massaro, 1987; Murase et al., 2008) . RTs were also shorter to the congruent audiovisual stimulus than to the unisensory auditory stimuli, in agreement with vowel studies (Besle et al., 2004; Green and Gerdeman, 1995; Klucharev et al., 2003; Murase et al., 2008) . However, RTs to the incongruent audiovisual stimulus did not differ from RTs to the auditory component presented alone, even though slower reactions could have been expected on the basis of some previous studies (Keane et al., 2010; Klucharev et al., 2003; Massaro, 1987) .
General Discussion
The present experiments show for the first time that sound location can influence audiovisual speech perception. When auditory spatial attention was focused on the centre location (Experiment 1) or on the left (Experiment 2), the McGurk effect was enhanced in the centre or on the left and centre, respectively. In contrast, previous studies have generally found that sound location does not influence the McGurk effect (Bertelson et al., 1994; Colin et al., 2001; Fisher and Pylyshyn, 1994; Jones and Jarick, 2006; Jones and Munhall, 1997) . However, none of these studies explicitly manipulated attention.
Before going into the results in more detail, we will discuss whether the McGurk effect reflects genuine integration, or just visual reliance in the current study. We employed a McGurk stimulus consisting of an auditory /mi/ and a visual /ni/ that is often heard according to its visual component (/ni/), instead of a classic McGurk fusion stimulus, which can be heard as something other than its components (e.g., A/bi/V/gi/ is mostly heard as a 'fusion' /di/). We employed this kind of visually-dominant stimulus in order to have a simple two-alternative (/mi/ vs /ni/) forced-choice response paradigm, since a large number of trials were required and reaction times were measured in the experiments. The participants were instructed to respond according to what they heard. These kinds of visually-dominant McGurk stimuli have also been employed in several previous studies (e.g., Alsius et al., 2005; Bertelson et al., 1994; MacDonald and McGurk, 1978; Sekiyama and Tohkura, 1991; Skipper et al., 2007; Tuomainen et al., 2005) . When a classical fusion stimulus is employed, it can be concluded that integration occurs when participants give fusion responses, since they have clearly bound information from both sense modalities into a novel percept. For our stimulus it is possible in principle that -despite explicit instructions to the contrary -the participants responded according to the visual articulation when the McGurk stimulus was presented, so that our results just show the extent to which the participants selected visual information over auditory. This interpretation assumes that participants can distinguish between auditory and visual components and choose to respond according to either one or the other. However, this is not the case, as was already stated in the original paper by McGurk and MacDonald (1976) , and confirmed in many subsequent studies. In reality, participants are unaware of the dubbing and really hear according to the visual component (as the reader can verify by testing our A/mi/V/ni/ stimulus video in the supplementary online material: http://media.brill.nl/SP/24/1). None of our participants reported detecting any discrepancy in the stimuli when questioned after the experiment. Thus we are confident that our stimulus elicited a real McGurk effect in which incongruent visual information altered the auditory speech percept, hence reflecting genuine audiovisual integration. The discussion below is based on this view.
First, we would like to note that attentional manipulation modulated the strength of the McGurk effect, but did not remove it. Thus the McGurk effect was present in all the sound locations in all the conditions, supporting the idea that audiovisual integration occurs regardless of spatial discrepancies.
On the basis of previous studies, we expected the McGurk effect to be equally strong for all the sound locations in the even-probability conditions. Instead, there was a tendency for the McGurk effect to be stronger for sounds emanating from the same location as the face. However, this was not a very consistent result, since it was significant in Experiment 1 but not in Experiment 2. In future research, it would be interesting to determine the exact conditions required for eliciting location effects in audiovisual speech perception. One contributing factor is time pressure, which has been shown to support attentional focusing better when it is high, with a fast stimulus presentation rate and requirement for speeded responses (Rinne et al., 2005; Soto-Faraco et al., 2005; Teder-Sälejärvi and Hillyard, 1998) , as was the case in the current experiments but not in previous studies on this topic. Another potential factor is the ceiling effect: when the McGurk effect is strong (producing close to 0% auditory responses), it is less susceptible to experimental manipulations since there is little room for further strengthening. In the current experiments the overall strength of the McGurk effect was intermediate, which may have allowed location effects to show up. However, it is not within the scope of this study to explore these factors, since our emphasis was on comparing location effects between even and high-probability conditions, that is, when spatial attention was more spread or focused.
Regarding the main focus of this study, we found that location probability enhanced audiovisual interactions in the most likely location (in the centre in Experiment 1 and on the left in Experiment 2), and that the attentional beam broadened when spatial attention was drawn to two separate spatial locations (Experiment 2), in line with Miller's (1988) speculation. In agreement with Miller's general idea, we also propose that the mechanism underlying location probability effects is based on the implicit statistical learning of spatial probability, as elaborated by Chun (2005;  see also Kristjánsson, 2006) . This view is related to Bayesian models of perception, in which perception results from (Helmholtzian) unconscious inference based on sensory signals and the observer's knowledge of the world (Ernst and Bülthoff, 2004; Friston, 2005; Kersten et al., 2004) . In other words, the interpretation of sensory signals is constrained by expectations or priors learned through experience. Perception entails inferring the causes of sensory events. In the case of audiovisual events, the perceptual system needs to decide whether the two events have the same cause; in this case whether the voice and the face jointly produce the speech signal. If they do, the auditory and visual sensory cues should be combined to provide a more complete estimate of the cause. In natural situations, cue combination is beneficial; for instance visual speech can aid speech recognition, particularly when auditory speech is degraded (Sumby and Pollack, 1954) . Since sensory signals from natural objects encountered in everyday life generally arrive from the same direction roughly simultaneously, a prior is formed causing cue combination to be more likely when signals emanate from the same location at the same time (Körding et al., 2007; Rowland et al., 2007) . However, the effect of a joint location seems weaker for audiovisual speech than for many other multisensory events, since in our experiments, the central enhancement of the McGurk effect was not entirely reliable in the even-probability conditions, and in previous studies it was not observed at all. In the high-probability condition of Experiment 1, the frequent presentation of sounds from the centre enhanced the existing prior, strengthening audiovisual cue combination and consequently the McGurk effect. In the high-probability condition of Experiment 2, frequent sounds from the left created an expectation for that location, and the perceptual system adjusted to this new environmental context with an increased likelihood of cue combination for the left side. This adjustment of the prior was combined with the existing central location prior, resulting in enhanced cue combination for the left side and centre (see Van Wanrooij et al., 2010 , for similar ideas on how the adjustment of priors influences integration). It should be noted that the concept of attention does not need to be used at all in this framework. However, to put these experimental findings into a wider context within the cognitive literature, our interpretation is that expectations guide spatial attention, which en-hances the audiovisual interaction by increasing the likelihood of cue combination in expected/attended locations.
The present results add to the growing body of evidence for attentional effects in audiovisual speech perception. In the most closely related previous study, we manipulated visual spatial attention and showed that the selection of one of two talking faces by endogenously guided visual spatial attention largely determines the audiovisual speech percept (Andersen et al., 2009) . The spatial disparities in that study were very small: the faces were located 5 • to the left and right of fixation, with the sound source between them. In the current study, we were able to use larger separations since audition is able to scan the environment with roughly equal efficiency everywhere in space, whereas the fall of visual resolution towards periphery precludes the use of large angles between visual stimuli (the McGurk effect falls beyond 20 • ; Paré et al., 2003) . To compare the current results with those of Andersen et al. (2009) , where spatial attention was focused approximately within the central ±5 • , the closest match is the high-probability condition of Experiment 1, where both auditory (high sound probability) and visual (fixating the face) cues supported the focusing of spatial attention in the centre. In this condition, the McGurk effect was the strongest in the centre and weakened the more disparate the sound location became (minimum proportion of auditory responses of 0.28 in the centre increasing to 0.56 at 90 • right). In Andersen et al. (2009) , the proportions of auditory responses always remained very low (below 0.25), and correspondingly, visual response proportions were high with the exact response pattern depending on the attended face. Both studies thus show strong visual influence on audiovisual speech perception in the (peri)central area when spatial attention is focused there. The novel finding in the current study is that visual influence declines as speech sounds are presented further away from the focus of spatial attention.
The distraction of visual (non-spatial) attention from a talking face results in a weaker McGurk effect, i.e., a weaker visual influence on the speech percept (Alsius et al., 2005; Tiippana et al., 2004) . Therefore, it could be assumed that distracting auditory attention would, in turn, weaken the auditory influence. Conversely, it could be expected that focusing auditory attention would strengthen the auditory influence so that the visual influence would become weaker, and consequently the McGurk effect would diminish. However, this was not the case either in our study or in the auditory-distraction experiment conducted by Alsius et al. (2005) . We found that the McGurk effect was enhanced when auditory spatial attention was focused on a location and, conversely, Alsius et al. (2005) found that the McGurk effect diminished when auditory attention was distracted in a dual-task paradigm. These results are in line with the suggestion that the multisensory integration of speech is dependent on available attentional resources (Alsius et al., 2005 (Alsius et al., , 2007 or, in another formulation, that focused attention is needed to bind multisensory features together (Treisman, 1986) .
Our findings are in agreement with the view that auditory and visual spatial attention systems are linked, since the participants were unable to focus spatial attention based solely on either auditory or visual cues. Instead, in the case of discrepancy, the attentional beam widened to encompass both foci. This was seen in the highprobability condition of Experiment 2, when spatial attention was drawn to the left by auditory probability cues, and towards the centre by visual cues, since the fixated face naturally draws attention. This caused the audiovisual interaction to be enhanced on the left and centre relative to the right, suggesting that the attentional beam was extended from the central area towards the left. What is surprising here is the width of the attentional beam, which encompassed at least 90 • . Busse et al. (2005) have shown that auditory cortex activity to task-irrelevant tones is increased when a simultaneous visual event is attended to even when the auditory and visual stimuli are spatially separated (by 14 • ). They postulate that this attentional enhancement occurs when the stimuli are grouped into a single multisensory object. Our results are in agreement with this, and show that the spatial extent of the attentional enhancement of an audiovisual interaction can be very large, reflecting the flexibility of the perceptual system in adapting its responses to the environmental context and task demands.
In this study we found that auditory spatial attention influenced audiovisual interactions. Conversely, Driver (1996) has shown that audiovisual interaction can influence auditory spatial selection. The crucial experiment in this respect was where the participants were asked to recognize speech from one loudspeaker while ignoring a distractor message from another loudspeaker. When visual speech matching the distractor message was displayed between the loudspeakers, performance was impaired. Thus the audiovisual interaction made it more difficult to select the auditory signal, although it was separated in space from the distractor sounds. This was shown to be due to the ventriloquist effect, which caused the distractor signal to be drawn towards the face, decreasing the effective distance between the sound signals, which then made their segregation more difficult. Driver concluded that the cross-modal mechanism influencing auditory localization acts before auditory spatial selection is completed. In contrast, our finding that audiovisual integration is influenced by auditory spatial attention suggests the opposite conclusion, namely that the cross-modal mechanism involved in our experiments acts after auditory spatial selection. There is an apparent discrepancy in these conclusions if a unitary integration process is assumed. However, audiovisual interactions are not produced by a single mechanism; instead, there are several interacting systems (Soto-Faraco and Alsius, 2009; Talsma et al., 2010) . Ventriloquism is based on an early, quite low-level, general mechanism involved in localization (Stekelenburg et al., 2004) ; it works on several stimulus types, not just speech (e.g., Radeau and Bertelson, 1974) , and it appears immune to attentional manipulations (Bertelson et al., 2000; Vroomen et al., 2001) . Thus, as Driver (1996) postulated, ventriloquism occurs in an early integration process before auditory spatial selection takes place. On the other hand, the McGurk effect involves integrating phonetic information, and it has been shown to be speech-specific (Tuomainen et al., 2005) and susceptible to various attentional effects, as reviewed above. Our current results (see Note 4) and those of Andersen et al. (2009) suggest that phonetic integration occurs after spatial selection, and can thus be affected by spatial attention.
According to modern neuroanatomical models, auditory signals are processed by parallel processing streams (Rauschecker and Tian, 2000; cf. vision, for example in Goodale and Milner, 1992; Ungerleider and Mishkin, 1982) . The ventral stream is mainly involved in auditory identification (the 'what' stream), whereas the dorsal stream is involved in spatial tasks such as sound localization (the 'where' stream). These auditory streams are modulated by attention (Ahveninen et al., 2006; Tardif et al., 2008) . In the human brain, the dorsal stream connects the posterior auditory regions in the temporal lobe with the motor speech production regions in the frontal lobe, and it has been proposed that it is also involved in creating auditory-motor transformations (the 'how' stream) Poeppel, 2004, 2007; Scott and Wise, 2004) . There is growing evidence that the speech production system plays a role in audiovisual speech processing (e.g., Ojanen et al., 2005) . Specifically, it has been proposed that the motor system generates predictions (forward models or efference copies) on the basis of visual speech signals, which modulate the processing of auditory speech (Kauramäki et al., 2010; Skipper et al., 2007) . The present findings are in agreement with the idea that the localization and the recognition of audiovisual speech are not entirely independent, but rely partly on the same neural pathway, namely the dorsal auditory stream (Rauschecker and Scott, 2009 ).
The likely reason for reaction times not revealing any location effects is that the task was easy (selecting either the MI or NI response for perceptually clear stimuli). The most interesting result was that response speed depended on stimulus type. RTs to the congruent audiovisual stimulus were shorter than those to the auditory component presented alone and to the McGurk stimulus. A possible explanation for the reaction time pattern is that visual speech started before auditory speech, and that the visual articulations differed clearly from each other. The onset of visual speech created an expectation/prediction of the upcoming auditory stimulus. When the visual and auditory signals were congruent, reactions were faster than to auditory speech alone because the prediction created by the visual articulation matched the auditory signal and a decision regarding the phonetic content could be reached sooner. In the case of the McGurk stimulus, however, the prediction based on visual speech and the unfolding auditory signal contained less clear joint evidence, which required more processing to resolve, so that the phonetic decision took longer to make than with congruent audiovisual speech.
Conclusion
Audiovisual speech perception was modulated by speech sound location, depending on the focus of spatial attention. Visual speech influenced perception more strongly when sounds arose from the most likely location than when sounds emanated from other less attended locations. These findings support the view that multisensory interactions are influenced by attention.
