Abstract. Signal reconstruction is an important technique for compressive sensing problem. At present, when the relationship between the measurements and the unknowns is non-linear, the quadratic basis pursuit (QBP) is a practical signal reconstruction algorithm to solve the problem. However, it is computationally demanding. In this paper, a modified QBP method based on alternating direction method of multipliers (ADMM) is proposed. The performance of this algorithm is investigated by numerical analysis. Compared with traditional convex optimization tool, it has smaller computational time.
Introduction
According to the theory of compressive sensing, signal reconstruction is to reconstruct the sparse original signal without distortion using a series of observations. Nowadays, existing reconstruction algorithms are mainly divided into two categories. i) Greedy algorithm: greedy algorithms select the appropriate atoms and use a series of stepwise incremental method to achieve the signal vector approximations. It includes matching pursuit algorithm (MP), orthogonal matching pursuit algorithm (OMP), and complementary space matching pursuit algorithm etc. ii) Convex optimization algorithm: convex optimization algorithm is to relax ℓ 0 -norm minimization problem to ℓ 1 -norm minimization problem, and then use the linear programming method to solve. Such algorithms include gradient projection method, basis pursuit method and so on.
In this paper, we restrict our attention from rather general nonlinear systems. More specifically, we consider the following problem formulated in the complex domain 
Convex Relaxation via Lifting
, of which dimensions are ( ) ( ) 
The Key of Alternating Directions Method of Multipliers (ADMM)
The algorithm is of the upper bound convergence property and decomposability, owing to the fact that combines the dual ascent method and the method of multipliers. Multiple constraints conditions of the original problem are treated as new constraint targets, which are shown as [5] .
In [5] , almost iterated updated operators are described in detail. Then we will introduce the key update process 1 X . In order to solve the constraints of the trace, we need to express the linear relationship as a matrix.
( ) 
We can get X from vectorizing X , 
Simulation
In this section, three aspects of the algorithm including root mean square error (RMSE), the time spent on reconstructing the original signal and the contrast of the non-zero position of the retrieval signal and original signal are compared, respectively. The tool, CVX, is introduced in [6] . vector with the length of n. Let n = 20 and take 10 sets of different lengths (N) of measurement data. In order to reduce the impact of randomness, we take the average over 100 trials. To analyze the above simulation data, it can be concluded that under the length (n = 20) of the original signal and the range of the measured data (N = 5: 5: 50), the two algorithms have the similarity effect on retrieval. With the increase of the measurements' length, they could reconstruct most of the original signal.
Root Mean Square Error

The Time
Time1and time2 represent the time of CVX and the time of ADMM, respectively. It can be seen from the section 4.1 that the RMSE tends to be a constant when the length of measured data reaches twice as long as the original signal. In the case that the two algorithms can be effective, the operation time is compared. We would let the length of the measurements (N) is twice longer than that of the original signal (n) in this section. Similarly, in order to reduce the randomness, the solution is the same as the section 4.1. If the operation time is more than five minutes (300 seconds), it could be thought that this retrieval is failed. From the results of Table 1 , it is easy to see that the ADMM algorithm takes less time under the condition that the two algorithms can reconstruct the original signal. Also, it can quickly converge when the original signal length reaches a relatively large value (> = 100). While CVX can hardly operate (with more than five minutes). When dealing with large data, the advantage of ADMM are more prominent.
Comparison of Non-zero Position
From the section 4.2, it can be observed that when the length of the original signal (n) reaches 100, CVX cannot work. To better compare the difference between the two algorithms, suppose n=50.
Especially, we take 100 for n to detecting the performance of the ADMM algorithm when the original data length is large. Considering that there are some errors between the reconstructed signal and the original signal. So, we define that it is a non-zero position when its amplitude of the reconstructed signal exceeds 1% of the original amplitude value. From the analysis of Fig. 1 , CVX can reconstruct more non-zero positions than ADMM when the measured data length is almost consistent with the original signal length (<n). However, neither methods are successful to completely reconstruct the non-zero position of the signal. The reason is that the size of the measured data has not yet reached the threshold required by the algorithms. As the length of the measured data increases, the two methods can reconstruct the non-zero position of the original signal. It's showed in Figure 3 that ADMM can also well reconstruct the non-zero position in the case where the original data length is large (n = 100), which is beneficial to the reconstruction of the large data.
Summary
Numerical realization is important for QBP algorithm. This paper addresses some critical steps of ADMM. The performance of the two numerical algorithms is analyzed and compared, and then the simulation is carried out under the assumed conditions. From this paper, ADMM algorithm, compared to CVX, can better deal with large-scale data. The time spent on reconstructing the original signal in ADMM is less. When the measured data scale is small, CVX can better retrieve the non-zero position of the original signal. In the actual application can be selected according to the corresponding algorithm.
