Over the years, a considerable research effort has been applied to the design of ad hoc network routing protocols. However, there is still a lack of understanding of the subtle interactions between routing protocols and lower layers in the protocol stack. In this paper, the instability which may arise when reactive routing protocols interact with the IEEE 802.11 MAC protocol is investigated. In particular, several erratic behaviours of the Ad hod On-demand Distance Vector (AODV) routing protocol in a congested IEEE 802.11 ad hoc network are demonstrated. A cross-layer solution is proposed based on an Adaptive Bulk Trigger policy and a Dynamic Window Selection scheme. Simulation studies are presented which show that the proposed solution is effective in alleviating erratic behaviour of AODV and improving the end-to-end path stability.
I. INTRODUCTION
The IEEE 802.11 MAC protocol is a data link layer standard for use in wireless networks. In recent years the protocol has been widely adopted in many ad hoc network testbeds and simulations due to the low cost and wide availability of IEEE 802.11 hardware. IEEE 802.11 employs a CSMA/CA mechanism called the distributed coordination function (DCF). As its name implies, DCF is an inherently distributed protocol -however, it was not designed with multi-hop networks in mind. Consequently, when an ad-hoc routing protocol is used on top of IEEE 802.11 DCF, stability and unfairness problems can arise [1] - [6] . One manifestation of this is that the network sporadically experiences large throughput fluctuations over the duration of multi-hop transmissions. Earlier studies attributed the network instability to TCP's congestion control mechanism, which aggressively attempts to estimate congestion levels by exponentially increasing the transmission window size until packet loss occurs [1] - [3] . This has the effect of causing high transient packet loss rates due to link-layer contention.
More recent studies have offered an alternative explanation, and raised the issue of interaction between reactive routing protocols and the underlying MAC protocols [4] - [6] . Ng and Liew demonstrate that the instability problem is not restricted to TCP -it also occurs in UDP traffic [4] . Their work looked at IEEE 802.11 ad hoc networks using the AODV reactive routing protocol, and showed that the large throughput fluctuation is the result of frequent route re-discovery processes This work is partly supported by the Desert Knowledge CRC (DK-CRC) under the joint DK-CRC / University of Wollongong (UoW) project "Sparse Ad hoc Network for Desert (SAND)". triggered by the loss of data packets. The ongoing attempts at data transmission are blocked until the route is recovered, resulting in a sudden drop in throughput. Hence, the problem is redefined as a "re-routing instability problem". Other authors re-examined the re-routing instability problem with TCP traffic [5] , [6] and confirmed that the excessive data traffic disrupts the routing dynamic of reactive routing protocols, leading to network instability.
Moreover, the interaction between reactive routing and MAC protocols creates potential "instability loops" in the network, particularly under high traffic load. Reactive routing protocols rely heavily upon broadcast transmission to collect and distribute routing information. However, the basic 802.11 DCF only offers a minimal service quality for broadcast transmissions, as the stations do not acknowledge received broadcast frames, nor do they have the ability to re-transmit in the event of packet loss [7] . Therefore, when competing against data traffic (which typically is dominated by unicast data), the routing packets are prone to loss [8] , [9] . Hence, extended involuntary disconnections occur in the network. In response to these route breakages, reactive routing protocols generate yet more routing (broadcast) packets to flood the network, further exacerbating the problem.
In this paper, the routing pathologies and failures that are likely to occur in reactive routing protocols are explored, using the Ad-hoc On-demand Distance Vector (AODV) reactive routing protocol. Based on these observations, a cross layer solution is proposed to improve the end-to-end path stability. The specific contributions of this paper include:
• A study of AODV routing pathologies in congested ad hoc networks. This extends the work of Ng and Liew's by examining not only a single network flow, but also two concurrent flows with a single common router node (Section III).
• A cross-layer solution that largely avoids the routing instability problem. The proposed solution combines Adaptive Bulk Trigger (ABT) -which prevents overreaction of the reactive routing protocol -with a Dynamic Window Selection (DWS) scheme -which offers higher-priority access to the stations with critical routing demands (Section IV).
• A performance evaluation of AODV with and without the proposed solution. The evaluation demonstrates the effectiveness of the proposed solution, which offers more stable end-to-end connectivity than the existing approaches (Section V). Before the ad hoc network instability problems are examined in detail, Section II discusses the simulation environment that will be used throughout this paper.
II. SIMULATION ENVIRONMENT
The simulations were performed using the Qualnet discrete event network simulator (version 4.0). Each station is equipped with a single 802.11b wireless interface and an omni-directional antenna positioned 1.5 meters above the ground. The RF channel is represented by a Two-Ray Pathloss propagation model, and the data bitrate is set at a fixed rate of 11 Mb/s. Under these conditions, each station's maximum transmission range is approximately 280 meters and its carrier sensing range is 500 meters. Qualnet's MAC DOT11 library is used as the MAC protocol and the optional RTS/CTS mechanism is disabled 1 . The AODV reactive routing protocol is used to evaluate the routing dynamics. A preconfigured static routing table is also used to provide a baseline performance measurement for evaluation of the reactive routing protocol's performance. The simulations consider several scenarios with one or more identical 6-hop unidirectional traffic flows. For each flow, the network traffic traverses 7 nodes with a hop distance of 250 meters between successive nodes. Figure 1 shows the topology for one-flow and two-flow scenarios. In the one-flow scenario, the network is simply a string topology of 7 nodes. In the twoflow scenario, two 6-hop linear flows share a common central node.
All network traffic flows are constant bit rate (CBR) streams of 1024 byte UDP datagrams. The total offered load is 200 packets per second, equally distributed between the number of flows. According to Qualnet simulation, this aggregated load is sufficient to cause network saturation in a 6-hop network.
III. ROUTING PATHOLOGIES
In this section, the impact of network congestion on a reactive routing protocol is evaluated for one-flow and twoflow scenarios. Figure 2 shows the typical throughput variation seen over a period of 150 seconds in each case. Throughput achieved with AODV is compared to that achieved with simple static routing to demonstrate the instability of the reactive routing protocols.
Table I provides a statistical comparison of the performance of the one-flow and two-flow scenarios averaged over 30 runs, each lasting 900 seconds. The performance of static routing table and AODV is measured using the metrics of throughput, path breakage frequency, mean time between failures (MTBF), mean time to recover (MTTR) and percentage of path availability.
A. One-Flow Scenario
The one-flow scenario demonstrates the impact of network congestion at the source. This type of network congestion occurs when a source generates data at a rate which exceeds the capacity of its network connection. Since the entire network operates at the same bit rate, packets will be dropped at the source and congestion will not be seen elsewhere in the network. Figure 2 (a) shows network throughput using a predefined static route for a single flow. The end-to-end throughput stays approximately constant over the duration of the simulation. The loss of data packets due to network congestion results in small throughput fluctuations only.
By contrast, the throughput of AODV, shown in Figure 2 (c), exhibits large fluctuations over the 150 second interval. This is because network congestion results in packet loss, which in turn triggers the route re-discovery process. Since the wireless medium is inherently a shared resource, routing packets are competing against data packets for channel access. However, according to IEEE 802.11 standard, the handling of routing packets at MAC layer has the lowest service quality (since they are broadcast and lack the ability to be retransmitted in the event of packet loss). Hence, the routing packets are more susceptible to packet loss, particularly under saturation conditions [8] Route discovery can be a costly process as it usually involves (at least partial) flooding of the network. The flooding creates a potential "Broadcast Storm" condition, which may adversely affect stations across the network [11] . Moreover, the route maintenance process suspends data transmission until the route is recovered or an alternative route is foundcreating an extended network disconnection. This agrees with the results of Ng and Liew [4] .
The statistical results presented in Table I show that, as expected, static routing achieves better and more consistent throughput than AODV in one-flow scenario. Since static routing does not undergo route maintenance when a packet is dropped, the end-to-end path remains available and no disconnection will occur during the simulation time. On the other hand, AODV suffers from involuntary disconnections due to network congestion and takes an average of around 9.5 seconds to recover after failure. 
B. Two-Flow Scenario
Consider two identical CBR traffic flows, each at half the rate of the single-flow scenario, passing through a common node. In this scenario, congestion occurs at the central bottleneck rather than at the point of ingress as the aggregate incoming traffic exceeds the capacity of the central node's network interface. The performance of static routing in this scenario, shown in Figure 2 (b), illustrates that the throughput for both flows is reduced by more than half. In addition, the individual flows experience wider throughput fluctuations due to longer queuing delays at the bottleneck node. Despite the throughput reduction and larger fluctuations, the network still maintains a continuous flow of data, and network capacity is fairly shared between the two flows. Figure 2 (d) and Table I show that the behaviour of AODV would be very different in a two-flow scenario. In particular, routing instability leads to a situation where exclusive control of the channel seems to alternate between the two traffic flows. When one flow dominates, this increases the chance of losing important routing messages for the other flow resulting in its disconnection. The dominant flow then continues for a period of time until it triggers network re-discovery process as a result of packet loss. During this critical moment, the network resource can be taken over by the other flow, forcing the previously dominant flow to become disconnected. Figure  2 (d) shows that two network flows take over the network in turn rather than sharing bandwidth with each other.
Further, Table I underlines an interesting and seemingly contradictory result -although throughput is highly variable for each flow when using AODV (i.e. each flow only maintains approximately 57% of route availability), the aggregate throughput is actually higher than using a static routing table! This is due to the temporary exclusivity of access while the competing flow attempts to re-establish a path to its sink. The temporary exclusive channel access results in a burst transmission of data packets from a dominant flow, subsequently leading to higher throughput.
Despite the higher average throughput, the sporadic disconnections which occur when AODV is used in the two-flow scenario indicate that this network would be unsuitable for application-layer protocols which rely on a steady flow of packets (such as VoIP). Furthermore, TCP's congestion control mechanism would perform very poorly in this environment as it would be subject to frequent time-outs and connection resets.
IV. STABILITY IMPROVEMENT WITH ADAPTIVE BULK TRIGGER AND DYNAMIC WINDOW SELECTION
A number of solutions have been proposed to rectify the erratic behaviour of traffic flows over a congested network using AODV, operating at various different network layers. Some studies have shown that by controlling the offered load at the upper layers (i.e. application and transport layers), the erratic behaviour can be greatly alleviated [2] , [6] , [12] . However, these solutions significantly limit the capacity of the network: exchanging throughput for greater stability.
Another approach, suggested by Ng and Liew, modifies the operation of reactive routing protocol by continuing to use the existing route for data transmission until a new route can be found [4] . While their solution provides substantial improvement on end-to-end stability, it does not prevent AODV from over-reaction due to false link failure declarations. In a busy network with relatively infrequent topology changes (for example, an urban mesh network), AODV is still likely to generate excessive amount of unnecessary control transmissions in the event of packet loss, thereby reducing the efficiency of the network.
Other authors argue that the underlying problem is the interaction between routing and MAC protocols, since apparent link failures are largely a result of network congestion rather than physical link breakages [5] , [6] . These failures are frequent but transient, and therefore should be treated differently to longer-term link failures. One way in which this can be achieved is to introduce a bulk trigger (BT) policy, which increases the link failure threshold by allowing small amount of packet losses before announcing link failure. Hence the route re-discovery process only takes place after a certain number of consecutive packet losses.
The drawback of BT policy is that the network assumes a fixed link failure threshold on all stations, whereas the collisions mostly occur at specific nodes (i.e. bottleneck nodes). The choice of link failure threshold is thus a tradeoff between network dynamism and stability. On one hand, if the threshold is too low, it may be insufficient to accommodate the level of network congestion. If the threshold is too high, the network becomes stuck in a static configuration and is unable to react quickly to physical topology changes (e.g. the physical loss or addition of a node). Therefore, given the distributed nature of multi-hop networks, link failure thresholds should be determined by each station based on the local network conditions.
In this paper, two approaches to improving the stability of reactive routing protocols in multi-hop ad hoc networks are presented. The Adaptive Bulk Trigger (ABT) improves existing BT policy without specifying a fixed link failure threshold. In addition, the Dynamic Window Selection (DWS) scheme enhances ABT policy by assigning higher channel access priority to the stations experiencing consecutive packet losses.
A. Adaptive Bulk Trigger policy
As shown in Figure 2 , the erratic routing behaviour observed in AODV is the result of the false link failure declarations triggered by the loss of data packets. In this case, the cost of re-routing is substantial since the same route is repeatedly reselected from the recovery process -a completely unnecessary process when (as is commonly the case) the nodes are largely static. Hence, the stations should assign higher link thresholds when the same route is constantly being re-selected. If this behaviour is not observed, the threshold should remain low to retain the ability to react quickly to changes in node distribution. (d, h) . The lost packet count L(d, h) is reset to zero once the transmission is successful or re-routing process is triggered. It should be noted that the conventional AODV assumes β(d, h) = 0 for all destination and next-hop pairs, whereas a network with a static routing table can be represented by β(d, h) = ∞. Thus, ABT policy offers a high degree of flexibility to adjust the dynamics of a reactive routing protocol.
The stations initially assume that the link failure threshold is zero for all destination and next-hop pairs. ABT policy incrementally assigns the threshold value based on the number of repeated route recoveries. Given that the re-routing process commences when the consecutive packet loss count exceeds the current threshold limit, the routing protocol will increase the threshold value after executing the re-routing process. Thus the threshold continues to rise until an equilibrium is reached, which should still be sufficient to detect real link failures, but not so low as to trigger unnecessary re-routing processes. Otherwise, the route will not be recovered and the threshold value remains low. Finally, the threshold value for a given destination and next-hop pair is reset to zero when the pair becomes inactive for more than W seconds.
B. Dynamic Windows Selection (DWS)
In order to allow all stations to contend for the medium, the IEEE 802.11 Distributed Coordinate Function (DCF) defers a station's access attempt for a random period of time within a bounded interval known as the contention window. Upon each failed attempt, the station doubles its contention window size until the maximum number of retransmissions is exhausted or maximum contention window size (CW max ) is reached (at which point the window ceases to grow). The IEEE 802.11 standard specifies a maximum of seven retransmission attempts before dropping a packet. Thus, ABT policy ensures that the station has 7 · β(d, h) transmission attempts for all destination and next-hop pairs before responding link failure.
Since the contention window size is reset to its initial value (CW min ) upon each packet drop, the existing bulk-trigger policy assumes that each data packet delivery is assigned with same priority regardless of current network condition. However, as the consecutive packet loss count L(d, h) approaches to the threshold β(d, h), it becomes more critical for a station to successfully deliver the data packets. The underlying MAC protocol should assign higher channel access priority to the stations with larger consecutive packet drop counts L(d, h) to avoid the accumulation of consecutive packet drops as much as possible.
To enable priority access in ABT policy, a Dynamic Window Selection (DWS) scheme is proposed, which assigns channel access priority based on the consecutive packet loss count L(d, h) and threshold value β(d, h). In DWS, the channel access priority is refined by adjusting the rate of contention window expansion. Instead of doubling contention window size at each transmission attempts, the rate of contention window expansion is adjusted in accordance with consecutive packet drop count L(d, h). DWS decreases the window expansion rate as the number consecutive packet drop L(d, h) increases. Let CW i be the size of the contention window at ith attempt, the selection of contention window size can be defined as:
According to Eq (1), the contention window expansion rate is progressively reduced from binary exponential expansion to zero expansion depending on threshold value β(d, h) and L(d, h) (i.e. expansion rate is reducing from a factor of two per iteration to one). For instance, if β(d, h) equals to 2, the contention window will initially double its contention at each failed attempt. After first packet drop, the contention window will increase its contention window size by 1.5 times. The window expansion will continue to decrease to the point where the contention window size remains unchanged (i.e. CW i+1 = CW i ) before reporting link failure at the second consecutive packet drop.
The key effect of incorporating ABT policy and a DWS scheme in reactive routing protocols is that the proposed techniques do not alter the existing routing and MAC operation under non-congested condition. Given that the packets are less likely to drop under non-congested condition, the proposed enhancements remain inactive until network congestion emerges -only taking action and assigning elevated priority to a packet when the previous packet is dropped.
V. EVALUATION AND COMPARISONS
To evaluate the stability improvements made by ABT and DWS, simulation results of AODV with and without the proposed schemes are compared. In addition, the comparison also includes the fixed bulk-trigger policy shown in Reference [5] , [6] to highlight the effectiveness of the dynamic approach proposed in this paper. Since Section III shows the limitations of only evaluating throughput as a performance metric, this section focuses on other stability metrics. Unless otherwise specified, AODV with ABT and DWS is denoted as AODV-ABT+DWS, whereas AODV with fixed bulk-trigger is represented by AODV-BT with the corresponding fixed threshold value β.
The evaluation considers a network of 50 stations uniformly distributed across a flat terrain of 1200 m × 1200 m. The remaining network parameters are as for the configuration described in Section II. The simulation environment ensures that all nodes are able to participate in the network. The network traffic consists of five randomly selected CBR sessions, with each session transferring a stream of 1024 byte UDP datagrams between a randomly source and sink at various data rates. Each simulation lasts 900 seconds and the results are averaged over 30 independent runs for each test case.
A. The Importance of Link Failure Threshold
The average value of the link failure threshold affects the responsiveness of the reactive routing protocol to mobility in the network. According to Ashraf et al., a larger average threshold will cause the network to be much slower to respond to link failures due to node mobility. Therefore, while using a larger threshold size for all nodes will reduce the rate of path breakage due to false link failure declarations, this does not necessarily yield optimal performance [5] . The main objective of our protocol is to keep the average threshold at the minimum value necessary to maintain good network stability, while allowing it to automatically increase in areas of severe congestion. TABLE II  THE AVERAGE LINK FAILURE THRESHOLD FOR COMBINED ABT AND  DWS STRATEGY   Table II demonstrates that the AODV-ABT+DWS scheme effectively limits the average threshold size on the active paths. Since the dynamic approach only assigns higher threshold value on the congested stations, and idle or less-congested nodes retain the lower threshold value, the average threshold remains low compared to the AODV-BT approach (i.e. β < 1).
B. Mean Time Between Failures
The mean time between failure represents the duration for which a path lasts prior to invalidation. Figure 3 illustrates MTBF plotted against packet generation rate for different variations of AODV. For all AODV variants, the MTBF declines as the packet generation rate and congestion levels increase. The reactive routing protocols then start to initiate route re-discovery after a series of dropped packets. Figure 3 , the mean time between failures can be improved in AODV-BT by increasing the β parameter, since this allows congestion-related apparent link failures to be ignored. Once the congestion level deteriorates sufficiently, the average MTBF for AODV-BT becomes quite small for all values of β. However, by contrast, the adaptive scheme allows the stations to dynamically adjust their threshold, strengthening the resistance to false link failure declarations at the most critical (congested) nodes. When compared to AODV and AODV-BT, the proposed AODV-ABT+DWS scheme achieves a significantly improved MTBF over existing approachesparticularly at high levels of congestion.
C. Path Breakage Frequency
The path breakage frequency measures the resistance of a given routing protocol to false link failure declarations. Since the simulation assumes the nodes are stationary and operational for the full duration of the simulation, the only cause of route breakage is network congestion. Under ideal network conditions, the routing protocol should maintain the same path over the entire duration of a packet flow. Figure 4 shows the average number of route breakages for different variants of AODV. Classic AODV has highest rate of path breakages among all routing schemes. The results show that the ABT policy successfully reduces the number of false path failures by automatically assigning a higher threshold value where it is required. Moreover, the combined ABT and DWS schemes has shown an outstanding ability to reduce the number of path breakages while maintaining a small average threshold size.
D. Average Path Availability
The average path availability measures the portion of the simulation time that a path is active. As shown in Section III, congestion can reduce the availability of routes, making the end-to-end path unusable for many applications. The impact of network congestion is also shown in Figure 5 where the path availability is diminished as stations generate more packets. Figure 5 demonstrates that the path availability for AODV deteriorates quickly as the congestion level increases. Path availability is improved for AODV-BT by assigning a higher link failure threshold -for example, AODV-BT with a threshold size of 2 achieves similar level of path availability with AODV-ABT+DWS when the network congestion is low (i.e. 75 pkts/s). This is because the current network threshold size is sufficient to of manage congestion. Once the traffic load increases, however, the performance of AODV-BT starts to deteriorate, whereas AODV-ABT+DWS availability is only mildly reduced. 
E. Normalised Control Overhead
The route maintenance and discovery process produces a series of control packets propagating across the network. If these operations need to be repeated frequently, a significant fraction of the available network capacity will be consumed by these control packets -introducing yet more packets into an already-congested environment. For networks with low mobility, most of these control messages are not only redundant but actively harmful to other traffic flows. Therefore, it is important to quantify the relationship between the congestion and the number of control packets generated. Figure 6 shows the rate at which control packets are being generated, averaged over entire the simulation time.
The results indicate that standard AODV generates around 5-6 control packets per second over a wide range of traffic levels, increasing slightly with congestion levels. For AODV-BT, the number of control packets is progressively reduced as the threshold value increases. This is because the routing protocol becomes less reactive with a larger threshold. However, the best results are obtained with AODV-ABT+DWS, showing that the algorithm is effective in managing the control packet generation in a congested network.
VI. CONCLUSION
In this paper, the AODV routing protocol is shown to be unstable and inefficient in highly congested IEEE 802.11 ad hoc networks. It is observed that congestion-driven packet loss will frequently trigger a route re-discovery process in AODV, resulting in large throughput fluctuations and extended disconnections.
A cross-layer solution is presented to rectify the erratic behaviour. In particular, the proposed solution enhances the link-failure tolerability of reactive routing protocols and provides prioritised channel access based on routing demands. Simulations have proven the effectiveness of the proposed solution. Future work will focus on more complex scenarios as well as the introduction of mobility.
