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ABSTRACT 
Let L(C”,C”‘) be the space from C” to C”‘. Let e(k,n,m) be the maximal 
dimension of a linear subspace V of L(C “, C “I) such that every nonzero map in V has 
rank k. In this paper, we develop some techniques for estimating e from above. 
0. INTRODUCTION 
Let L(C”,Cm) be the space of linear maps from C” to Cm. We define 
Qk, n, m) to be the dimension of the largest linear subspace V in L(C”,C “) 
such that every nonzero map in V has rank k. In this paper we develop some 
techniques for estimating /(k, n, m) from above. 
In particular, we show 
8( n - 1, n, n) = 2 for n even, 
3 for n odd. 
It has been shown (see Westwick [4]) that 2 (3) is a lower bound for n even 
(odd) and that 4 is an upper bound. This question was suggested to the author 
by I. Kaplansky, who conjectured the result for any algebraically closed field. 
We shall show further that these methods apply to questions about 
subspaces of maps where the rank is only assumed to be bounded below. 
1. 
We state two theorems in Section 1, postponing the proofs until Section 2. 
RESULTS 
Let Z!(a) be the truncated polynomial ring in a (&‘= 0) with integer 
coefficients. Let H:(a) denote the subgroup of the multiplicative group whose 
elements have zeroth order coefficient equal to one. 
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Finally, let 
z$(cY)= {H*,(ar)f~{polynomialsofdegree <k}) 
(i.e., p E Zk,(a) a p =X~_,pi~‘). 
We may now state: 
THEOREM 1. Zf .l( k, n, m) > /, then there exists q E Z*,(a) satisfying: 
(1) vEz;l-k(a), 
(2) VIE zk,w, 
(3) (l+ (Y)“TJ E z;-@)* 
REMARK. By duality L’(k, n, m) = /(k, m, n); it is not, however, apparent 
that conditions (l), (2), and (3) enjoy the same symmetry. 
We begin with a simple corollary. 
COROLLARY I. Forn>m 
f(m,n,m) I=[( m,m,n)] =n-m+l. 
Proof. By (l), 
by (3), 
(1+ a)% z;-')$x), 
and as no coefficient of (1 + ol)” vanishes, 
/<7x-m+l. 
RANK CONDITIONS 
To see the equality we need only consider a band matrix 
COROLLARY II. 
t(n - 1, n, n) = 
i 
2 for 
3 for 
neven 
n odd 
Proof. By (l), 
and by (3), 
17=1+111a, 
(1+ aonv E Hi(a). 
Expanding (1 + a)“( 1 + q ,a), we obtain 
1+P,a+Pzo12+P$X3+ *.. &(a), 
where 
P2 = ( 1 i + v1 
and 
respectively. For ! >, 3, P2 must vanish, and hence, ?I = (n - 1)/2 must be 
an integer (i.e., n is odd). If 8 > 4, both Pz and P3 must vanish simulta- 
neously, which is impossible. This gives the lower bound. 
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To see the equality we quote some examples due to Westwick: For n odd, 
say rr = 2p - 1, let 
/z, 
zz 21 
A(zl, ~2, z3) = 
z3 z2 
2.3 
\ 
and let 
. z2 z1 
23 z2 
Px(P-1) 
\ AT I 
where omitted entries are all zero. 
FornevenandG=2takeAnX(“-‘) (zi, z2, 0) and add a column of zeros. 
n 
REMARK (on the Proof of Corollary II). The conclusion in Corollary II 
that / Q 3 resulted from the fact that P2 = 0 and P3 = 0 gave rise to two 
independent equations for one unknown vi. This is a special case of the 
general fact that the affine map 
, 
where Pi is the jth coefficient of P(a) = (1 + cy)“(l + 9la + . . . + 9pxk), is 
injective as long as k + n > t. 
Attempting to invert 7 leads to inverting a minor of a biinfinite totally 
positive band matrix. This question has been analyzed by de Boor, and the 
injectivity follows from Lemma 2.1 of [l]. 
Let m be the dimension of the largest subspace V of L(C “,C “) with the 
property that every nonzero v E V has rank greater than or equal to n - 1; 
RANK CONDITIONS 
then we have 
THEOREM 2. 
m=4. 
Proof. We leave the proof that m < 4 to the next section, but include an 
example to show equality here: 
M= 
where the omitted bands contain zeros. To verify that rank M > n - 1, note 
that the (1,l) and the (n, n) minors cannot vanish simultaneously unless 
z,=O. If z,=O, consider the (1,n) minor; if z2= z,=O, the (2,n - 1) 
minor; etc. 
2. PROOFS 
Let H be an e dimensional linear subspace of L(C n, C ‘I’). Letting 
H’,... , H’ be a basis for H, we may associate with H a map 
H(z):C"\ (0) -(@“)*@C”’ 
given by 
H(z) = c H'zi. 
i=l 
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We view H as a map from the total space of y into (C”)*@C ‘5 
where y is the tautological line bundle over CP ‘-I. The property 
H( wz) = wH( z) VWEC (1) 
allows us to to interpret H as a vector bundle morphism 
where 8” and &” are trivial bundles of dimensions n and m respectively. 
Now consider the homogeneous set 
K= {zECe\{O}lrankH(z)=k} 
and its projectivization X, and restrict (2) to X: 
We define 3’ to be the induced rank k vector bundle morphism 
where we have identified in turn 
L(y,(E”)*Bq G (yBb”)*@&“‘z L(y@E”, Em). 
RANK CONDITIONS 
This allows us to conclude 
and 
(3) 
(4 
where W denotes the quotient b”‘/Range.%‘. 
We recall (see Milnor and Stasheff [3]) that for any complex vector bundle 
V over X we may compute c( V ), the total them class of V, where 
c(v)=l-tc,+c,+ ... +c,, c, E IP’(X;z!), 
satisfies 
cj = 0 if j >dimV, (5) 
c(V@W) = c(V)c(W). (6) 
We now define n = c(W) and apply (6) to the splittings in (3) and (4) to 
obtain 
9.c 
c(RangeX’)*q = 1. 
(3’) 
(4’) 
Proof of Theorem 1. We have assumed that H has constant rank, so we 
may take .Y = CP ‘-‘; we know (Zoc. cit.) that 
c 
i i 
&y =(1+(Y)“, 
i=l 
where a generates H*(CP '- '; H). 
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As the dimension of W is 1~1 - k, (5) implies 
17 E zg’-k(a). 
Similarly, as ker%’ has dimension k and ei”_ ,y has dimension n, 
q-rg z;(a) 
and 
(1-r cu)“q E z;-k, 
proving Theorem 1. 
Proof of Theorem 2. 
J?= {[z] EQ:P’-‘/detH(s)=O}, 
and rank .P = n - 1 on .X. 
Let 
be the inclusion map, and 
i*: H*(.f) - H*(w~-1) 
the induced map on cohomology. 
We shall proceed as in the proof of Theorem 1, but first we need some 
information about the cohomology of X. 
LEMMA. i*(&‘) # 0 in H*(X,R). 
We defer the proof. Note that we have changed to real coefficients. This is 
only to avoid questions about torsion. 
We now return to the identities (3’) and (4’), and again apply (5) to obtain 
c(W)=?)=l+& where s E HQC,R), 
and 
c(kerX’) = 1+ p, where j? E H2(Z,R), 
RANK CONDITIONS 
so that (3’) gives 
(1+6)[1+i*(a)]“=1+/?. 
Writing r for i*(a), 
I_+(nr+q+[(;)r2+87] 
+[(;)r3+(;)8rs]+ ... =1+p; 
which yields 
6r= - ; T2 ( 1 for I! - 2> 2 
and 
(I)r3-(i)2r3=o for e-223, 
which contradicts the Lemma and proves the theorem. 
We now address the 
Proof of the Lemma Let [,X1 be the homology class in N*(C P ‘- ‘, R) 
represented by X (see Griffiths and Harris [2] e.g.). It follows from the 
definition of X and the algebraic closure of C that the intersection number 
#([.x-],[CP,])=.#O. 
Now using Poincari: duality and the fact that .Y is a complex variety (see 
[2]), we may express this fact as 
(i*(a”“>,[.f])=n, 
where [.X1 is the fundamental class for .Y. Hence we conclude that 
i*(&a) f 0. 
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