This paper provides a comprehensive comparison of existing methods for constructing confidence bands for univariate impulse response functions in the presence of high persistence. Monte Carlo results show that the methods proposed in Kilian (1999) , Wright (2000), Gospodinov (2004) and Pesavento and Rossi (2005) have favorable coverage properties, although they differ in terms of robustness at various horizons, median unbiasedness, and reliability in the possible presence of a unit or mildly explosive root. On the other hand, methods like Runkle's (1987) bootstrap, Andrews and Chen (1994) , and regressions in levels or first differences (even when based on pre-tests) may not have accurate coverage properties. The paper makes recommendations as to the appropriateness of each method in empirical work.
Introduction
Impulse response functions are widely used tools for evaluating the effect of shocks on macroeconomic time series. Confidence intervals for impulse response functions are commonly based on L .. utkepohl's (1990) asymptotic normal approximation or bootstrap approximations to that distribution (see Runkle (1987) and Kilian (1998a Kilian ( , 1999 ). The properties of these traditional approximations, however, may crucially depend on whether the series are specified in levels or in differences. The objective of this paper is to provide a comprehensive comparison of alternative methods available in the literature. We provide practical recommendations to empirical macroeconomists on how to conduct inference on impulse responses in the presence of highly persistent data.
Until recently, many researchers dealing with the possibility of a root close to unity chose to specify autoregressions either in levels or first differences. However, even when standard methods of inference are justified asymptotically, in practice confidence bands may have poor coverage properties in small samples in the presence of highly persistent variables, as shown by Kilian and Chang (2000) , Ashley and Verbrugge (1999) , Rossi (2005) , and Pesavento and Rossi (2005) . This literature shows that there are cases when none of the traditional methods applied to regressions in levels or first differences are a good choice. Unit root pre-tests do not solve the problem, as the actual coverage of impulse response bands obtained after a pre-test can be quite different from the nominal one (see Cavanagh et al. (1995) and Elliott (1998) for a discussion of the theoretical reasons behind the poor performance of unit root pre-tests). We will show in Section 3 that even unit root pre-tests with high power will not result in inference with the correct rejection probabilities.
It is well known that most macroeconomic variables have roots that are close to unity, so it is unsettling that traditional methods may fail exactly in the situations typical of most macroeconomic applications. Given the deficiencies of traditional methods, the recent literature has moved in the direction of devising methods that are robust to the presence of variables with roots equal to or slightly less than one.
In the context of impulse response functions, in particular, there have been some advances in the attempt to solve the problem of constructing confidence intervals with coverage rates that are close to or bounded by the nominal rate even when variables are highly persistent. For example, Andrews and Chen (1994) propose a method to estimate the parameters of an AR process from which median unbiased estimates for the impulse response functions can be computed (see also Andrews, 1993) . Alternative methods based on bootstrap approximations are recommended by Kilian (1998a) and Hansen (1999) . Whereas the former attempts to extend the range of statistical models for which the bootstrap works, the latter proposes a grid bootstrap method for local to unity processes. More recently, Wright (2000) , Gospodinov (2004) and Pesavento and Rossi (2005) have suggested the use of local-to-unity devices to obtain better approximations to the impulse response functions' distribution. Wright (2000) proposes to construct confidence bands based on Bonferroni bounds, while Gospodi-nov (2004) relies on the inversion of a likelihood ratio test. Both Wright (2000) and Gospodinov (2004) focus on univariate impulse response functions. Finally, Pesavento and Rossi (2005) derive analytic approximations to multivariate confidence intervals for impulse response functions by using local-to-unity approximations at long horizons.
Given the diversity of recently developed methods, the empirical macroeconomist is left with a variety of choices. But what are their relative strengths and their weaknesses? Which method should be chosen by the researcher facing a specific problem? This paper provides an answer to these questions by comparing existing methods for constructing confidence intervals for univariate impulse response functions in the presence of highly persistent processes. Although robust methods for inference for impulse response functions have been used in empirical applications 1 and some comparisons have been proposed by the original authors, to our knowledge, none has provided a systematic comparison. While the current literature agrees on the need to use robust methods for inference, it is important that we understand the relative performance of different approaches, so we can provide some guidance to practitioners.
This paper aims at providing such guidance. We focus on impulse response functions in univariate models. Although it is common to think of impulse responses in the context of multivariate models, there are relevant empirical applications in univariate models. Typical examples are the evaluation of the persistence of the effects of shocks to aggregate output (Diebold and Rudebusch, 1989, and Campbell and Mankiw, 1987) or to the real exchange rate (see Murray and Papell, 2002; Kilian and Zha, 2002; Busetti et al., 2005 , and references therein). Furthermore, some of the methods that we compare are available only for univariate models. 2 The reminder of this article is organized as follow. Section 2 briefly reviews each of the existing methods and their assumptions. Section 3 compares the coverage probabilities of the recently proposed methods with traditional approaches, including autoregressions in levels or first differences and autoregressions based on unit root pre-tests. Section 4 concludes.
Review of Robust Methods
Consider the standard scalar autoregression
where ε t is a mean zero independent and identically distributed (i.i.d.) random variable with variance equal to σ 2 , t = 1, 2, ...T , where T is the sample size. 3 For sake of simplicity of exposition, we ignore deterministic terms which are irrelevant in 2 A comparison of some of the methods that can be generalized to the multivariate case is presented in Pesavento and Rossi (2005) . 3 The i.i.d. assumption is stronger than needed, but convenient for expository purposes.
the construction of the impulse response function of y t . If we isolate the largest root, the process in (1) can be equivalently written as
where θ (L) = 1+θ 1 L + θ 2 L 2 + ... and the roots of θ (L) are all outside the unit circle, so there is no more than one root possibly equal to one. Define the impulse response function at horizon h as the effect of a shock on y t+h of size σ in ε t :
When the largest root in the process (2) is one or close to one, traditional approximations like the delta method (whether based on analytical solutions or simulations)
or the standard bootstrap approximation may provide confidence intervals for IRF h with poor coverage properties. Several methods have been proposed to deal with this problem.
To improve on the traditional bootstrap approach, Kilian (1998a) proposes a bias-adjusted bootstrap method for constructing confidence intervals for persistent but stationary autoregressions. Kilian (1998b) recognizes the need to account for the small-sample bias and skewness of the small-sample distribution of the impulse response function estimator. The bias-adjusted bootstrap is based on bias corrected estimates of the autoregressive parameters. Kilian (1998a,b) shows that the biasadjusted bootstrap provides a significant improvement in coverage accuracy over the standard bootstrap and the delta method. At the same time, the bias adjustment may not work well when a deterministic trend is present, and the method is not designed for the case in which ρ is exactly equal to one.
As an alternative method for correcting small sample bias, Andrews and Chen (1994) propose the use of an approximately median unbiased estimate of the coefficient on the lagged level variable in the ADF regression. The additional coefficients on the lagged differences of the variable are estimated along with the coefficient on the lagged level variable by an iterative procedure. The confidence interval for the impulse response is obtained by simulating the impulse response functions based on the bias-corrected coefficients, and then taking the (α/2) th and (1 − α/2) th quantiles of that distribution as the end points. 4
Pesavento and Rossi (2005), Wright (2000) and Gospodinov (2004) rely on local to unity approximations of the largest root of the process to obtain improved smallsample approximations. Pesavento and Rossi (2005) propose a method that relies on a local to unity approximation to the asymptotic distribution of the impulse response function. The method is implemented by recognizing that, under the premise that ρ, (the largest root of y t ) is close to one, it can be modeled as local to unity, so that (2005), this method relies on the largest root being close to one and on the lead time being large relative to the sample size. We should not expect this method to work well at short horizons or when the process in (1) is strictly stationary.
Gospodinov (2004) notes that the localizing constant c in autoregressive models can be consistently estimated under a sequence of null hypotheses that restrict the value of the impulse response at each horizon to be equal to some pre-specified value.
As in Pesavento and Rossi (2005), the local to unity assumption together with the assumption that the lead time of the impulse response function is a fixed fraction of the sample size, allows him to derive an asymptotic distribution of the LR test in models with one persistent root. Confidence bands for the impulse response at each horizon can then be constructed by inverting the non-rejection region of the LR test, LR T = T ln (SSR 0 /SSR) , where SSR 0 and SSR are the sum of squares of the restricted and the unrestricted residuals. By construction, inverting LR T will result in one-sided confidence intervals. To construct two-sided confidence intervals, Gospodinov (2004) suggests inverting the statistics LR
andρ and e ρ are the unrestricted and the restricted estimates respectively. As in Pesavento and Rossi (2005) , the key assumption for the validity of this approach is that ρ is close to one. Even though the asymptotic distribution of the LR test is derived under the assumption that Gospodinov (2004) shows that the coverage of his one-sided LR T test is good even for short horizons. Our results
show that, for the two-sided test ¡ LR ± T ¢ , the results may be sensitive to the horizon of the response.
Wright (2000) also relies on a local to unity approximation of the largest root and constructs a (1 − α) confidence interval for c (denoted by C α ) by inverting the non-
for the responses can be computed by the delta method treating c as fixed and run-
. By the Bonferroni inequality, the confidence interval constructed as
By the nature of the Bonferroni inequality, Wright's (2000) method controls coverage in the sense that the coverage rate will never be less than the nominal one, but, as shown in Wright (2000), this method can be quite conservative. A common feature of Pesavento and Rossi's (2005), Gospodinov's (2004) , and Wright's (2000) approaches is that they perform well only when ρ is close to one, so that y t is well approximated by a local to unity process.
In the next section, we compare the performance of these robust methods and compare them to the more traditional bootstrap and asymptotic normal approxima-
tion. An alternative method not considered here is Hansen's (1999) 
Monte Carlo Evidence on Coverage Accuracy
The goal of this section is to compare the empirical coverage probabilities of the methods described in the previous section with traditional methods in a simple Monte
Carlo experiment. The "traditional" methods include the standard bootstrap of Runkle (1987) , and the asymptotic normal approximation of L ..
utkepohl (1991) in
which the practitioner decides to run the regression in levels or in first differences. We also consider the common procedure of deciding between levels and first differences based on the outcome of a unit root pre-test, where the pre-test can either be the standard ADF test or the more powerful ADF-GLS test. In this case, if the nominal coverage rate is 0.90, we do a first stage pre-test of size 5%, and then construct a 95% impulse response confidence band in a second stage. If the two stages of the pre-test were independent, the final coverage should be roughly 0.90. Due to the lack of independence of the two steps, the total coverage is not 0.90, but in practice nobody really corrects for that.
The Monte Carlo design is as follows. Let the DGP be:
where ² t ∼ iidN (0, 1), λ j are the possible roots of the process, and λ 1 ≡ ρ = 1+c/T is the largest root. We abstract from small sample problems associated with the choice of the lag length (see Ivanov and Kilian, 2005) by assuming that p is known. All the methods fit an autoregression with either an intercept (Tables 1-3) or an intercept and a linear time trend (Table 4 ). The nominal coverage is 0.90, T = 100, and the number of Monte Carlo replications is 5, 000 with the exception of Gospodinov's (2004) method, which is computationally intensive. In the latter case, we only did 1, 000 replications. Kilian's (1998a) bias corrected bootstrap is implemented by using asymptotic closed form solutions for the bias estimates -see Kilian (1999) and Inoue and Kilian (2002b) . Both Runkle (1987) and Kilian (1998a) We chose to keep the Monte Carlo design simple enough to shed light on when each method's performance worsens, while at the same time rich enough to highlight the most important insights regarding the performance of the various methods. Our framework is rich enough to show the separate effects of increasing the persistence (ρ) and of increasing the additional serial correlation (λ 2 ). Tables 1-3 report the percentages of samples in which the true value of the impulse response function lays above ("up") and below ("low") the estimated confidence intervals for each method for various values of h when a constant is included in the estimation. We also report the value of δ (the ratio between the impulse response function horizon and the sample size). For example, in a sample of 100 monthly observations, a horizon of 12 months would corresponds to δ = 0.12. The nominal value of each one-sided rejection rate in the Tables is 0.05, so that the total nominal coverage probability of the confidence interval is 90%.
The results show that standard methods (levels, first differences, and pre-testbased methods) do not work well in general in the presence of a persistent root (see Table 1 ). The impulse response confidence bands based on estimating an AR in levels slightly over-reject and are highly asymmetric: almost all of the rejections happen on the upper tail. We say that an impulse response function is median unbiased if 50% of the probability mass of the impulse response distribution (pointwise in the horizon) lies above its estimate, and that a two-sided, (1 − α) nominal confidence interval for the impulse response function is median unbiased if the rejection frequencies on each tail are equal to α/2. Therefore, the impulse response confidence bands based on estimating an AR in levels are not median unbiased. This reflects the small-sample bias in the parameters estimated from the regression in levels and the non linearity of the impulse response estimator in the slope parameters. In fact, the estimate of this parameter will be typically downward biased in small samples, therefore overrejecting in the region close to non-stationarity (i.e., the upper side of the confidence interval). 5 Estimating an AR in first differences gives the correct coverage only when ρ = 1. As ρ moves away from unity, confidence intervals computed from the VAR in first differences start to behave poorly, with coverage rates that approach zero as the horizon increases. Similarly, pre-test based intervals have poor coverage properties too, unless the root is exactly unity. Since the root is in general unknown to the researcher, this fact limits the practical usefulness of such approaches. In fact, for large enough values of ρ (though less than one), pre-tests have low power to reject the hypothesis of a unit root, and select an AR in first differences most of the times.
As expected, different pre-tests imply very different coverage properties. The better coverage rate of the ADF-GLS test relative to the ADF test reflects the higher power of ADF-GLS test against alternatives that are close to one. Therefore, if a researcher has to choose between using an ADF pre-test and using an ADF-GLS pre-test, he should use the latter. Unreported results show that as ρ moves further away from unity, the pre-tests are able to reject the hypothesis of a unit root more often, and their coverage improves.
Methods designed to solve the problems of standard methods typically rely on better approximations to the small sample distribution of the impulse response functions, either by using the bootstrap or by using iterative methods. Results for such methods are reported in Table 2 . Table 2 shows that Runkle's bootstrap does not provide an accurate approximation to the small sample distribution of the impulse response functions, and it will result in confidence intervals with coverage well below the nominal level. This result might be surprising given that we know from Inoue and Kilian (2002a) that the standard bootstrap approximation should work well for slope parameters in AR(2) processes. However, here we are interested in inference on non-linear functions of slope parameters, for which much larger sample sizes are required for accurate bootstrap inference at a given horizon. Also, the confidence intervals are highly asymmetric, rejecting only on one side. When in addition to a constant, the model includes also a trend, Runkle's (1987) bootstrap performance is even worse (see Inoue and Kilian, 2002a) . In contrast, Andrews and Chen's (1994) method performs well in the close to stationary case with no serial correlation, but quickly worsens as soon as the largest root approaches unity. The quality of the approximation, while quite erratic, seems to worsen as the degree of additional serial correlation introduced by λ 2 increases. This is not surprising: Andrews and Chen (1994) also reported similar results (see their Kilian's (1998a Kilian's ( , 1999 bias correction provides good overall coverage in models for all but the most persistent processes.
Methods that rely on the local to unity approximation seem to perform better than Andrews and Chen (1994) and Runkle's bootstrap (see Table 3 ). Wright's (2000) method is conservative, but effectively controls coverage. Also, in unreported results, we found that its performance is poor in the presence of an explosive root (since it imposes a unit upper bound on "ρ"). Gospodinov's (2004) one-sided test, labeled "Gospodinov (I)" in Table 3 , has coverage that is close to the nominal level for various horizons, even short ones. However, by construction the test will reject only on one side and never reject on the other. Alternatively, Gospodinov's two-sided test, labeled "Gospodinov (II)", can be used if the goal is to design a symmetric confidence interval. The inversion of LR ± T can result in a coverage below 90%, at times as low as 70%, especially for short horizons and when the second root of the process is large.
Finally, Pesavento and Rossi's (2005) method (see the last columns of Table 3 ) has coverage close to nominal at medium to long horizons (that is, δ ≥ 0.10) and it is median unbiased, with similar rejection probabilities on both sides. However, by construction, its coverage is not accurate at short horizons, as discussed in Section 2. 6 Unreported results show that in the presence of an exact unit root the performance of the VAR in levels and the bootstrap methods further worsen, as we would expect, whereas the VAR in differences and the pre-tests have the correct size. Wright's (2000) method is less conservative and Pesavento and Rossi (2005) and Gospodinov (2004) behave similarly to the ρ = 0.99 case.
When a time trend is also included in the estimation, traditional methods with or without bias correction are known to perform poorly in small samples (Kilian, 1998a , Hansen, 1999 , and Inoue and Kilian, 2002a ) so we do not report their rejections rates for this case. Table 4 shows that methods that rely on local to unity approximations are able to control size even in the presence of a deterministic trend. Wright (2000) has coverage still bounded by the nominal rate and it is one-sided, but now slightly less conservative. Gospodinov's (2004) one-sided test has coverage close to 90% at all horizons as in the case for an intercept, but the two-sided test is now conservative and asymmetric especially at short horizons, when there are no short run dynamics and when the largest root is very close to one. Finally, the coverage of Pesavento and
Rossi (2005) is similar to the case with only an intercept.
To summarize, when the largest root of an AR process is close to unity, levels, first differences, pre-tests and Runkle's bootstrap should in general be avoided. If 6 Since in this paper we were interested mainly in comparing the performances of the various methods at long horizons, we implemented Pesavento and Rossi's (2005) long horizon method, which is designed to work well at long horizons but not necessarily at short horizons. For an extension that improves the performance of this method at short horizons, see Pesavento and Rossi (2005). there is evidence of high persistence and serial correlation beyond the largest root, Andrews and Chen (1994) might perform poorly. The researcher instead may rely on Kilian (1998a) , Gospodinov (2004) , Wright (2000) or Pesavento and Rossi (2005). Kilian's (1998a) method is a good choice if the researcher knows the process does not have an exact unit root, nor an explosive one, and if the researcher cares about total coverage, although the confidence intervals will not be median unbiased. If the researcher wants a method that is likely to produce impulse response bands with coverage close to the nominal one whether the root is one or close to one, then Wright (2000), Gospodinov's (2004) (2005) should be used. If the researcher is only interested in one-sided response bands and is satisfied with median biased confidence intervals, then Gospodinov's (2004) onesided method could be used, which works well at both short and long horizons. In the more common situation in which the researcher is interested in two-sided impulse response bands, Wright's (2000) and Pesavento and Rossi (2005) are the best options, with the following trade-offs. Wright (2000) is a good choice if the researcher is interested in confidence intervals at both short and long horizons and is satisfied with a conservative confidence interval. Pesavento and Rossi (2005) provides median unbiased confidence intervals no matter whether the root is unity or close to unity (even mildly explosive), but is advised in general only for horizons that are bigger than ten percent of the sample size. 7 Pesavento and Rossi's (2005) "robust" method could be used instead if the researcher is interested in short horizons. However, that method is conservative. See Pesavento and Rossi (2005) for more details.
method (I) or Pesavento and Rossi

Conclusions
This paper provides guidance to empiricists who face the problem of computing confidence bands for univariate impulse response functions when variables are highly persistent. We confirm previous results and show that traditional methods (asymptotic normal approximations and the standard Runkle's (1987) bootstrap) may be highly unreliable. Even inference based on unit root pre-tests with high power will not result in inference with the correct rejection probabilities. We compare a number of methods that have been recently developed to provide more robust approximations in the presence of variables with roots equal or slightly less than one.
The Monte Carlo results show that, among the preferred methods, Kilian (1998a) is a good choice for a researcher who knows that the process does not have a unit root, nor an explosive one, and cares only about total coverage, as it may not deliver median unbiased confidence intervals. Wright's (2000) method is a good choice if the researcher is interested in confidence intervals at both short and long horizons and is satisfied with a conservative confidence interval. Pesavento and Rossi's (2005) method tends to provide median unbiased confidence intervals with accurate coverage no matter whether the root is unity or close to unity (even mildly explosive), but is bound of unity on the largest root, we impose the upper bound on all methods. We found that there are not huge differences between Wright (2001), Kilian (1998a) and Pesavento and Rossi (2004). advised in general only for horizons that are bigger than ten percent of the sample size. If one is content with one-sided impulse response intervals, the method proposed by Gospodinov (2004) 
