This paper explores the visualization of two-dimensional stable and unstable manifolds of the origin (a saddle point) in a four-dimensional Hamiltonian system arising from control theory. The manifolds are computed using an algorithm that finds sets of points that lie at the same geodesic distance from the origin. By coloring the manifolds according to this geodesic distance, one can gain insight into the geometry of the manifolds and how they sit in four-dimensional space. This is compared with the more conventional method of coloring the fourth coordinate. We also take advantage of the symmetries present in the system, which allow us to visualize the manifolds from different viewpoints at the same time.
Introduction
The computation of stable and unstable manifolds in vector fields has recently become a field of renewed activity; see [1, 6, 7] and the recent publications [2, 4, 8] . Several new algorithms have been developed and, even though attention remains focussed on low-dimensional systems, higher-dimensional problems are beginning to attract more interest as well. The main goal for computing stable and unstable manifolds is to gain insight into their geometry and how they are embedded in phase space. As a consequence, the visualization of the manifolds is as important as the actual computational challenge. For higher-dimensional dynamical systems, it is already hard to visualize one-or two-dimensional manifolds. In particular, the projection used in the visualization may result in self-intersection of the manifolds. This makes it much harder to assess the structure of the manifolds, for example, whether two manifolds form a heteroclinic tangle or not.
In this paper we explore aspects of visualizing two-dimensional manifolds of a four-dimensional dynamical system. We consider a model arising in optimal control and the manifolds are stable and unstable manifolds of the origin (a saddle equilibrium) of a Hamiltonian system. The figures are rendered with the package Geomview [11] , which is also used for the animations in the associated multimedia supplement [14] .
It is already a serious challenge to accurately compute two-dimensional manifolds in four dimensions. The algorithm used to compute the manifolds in this paper is described in detail in [8] . This algorithm produces a data file that can be visualized with the package Geomview [11] . Geomview actually displays this data in a four-dimensional space, that is, the automatic shadow effects are created by a light source in four-dimensional space, but it is very hard to interpret the result. The human eye is very good at perceiving depth in a flat-screen picture, but our intuition fails when we try to do this for a projection of an object that sits in a four-dimensional space.
One way to enhance the visualization is the clever use of color. In a particular projection onto three of the four coordinates, the manifold can be visualized using a color that varies with the fourth (missing) coordinate. In particular, (self-)intersections of the manifolds can be identified quickly this way, since an intersection is a true intersection only if the color matches. This paper explores another way of using color in the visualization, namely coloring the manifold according to its geometry. The algorithm in [8] computes a two-dimensional manifold of a saddle (the origin in our example) as a set of topological circles that consist of all points that lie at the same geodesic distance to the saddle; the geodesic distance between two points is the arclength of the shortest path between these two points that lies entirely on the manifold. By assigning a different color to each of these geodesic level sets we obtain a visualization where the color indicates how far the points are from the origin along the manifold. Effectively, this technique also helps to perceive depth in the direction that is missing in the projection.
The Hamiltonian system in our example has special symmetries which implies that the stable and unstable manifolds of the origin also satisfy certain symmetry properties. By taking advantage of these symmetries, together with the above two different methods of coloring the manifolds, we can emphasize different properties of the manifolds and learn how to "look into" four-dimensional space. This paper is accompanied by a multimedia supplement [14] showing animations of the manifolds, which provide another useful tool for visualization in four-dimensional space.
This paper is organized as follows. In the next section we introduce the Hamiltonian dynamical system and explain how it is related to optimal control theory. Section 3 introduces the (global) stable and unstable manifolds of the origin and describes the symmetries present in the dynamical system. The computation and visualization of the stable and unstable manifolds is presented in Sec. 4. We end with conclusions in Sec. 5.
Four-dimensional Hamiltonian system
We consider a four-dimensional Hamiltonian system that arises when studying the optimal control problem of balancing an inverted pendulum on a cart subject to a quadratic cost fuction; a detailed introduction of this control problem can be found in [3] . The frictionless pendulum has a two-dimensional phase space and the motion is controlled by applying a horizontal force to the cart in the plane of motion of the pendulum. If the mass of the cart is M , the (uniformly distributed) mass of the pendulum m and the center of mass of the pendulum is at distance l from the pivot, then the equations of
where g is the gravitational constant. Here x = (x 1 , x 2 ) T ∈ R 2 is the phase space with x 1 the offset angle from the upright position and x 2 the angular velocity. Hence, the origin corresponds to the stationary upright position. For simplicity, we ignore the motion of the cart.
The aim is, for given initial condition x 0 , to find a control function u = u(t) such that the solution x(t) of (1), with x(0) = x 0 and using u(t), converges to the origin. There will typically be many control functions achieving this aim. However, we seek to minimize the cost given as the function
for positive parameters µ 1 , µ 2 and µ 3 . Note that Q(x, u) is not periodic in the angle x 1 , which means that we penalize the upright position if it is an integer number of full rotations away from the origin.
One can think of this problem as a paradigm for nonlinear optimal control problems [3, 5, 9] . In general, under suitable assumptions, an optimal control problem can be formulated as a Hamiltonian system defined on a phase space of twice the dimension. The optimal solutions are then found as trajectories that converge to the origin of the Hamiltonian system, which corresponds to the origin, the target, in the control problem; see [12, 13] for more details.
In this particular example we can construct the Hamiltonian formulation explicitly. We enlarge the phase space by adding the so-called dual
T ∈ R 4 and the equations of motion are dictated by the Hamiltonian H(x, p) = H(x 1 , x 2 , p 1 , p 2 ) which involves the motion defined by Eq. (1) and the cost function Eq. (2). More precisely, H(x, p) = K(x, p, u * ), where K(x, p, u) is the so-called pre-Hamiltonian
and u = u * (x, p) is the (unique) control that minimizes K(x, p, u). It is straightforward to find
and, thus, the Hamiltonian becomes
This leads to the dynamical system:
From the optimal control point of view one is interested in those trajectories of Eq. (6) that converge to the origin in forward time using u = u * (x, p), for which the total cost is (locally) minimal. Indeed, if one projects a trajectory (x(t), p(t)) that satisfies Eq. (6) onto the plane x(t), the resulting orbit is a solution of Eq. (1) with u = u * (x, p). Namely, the equations for x 1 and x 2 are identical to those of Eq. (1) provided u = u * (x, p). We now focus on Eq. (6) and study the global stable and unstable manifolds of the origin in this four-dimensional phase space. To this end, we fix the parameters as in [3] , namely, m = 2 kg, M = 8 kg, l = 0.5 m, g = 9.8 m/s 2 , µ 1 = 0.1, µ 2 = 0.05 and µ 3 = 0.01.
3 Two-dimensional invariant manifolds Equation (6) has a single equilibrium, namely the origin. The eigenvalues of the Jacobian matrix evaluated at the origin are, numerically, This means that the origin is a saddle with two-dimensional stable and twodimensional unstable eigenspaces. The Stable Manifold Theorem [10] guarantees the existence of two-dimensional stable and unstable manifolds locally near the origin tangent at the origin to the respective eigenspaces. Globally these manifolds are two-dimensional immersed manifolds in R 4 , uniquely defined as
where φ t (·) is the solution operator (the flow) for Eq. (6) and the supscripts s and u stand for stable and unstable, respectively. Both manifolds are as smooth as the vector field itself.
Recall that the set of optimal solutions to (1-2) is characterized by trajectories of Eq. (6) that converge to the origin. It follows that this set is given by the stable manifold W s (0) of the origin of Eq. (6) . Note that the given smoothness of W s (0) implies that the control u = u * (x, p), which achieves the optimal cost, always exists and is smooth; we refer to [3] for more details. In this paper we address the fact that, from the optimal control point of view, one is interested in the geometry of W s (0) as a subset of R 4 . Namely, if two initial conditions on W s (0) project to the same point in the (x 1 , x 2 )-plane, then there exist two different trajectories that are both (locally) optimal. Hence, the visualization of W s (0) is crucial for gaining insight in the structure of the optimal solution set.
The change of coordinates
leaves the system unchanged. Note the reversal of time that is necessary here. This means that W s (0) is, in fact, equal to W u (0) after a reflection in the (x 2 , p 1 )-plane.
Furthermore, the system is invariant under the transformation
Since time is again reversed, we find that W s (0) and W u (0) are each other's mirror images via reflection in the (x 1 , p 2 )-plane. The composition of the transformations (7) and (8) is
which means that both W s (0) and W u (0) are invariant under point rotation by π about the origin.
Visualization of the manifolds
Both W s (0) and W u (0) were computed using the algorithm described in [8] . This algorithm grows the manifold starting from a small disc centered at the origin and contained in the two-dimensional linear eigenspace associated with the stable or unstable eigenvalues, respectively. The manifolds are grown by adding rings of points that lie at equal geodesic distance to the origin. Each such ring, or geodesic level set, forms a smooth topological circle, which is obtained pointwise by solving an appropriate boundary value problem for each mesh point on it; see [8] for a more detailed explanation of the algorithm.
We computed W s (0) and W u (0) up to (approximately) geodesic distance 26.25. The integration of the vector field was done using fixed stepsize Runge Kutta of order four. The integration stepsize was 0.001. For both manifolds we started with an initial circle of 20 points in the respective eigenspaces at radius 1.0 from the origin. Subsequent rings are represented by a finite number of mesh points that are approximately uniformly distributed with maximal mesh distance 0.5. The distance between successive rings is determined by the curvature of the manifold. In total, we calculated 111 rings on each manifold with 1229 mesh points on the last geodesic level set.
We remark here that both W s (0) and W u (0) were calculated with the algorithm and we did not take advantage of the symmetry in the system. In fact, not even the start data was invariant under rotation by π. Furthermore, our approximation of W s (0) is not identical to our approximation of W u (0) after reflection in either the (x 1 , p 2 )-or the (x 2 , p 1 )-plane. However, the computed manifolds are invariant under these transformations up to the computational accuracy. This constitutes an independent accuracy assessment of the computations. in the (x 1 , p 1 )-plane. Each manifold is visualized using two different coloring methods. In Figs. 1(a) and (c) W s (0) and W u (0) are colored according to geodesic distance to the origin. This means that each geodesic level set is assigned a unique color. For Fig. 1(a) the colors run from dark blue (geodesic distance 0) via cyan to green (geodesic distance 26.25), while in Fig. 1(c) they run from red (geodesic distance 0) via yellow to green (geodesic distance 26.25). The sense of depth in the p 2 -coordinate is visualized in panels (b) and (d) of Fig. 1 , where the color is determined by the value of the p 2 -coordinate. The range of p 2 is from −20.0 to 20.0, which is represented by a color from blue to green in Fig. 1(b) , and from red to green in Fig. 1(d) .
The symmetry properties of the manifolds have the advantage that we can obtain information about ), 0). This is best seen by observing that the p 2 -coordinate in Fig. 1(b) decreases from 'top' to 'bottom' while it increases in Fig. 1(d) . Panels (a) and (c) in Fig. 1 give a better sense of the depth of the projection in (x 1 , x 2 , p 1 )-space, because the 'front' and 'back' of the level sets are at equal geodesic distance to the origin. Figure 2 shows both manifolds together in (x 1 , x 2 , p 1 )-space. As before, panel (a) shows the manifolds colored according to geodesic distance, while the p 2 -coordinate is used for the coloring in panel (b). This figure clearly illustrates the problem of visualizing objects in four-dimensional space. Namely, the unstable manifold clearly seems to self-intersect, which is not possible for an invariant manifold of a Hamiltonian system. Hence, this intersection is due to the projection. However, W s (0) and W u (0) can intersect, so how can one distinguish such genuine intersections from intersections due to the projection? Figure 2 is accompanied by an animation that rotates the manifolds in (x 1 , x 2 , p 1 )-space [14] . If an intersection is a genuine intersection, then it will not disappear when rotating the manifolds. Compare, for example, Fig. 2(a) with Fig. 4(a) , which shows the two manifolds in the same space, but slightly rotated (about the anti-diagonal as seen on the page); the equivalent picture for Fig. 2(b) can be seen in Fig. 5(a) .
As mentioned before, the symmetry properties of Eq. (6) are such that W u (0) can be interpreted as W s (0) viewed from a different side. There are two planes of symmetry, namely the (x 1 , p 2 )-plane and the (x 2 , p 1 )-plane. Since in all of our figure we project the manifolds along a coordinate axis, one of these planes always collapses to a line. However, the other plane of symmetry is typically visible, because W s (0) and W u (0) must be equal on these planes. That is, W s (0) and W u (0) intersect along planar curves that lie in the (x 1 , p 2 )-plane or the (x 2 , p 1 )-plane. Figure 3 shows W s (0) and W u (0) in a projection where the effect of the symmetry is clearly present. Here we view the manifolds in (x 2 , p 1 , p 2 )-space. The coloring in panel (a) is according to geodesic distance, as before. In panel (b) the value of the x 1 -coordinate, ranging between ±10.533, was used to color the manifolds. The stable manifold is colored using the range from blue to green, while the unstable manifold uses red to green coloring. The two manifolds clearly intersect along what appears to be a straight line. There are other intersections as well. Most are self-intersections due to the projection, but these do not lie in the (x 2 , p 1 )-plane of symmetry.
We can use the obvious location of the plane of symmetry to examine possible intersections of W s (0) and W u (0). For example, consider how W u (0) is situated above W s (0) in the top part of Fig. 3(b) . On the right side towards the boundary of the computed manifolds, W s (0) and W u (0) appear to intersect. However, symmetry tells us that W s (0) is situated above W u (0) in an exact mirror-image on the other side of the (x 2 , p 1 )-plane, which is on the right in the bottom part of the picture. The potential intersection looks very different here and so is due to the projection. Indeed, the animation in the multimedia supplement that accompanies this figure shows the manifolds rotating in (x 2 , p 1 , p 2 )-space and there are several frames showing a clear distance between the manifolds in this region [14] . Note that Figs. 2 and 3 show the same two manifolds. Only the projections are different! Both manifolds are surfaces and it does not seem so hard to try and imagine what these look like in four-dimensional space. However, this turns out to be a lot harder than anticipated. Figure 4 shows four different projections of W s (0) and W u (0), each onto a different space, where geodesic distance is used to color the manifolds. In Fig. 4(a) 
Conclusions
We discussed the visualization of two-dimensional invariant manifolds in fourdimensional space. While the computation of such manifolds already constitutes a major scientific challenge, the results cannot be interpreted without visualization. In fact, the global stable and unstable manifolds of the origin of the Hamiltonian dynamical system (6) presented here are among the first examples of the computation and visualization of two-dimensional manifolds in four-dimensional space; the only other example we are aware of is a system of two coupled pendula presented in [2] .
The algorithm that we use for the computation of the manifolds has the advantage that the manifolds are grown as a collection of geodesic level sets. Particularly for higher-dimensional systems, the interpretation of the computations is greatly facilitated by using the information on geodesic distance to color the manifolds. This method complements the more common technique of using color for the fourth (missing) coordinate.
The example used in this paper has the added advantage that the stable and unstable manifolds are each other's image under certain symmetry transformations. Hence, by showing both manifolds we, effectively, see the same manifold from two different viewpoints.
We are convinced that visualizations as presented here are an important ingredient for the future use of manifold computations in applications.
