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Abstract—Feature extraction becomes increasingly important
as data grows high dimensional. Autoencoder as a neural net-
work based feature extraction method achieves great success in
generating abstract features of high dimensional data. However,
it fails to consider the relationships of data samples which may
affect experimental results of using original and new features. In
this paper, we propose a Relation Autoencoder model considering
both data features and their relationships. We also extend it to
work with other major autoencoder models including Sparse Au-
toencoder, Denoising Autoencoder and Variational Autoencoder.
The proposed relational autoencoder models are evaluated on a
set of benchmark datasets and the experimental results show
that considering data relationships can generate more robust
features which achieve lower construction loss and then lower
error rate in further classification compared to the other variants
of autoencoders.
I. INTRODUCTION
As data becomes increasingly high-dimensional such as
genomic information, images, videos and text, reducing di-
mensionality to generate a high-level representation is con-
sidered not only as an important but also necessary data
preprocessing step. This is because although machine learning
models should, theoretically, be able to work on any number
of features, high-dimensional datasets always bring about a
series of problems including over-fitting, high-computational
complexity and overly complicated models, which gives rise
to a well known issue - curse of dimensionality [1]. Another
reason for reducing dimensionality is that high-level represen-
tations can help people better understand the intrinsic structure
of data.
Various methods of dimensionality reduction [2–6] have
been proposed and they can be roughly divided into two
categories: feature selection and feature extraction. The major
difference between them lies in using part or all of input
features. For example, considering a given dataset X with a
feature set F , feature selection finds a subset of features Ds
from all features F ( Ds ⊂ F ) and the number of selected
features is smaller than the original ( |Ds|  |F |) while
feature extraction generates a new set of features De which are
combinations of the original ones F . Generally new features
are different from original features ( De " F ) and the
number of new features, in most cases, is smaller than original
features ( |De|  |F |). Although feature selection methods,
such as Subset Selection [7] and Random Forest [8], are effec-
tive in filtering out unnecessary features, if all input features
contribute to final results to some extent, feature selection
is more likely to give rise to information loss than feature
extraction because it fails to use all of them. Therefore, the
research focus of dimensionality reduction has been moving
towards feature extraction, though not totally.
The initial feature extraction methods [9] are proposed
based on projection, mapping input features in the original
high-dimensional space to a new low-dimensional space by
minimizing information loss. The most famous projection
methods are Principal Component Analysis (PCA) [10] and
Linear Discriminant Analysis (LDA) [11]. The former one
is an unsupervised method, projecting original data into its
principal directions by maximizing variance. The latter one is
a supervised method to find a linear subspace by optimizing
discriminating data from classes. The major drawback of
these methods is that they do projection linearly. Subsequent
studies [12–16] overcome this issue by employing non-linear
kernel functions.
However, projecting from a high-dimensional space to a
low-dimensional one is hard to maintain relationships among
data samples which gives rise to change the relationship
among data samples so as to generate different results of
using original and new features. Therefore, recently, exploiting
data relationships has been a major focus of dimensionality
reduction research. Multidimensional Scaling (MDS) [17] con-
siders the relationship of data samples by transforming dis-
tances into similarities for visualization. ISOMAP [18] learns
low-dimensional features by retaining the geodesic distances
among data samples. Locally Linear Embedding (LLE) [19]
preserves data relationships by embedding local neighbour-
hood when mapping to low-dimensional space. Laplacian
Eigenmaps (LE) [20] minimizes the pairwise distances in
the projected space by weighting the corresponding distances
in the original space. One issue of these methods is that
they generally have a fixed or predefined way of capturing
local data relationships in the high-dimensional space which
may not be accurate and valid in a low-dimensional space.
Another issue is that the major work of these studies maps
data from high-dimensional space to low-dimensional space by
extracting features once instead of stacking them to gradually
generate deeper levels of representation.
Autoencoders [21] use artificial neural networks to reduce
dimensionality by minimizing reconstruction loss. Thus, it is
easy to stack by adding hidden layers. Because of this, au-
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toencoders and extensions such as Sparse Autoencoders [22],
Denoising Autoencoders [23], Contractive Autoencoders [24]
and Variational Autoencoders [25], demonstrate a promising
ability to extract meaningful features, especially in image
processing and natural language processing. Yet, these meth-
ods only consider data reconstruction and ignore to explic-
itly model its relationship. A recent study [26] proposes a
Generalized Autoencoder (GAE) which focuses on modifying
autoencoder to consider data relationship by adding a weighted
relational function. Specifically, it minimizes the weighted
distances between reconstructed instances and the original
ones. Although subsequent applications [27–32] confirm that
considering data relationship can improve the performance
of autoencoder in dimensionality reduction, the Generalized
Autoencoder model has some drawbacks. Firstly, determining
the weights for each pair-wise distance is very challenging
and this practice is risky in converting GAE into a supervised
model when some relationshps are over emphasized and others
are neglected. Meanwhile focusing on minimizing the loss of
data relationships but ignoring the loss of data itself is very
likely to lose information. For example, some data attributes
contribute more to data relationships than the other. Focusing
on reconstructing data relationships may emphasize part of
attributes and ignores the others.
To deal with above issues, we proposed a Relation Autoen-
coder (RAE) for dimensionality reduction and the contribu-
tions are summarized as
1) RAE considers both data features and their relationships
by minimizing the loss of them.
2) To alleviate the increased computational complex of
considering data relationships, the proposed Relational
Autoencoder model can filter out weak and trivial rela-
tionships by adding activation functions.
3) The relationship model has been extended to work
with other baseline autoencoder models including Sparse
Autoencoder (SAE), Denoising Autoencoder (DAE) and
Variational Autoencoder (VAE).
In this paper, we comprehensively evaluate the proposed
Relational Autoencoder on a set of benchmark datasets.
Specifically, in the experiment, we firstly compare the perfor-
mance of our proposed model with another recently published
relationship-based autoencoder model (GAE). Then we com-
pare the performance of these baseline autoencoder models
with their extended versions.
The rest of the paper starts from reviewing related work
of autoencoders in Section II followed by problem definition
and basic autoencoders in Section III. Section IV presents the
proposed Relational Autoencoder model and its extensions
of the other baseline autoencoder models. The experimental
datasets and results are covered in Section V and Section VI
respectively. Finally, we discuss the proposed method and
conclude the paper in Section VII.
II. LITERATURE REVIEW
Autoencoder was initially introduced in the later 1980s [33]
as a linear feature extraction method. Unlike latent space
approaches which map data into a high dimensional space,
autoencoder aims to learn a simpler representation of data by
mapping the original data into a low-dimensional space. The
main principle of autoencoder follows from the name. “Auto”
presents that this method is unsupervised and “encoder”
means it learns another representation of data. Specifically,
autoencoder learns a encoded representation by minimizing
the loss between the original data and the data decoded
from this representation. In 1989, Baldi and Hornik [34]
investigated the relationship between a one-layer autoencoder
and principal component analysis (PCA). They found that
the new compressed features learnt by linear autoencoder is
similar to principal components. However, the computational
complexity of training an autoencoder is much higher than
PCA because the major computational complexity of PCA is
based on matrix decomposition. This limits the application of
linear autoencoders.
Later, with the involvement of non-linear activation func-
tions, autoencoder becomes non-linear and is capable of learn-
ing more useful features [35] than linear feature extraction
methods. Non-linear autoencoders are not advantaged than the
other non-linear feature extraction methods as it takes long
time to train them.
The recent revival of interest in autoencoders is due to
the success of effectively training deep architectures because
traditional gradient-based optimization strategies are not ef-
fective when hidden layers are stacked multiple times with
non-linearities. In 2006, Hinton [36] empirically trained a
deep network architecture by sequentially and greedily op-
timizing weights of each layer in a Restricted Boltzmann
Machine (RBM) model to achieve global gradient-based opti-
mization. Bengio [37] achieved success in training a stacked
autoencoder on the MNIST dataset with a similar greedy
layerwise approach. This training approach overcomes the
problematic non-convex optimization which prevents deep
network structure. Subsequent studies show that stacked au-
toencoder model can learn meaningful, abstract features and
thus achieve better classification results in high-dimensional
data, such as images and texts [38–41]. The training efficiency
of stacked autoencoder is further improved by changing layer
weight initialization [42].
As the training efficiency improves, autoencoder becomes
increasingly popular. Soon it was found that as layers are
stacked, the weights of deeper layers increase sharply because
of matrix multiplication and then the importances of these
weights become larger than the initial input features. This
overfitting issue gives rise to the fact that representations of
deep layers are more likely dependent on the network structure
instead of the initial input features. Poultney et al. [43]
presented an idea to increase the sparsity of network structure
so as to limit the increasing of weights. Goodfellow et al. [44]
added a regularization term in the loss function of autoencoder
to impose a penalty on large weights. Vincent et al. [45]
proposed a Denoising Autoencoder (DAE) to solve this issue
by adding noises in the input. The proposed DAE model
aims not to reconstruct the original input but to reconstruct
Fig. 1. Traditional autoencoder generates new feature set Y by minimizing
the reconstruction loss between X and X′.
a corrupted input which is typically corrupted by adding
Gaussian noise. The previous studies have no control of the
distribution of hidden-layer representations. So Variational
Autoencoder (VAE) [25] is proposed to generate desired
distributions of representations in hidden layers.
Autoencoders are an unsupervised dimension reduction pro-
cess and the reduced high-level features generally contain the
major information of original data. This makes autoencoders
not sensitive to slight variations. To make them sensitive
to slight variations, Rifai et al. [24] proposed a Contractive
Autoencoder (CAE). In fact, maintaining mutual relationships
among data samples works as an effective way of making
autoencoders sensitive to slight variations. Because of this,
Wang et al. [26] proposed a Generalized Autoencoder (GAE)
targeting at reconstructing the data relationships instead of the
data features. A series of applications [27–29, 31, 32] of GAE
confirm that maintaining data relationships can achieve better
results but results are highly dependent on how to define and
choose distance weights. The practice of having sophisticated,
pre-defined distance weights is risky in converting GAE into
a supervised model because of assigning high weights to
selected relationships is very subjective and may be biased.
As a result, we propose a Relation Autoencoder (RAE) for
dimensionality reduction by minimising both the loss of data
features and relationships.
III. PRELIMINARIES
This section begins with a definition of feature extraction
followed by a description of basic autoencoder models be-
fore presenting our proposed Relational Autoencoder (RAE)
model.
A. Feature Extraction
Feature extraction transforms data from the original, high-
dimensional space to a relatively low-dimensional space. This
transformation can be linear or nonlinear. Specifically, consid-
ering a given dataset X with n samples and m features, the
original feature set is denoted as FO and a feature extraction
Fig. 2. Relational autoencoder generates new feature set Y by minimizing
the loss of reconstructing X and maintaining relationships among X .
function T generates new feature set FN where |FN | <
|FO|. Generally, the objective functions of feature extraction
methods minimize the difference between the original space
FO(X) and the new space FN (X) and changing the objective
functions can convert feature extraction from unsupervised
methods to supervised methods such as Linear Discriminant
Analysis (LDA).
B. Basic Autoencoder
Simply, an autoencoder (AE) is composed of two parts,
an encoder and a decoder. Considering a data sample X
with n samples and m features, the output of encoder Y
represents the reduced representation of X and the decoder is
tuned to reconstruct the original dataset X from the encoder’s
representation Y by minimizing the difference between X
and X ′ as illustrated in Fig. 1. Specifically, the encoder is a
function f that maps an input X to hidden representation Y .
The process is formulated as
Y = f(X) = sf (WX + bX) (1)
where sf is a nonlinear activation function and if it is an
identity function, the autoencoder will do linear projection.
The encoder is parameterized by a weight matrix W and a
bias vector b ∈ Rn.
The decoder function g maps hidden representation Y back
to a reconstruction X ′:
X ′ = g(Y ) = sg(W ′Y + bY ) (2)
where sg is the decoder’s activation function, typically either
the identity (yielding linear reconstruction) or a sigmoid.
The decoder’s parameters are a bias vector by and matrix
W ′. In this paper we only explore the tied weights case
where W ′ = WT .
Training an autoencoder involves finding parameters
θ = (W, bX , bY ) that minimize the reconstruction loss on
the given dataset X and the objective function is given as
Θ = min
θ
L(X,X ′) = min
θ
L(X, g(f(X))) (3)
For linear reconstruction, the reconstruction loss (L1) is gen-
erally from the squared error:
L1(θ) =
n∑
i=1
||xi − x′i||2 =
n∑
i=1
||xi − g(f(xi))||2 (4)
For nonlinear reconstruction, the reconstruction loss (L2) is
generally from cross-entropy:
L2(θ) = −
n∑
i=1
[xi log(yi) + (1− xi) log(1− yi)] (5)
where xi ∈ X , x′i ∈ X ′ and yi ∈ Y .
C. Stacked Autoencoder
As a neural network model based feature extraction method,
a major advantage of Autoencoder is that it is easy to stack
for generating different levels of new features to represent
original ones by adding hidden layers. For an l-layer stacked
autoencoder, the process of encoding is
Y = fl(. . . fi(. . . f1(X))) (6)
where fi is the encoding function of layer i. The corresponding
decoding function is
X ′ = gl(. . . gi(. . . g1(Y ))) (7)
where gi is the decoding function of layer i and the Stacked
Autoencoder can be trained by greedy layerwise feed-forward
approach.
IV. RELATIONAL AUTOENCODER (RAE)
The traditional autoencoder generates new features by min-
imizing the reconstruction loss of the data. This motivates us
to propose a Relational Autoencoder (RAE) to minimize the
reconstruction loss of both data and their relationships. The
objective function of RAE is defined as
Θ = (1− α) min
θ
L(X,X ′) + αmin
θ
L(R(X), R(X ′)) (8)
where R(X) represents the relationship among data samples in
X and R(X ′) represents the relationship among data samples
in X ′ as illustrated in Fig. 2. Parameter α is a scale parameter
to control the weights of the data reconstruction loss and the
relationship reconstruction loss and θ is the neural network
parameter of the autoencoder.
Data relationship can be modelled in multiple ways. In this
paper, we present data relationship by their similarities where
R(X) is the multiplication of X and XT . Then the objective
function is
Θ = (1− α) min
θ
L(X,X ′) + αmin
θ
L(XXT , X ′X ′T ) (9)
In order to improve computational efficiency and filter
out unnecessary relationships, we use activation functions
to control weights of similarities. In this paper, we use the
rectifier function [46] to achieve this.
τt(rij) =
{
rij , if rij ≥ t,
0, otherwise,
(10)
Algorithm 1 Iterative learning procedure of RAE
1: function RAE(X, t, λ,Nl, sf , ε)
2: L = Equ. 11;
3: loss p = 0;
4: loss c = 0;
5: Model = NN(); . initialize a neural network model
6: for i = 1 to |N | do
7: Model.addLayer(ni, sf )
8: end for
9: while True do
10: loss c = Model.train(L, SGD);
11: if (loss c - loss p 6 ε) then
12: Break;
13: else
14: loss p = loss c;
15: end if
16: end while
17: return Model
18: end function
where t is a threshold to filter out weak and trivial relation-
ships. Then the objective function of RAE is defined as
Θ = (1− α) min
θ
L(X,X ′)
+ αmin
θ
L(τt(XX
T ), τt(X
′X ′T ))
(11)
In this paper, we choose the loss function L as squared error.
The pseudo-code of the proposed Relational Autoen-
coder (RAE) is described in Algorithm 1 where the input
parameters are the input dataset (X), parameter of the rec-
tifier function (t), regularization weight (λ), the number of
hidden neurons in layers (N ), activation function (sf ) and a
threshold (ε) to determine whether the loss has converged.
Among them, N is a vector and ni is the number of neurons
of ith layer where i is from 1 to |N |. The proposed RAE model
starts with defining a loss function (L). Then it initializes
a neural network model and iteratively add layers into the
network model based on N and sf . The network is trained
by stochastic gradient descent (SGD) and updates θ in the
loss function (L) until the difference between current-loop
loss (loss c) and the previous-loop loss (loss p) is smaller
than a predefined threshold (ε) which means it has converged.
A. Extension to Sparse Autoencoder (SAE)
The objective function of autoencoder reconstructs the in-
put. During the training process, the weights of hidden neurons
are the combination of previous layers and these weights
increase as layers get deep. High weights of hidden layers
make the generated features more dependent on the network
structure rather than the input. In order to avoid this, Sparse
Autoencoder (SAE) imposes weight-decay regularization so as
to keep neuron weights small. The objective function of SAE
is
Θ = αmin
θ
L(X,X ′) + λ||W ||2 (12)
where ||W ||2 is a weight-decay regularization term to guar-
antee weight matrix W having small elements. Parameter λ
is a hyper-parameter to control the strength of the regulariza-
tion. We extend Sparse Autoencoder (SAE) to a Relational
Sparse Autoencoder (RSAE) model by considering the data
relationships. The objective function is defined as
Θ = (1− α) min
θ
L(X,X ′)
+ αmin
θ
L(τt(XX
T ), τt(X
′X ′T ))
+ λ||W ||2
(13)
B. Extension to Denoising Autoencoder (DAE)
Denoising Autoencoder (DAE) is proposed to generate
better features by imposing an alternative form of regular-
ization. The main principle of DAE is to corrupt a part of
the input features of a given dataset X before sending it to
an autoencoder model, train the network to reconstruct the
destroyed input X˜ and then minimize the loss between the
reconstructed X˜ ′ and original X . The objective function of
DAE is
Θ = min
θ
[L(X, g(f(X˜)))] s.t. X˜ ∼ q(X˜|X) (14)
where X˜ is corrupted X from a stochastic corruption pro-
cess q(X˜|X) and the objective function is optimized by
stochastic gradient descent. Here we extend the proposed
Relation Autoencoder model to a Relational Denoising Au-
toencoder (RDAE) model by considering data relationships.
The model minimizes the loss between data X and corrupted
data X˜ and the loss between data relationship XXT and
corrupted data relationship X˜X˜T . The objective function is
defined as
Θ = (1− α) min
θ
L(X, g(f(X˜))
+ αmin
θ
L(τt(XX
T ), τt(X˜X˜
T ))
s. t. X˜ ∼ q(X˜|X)
(15)
In this paper, we consider corruptions as additive isotropic
Gaussian noise: X˜ = X + ∆ where X˜ ∼ N(0, δ2) and δ is
the standard deviation of X .
C. Extension to Variational Autoencoder (VAE)
Variational Autoencoder (VAE) is a different to the other
types of autoencoder model. It makes a strong assumption
concerning the distribution of latent neurons and tries to
minimize the difference between a posterior distribution and
the distribution of latent neurons with difference measured by
the Kullback-Leibler divergence [47]. The objective function
of VAE is
Θ = minDKL(qφ(Y |X)||pθ(X|Y )) (16)
where qφ(Y |X) is the encoding process to calculate the
probability of Y based on the input X while pθ(X|Y ) is the
decoding process to reconstruct X . Generally Y is a predefined
Gaussian distribution, such as N(0, 1). Therefore the extended
Relational Variational Autoencoder (RVAE) is defined as
Θ = (1− α) minDKL(qφ(Y |X)||pθ(X|Y ))
+ αminDKL(qφ(Y |XXT )||pθ(XXT |Y ))
(17)
V. DATASETS
The datasets used in this paper to evaluate the proposed
Relational Autoencoder are two image datasets, MNIST1 and
CIFAR-102. The MNIST dataset is a well known database
of handwritten digits which contains a training set of 60,000
examples and a test set of 10,000 samples. The CIFAR-10
dataset contains 60,000 images which are labelled with 10
classes with each class having 6,000 images. The training set
of CIFAR-10 has 50,000 samples while the test set has 10,000
samples.
VI. EXPERIMENT
The experiment firstly compares the performance of the
proposed Relational Autoencoder (RAE) model against ba-
sic autoencoder (BAE) and Generative Autoencoder (GAE)
in reconstruction loss and classification accuracy [48, 49].
Then we compare the performance of the extended Re-
lational Sparse Autoencoder (RSAE), Relational Denoising
Autoencoder (RDAE) and Relational Variational Autoen-
coder (RVAE) with their corresponding original versions to
estimate the effects of considering relationship in the depth.
A. Experiment Setting
All autoencoder models were tested with the same con-
figuration on the same dataset. Specifically, we use tied
weights (W ′ = WT ) in building network structure. The
activation function of each layer is sigmoid for both encoder
and decoder. The optimization functions of reconstruction loss
are listed and described in Section IV and they are trained by
stochastic gradient descent (SGD) for 400 epochs. The number
of neurons of each layer is determined as
ni+1 =
{
log(ni), if ni+1 ≥ lt,
lt, otherwise,
(18)
where ni is the number of neurons in layer i and ni+1 is the
number of neurons in layer i + 1. As the network structure
goes deeper, the number of neurons gradually decreases to a
predefined threshold lt. To increase the training efficiency, we
use Xavier [50] method to initialize layer weights
wij = U
[
− 1√
ni−1
,
1√
ni−1
]
(19)
where wij is weight of jth neuron in layer i and U [− 1√n , 1√n ]
is the uniform distribution in the interval (− 1√
n
, 1√
n
]) and ni−1
is the number of neurons in the previous layer.
All autoencoders are trained based on their loss function
respectively. But in order to compare the performance of them
in feature extraction, the reconstruction loss is measured by
1http://yann.lecun.com/exdb/mnist/
2https://www.cs.toronto.edu/ kriz/cifar.html
(a) MNIST (b) CIFAR-10
Fig. 3. The comparative results of reconstruction loss on the MNIST and CIFAR-10 dataset among Relational Autoencoder (RAE), basic autoencoder (BAE)
and Generative Autoencoder (GAE). It describes how information loss changes as the scale parameter α changes.
Mean Squared Error (MSE). Classification is done by softmax
regression based on the extracted features from autoencoder
models. To estimate the generation of models, we use 10-fold
cross validation in both unsupervised feature extraction and
classification.
B. Comparing to BAE and GAE
We firstly compare the performance of our proposed Re-
lational Autoencoder (RAE) with basic autoencoder (BAE)
and Generative Autoencoder (GAE) in terms of reconstruction
on MNIST and CIFAR-10. For GAE, we set similarity to be
the weight of each pairwise relationship. In the experiment,
we explore different values of scaling parameter α which
determines the weights of reconstructing data and relation-
ship (Equation 11). The value of α ranges from 0 to 1 in
step of 0.02. Meanwhile, because BAE and GAE has no
such parameter, their reconstruction loss is not changed as α
changes and the results are illustrated in Fig. 3.
We observe that generally the reconstruction loss of GAE
is less than BAE which confirms that considering data re-
lationship is able to reduce information loss in the process
of encoding and decoding. The performance of the proposed
RAE autoenocder model changes as the scaling parameter α
changes. Generally, it starts to generate similar results with
BAE because α is small focusing on reconstructing data rather
than relationships. As α increases, the performance of GAE
continuously decreases until to a tough. Then as α keeps
increasing, the information loss increases as well because the
model begins to over-emphasize relationship reconstruction.
It is interesting to see that even if the proposed RAE model
considers relationship only, the performance of RAE is better
TABLE I
EXPERIMENTAL RESULTS OF AUTOENCODER MODELS
Model
MNIST CIFAR-10
Loss Error Loss Error
RAE 0.677 3.8% 0.281 12.7%
BAE 0.813 8.9% 0.682 15.6%
GAE 0.782 5.7% 0.574 14.9%
RSAE 0.296 1.8% 0.292 13.4%
SAE 0.312 2.2% 0.331 14.2%
RDAE 0.217 1.1% 0.216 10.5%
DAE 0.269 1.6% 0.229 11.7%
RVAE 0.183 0.9% 0.417 17.3%
VAE 0.201 1.2% 0.552 21.2%
than GAE as RAE uses the activation function to filter out
weak relationships. Thus the performance of the proposed
RAE autoencoder model is determined by scaling parameter α
and the value of α depends on the dataset.
Another interesting finding is that the proposed RAE model
achieves better results in CIFAR-10 than MNIST. This may be
because the CIFAR-10 contains more complex images than
MNIST and for complex datasets, maintaining data relation-
ship is of much importance. For classification, RAE achieves
the lowest error rate (3.8%) followed by GAE (5.7%) and
BAE (8.9%).
C. Comparing extend autoencoder variations to original ones
In this experiment, we compare the performance of the
extended variants of autoencoders to their original versions and
detailed results are listed in Table I. We observe that consider-
ing data relationships contributes to decreasing reconstruction
loss suggesting that autoencoders can generate more robust
and meaningful features with less information loss and these
features are the key to achieve good classification results.
VII. CONCLUSION
In this paper, we propose a Relation Autoencoder model
which can extract high-level features based on both data itself
and their relationships. We extend this principle to other major
autoencoder models including Sparse Autoencoder, Denoising
Autoencoder and Variational Autoencoder so as to enable them
consider data relationships as well. The proposed relational
autoencoder models are evaluated on MNIST and CIFAR-10
datasets and the experimental results show that considering
data relationships can decrease reconstruction loss and there-
fore generate more robust features. Better features contribute
to improved classification results.
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