Abstract. A microscopic heterogeneous system under random influence is considered. The randomness enters the system at physical boundary of small scale obstacles as well as at the interior of the physical medium. This system is modeled by a stochastic partial differential equation defined on a domain perforated with small holes (obstacles or heterogeneities), together with random dynamical boundary conditions on the boundaries of these small holes.
Introduction
Stochastic effects in the multiscale modeling of complex phenomena have drawn more and more attention in many areas such as material science [10] , climate dynamics [27] , chemistry and biology [21, 51] . Stochastic partial differential equations (SPDEs or stochastic PDEs) arise naturally as mathematical models for multiscale systems under random influences. The need to include stochastic effects in mathematical modeling of some realistic complex behaviors has become widely recognized in science and engineering. But implementing this approach poses some challenges both in mathematical theory and computation [44, 16, 26, 27, 51, 43] . The addition of stochastic terms to mathematical models has led to interesting new mathematical problems at the interface of dynamical systems, partial differential equations, scientific computing, and probability theory.
Sometimes, noise affects a complex system not only inside the physical medium but also at the physical boundary. Such random boundary conditions arise in the modeling of, for example, the air-sea interactions on the ocean surface [42] , heat transfer in a solid in contact with a fluid [31] , chemical reactor theory [32] , and colloid and interface chemistry [56] . Random boundary conditions may be static or dynamical. The static boundary conditions, such as Dirichlet or Neumann boundary conditions, do not involve with time derivatives of the system state variables. On the contrary, the dynamical boundary conditions contain such time derivatives. Randomness in such boundary conditions are often due to various fluctuations.
In this paper we consider a microscopic heterogeneous system, modeled by a SPDE with random dynamical boundary condition, in a medium which exhibits small-scale spatial heterogeneities or obstacles. One example of such microscopic systems of interest is composite materials containing microscopic holes (i.e., cavities), under the impact of random fluctuations in the domain and on the surface of the holes [28, 35] . A motivation for such a model is based on the consideration that the interaction between the atoms of the different compositions in a composite material causes the thermal noise when the scale of the heterogeneity scale is small. A similar consideration appears also in a microscopic stochastic lattice model [6] for a composite material. Here the microscopic structure is perturbed by random effect and the complicated interactions on the boundary of the holes is dynamically and randomly evolving. The heterogeneity scale is assumed to be much smaller than the macroscopic scale, i.e., we assume that the heterogeneities are evenly distributed. From a mathematical point of view, one can assume that microscopic heterogeneities (holes) are periodically placed in the media. This spatial periodicity with small period can be represented by a small positive parameter ǫ (i.e., the period). In fact we work on the spatial domain D ǫ , obtained by removing S ǫ , a collection of small holes of size ǫ, periodically distributed in a fixed domain D. When taking ǫ → 0, the holes inside domain D are smaller and smaller and their numbers goes to ∞. This signifies that the heterogeneities are finer and finer.
In other words, we consider a spatially extended system with state variable u ǫ , where stochastic effects are taken into account both in the model equation and in the boundary conditions, defined on a domain perforated with small scale holes. Specifically, we study a class of stochastic partial differential equations driven by white noise on a perforated domain with random dynamical boundary conditions: du ǫ (t, x) = ∆u ǫ (t, x) + f (t, x, u ǫ , ∇u ǫ ) dt + g 1 (t, x)dW 1 (t, x) in D ǫ × (0, T ),
on ∂S ǫ × (0, T ). This model will be described in more detail in the next section. The goal is to derive a homogenized effective equation, which is a new stochastic partial differential equation (see Theorems 5.1, 6.1, 6.2 and 6.3), for the above microscopic heterogenous system, by homogenization techniques in the sense of probability. Homogenization theory has been developed for deterministic systems, and compactness discussion for the solutions {u ǫ } ǫ in some function space is a key step in various homogenization approaches [12] . However, due to the appearance of the stochastic terms in the above microscopic system considered in this paper, such compactness result does not hold for this stochastic system. Fortunately the compactness in the sense of probability, that is, the tightness of the distributions for {u ǫ }, still holds. So one appropriate way is to homogenize the stochastic system in the sense of probability. It is shown that the solution u ǫ of the microscopic or heterogeneous system converges to that of the macroscopic or homogenized system as ǫ ↓ 0 in probability distribution. This means that the distribution of {u ǫ } ǫ weakly converges, in some appropriate space, to the distribution of a stochastic process which solves the macroscopic effective equation.
It is interesting to note that, for the above system with random dynamical boundary conditions, the random force on the boundary of microscopic scale holes leads, in the homogenization limit, to a random force distributed all over the physical domain D, even when the model equation itself contains no stochastic influence in the domain; see Remark 5.2 in §5. We could also say that the impact of small scale random dynamical boundary conditions is quantified or carried over to the homogenized model as an extra random forcing. Therefore, the homogenized effective model is a new stochastic partial differential equation, defined on a unified domain without holes.
In the present paper, the two-scale convergence techniques are employed in our approach. Two-scale convergence method is an important method in homogenization theory which is a formal mathematic procedure for deriving macroscopic models from microscopic systems. Two-scale convergence method contains more information than the usual weak convergence method; see [2] or §4. Moreover by use of the two-scale convergence, we do not need the extension operator as introduced in [13] . Partial differential equations (PDEs) with dynamical boundary conditions have been studied recently in, for example, [4, 20, 22, 23, 25, 47] and reference therein. The parabolic SPDEs with noise in the static Neumann boundary conditions have also been considered in [16, 17, 36] . In [11] , the authors have studied well-posedness of the SPDEs with random dynamical boundary conditions. One of the present authors, with collaborators, has considered [18, 57] dynamical issues of SPDEs with random dynamical boundary conditions.
The homogenization problem for the deterministic systems defined in perforated domains or in other heterogeneous media has been investigated in, for example, [8, 39, 40, 46, 48] for heat transfer in a composite material, [8, 13, 15] for the wave propagation in a composite material and [34, 38] for the fluid flow in a porous media. For a systematic introduction in homogenization in the deterministic context, see [12, 28, 45, 35] . In [47] , the effective macroscopic dynamics of a deterministic partial differential equation with deterministic dynamical boundary condition on the microscopic heterogeneity boundary is studied.
Recently there are also works on homogenization of partial differential equations (PDEs) in the random context; see [29, 37, 41, 28] for PDEs with random coefficients, and [7, 58, 59, 28] for PDEs in randomly perforated domains. A basic assumption in these works is the ergodic hypotheses on the random coefficients, for the passing of the limit as ǫ → 0. Note that the microscopic models in these works are partial differential equations with random coefficients, so-called random partial differential equations (random PDEs) [9, 30, 41, 34, 29, 53] , instead of stochastic PDEs -PDEs with noises -in the present paper; see also [52] . Another novelty in the present paper is that the microscopic system is under the influence of random dynamical boundary conditions. We first consider the linear system and then present results about nonlinear systems with special nonlinear terms. This paper is organized as follows. The problem formulation is stated in §2. Section 3 is devoted to basic properties of the microscopic heterogeneous system, and some knowledge to be used in our approach is introduced in §4. The homogenized effective macroscopic model for the linear system is derived in §5. In the last section, homogenized effective macroscopic models are obtained for three types of nonlinear systems.
Problem formulation
Let the physical medium D be an open bounded domain in R n , n ≥ 2, with smooth boundary ∂D, and let ǫ > 0 be a small parameter. Let 
And let S ǫ be the set all the holes contained in D and D ǫ = D\S ǫ . Then D ǫ is a periodically perforated domain with holes of the same size as period ǫ. We remark that the holes are assumed to have no intersection with the boundary ∂D, which implies that ∂D ǫ = ∂D ∪ ∂S ǫ . See Fig. 1 for the case n = 2. This assumption is only needed to avoid technicalities and the results of our paper will remain valid without this assumption [3] .
In the sequel we use the notations 
Now for T > 0 fixed final time, we consider the following Itô type nonautonomous stochastic partial differential equation defined on the perforated domain
where b is a real constant, f : [0, T ] × D × R × R n → R satisfies some property which will be described later and ν ǫ is the exterior unit normal vector on the boundary
valued Wiener processes on a complete probability space (Ω, F , P) with a canonical filtration (F t ) t≥0 . Denote by Q 1 and Q 2 the covariance operators of W 1 and W 2 respectively. Here we assume that g i (t, x) ∈ L(L 2 (D)), i = 1, 2 and that there is a positive constant C T independent of ǫ such that
where {e j } ∞ j=1 are eigenvectors of operator −∆ on D with Dirichlet boundary condition and they form an orthonormal basis of
2 (H) denotes the space of Hilbert-Schmidt operators related to the trace operator Q i [16] . We also denote by E the expectation operator with respect to P.
Let S be a Banach space and S ′ be the strong dual space of S. We recall the definitions and some properties of weak convergence and weak * convergence [54] .
which is written as s n ⇀ s weakly in S. Note that (s ′ , s) denotes the value of the continuous linear functional s ′ at the point s.
Lemma 2.2. (Eberlein-Shmulyan) Assume that S is reflexive and let {s n } be a bounded sequence in S. Then there exists a subsequence {s n k } and s ∈ S such that s n k ⇀ s weakly in S as k → ∞. If all the weak convergent subsequence of {s n } has the same limit s, then the whole sequence {s n } weakly converges to s.
which is written as s
Lemma 2.4. Assume that the dual space S ′ is reflexive and let {s ′ n } be a bounded sequence in S ′ . Then there exists a subsequence {s
If all the weakly * convergent subsequence of {s ′ n } has the same limit s ′ , then the whole sequence {s
In the following, for a fixed T > 0, we always denote by C T a constant independent of ǫ. And denote by D T the set [0, T ] × D.
Basic properties of the microscopic model
In this section we will present some estimates for solutions of the microscopic model (2.1), and then discuss the tightness of the distributions of the solution processes in some appropriate space. We focus our argument in the case of linear microscopic systems, where the term f is independent of u ǫ and ∇u ǫ and
). Then we briefly extend this to the case of nonlinear microscopic systems with Lipschitz nonlinearities.
Define by
with the usual norm and let
be the trace operator with respect to ∂S ǫ which is continuous [49] . We also denote that
Introduce the following function spaces
with the usual product and norm. Define an operator B ǫ on the space
Now we define the operator
ǫ }, where R ǫ is the restriction to ∂S ǫ , as
Associated with the operator A ǫ , we introduce the bilinear form on
and the following coercive property of a holds
for some constantsᾱ,β > 0 which are also independent of ǫ. Write the C 0 -semigroup generated by operator −A ǫ as S ǫ (t). Then the system (2.1)-(2.4) can be rewritten as the following abstract stochastic evolutionary equation
where
. And the solution of (3.5) can be written in the mild sense
Moreover, the variational formulation is
For the well-posedness of system (3.5) we have the following result. 
, which is also a weak solution in the following sense
and E sup
Proof. By the assumption (2.5), we have
Then the classical result [16] yields the local existence of z ǫ . By applying the stochastic Fubini theorem [16] , it can be verified that the local mild solution is also a weak solution. Now we give the following a priori estimates which yields the existence of weak solution on [0, T ] for any T > 0.
Applying Itô formula to |z ǫ |
By the coercivity (3.4) of a ǫ (·, ·), integrating (3.11) with respect to t yields
Taking expectation on both sides of the above inequality yields
Then the Gronwall lemma gives the estimate (3.9). Notice that, by Lemma 7.2 in [16] ,
Therefore by the assumption on f and (3.6) we have the estimate (3.10). The proof is hence complete.
By the above result and the definition of z ǫ we have the following corollary.
Corollary 3.2. Assume the conditions in Theorem 3.1. Then for t ∈ [0, T ],
we have
We recall a probability concept. Let z be a random variable taking values in a Banach space S, namely, z : Ω → S. Denote by L(z) the distribution (or law) of z. In fact, L(z) is a Borel probability measure on S defined as [16] L(z)(A) = P{ω : z(ω) ∈ A}, for every event (i.e., a Borel set) A in the Borel σ−algebra B(S), which is the smallest σ−algebra containing all open balls in S.
As stated in §1, for the SPDE (2.1) we aim at deriving an effective equation in the sense of probability. A solution u ǫ may be regarded as a random variable taking values in
For this purpose, the tightness [19] of distributions is necessary. Note that the function space changes with ǫ, which is a difficulty for obtaining the tightness of distributions. Thus we will treat {L(u ǫ )} ǫ>0 as a family of distributions on L 2 (0, T ; L 2 (D)) by extending u ǫ to the whole domain D. Recall that the distribution (or law ) ofũ ǫ is defined as:
First we define the following spaces which will be used in our approach. For Banach space U and p > 1, define
And for any α ∈ (0, 1), define
For ρ ∈ (0, 1), we denote by C ρ (0, T ; U) the space of functions h : [0, T ] → X that are Hölder continuous with exponent ρ. 
Proof. Denote the projection (u, v) → u by P . By the result of Corollary 3.2,
Write z ǫ (t) as
Then by (3.3) and (3.8), when (h, 0) ∈ X 1 ǫ , we have the following estimate, for some positive constant C > 0 independent of ǫ
Thus we have
. By Lemma 7.2 of [16] and the Hölder inequality, we have
, and for positive constants K and K ′ independent of ǫ, s and t. Therefore
and for α ∈ (
Combining the estimates (3.14)-(3.17) with the Chebyshev inequality [16, 19] , it is clear that for any δ > 0 there is a bounded set
and In fact, in §6, we will also derive homogenized effective models for three types of nonlinearities f = f (t, x, u ǫ ) that are not globally Lipschitz in u ǫ .
Two-scale convergence and some preliminary results
In this section we present some basic results about the two-scale convergence [2, 12] .
In the following we denote by C 
Definition 4.1. A sequence of functions
This two-scale convergence is written as u ǫ
The following result ensures the existence of two-scale limit and for the proof see [2, 12] . 
So, we see that, for a given bounded sequence L 2 (D T ), the two-scale limit u(t, x, y) contains more information than the weak limit u(t, x): u gives some knowledge on the periodic oscillations of u ǫ , whileū is just the average with respect to y. Another advantage of the usage of two-scale convergence is that we do not need an extending operator such as in [13, 15] in the homogenization procedure. For more properties of two-scale convergence we refer to [2] .
The following result is useful when considering two-scale convergence of the product of two convergent sequences, see [2, 12] .
we have the weak convergence of the product u ǫ v ǫ :
Remark 4.5. Condition (4.1) always holds for a sequence of functions ϕ(t, x, x/ǫ), with ϕ(t, x, y) ∈ L 2 (D T ; C per (Y )). Such functions v ǫ are called admissible test functions. With the additional condition (4.1), the two-scale convergence of v ǫ is also called strong two-scale convergence [2].
Let u ǫ be a sequence of functions defined on
). Then we have the following result concerning the two-scale limit of the bounded sequencesũ ǫ and ∇ x u ǫ ; for the proof see [2] . Since we consider the dynamical boundary condition, the technique of transforming the surface integrals into the volume integrals is useful in our approach. For this we follow the method of [55] (see also [14] ) for the nonhomogeneous Neumann boundary problem for an elliptic equation.
For h ∈ H −1/2 (∂S) and Y -periodic, define
Also define
Thus, in particular Λ 1 = |∂S| |Y * | and
Then we have the following result about the convergence of the integral on the boundary.
Lemma 4.7. Let ϕ ǫ be a sequence in
For the proof we refer to [14] .
Homogenized macroscopic model
In this section we derive the effective macroscopic model for the original model (2.1), by the two-scale convergence approach. We first obtain a twoscale limiting model. Then the homogenized macroscopic model is obtained by exploiting the relation between weak limit and the two-scale limit.
By the proof of Theorem 3.3 for any δ > 0 there is a bounded closed set
Then the Prohorov theorem and the Skorohod embedding theorem ( [16] ) assure that for any sequence {ǫ j } j with ǫ j → 0 as j → ∞, there exist subsequence
for almost all ω ∈ Ω. Moreover u * ǫ j(k)
solves system (2.1)-(2.4) with W replaced by Wiener process W * k defined on probability space (Ω * , F * , P * ) with same distribution as W . In the following, we will determine the limiting equation (homogenized effective equation) that u * satisfies and the limiting equation is independent of ǫ. After this is done we see that L(ũ ǫ ) weakly converges to L(u * ) as ǫ ↓ 0.
For u ǫ in set K δ , by Lemma 4.6 there is u(t,
and
Then by Remark 4.3
In fact by the compactness of K δ , the above convergence is strong in L 2 (D T ). In the following, we will determine the limiting equation, which is a two-scale system that u and u 1 satisfy. Then the limiting equation (homogenized effective equation) that u 0 satisfies can be easily obtained by the relation between weak limit and the two-scale limit.
Define a new probability space (Ω δ , F δ , P δ ) as
Denote by E δ the expectation operator with respect to P δ . Now we restrict the system on the probability space (Ω δ , F δ , P δ ).
Replace the test function ϕ in (3.7) by ϕ ǫ (t, x) = φ(t, x) + ǫΦ(t, x, x/ǫ) with
). We will consider the terms in (3.7) respectively .
By the choice of ϕ ǫ and noticing that χ Dǫ ⇀ ϑ, weakly
And by the condition (2.5)
Integrating by parts and noticing thatũ ǫ converges strongly to
By the choice of ϕ ǫ ,
Hence by Theorem 4.4, we have
Now we consider the integrals on the boundary. First for a fixed T > 0, it is easy to see that
And then
By the same method as above and the condition (2.5) we have the limit of the stochastic integral on the boundary
Combining the above analysis in (5.1)-(5.7) and by the density argument we have
Integrating by parts, we see that (5.8) is the variational problem of the following two-scale homogenized
where ν is the unit exterior norm vector on ∂Y * − ∂Y and
with u 1 satisfying the following integral equation
The problem (5.12) has a unique solution for any fixed u, and so A(∇ x u) is well-defined. Furthermore A(∇ x u) satisfies
with some α, β > 0 and any ξ, ξ 1 , ξ 2 ∈ H 1 0 (D). For more detailed properties of A(∇u) and (5.12) we refer to [24] . Then by the classical theory of the SPDEs, [16] , (5.9)-(5.10) is well-posed.
In fact A(∇u) can be transformed to the classical homogenized matrix by
is the canonical basis of R n and w i is the solution of the following cell problem (problem defined on the spatial elementary cell)
Then a simple calculation yields
with A * = (A * ij ) being the classical homogenized matrix defined as
Then the above two-scale system (5.9) is equivalent to the following homogenized system,
Let U(t, x) = ϑu(t, x). We thus have the limiting homogenized equation
And then u * , we have mentioned at the beginning of this section, satisfies (5.21) with W = (W 1 , W 2 ) replaced by a Wiener process W * with the same distribution as W . By the classical existence result [16] , the homogenized model (5.21) is well-posed. We formulate the main result of this section as follows. 
with the boundary condition U = 0 on ∂D, the initial condition U(0) = u 0 /ϑ and the effective matrix A * = (A * ij ) being determined by (5.19) . Moreover, the constant coefficient ϑ = Proof. Noticing the arbitrariness of the choice of δ, this is direct result of the analysis of the first part in this section by the Skorohod theorem and the 
Homogenized macroscopic dynamics for nonlinear microscopic systems
In this section, we derive homogenized macroscopic model for the microscopic system (2.1)-(2.4), when the nonlinearity f is either globally Lipschitz, or non-globally Lipschitz.
As Remark 3.4 has pointed out that if f is a globally Lipschitz nonlinear function of u ǫ all the estimates in § 3 hold. In fact, similar results in § 5 on homogenized model also hold. In fact for f satisfying f (t, x, 0) = 0 and
) and by the Lipschitz property of f (t, x, u) with
). (5.1) still hold for f (t, x, u ǫ ). Then we can obtain the same effective macroscopic system as (5.22) with nonlinearity f = f (t, x, U):
For the rest of this section, we consider three types of nonlinear systems with f being non-global-Lipschitz nonlinear function in u ǫ . The difficulty is at passing the limit ǫ → 0 in the nonlinear term. These three types of nonlinearity include: Polynomial nonlinearity; nonlinear term that is sublinear; and nonlinearity that contains a gradient term ∇u ǫ . We look at these nonlinearities case by case, and only highlight the difference with the analysis in §5.
Case 1: Polynomial nonlinearity
First we suppose f is in the following form
And p satisfies the following condition
For this case we need the following Weak convergence lemma from Lions [33] .
Let Q be a bounded region in R × R n . For any given functions g ǫ and g in
Noticing that F ǫ (t, x, z ǫ ) = (f (t, x, u ǫ ), 0) and (F ǫ (t, x, z ǫ ), z ǫ ) X 0 ǫ ≤ 0, the results in Theorem 3.1 can be obtained by the same method as in the proof of Theorem 3.1. Moreover by the assumption (6.3), |f (t,
which by the analysis of Theorem 3.3, yields the tightness of the distribution ofũ ǫ . Now we pass the limit ǫ → 0 in f (t, x,ũ ǫ ). In fact, noticing thatũ ǫ converges strongly to ϑu in L 2 (0, T ; L 2 (D)), by the above weak convergence lemma with g ǫ = f (t, x,ũ ǫ ) and p = 2, f (t, x,ũ ǫ ) converges weakly to f (t, x, ϑu) in L 2 (D T ). Threfore by the analysis for linear system in §5, we have the following result. 
for t ≥ 0, x ∈ D and ξ 1 , ξ 2 ∈ R. Moreover, we assume that f is sublinear,
Notice that under the assumption (6.5) and (6.6), f may not be a Lipschitz function.
By the assumption (6.6) we can also have the tightness of the distributions ofũ ǫ and also conclude that χ Dǫ f (t, x,ũ ǫ ) two-scale converges to a function denoted by f 0 (t, x, y) ∈ L 2 (D T × Y ). In the following we need to identity f 0 (t, x, y).
. And for κ > 0 let
Then by the assumption (6.5) we have
8)
9)
In (6.8)-(6.11) we have used the fact of strong two-scale convergence of χ( x ǫ ) and f (t, x, ξ ǫ ), and the strong convergence of u ǫ to ϑu. Now we have
. Letting φ → ϑu, dividing the above formula by κ on both sides of the above formula and letting κ → 0 yields
Then by the similar analysis for linear systems in §5, we have the following homogenized model. (6.5) and (6.6) . Then for any fixed T > 0, the distribution L(ũ ǫ ) converges weakly to µ in L 2 (0, T ; H) as ǫ ↓ 0, with µ being the distribution of U, which is the solution of the following homogenized effective equation dU = − ϑ −1 div x A * ∇ x U − bλU + ϑf (t, x, U) dt +ϑg 1 dW 1 (t) + λg 2 dW 2 (t), (6.12) with the boundary condition U = 0 on ∂D, the initial condition U(0) = u 0 /ϑ and the effective matrix A * = (A * ij ) being determined by (5.19) . Moreover, the constant coefficient ϑ = Case 3: Nonlinearity that contains a gradient term We next consider f in the following form containing a gradient term, f (t, x, u, ∇u) = h(t, x, u) · ∇u (6.13) where h(t, x, u) = (h 1 (t, x, u), · · · , h n (t, x, u)) and each h i : [0, T ]×D ×R → R, i = 1, · · · , n, is continuous with respect to u and h(·, ·, u(·, ·)) ∈ L 2 (0, T ; L 2 (D)) for u ∈ L 2 (0, T ; L 2 (D)). Moreover assume that h satisfies where P is defined in Theorem 3.3. Then by the same discussion of Theorem 3.3, we have the tightness of the distributions ofũ ǫ . Now we pass the limit ǫ → 0 in the nonlinear term f (t, x, u ǫ , ∇u ǫ ). In fact we restrict the system on (Ω δ , F δ , P δ ). By the assumption (2) on h and the fact thatũ ǫ strong converges to ϑu in L 2 (D T ), we have Combining with the analysis for linear system in §5, we have the following result.
Theorem 6.3. Assume that (2.5) holds. Let u ǫ be the solution of (2.1)- (2.4) with nonlinear term (6.13) . Then for any fixed T > 0, the distribution L(ũ ǫ )
converges weakly to µ in L 2 (0, T ; H) as ǫ ↓ 0, with µ being the distribution of U = ϑu which satisfies the following homogenized effective equation dU = − ϑ −1 div x A * ∇ x U − bλU + f * (t, x, U, ∇ x U) dt +ϑg 1 dW 1 (t) + λg 2 dW 2 (t), (6.18) where the boundary condition U = 0 on ∂D, the initial condition U(0) = u 0 /ϑ, the effective matrix A * = (A * ij ) is determined by (5.19) 
