Creating 3D scenes requires artistic skill and is time-consuming. A key challenge is finding novel models to place in a partial scene. We present a new algorithm to propose relevant models by leveraging text data. Our algorithm takes a partially completed 3D scene as input and a user-specified region of interest. It then suggests additional models according to the point-wise mutual information between the labels of nearby models in the scene and the labels of models in the database. We show that our text-based system suggests more models that result in model arrangements not observed in the training corpus, compared to a Graph Kernel system that trains on 3D scene data. Furthermore, combining the Graph Kernel system with our new system increases the number of unobserved model arrangements for the Graph Kernel, with higher precision according to human evaluators.
Introduction
Virtual game worlds need many realistic 3D models to create rich and immersive environments. However, modeling 3D scenes is difficult and time-consuming, partly because they contain many objects. Our goal is to make 3D scene modeling faster, easier, and more enjoyable. In particular, this paper tackles the problem of finding relevant and novel models to complete a partial scene.
Previous approaches to this problem often involve learning model relationships from examples of 3D scenes [Fisher et al. 2011; Fisher and Hanrahan 2010] . While these approaches are effective when a training corpus of 3D scenes is available, in practice such corpora are often small, domain-specific, and time-consuming to produce. Because of this, it is important for a suggestion system to be able to provide suggestions that result in model arrangements not previously seen in the training corpus.
In this paper, we are primarily interested in suggestions that result in previously unobserved model arrangements. A model arrangement is defined as an observed arrangement if any of its model pairs were seen within the same neighborhood in the training examples. For example, a suggested monitor model for a desk scene is considered an observed arrangement if the same monitor model appeared with the same desk model in a training scene.
We present a system that leverages co-occurrence statistics in text to create suggestions. Some advantages of text are that it is plentiful, * e-mail: {laureen, sharonl, hanrahan}@cs.stanford.edu has broad coverage, and is widely available. Given enough text, the fact that two objects are mentioned within a few words of each other can indicate that those objects occur together spatially. We use point-wise mutual information, which is explained in Section 4. Specifically, we look at co-occurrences of model labels in an Ngram, an ordered sequence of N words or other tokens. We take N to be five, as this is the limit of our text corpus. This is not to be confused with the N-grams used in [Torralba et al. 2009 ], which are object N-grams and not text N-grams.
To evaluate our system, we compared it against a Graph Kernel system which learns from the labels, spatial relationships, and geometry of models in a training corpus of 3D scenes [Fisher et al. 2011] . We found that the text-based system presented a much higher percentage of models that result in previously unobserved model arrangements. Furthermore, combining our text-based system with the Graph Kernel system resulted in one that suggested more unobserved model arrangements with higher precision than the Graph Kernel system alone (69% vs. 62%), where precision is the percentage of suggested models that user study participants marked as sensibly belonging in a given partial scene.
Related Work
This work is influenced by [Fisher and Hanrahan 2010] and [Fisher et al. 2011] , which suggest models to place in a new scene by learning scene and model relationships from a 3D scene corpus. In [Fisher and Hanrahan 2010] , users specify a 3D bounding box in a partially constructed scene, and the algorithm performs contextbased queries for relevant models. The algorithm learns spatial offset relationships between pairs of models from a corpus of 3D scene data to predict the strengths of relationships between candidate models and existing objects in the partial scene. It augments keyword search with this information, to return relevant models. [Fisher et al. 2011 ] converts scenes into graphs (rather than pairwise relationships) that encode models and their spatial relationships semantically. A graph kernel then compares common structures in two scene graphs to determine the similarity between the scenes. This can be used in context-based model search and other tasks. Using spatial context to help determine objects in a scene has also been applied successfully in the area of computer vision [Strat and Fischler 1991; Galleguillos et al. 2008] . The text-based algorithm presented in this paper likewise uses a context-based approach, but is trained on text data rather than 3D scene data.
The WordsEye project demonstrated that text N-grams (in the form of phrases) can be automatically converted into scenes [Coyne and Sproat 2001] . However, in that project, the objects being rendered in a scene are explicitly specified in the input phrase, and thus the work does not suggest models.
Datasets
For our experiments, we use two main datasets. For our 3D scene data, we use the Stanford Scene Database [Fisher and Savva ] , since it provides models that are well segmented. This database contains approximately 140 artist-made scenes and 1,736 object models. We take 120 of these scenes (encompassing 1,580 of the available models) to be in our 3D scene training set. Each model also has labels (both names and tags) taken from Google 3D Warehouse. Since any user can label models in Google 3D Warehouse, the labels are not guaranteed to be accurate, spelled correctly, or even in English. 1 However, our system was robust to this noise.
For our text corpus, we use the Google Web 1T N-grams dataset [Brants and Franz 2006] . This is a cleaned dataset based on a crawl of the Internet in 2006, and contains approximately 1.2 billion 5-grams and their associated counts. Approximately 52% of the corpus contains at least one label from our 3D model database.
Algorithm
We describe the three algorithms compared in this paper: the textonly N-gram Analyzer, a modified Graph Kernel system informed by 3D scene data [Fisher et al. 2011] , and a merged system. The N-gram Analyzer has two main stages. In the preprocessing stage, we clean the model labels from the 3D scene database: we convert all labels to lowercase to enforce consistency, and filter out any tag labels that are stopwords. 2 We do not filter out name labels that are stopwords, since some models may only contain stopwords as labels. There are a total of 1,620 name labels and 5,266 tag labels in the Stanford Scene Database. Filtering the tag labels removed 65 tags, leaving a total of 5,201 cleaned tag labels.
N-gram Analyzer
Next, we take all labels present in the Stanford Scene Database, and use the Web N-grams corpus to calculate the score between each pair of labels. We take the point-wise mutual information (PMI) between label pairs as the score, as this metric is well-established in NLP (most notably in collocation extraction [Bouma and Kuhn 2009]) . PMI is defined to be:
.
For our purposes, Pr(AB) is the probability that word A and word B both occur within the same 5-gram.
After computing the scores between all label pairs, we store them in an inverted list, which allows the lookup of labels that have the highest score relative to the query label.
We can now move to the suggestion stage. Our first step is to convert the given 3D scene into text. We take the five closest models to the focal point where an object is to be placed, and store their labels to use as context for the user query. We then aggregate the inverted lists for all query labels by summing them up and normalizing the contributions from each context model. Figure 2 shows a visual example of creating an aggregate inverted list given two context models labeled fork and spoon. In this example, the knife label has the highest aggregate score of 7.5. Mathematically, the aggregate score of a label o is:
where M is the set of context models, N (m) is the set of name labels and T (m) is the set of tag labels associated with context model m. The terms |N (m)| and |T (m)| in the denominators prevent models with a large number of similar labels from getting an unfair advantage over models that have only a few labels.
Once we have an aggregate inverted list of highest-scoring labels, we go through each of the 1,736 models in our database and calculate a model score for each. The candidate model score is defined as:
where score(l) is the score of label l in the aggregate list and N and T is the set of name and tag labels associated with the model respectively. We tune the weights wn and wt according to a separate development dataset.
One issue with the above algorithm is that some labels in the Stanford Scene Database are longer than five words, and, thus, they would never co-occur with other labels in our 5-gram corpus. We use a form of smoothing to take into account partial label cooccurrences. This results in a few changes to the algorithm:
In the preprocessing step, we break all labels in the model database into their component subgrams (unigrams up to 4-grams), and calculate PMI scores between all pairs of these labels (including subgrams).
Equation (3) is redefined to take into account subgram labels:
where S(n) are the subgrams of the name label n, and S(t) are the subgrams of the tag label t.
Finally, in Equation (4), score(n) and score(t) are replaced by:
where |l| and |s| are the total number of tokens in the label l and subgram s respectively. The value of α scales up contributions from higher-order subgrams. Both δ and α were tuned between 0.0 and 1.0 according to a separate development dataset (described in Section 4.3).
Graph Kernel System
We implement the Graph Kernel system described in [Fisher et al. 2011] . In this system, a model and its neighborhood are represented as a graph where nodes are models and edges are surface contacts. Model similarity is computed by comparing all walks in the graph rooted at model A with all walks in the graph rooted at model B and summing the scores. Two walks are compared to each other by using a node kernel that compares each node in the walk and an edge kernel that compares each edge in the walk. More details on this algorithm can be found in [Fisher et al. 2011 ].
The length of the walk along the relationship graph is set to three, which is sufficient for scenes in our dataset. Longer walks would only be needed for tall stacks of models. Given a query point in a scene, the system creates suggestions by going through each scene in the database and ranking models according to the similarity between the query point neighborhood and the model neighborhood.
Merged System
To combine the N-gram Analyzer system with the Graph Kernel system, we simply merge the model suggestions lists from each system of interest. The Graph Kernel system generally calculates scores between 0.0 and 1.0, normalized according to [Fisher et al. 2011] , and the N-gram Analyzer returns scores between negative infinity and infinity. We normalize the Graph Kernel score to be between 0.0 and 1.0 if the suggestions list for a query contains scores over 1.0, and do the same for the N-gram Analyzer. We discard suggestions from either list that have a score of 0.0 or lower. Finally, we weight the scores of each suggestion according to which analyzer they came from, and add the suggestion and score to a merged list.
For our experiments, we tuned the weight value using a separate development dataset containing six diverse scenes from the Stanford Scene Database with two regions of interest per scene. For this dataset, we had two people mark all of the models in the database that were good suggestions for each region of interest. Their answers were unioned to get a final dataset of "good" model suggestions for each region of interest. Our goal with the tuning was to maximize the "goodness" of the overall suggestion set while trying to introduce more suggestions resulting in unobserved model arrangements.
Experiments & Results
For our experiments, we selected 9 regions of interest from a variety of scenes, including a bathroom scene, a bedroom scene, a living room scene, and an office scene. We consider the top 10 suggestions from each of the three analyzers for each of the scenes Our first question is whether the N-gram Analyzer suggests more unobserved model arrangements, compared to the Graph Kernel system. We considered a model arrangment observed if any of its model pairs were seen within a walk length of 3 in the training examples. Because the Graph Kernel is more limited to model combinations seen in its training examples, we believed that combining it with the N-gram Analyzer would result in more unobserved model arrangements. We looked at the top 10 suggestions for each of our 9 scenes and counted the number of suggestions resulting in unobserved model arrangements.
With this number established, the next question is, are these suggested model arrangements reasonable? To evaluate the number of suggestions people considered reasonable, we conducted a user study (N=16) that compared the suggestions from the N-gram Analyzer, Graph Kernel, and the Merged system from these scenes. Users were shown a screenshot of the region of interest and one suggested model out of the pool at a time in a random order. Users were asked whether or not the suggested model made sense as either a replacement model for some other model in the visible part of the scene, or as a new addition to the scene.
Number of Unobserved Arrangements
The text-based N-gram Analyzer and the Graph Kernel systems often gave different suggestions. The overlap in the top 10 suggestions for all scenes was just 1.1%. Figure 3 shows the top 10 suggestions for a desk scene, with the unobserved arrangements highlighted. In this example, the N-gram Analyzer suggested many more models that result in unobserved arrangements than the Graph Kernel system, which suggested models already seen on the same desk in its training examples. 
User Study Results
We conducted a repeated-measures two-way ANOVA to study the effects of the system and whether the suggestion resulted in a unobserved arrangement on precision. The analysis indicated that the N-gram Analyzer may perform differently relative to the other systems (p < 0.01) depending on if the suggestion results in an unobserved or observed arrangement. Table 2 shows the precision as percentage of suggestions "making sense" for each system. The N-gram Analyzer and the Graph Kernel had comparable precision when it came to suggesting models resulting in unobserved arrangements. The Merged system also had slightly better precision on these models than the Graph Kernel system (p = 0.02 for paired, one-tailed t-tests). Overall, the suggestions from the Merged system are rated comparably with respect to reasonableness to the suggestions from the Graph Kernel. Thus, not only does the Merged system suggest more unobserved model arrangements, but it also maintains the overall "goodness" of the suggestion set. 
Discussion
The Graph Kernel can only suggest a model that is contained within a training scene. In the Stanford Scene Database, 90% of the models are contained within the 120 training scenes. However, there are often cases where there is a large database of models but only a few scenes, and so, the Graph Kernel only has a small number of models it can suggest. In these cases, the N-gram Analyzer can be particularly helpful in adding diverse suggestions.
Because the N-gram Analyzer uses PMI statistics from a large text corpus, it is not tied to a smaller corpus of 3D scenes. Most of the suggestions from the N-gram Analyzer were unobserved arrangements in the training corpus used by the Graph Kernel. In addition, these unobserved arrangements were rated as reasonable as the ones from the Graph Kernel in our user study. Combining the N-gram Analyzer with the Graph Kernel resulted in more unobserved arrangements with a slightly higher precision.
A possible reason for this comparable, but slightly higher precision is that the merged system has more reasonable suggested models to choose from. A suggestion that is scored highly by the Graph Kernel means that the system could find a similar model neighborhood in its training scenes, while a suggestion that is scored lowly means that the neighborhoods in the training scenes were not very similar. These low-score suggestions from the Graph Kernel are then replaced by suggestions from the N-gram Analyzer.
Conclusion & Future Work
We have shown a method to facilitate the modeling of rich 3D scenes by suggesting additional models that plausibly fit in the scene. Previous approaches learn good suggestions from a relatively limited corpus of 3D scenes. Our approach combines data from a 3D scene corpus with text data from the Internet, which is abundant and publicly available. We show that the N-gram Analyzer suggests a much higher percentage of models resulting in unobserved arrangements than a Graph Kernel system trained on 3D scene examples (82% vs. 46%). Additionally, we find that combining the N-gram Analyzer with a full Graph Kernel system via a simple merge of the suggestions lists from each gives better results for novel models than the Graph Kernel system by itself (p = 0.002) and adds more unobserved model arrangments than the Graph Kernel alone.
For future work, we plan to experiment with more metrics to use with the N-gram Analyzer. There are also alternative methods of using N-grams to determine which models belong with other models in a scene, such as using distributional similarity or relation extraction. There is also the possibility of combining the N-gram Analyzer and Graph Kernel system in different ways, rather than just a simple weighted merge of output suggestion lists.
