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Abstract
This thesis discusses several phenomenological evolution equations derived from gen-
eral symmetry arguments, which are believed to model nonequilibrium processes in
interface growth and polymer drift. Universality classes associated with kinetic rough-
ening and the depinning transition are determined by dynamic renormalization group
calculations and numerical simulations.
The first model describes nonequilibrium dynamic fluctuations of a polymer in a
dilute solution, subject to a uniform external force. In most physically relevant cases,
the fluctuations are superdiffusive, governed by a swelling exponent v = 1/2 and a
dynamic exponent z = 3. The polymer exhibits "kinetic" form birefringence as it
is stretched by the flow. The crossover to anisotropy occurs at a velocity inversely
proportional to the squareroot of the polymer length. Numerical simulations show
that strong crossover behavior may produce larger swelling exponents along the force
direction at intermediate length scales, potentially giving rise to a stretching transi-
tion. Next, the effect of quenched disorder is explored through a model describing a
Flux Line in a Type-II superconductor, driven by a bulk current J near the depinning
threshold. In the absence of transverse fluctuations, the system reduces to recently
studied models of interface depinning. In most cases, the presence of transverse fluc-
tuations don't influence the critical exponents that describe longitudinal fluctuations.
For a manifold with d = 4 - e internal dimensions in an isotropic medium, longitu-
dinal fluctuations are described by a roughness exponent (1 = /3 to all orders in
e, and a dynamical exponent z = 2 - 2e/9 + O(e2). Transverse fluctuations have a
smaller roughness exponent l = ( - d/2 and relax more slowly, with a dynamical
exponent z = zll + 1/v. [ v = 1/(2 - (1) is the correlation length exponent.] There
is good agreement with numerical results. Anisotropy and a nonzero Hall angle lead
to additional universality classes. Finally, the effect of nonlocal interactions on the
depinning transition is studied in a contact line. The only important change is the re-
duction of the upper critical dimension from dc = 4 for the elastic interface to d = 2,
giving ( = 1/3. The dynamical exponent z = 1 - 2c/9 + 0(e2) < 1 suggests unusual
dynamical properties.
Thesis Supervisor: Mehran Kardar
Title: Professor of Physics
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Chapter 1
Introduction
This chapter is an attempt to place this thesis in its proper context.
1.1 Phenomenology
Humanity has been in a constant struggle with Nature from earliest times of its
history, in order to survive and thrive on Planet Earth. Early on, it became clear
that a better understanding of how Nature works can be a very important means to
accomplish many of the desired goals. As the inner workings of objects around us
have been slowly revealed over time, many technological advances have greatly aided
our comfort and prosperity - although at an arguable cost.
The present picture we have of the world around us is markedly different from
what it was a century ago. Two big revolutions in physics, the Theories of Relativity
and Quantum Mechanics, have created a very different picture of reality, enabling an
immense advancement of knowledge and technology, at the same time leaving behind
a number of very important philosophical issues to be resolved. Yet it is clear that
the understanding of relativity and quantum mechanics was by no means necessary
to build huge structures such as towers and bridges, to invent the steam engine and
to utilize electricity. Natural sciences had already reached a certain maturity in the
late nineteenth century, and it was even believed that all secrets of Nature were soon
to be revealed by scientists. We now know that matter behaves in a profoundly
different way at the microscopic level, yet these discoveries were not of much direct
consequence to the geophysicist studying rock formations, or the mechanical engineer
building a combustion engine. These and many other disciplines focus on systems
that are of macroscopic size, and phenomenological parameters such as the density
of the rock or the vapor pressure of the fuel are all that are needed to study them.
Even the modern discipline of atomic physics can be considered phenomenological:
The masses of atomic nuclei and electrons are just parameters that can be measured
experimentally. Their origins are not known to the discipline; nor would such a
knowledge alter the understanding of the subject matter a great deal.
Although an ontological understanding of Nature is a very important intellectual
challenge, the power of phenomenology should not be undermined: After all, exper-
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iments and observations are the only connections between the human mind and the
reality perceived by it. In this thesis, I address a number of current problems in
open nonequilibrium systems from a phenomenological point of view. A brief review
leading to the topics discussed in this thesis is in order.
1.2 Thermodynamics
Thermodynamics is "the theory of the relations between heat and mechanical energy,
and of the conversion of either into the other" [1]. More precisely, it is a phenomeno-
logical description of thermal properties of macroscopic systems in equilibrium. It
only concerns itself with a few macroscopic observables of the system under study,
such as the temperature and pressure of a gas, and provides an account of how such
systems interact with each other at this macroscopic level, without trying to give an
explanation or cause. The "laws" of thermodynamics were originally deduced from
observation, not by mathematical proof. In spite of this, it is tremendously successful:
One does not need to know the detailed internal structure of the water molecule to
build a steam engine.
1.3 Statistical Mechanics
The gap between microscopic theories that obey the laws of molecular dynamics and
the properties of systems that are well described by thermodynamics is bridged by
Statistical Mechanics. It aims to derive not only the general laws of thermodynamics
but also thermodynamic quantities (such as entropy, pressure, free energy, and chem-
ical potential) from the microscopic model[2]. The idea is to start from an energy
functional, a Hamiltonian 7t[/'], which gives the total energy of the system in terms of
its microstate Ia described by the positions and momenta of a very large number 1 of
particles. The microstate contains a huge quantity of information about the system,
most of which is not needed if one is concerned only with macroscopic quantities
such as the pressure of a gas, or the magnetization of a crystal. Statistical Mechanics
reaches its goal by a simple idea: In equilibrium, each microstate of an isolated sys-
tem that is consistent with a given set of macroscopic parameters is assumed to be as
equally likely to occur as any other. This assumption of equal a priori probabilities
is very successful in describing a wide variety of macroscopic phenomena. It implies
that the probability of observing a particular macrostate is directly proportional to
its corresponding volume in the phase space (which contains all microstates).
Assume that we are interested in the thermodynamic properties of a system in
thermal equilibrium at temperature T. We start by considering the system (with mi-
crostates {} and Hamiltonian 7-) and a much larger heat reservoir (with microstates
{PR} and Hamiltonian Thz)in thermal contact with it. The assembly is then isolated
from the environment, so that its total energy E = 7t + W7R does not change with
time. Since we are only interested in the microstates of the system and not the
lapprox. 1023
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reservoir, we can eliminate {/PR} simply by summing over these degrees of freedom.
This summation yields the well-known Boltzmann distribution for the probability of
a microstate:
P[] = Q-le -[ ]/kBT, (1.1)
where kB is the Boltzmann constant and Q is the normalization factor, also called
the partition function:
Q = Ee[]/kBT. (1.2)
The expectation value of any macroscopic observable O[i], which is what experiments
measure, is then given by its weighted average over the probability distribution:
(0) = O[1i]P[p] = Q-' [p[l]e-[]/kBT (1.3)
Of course, the experimental measurements will be meaningful and reproducible
only if the fluctuations of the actually observed values around the expected value are
very small, i. e.
((0- (0))2) < () 2 (1.4)
The law of large numbers guarantees this condition in almost all cases, except when
the system is near a critical point, which I shall describe later.
The partition function has all the information necessary to calculate thermody-
namic functions. For example, the Gibbs free energy is given by G = -kBTlnQ.
Statistical Mechanics is thus mostly concerned about calculating Q from a given mi-
croscopic model. For most systems, this is a very difficult task to do exactly, and
approximation schemes are necessary.
:1.4 The Ising Model
In order to demonstrate these ideas, let us consider a prototype toy model that
attempts to describe a uniaxial ferromagnet: The Ising Model[3]. Consider a square
lattice, with L sites on a side and a lattice constant a, where each of the N = L2
lattice sites is occupied by a particle which can be magnetized either in the "up" (+1)
or "(down" (-1) direction, without any other degrees of freedom. Then, a microstate
is completely described by the enumeration of the "spins" ur = ±1 of each particle:
P = {ai}. (1.5)
The 2 N possible values of p constitute the phase space Q of the system. Since we would
like to describe a ferromagnet, assume that there is an energy gain of J whenever two
neighboring particles are aligned. Also, there is an external magnetic field H which
tends to align the spins along its direction, causing an additional energy cost of -Hai
at each site. Thus, the Hamiltonian is given by
[{a}] =-J E iaj - H i, (1.6)
(ij) i
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where (ij) denotes a summation over nearest neighbor pairs. (Periodic boundary
conditions are imposed to insure that every site has equivalent surroundings.) The
partition function is
_ HQ =Eexpj {BT 7 aj + kBT E a; } (1.7){,} kB -OD kB /.
The physical quantity of interest is the total magnetization, which is simply the sum
of all spins:
M[{ai}] = E (1.8)
In thermal equilibrium, the expected value of the magnetization is
M(T,H) = Q-Z ( ai exp k- aicj + kT o i
{ri} I} kBT (i j) kBT 
= kBT OlnQ= G (1.9)OH OH'
The magnetization per site for an infinite system m(T, H) = limN,, M(T, H)/N
is plotted in Figure 1.4. In thermal equilibrium, the infinite system gives rise to
a paramagnet at high temperatures (n oc H) and a ferromagnet at low tempera-
tures [in = +rno(T) for H -+ 0±], causing a discontinuity in the magnetization as
the magnetic field changes sign. The transition from a smoothly varying mn to the
discontinuity occurs at the critical temperature T, where the Gibbs free energy G
acquires a singular part. This non-analytic behavior is a consequence of taking the
N -+ o limit. Thermodynamic response functions, such as the magnetic susceptibil-
ity X = Drn/OH and the heat capacity C = O(7)/dT = kBT20 2 G/OT2 diverge with
associated power laws as a function of the reduced temperature t = (T - T)/T,:
C tl-e, x It-a, (1.10)
valid for small t and H = 0. The magnetization also has non-analytic behavior as a
function of t and H:
n . Itl (for H = 0), n H- 'L/ (for t = 0). (1.11)
Being the quantity that distinguishes the two phases, the magnetization is usually
called the order parameter of the system. The exponents a, /, y, 6 are called critical
exponents, and they have rather remarkable properties: First of all, they are not inde-
pendent, related to each other by a number of scaling laws which can be derived from
dimensional arguments using the scaling hypothesis. (See below.) Furthermore, phys-
ical systems seem to fall into a relatively small number of groups called universality
classes, within which the critical exponents are identical. For example, critical expo-
nents near the liquid-gas critical point are not only the same across a wide variety of
materials, but they are also very close to the values found for the three-dimensional
Ising Model[4], which is hardly an accurate model to describe a liquid-gas system.
18
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Figure 1-1: Qualitative phase diagram of the two dimensional Ising Model, along with
typical configurations on the H = 0 line near the critical temperature T,.
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The modern theory of critical phenomena[5] aims to explain this insensitivity to mi-
croscopic parameters and to derive the critical exponents. To achieve this goal, a
very powerful mathematical tool called the Renormalization Group (RG), first used
by Wilson[6] in this context, is employed. In order to motivate this tool, we should
first look at the connection between fluctuations in a system and its thermodynamic
response functions.
1.5 Correlations and Scaling
If the original "macroscopic" system is broken into smaller and smaller subsystems,
a size will eventually be reached when the subsystems cannot be considered macro-
scopic, since Eq.(1.4) breaks down. How large does a subsystem have to be in order
be still considered as macroscopic'? The answer depends on the nature of fluctua-
tions in the system. Assume that there is a device which can measure the average
magnetization of spins within a distance b of its center, i. e.
m(r) -= Z ifb(r - ri), (1.12)
where ri is the location of spin i and fb is a suitable and properly normalized window
function. (For a device that measures total magnetization, b would be equal to the
system size.) Since features that are smaller in size than b cannot be resolved, it
becomes desirable to describe the system in terms of these coarse-grained variables
m(r) instead of the original spins {ai}. This can be done by a partial summation over
all microstates that give rise to the same coarse-grained observables in the partition
function. This process is called coarse-graining.
Due to the nearest-neighbor coupling J, the spins in two nearby sites are not
entirely independent of each other. This dependence is measured by the correlation
function rij = (oioj) - (i)(oj), which would equal to zero if the sites were indepen-
dent. In terms of the coarse-grained variables,
F(r) = (m(r)m(O)) - (rn(0))2. (1.13)
Typically, the correlation function decays exponentially as a function of the distance
between the spins, with a characteristic length , called the correlation length:
F(r) e- "/E, (r << ). (1.14)
The magnetic susceptibility is intimately related to the spin correlation function
through the relation
= kBTJdr (r). (1.15)
Thus, the divergence of X implies that the correlation length becomes arbitrarily
large near a critical point. Typically, , tl-", defining the correlation length expo-
nent v. At the critical point, F(r) decays as a power law instead of an exponential,
giving rise to a self similar structure.
20
1.6 Critical Phenomena
Large-scale fluctuations play an important role in the properties of the system at
criticality. It is plausible to expect that becomes the only important length scale in
the system, in terms of which all other terms must be measured. (This assumption
is often called the scaling hypothesis.2 ) Thus, the appearance of power laws near
a critical point is not accidental, but a consequence of the loss of length scale in
the correlations. Power laws have the important property of retaining their original
form (up to an overall constant) upon a transformation of length scales. This scale-
invariance lies in the heart of the RG treatment. The RG is essentially a mapping in
parameter space that connects two systems at different length scales. Near criticality,
the system looks self similar over a range of scales, which indicates that the parameters
of the system are close to a fixed point of the RG transformation. By examining the
flow of parameters near this fixed point, it is possible to derive critical exponents of
the model. The universality of critical exponents becomes clearer in this approach:
Two different systems will have identical critical exponents if they are influenced by
the same fixed point of the RG transformation near criticality.
Computations on many different systems suggest that there are a small number
of attributes that influence the observed critical exponents of a system under study.
First of all, the dimensionality d of the embedding space is very important: The
Ising Model has different exponents in two and three dimensions. In fact, many
systems have trivial critical behavior in dimensions d > 4. The reason is that at
high spatial dimensionality, each site has many nearest neighbors and fluctuations
from each of these sites tend to cancel out. In this case, mean-field theories usually
give the correct critical exponents. The second important attribute is the degrees of
freedom each site has: For example, if the spin at each site is allowed to point in any
direction rather than just "up" or "down", the critical exponents will be different. In
the coarse-grained description, this corresponds to replacing mn with an n-component
vector rn. (n = 3 in the example above.) Once again, the determination of the
critical exponents become usually easier for some models when n is large. Since
exact results for the critical exponents are difficult to obtain for physical values of
d and n (The two dimensional Ising Model is still the only case where exponents
are known exactly), useful controlled approximations have been developed. They
estimate critical exponents by analytical continuation down from d = 4 (-expansion)
and n = oc (1/n expansion), where exact results are known. Such methods have
been successfully employed to determine critical exponents to a high accuracy. (A
few percent for the (1=3 Ising Model.)
2 See Chapter 4 of Ref. [5] for an elegant introduction to the scaling hypothesis, and further
chapters for an introduction to the RG and its application to critical phenomena. See Ref. [7] for
a more recent and very readable treatment. A detailed discussion of these concepts is beyond the
scope of this thesis.
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1.7 A Note On Disorder
So far, I have only discussed "pure" systems: In the Ising Model, the nearest-neighbor
coupling J and the external field H does not vary from site to site. Most materials
we encounter in real life are not so homogenous: Even the cleanest systems may have
impurities, dislocations or vacancies. Such effects can be incorporated into the Ising
Model by allowing the couplings and external fields to vary slightly at each lattice
point: J - J + Jij, H - H + Hi. Since the system is very sensitive near a critical
point (as evidenced by diverging susceptibilities), and disorder usually has a profound
effect on the critical properties of the system: It may change the critical exponents, or
even eliminate the phase transition altogether. For example, the Random Field Ising
Model (RFIM) with fluctuating local fields is in a different universality class than
its pure counterpart. Thus, the nature of disorder in the system has to be carefully
considered when dealing with critical phenomena.
1.8 Generic Scale Invariance
The critical point is very special: It is necessary to fine-tune some parameter to
a specific value (e. g. the temperature to T,) in order to observe fluctuations at
all length scales, with power law correlation functions. However, as particularly
emphasized by B. Mandelbrot [8], many occurences in nature such as mountains,
clouds and coast lines exhibit statistical scale invariance over a wide range of lengths,
without any apparent "tuning" of external parameters. This kind of generic scale
invariance has spurred considerable interest among physicists, and several mechanisms
have been suggested. The "sandpile model" of Bak, Tang and Wiesenfeld (BTW)[9]
has become the prototype of numerous dynamical models, described by time evolution
rules rather than a Hamiltonian. These systems operate far from thermodynamic
equilibrium, and the scale invariance is believed to arise from the self-organization of
the system to a critical state due to the particular dynamical rules that are involved,
hence the overly popular term "self-organized criticality" (SOC). There are also field
theories that give a coarse-grained picture of a system, such as the configuration
of a domain wall or interface, where scale invariance appears naturally as a result
of symmetries and/or conservation laws. To illustrate how symmetries give rise to
scale-invariance, let us consider a line with line tension T, which is confined to the
xy-plane and is on the average oriented along the x-direction, but free to move along
the y direction. (See Fig. 1-2.) Its configurations (microstates) can be described by
the height profile y(x), assumed to retain single-valuedness. The energy of the line is
proportional to its length:
7- = rL dx 1 + (dy/dx) 2 rL + I dx (dy/dx)2, (1.16)
?(=rdJ+(dy/da~.)ZF; 7L+ 2 Jo
where L is the length of the completely flat line. The final approximation is valid
when Idy/dxl < 1, which I'll show later to hold at large length scales. The first term
creates a constant prefactor in the partition function, it can be safely ignored. One
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Figure 1-2: A fluctuating line in two dimensions. Successive rescalings by 4 along
the x-axis and by gr4 = 2 along the y-axis gives statistically similar pictures, demon-
strating the self affinity of the line.
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very important property of this Hamiltonian is that it involves only derivatives of y.
This follows naturally from the observation that a uniform shift y(x) = y(x) + c of the
line along the y-axis has no energy cost. No matter how complicated the Hamiltonian
is (the line could have a bending rigidity, for example) this feature will persist as long
as the translational symmetry along the y-axis is preserved. Our system actually has
another symmetry: The energy of the mirror image of a configuration with respect
to the y = 0 line is also identical to the original. This requires that %/ can not
change when y(x) is substituted by -y(x). Thus, y can appear in only even powers
in the Hamiltonian. Clearly, symmetry considerations alone strongly restrict the
possible Hamiltonians one can write down for a given system. The absence of terms
proportional to y(x) in Eq.(1.16) gives rise to a scale-invariant profile. The simplest
way to see this is to notice that the Hamiltonian remains unchanged under a scale
transformation x -+ bx, y -+ b/ 2 y. Although the line remains parallel to the x axis on
the average, the magnitude of the deviation scales as the square-root of the x-distance
between two points on the line, i. e.
(ly(x) - y(0) 2 ) - lx (1.17)
A typical configuration of the line will have the same statistical properties when
shrunk by different amounts in the x and y directions. Such configurations are called
self-aJfine as opposed to self-similar, a term used for systems that remain statistically
invariant under an isotropic scale transformation. Self-affine systems are characterized
by the roughness exponent (, defined through the scaling relation
(ly(x)- y(0) 12)l 2 (1.18)
Thus, the elastic line has a roughness exponent S = 1/2. The typical magnitude of the
average slope at lateral resolution b scales as bc-l 1/ Vb, therefore the approximation
dy/dxl << 1 is justified after sufficient coarse-graining.
Similarly, the self-organization in the sandpile model of BTW[9] can be traced
to the conservation of sand particles by the dynamics: Sand particles which enter
the pile at random locations can only leave it through the open boundaries at the
edge. Criticality is lost as soon as random sinks are placed in the sandpile. Clearly,
dynamics plays a very important role in determining the scaling properties of these
systems, and will be the next point of focus.
1.9 Approach to Equilibrium: Dynamics
Standard Statistical Mechanics is successful at describing equilibrium properties, but
in many cases the approach to equilibrium is very important in understanding dynam-
ical phenomena such as transport properties. In order to study dynamical properties
of a system, it is necessary to investigate correlations in time as well as in space.
In order to obtain such statistical averages, the concept of phase space is expanded
from static configurations {rn(r)} of a system to complete histories of configurations
{rn(r, t)}. The assumption of equal a priori probabilities is then applied to all his-
tories that are consistent with the evolution equations of the system. If the system
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under study is near equilibrium, the time evolution of the order parameter rn(r, t) is
usually approximated by a Langevin Equation of the form
Dm(rt) _ + r(r, t). (1.19)
at 6m(r,t)
The first term on the right ensures that n relaxes towards the minimum of the Hamil-
tonian. u determines the speed of this relaxation and is called the kinetic coefficient.
The second term mimics the thermal agitation from the heat bath and spreads out
the distribution of mn such that the Boltzmann distribution is recovered when equi-
librium is reached. [ is a Gaussian white noise with zero mean and correlations
(r(r, t)r(r', t')) = kBTuS(r - r')6(t - t').] When the system is near a critical point,
the divergence of the susceptibility and/or the singular behavior in kinetic coefficients
cause the relaxation rates of certain modes to go to zero. This critical slowing down
can then lead to observable anomalies in other transport coefficients and dynamic
properties[10]. In many cases, the resulting critical behavior can be successfully de-
scribed by extending the scaling hypothesis to relaxation rates and introducing a
dynamical exponent z which relates relaxation rates of "slow" modes to their wave-
length. The scaling form of the response functions can then be used to relate the
dynamical exponent to the static critical exponents. Depending on the type of dy-
namics, z may assume different values even if the equilibrium distributions of two
systems are identical. For example, in the Ising Model, if relaxation to equilibrium
occurs through spin exchange processes, the magnetization (which is the order pa-
rameter) is locally conserved by the dynamics. If the relaxational process is spin flip,
magnetization is not conserved. The relaxation is found to be much slower if the
order parameter is conserved, characterized by a larger dynamical exponent. Even if
the order parameter is not conserved, the dynamical exponent is increased if the order
parameter is coupled to some conserved field, such as the local energy density. Thus,
there are a number of distinct dynamical universality classes that have the same static
critical exponents, and dynamical critical phenomena are in general richer than their
static counterparts. Dynamical RG methods have been successfully used to justify
the dynamic scaling hypothesis and to investigate the dynamical critical exponent
and associated universality classes[10].
1.10 Systems Far From Equilibrium
There are many examples of open systems which are driven far from equilibrium by
external forces. Examples include polymers that are in an external flow field, surface
growth due to deposition processes such as sputtering and Molecular Beam Epitaxy,
and fluid invasion in porous media. When the system of interest is far from equi-
librium, many well established methods based on a Hamiltonian and the notion of
equilibrium become useless, and a different approach is needed. There are still a
number of ways to attack the problem, such as the formalism of Martin, Siggia and
Rose[11]. One possibility is to treat the evolution equations as more fundamental, and
to consider the most general equation of motion consistent with the symmetries and
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conservation laws of the system under study[12]. The idea is similar to the Landau-
Ginzburg approach for obtaining the effective coarse-grained Hamiltonian through
symmetry considerations: The parameters that are introduced are phenomenological,
and in principle derivable from a more precise microscopic description of the sys-
tem. Hydrodynamics is a good example of such a phenomenological approach: The
evolution of large-scale structure in a fluid is described in terms of a few measur-
able parameters, whose derivation from first principles can be very difficult and not
particularly necessary to understand the studied phenomena. Once such evolution
equations are constructed, their critical properties can be studied by numerical and
analytical tools.
1.11 Scope of This Thesis
The principal common goal of the research described in this thesis is to identify
and investigate the generic and/or critical dynamic scaling of fluctuations in simple
prototype models that describe a wide variety of nonequilibrium phenomena related
to interface and polymer dynamics. The focus is on overdamped systems, and the
goal is to determine how the dynamical scaling behaviors of these systems are in-
fluenced by of thermal and quenched (static in time) disorder, dimensionality of the
embedding space and the embedded structure, and local vs. nonlocal interactions.
General symmetry considerations are employed to construct phenomenological evolu-
tion equations, whose parameters are linked to experimentally observable quantities
when possible.
Figure 1-3 shows the physical realizations that are studied in particular, although
very similar equations can be used to describe a wide variety of other systems, such as
the convection of a passive scalar[13], propagation of crack fronts[14], and dynamics
of interfaces coupled to diffusive fields[15].
The first system investigated is a polymer in a dilute solution, drifting due to a
uniform external force. A good experimental realization is DNA Electrophoresis[16].
The time evolution of the polymer is described by the equation
Otrll = D11O 1 + (rll)2 + (O rI,) 2 + ll(x,t), (1.20a)
aXnrll+ 2i=1
atrli = DlO2rli + Alazrllarli + li(x,t) (i = 1, 2), (1.20b)
where r(x, t) denotes the position of monomer x with respect to the center of mass, and
r(x, t) represents the disorder (thermal or quenched), with zero mean and correlations
of the form
(rll (x,t)ll (x', t')) = 2Tl(x - x')6(t- t'), (1.20c)
(rli(x, t)z71j(x',t')) = 2TL±i,id(x - x')6(t - t') . (1.20d)
These equations give rise to a self-affine configuration, due to the translationally
invariant dynamics of the system.
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Figure 1-3: Three systems studied in detail. From top to bottom: A uniformly
charged polymer in a dilute solution driven by an external electric field E (Chapter 2);
A Flux Line in a type-II superconductor driven by a bulk supercurrent J (Chapters 2
and 3); Contact line of a partially wetting liquid, advancing on a surface (Chapter 4).
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The second system is a single flux line in a Type-II superconductor. The effect of
quenched disorder and the resulting critical behavior near depinning are investigated.
The equations of motion are
qrdtrll = K11&2rll + K12 r + F + fll(x,r(x,t)), (1.21a)
71trl = K21O2rll + K22 2r + fL(x, r(x, t)), (1.21b)
where rll (x, t) and r (x, t) denote fluctuations from a straight line along and transverse
to the drift direction, respectively. The disorder is short-range in space, but quenched
in time:
(f,(x, r)f.(x', r')) = (x- x') A,(r- r'), (1.21c)
where A is a function that decays rapidly for large values of its argument. As the de-
pinning threshold is approached, the FL shows distinct scaling properties reminiscent
of a second order phase transition; with a diverging correlation length and scaling
exponents distinct from those obtained at large drift velocities.
Finally, the third system is the contact line of a partially wetting liquid on a het-
erogenous surface. When the contact line moves quasi-statically, the capillary modes
on the liquid-vapor interface create an effective nonlocal interaction between different
points on the contact line[17]. Thus, the dynamics near the depinning transition is
described by the equation of motion
P- (Dh(xt) = dXi(- /t) (- 'x ) + f[x,h(x,t)] + F, (1.22a)
a<lx-x I
where the disorder is again assumed to be short-range in space, but quenched in time:
(f(x,y)f(x',y')) = A(r/a). (1.22b)
In the above, r2 = (x - x')2 + (y - yl)2, a is the characteristic size of defects, and
A is a function that decays rapidly for large values of its argument.
1.12 A Warning on Notation
The assignment of greek letters to scaling exponents has been far from standardized,
and major discrepancies exist across disciplines. I have tried to follow as much as
possible the convention used by the modern theory of critical phenomena and the
widely accepted notation in interface science. However, the notation is very different
in polymer science for historical reasons. Such conflict is inevitable when dealing
with a very general set of equations applicable to a number of disciplines. In order
to make the chapters more readable to people familiar with the particular system
discussed, the exponents are defined explicitly in each chapter, and the scope of their
definition is strictly within that chapter. Therefore, I urge the readers to go through
the definitions carefully in each chapter before interpreting the results. A chart of
equivalence across chapters is given in Table 1.1.
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Quantity Chapter 2 Chapter 3 Chapter 4
Fluctuation ra(x, t) r (x, t) h(x, t)
Correlation length exp. - v v
Velocity exp. - P P
Roughening/swelling exp. V, ue
Dynamic exp. (interface) ( = u z. z, z
Dynamic exp. (polymer) zc zc/G z/(
Table 1.1: The correspondence of the fluctuating field and scaling exponents across
chapters. The subscript ac refers to {I, I} components.
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Chapter 2
Dynamic Relaxation of Drifting
Polymers
This chapter is a slightly edited reprint of Ref.[18].
2.1 Introduction and Summary
The dynamics of polymers in fluids is of much technological interest and has been
extensively studied[19, 20]. The combination of polymer flexibility, interactions, and
hydrodynamics make a first principles approach to the problem quite difficult. There
are, however, a number of phenomenological studies that describe various aspects
of this problem[21]. One of the simplest is the Rouse model[22]: The configuration
of the polymer at time t is described by a vector R(x,t), where x E [0, N] is a
continuous variable replacing the discrete monomer index. (See Fig. 2-1.) Ignoring
inertial effects, the relaxation of the polymer in a viscous medium is approximated
by
atR(x, t) = 1 iF(R(x, t)) = DO92R + rl(x, t), (2.1)
where is the mobility. The force F has a contribution from interactions with near
neighbors that are treated as springs. (In a coarse-grained formulation the origin of
this term is entropic.) Steric and other interactions are ignored. The effect of the
medium is represented by the random forces ar with zero mean. The Rouse model
is a linear Langevin equation that is easily solved. It predicts that the mean square
radius of gyration R2 = (IR - (R)12 ) is proportional to the polymer size N and the
largest relaxation times scale as the fourth power of the wavenumber, i.e. in scattering
experiments, the half width at half maximum of the scattering amplitude scales as
the fourth power of the scattering wave vector q. These results can be summarized as
Rg N NN and rq q where v and z are called the swelling and dynamic exponents,
respectively. Thus, for the Rouse model, v = 1/2 and z = 4.
The Rouse model ignores hydrodynamic interactions mediated by the fluid. These
effects were originally considered by Kirkwood and Risemann[23], and later on by
Zimm[24]. The basic idea is that the motion of each monomer modifies the flow field
31
12
E_
II
I1 ·
Figure 2-1: Configurations of the polymer at time t are described by R(x, t), where
x labels the monomer index.
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at large distances. Consequently each monomer experiences an additional velocity
,HOtR(x,t) = 8r8 JdxF(x1)rXx/ + (F(x') rx.,)rxx,
dx'l~ Ix7~ - X11X, ~(2.2)
where rx, = R(x) - R(x'), qr/ is the viscosity of the solvent and the final approxi-
mation is obtained by replacing the actual distance between two monomers by their
average value. The modified equation is still linear in R and easily solved. The main
result is the speeding up of the relaxation dynamics as the exponent z changes from
4 to 3. Most experiments on polymer dynamics indeed measure exponents close to
3[25]. Rouse dynamics is still important in other circumstances, such as diffusion
of a polymer in a solid matrix, stress and viscoelasticity in concentrated polymer
solutions, and is also applicable to relaxation times in Monte Carlo simulations[19].
There are also many studies of the morphology of polymers in shear flows. The
approach is usually to follow the evolution of a probability distribution for the shape
of the polymer under the combined action of shear and elastic forces[26]. Under some
circumstances the shear force may cause a coil to rod transition[27]. In this chapter
I consider the dynamics of a polymer drifting through the fluid at a constant velocity
U, due to a uniform external force E, and in the absence of any external velocity
gradients. Specific examples include sedimentation of polymers, in which case E is
the acceleration due to gravity, g, and gel electrophoresis[16] where E is the electric
field.
At first sight it may appear that there should be no difference in the relaxation
dynamics of a polymer at rest and one moving at a uniform velocity. This conclusion is
in fact not correct due to the interactions with the surrounding fluid. For example, the
drift velocity of a rod pulled through a viscous fluid depends on its orientation relative
to the force[21]. (In principle the force acting on a linear object can be calculated from
the equations of "slender body theory" [28].) Therefore, the motion of a monomer,
more accurately modeled as a cylindrical rod along the chain rather than a spherical
bead, in general depends on its orientation relative to the driving force. Thus, as E
(and consequently U) is increased, there should be a cross over to a regime where the
anisotropy is no longer negligible. The scale of this crossover can be estimated from
dimensional analysis alone: For physical quantities that involve the whole polymer,
like form birefringence, the natural length scale is the radius of gyration, Rg = bony.
The parameter D, appearing in Eq.(2.1) has dimensions of (length) 2/(time). We
can thus construct a dimensionless parameter y = URg/ID = UN/U*, where U* =
D/bo = bo/To is a characteristic velocity. Here bo and ro are microscopic length and
time scales for the monomers. For both the Rouse and Zimm Models, this quantity
is given roughly by U* ~ kT/(r7sbb). For a dilute solution of polystyrene in benzene
(after Adam and Delsanti[25]), U* - 10 m/s. For a polymer with Mw = 106, y 1
when U ~ 4 cm/s. Another calculation, using the relaxation time data from Farrell et
al.[25] yields U* 20 m/s, about the same order of magnitude. (Not surprisingly, y
is proportional to the Reynolds number, 7e = URg/7r, corresponding to the polymer
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size, i.e., the same variable also controls the crossover to hydrodynamic instabilitiesl.)
Yet another scaling argument considers energetics: The energy scale associated with
monomer orientation is roughly Ebo, where bo is the monomer length. This should be
compared to the energy of thermal fluctuations, which scales as kT. For a polymer
with N monomers, the thermal fluctuations add up as independent random variables
unlike orientational energies, thus comparing these two total energy scales, we once
again obtain the scaling variable
NEbo UN1/2 UN1 /2
Y N1/2kT kT/67r7bb U* ' (2.3)
where the Rouse mobility relation E = 67rrjboU was used in the second identity.
We are primarily interested in understanding the static and dynamical scaling
properties of the nonlinear and anisotropic regime for U U*. A first principles
approach to the problem is quite difficult due to the complexity of the system and
the non-equilibrium nature of the problem. I shall instead take a phenomenological
route and construct the equations of motion based on symmetry considerations. Such
an approach has been successful in describing other non-equilibrium problems[12].
As in the case of the Rouse model, let us neglect inertial effects and write the
velocity of a point on the polymer (Fig. 2-1) as
atR(x, t) = F(dR(x, t),R(x, t),...; e(x, t)). (2.4)
I shall restrict the discussion to forces F that are local, but that can be expanded in
powers of gradients of R. (Due to the translational symmetry R -+ R + c, R cannot
appear in the equations of motion.) The effects of steric interactions, and nonlocal
hydrodynamic forces as in Eq.(2.2) will be discussed later. Non-equilibrium effects
enter through the external force e = E + 6e, with a non-zero average value of E,
and fluctuations 6e(x, t) due to thermal stochasticity and other sources of disorder in
the solvent. I also assume that any barriers to motion in the medium are isotropic,
and sufficiently weak that the polymer reaches a steady state where its "center of
mass", Ro(t), is depinned and moves with a uniform velocity. The leading terms in
the expansion of Eq.(2.4) yield (see Appendix 2A) the evolution of relative monomer
positions, r(x, t) = R(x, t) - Ro(t), as
ojrarl =+ A ( 2r11)2 + 7 (llxt) (2.5a)
i=1
Otrli = DOx2r1 i + AiOrllaxrii + rlli(x,t), (i = 1,... , n). (2.5b)
In the above equation, and henceforth, I shall use the symbols and { i} to
indicate the components parallel (longitudinal) or perpendicular (transverse) to the
force field. For the general case of a polymer embedded in a d-dimensional space,
1For the given examples, the Reynolds number is Re 0.005y. Therefore, there is a velocity range
where the dynamical effects are important and low Reynolds Number hydrodynamics is applicable.
However, the derivation of Eqs.(2.5) is solely based on symmetry arguments and not limited to the
low Reynolds number regime.
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there are n = d- 1 transverse coordinates {I i}. The noise, 7a, has zero mean, but
unlike thermal noise need not be isotropic, and its second cumulants2 satisfy
(r1ll(x,t)7ll(X',t')) = 2T11 (x- x')6(t - t'), (2.6a)
(77li(x,t)771(x',t')) = 2TL±i,j(x - x')(t - t') . (2.6b)
The equations of motion (2.5-2.6) are already "coarse-grained" in both space and
time, i.e., faster modes associated with the motion of the fluid around the polymer
have been integrated out. The resulting noise correlations may have long range corre-
lations; this possibility will be discussed later. The nonlinear coefficients {All, Ax, A}
must vanish in equilibrium due to invariance of the equations under r - -r. As
shown in Appendix 2A, the external field breaks this symmetry, and hence these co-
efficients are proportional to E, for small fields. One source of such nonlinearity is the
hydrodynamic interactions of the polymer with the solvent. They can be estimated
by starting from the Rouse model, but regarding each monomer as a slender rod[28],
oriented along O.r, rather than a spherical bead. The mobility of each rod is then
a function of its orientation[19], and a brief calculation of the resulting nonlinear
effects is given in Appendix 2B. The results show that to lowest order in the applied
field, all three nonlinear coefficients are positive. However, symmetry considerations
alone do not restrict their signs. Without loss of generality I shall assume that All is
positive and finite (its sign can be changed by rll - -rll), and focus on the behavior
of the polymer as a function of the ratios A/All and Ax/All, as in Fig. 2-2. (The ver-
tical axis is actually chosen as AXT±Dii/AllITlDl for the convenience of demonstrating
renormalization group trajectories.)
In the absence of transverse fluctuations, i.e. n = 0, Eqs.(2.5) reduce to the KPZ
equation[31] that describes a growing surface in two dimensions. Thus the transverse
components can also be interpreted as scalar fields that couple locally to the profile
of the growing interface[15]. For example, the special case of A = 0 corresponds
to n diffusive scalar fields coupled nonlinearly to an order parameter rll. The case
n = 1 represents a directed polymer, such as a flux line in a type-II superconductor,
and will be discussed in more detail in Chapter 3, close to the depinning transition.
In this chapter, I shall investigate the more general problem with the emphasis on
n = 2, describing polymers in three dimensional space.
The noise-averaged correlation functions of Eqs.(2.5) satisfy the dynamic scaling
form
([rs(x,t) - r(xI',t)] 2 ) = lx- xt[I2,vf ( It x_x ) v (2.7)
where f, are scaling functions, v, and z = (S/v, are the swelling and dynamic
exponents, respectively. (The exponent ( is introduced for convenience in the renor-
malization group (RG) procedure. The index a refers to either the longitudinal, or to
any of the n transverse components.) In the absence of nonlinearities, the independent
diffusion equations can be solved exactly to give vil = vi = 1/2 and Zll = z i = 4. A
renormalization group (RG) treatment, perturbative in the nonlinearities, indicates
2 Non-trivial correlations or non-gaussian distributions of the noise, which may potentially alter
the scaling behavior[29, 30], require a more general treatment and are not considered here.
35
XxDIIT I
II 5
-2
SS
I
Figure 2-2: A projection of the RG flows in Eqs.(2.26) for n = 2. The quadrants
mentioned in the text are shown in roman numerals. The conditions necessary for
Galilean invariance and Fluctuation-Dissipation are indicated by dotted and starred
lines respectively. The projected RG flows are constrained by these lines.
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that all the nonlinear terms in Eqs. (2.5) are relevant and may modify the exponents in
Eq.(2.7). Recent studies of related stochastic equations[32, 33] indicate that interest-
ing dynamic phase diagrams may emerge from the competition between nonlinearities.
Surprisingly, in most cases the nonlinearities reduce the exponent z to 3, the value
obtained from the Zimm model in Eq.(2.2). (This is a coincidence, but indicates
that the nonlinearities can mimic some of the effects of hydrodynamic interactions.)
Furthermore, the model parameters in Eqs. (2.5) and (2.6) become anisotropic in
general under RG, which implies the existence of a kinetically induced form birefrin-
gence even in the absence of an external velocity gradient. This change in scaling
from Rouse dynamics is controlled by the dimensionless parameters A2T/D 3 , not sur-
prisingly scaling as (Ue1/2/U*)2, where f is the coarse-grained length scale. Thus, all
the effects discussed in subsequent sections become important when y > 1.
In order to justify the applicability of Eqs.(2.5) to real polymers, we have to
address the importance of terms left out of the local description. Since the Zimm
nmodel is the correct starting point for polymers at rest, paramount among these is
the long-range hydrodynamic interactions appearing in Eq.(2.2). However, while the
hydrodynamic interactions are strongly relevant at the Rouse fixed point, they are
only marginal at the nonlinear fixed point of Eqs.(2.5). (This is because z is already
3 at this fixed point.) In fact even self-avoiding interactions, usually left out of the
Zimm treatment are also marginal, indicating the robustness of this behavior. The
remaining source of difficulty is a nonlinear and non-local term described in Section
2.5. The magnitude of this term is likely to be small, but if it becomes relevant, it
could signal yet another scaling regime, possibly one in which the polymer completely
unravels and becomes stretched.
The rest of the chapter is organized as follows.
In Section 2.2, I address a number of nonperturbative properties of Eqs. (2.5), that
will be a helpful in interpreting the RG recursion relations (2.26). One such property
is a galilean invariance (GI) that, for the case Al = A 1, implies an exact exponent
identity vli + vllzll = 2. This identity holds as long as the noise has only short-time
correlations. The Cole-Hopf (CH) transformation is an important method for the
exact study of solutions to the one component nonlinear diffusion equation[34]. I
present a generalization that extends the applicability of this method to arbitrary
n. This enables an analytic solution to the deterministic equation and is a useful
tool in studying the full stochastic equation by path integral methods. In particular
for n = 1, the exact exponents ll = 3, vll = 1/2 are obtained. Finally, I investigate
special cases where a fluctuation-dissipation (FD) theorem can be written for the
system, which leads to the exact exponent values v11 = tl = 1/2. The regions in
parameter space, where these properties are applicable, are indicated in Fig. 2-2.
In Section 2.3, I present a one-loop dynamical RG calculation, perturbatively in
the nonlinear couplings, which determines the scaling exponents v,, and . At thie
point All > 0, A: = Ax = 0 the equations for rll and ri decouple, and Q± = 2 while
'ill 3/2. However, in general we expect 
_1L = (± = ( unless the effective A1 is zero.
For example at the intersection of the subspaces with GI and FD (see Section 2.2)
the exact exponents vill = l = 1/2 and (11 = ( = 3/2 are obtained by utilizing
the exponent identities. To construct the RG equations, we use only one value of
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( and check for consistency by requiring that A renormalizes to a finite nonzero
value. (The perturbative RG treatment breaks down when (l $ (11, this limits the
usefulness of this method.) Under a change of scale, x -+ eex, t -+ eCtt, rll -+ eVllrll,
and ri -+ eltrli, the renormalization of the parameters in Eqs.(2.5), computed to
one loop order by standard methods of dynamic RG[13, 29], is given in Eqs.(2.26).
The projections of the RG flows on the two parameter subspace of Fig. 2-2 are also
indicated in this diagram. The resulting exponents are discussed below in conjunction
with those of numerical integrations.
Section 2.4 describes details of the direct numerical integrations of Eqs.(2.5), used
to determine the exponents numerically. The scaling behavior in the various regions,
obtained by combining nonperturbative, RG, and numerical results, is as follows:
1 < n < 4: In this case, the recursion relations give rise to the flow in parameter
space like the one shown in Fig. 2-2. When all three nonlinear terms have the same
sign (Quadrant I in Fig. 2-2), the RG flows terminate on the fixed line where FD
conditions apply, and the exponents assume fixed point values v, = 1/2, and , =
3/2 (z, = 3). The equilibrium polymer shape in this case is an ellipsoid, with an
aspect ratio that depends on DIIT±/D7T11 which varies continuously along the fixed
FD line. In three dimensions (n = 2), starting from the {A} values calculated in
Appendix 2B, The RG flow can be followed to determine the fixed-point anisotropy,
yielding (r2)/(r2) ) 6. However, the fixed point value is reached only for very long
polymers (_ 107 persistence lengths) unless the external force is large, in which case
the assumptions in Appendix 2B are inappropriate. When A = 0, transverse and
longitudinal components decouple, resulting in a simple diffusion equation for ri,
with (_ = 2. Since Ax 0, the transverse components act as a strongly correlated
(both in space and time) noise[29] on the longitudinal component. There is no finite
scale-invariant fixed point and the RG is inconclusive. A naive application of the
results in Ref. [29], treating this coupling as a noise correlated in space only, gives
vi = 2/3 and (11 = 4/3 (zll = 2). Numerical results give an even larger swelling
exponent vll (see Table 2.1), which seems to increase with system size, suggesting a
change in the scaling properties of the system3 . A polymer with swelling exponents
ivI > v± is elongated and cigar shaped. On the other hand, when Ax = 0, the
longitudinal displacement satisfies the KPZ equation, i.e. v = 1/2, (11 = 3/2 (zll = 3).
Its coupling to the transverse components, however, changes the scaling exponents
to v = 0.75, (i = 3/2 (z± = 2). With swelling exponents v > vl1, the polymer
assumes a pancake shape. This increased value of vl is verified by the numerical
results as well, as seen in Table 2.1. In the light of these results, different scaling
behaviors are anticipated when the nonlinearities have different relative signs. The
recursion relations (2.26) indicate that the flows do not terminate at a finite fixed
point in quadrants II and IV of Fig. 2-2. It is possible that there is no steady state
3It is interesting to note that such coupling to a diffusive field leads to a larger exponent. A
number of recent experiments, from immiscible displacement in porous media[35, 36] to evolution
of bacterial colonies[37] observe interfaces in 1+1 dimensions with a roughness exponent near 0.8.
Various other fields (e.g. fluid pressure, nutrient concentration) are certainly present in such experi-
ments. The given example indicates that coupling to such fields may indeed lead to larger roughness
exponents[38].
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All Ax . VI Zll vl z-
20 20 20 0.48 3.0 0.48 3.0
(1/2) (3) (1/2) (3)
20 20 2.5 0.75 1.7 0.50 3.7
20 5 25 0.51 3.4 0.56 2.9
5 5 -5 0.83 unstable 0.44 3.6
(No fixed point for finite v. ()
20 -20 -20 0.50 3.1 0.50 2.9
(1/2) (3) (1/2) (3)
5 -5 5 0.52 3.3 0.57 3.4
(1/2) (3) (Strong coupling)
20 0 20 0.49 3.1 0.72 2.2
(1/2) (3) (0.75) (2)
20 0 -20 0.48 3.0 0.65 3.1
(1/2) (3) (( > (Ci)
20 20 0 0.84 1.4 0.50 4.0
((< Cl) (1/2) (4)
20 -20 0 0.55 2.9 0.51 4.0
(lII <Cl±) (1/2) (4)
Table 2.1: Numerical estimates of the scaling exponents, for various values of model
parameters for n = 1. In all cases, Dll = Do = 1 and T1 = T = 0.01, unless indicated
otherwise. Typical error bars are ±0.05 for v, ±0.1 for z. Entries in parantheses are
theoretical results. Exact values are given in fractional form.
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n vii zll 11 vI ZI (I
1 0.48 3.0 1.46 0.48 3.0 1.46
2 0.49 3.1 1.53 0.48 3.1 1.50
3 0.54 2.8 1.52 0.49 3.1 1.55
4 0.50 2.6 1.33 0.50 3.3 1.64
5 0.51 2.8 1.42 0.50 3.2 1.62
6 0.49 2.6 1.27 0.50 3.2 1.61
Table 2.2: Numerical estimates of scaling exponents for the parameter values D11 =
D = 1, All = Ax = AX = 20, and T11 = T = 0.01, for different number of transverse
components n.
in this region, and the numerical integration procedure indeed suffers instabilities
caused by discretization. The exponents quoted in this regime are obtained from
examining the correlation functions over short times before the instabilities take over.
As such they are not reliable, at most reflecting the qualitative changes in these
regions of parameter space. For the case AX > 0 and Ax < 0 (quadrant IV), the
RG flows converge to a subspace where the CH transformation, discussed in Section
2.2, is applicable, suggesting vll = 1/2, (1l = 3/2. Since AX remains finite, we expect
(± = (11 = 3/2, but there is no information on vl. For the case AX < 0 and Ax > 0,
none of the methods employed give a definite result. RG exponents diverge as - oo,
and there are no applicable nonperturbative arguments. Numerical results show the
trend towards a large vll, but fail to give a definite result due to instabilities in the
discretized integration. It is possible that higher order terms in the equation of motion
are necessary to determine the correct behavior of the system. When both AX and
Ax have signs opposite to that of All, the system settles back to the scaling behavior
v, = 1/2, ( = 3/2, the RG flows terminating at the FD fixed line.
n > 4 : The perturbative RG now breaks down as the expansion parameters
diverge. (Specifically, D/Dl - 0 in quadrant I.) However, nonperturbative, i.e.
exact, results still hold. In order to see the effect of increasing n, I have numerically
integrated the system at the point where both the GI and FD conditions are satisfied.
The measured exponents for up to n = 6 are given in Table 2.2. The exact swelling
exponents vi = Yv = 1/2 are recovered, in compliance with the FDT condition,
but the dynamical exponents seem to depart from ( = 3/2. This behavior does not
conflict with the GI condition, which implies d(lnAll)/dt = vil + ¢ - 2, since it is
possible that vll + (11 < 2 and All is irrelevant. Thus there is a possibility that for large
n, the system goes to a regime where the dynamical exponents are different. This
region therefore needs further attention and analysis.
Finally, in Section 2.5, I discuss several generalizations of the model to directed flux
lines and to drifting membranes. I also examine the relevance of long-range correlated
noise, hydrodynamic interactions, and steric constraints. Surprisingly, both effects
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appear to be much less important in the presence of nonlinearities.
2.2 Nonperturbative Properties
For special choices of their parameters, Eqs.(2.5) satisfy some important properties,
which are addressed in this section.
2.2.1 Galilean Invariance
For All = A1, Eqs.(2.5) are unchanged by the infinitesimal transformation
x' = x-Allet, t ,
rl = rl + ex, rli = n)., (2.8)
This result can be established by noting that under the change of coordinates, the
derivatives transform as
{ a = alox, (2.9)
In particular, in terms of the transformed distortions, 0Orll = ( ,rll -E), while 9Orli =
O,r±_i. Using this information we can rewrite Eqs.(2.5) as
(a - EAI, a)(r' - EX) = D + (xrl +Ax1 , )2
i=l 2
+711 ('1 - llet', t'), (2.10)
(ot - AII0',)(ri) = Djal,ri + Al(Ox'r' - ) +Zr i
+71li(x'- AiiEt', t') (2.11)
Keeping terms to order of E, we see that the deterministic parts of the above equations
become identical to Eqs.(2.5) for Al = A. The transformed noise is evaluated at a dif-
ferent point, but it is easy to see that its correlations still satisfy Eqs.(2.6). In fact this
invariance holds even for noise that has spatial (but not temporal) correlations[29].
The significance of this invariance lies in the fact that All appears both in the trans-
formation and the equations of motion (2.5). Consequently it cannot be changed by
any rescaling of the equation that preserves this invariance[13, 29]. This implies the
exact exponent identity v + (11 = 2, for the special case All = A.
2.2.2 Generalized Cole-Hopf (CH) Transformation
The CH transformation is a useful tool in studying the exact solutions to the one com-
ponent (n = 0) nonlinear diffusion equation[34]. Here, I extend this transformation
to n = 1, for a specific subset in parameter space.
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Consider the nonlinear complex transformation (for Ax < 0),
W(x, t) = exp {xAlrl (x(xt) + i- l t) (2.12)
2D
Under this transformation, the linear diffusion equation
OtW DO2W + L(x, t)W, (2.13)
leads to Eqs.(2.5) with D11 = Di = D and Al = A1 . (Here Re(p) = Ar1 1/2D and
Im(u) = -A11Axr7i/2D.) This transformation enables us to solve the determinis-
tic equations exactly, for any given initial conditions r(x, 0). The solution to the
stochastic equation can be written as the path integral
(x,t) t
W(x, t) = J Dx'(,T)exp{-Jr d[2D + (x',)]}. (2.14)
(0,0) 0
Eq.(2.14) has been extensively studied in connection with quantum tunneling in a
disordered medium[40], with W representing the wave-function. In particular, results
for the tunneling probability W12 suggest vll = 1/2 and Zll = 3. The transverse fluc-
tuations correspond to the phase in the quantum problem which is not an observable.
Hence this mapping does not provide any information on v and z which are in
fact observable in the directed polymer problem. Unfortunately, this generalization
does not apply to the n = 2 case, therefore the arguments are not applicable to
non-directed polymers.4
2.2.3 Fluctuation-Dissipation (FD) Condition
From the Langevin Eqs.(2.5), we can also construct a Fokker-Planck equation for the
time evolution of the joint probability P [rll(x), rli(x)] for the case of uncorrelated
(white) noise as
OtP =]j dxZ Elot (Z atr + Tr2 (x)622) (2.15)
Since Eqs.(2.5) are not generated from a Hamiltonian, it is not a priori clear that the
above equation has a stationary solution. Nevertheless, the probability distribution
tPO = exp (/fdxr graI (a n itl +c (orei)2 (2.16)
L2 1i 2T,
4 The construction in Ref.[18] for general n and its conclusions are incorrect if the matrices {A,}
of the Jordan Algebra don't commute. For n > 1, there are no Jordan Algebras that satisfy all the
required conditions.
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upon substituting in Eq.(2.15), satisfies
-% at 1=2T
+ z L[DiA (ar2ll)(ari)2 + DA (%2ri)(axrI)(axrI) }.
The first term in the integrand is a complete derivative,
(alr 1) (<ar 1) 2 = la [(xri)3] , (2.18)
and gives no contribution to the integral, since boundary terms vanish (only profiles
with limx+±oo ixr, = 0 have nonzero probability[41].) The remaining terms can also
be combined into a complete derivative,
a.[(arll)(aOr ,)2] = (a2rllj)(a0rl,) 2 + 2(oarl)(ar 1I)(oa2r ) (2.19)
provided that .\XDIIT = ADT 11i. Thus for this special choice of parameters, de-
pictedl by a starred line in Fig. 2-2, the probability distribution of Eq.(2.16) is a
stationary solution of the Fokker-Planck equation. If P converges to this solution,
the response functions of the full system are related to this stationary solution through
a FDT[29, 42]. This implies a nonrenormalization of the "bare" parameters T11/DI
and TL/D, which appear both in the original equation of motion (2.5) and the full
response functions (2.7). Thus the long-time behavior of the correlation functions
in Eq.(2.7) can be directly read off from the naive scaling of these ratios, giving
,ll = VL = 1/2. For Dll = D± and THi = T±, the stationary distribution is identical
to that of the Rouse model. However, when DIT±L $ DT 11, the average stationary
shape will be a ellipsoid with (rj)/(ri) = DTi/DIIT = Ax/AL. This quantity
varies continuously along the FDT subspace. The non-spherical shape results in a
form birefringence that originates from the nonlinearities.
As we shall see in the following sections, the large N behavior is controlled by
this subspace, at least in the low field limit. It is therefore possible to determine the
nonlinearities {) by macroscopic measurements. In order to do this, consider the
situation where a stretching force f is applied to the two ends of the polymer. This
will alter Po only by the change
Oxri - (ri - s), ar1i O (r 1 - sf1i).
(s is a constant describing the amount of stretching.) This modified distribution
describes a rod of length proportional to sN with transverse fluctuations that scale
as N. Thus, t;he polymer behaves as a slender rod, and the nonlinear terms can be
olbtained by measuring the orientational dependence of the mobility.
2.3 Renormalization Group (RG) Analysis
The information on exponents, and the dynamic universality class, is contained in the
(k, ,w) -+ 0 limit of the noise-averaged correlations in Eq.(2.7), which after Fourier
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transforming in space and time read
(r(k, w)r(k',w)) = 6(k + k)6(w + k ( kI) (2.20)
Following a change of scale to x -+ bx, accompanied by t - bCt and r -+ bvar,
Eqs.(2.5) transform into
bvI-Otril: DIb-202rll + b2-2(xr11)2 + b 2, -2(axi)
2 2
+b-(+C)/2rll (, t), (2.21a)
b -trli = D b-22ri + AIlbVll+Vl-2DxrllXzrli + b-(l+)/ 2r1 i(x, t). (2.21b)
Eq.(2.6) is used to determine the scaling of noise. We conclude that the parameters
of the equations transform to
D, - b-2D,
Ts - bC-2v,-lT
I 1 - bvII +(-2 AI, (2.22)
A1 - bv1 +¢-2A 1 ,
A x b2v-I-vl +(-2 x.
When all three nonlinear terms are absent, the equations become scale invariant upon
the choice of = 2, viJ =- v = 1/2. However, all three nonlinearity parameters grow
under rescaling. They are therefore relevant and may change the scaling exponents.
For example, when All > 0, A1 = A = 0, Eqs.(2.5) decouple and reduce to a KPZ
equation (for rll) and n diffusion equations (for ri), with the exponents
¢11 = 3/2, Q¢ = 2, ll = vj = 1/2. (2.23)
In order to calculate the exponents in the presence of nonlinearities, we can re-
organize Eqs.(2.5) into a form suitable for a perturbative calculation of r(k,w) in
powers of the nonlinearities {A}. Fourier transforming Eqs.(2.5) in space and time,
after some rearrangement, yields
ril(k, w) G (k, w)11 (k, w)
= Go (k, )r11 (k, - Ai J j q(k - q)ril (q, Q)rl (k - q - Q)
, di Q Adq
r d q(k - q) r(q, Q)rl (k - q,w - Q), (2.24a)
2 27r 2w
rGo(k, w) _ Gql(k, -) (k, 2.24b)
Go (k w) r1, i (k, w - A 2 7 j 2 q (k - q) rli(q, Q) rl(k - q, - ). (2.24b)
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rl(k,o)
r=(ko)
K
Go(kw) (k,w)
+ zi
Go(k,w) (k,o) 
(Al/2)fq-(k-q) -- = -(Ax/2)f q-(k-q)
= - f q(k-q)
Figure 2-3: Diagrammatic representation of the nonlinear integral equations (2.24).
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x( )
(k,w)
= 
_
Here, Go,'s are bare propagators (Dk 2 - iw)- l, in the absence of nonlinearities,
and A is a suitable short distance cutoff. This set of nonlinear integral equations
is indicated diagrammatically in Fig. 2-3. The averaging is done using the Fourier
transform of Eqs.(2.6), which reads
(% O(k, w)r (kI , J)) = 2Taoa,6(k + k')6(w + w'). (2.25)
The perturbative expressions for the effective response functions GII, G± are repre-
sented diagrammatically in Fig. 2-4. (The combinatorial factor for each diagram
is found by counting all possible noise contractions that give rise to it.) Actu-
ally, the dimensionless perturbative parameters are of the form A2T/D3 . Since
Go(k,O) = 1/Dk 2 , one can define an effective tension D from G(k,O) = 1/Dk2 .
Similarly, an effective spectral density function T(k, w) is defined by
(r*(k, w)r(k,w )) = 2T(k, w)G (k, w)Ga(-k,-w),
and calculated perturbatively by the series shown in Fig. 2-5. Effective vertex func-
tions are similarly computed perturbatively by the series shown in Fig. 2-6. The
corrections to the bare parameters diverge at small loop momenta. I therefore reor-
ganize the summation of these corrections in order to avoid singularities. The RG
procedure works as follows: We average noise over a momentum shell Ae-e < [kl < A
and find the contribution of this averaging to the parameters, after which we make a
change of scale x -+ ex, t -+ eCt, r - erll, ri -+ etr±i. This procedure gives
rise to recursion relations for the effective parameters in Eqs.(2.5). The calculations
are lengthy and not particularly instructive as straightforward generalization of those
in ref.[29]. Details of the calculation are given in Appendices 2C, 2D and 2E. The
resulting recursion relations are
dDII A 2 ±K 14 I Ai xT '
del= D+ 4 1 A+ nK± 1iD I (2.26a)
d£ = DII 4D- +D1
dD = D [ 2 A[(A x T L/D±) + (A±LTi/DI)]
d e 2D±(D + D)
+K1• D - DOi Al[(AxT/D±) - (A±TlI/DiI)]] (2.26b)D- + DK1 D (D + Di)
dT= T 1 [2u i Kl TI1 +A K2X A2 
dT11 '~TI i  (2.26c)
dT 1 [L -2v -1+KAlT 11 (2.26d)d±= T± (-2u-l+K D 1 D 1ii(D +DII)
dde = All [II +(-2], (2.26e)
dAx AIIDL -(D±I
dA±= > [A v+-2 (D + D)2 [ (*2T /DA)- (±T/DI)] ] (2.26f)
d = +(-2+ DID (D + Di) (T/D)-
(2.26g)
46
- = k > +4(k,w) (k,w)
+2n
.i - --->~- +2
(k,w) (k.~)
+
Figure 2-4: Leading corrections to the longitudinal and transverse propagators G, G±
in the perturbative expansion of Fig. 2-3, after averaging over noise.
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+ 0(X4 )
(k,w) ,W) + 0(,4)
-0- = +2
+2n
O%-0 = +
Figure 2-5: Leading corrections to the spectral density functions T1, TL.
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+4
+4
r"1= rol+ rla+rib+re+rlld+ rl+ rif + (\ )
(a)
+2
+(\)+2
+4 ±
+2
(b)
+2 ±
-A+ (
(c)
Figure 2-6: Leading corrections to the vertex functions (a) rll, (b) rx, and (c) ±l.
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i-Q~~~~~~~~~~~~
-i
Starting from a given set of "bare" parameters, the RG flows are generated by
integrating these differential equations, corresponding to a repeated application of an
infinitesimal renormalization of the system. The exponents ((t) and vll (£) are chosen
such that D11 and All remain scale invariant, i.e.
dDII _ dA =0.
d£ d£
The exponent v can actually be eliminated from the recursion relations by consider-
ing the renormalization of AXTl since only this combination appears in the recursion
relations. The value of this exponent can later be determined by demanding scale
invariance for each of the parameters Ax, T± separately. This way, the flow of all the
parameters is determined, along with the scaling exponents. The RG flows and re-
sulting exponents are indicated in Fig. 2-2 and Table 2.1, respectively. The resulting
flows naturally satisfy the constraints imposed by the non-perturbative results: the
subspace of GI is closed under RG, while the FD condition appears as a fixed line.
Different dynamical exponents
With the above RG procedure it is difficult to address circumstances when the dif-
ferent components have distinct dynamical scaling. As long as the "fixed point equa-
tions" are coupled, it is natural to choose (l = (j-. However, when 11 - (j, the RG
flows terminate at a region of parameter space that is not perturbatively accessible.
In order to demonstrate this, let us examine a simpler set of equations:
,th, = DlOhl,
ath2 = D2eth2.
These equations can be solved exactly; the dynamical exponents are (1 = 2, 2 = 4.
However, when we rescale them together and choose ( to keep D1 fixed, we see that
D2 -+ O. As long as the equations are decoupled, one can still recover 2 by examining
how D2 flows to the fixed point. But Eqs.(2.26) involve parameters that diverge at
such a fixed point. Since the whole RG treatment is only perturbative, a divergence
of any perturbative parameter invalidates its results. A different RG treatment or a
self-consistent approach[43, 44] may eliminate such problems and enable a systematic
analysis of the whole parameter space. I have investigated such regions numerically
in order to determine what kinds of properties one might expect. It is also not clear
whether such regions of parameter space are accessible to physical systems.
Fixed points and scaling
The scaling behaviors for the different regions in Fig. 2-2 are determined by the values
of the exponents at the attracting fixed point(s). The results are presented below:
A > 0 and Ax > 0: In this quadrant (I), for n < 4, the RG flows terminate on
the fixed line where FD conditions apply, hence vll = v = 1/2. All along this line,
the one loop RG exponent is ( = 3/2. When n > 4, the flows indicate that DI -+ 0,
even though AL remains finite, and RG is inconclusive. The reason for the breakdown
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of RG is again the non-perturbative nature of the fixed point. A different scheme is
needed when the perturbative parameters diverge[43, 44].
A < 0 and Ax > 0: The analysis of this region (II) is the most difficult in that
the RG flows do not converge upon a finite fixed point and A1 - O. Hence we expect
11 $ (_L, and a different RG scheme is necessary.
A < 0 and Ax < 0: The FD condition again provides a stable fixed line in this
quadrant (III), hence vl = VL = 1/2 and for n < 4, the one-loop RG gives ( = 3/2.
For n > 4, the RG is once again inconclusive.
A > 0 and Ax < 0: For n = 1, the projected RG flows in this quadrant (IV)
converge to the point A/All = 1 and AxT±DIi/AIITlljD± -0.386. However, this is
not a fixed point, as the noise parameters Tjl and T± scale to infinity. Therefore, it
is not possible to determine the exponents. Fortunately, the CH transformation is
applicable to this point, this suggests (]1 = 3/2 and vl = 1/2.
, = 0: In this case the equation for rll is identical to that of an interface in 1+1
dimensions, and vll = 1/2, with (11 = ( = 3/2 (since Al $ 0). The fluctuations in rll
act as a strong (multiplicative and correlated) noise on rli. The one-loop RG yields
an exponent vi = 0.75 for Al > 0, while for Ai < 0, A scales to 0 and hence the
RG is inconclusive except for implying (l > (11. This result is independent of n.
A = 0: The transverse fluctuations satisfy a simple diffusion equation with
v = 1/2 and ( = 2. Through the term AX,(Oxr±i)2/2, these fluctuations act as
a correlated noise[29] for the longitudinal mode. Since (11 (j, the RG is once again
inconclusive. Simulations (Table 2.1) indicate different behavior depending on the
sign of Ax. This dependence on the sign of Ax is not too surprising in view of the
fundamental difference between behaviors in quadrants II and IV of Fig. 2-2.
2.4 Numerical Simulations
In this section, I discuss the numerical integration of Eqs. (2.5), for various parameter
values, to provide a comparison to the RG results. Such simulations have been quite
successful in obtaining the scaling properties of the interface growth equation[45]. I
use the following discretized equations:
11(x, t + dt) = rll(x,t) + Dll[rl( + 1, t) - 2r(x,t) + rll(x - 1,t)]dt (2.27)
+ 8l[rl ( + t)-rll(X-,t)]2dt
+8 E [ri(x + 1, t)-rl(-, t)]2dt + m / 11 (x, It),
ri_(x,t + dt) = rli(x,t) + D±[rli(x + 1,t) - 2rli(x,t) + rii(x - 1,t)]dt (2.28)
+ [rili(x + 1,t)- rLi(x-1,t)]2dt + 2Tdt Ili(xt).
Here, i/,' are random variables with zero mean and standard deviation of unity, inde-
pendently chosen for each time step and each site.
Simulations were carried out starting from a point initial state, with periodic
boundary conditions. The time step was chosen small enough to avoid short range
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instabilities, typically 0.005 to 0.05. At every step, the center of mass motion of the
polymer was subtracted off, so that T,(t) = 0. The scaling exponents were extracted
as follows: The mean squared radii (R,(t, N)) = ((N- 1 4N [r,(j, t)2 )1/2) have the
dynamical scaling form
(R(t, N)) = N a ( t') (2.29)
where the scaling functions f R have the asymptotic behaviors
lim f(u) = Aau- 1/z, and limf R(u) = B, (2.30)
u-+oo u-+O 
with A,, B, being constants. Therefore, the large t, i.e. steady state, behavior of
R, scales as NV" , whereas the large N, small t behavior grows as tl/z. For the
steady state analysis, time averages (instead of ensemble averages, for computational
convenience) of R,(t, N) were calculated for system sizes N = 16, 32, 64, 128 and
256 after the system reached steady state. For the dynamic analysis, system width
was calculated as a function of time for N = 10000 to 60000, up to t = 300. Numerical
integrations were performed for different sets of parameters and for different values
of n in Eqs.(2.5), with emphasis on n = 1. A sample result for the parameters
Dll = D = 1, All = = A = 20,T = T = 0.01 is shown in Fig. 2-7. Not all
exponents correspond to the true asymptotic values, due to finite size effects. The
results of the integrations can be summarized as follows:
The exponents for n = 1, along with theoretical predictions, are indicated in Table
2.1. Most of the theoretical predictions are supported by these simulations. At the
point where GI and FD conditions hold, the exponents match well with the theoretical
values. We also see the change in scaling behavior when Ax or AX approach zero, as
predicted by Eqs.(2.26). The values for swelling exponents for small but positive
values of Ax or A1 signify a large crossover regime, with enhanced effective swelling
exponents. The exponents are expected to approach 1/2 at larger length scales. This
crossover is also evident in the RG equations (2.26), and the flows in Fig. 2-2. In
all cases where the RG method was inconclusive, simulations have either suggested
(ll (-I or the integration scheme has been unstable in the fully nonlinear regime. A
more reliable (and computationally demanding) integration scheme must be used to
determine the true asymptotic behavior of these regimes.
It is interesting that even though the nonperturbative properties apply to all n,
the perturbative RG breaks down for n > 4. I therefore integrated the equations
for different n at the point where GI and FD conditions were satisfied, in order to
search for a potential change in scaling properties. Although the results (Table 2.2)
are not completely conclusive, there is strong evidence that 11 < 3/2 < ( for n > 3,
which is consistent with the RG prediction D±(f) /D () - 0. It will be interesting
to study the large n behavior of this system, where it might be possible to obtain a
1/n expansion that becomes exact for n -+ oo.
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Figure 2-7: Top: The longitudinal and transverse sizes of the polymer as a function
of its length N. Bottom: Same quantities as a function of time t. The straight
lines indicate fits to scaling forms R oc N" and R o t1/z . Points corresponding to
transverse size are shifted up by 30% to avoid data overlap.
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2.5 Discussion and Conclusions
In this work I studied, on the basis of symmetry considerations, a phenomenological
model for the relaxation of a polymer drifting due to an external force. In a local
description nonlinear terms are proposed to describe the dependence of the velocity
on the orientation and extension of the polymer. The nonlinearities are relevant, and
(for most values of parameters) lead to faster relaxation with a dynamic exponent
z = 3. The structure factor of the polymer becomes anisotropic as a function of
the driving force, and it is even possible for the polymer to undergo a stretching
transition. These results could potentially be probed by diffraction and birefringence
experiments on sedimenting polymers, or by examining conformations of polymers
during electrophoresis. There are other potential applications of the results to defect
lines in liquid crystals or flux lines in superconductors. However, this description
leaves out a number of potentially important interactions and constraints, such as
noise correlations, self-avoidance and hydrodynamic interactions, reparametrization
invariance or arc length conservation[46]. A number of possible extensions and gen-
eralizations are discussed below.
2.5.1 Flux Lines
A flux line (FL) is stretched parallel to the direction of the external magnetic field.
In the presence of a bulk current, the FL moves due to the Lorentz force. The
fluctuations of such a directed line are also described[47] by Eqs. (2.5), with n = 1. In
this case rll denotes fluctuations along the direction of average motion, and ri are
the fluctuations in the remaining n = d - 2 directions. Thus, all of the calculated
exponents apply to the drifting FL as well. The dynamics of a FL in three dimensions
close to depinning is discussed in much greater detail in Chapter 3.
2.5.2 Drifting Manifolds
We can similarly consider the fluctuations of a membrane drifting with an average
velocity. In this case two coordinates are needed to describe a point on the mem-
brane. More generally we can consider a d8 dimensional manifold embedded in a d
dimensional space. (Yet another realization is the coupling of a growing interface to
a set of scalar fields.) Except for the change in the dimensionality of the argument
x = ( 1,... , ds), there is no change in Eqs.(2.5). The only changes in the recursion
relations (2.26) come from the rescaling of noise and from angular averages in k-space,
which appear as overall constants in the correction terms. In the absence of nonlin-
earities, the Langevin equations are scale invariant with (a = 2, v = (2- d8)/2. This
swelling exponent is characteristic of tethered manifolds[48]. Thus, for d, > 2, small
nonlinearities rescale to zero and are irrelevant. In such cases, there is also typically
a strong coupling ( # 0) region that is not accessible by perturbative methods. For
d, < 2, which includes the case extensively discussed, the nonlinearities are relevant,
changing the exponents. Perturbation theory breaks down at d, = 2, and more care-
ful analysis is necessary to obtain correct results. Furthermore, the nonperturbative
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properties discussed, other than GI, no longer hold for ds $ 1, limiting our knowledge
of the problem.
2.5.3 Noise Correlations
Starting from a microscopic point of view, Eqs.(2.5) are obtained by removing the
"fast" degrees of freedom associated with the surrounding fluid. The resulting noise,
rq, may acquire long-range correlations in both space and time as a result of this coarse
graining. The effects of such correlations have been studied extensively in ref.[29],
for the case n = 0. It is straightforward, though somewhat lengthy, to extend the
analysis to n > 0. Consider noise-noise correlations that asymptotically behave as
(r/(k, w)r(k', w')) k-2pW-20 (k + k')6(w + '). (2.31)
The effects of these correlations on scaling exponents depend on the relative signs of
nonlinearities, as in the case of uncorrelated noise. For example, For 0 = 0, (spatial
correlations only) it can be shown that when all three nonlinearities have the same
sign (quadrant I in Fig. 2-2), the renormalized spectrum is white noise as long as
2p < 2p, = 3v- 1 = 1/2. There are no corrections to the scaling exponents calculated
without any correlations. The fluctuation-dissipation condition for uncorrelated noise,
suggests an effective "mean-field" noise spectrum characterized by p = Pc. It is
precisely for this reason that all correlations decaying more (or equally) rapidly are
irrelevant. For p > P, the noise spectrum is unrenormalized, except for acquiring a
white noise part, i.e. T(k) = To + Tpk-2 p. This results in modified exponents, exactly
given by the reduced z = (5 - 2p)/(l + 2p), and the increased v = (1 + 2p)/3 as in
ref.[29]. On the other hand, when A = 0 and Ax 0, the scaling exponents change
for p > 0, as the transverse noise spectrum is unrenormalized (except for acquiring a
white noise part) while the longitudinal correlations are irrelevant for all p > 0. The
resulting RG exponents are
Zll = (4 - 4p)/(2 + 4p), vll = (2 + 4p)/3,
z± = 4/(1 + 2p), v = (1 + 2p)/2.
The continuum description naturally breaks down when the chain is fully stretched at
v > 1. Temporal correlations, 0 $ 0, complicate the situation by breaking Galilean
invariance.
2.5.4 Hydrodynamic Interactions
In constructing equations (2.5), we only allowed for local effects, and ignored the
nonlocalities that are the hallmark of hydrodynamics. I shall now demonstrate that
(somewhat surprisingly) non-local terms are less important at our nonlinear fixed
point that at the corresponding Rouse fixed point. One consequence of hydrodynamic
interactions is the back-flow velocity in Eq.(2.2) that can be added to the evolution
equations (2.5). The approximations leading to Eq.(2.2) make this term linear and
its main effect is changing the long wavelength behavior of the bare propagator from
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1/q 2 to 1/q 3/2 . Also for the linear Zimm equation to satisfy a fluctuation-dissipation
condition, the noise spectrum must be correlated with 2p = 1 - v and 0 = 0 in
Eq.(2.31). Since our non-linear fixed point also satisfies a fluctuation-dissipation
condition, as demonstrated in the previous section, such noise correlations are not
relevant, and do not modify the exponents obtained from uncorrelated (local) noise.
As for the modified propagator, in d-dimensional space, it acquires an additional term
proportional to qd/2 , with scaling dimension YH = - d/2. Thus for d > 3 the long-
range hydrodynamic interactions can be ignored and the scaling exponent = 3/2 is
imposed by the nonlinearities. In dimensions d < 3 the hydrodynamic interactions
are the most relevant, setting = d/2, and the nonlinear terms are irrelevant. In
d = 3 both terms are equally relevant, and fixed points most likely occur at finite
values of both parameters. A more rigorous RG treatment is required to confirm
this picture, and establish the behavior when both effects are present. In any case
it is clear that due to their marginal relevance, the interactions of Eq.(2.2) will not
substantially modify previous results. However, once non-local terms are included
there is no reason to rule out the non-local nonlinearity obtained by replacing O2R
is Eq.(2.2) by (R) 2 . This nonlinearity also becomes important at the same point
when the {A} terms become important. It could have important consequences which
are left for future studies.
2.5.5 Steric Interactions
Self-avoidance and entanglement effects are important in low dimensions. The latter
are difficult to incorporate and have not been satisfactorily explained. 'Soft'-core
repulsions can be incorporated in a Hamiltonian and the corresponding equations of
motion as an additional term proportional to b f dx'V(r(x) - r(x')). The relevance
of this term is controlled by the scaling dimension YsA = - d/2. This is a rather
surprising result, in that the enhanced relaxation actually makes self-avoidance less
relevant. If this conclusion is indeed correct, the added constraints should not signif-
icantly modify the results in d = 3.
Appendix
2A Derivation of the Equation of Motion
In this appendix, I present the derivation of Eqs.(2.5) from Eq.(2.4). This is accom-
plished by a Taylor expansion of F around xR, = .2R, = 0, up to second order and
ignoring higher order gradients. Eliminating terms inconsistent with symmetries, we
obtain
OtR, = Va + QO2Rp + 1TRp~R, + h.o.t., (2.32)
where v, Q, T are tensors of first, second and third rank, determined only by e(x, t).
Terms proportional to Ra and R, are excluded because of the symmetries R 
R + c and x - -x, respectively. The remaining terms are of higher order in the
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derivatives. Since the external field E is the only source of breaking isotropy, it
appears in these tensors as
v,> = ailE + (a26~ + a3EE p)6ep + O(116e[12),
QO = b16 +b 2EaE, + O(jjSell), (2.33)
Td = cl (6~E- + E)
+C260Ea + c3EEE, + O(116ell).
Here aj, bj and cj are constants, and we have neglected (irrelevant) higher order
effects of fluctuations.
The first term in the expansion of va is a constant and can be absorbed by defining
r(x, t) = R(x, t) - a1 Et.
Choosing the coordinate axes such that Ell = E, Eli = 0; and defining
Dl = b +b2 E2 ,
DI = bi,
All = (2c1 + c2)E + c3 E3 ,
Ax = c2E, (2.34)
A_ = clE,
1711 = (a2 + a3E 2 )6ell,
r71 = a2 e ,
we immediately arrive at Eqs.(2.5) and (2.6) with
2T1i = d-l(a 2 + a3E 2)2 (l[6e112),
2T± = d-1 a2(ll e1 2). (2.35)
2B Derivation of Leading Nonlinear Terms from
Slender Body Hydrodynamics
In this appendix, I will derive the leading order local nonlinearities in the equation of
motion (2.5) in the low Reynolds number limit. In order to do this, consider a rodlike
conformation of the polymer with monomer length bo where cOra = bot, everywhere
on the polymer, so that the elastic (Rouse) force vanishes. If a uniform force E per
monomer acts on this rod, the velocity of the rod can be solved using Kirkwood
Theory, and the result is (Chapter 8 in Ref. [19])
= 
(- In ,)E. [I + tt]. (2.36)
4rr7,b0
In the above equation, r is the solvent viscosity, t is the unit tangent vector, =
2b/boN is the ratio of the width b to the half length boN/2 of the polymer. Direct
comparison with Eqs.(2.32) and (2.33) gives
C2
al + - = C, c = C, C3 = 0,2
57
where C = (-lnn )/47rr7.bo. A more detailed calculation of the force in the more
general case of an arbitrarily shaped slender body by Khayat and Cox[28] shows that
nonlocal contributions to the force, which depend on the whole shape of the polymer
rather than the local orientation, are O(1/(ln K)2 ). Therefore, corrections to Eq.(2.36)
are small when N > b/bo. However, the calculation in [28] assumes that the radius of
curvature at every point is O(Nbo), therefore one may argue that nonlocal corrections
are small only if the persistence length is much larger than the polymer width. This
analysis does not give the value for al, but an approximate expression can be found
by using the Rouse Model, which is essentially the A = 0 limit. In that case, the
friction coefficient for a monomer of diameter bo is 3rr/sbo, i.e.
1V -E,3rsbo
which gives
1
al = 3rrq8bo'
Therefore, al < C if I ln K > 1. We can now use Eq.(2.34) to calculate the nonlin-
earity parameters:
All = 4(C - al/2)E, Ax = 2(C - al)E, Al = CE.
All three nonlinearities are positive in this low-field limit.
2C Propagator Renormalization
In the following appendices, the details of the RG procedure is given for an arbitrary
manifold dimension d, as mentioned in Section 2.5. (The discussion in Sections 2.1
to 2.4 involves the case d = 1 only.) I start from the symmetrized versions of the
one-loop expressions depicted in Fig. 2-4. Thus, to leading order in the nonlinearity,
the propagators are given as
G11l(k,w) = Goll(k,w)
+G21 1(k,w) -(- ) / (q + ) (q- k) k(q+ k)
q 
k 2' 2
+2n(-Ax (-- ) ) k (q + k)
X 2TGoz q2'2 2'2
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= Gol(k, w)
+G2(k,w) {2 (-2 )(-AL) (q+k)(q -k) k(q+ k)
k ) G (q+ k w 2
x 2TLG01 q ' - -f Go, q + -,Q+
.< ) < )1'2' 2 2' 2
+(_A)2 (q+ k).(q_ k) k(q+ k)
q 
2TI·o· q( 2 -2 q+2,+ 2x2Ti~o_ q 2' 22 (2.37b)
In the above and from now on, q -f ddaq/(27 r)da and f1 -f°, dQ/2r are used
for notational brevity. Since we are interested in the hydrodynamic limit, we focus
on the leading order in k, w. Using the bare propagators Go,(k, w) = (D k 2 - iw) - l,
the w -+ O0 limit can be taken right away, modifying Eq.(2.37a) to
Gll(k) = Goll(k) + 2G(k)/ q+ )(q- + k) k.(q+ k)
q
xI A2liAll 11
+ nAXA±T
(D± [q- k]2 + i) (D [q + 2] + 2)
Above and from now on,
integrals,
1*
(2.38)
I use G(k) G(k, 0). After performing the frequency
= Goll(k) {1 + 1
Dl-k2
( A2lT1 l nAxkALT.L
1, D n~XA~T~_
·J (1 _4 ) (cos + 2)
xJ (1+xcos +2)2( +2)}q '
where x = k/q and k q = kqcos . We can now expand the integrand
series in x, keeping only the leading order since x c k + 0. The angular
q integration can be readily done using the identities
f (q) = (27 ) d Jdq qd -lf(q),
q 0
d2 = nSd. A / cos 2 Of(q) = d,(27r)d' J dq q f(q),
q 0
(2.39)
in a power
part of the
JcosOf(q) = 0,
q
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G 11(k)
Gl(k, w)
(D11[9-2 1i· "I 21~n
where Sds is the surface area of a d,-dimensional unit sphere. The result is,
2 s dq qa 1 1
. 2 a(27)d. jd' qd,- 2 d 
This integral is infrared divergent for d, < 2. The RG procedure is used to
this problem. Integrating over the larger momenta in an outer shell A(1 - 6)
where 6e is infinitesimal, we obtain
Gol(k) = Go,(k) { 1 _- MKd.ds I(2 - d)
( A211 n AT(4Dln 4D11DJ } (2.41)
where Kd. = Sd, Ad- 2/(27r)d.
An effective tension defined through Gl (k) = 1/(Dlk 2), is now obtained as
~IICII~CIV C CIUIVI UIIICU IIIVU~ll II ~I 1 11I
D'-Dl 1 JiKd. (A21TIi nAlA±TL± )11 11 l d,/(2-d) 4D1 4DIID+ )4 DDI I (2.42)
Under a rescaling k
tension D1l scales as
-4 (1 - 6)k, w -+ (1 - (6)w, r, - (1 - vR6)r, the effective
D = D11 + dD e = D [1 + 6(( -2)].de r s rt f D 
Combining the two, we arrive at the differential recursion relation for D11,
dDI = D C-2+ d,/(2-d,) ( 4I+
nAX AxTL \ 
4D 1 1D, J
For d, = 1, this reduces to the form given in Eqs.(2.26).
Very similar steps are followed for the transverse propagator.
Eq.(2.37b), we have
(2.43)
Starting from
G±(k) = G0±(k)+ 2G (k) (q+ k).(q _ k) k(q + )
q
xf{
x ALTl
(D,, [q- 2] + iQ) (D1 [q + ] + Q2)
+ q 2]+i) (l [qI + k]4+Q) J(D± [q - k]2 + i) (D [q+ k+ + Q2) (2.44)
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(2.40)
overcome
<q<A,
The frequency integrals are very similar, and upon performing them, we arrive at
Gl (k) Go(k){1+ D±k2
-[
J L[ (1 +x cos + X2 ) ((Di4j\U + D)ll (1 + ) + (D - *DII)xcos 0)
x cos 0) }
(2.45)
Following similar steps as with Dii, the final result, after some rearrangement, becomes
dD±
de _( i 2 +Kd, [Ai[(AxT±L/D±) + (A2jT/D)] 2 d)2D(D +DIi) d,
4 (Dl - DII) AL[(AxT/DL) - (iT) l/DII)] ( 1
(Di + D)ll D±(D + Dll) \d8 J J (2.46)
2D Spectral Density Function Renormalization
Steps very similar to Appendix 2C are followed in order to determine the renormal-
ization of the spectral density function. We can take the (k, w) -+ 0 right away to
arrive at
= 2lI+2 ( i2) J q/qq-q
q> (
(2T )2
(D 2q4 + Q2)2 )
+2n(
A2 if q q qq
q> 
= 2T + 2(-AX)2 // (q.q)2 (D 2q4
1> II1
(2T )2)
(D2q4 + Q2)2 '
(2T 1) (2T)
+ Q2)(Dlq4 + Q2)) '
where fq> -= fA(1-e)<q<A ddq/(27r)da. Upon performing the rescaling and arranging
the terms as usual, we obtain
- 2vll - d +Kd. 4D}
113
42 T2
+ nK1 4D3 '
4D
-d +Kd iL (II + DDi)DlD 11 + D±)
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Dl (1 + x cos + ) ((Dl +Di)( + ) + (D11 -D 1 )
2Tj
(2.47)
(2.48)
dTj
dT
d£
= Tl{
= T{-2 v1
(2.49)
(2.50)
I ~~~~XI l (1 4 ( o 2 
AXA I (I -T (aoB 2 
)2 ,
}
I
2E Vertex Renormalization
First, I calculate the effective three-point vertex functions rll, rx, and rl, in the
w 0 limit. Let ki (ki,wi). All the diagrams up to one-loop order are shown in
Fig. 2-6. After averaging over shell momenta, the first correction term for rll is
r k; + k2, 2 k2 ,rollk; + 2, (+k) (k- )
x /J (q+ ) (q + k2) ( - k2) ( -k).(q - k2)
q> C
x2TIIGollk + q, Q Go01 2 qGI G(q-k 2, Q) 2(2.51)
where rol0 (ka + kb; ka, kb) -(All/2)ka.kbGoll(ka)Gol l(kb) is the bare vertex function.
It is enough to consider only the leading term in the propagators, which simplifies
the evaluation. Upon performing the frequency integral, this equation simplifies to
a = 2Tf -2 4 s 2 01 - 2 COS2 02 (2.52)Ia - O2D 3 q yx2 (2.52) 
II q> &
where x = k/q, y = k2 /q, kl.q = kqcos9 1, k2.q = k2qcos02. The spherical part of
the integral is now easily computed to give
r = oll (1) (2.53)
Other correction terms are computed similarly. For example,
k; 2+ 2, 2 roll k; + 2, k2 k - k2)2 2f (q2- -+ k2) (2 i+k2). (q k2)
x2T 1Goll (2 Q, Go (k2 - q,- rn- G0 (q + 2 .(254)
which gives
r -6rll (d) 4l (2.55)
iIlb d, F011 \-~ 4D 3'
In the limit k, k2 -+ 0, riib = r. Therefore, the sum of the contributions from the
three diagrams adds up to zero. The remaining three diagrams are almost identical
to the first three and they contribute
< 2Ax/A\ A 2 T
r OIIn K ( (x/AI)A TL
r = llf = -rOlln ( ) (2.56)
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also adding up to zero. Thus, to this order, rll does not have any corrections due to
renormalization, giving the recursion relation
(2.57)
For the calculation of the corrections to rx and Fr, it is useful to observe the simple
rules that will give us the correct result by inspection of diagrams, rather than doing
the very similar and lengthy calculation over again. First, it is clear that leading order
terms are sufficient for the propagators. This makes it easy to evaluate frequency
integrals. Also, the momentum shell integral always gives the contribution 6eKd /ds.
An important rule determines the overall sign of each contribution. Diagrams of type
Flla, where the noise contraction is adjacent to both outgoing propagators, have a
positive overall sign whereas diagrams where the noise contraction joins the incoming
propagator to an outgoing one are negative. These set of rules simplify the task of
calculating vertex corrections to evaluating simple frequency integrals, and yield the
final results
r = rox {1 +
Di
r< = roi {1 +
atKdsds
A2 j
ID (DII
6tKd.
ds
AIIAxTL AIIALTI
DID(DI + DI) D(DI, + D )
r1 _ ALAxT 1
+ D1 ) D(DII + DI) I
AiiAlTi (3D11 + D±) A.
2D2 (DI + D-) 2 2D2 (
LAxTL 
IDl + Di)
Al
D (L
1AIIAT1 1 _ AI2Ti
2D'(DI1 + Do) 4DII1(D1 + D1 )2
After rescaling and rearranging terms, these give rise to the recursion relations given
in Eqs.(2.26), with the substitution of Kd. /d for K1 in the d dimensional case.
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(2.58)
ALAxTL(3DL + Di)l
+ 2D2(DI + D1)2
IAxTL
)11 + D )2
}. (2.5
d~dll = Ali(( + v - 2).
9)
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Chapter 3
Depinning of Driven Directed
Lines
3.1 Introduction and Summary
The study of dynamical critical phenomena associated with the pinning-depinning
transition in random media has become a subject of considerable interest in recent
years. This is due to the importance of pinning in a wide variety of technologically
important phenomena such as flux line (FL) motion in Type-II superconductors, dy-
namics of interfaces (phase boundaries, invasion fronts, cracks, surface growth, to
name a few), and charge-density wave (CDW) transport. These systems are charac-
terized by a rough energy landscape due to the randomness in the medium. At zero
temperature there are two distinct "phases", distinguished by an order parameter
(henceforth called velocity) that measures the dynamic response, such as the average
velocity for a FL, or current for a CDW. For small driving forces, the system is trapped
by one of the many available metastable stationary states, and is "pinned" to the im-
purities in the medium. Critical behavior emerges as the stationary states disappear,
and the system starts moving with a nonzero velocity, when the driving force is in-
creased above a threshold value. Extensive experimental [49], theoretical[50, 51, 52],
and simulation[53] work has been done to understand the properties of this transi-
tion in CDW systems. There are also numerous studies on the depinning of driven
interfaces[54, 55, 56, 57, 58, 59]. A better theoretical understanding of this dynamical
phase transition was recently achieved, and critical exponents were calculated through
an e-expansion for both CDW systems[51] and driven interfaces[55, 56]. More recently,
I performed similar calculations (with Mehran Kardar) for the depinning of an elastic
line in a bulk random medium, like a polymer in a gel network, a FL in a type-II
superconductor, or a screw dislocation in a crystal[60]. In this chapter, I present a
detailed report of this study on the dynamical critical behavior associated with the
depinning of a FL, and in general on the depinning of directed manifolds in random
media, through methods similar to those used for CDWs and interfaces.
Specifically, let us consider the geometry of the FL shown in Fig. 3-1. The
superconductor is subject to a magnetic field B = Bi along the x-axis, and a bulk
supercurrent J = J along the z-axis. A FL is oriented along B on the average,
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(a)
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Z(x, t
r(x, t)
II
(b)
Figure 3-1: Geometry of the FL in a medium with impurities. (a) Three dimensional
geometry. (b) A cross section of the medium at fixed x. The average drift velocity
v = veil makes an angle X with the y-axis.
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but deviates from a straight line due to impurities in the superconductor, which are
represented by a potential V(x, y, z). The conformations of the FL are described by
R(x, t) = x + r(x, t), where r(x, t) = y(x, t) + z(x, t)2 is a two component vector,
lying in a plane normal to the magnetic field. The bulk current J drives the FL along
the y-direction through the Lorentz Force FL = (oJ x B. (o is the flux quantum.)
If the bulk current is large enough, the FL drifts with an average velocity v. Due
to the chiral nature of the supercurrents around the FL, v is in general not along
the y-direction, but makes an angle with the y-axis. This is usually called the
Hall angle, and although typically small[61], it can be significant near the depinning
transition.
It is more convenient to work with components of r that are parallel and perpen-
dicular to v, i.e.
r(x, t) = rll(x, t)ell + r±(x, t)el, (3.1)
where the unit vectors ell and eI are rotated by from the y- and z-axes respectively,
as shown in Fig. 3-lb. In Sec. 3.2 I show that, under very general assumptions,
the equation of motion for small deviations around a straight line, generalized to
d-dimensional internal coordinates x E Rd, can be written as
l7]trll = Kl1 Vxrll + K12 VxrL + F + fll(x,r(x,t)), (3.2a)
r719trl = K21V2rll + K22V2 r + fI(x,r(x,t)), (3.2b)
where r1 is the viscosity the FL and F = (oJ. The moduli K,, relate the elastic force
to the local curvature and are in general nondiagonal for a sample with orientation-
dependent core energy, or nonzero Hall angle (cf. Sec. 3.2). The random forces f,
that arise from the impurity potential V are taken to have zero mean with correlations
(fax, r) f(x', r')) = Jd(x- x')/AX,(r - r'), (3.3)
where A is a function that decays rapidly for large values of its argument. (The
indices a, %... = {i, I}.)
Ignoring fluctuations of the FL transverse to the direction of average velocity,
i.e. setting r = 0, leads to an interface depinning model studied by Nattermann,
Stepanow, Tang, and Leschhorn (NSTL)[55], and by Narayan and Fisher (NF)[56].
Hence, the major difference between Eqs.(3.2) (henceforth called the "vector depin-
ning model") and the previously studied "interface model" is the existence of trans-
verse fluctuations, making the position of the line r a vector instead of a scalar
"height" variable. The effects of such transverse fluctuations for large driving forces
and average velocities, when the randomness in the medium can be approximated
as uncorrelated in space and time, were shown (in Refs. [47, 18] and Chapter 2)
to create a much richer dynamical phase diagram than the corresponding interface
growth model, namely the Kardar-Parisi-Zhang (KPZ) equation[31]. Then, the natu-
ral questions to ask are: How do these transverse fluctuations scale near the depinning
threshold, and how do they influence the critical dynamics of longitudinal fluctua-
tions?
In order to make these questions more quantifiable, consider the exponents that
characterize the critical behavior near the depinning transition. Let F(v) denote the
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driving force required to move the FL with a velocity v = vell. For small values of
F = IFI, the line is pinned by the disorder in the medium. There is a threshold force
Fc, such that the line moves with a nonzero average velocity v iff F > F. 1 For F
slightly above threshold, the average velocity is expected to scale as
v = A(F - Fc), (3.4)
where is the velocity exponent and A is a nonuniversal constant. Superposed on the
steady advance of the line are rapid "jumps" as portions of the line depin from strong
pinning centers. Such jumps are similar to avalanches in other slowly forced systems
and have a power-law distribution in size, cut off at a characteristic correlation length
~. On approaching the threshold, ~ diverges as
(F - F)-, (3.5)
defining a correlation length exponent v. At length scales up to C, the interface is
self-affine, with correlations satisfying the dynamic scaling form
([r1l(x, t) - rll(0, 0)12) = (X12(gllgl(t/lXIzII), (3.6)
([rl(x,t)- r(0,0)]2 ) = X12C(gl(t/jx[z±), (3.7)
where (,a and Za, are roughness and dynamic exponents, respectively. The scaling
functions g,, go to a constant as their arguments approach 0; (11 and ( are the
longitudinal and transverse wandering exponents of an instantaneous line profile; Zl1
and z characterize scaling of relaxation times of longitudinal and transverse modes
with wave vector through Ta,(q) - q-Z. Beyond the length scale , regions move
more or less independently of each other and the system is no longer critical. The
behavior of the moving line is described by the exponents calculated in Chapter 2
for time dependent noise. Ignoring any potential nonlinearities leads to a regular
diffusion equation with white noise, for which the roughness and dynamic exponents
are (l = + = (2 - d)/2, z+ = 2. In the interface model, transverse fluctuations do
not exist, thus, (_ and z are not defined.
Equations (3.2) can be analyzed using the formalism of Martin, Siggia, and Rose
(MSR)[11]. A renormalization group (RG) treatment of the "interface model", stud-
ied by NSTL[55] and NF[56], indicates an upper critical dimension of d_ = 4, and
exponents in d = 4-e dimensions, given to one-loop order as ( = e/3 and z = 2-2e/9.
NSTL obtained this result by directly averaging the MSR generating functional Z,
and calculating the renormalization of the force-force correlation function A(r). NF,
on the other hand, expanded Z around a saddle point solution corresponding to a
mean-field approximation[62] to Eqs.(3.2) which involves temporal force-force corre-
lations C(vt). They point out some of the deficiencies of conventional low-frequency
analysis, and suggest that the roughness exponent is equal to e/3 to all orders in per-
turbation theory. They also show that for two different classes of disordered systems,
random-field and random-bond disorder, the zero temperature interface dynamics is
'In an anisotropic medium, F, may depend on the drift direction ell. For simplicity, this depen-
dence is suppressed for now and critical exponents are defined for a fixed direction of the velocity.
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essentially the same near threshold. Their argument remains valid for vector depin-
ning, and our results will be applicable to both types of randomness. As demonstrated
in Section 3.3, the longitudinal exponents of the "vector" model are identical to those
of the depinning interface, and given by
(,1 = E/3, (3.8)
Zl = 2-2E/9 + 0(E 2 ). (3.9)
Other exponents are determined by exact exponent identities from (11 and Zll as
i 3
v = = - (3.10)
2 - ¢13 6 -'
fi = (Zll - (11) = 1 - e/9 + 0(E2). (3.11)
Following the formalism of NF, I employ a perturbative expansion of the disorder-
averaged MSR partition function around a mean-field solution for scalloped impurity
potentials[56]. We show that slightly above threshold, transverse fluctuations do
not significantly affect the dynamics of longitudinal fluctuations, apart from shifting
the threshold force F,. Specifically, the exponents and exponent identities given in
Eqs. (3.8-3.11) for d < de are also correct for the vector depinning model. However,
transverse fluctuations turn out to scale differently, with (l (11 and z 5 zll. In
particular, in an isotropic medium with Hall angle X = 0 (Model A in Section 3.2),
the renormalization of transverse temporal force-force correlations C± (vt) yields
d 5E(l = rlAl _ = 2 + -6-, (3.12)
correct to all orders in . The transverse dynamic exponent is given by an exact
exponent identity:
1 5eZ = Zll +- = 4 - + O(e2) . (3.13)
v 9
These conclusions can also be generalized to more than one transverse direction: the
results do not depend on the number of transverse coordinates. For the FL ( = 3),
the critical exponents are then predicted to be
(1 = 1, Zll 4/3, v =1, (314)
/3 ~ 1/3, (L = 1/2, zl M 7/3.
This implies that in a type II superconductor driven slightly above threshold, flux lines
are contained mostly in the plane normal to the current, up to the correlation length
scale ~. This may have a noticeable effect on the dynamics of entanglement of flux lines
near depinning. These results also rationalize the use of a "planar approximation" in
numerical simulations of FL depinning[63].
Another important consideration is the role of anisotropy in the bulk material.
It was recently shown that anisotropy leads to new universality classes in interface
depinning[64]. We show that this happens as well for FL depinning, in an even richer
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fashion. The presence of a nonzero Hall angle affects the critical behavior in a manner
similar to anisotropy. These issues are discussed in more detail in Section 3.8.
The rest of the chapter is organized as follows: In Section 3.2, the general form of
the equation of motion for a single FL is derived, starting from a reparametrization
invariant (RI) description of the FL dynamics. In Section 3.3, the connection of
Eqs. (3.2) to the interface depinning problem is first established for the simple case of
an isotropic medium with zero Hall angle. Then, the linear response of the system is
examined to derive the exponent identities (3.10),(3.11), and (3.13), which are later
shown to be consistent with a formal RG treatment of the problem in more general
circumstances. In Section 3.4, the MSR formalism is presented and the generating.
functional is expanded around a self-consistent saddle point solution, given by a
mean-field theory. In Section 3.5, response and connected correlation functions of
the mean-field theory are calculated; these correspond to the bare propagators and
vertex functions in a perturbative expansion. In Section 3.6, critical exponents are
determined through an E-expansion near d = 4 dimensions, and in Section 3.7 these
are compared with numerical results obtained by directly integrating the equations
of motion. Finally, in Section 3.8 the physical significance of these results, the roles
of nonlinear terms and anisotropy, and applicability of similar methods to related
problems are discussed.
3.2 Equations of Motion for a FL
In this section we derive a phenomenological equation that describes the coarse-
grained (in space and time) evolution of a single FL in a bulk type-II superconductor.
The configuration of the FL at time t is described by R(s,t), where s is an arbi-
trary parameter which we shall later equate to the x-component of R. The equa-
tions of motion are obtained by balancing the "conservative" and "dynamical" forces.
Conservative forces are derived from the energy functional and depend only on the
instantaneous configuration (s) of the FL. They include the elastic force, random
forces due to the impurity potential V, and the Lorentz force due to the bulk current.
Dynamical forces, on the other hand, depend explicitly on the local velocity of the
FL and comprise the dissipative and Magnus forces[65].
For notational simplicity, we set the external magnetic field B along the x-axis
and the the average velocity v along ell, suppressing the possible dependence of pa-
rameters on the relative orientation of B and ell due to anisotropy in the underlying
material. Such complications will be taken up later in Sec. 3.8. An important consid-
eration is the requirement that the equation of motion be invariant under an arbitrary
reparametrization R(s) -+/ (s') of the curve. One such reparametrization invariant
quantity is the infinitesimal arc length dl = dsf/g, where g - aR. aR is the metric.
The only physically observable motions of the FL are orthogonal to the local unit
tangent vector
1 .t = -a8 R.
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Assuming that the FL motion is overdamped, the conservative force FT, which is
derived below, is balanced by dynamical forces that are proportional to the local
normal velocity v = P. tR = tR- (tR t)t. (Here, Pij -ij - titj projects any
vector onto the -local normal plane.) Dynamical forces are not necessarily parallel
to vi: In general, there is an angle 0 (called the Hall angle) between the applied
force and the velocity of the FL. Physically, this is due to the Magnus force which is
orthogonal to the velocity, and the Hall effect in the normal core of the FL[66]. The
equation of motion can then be written as
/P. - {cos XtR + sin(0tR) x t} = FT. (3.15)
To determine the conservative force FT, consider the energy cost associated with
a particular coarse-grained configuration R(s) of the FL in the absence of a bulk
current, which is
E [(s)] =JdsV/ 9RR. + V(R(s)) (3.16)
In the above equation, the symmetric tensor ~o gives the core energy per unit length
of the FL, and can be nondiagonal for an anisotropic sample. (Anharmonic contri-
butions to the core energy can be ignored in a coarse-grained description and we will
systematically keep only the leading order elastic terms.) The restoring force FB is
given by the energy cost of an infinitesimal virtual displacement 6R(s). After some
rearrangement, we arrive at
6E = -Jds 6R.P{2o- (t . . K + V(R)--V(A)}
-JdsxJ/ R FB, (3.17)
where i = g-l'P .aR is the local curvature vector. To leading order, the random
potential V(R) that multiplies K- can be approximated by its spatial average, and
eliminated without loss of generality by choosing (V) = 0. f= -VIV(R) acts as a
random force on each segment of the FL, whose correlations in general satisfy
(a(R) )f (R')) = A (R - '). (3.18)
For now, we do not restrict the form of A, apart from the reasonable expectation that
it decays quickly beyond a characteristic impurity size a. When a bulk current J is
present, the FL is also subject to a Lorentz force FL = JOf x t, where D0o is the flux
quantum. Thus, the total conservative force acting on a section of the FL is given as
FT = P{2 .P 8 R-;(i·t a + o9x t+f (3.19)
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For an isotropic sample in the extreme type-II limit, the Bardeen-Stephen model
gives[66]
ij 6ij (4r A )l(A ) n
4o2
27rs22 pn'
Pntan H)
pn
where As is the London penetration depth, cs is the coherence length, and p, pH
are normal and Hall resistivities of the non-superconducting core region, respectively.
More general expressions for these phenomenological parameters can be derived from
a mesoscopic model based on a time-dependent Ginzburg-Landau theory[67].
Equation (3.15) is highly nonlinear and generalizes those of Ref.[68] to the three-
dimensional and anisotropic case. We now pick {(, ell, el } as our coordinate axes,
and x as the arbitrary parameter s, representing the FL as R(x, t) = xi + rll(x, t)ell +
rl(x,t)el. In this representation, g = 1 + (Oarll)2 + (xr) 2, J = Jllell + Jlel,
f = f + filell + flej, and
a(x aIf1 tx I
aII all a x
xjzl ax 1 /
After some rearrangement, and elimination of higher-order terms coming from the
elastic energy of the FL, we obtain the following evolution equations for the compo-
nents rll and r:
710,trll = [(2a1 - oa) - 2ax tan ]O9rll + [2ax - (2a - ) tan O] 2r
cos
+ oi {J± [1 + (o,xrll)2]- J, [,rllar -tan ]
+fi [ + tan rII ar] - tan - [ + (,xr1)2]
-)fx [Xr- tanI , zr , (3.20a)
C ros = [2ax + (2all - cx) tan O]ao2rl + [(2 - a,) + ax tan 0]d92r
+ o {J [xrllaOxr +tan +X-Jg [ + (r)2] }
(O+r)2] [1 - [~tan +xrIIa]
+fit A/ [I + )2 + f 
-fx [Xra + tlX i] (3.20b)
~~~~Vf-l~[~ -- ~l 
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These equations are clearly too complicated for an exhaustive analysis. However,
it is possible to perform a gradient expansion of the RHS of Eqs.(3.20) when the
fluctuations around the straight line are small, i.e. (rll) 2, (3r± )2 << 1. In that case,
Eqs.(3.20) simplify to
co ,rll = [(2all - ~o) - 2ax tan ]a,2rll + [2ux - (2ao - oa) tan O]a2rl
cos 0
+I0 ( + JII tan A) + fll - f tan , (3.21a)
- otrl = [2ax + (2all - o,) tan ]a,2rll + [(2a± - a,) + ax, tan ]O2rl
cos 0
+(o (-JII + J tan X) + fi - fll tan X, (3.21b)
neglecting all terms of O ((0rll)2, (dOr±)2) or higher.
So far, we have not enforced the condition that ell points along the average velocity
of the FL. This is satisfied by the self-consistency relation
(atr) = 0. (3.22)
In the small fluctuation limit where Eqs.(3.21) are valid, this condition is satisfied
simply by setting JII = J tan q. In order to study the scaling properties of this
system in the framework of a field theory, we generalize the FL to a manifold with
d-dimensional internal coordinates x E Rd. Further rearrangements, and addition of
an infinitesimal external force e(x, t) in order to study response functions, lead to
r1Otrll = KllVxrl + K12 V + F + Ill(x, r(x, t)) + l (x, t), (3.23a)
r7dtrl = K2 , Vxr1  + K22Vr + fi(xr(x, t)) + e2(x, t), (3.23b)
where F = /J + J2 = 4J, and
(K11 K 12 ) cos -sin 2ll 1 1- r 2a2 )x 
K21 K2 2 sin b cos 4 ] 2ax 2a -a '
A fll _ cosq -sin4 fl 
fi = (sinb cosq ) fiJ '
The correlations of the random forces satisfy
(fo(x, r) f(x, r')) = 6a(X - x')A,(r - r'). (3.23c)
(Note that while both r and x are represented by bold characters, r remains two
dimensional, while x has been promoted to a d-dimensional vector.)
In the special case of an isotropic medium with X = 0, the equations further reduce
to
r7Otrll = KVrll + F + f(x,r(x,t)) + E(x,t), (3.24a)
lTOtr = KV2xr + f(x, r(x,t)) + 2(x, t), (3.24b)
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where the correlations of the random forces satisfy
(fY(x, r)f,(x, r')) = 6,,6d(X - x')A(lr - rl). (3.24c)
We shall henceforth refer to Eqs.(3.24) as Model A. Anisotropy and/or a nonzero
Hall angle changes the scaling properties of the critical region, and we shall refer to
this more general case, described by Eqs.(3.23), as Model B.
3.3 The Vector Depinning Model
In this section, we study some properties of the system described by Eqs.(3.23) and
(3.24), in detail. Due to statistical translational symmetry in time t and internal
coordinates x, we use the real (x, t) and Fourier (q, w) domains interchangeably when
dealing with statistical averages.
The vector depinning model differs from the CDW or interface problems due to
the presence of transverse fluctuations r (x, t). It is sometimes useful to recast the
equations such that r appears as a function of rll rather than t. The asymmetry
in rli and r occurs because rll almost always moves in the forward direction2 , and
therefore is a monotonous function of t. Thus, for any particular realization of the
random force f(x,r), there is a unique point r(x, r1) that is visited by the line for
given coordinates (x, rll). The evolution of r(x, r1l) can be obtained schematically,
by dividing Eq.(3.23b) by (3.23a), as
rl K2l V2rll + K22 V2rL + f 
x X I I JI (3.25)Drll K V2 rll + K12V2 r + f + F
W\e shall see that in most cases, the scaling properties of rl in relation to rl can be
obtained heuristically by inspecting Eq.(3.25).
3.3.1 Model A
First of all, we establish the connection between Eq. (3.24) and the interface depinning
model for the special case of an isotropic system with = 0 (Model A). For a
particular realization of randomness f(x, r), Eq. (3.24a) can be written as
ri1trli = KV2xri + f' (x, ril (X, t)) + F + El (x, t), (3.26)
where f'(x,ri) = fl] (x,riil,I(x,ri)) and rI(x,ri) is determined by Eq.(3.25). It
is quite plausible that, after averaging over all f, the correlations in f' will also be
short-ranged, albeit different from those of f, since the dissipative dynamics will avoid
maxima of the random potential, effectively reducing the average forces. In that case,
the equation reduces exactly to the model studied by NSTL and NF. Thus, the scaling
2This is not strictly true, but backward motion happens very rarely and can be ignored at larger
length scales, since the probability of backward motion decreases exponentially at increasing length
scales.
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of longitudinal fluctuations of the FL near threshold will not change upon taking into
account transverse components, and the exponent relations (3.8-3.11) hold for Model
A as well. We expect this argument to hold even for Model B [Eqs.(3.23)] as long as
V r < V2 r1 , or when ( < 11
For the interface model, it is possible to show that v(F) is a single valued function
using the "no passing rule" of Middleton[52]. The rule states that no interface (or
CDW) can overtake another, if initially every point on the first interface is behind
the second one. This rule does not apply to the vector model: It is in principle
possible to have coexistence of moving and stationery FLs, allowing for the possibility
of a discontinuous (multi-valued) v(F). However, since a moving line samples an
arbitrarily large region in the medium, it is plausible that the velocity self-averages at
long times, resulting in a single valued v(F) (i.e., no hysteresis). However, finite-size
systems do suffer from such hysteresis which adversely affects numerical simulations
of the model. These issues are further discussed in Sec. 3.7.
Several exponent identities can be deduced from the form of the linear response,
xa(q,w) = 9, (q, w)/) (3.27)
in the (q, w) -+ (0, 0) limit. Due to the statistical symmetry of Eqs.(3.24) under the
transformation rl -+ -rl, the linear response is diagonal. Let us first set w = 0 and
examine the static response: An additional static force e(q) with zero spatial average
(no q = 0 component) can be exactly compensated by the coordinate change
r(q, t) = r,(q, t) + (Kq2)-'Ea(q).
The distribution of f does not change in the primed coordinates. Thus, the static
linear response has the form
1
Xay(q,w = 0) = 6ay (3.28)Kq2 '
Since 611 scales like the applied force, the form of the linear response at the correlation
length gives the exponent identity
(11 + 1/v = 2. (3.29)
Considering the transverse linear response seems to imply ( = (11 However, as will
be shown below, the static part of the transverse linear response becomes irrelevant
at the critical RG fixed point, since z > zll.
Now set q = 0 and consider the response to a spatially uniform, but time-
dependent, external force e(t). The leading term in the dynamic response is intricately
connected to v(F): When a slowly varying uniform external force e(t) is applied, the
FL responds as if the instantaneous external force F + e is a constant, i.e. it moves
with the average velocity
=va(Otr) = va(F + e) ~ v (F) + -~". (3.30)
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F d FI
v dvll
F
F1
dvI
Figure 3-2: A graphical demonstration of Eqs.(3.32- 3.33). When a longitudinal force
is applied, the direction is not changed and all changes are in the magnitude of F(v).
For a transverse force, v changes direction to remain parallel to F.
Since in an isotropic medium, F and v are always parallel,
F(v) = F(v).
For small deviations around v = vell, we thus obtain (see Fig. 3-2)
aFII
aFl
OvA
dF
dv
F
V
Therefore, near the depinning transition,
Xll(q = O,w) -
Xl(q = O,) 
1
-iw(dF/dv) + O(w2)'
1
-iw(Fc/v) + O(w2) '
Comparing these with the static response, we see that near threshold, the relaxation
of fluctuations with wavelength C gives
rjl(q = -'l)
rL(q = - 1 )
/dv -1
. [q2 d .f , 2+(- 1)/lv Z,,
(q2 F)- ,, -~2+/v ,, z
(3.36)
(3.37)
which in turn yield
fi = 1 + (zll - 2)v, (3.38)
z = Zll + 1/. (3.39)
Thus, z > ll as noted earlier. Dynamic relaxation times scale very differently for
longitudinal and transverse components as v - 0, since (dv/dF) (F- F,)P-1
whereas v/F - (F - F).
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(3.31)
(3.32)
(3.33)
(3.34)
(3.35)
3.3.2 Model B
A similar linear response analysis can be made for the more general case of Model
B. The leading contributions to the static and dynamic part of the inverse linear
response are given by
Xav(q,w=0) = K. q2, (3.40)
xao(q = = -iw(av,0F)-F. (3.41)
The relation between the external force and the drift velocity can in general be written
as
F(v) = F(v, 0) [cos 4(v, 9)i + sin (v, 0)x x 0] . (3.42)
Both F and 0 in general depend on the orientation of 0, parametrized by an angle 0
in the yz-plane. Then, for small deviations around v = veil,
dFj ) All -A12 dvj)
II H ~I' ,(3.43)
dF± A 21 1A2 2 dv _
where
All = a,(Fcosd),
A21 = a (F sin 0),
A12 = Fsin- (Fcos),
A22 = Fcos + ao(Fsin$).
The scaling of diagonal elements in the linear response are the same as in Model A.
Therefore, exponent identities (3.38-3.39) hold in the more general case of Model B
as well.
3.4 MSR Formalism
We use the formalism of MSR[11] to compute response and correlation functions for
the dynamical system described by Eqs. (3.23). After some rearranging, we obtain
r at ( ) = Jddx JaY(x-x') r(x',t)
-r.(x, t) + Ha (x,r(x, t)) + F. + , s(x, t), (3.44)
where the tensor J is given by its Fourier transform as Jay(q) = 6. - K,ayq2. Intro-
ducing an auxiliary field i(x, t), the generating functional Z is given by
Z = J [dr][df]J[r] exp(S), (3.45)
where
S = ifddx dt a,(x, t) {lOtry -KayV2xr - Fa - (x,r(x, t))- Ea(x,t)}. (3.46)
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Clearly, this coarse-grained continuum picture of the system breaks down at length
scales shorter than the core radius of the FL. Therefore, there is a natural cutoff A
in q-space for the functional integrals in Eq. (3.45). Z can be used to generate
response and correlation functions of r, since integrating over gives delta functions
that impose the solution to the equation of motion (3.44). The Jacobian J[r] fixes
the renormalization of Z such that the delta functions integrate to unity, and will be
suppressed henceforth. Since Z = 1 independent of the realization of randomness,
response and correlation functions can also be generated using the disorder-averaged
generating function Z = [dr][di](exp(S)). For example, the two-point correlation
function is given by
(r,(x, t)r (x', t')) = [dr][d]r(x, t) r (x', t')(exp(S)),
and the linear response is
,(x',t') S  )= -i [dr] [dr]r,(x, Xt) r (x', t') (exp(S))
In order proceed, we discretize in x-space: r(x, t) - ri(t). Introducing two conjugate
fields Ri(t),Ri(t), Z can be rewritten as
= J[dR][dR] exp(), (3.47)
S = lnZj (Rj,Rj) - i/dt Rti(t). J.. Rj(t), (3.48)j ij
where Zj (Rj, Rti) is given by
Zj = /[drj][dj] (exp/ dt [iRj(t) rj(t) (3.49)
+irj(t) . {1Otrj(t) - Rj(t) + rj(t) - fj (rj(t))- F- j(t)}]).
Note that this factorization of the disorder-dependent part of the action to local
functionals Zj is possible only if the random forces fj are independent at each site j,
as assumed in Eq. (3.3). Zj can be evaluated by an expansion around the saddle-point
approximation. The integrand of the exponential is a maximum when, for each j,
- Z JJ1 R - rj)MF = 0,
- ZJijl ' RO+ (rj)MF = 0,
which has a solution R° = 0, R = vt for all j. Here, v is determined self-consistently
as a function of F by requiring (rj)MF = vt, where averages (( . )MF) are generated
from Zj evaluated at the saddle point, which is identical for each j:
ZMF = /[dr][dij] (exp i dt fj(t) {rOtrj(t)- vt + rj(t)- fj (r3(t))- F -ej(t)})
(3.50)
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ZMF can be identified as the MRS generating function for a mean-field (MF) approx-
imation to Eq. (3.44), obtained by setting J,,(x - x') = 5,,N- 1, where N = f ddx.
(The first term in the RHS of (3.44) is then self-consistently equal to (r)MF = vt.)
Redefining the field variables as R - R + vt, iR R (for notational simplicity),
the expansion for in Zj (Rj, Rj) is given by
lnZj (Rj,Rj) = ) (3.51)
{m1,nj)=O a
X II (1:dta!Sa j,,(tScr) dt' sRjCa(ts ) V{m,nQ} ({tas }; {tas}) -
s =1 ss=1I
The vertex functions V are obtained by evaluating derivatives of In Zj with respect
to the fields at the saddle point, and are given precisely by connected correlation and
response functions of the MF system described by Eq. (3.50):
V{m,na} sa; t s) = tII ia (tS] () * (3.52)
at s o=ld cj(t ast) s=l MF,c
Thus, once the mean-field system is solved, correlation functions of R, R can be
studied through a momentum space RG treatment to obtain the scaling exponents
of the fields in the long-time, large wavelength (hydrodynamic) limit. R and R are
like coarse-grained forms of the original fields r and i since all correlation functions
of r, are equal to corresponding correlation functions of R, R in the hydrodynamic
limit[51]. Therefore, it is sufficient to find the scaling behavior of R, R to deduce the
desired critical exponents.
3.5 Mean Field Theory
In this section, we calculate response and correlation functions of the local system
described by ZMF, which gives the vertex functions in the diagrammatic expansion of
S. We will only need to calculate the leading terms as higher order vertices will turn
out to be irrelevant in the critical region. Due to the averaging, ZMF is identical at
all sites j, and it is sufficient to examine a single point. Setting F(t) rj(t) - vt, and
e(t) ej(t), the equation of motion becomes
(dtr + v, = -, + F, + f (t + F(t)) + E,(t). (3.53)
F is determined as a function of v self-consistently by requiring that ()MF = 0.
The scaling behavior of FMF(V) near threshold can be determined from the following
argument: For v < rl-1F, the particle follows a local minimum P of the effective
potential
Veff(, t) = V (x, vt + (t)) + I(t)12 -F Y(t).2
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(a)
I
(b)
Figure 3-3: (a) The effective potential Veff. The random part (not shown) superim-
posed on the paraboloid slides with velocity -v. (b) A cross section of Veff. The
particle stays in a local minimum P for a time of O(v-l), after which the minimum
disappears and the particle finds another local minimum P' within a finite time. Time
averages are dominated by the slow portion of the motion as v - 0.
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A representative snapshot of Veff, which consists of a paraboloid centered at = F
with a superimposed random potential, is shown in Fig. 3.5. The position of the
local minimum P shifts with a velocity of O(v) as time progresses. Eventually, P
disappears at a saddle point as it is pushed up the sides of the hyperparaboloid. At this
moment, the particle quickly moves to a new local minimum P', after which it starts
following the slow motion of P', as shown in Fig. 3.5. For scalloped random potentials
with discontinuous derivatives at the saddle points, the particle starts moving with
a velocity of 0(1) (i.e., independent of v as v -+ 0) as soon as P disappears, and
reaches the vicinity of P' in 0(1) time, giving the result PMF = 1.3 We have also
numerically integrated Eq. (3.53) (for Model A) to verify that PMF = 1.
Now we proceed to compute vertex functions V{ma,nc} ({(t 8 }; {t, })) in the per-
turbative expansion of S, which correspond to response and connected correlation
functions of the MF theory, in increasing order in the field variables R, R. From now
on, we set m = mill + mi , and n = nil + n 1 .
3.5.1 Average position (m=l, n=O)
By construction ()MF = 0, but we prefer to expand around the true F(v) instead of
the mean-field value of the force FMF(V). Since the effect of an additional uniform
static force F - FMF(V) can be fully counteracted by a shift in , this does not affect
connected correlation or response functions. Thus, the only effect of this shift is
to produce an additional term Ei[F - FMF(V)] :i in S, which only has a q = 0
component and does not directly enter the renormalization of higher order terms.
3.5.2 Linear Response (m=l, n=l)
The linear response is given by the rank 2 tensor,
('6)(t \/MF
We are only interested in the low-frequency form of the Fourier transformed linear
response x(w), i.e. when e is slowly varying in time. In this case, we can write
e(t) M eo + elt, neglecting terms proportional to g. To find the response Y (t), let us
define
Yr'(t) = FE(t) - E - lt - FMF(V) +FMF(V + e1).
Taking a time derivative and using Eq.(3.53), we obtain
77(r. + V + e1) = -e + FMF(V + e1) + f((v + El)t + E - FE), (3.54)
where Fe = FMF(V + 1) - FMF(V) -- c. But now, () = 0 by definition of FMF.
(The random force f is evaluated at points shifted by a constant amount Fe, but this
has no significance upon averaging over randomness.) This gives
(TE(t)) = E(t) + FMF(V) - FMF (V + E(t)) + 0(i). (3.55)
3In contrast, for smooth potentials, there is a v-dependent acceleration time just after P disap-
pears, which contributes to the critical dynamics and gives 3 MF = 3/2.[50, 52].
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Expanding FMF(V + E) for small e, we obtain
iXQ(w) a= + [t9FiaF ] v=ve + ( 2 ). (3.56)
Since IPMF = 1, the linear response tensor will have the form
( A ll -A 12
(w) = 1 + iw ) (3.57)
A21 ;A22
where A,, approach constants as v -+ 0 [cf. Eq.(3.43)]. For Model A, x(w) is diagonal
due to symmetry, and A12 = A21 = 0.
3.5.3 Nonlinear response (m=l, n>1)
Assuming that FMF(V) has a Taylor expansion around v = veil for v > 0, we can
expand the RHS of Eq. (3.55) to obtain the nonlinear response of the model. The
leading term in the low-frequency limit is proportional to Wn, and it is straightforward
to show that the contribution of these terms to S is
anF,(v3
nll!n ! fddxdt ,(x,t)((OtRI)nll(cgtR±)n , a- F(V) v (3.58)
These terms are irrelevant at the RG fixed point, as we shall show later.
3.5.4 Two-point Correlation Functions (m=2, n>O)
At low velocities, the particle spends most of the time near a local minimum, jumping
abruptly to the next one when this minimum disappears. Therefore, the time scale
associated with the correlation functions is given by the temporal separation between
two consecutive jumps, which scales as 1/v. In the v - 0 limit, the correlation func-
tions depend on t only through the rescaled time variable u vt, since the positions
of successive minima near threshold are determined by energetic considerations, and
do not depend on v. (The correlation functions may also depend on the drift direction
v. We shall suppress this dependence for notational brevity.) Let us define
(7(t)r(t))MF,, C (v(t - t')) . (3.59)
Since successive positions of the local minima are uncorrelated, we expect that CY(u)
decay quickly as a function of u vt for ul > 1. By definition,
C11(u) C11(u) = Cll(-U),
C (u) - C22(U) = C22(-U),
Cx (u) - C12(U) = C21 (-u).2
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As a result of the abrupt jumps from one minimum to another, C,,(vt) have a discon-
tinuous derivative at the origin, rounded at a scale of O(v). In Model A, Cx (u) = 0
due to symmetry.
The only other important terms in the effective action S involve the series m =
2, n = nll > 0, nL = 0. All vertex functions associated with this series are given by
the response of connected correlation functions to longitudinal forces. These response
functions are intimately related to the two-point correlation functions C,,(u) by the
following argument: Static forces only change linear response, and do not affect con-
nected correlation functions. For a slowly varying external force e(t)ell, however, the
system will respond as if the instantaneous velocity is (v + g)ell. Neglecting terms
proportional to ,
[(r(t)-r(t'))MF,,], = C ((v + )(t - t')) + O(5)
c ((t - t') + (t) - (t')) .
Now, Taylor expanding C,, around v(t - t') and taking successive functional deriva-
tives with respect to e, we finally obtain the contribution of this series to S as
00 1
U= 2! n! d dx dt dt R(x,t)(x,t') (3.60)
n=l 
X U,n ((t - t')) [Rl (x, t) - R (x, t')]
where U,y,,(u) is the nth derivative of C,,a(u).
The vertices with m = 2, n± > 0 and m > 3 are all irrelevant, as shown in the
next section.
3.6 Scaling and RG
The terms in S that are up to second order in the fields are
o = dt dx [F - FMF(v)] f(x, t)
v ft(-q,-w) T -C(w) J-1(q) -(w) R(q,w)
R(-q,-w) -l(-q)- (-w) R(q,w)
(3.61)
where J 1(q) = (6 - K,yq2) - 1 6 ia + K,,q 2 for small q. For notational brevity, I
use fq,w to denote f - 2 . Using Eq.(3.57), the quadratic form in the action can
be written as
1 / (-q,-w) T (q, w)
1 · R 1 (-q,-ww) Rll(q,w) (3.62)
q'W R-l(-q, w) L RL(q,V V~~~~~R~qw
83
where
Q(q,w) =
-Cill(W) -Ux(w) Kllq ' -iwA l l VK 12q + iwA 12
-ICX (-W) --Cl(w) K21q2 - iwA2 1 vK22q2 - iA 22
Kllq 2 + iwAll K2lq2 + iwA21 0 0
vKl 2 q2 - iwAl2 vK22 q2 + iA 22 0 0
Neglecting all higher order terms in the action, we arrive at a Gaussian theory, in
which different Fourier modes are decoupled, and which can be solved by inverting
the matrix in Eq.(3.62). (See Appendix 3A.) The quadratic action (3.61) remains
invariant under the scale transformation
x - bx, t -+ b2t,
RII - b2 -d/2R I, R - b2- dRI,
(3.63)
1 - b-2-d/2R1 1 , R - b-2-d/2R±,
v - b-d/2v, F - FMF b-d/2(F - FMF),
except for terms proportional to K12 and K22 which vanish at the depinning transition
as v -+ 0+. For d > 4, all higher order terms in S decay away upon rescaling, and
we recover an asymptotically quadratic theory with critical exponents /3 = 1, Zll =
2, v = 2/d, (11 = (4 - d)/2, (i = 2 - d. The remaining exponent, z, can be found
by comparing the static and dynamic parts of the transverse linear response. This
gives zl = 2 + d/2 = Zll + 1/v, as shown previously by the exponent identity (3.13).
The exponents related to longitudinal fluctuations, not surprisingly, are identical
to corresponding exponents in the interface problem[56]. However, we have also
calculated new exponents characterizing transverse fluctuations. We see that even
the simple Gaussian theory exhibits anisotropic exponents.
At d = d = 4 dimensions, the scaling dimension of RII changes sign and we
cannot neglect its higher powers anymore. Simple dimensional analysis indicates that
the only higher order terms in S which become marginal at d = d involve vertex
functions Uy,,n, given in Eq.(3.60). This series can be summed up over n, together
with the n = 0 term C,, included in the Gaussian theory, to yield
ddx dt dt'R,(x, t)R, (x, t')C,,y (v(t - t') + RII(x, t) - RI(x, t')) . (3.64)
All higher order terms in S are formally irrelevant since they involve additional powers
of R11, Rl, or RI, whose scaling exponents are less than zero.
For d < d,, the vertex functions U,,y1 become more and more relevant for increas-
ing n under the rescaling (3.63), and the fixed point moves away from the Gaussian
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theory. In d = 4 - E dimensions, we look for new fixed points with different scaling
properties:
x --+ bx, t -+ blt,
RII - bll RI, R1 - bi-Rl,
(3.65)
-+. boll-dR R1 - bo-
F - FMF - b-1/v(F - FMF), v - b-OlVv.
To calculate the new exponents to first order in E, we employ a one-loop momentum
shell RG scheme, treating all non-Gaussian terms in the action (i.e. U in Eq.(3.60)),
as a perturbation. Perturbative calculations proceed by expanding (eU)o, where (.. )o
denotes averaging with respect to the Gaussian action So, in powers of U. A renor-
malization transformation is then constructed as follows: (1) Perform the averages
only over short wavelength fluctuations R>,R> with wavenumbers A/b < Iqj < A,
where b = e. The resulting coarse grained action is perturbatively given by
S< = SO + (U)> + 2(U2),c + O(U3 ). (3.66)
(2) Apply the rescaling transformations given in (3.65), bringing back the short-
distance cutoff A to its original value. (3) The exponents are then determined from
the fixed points associated with the RG flows of the the action. Since Models A and
B are characterized by distinct fixed points, we shall discuss them separately.
3.6.1 Model A
In the low frequency, small wave vector limit, the effective action for Model A is
(A) = - dt ddx[F-FMF(V)]II (X,t) (3.67)
-- {Ril(-q, -w)RI1(q,w)(Kq2 _ iwA1,)
q,w
+R (-q, -w)Rl(q, w)(Kq2 - iwA22/v)}
+-2 J ddx dtdt 'Rll (x,t)Rt (x, t)C1 (v(t - t') + RIl (x, t) - RI, (x, t'))
+ 2 ddx dt dt 'R±x (x, t)Rl±(x, t')C± (v(t - t') + R (, t) - R (X, t')).
The Gaussian part has the correlation functions,
(RII(-q,-w)RIl(qw))o = Kq2 iwA11 (3.68a)
1( (-q,-w)R(q,w))o = Kq2 iwA22 /v' (3.68b)
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(Rll(-q, -w)R 1 (q, w))o = K2 q4 + (wA11) 2 (3.68c)
CK(w)(R±(-q,-w)R±(q,w))o = Kq + (A/)(3.68d)K2q4 + (A22/v) 2
The vertex functions U,,,, = 0 for a - y, and these terms are not generated by
the RG transformation. The renormalization of remaining vertex functions Ull,n, and
Uj,, for n > 0 can be recast into a functional renormalization of Cil(vt) and Cl(vt),
provided that vt and R scale in the same way, i.e. (1 = zll- /v. This relation
can be independently obtained from Eqs. (3.29) and (3.38), derived in Sec. 3.3 from
more general (and nonperturbative) arguments. The renormalized vertex functions
are then obtained from successive derivatives of C(vt) as
U,n(u) = C(n)(u). (3.69)
This ensures that the form of Eq.(3.67) is retained under renormalization, albeit
with renormalized parameters. Eqs. (3.68c) and (3.68d) suggest that Ca(vt) may be
interpreted as temporal correlation functions of an effective force generated by the
quenched disorder.
The renormalization of some terms in Eq.(3.67) do not get any contribution from
the momentum shell averaging step, giving rise to additional exponent relations that
are correct to all orders in the expansion. The first relation is due to the fact that
F never appears explicitly in any of the contractions or higher order vertex functions.
Thus, the renormalization of the term proportional to F - FMF can be written as
- FM) = (zll + 011)(F - FMF) + constant, (3.70)
where "constant" refers to an expression that does not involve F. This RG flow
equation can be rewritten as
O(F - F,)(F-FC) = (z ll + 011)(F - F,), (3.71)
with a suitable choice of F,. Hence, higher order corrections may shift the threshold
force, but do not influence the scaling of F - F,. This implies that
Zll + 11 - 1/v = 0. (3.72)
Furthermore, there are no contractions that contribute to the renormalization of K
or A22. Thus,
+ 11+ + 1-2 2 = 0, (3.73)
0 + + /v = 0, (3.74)
respectively. As a result, all critical exponents are determined in terms of (l, (1 and
Zll. These exponents can be computed by constructing RG flow equations for the
remaining parameters.
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Renormalization of C,
After performing the momentum shell integration and rescaling, details of which
are given in Appendix 3B, we arrive at the recursion relations for the renormalized
functions Cs (u):
OC11 = [ + 2 + 2(zll- 2)]C(u) + uC(u) (3.75)
-Kd {[C (u)]2 + [C11(u) - C1(o)]c'C"(u)},
C (U) = [6 + 201 + 2(zll - 2)]C±(u) + (lu C'(u) (3.76)
-Kd {[C (u) - C11 (0)]c (u) .
The constant Kd SdAd-4/[(27)dK 2], where Sd is the area of the unit sphere in
d-dimensions. Primes denote derivatives with respect to u. Terms proportional to
uC, (u) arise from the resealing of u. We look for fixed-point solutions C (u) that
decay to 0 when lul is large, since they are related to correlation functions of the
system, which are expected to vanish for large time differences.
Not surprisingly, the functional recursion relation for Cll (u) is identical to the one
obtained in Ref. [56]. In fact, all higher loop corrections are identical as well. This is
in excellent harmony with the argument presented in Sec. 3.3, and allows us to use
the results of NF. Setting ac*I/Oe = 0, and integrating Eq. (3.75) from u = -oo to
00, we get
[6 + 2011 + 2(Z11 - 2)- (1 J Cl(u) du = 0. (3.77)
Provided that the RG flows go to a fixed-point solution with f C* $ 0, this implies
that (11 = - 2[2 - (zll + 01)]. The mean-field correlation function satisfies this integral
condition for both random-field and random-bond disorder, since C is essentially
insensitive to the value of the random potential between consecutive local minima P,
where the line moves quickly. There are other fixed points with f C* = 0, but they
are irrelevant for our discussion. Thus, from Eqs. (3.29) and (3.72), we obtain
(1 = e/3, (3.78)
3
v = - (3.79)
NF prove that these results are correct to all orders in , by showing that the con-
tributions to the renormalization of C1l(u) from higher-order terms is a complete
derivative with respect to u. Upon integration over u, such higher order terms do not
alter Eq.(3.77), leaving the exponents unchanged.
Using (Il = /3, an implicit solution for Cl (u) is obtained as
C*(u) - C() - c, (O) ln I Cl() ) 2 (uo 
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where uo - 3KdC*(0)/. C*i(0) is arbitrary, and can be changed by a rescaling of
the fields Rll. Expanding the logarithm for small u, we see that there is a kink at the
origin, as
Ci (u) 1 - 2- +l(0) =1 Jul + + +O(Iu/uol3 ) (3.80)
CH (0) uo 3 uO
For lul > uo, the fixed point solution behaves like a Gaussian, and
C*l(u) Cl (0) exp [-u 2
We next examine the fixed-point solution Cl(u), which is the new element of our
computation. Setting d9Ci/e = 0 and looking at the limit u -+ 0+ , we get (assuming
that Cl(O+ ) $ 0)
[E + 20 + 2(zl - 2)]Cl(0 +) = 0. (3.81)
Combined with Eqs.(3.29), (3.38), and (3.74), this result implies
d 5e
(l = 11- = -2 + - (3.82)
In Appendix 3C, we show that this result is in fact correct to all orders in since
there are no contributions to C(0 + ) from momentum-shell integration. The fixed
point solution (for u > 0) satisfies the equation
-u ln ICl (u)l = uo C38(O) du ~UO 1Fl() iJ. (3.83)
Upon integrating twice, Eq. (3.83) leads to
C(u)= C -(O+) du' exp 'du U (3.84)
Uo u + 1-[C*(u")/C*(O)] 84)
where Cl (0+) is arbitrary in the same sense as C*i(0). For ul > uo, Eq.(3.83) gives
CI(u) [ CUO expU ] (3.85)
where C is a constant related to Cl (0+). The numerical solution for the fixed point
functions C,(u) are shown in Fig. 3-4. The qualitative features of Cij and Cl are
similar: both have a discontinuous derivative at the origin, and decay as a Gaussian
for large values of luI. However, note that their scaling dimensions differ by (Ii.
The exponent (11 = e/3 can also be obtained by naive dimensional arguments: In
dimensions d > 4, the random force can be expanded as fll(x, rll,r) = fil(x, 0,0) +
O(rll, rl ). Since both rll and r have negative scaling dimensions ((II,(i < 0), the
correction terms can be ignored. The random force scales as b-d/2 under a scaling
x -+ bx, leading to the Gaussian roughness of (l = 2 - d/2. A similar scaling
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Figure 3-4: Fixed point functions C*l(u) (solid line) and C(u) (dotted line), nor-
malized to yield 1 at the origin. Their values for u < 0 (not shown) are found from
C (u) = C (-lu).
argument applied to Eq.(3.25) leads to (' = I - d/2 = 2 - d. For d < 4, the scaling
dimension of rll is positive, and higher powers of rll in an expansion of fll(x, r1l, r )
are more relevant. It is then reasonable to assume that in this case the statistical
properties of fll at large rll are crucial. If uncorrelated at large separation, fill (x, rll, 0)
scales as b-(d+(1 )/2. When equated to b1l- 2 for the scaling of V2rll, this leads to
II = E/3 in agreement with the RG treatment. Essentially, the statement regarding
the non-renormalization of f du C (u) justifies the above "naive" scaling. However,
a similar reasoning from Eq.(3.25) would have concluded C( - = -(d + 41)/2, in
disagreement with Eq.(3.82). In this case, f duCl(u) is renormalized, but C±(0)
is not; suggesting that despite the presence of relevant higher order powers in the
expansion of f (x, rll, rl) around r = 0, the scaling properties are still controlled by
fL(x, 0, 0). We have no physical motivation for this rather curious conclusion.
Propagator Renormalization
The only one remaining exponent is zll, which can be obtained by examining the
renormalization of All. One-loop contributions arise from the n = 2 term in (U),
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which is
00 00ooJ dx J dt J dt'R,,(x,t)R..(x t') [RI1(x, t) - R1 (x, t)]2C ((t - t'))
-00 -00
Replacing [Rll (x, t')]2 with [RII (x, t)]2 does not change the integral. Thus, upon further
manipulation, this term in the action can be written as
J dx dt dt'R1 (x, t)Rl1(x t)RII (x t) [RII (x, t) - R (x,t')]C' (v(t - t'))
-00 -00
Since a contraction forces t and t' to be within 0(1) of each other, and we are
only interested in the first time derivative, we can substitute R (x, t) - Rl (x, t') 
(t - t')tRIl(x,t). Now, contracting R ll(x,t') with R1l(x, t) and integrating over the
momentum shell, we obtain a contribution to All equal to
S (r)dA diie 0 (3.86)
0
The minus sign comes from the opposite overall signs of rn = 1 and m = 2 terms in
Eq. (3.67). For v + 0, we can set the argument of Ci' to zero. However, this causes
a problem: C' has a term proportional to 6(vt) in the low-frequency analysis, this
term diverges as 1/v for vt - O. This apparent divergence cannot be avoided within
the low-frequency analysis we have used so far. The propagator is sensitive to high-
frequency behavior of the vertex functions. Careful analysis of the high frequency
structure of C"l' shows that the terms that contribute to the diverging part of C"(0)
do not enter the renormalization of the propagator. (See Appendix 3D.) This is
essentially due to the causal nature of the response: Perturbations right after a jump
do not influence the motion before the jump. The correct way to avoid these divergent
terms within the low-frequency analysis is to use CII'(O+) instead of CI'((0). Near the
fixed point, this can be calculated to O(E) from Eq. (3.80) as C*" (0+) = 2E/(9Kd),
resulting in
A< = All - 6gA1lKdCI "(0+) = A 1l[1 - U6(2e/9)].
Finally, after performing the rescaling, we obtain the recursion relation
=aA- 11[0 11+ ~1 - 2e/9], (3.87)0f
which yields
ll = 2 - 2/9 + 0(E 2). (3.88)
3.6.2 Model B
The presence of off-diagonal terms in the action changes the critical scaling properties
of Model B. The nonzero contractions that appear in the momentum shell integration
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in this case are (cf. Appendix 3A)
(R11(-q, -w)R1 (qw)) K q2i(3.89a)
(Rl(-q,-w)Rlj(q,w))o = Kiq2 -iwpll (3.89b)
(R1(-q,-w)R 1l(q,w))o = Kq 4+ w2p) (3.89c)
where
iK - A12/A22,
Kl -- Kl + KK21,
Pll - All + ;A21,
C(w) - C1(w) + Re[Cx(w)] + ,2C(W).
In addition to the nonrenormalization relations (3.72-3.74), the nonrenormaliza-
tion of K21 or A12 dictates that
01l = 01. (3.90)
This immediately implies the exponent identity
(L = ql - 1/v. (3.91)
The naive scaling argument based on Eq.(3.25) gives an equivalent result when
the scaling dimension of rl±/rll ( - (1) is equated to the scaling dimension of
fi(x, r,0) [-(d + (11)/2]. The naive argument works this time, since f du C±(u)
remains finite at the fixed point (see below).
Under this rescaling, nc and K11 remain unrenormalized, and the renormalizations
of Pl and C determine the remaining exponents (11 and Zll. The recursion relations of
vertex functions C, are more complicated, but there is a relatively simple fixed point
solution with
C*(u) = 4C*i(u) = 2nC*<(u) = 4K2 C* (u). (3.92)
Furthermore, C(u) satisfies a recursion relation identical to that of Cl(u) given in
Eq.(3.75). This result once more shows that longitudinal fluctuations, whose cor-
relations are given by Eq.(3.89c), are not altered by the introduction of transverse
fluctuations even in the more general case of Model B.
The renormalization of pll also gives results very similar to that of Model A,
with the substitutions C' ' C" and All - P Thus, the RG analysis gives the same
exponents (11 = /3 and zll = 2-2e/9+0(e2). Further details appear in Appendix 3E.
If the Hall Angle b is sufficiently small, the FL can not distinguish between zero
and nonzero angles. Therefore, the effective roughness and dynamic exponents at
small length and time scales should be given by the Model A fixed point. Note that
K = tan b in an isotropic system with nonzero Hall angle (cf. Eq.(3.43)), and is
in general strongly related to the macroscopic Hall angle. Thus, K < 1 when the
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system is almost Model A-like, and its nonrenormalization determines the cross-over
behavior to the Model B fixed point: Under renormalization with Model A exponents,
the system remains near the Model A fixed point until the ratio Cl/CII increases to
O(,-2), as the Model B fixed point is approached. Isotropic effective exponents
appear in this crossover regime. The length scale x at which the behavior crosses
over to the Model B is roughly given by
(with Model A exponents for (), i.e. the anisotropy is noticeable when the angular
spread in the direction of a typical avalanche is of the order of Q. Thus, for the FL,
which diverges as q - O0. When < , the anisotropic fixed point is never ap-
proached. Thus, the true critical region can be very small and difficult to observe for
small Hall angle.
3.7 Numerical Work
In this section, we present and discuss the results obtained by numerically integrating
Eqs. (3.2), providing a test of the analytical results presented so far. There are several
difficulties associated with numerically studying critical behavior in a finite system
slightly above threshold. In order to obtain meaningful statistical averages one must
wait for the system to reach a stationary state. However, for any reasonably broad
distribution of pinning forces, the system always gets pinned after a time . e(F-F C) L,
where L is the linear extension. Therefore, in order to probe the critical region, it is
necessary to go to very large system sizes.
The necessity of integrating big systems, and the large computational cost of
implementing quenched disorder, forced us to restrict numerical simulations to d = 1,
in any case the most physically relevant dimensionality. We were further motivated
by the expectation that some exponents were calculated to all orders in , and thus
could be checked even at = 3.
Integrations were carried out as follows: Coordinates x and t were discretized, but
the position r was left continuous. For each x, the value of the random potential at
point r was determined from a superposition of attractive impurity potentials
Ui(r') = -( 2 - r2)(ro - r'),
2
where 3 is the step function and r' is the distance from the center of the impurity.
The impurity centers were randomly placed with a density w; their strengths si were
randomly drawn from a uniform distribution [0, sa,,x). The range r, of the impurity
potential was kept constant. This construction creates a random scalloped potential
landscape, eliminating any additional crossover effects that could arise from a smooth
potential.
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Unless noted otherwise, all presented results were obtained using a grid size
Ax = 1, and a time step At = 0.02, in order to optimize computational constraints.
(Smaller values of Ax or At did not lead to significant improvements.) Free bound-
ary conditions were preferred over periodic ones since scaling was observed over a
larger range of length scales in the former case. Other simulation parameters were
K = 1, w = 1, r = 1, smax = 2. We expected a threshold force close to 1 for these
parameters. A summary of our findings is presented below.
The velocity exponent /3 can be extracted from a plot of velocity versus external
force. Such a plot is given in Fig. 3.7 for a system of size L = 2048. Each data
point was obtained by a time average over 105 time units and took about 30 hours
of CPU time on a Silicon Graphics R4000 workstation. The best power law fit gives
an exponent p/ - 0.31, but a weaker logarithmic dependence, which corresponds to
3I = 0, seems to provide a better fit to the data. The conclusion is that higher order
terms in v give very large corrections to the scaling of v, since either /3 is very small
or exactly zero. /3 = 0 would imply that Zll = 1, a possibility discussed by NF for
interfaces in 1 + 1 dimensions[56]. The threshold force F,, is between 0.93 and 0.94.
The roughness exponents ¢11, (± are extracted from equal-time correlation functions
(x, t) - r, (x', t)]2) x - x'l2(a.
Results for a system of size 2048, at a driving force of 0.95 [(F - FC)/Fc ; 10-2], are
shown in Fig. 3.7. The averages were taken over a time interval of 105, after waiting
for all correlations to reach steady-state. The results are in overall agreement with
the predicted values of the exponents, even at e = 3. The slightly smaller value of (11 is
expected, since determination of the roughness exponent from equal-time correlations
becomes unreliable as the exponent approaches unity, and is inappropriate if it exceeds
1[69]. The deviations of transverse correlations from the scaling form are likely to be
due to crossover effects: The analysis of transverse fluctuations in the critical region is
correct only when v/F < 1, because then the static part of the transverse propagator
can be neglected. However, in our simulations v/F - 0.4, suggesting that the critical
region is much smaller for transverse fluctuations compared to longitudinal ones.
In order to determine the dynamical exponent Zll independently, we also exam-
ined fluctuations in the overall velocity as a function of time. The resulting measure-
ment were related to the previously defined exponents by the following argument[70]:
Slightly above threshold, the motion of the line can be thought as a superposition
of avalanches of various sizes 1, with an average lifetime lI9I and moment Id+Cj. Such
avalanches occur if a portion of the line finds a region of size ld+(1j with weak impu-
rities. Thus, ignoring all power-law prefactors, the probability of such an avalanche
for 1 > is
P(l) exp {- (i/)d+ C1}
Velocities at two separate times are correlated if there is an avalanche that is active at
both times. Therefore, it is reasonable to assume that at large times, the contribution
of an avalanche of size I to (v(t)v(O))r is proportional to e - t/ l . The total contribution
of all avalanches is given by an integral over all sizes I with the probability measure
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Figure 3-5: A plot of average velocity versus external force for a system of size
2048. Statistical errors are smaller than symbol sizes. Both fits have three adjustable
parameters: The threshold force, the exponent, and an overall multiplicative constant.
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Figure 3-6: A plot of equal time correlation functions versus separation, for a system of
size 2048 at F = 0.95. The observed roughness exponents are close to the theoretical
predictions of ( = 1, ( = 0.5, which are shown as solid lines for comparison.
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Figure 3-7: Velocity correlation versus time, for the same system in Fig. 3.7. A
stretched exponential is a good fit to the data.
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P(1) dl. This integral can be evaluated by a the saddle point approximation, resulting
in a stretched exponential
( ()), - (tlT)Cv(t) = ) e
where y = (d + ( 1)/(zll + d + (11). The numerical results and the fit are shown in
Fig. 3.7. (It should be noted that a comparable fit can also be achieved by a sum of
two exponentials.) Assuming that (11 = 1, we arrive at z ~ 1.28, which is consistent
with the value of p m 0.31 found from the velocity-force relation. It is not clear
whether these estimates are reliable since corrections to the scaling form can be large
and nonnegligible. However, it can be safely concluded that Zll is between 1 and 4/3,
the O(e) RG prediction.
Computed longitudinal exponents are also in good agreement with results from
1+1 dimensional interface depinning models. Numerical integration of Eq.(3.24a)
for an elastic interface[71] (no transverse component) has yielded critical exponents
( = 0.97 ± 0.05 and v = 1.05 + 0.1. Similarly, the force vs. velocity data has been
adequately described by both a velocity exponent = 0.24 ± 0.1 and a logarithmic
dependence v 1/ ln(F - Fc), which corresponds to P = 0. These results provide
strong support for our prediction that longitudinal exponents are unchanged when
transverse fluctuations are introduced. However, it should also be noted that ex-
periments and various discrete models of interface growth have resulted in scaling
behaviors that differ from system to system. A number of different experiments on
fluid invasion in porous media[72] give roughness exponents of around 0.8, while im-
bibition experiments[73, 74] have resulted in ( - 0.6. Some of these results can be
explained by the effect of anisotropy, which will be discussed in the next Section. On
the other hand, a discrete model studied by Leschhorn[75] gives a roughness exponent
of 1.25 at threshold. Since the expansion leading to Eqs.(3.2) breaks down when (
approaches one, it is not clear how to reconcile the results of Leschhhorn's numerical
work[75] with the coarse-grained description of the RG calculation, especially since
any model with ( > 1 cannot have a coarse grained description based on gradient
expansions.
3.8 Discussion and Conclusions
In order to put the results we have found so far in better perspective, it is useful to
discuss the effect of nonlinear terms that were ignored earlier, aspects of universality,
and possible generalizations to other systems. These issues are discussed below.
3.8.1 Nonlinear Terms
The leading order nonlinearities in Eq.(3.20) can be examined by a gradient ex-
pansion, being careful to treat terms of O((cOr)2, (,r) 2 9tr) accurately. After some
rearrangement, we arrive at
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= K1llarl + K12 02r± + All11 2 + AlS 2
1+ 52 2 2
+A xllSS + F + fl(x, r, Sll, S±), (3.93a)
r_ _tr______ 2A 11 2 A 2
= K21 2rl + K22 2rI + + 21S 2vi-T--7 K1x2 2
+A2xSIISI + fL(x, r, Sil, s), (3.93b)
where sl - arll,sl Or±, and the random forces are
(A - S1lf) 1Sl1 s±fil - [1 + 112/2 - s2/2]f± + Sf (393
-1 + Cos + 1+ sin, (3.93c)
-(fi - S f) [1 - s112 /2 + s±2/2]fll - Sllsif± - sl1f, sin 0. (3.93d)
/1+ _ s / + sx27 I 3T9Td
The remaining parameters are given by
F = 40oJ,
A1ll = F(cos2 X-1),
A11 = -F cos2 ,
Alx = -F sin22,
A211 = F sin cos ,
A21 = -Fsin coso ,
A2x = Fcos 24 .
These equations of motion, and their generalizations to x E Rd, have thus been
complicated by two factors: There are orientation-dependent terms, and the mean
square of the random forces A, - (f 2 ) also depend on the local orientation of the
FL. By naive dimensional counting, it can be immediately seen that A111, A211, and A2x
are relevant with respect to the fixed points we have discussed for d < 4. In the case
of Model A (isotropic disorder with ) = 0), Eq.(3.93) further simplifies to
rlOtr ll F 2 fI - fsll(3.94a)
rjOtr± K rS f± - fs±
N1ttreL = Ktr + Fs2 e  + /' (3.94b
Note that the three relevant nonlinearities vanish, and that does not depend
on orientation up to and including O(s2). Dimensional counting suggests that the
remaining nonlinear terms are irrelevant and Model A exponents are valid for d > 1.
Many more nonlinear terms become marginal at d = 1, and the gradient expansion
breaks down. It is unlikely for the critical exponents to change their value discon-
tinuously at d = 1, although logarithmic corrections to scaling exponents are quite
possible.
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The fixed point investigated here is unstable and only approached at the depin-
ning force. Away from the threshold, critical scaling laws are observed at scales
smaller than the correlation length scale C. Beyond this critical regime, the behav-
ior of Eq. (3.93) is similar to regular diffusion with white noise (a multicomponent
Edwards-Wilkinson (EW) equation[76]), or the generalized KPZ equation[15, 18, 47]).
A nonzero Alli of O(v) is generated kinetically in this regime even if the system is
initially isotropic with = 0, due to the terms on the left-hand side of Eq.(3.93a).
For d < 2, this nonlinearity is relevant, while for d > 2, a critical value Ac separates
a weak-coupling region described by the EW equation from a strong-coupling region
described by the (generalized) KPZ equation[15, 18, 47].
When X $ 0, even in a fully isotropic medium, the relevant nonlinearities are
nonzero, and the system is driven away from the "linear" fixed points. We discuss
this and other possibilities next.
3.8.2 Anisotropy and Universality
We noted earlier that anisotropy plays an important role in determining scaling prop-
erties near depinning, even in the absence of nonlinear terms. To fully understand the
effects of anisotropy, including nonlinear terms, let us start by considering the sim-
plest prototype of a FL oriented along the c-axis of a High Tc superconducting single
crystal, such as YBCO. For simplicity, assume that the system is completely isotropic
in the y - z plane, with X = 0. Then, the motion of the FL is governed by Eqs.(3.94),
and the only important source of anisotropy is due to (fil 2) = (fi2) (f2). This
causes the mean square magnitude of fll to depend on the local orientation as,
1 (sfl2 ) + ((f,) - (fil 2 )) 112,
For interfaces, the depinning force is known to scale with the strength of the
disorder[54, 55], i.e. Fc , A2/(4-d). Thus, All creates an orientation dependent
depinning force[64],
-f"2 )s,,(f,12) (3.95)
F,(sll) I~ A/( 4 d) F + 4- d (f(l2 (3.95)
This leads to a nonzero ,A11 when the nonlinear corrections in Eq.(3.94) are taken
into account. For interfaces, the depinning transition with a nonzero A1ll is thought
to be equivalent to directed percolation depinning[64]. Assuming that transverse
fluctuations still do not affect longitudinal ones, for d = 1 the critical exponents (l
and v are related to the correlation length exponents v DP) and v (DP) of directed
percolation through v = (DP) 1.73 and ( = v(DP)/v(DP) - 0.63, while the11 I x 1.73 and 11 = ~ / l
dynamical exponent is zll = 1. This in turn gives P = (zll-(l 1 )v = v(DP)-vlDP) ~ 0.64.
Using the connection to interface depinning further, we next consider tilting the
FL away from the symmetry axis c. In this case, (ffll) and (ffi±) are nonzero, and
Fc depends linearly on sl, leading to terms proportional to aOrll in the equation of
motion. These further suppress the roughness exponent to (11 = 1/2[64]. The analysis
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Condition v z fi (lI
Anisotropic medium, ;,P # 0 0.5 2 1 1 ? ?
generic direction
Anisotropic, FL raP = 0 0.63 1.73 1 0.64 ? ?
along symmetry axis All1 : 0
FL along symmetry r;, = 0 1 1 1.3 0.3 0 2.3
axis,linear terms q4 # 0
only (Model B)
Isotropic medium, ,P = 0 1 1 1.3 0.3 0.5 2.3
= 0 (Model A) AlI = 0
Table 3.1: Critical exponents corresponding to some of the universality classes associ-
ated with vector depinning. Entries in the first two rows are from Ref.[64]: Transverse
exponents are not known and these cases may correspond to more than one univer-
sality class identified by distinct (j, z1 .
of transverse fluctuations for these two situations, and many other possible ones, are
complicated by the absence of a suitable perturbative treatment. Different types of
anisotropy may lead to distinct transverse exponents even while the longitudinal ones
remain identical. (Similar to the difference between Models A and B, although the
latter is unstable to the inclusion of nonlinear terms.) To systematically search for
universality classes, we may start with the most general equation of motion, which
has the gradient expansion,
9tr, = u apF + cap3a3 + K,p012ro
2+ A,/Oxr3Oxr 7 + f~ (x,r,Or, (3.96)
and with force-force correlations that depend on Oar. Depending on the presence or
absence of various terms allowed by symmetries, these equations encompass many
distinct universality classes. The cases that were discussed so far are summarized in
Table 3.1.
3.8.3 Generalizations
In many systems, the dynamics involves a wide range of relaxation times. It is some-
times possible to average over "fast" degrees of freedom to obtain an effective equation
of motion for "slow" variables. For example, the motion of atoms in a metal can be
described by an effective theory that involves only positions of the ions, assuming that
the electronic wave function always adjusts to the instantaneous ionic coordinates.
Similarly, the critical dynamics of a slowly moving solid-liquid-vapor contact line can
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be described by assuming that the liquid-vapor interface instantaneously finds the
minimum energy surface dictated by the position of the contact line[17]. The elimi-
nation of these additional degrees of freedom may cause effective nonlocal interactions
between the remaining modes, which in turn acquire a different dispersion law. For
example, in contact line dynamics, the elastic energy associated with a mode of wave
vector q is proportional to Iq instead of q2. In general, one may consider a situa-
tion where the elastic energy is proportional to ql° for some value of a. The scaling
analysis can be easily generalized to such cases; the most important change is the
modification of the upper critical dimension to d = 2a. The exponents can be easily
calculated for general a, as presented in Chapter 4 for the critical dynamics of a
contact line[77] (a = 1).
The possibility of experimental verification of our results lies in the ability to ac-
curately measure the motion of individual FLs and the noise spectra (for both normal
and Hall voltages) generated by FL motion. Very recently, there have been successful
experiments that detected the thermal motion of individual FLs at nominally zero
magnetic field and bulk current using SQUID probes, and analyzed the noise correla-
tion between the two ends of the FL[78]. A refinement of such techniques may eventu-
ally enable a direct comparison of theoretical results with experiments. For example,
it is known that the Hall angle changes sign as a function of temperature in certain
superconductors[79]. It would be particularly interesting to observe the increase in
transverse roughness (thus the Hall Voltage noise) as the Hall angle approaches zero.
Ultimately, it is very desirable to understand the properties of many FLs (solid or
glass) near depinning, especially since this situation has much more experimental and
technological relevance. One should then start from a coarse-grained theory for the
displacements u(x,t) of the FLs with respect to their equilibrium positions in the
Abrikosov lattice and hope to establish a similar RG scheme. However, there are cer-
tainly additional complications, such as entanglement[80] and plasticity[81] effects,
which are difficult to incorporate in such an approach.
Appendix
3A The Gaussian Theory
In this appendix, I compute all nonzero expectation values for the Gaussian theory,
described by the effective action So in Eq.(3.61). This is accomplished by inverting
the quadratic form, as
(R(q, w)T (-q, -w))c (R(q, w)RT(-q,-w))c -C( G- (qq, w) 
[(R(q,w) (q, -w)) (R(qw)R T (-q,-w))(qw) 
O Gt(q, w)
G(q,w) G(q,w)C(w)Gt(q,w)
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For the case of Model A, the individual matrices are diagonal and the correlation
functions can be calculated easily, as given in Eqs.(3.68). For the more general case
of Model B, let us first consider the v -+ 0 limit. Since R± occurs in the combina-
tion Rl/v, expectation values (RR_) and (R,,RI) contribute at most O(v) at the
momentum-shell integration step. Thus, the contractions that are important for the
momentum-shell integration are ( 11RII) and (RIIRll). Setting v = 0 and inverting the
matrix yields
G(q,w)
GCGt (q, w)
Kllq2- iwA11 +iwAi2 1
K 21q 2 - iwA21 -iwA 22
1 1 .1
Kiq2- iwpI ... ...
1224 + ..W2p .
which leads to Eqs.(3.89). To determine the full form of the correlation functions in
a renormalized Gaussian theory, we need to perform a full matrix inversion. In the
small v limit we obtain,
(IR,i (q, w) 2) det G {A1 22C( ) - vq2 w(K12A 22 + K22A 12)Im[Cx (w)]
+v2q4 [K22CI(w) - K22Kl 2ReCx(w) + K122 CI(w)]},
where
Idet G-1 12 [Kll2q4 + p1 w2] [v2q4 ([K1 ,K 22 - K 21K12]/KI) + A222]
Similarly,
v 2
(JRl(qw)12) = de tG l2 { (K221 C(w) - K21K11Re[Cx(w)] + K2iCL(w)) q4
-wq2(K11A21 - K21A11)Im[Cx(w)]
+W2 (AC21Cll (w) - A 21ARe[Cx (w)] + A21C± (w)) }.
At the fixed point found for Model B, Eqs.(3.92) are satisfied, and the correlation
functions simplify to
(lRui (q, w) 12)
(IRl(q, w)12 )
- - C(w) ( Kq 2 )
Kii2q4 + w2 11 (w/ v)p ,
4 [K_2q4 + p2 (W/v) 2] PII
102
(3.97)
(3.98)
(3.99)
(3.100)
where
K1 = Il K22 - K21 - K1 
Kll - K[K21 ' Pi
.. r(x) = [1+ x2 ((K 22 - K1 2/,l)KII 21
, I2(K,1K22 -K21 i2) [ + x2]
[ 1 Kll + KK2 1 All - KA21 2] 1]F±(x) = [1+ K11 - KK21 All + KA21 /[
K 1 + KK2 1
_= -K11 - KK 21 A 22,
1,
const,
{const,
1 l,
x<< 
xl 1.
x<< 1,
x>> 1.
The functions ja describe crossovers of the overall amplitudes of the correlations,
due to the coupling between longitudinal and transverse modes.
3B Vertex Renormalization
In this appendix, we derive recursion relations for the renormalized vertex functions
U,,n(u) - C(n)(u). Let us start by considering U,n(u) for a given n. As usual, we
split the fields R = R< + R> and R = R< + R>, where fields with the superscript
">" correspond to fluctuations within the momentum shell Ae -6 t < q < A, which are
averaged over. In evaluating (eU)>, we encounter two types of nonzero contractions,
exp Kq2(t' - t ) O('- t)All xp All
KA(t - t'),
1
K2A4 V,o (v(t - t')),
within the momentum shell Ae- S < q < A, and for time scales t - t' O(1/v).
(From now on, we suppress the subscript 0 for notational simplicity.) Contributions
to the renormalization of U,,n come from both (U)> and (U2)>, as
(U)>= 2 1 dddtdt2 Ua,2(1 -2) ((l)R(2)[RII()-R(2)]n+2 
.2!(n +2)! a
1 (n+2
2!(n 2)! 2 j ddx dtt 2Uann+ 2(1 -2)R<(1)(2)[R(1) -R (2)]
'
x ([Rl (1)- R (2)]2) + ... ,
with obvious abbreviations for the arguments of U, R, R. Evaluating the expectation
values, we get
([R> (1) - R> (2)12)
> ddq
= (2)d {RlR>(q,tl)Rl(-q,tl)) + (Rl(q,t2)R(-q,t2))
-2 (R (q,tl)R (-q,t2))}
2 (2 r)dK2A[UII,O(O) - U,o(v(tl - t2))],
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(3.101)
(i?> (q, t) R> -q, t'))
11 11
R>~(q, t)R> (-q, t'))
where f> denotes integration over the momentum shell and Sd is the surface area of
a unit sphere in d-dimensions. Thus, the correction to U<n(u) from (U)> is equal to
6eKdU,n+2 (U)[UI,o(O) - Ull,o(u)],
where Kd - Ad-4Sd/[(27r)dK2].
lated, as
n+l 1
a,} m=1 2!m!2!(n + 2 -m)!
The contributions from (U2)' are similarly calcu-
I ddx dtd 'dt2 Jddx' dt'
x Ua,m(1 - 2) U,n+2_m(1 - 2')
x (Ra(1)a(2) (1')/R~(2') [Rl (1) - Rl (2)]m[Ril (1') - Rl (2')]n+2m) + 
n+l
= l 2! ( - 1)!2!(n + 1- 1 )\,f d- xdtl dt2f dX' dt1 dt2
xUII,m(1 - 2)Ul,n+ 2 -_('- 2')[Ri (1) - R<~(2)]m-l[R<(1') - (2')]n+l--
x (RnH(l)nf~(2)nfm(l')RnH(2')[Ri'(1)- R(2)][R>'(1' ) -Ri(2')]) >
+ m=l 2!m!2!(n + 2 - m)! (
+2-m)
2) dx dtl dt2 J ddx ' dt' dt'
XU,m(1 - 2)Ull ,n+2 _nm(1 - 2')R<(1')k<(2')[R (1) - R (2)]m
x[RI(1') - R(2')]n-m ( (1)Ri (2)[Ri (1') - R>(2')]2) +.... (3.102)
The evaluations of the expectation values are tedious but straightforward. As an
example, let us evaluate the second half of Eq.(3.102) explicitly. First of all,
(lf (1)Rl]'(2)[RiL (1') - Rf (2')]2) =
= (A (l)R>(1')) (Af(2)R (1')) + (>(1)R> (2')) (A (2)R>(2'))
-2 (Ri~(1)R>i (1')) (> (2)R>(2')) - 2 (/ ()R> (2')) (R (2)R (2')).
The first two terms do not contribute to U<n(u), since they are proportional to
(tl - t)6(t 2 - t) and (tl - t)6(t 2 - t') respectively. (These delta functions force
tl to be equal to t2. Since the expectation value is multiplied by [RL(1) - RI (2)]m,
the final contribution is zero.) The last two terms are equal to
-2J d) [(t-tl )(t-t )+(tl-t(t-tl)]ex p(i(q + q') (x - x')}(27 )d I (2Wr)d [t2 / 1 J(Kq 2) (Kq'2 )
Integrating
second half
n2
over t, t, x' (which yields 3d(q + q')) and subsequently over q', the
of Eq.(3.102) becomes
J ddxdtl dt 2 R J(1)(2[R(1) - RR 1R(2)] ddq(27r)d
1
K2 q4
x {U,,(1 - 2)Ull,n+2-m(1 - 2) + (-1)n-mU,(l - 2)U,n+2_m(2 - 1)}.
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The first half of Eq.(3.102) can be evaluated similarly. The full contribution to U'n(u)
from (U2)> is thus equal to
-6Kd {6cl (m-1) ( 1)n +2-Ul,m(u)U,n+2-m(-U)
+ E () 2 [U,m()Ujj,n+ 2 -m(u) + (-l)n+2mU.,m(U)Uji,n+ 2 -m(-U)] }-
(In the expansion of (eU)> , there is a factor of 1/2 in front of (U2 )>.) Adding all
contributions, the effective vertex function Ul (u) is found to be
UVjj (u) = Ul,f(u) + Kd {UII,n+2(U)UI,(O) - (n )UL(U)Un+ 2-m(U)},
(3.103)
provided that
U,m(U) = (-l1)m U,m(-U). (3.104)
Under the scale transformation (3.65), which brings the momentum cutoff to its
original value, we see that u -+ (1 + (11le)u. Thus, the renormalized vertex function
is given by
U,n() U,,n(u) + aa(u) < ((1 + 16)u) {1 + [d+ 2z + 2(81-d) + nl]}.
(3.105)
Keeping only terms linear in 5e, and identifying Ull,n(u) with the nth derivative of
Cl (u), we finally obtain the differential recursion relation for Cil(u):
ocli(u) [(
aci = [E+2o11+2(zI -2)]C(u)+CIIuC (u)-Kd {[C(u)2 + [CI(u) - (O)]CII'(u)}
(3.106)
Note that the identification of Ul, (u) with the nth derivative of Cl1 (u) is self-consis-
tent, since recursion relations for Ull,n(u) are correctly recovered by taking n deriva-
tives of Eq.(3.106). Also, Eq. (3.104) is automatically satisfied when this identification
is made since CIl(u) = C(-u ) .
A similar computation can be performed for C± (u), yielding
U-n (u) = Uon (u) + 3eKd {ULn+2 () Ui,o(0) -E (m) ULn+2-m(U)UI,m(U) -
(3.107)
Upon rescaling. the renormalized vertex function is
U±L,n(U) U±,(u)+eauo( ) = U-<n ((1 + (e)U) {1+6[d+2zli+2(0o-d)+n(ll]}.
(3.108)
Thus, we obtain the recursion relation
aC(u) = [e + 20± + 2(z1 - 2)]C±(u) + (¢,uC(u) - Kd {[ClI(u) - Cl(O)]'(u)}
(3.109)
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3C Higher-Order Diagrams
In this appendix, we show that the sum of all contributions to the renormalization of
Cl(u) from the momentum shell integration step vanish in the limit u - 0+. This
was already explicitly demonstrated for the leading order contributions that come
from (U), and (U2)c. Since the only nonzero contractions involve R and R 1, all
contributions to the renormalization of Cl(v(t - t')) due to (Um) arise from terms
of the form
c~m,,= f ~ ~i·U Vtt (t)Rl( m-iid2c c= )ddx dt dt'ti Uln(V(t - t d i) )i ]
n=2 2i=ll
/~nlt'>l" m 1i=1
The expectation value clearly goes to zero as (t- t')n in the t -+ t' + limit. This
gives us the desired result that C (0) is unrenormalized to all orders in perturbation
theory.
3D High-frequency Structure of U11,2
In this appendix, we shall demonstrate that there are no v-1 divergences in the
renormalization of All, at least to O(e). In order to do this, we examine the full form
of the bare vertex function Ull,2 obtained from MF theory,
(T I ( ?f (t2))MFc
Ull,2(tl, t2; tl, t) = (OeF (t )Oea (t )
The low-frequency analysis of this vertex function gives a result proportional to 1/v
when all times are within 0(1) of each other. This may potentially give an O(1/v)
contribution to the renormalization of All. Indeed, an external impulse of magnitude
e right before a "jump" (the fast motion between consequent local minima) shifts
the jump time by e/7 and creates a response of O(1/v) right after the jump takes
place. However, an impulse right after a jump does not affect the jump time and
creates a response of only 0(1). Thus a singular response is seen if all times are in
the vicinity of a jump, say, at time t. U, 2 (tl,t 2; tl,t'2) can be as large as O(v -2 )
if t and t are both slightly less than t, and tl and t 2 are both slightly greater
than t. Considering that the probability of being close to a jump is v, this term
can potentially contribute as much as O(v - l ) to the renormalization of All upon
statistical time-averaging. A careful analysis, and explicit evaluation of this vertex in
the case of a periodic potential[82], show that this is the only way a singularity may
occur in the RG contributions. However, when the times t, t' of fields R11 are smaller
than the times t, t2 of fields Rll, the contraction (Rll(ti)Rll(tj))o which appears in the
RG contribution is identically zero due to the causality of the propagator. Therefore,
the singular part of Cil (0) does not enter the renormalization of All (or Pll in the
case of Model B) to one-loop order.
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3E Renormalization of Model B
Details of the RG calculation for Model B are presented in this appendix. For the
sake of brevity, we shall only consider the renormalization of the parameters in the
Gaussian theory, i.e. the propagator, and the two-point correlation functions Ull,o(u),
U_,o(u), Ux,o(u). The renormalization of higher-order vertex functions are again
related to derivatives of C, through U,,(u) C(n)(u).
Nonzero contractions involved in the calculation are given in Eqs.(3.89). The
parameters A12, A22 (thus K), and K,, (thus KII, K±, and p±) do not get contributions
from the momentum shell integration, and give rise to exponent identities discussed
in the text. On the other hand, All and A 21 (thus PlI), as well as the functions
C,(u), are renormalized. Let us start by looking at the renormalization of two-point
correlation functions C,(u). By definition, CIl(u) = Cll(-u) and Cl(u) = C(-u),
but Cx(u) C(-u) in general. It is convenient to write Cx(u) in terms of its
even and odd parts Cxs(u) and CxA(u) respectively, and follow their renormalization
separately.
The momentum shell integration procedure is similar to the one presented in Ap-
pendix 3B, albeit more cumbersome due to many more nonzero contractions. Never-
theless, carrying out the computation yields
c< (u) = C.(u) - 6eKdI(u), (3.110)
for u > 0, where
,11(u) = Cll'(u)[C(u) - C(O+)] + Cll(u)C'(u)
-K2 {Cl(u)C (u) - [CS(u)/2]2 + [CXA(u)/2]2 }
+CxA(U) {CI(O+) + K[CXA(0+)/2]}, (3.111)
IZ(u) = C1(u)[(u) - (0+)] + C(;()C'(u)
- {C(u)C (u) - [C(u)/2] + [CA(U)/2]2}
+CXA(U) {[CXA(O)/2] - KC1(0+)}, (3.112)
zxs(U) = C;s(u)[() - C(O+)] + C'<s(u)C'(u)
+2K { Cf(u)C: (u) - [C s(u)/2] 2 + [CXA(U)1/2]2}
-CXA(U) {Cil(0+)+ rC A(0) - K2C(0+ )( +)} (3.113)
-ZXA(U) = CXA(U)[C(U) - (0+)] + CXA(U)C'(u)
+4 C { CI(u)C (0+) - CII(0)C (u) }
-Cxs(U) {CI(0+) + KC'xA(u) - I 2C (0+)} . (3.114)
Thus, the renormalization of C(u) is given by
C<(u) = C(u) - 6eKd {C"(u)[C(u) - C(0+)] + [C'(u)]2}, (3.115)
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which leads to the functional recursion relation
C(u) = [e + 2 11 + 2(zll - 2)]C(u) + (juG'(u) - Kd {[C'(u)]2 + [C(u) - C(O)C1"(u)}.
(3.116)
This is identical to Eq.(3.106), with the substitution Cll(u) -+ C(u). It is straightfor-
ward to verify that there exists a fixed point where individual matrix elements Ca,(u)
satisfy Eq.(3.92). (CXA(U) = 0 at this fixed point.)
Let us next examine the renormalization of PlI' Leading order contributions come
from (U), and a calculation along the lines presented in Sec.3.6 gives
All= -M SdA Jd e AP [C1 (vi) + C (V)
A21 = A2 1 - 7 &( 2 )d JodtteKIIAt/pII [2 CX(-i) + rCL(vt)]
Ap = Pi - d dt tKII At/PII C(V) . (3.117)21F(27r)dp[I 1 2
behavior near u = 0 is also given by Eq.(3.80). Thus, we obtain
Pi; = P11 - 6pllKdC''(o+) = PI[1 - Se(2E/9)]
which leads to the recursion relation
= P<i[=1 + (dl- 2/9]. (3.118)
at =p[,+¢ 
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Chapter 4
Critical Dynamics of Contact Line
Depinning
4.1 Introduction
Wetting phenomena and contact lines (CLs) appear in many manufacturing processes
that involve the spreading of a liquid on a solid surface[83]. Some degree of control
over the spreading of the liquid and the corresponding creep of the CL is needed to
optimize the desired characteristics of such processes. In particular, it is important
to know the effect of surface roughness and contaminants on the fluctuations of the
CL from microscopic to mesoscopic scales. This chapter studies such effects at length
scales from 10-1 down to 10 - 7 centimeters. The upper length scale is set by the
droplet size or the capillary length (due to gravitation), while the lower length scale
is determined by the characteristic size of the microscopic defects.
Surface impurities lead to CL hysteresis, i.e. a finite force is needed to start
the fluid spreading. The dynamics of the CL at very low velocities has significant
similarities to dynamical critical phenomena in related systems. Although the under-
lying issues of collective depinning for Charge-Density Waves (CDWs) and interfaces
have been around for some time, only recently a systematic perturbative approach to
the problem was developed. This functional renormalization group (RG) approach
to the dynamical equations of motion was originally developed in the context of
CDWs by Narayan and Fisher[50, 51] (NF), and extended to interfaces by Natter-
mann, Stepanow, Tang and Leschhorn (NSTL)[55]. Recently, the scaling exponents
of a driven elastic interface subject to quenched impurities near a similar depin-
ning threshold have been calculated through a RG treatment close to four interface
dimensions[55, 56]. In this Chapter, I use a similar method to calculate various scal-
ing exponents for the slowly advancing contact line. The distinction between the two
cases is that the CL is the termination of the liquid-vapor interface.
Consider the wetting front of a partially wetting liquid on a heterogenous surface
in the x-y plane with the average orientation of the contact line in the x direction,
as shown in Fig. 4-1. The liquid wedge makes an angle e with the surface, which is
called the contact angle. The CL fluctuates around a straight line due to the disorder
on the surface, and its configuration at time t is denoted as h(x,t). Let us assume
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Figure 4-1: Geometry of the system. A partially wetting liquid advances on an
inhomogenous surface with velocity v due to a forced contact angle 0 > 0a.
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that the partially wetting fluid spreads sufficiently slowly on a heterogenous surface
that the liquid-vapor interface evolves adiabatically, i.e., that it responds to changes
in the CL shape instantaneously. In this case, fluctuations of the CL around its time-
averaged value reflect the competition between impurities on the solid surface and
the liquid-vapor surface tension. As derived in Section 4.2, the quasi-static evolution
of the CL is described by the equation
h(x, t) = 27r d h( t)-h(, t) + f[,h(x,t)] + F. (4.1)
a<lx-x' (
In the above, F is the force per unit length exerted on the CL, and f(x, y) represent
force fluctuations due to the heterogeneities on the surface. The average of f is zero,
while its correlations satisfy,
(f(x, y)f(x', y')) = A(r/a), (4.2)
where r2 = (x - x')2 + (y - y') 2, a is the characteristic size of defects, and A is a
function that decays rapidly for large values of its argument.
Surface impurities pin the CL when F is less than the threshold force F,. For F
slightly above threshold, it is reasonable to expect the average velocity of the CL to
scale as
v = A(F - F,)O, (4.3)
where /q is the velocity exponent, and A is a nonuniversal constant. Superposed on the
steady advance of the CL are rapid "jumps" as portions of the line depin from strong
pinning centers. Such jumps are similar to avalanches in other slowly forced systems,
and have a power-law distribution in size, cut-off at a characteristic correlation length
~. On approaching the threshold, S diverges as
-- (F - F)-V, (4.4)
defining a correlation length exponent v. At length scales smaller than ~, the interface
is self-affine, i.e. with correlations satisfying the dynamic scaling form
((h(xt) - h(x',t'))2) = (x - x')2 g (x t x), , (4.5)
where ( and z are the roughness and dynamic exponents, respectively. The scaling
function g goes to a constant as its argument approaches 0, is the wandering expo-
nent of an instantaneous CL profile, and z relates the average lifetime of an avalanche
to its size by T() (Z.
In many aspects, Eq.(4.1) is similar to the model analyzed by Narayan and Fisher
using the formalism of Martin, Siggia, and Rose[11] (MSR), through an expansion
around a mean field solution[56]. The main difference is in the energy cost of low-
lying fluctuation modes, i.e. the dispersion relation of the Goldstone modes: The
energy cost of a disturbance of wave vector q is E(q) - q2 for the elastic interface,
but E(q) Jql] for the CL. The unusual q-dependence of CL dynamics reflects the
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fact that perturbations of wave vector q on the CL induce deformations into the
liquid-vapor interface up to a distance ql-l
As discussed in Section 4.3, an investigation similar to that of Chapter 3 yields
an upper critical dimension of dc = 2a for a d-dimensional interface with a dispersion
relation E(q) ql7, and the critical exponents in d = 2a - E interface dimensions
are given by
( = /3, z = a - 2E/9 + 0(E2). (4.6)
The remaining exponents are determined from exponent identities:
= 1/(a - ), f = (z - ()V. (4.7)
The first result comes from an exact statistical symmetry of the system that fixes the
form of the static (w = 0) response function (ah(x')/Of(x)), whereas the second result
is due to the scaling of nonlinear response functions, requiring the fluctuations h to
scale similarly to the average motion vt of the interface. Thus, the critical exponents
for the CL (d = a = 1) are
( = 1/3, (4.8)
v 3/2, (4.9)
z ~ 7/9, (4.10)
p ~ 2/3. (4.11)
The result for ( and v are correct to all orders in E, whereas the remaining exponents
are known only to first order in e.
Numerical integration of Eq.(4.21) for an elastic interface[71] (a = 2) has yielded
critical exponents ( = 0.97±0.05 and v = 1.05±0.1, in agreement with the theoretical
result ( = v = 1. The velocity exponent P = 0.24 ± 0.1 is also consistent with the
one-loop theoretical result 1/3; however, a logarithmic dependence v 0 1/ ln(F - F),
which corresponds to P/ = 0, also describes the numerical data well. Preliminary
numerical integrations[84] for the CL case and the simulation of a cellular automaton
for crack growth[85], believed to be in the same universality class, indicate a roughness
exponent of ( = 0.35 ± 0.05, in good agreement with the theoretical prediction.
However, recent experiments by Kumar et al. [86] seem to indicate a very large
velocity exponent of P = 4 ± 1. One possible reason for this discrepancy is addressed
in Section 4.4, along with the effects of anisotropy and gravity. Experiments to
measure the predicted critical and roughness exponents are suggested as well.
4.2 Equation of Motion for a CL
Consider the geometry shown in Fig. 4-1. In equilibrium on a homogenous interface,
the macroscopic contact angle E3 is determined by the Young condition,
YSV - YSL - 7 cos E = 0. (4.12)
In the above, Ysv, YSL, and y are the interfacial tensions for the solid-vapor, solid-
liquid, and liquid-vapor interfaces, respectively. The heterogeneities (i. e. defects) on
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the surface can be modeled as fluctuations in the difference of local interfacial energy
densities,
f(x, y) = 7Ysv(, ) - 'YSL(, ) - (sv - YSL). (4.13)
The average of f is zero, while its correlations satisfy,
(f(x,y)f(x', y')) = A(r/a), (4.14)
where r2 = (x - x') 2 + (y - y) 2, a is the characteristic size of defects, and A is a
function that decays rapidly for large values of its argument1 . The CL advances with
an average velocity v, but deviates from a straight line due to the disorder on the
surface. These fluctuations are denoted by h(x,t), and they satisfy the consistency
relation
(h(x, t) - vt) = 0. (4.15)
(The overline denotes a time average.) The capillary energy associated with small
deformations of a CL was calculated by Joanny and de Gennes[17] (in the -+ 0
limit) as
2ir
Ucap = 02 a dJjqh(q) 7 02 J dx dx' [h(x) - h(x')2 (4.16)
2 j 2-7 r 47r ( - ') 2
o a<lx-x'l
where h(q) is the fourier transform of the contact line profile at a given time, and a
is the microscopic cutoff length scale mentioned earlier. The unusual q-dependence
of the energy functional, and the resulting nonlocal dynamics, reflects the fact that
perturbations of wave vector q on the CL induce deformations into the liquid-vapor
interface up to a distance ql-.
A random contribution to the liquid-surface energy comes from the defects[20],
+00 h(x)
Urand = J dx J dy f(x,y) (4.17)
-00 -00
If the heterogeneity is strong enough, there is contact angle hysteresis[17, 20]. This
arises from many metastable configurations of the CL profile, which are given by
local minima of the free energy. The surface tensions YSL, 7sv in Eq.(4.12) must
then be interpreted as spatial averages over the CL position. Thus, the macroscopic
contact angle will depend on the particular CL profile. If a macroscopic force of F
per unit length is exerted on the CL, it will move with a finite velocity v only for
F > F. This occurs when the metastable state with the largest O, usually called
the advancing angle Oa[17, 20], becomes unstable. For small capillary numbers, the
dynamical contact angle O is given by the force balance equation,
F - F = y(cos a - cos 0). (4.18)
1If the source of disorder is the roughness of the solid surface, f(x, y) is proportional to the local
slope[20], thus we restrict our discussion to surfaces without long-range slope correlations. For a
self-affinely rough surface, A may have a slow algebraic decay. Such situations will not be explored
here.
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As the CL slowly advances, energy is dissipated through various mechanisms[20]. If
the dissipation in the vicinity of the CL dominates for small v, the drag force at a point
x on the CL is simply related to the local velocity th(x,t) through a microscopic
mobility . In this case, the equation of motion for the CL is obtained by equating
the drag force to the applied force, -6U/6h(x), as
P-1 (ah(zt)) = r j dx,h(xt)-h(zt) + f[x, h(x, t)] + F. (4.19)
a<lXz-x'
A recent experiment on depinning from a single defect [87] is in agreement with the
deterministic (f = 0) form of this dynamics: Upon depinning from the defect, the
time evolution of the CL profile is given by
h(x, t) ln (x 2 + (Cd) (4.20)
where the width of the logarithmic profile increases linearly with a characteristic
velocity c = yE02p after depinning. L is the macroscopic cutoff size imposed by
gravity.
4.3 Scaling and RG
In this section, I present the computation of critical exponents associated with the
quasi-static dynamics of a CL, described by Eq.(4.1). In many aspects, Eq.(4.1) is
similar to the model analyzed by Narayan and Fisher using the formalism of Martin,
Siggia, and Rose[11] (MSR), through an expansion around a mean field solution[56].
The RG treatment is essentially a simpler version of the presentation in Sections 3.4-
3.6; with a single-component (scalar) fluctuation. The new ingredient is the additional
consideration of nonlocal dynamics, by incorporating different long-range interactions
in a systematic way. In general, one can consider an equation of motion generalized
to a d-dimensional interface (x E Rd), with a two-point interaction that decays as
xlI-(da):
P-lath(x, t) = /Cd,o[h(x)] + f[x, h(x, t)] + F. (4.21)
In the above, the generalized interaction kernel ]Cd,,[h(x)] is given in Fourier space as
Kd,,[h(q)] -ql°h[q]. For the CL, d = a = 1 and Eq.(4.1) is recovered. For a = 2,
the equation describes an elastic interface studied by NSTL and NF.
There exist a number of scaling relations amongst the exponents which follow
from underlying symmetries and non-renormalization conditions.
1. As mentioned earlier, the motion of the line close to the threshold is composed of
jumps of segments of size c. Such jumps move the interface forward by 5( over a time
period (Z. Thus the velocity behaves as,
v ~ J- IF - FL((z- C) /p = v(z - ). (4.22)
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2. If the elastic couplings are linear, the response of the line to a static perturbation
E(x) is obtained simply by considering
he(x, t) = h(x, t) - ,[e(x)], (4.23)
where Kd is the inverse kernel. Since he satisfies Eq.(4.21) subject to a force F +
£(x) + f(x, he), h satisfies the same equation with a force F + f (x, h - de(x)]).
As long as the statistical properties of the stochastic force are not modified by the
above change in its argument, a (h)/lae = 0, and
ah, (x) or-1 I1
he(x) )- d, r ( a(q)) = I1 (4.24)
Since it controls the macroscopic response of the line, the kernel Kd, cannot change
under RG scaling. From Eqs.(4.5) and (4.4), we can read off the scaling of h(x),
and the force 6F, which using the above non-renormalization must be related by the
exponent relation
+ - = a. (4.25)
Note that this identity depends on the statistical invariance of noise under the trans-
formation in Eq.(4.23). It is satisfied as long as the correlations (f(x, h)f(x', h')) only
depend on h - h'. In particular, the identity does not hold if these correlations also
depend on the slope Ah/Ox.
3. A scaling argument related to the Imry-Ma estimate of the lower critical dimension
of the random field Ising model, can be used to estimate the roughness exponent[88].
The elastic force on a segment of length scales as (C-`. If fluctuations in force are
uncorrelated in space, they scale as -((+d)/2 over the area of an avalanche. Assuming
that these two forces must be of the same order to initiate the avalanche leads to
2a - d (4.26)
3
This last argument is not as rigorous as the previous two. Nonetheless, all three
exponent identities can be established within the RG framework. Thus the only
undetermined exponent is the dynamic one, z. An outline of the RG treatment is
given next.
Introducing an auxiliary field h(x, t), the MSR generating functional is,
Z = J[dh][dh] exp {i / ddxdt h(x, t)Y[h, f] }, (4.27)
.F[h,f] = /i-lth(x,t) - Cd,[h(x)]- f[x,h(x,t)]- F.
Mean field (MF) theory is obtained by replacing the capillary forces on a portion of
the CL with Hookean springs attached to the average position (h(x, t)) of the CL.
Defining hMF - h - vt, this gives
,
1 ( dF + v =-khMF(t)+f[vt+h(t)t + F,[vt (4.28)dt~~~~~~~~~~~~~~(.8
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independently for each x, and identical to the mean field model analyzed by NF[50,
51]. v(F) is determined by the self-consistency condition hMF) = 0.
The MF solution depends on the type of irregularity: For smoothly varying f(x, y),
/MF = 3/2, whereas for "mesa" defects, i.e. cusped f(x,y), MF = 1 [50, 51, 89].
Some recent experiments on reasonably clean surfaces by Str6m et al.[90] are in
agreement with Eq.(4.3) for = 3/2 in the low capillary number regime. Stokes
et a1.[91] measure an exponent - 2 - 2.5 on a hysteretic surface, using a new
technique of harmonic generation. Even though it is generally believed that the
scaling relation in Eq.(4.3) holds[92], it is clear that the prefactor is nonuniversal,
and various experiments to date have obtained widely varying v-F behaviors[93]. To
our knowledge, there are no experiments so far that have systematically investigated
strongly heterogenous surfaces with conclusive accuracy.
Following the treatment of NF[56], I use the mean field solution for cusped poten-
tials, anticipating jumps with velocity of 0(1), in which case PMF = 1. After rescaling
and averaging over impurity configurations, we arrive at a generating functional whose
low-frequency form is
Z = J[dH][dH] exp(-S),
S = /ddxdt [F -FMF(V)] (x,t) + 2dq H-q,-w)(-i+ q)H(q,w)H(-q, -w)(-iw + qJ')H(q, w)1=/d ~ IE iM Ul ~~)~~27 (2--)d
_- J dx dt dt' H(x, t)H(x,t')C [vt- vt' + H(x, t) -H(x, t')]. (4.29)
In the above expressions, H and H are coarse-grained forms of h and h, in the sense
that response and correlation functions of h, h are the same as those of H, H at low
frequencies. F is adjusted to satisfy the condition (H) = 0. The function C(vr) is
initially the mean-field correlation function (hMF(t)hMF(t + T)).
Ignoring the H-dependent terms in the argument of C, the action becomes Gaus-
sian, and is invariant under a scale transformation x -+ b, t -+ bt, H - b(2 -d)/2H,
H - b-(d+2a)/2fH, F - b-d/2F, and v - b-d/2v. Other terms in the action, of higher
order in H and H, that result from the expansion of C (and other terms not explicitly
shown in Eq.(4.29)) decay away at large length and time scales if d > d = 2a. For
d > d, the interface is smooth (0o < 0) at long length scales. The critical exponents
for d > d are given by z0o = a, P0 = 1, vo = 2/d.
At d = d,, the action S has an infinite number of marginal terms that can be
rearranged as a Taylor series of the marginal function C [vt - vt' + H(x, t) - H(x, t')],
when v - 0. The RG is carried out by integrating over a momentum shell and all
frequencies, followed by a scale transformation x - bx, t - bt, H --+ bH, and
H -+ b-dH, where b = e. The correction terms appearing in the renormalization
of F - FMF and C(u) are exactly the same as in Ref.[56], with the exception of the
form of the bare propagator, which is (-iw + q)- 1 instead of (-iw + q2)-. The
nonrenormalization of F yields the scaling relation
v = 1/(z + 0). (4.30)
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The renormalization of C in d = 2a - e interface dimensions, computed to one-loop
order, gives the recursion relation,
Oc~u) dC(u)(U) = [E + 20 + 2(z - )]C(u) + (u01 du
-K d ) C() dC(u) (4.31)du C Udu 
(Kd,, is a constant that depends on the parameters in the problem.) NF showed that
all higher order corrections contribute to the renormalization of C as total derivatives
with respect to u, thus, integrating Eq.(4.31) at the fixed-point solution OC*/Ol = 0,
together with Eqs.(4.25) and (4.30), gives ( = /3 to all orders in E, provided that
f C* $ 0. For the case of a CL (d = 1), this gives
(= 1/3, and v = 3/2. (4.32)
This value of the roughness exponent coincides with the Imry-Ma estimate (4.26)
for the equilibrium roughness with random-field disorder. This is a consequence of
the fact that C(u) remains short-ranged upon renormalization, implying the absence
of anomalous contributions to (. Note that the disorder- averaged action S involves
temporal correlations C, instead of spatial correlations A. Therefore, the scaling of
fluctuations, and critical exponents, are independent of the type of disorder (random-
field or random-bond), as long as A(r) is short-ranged in space.2 This is not true for
interfaces in equilibrium, where random-field and random-bond disorder give different
roughness exponents.
To calculate the dynamical exponent z, we need the fixed-point function C*,
which is obtained only to O(e) from the above analysis. Furthermore, the calcula-
tion requires some knowledge of the high-frequency form of response and correlation
functions, i.e., a low-frequency analysis of Eq.(4.29) is insufficient to describe scaling
properties of the system. Nevertheless, NF calculate the exponent for the elastic
interface to 0(e) as 0 + = ( - ()/3 + O(e2).3 The computation for general ea gives
the same result, leading to
z = a- 2/9 + 0(62), (4.33)
= 1 - 2/9a + 0(e2). (4.34)
Thus, for the CL, z 7/9 and/3 P 2/3.
Finally, NF carried their analysis further to speculate exponents below the thresh-
old when the driving force is increased monotonically towards Fc[56]. In particular,
they postulated an avalanche distribution
Prob(width of avalanche > ) e (e/-), (4.35)
2 See Section III of Ref.[56] for a detailed discussion about the effect of random field vs. random
bond disorder on threshold critical dynamics.
3 NSTL obtain the same results as NF to O(e) by directly averaging the MSR generating function.
117
V w
Ic
Fc F v
(a) (b)
Figure 4-2: Predicted velocity-force behavior for a depinning contact line; / = 7/9
to first order in e = 2 - d.
with ~_ (F - F)V - , and the mean polarizability
d(f h)
Xt = ( - (Fc - (4.36)dFt
If v_ = v, and the scaling hypothesis holds for the CL, it then follows that =
d- l1/_, and y = 1 + (v_. These exponents are then given exactly by y = v_ = 3/2,
and Is = 1/3 in d = 1.
4.4 Discussion and Conclusions
The calculated scaling exponents describe a CL advancing at low capillary number on
a dirty surface, and also apply to surfaces with microscopic roughness, i.e. with short
range slope-slope correlations. The roughness exponent of ( = 1/3, equal to its equi-
librium value, can be directly measured by microscopic imaging of a slowly advancing
CL. A number of macroscopic experimental tests are also possible: the velocity of the
CL is given by by v (F - F,) 3 with P < 1 (See Fig. 4-2). The root mean square
width of the CL profile should increase like W - C ~ v- ¢( / 8 as the threshold is
approached. These relations can be checked through tensiometric measurements[93],
where the capillary force on a solid immersed into a liquid is measured directly.
A dynamical exponent of z < 1 suggests that the relaxation of the CL is very
different on a dirty surface. Upon depinning from a strong defect, the width of the
logarithmic CL profile initially grows faster than linearly in time, in other words, with
a characteristic velocity that increases with time: c(t) -. t(-z)/z. This is, of course,
not physical at arbitrarily large length and time scales. We have assumed that the
liquid-vapor interface retains its equilibrium shape determined by the CL profile at all
times. This picture will break down as characteristic velocities become comparable to
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capillary wave velocity cap = FY/ of the liquid-vapor interface. The scaling regime
in between should still be accessible to experiments in which the depinning from a
single strong defect is observed on a dirty or rough surface.
In Chapter 3, it was mentioned that anisotropy in the disorder greatly influences
the critical behavior of the elastic interface. Fortunately, for the case of the contact
line (CL) (a = 1), such anisotropies are irrelevant in the RG sense. However, there
are other concerns related to the details of the driving force: In most experiments,
the velocity of the CL is controlled rather than the external force. The effect of this
can be numerically investigated by replacing the external force F in Eq.(4.1) with
F' = v -(f(x,h(x,t)))x, (4.37)
and looking at the time average of F' as a function of v, instead of the time average of
t as a function of given F. (( ... ) denotes an average over the length the interface but
not over time. Thus, F' is chosen such that (th(x, t)) = v at all times.) Even though
the critical behavior for both ways of driving may be the same for an infinitely large
system, there is a system size dependent region near the depinning threshold where the
behavior changes drastically. Preliminary findings on an elastic line suggest that in
this region, the velocity exponent becomes considerably larger than one, in marked
contrast with the constant force case, where / x 1/3. This can be qualitatively
understood as follows: For a system of finite size, when a constant driving force
is applied, the average velocity drops to zero as soon as temporal fluctuations of
the instantaneous velocity are comparable with the time-averaged velocity. This is
because the time average is then completely dominated by configurations for which
the interface is pinned. Thus, the pinning transition becomes truly second order only
in the large system limit: In a finite system, an arbitrarily small velocity cannot be
sustained. In contrast, for constant velocity driving, each configuration has more
or less similar statistical weight, since the interface is constrained to move past any
obstacles by suitably increasing the applied external force, and decreasing it when
passing through weakly pinning regions. Thus, in the region where a force-driven
interface is pinned, the velocity-driven interface will experience fluctuations in the
external force comparable to the average force itself. This average force as a function
of velocity has an effective velocity exponent much larger than one. This distinction
may partially explain the large velocity exponent found in recent CL experiments[91,
86], where the interface was velocity-driven. In addition to this, gravity imposes
a finite wavelength cutoff on the roughening of the CL, which may complicate the
analysis of experimental results. A proper choice of geometry may help reduce or
eliminate this problem.
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Chapter 5
Conclusion
Since Chapters 2-4 are written in a nearly self-contained way, there is not much else to
be said about the particular points discussed in this thesis. Therefore, I will instead
try to answer the question "So what?". The most difficult (and sometimes quite
disturbing) inquiry directed to me, quite frequently by friends and acquaintances
outside my immediate field of research, is: "So, Deniz, tell me what you're working
on." This is a difficult task for most Ph.D. students, who are probably working on
some obscure topic not known to all but a few select individuals in their field. Well,
if you are working on statistical physics and the theory of critical phenomena, finding
the right answer is REALLY tough. I rather like the general answer attempted in
Section 1.6 of Binney et a.[7], a very nicely written book on the subject of critical
phenomena and the renormalization group.
If I talked about how polymers coil, tried to explain superconductivity with the
hope of finally getting to the flux lines just to describe their fluctuations, or gave
a quick demonstration of the advancing contact line of the droplet on the glass, I
would not be able to explain the true nature of my work, although all of these are
interesting and stimulating topics. I am by no means an expert on polymers, type-II
superconductors, or contact lines. The power and significance of the work presented
in this thesis lies in its general applicability to a variety of nonequilibrium systems,
including ones that are still poorly understood at the fundamental level. The aim
is to obtain useful information about a system from basic knowledge of its symme-
try properties, no matter how complex the inner workings are. Understanding the
underlying mechanisms of generic scale invariance and critical phenomena at an ab-
stract level is also extremely useful as a starting point for more detailed investigations
of specific systems of interest, or as a different approach to already well established
fields, such as polymer science. One stark example is the phenomenon of kinetic form
birefringence discussed in Chapter 2, which has not been known to the field, but arises
naturally from simple symmetry considerations. An experimental verification of this
effect should prove to be quite interesting.
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