Abstract-Machine learning methods have attracted attention of researches in computational fields such as classification/categorization. However, these learning methods work under the assumption that the training and test data distributions are identical. In some real world applications, the training data (from the source domain) and test data (from the target domain) come from different domains and this may result in different data distributions. Moreover, the values of the features and/or labels of the data sets could be non-numeric and contain vague values. In this study, we propose a fuzzy domain adaptation method, which offers an effective way to deal with both issues. It utilizes the similarity concept to modify the target instances' labels, which were initially classified by a shiftunaware classifier. The proposed method is built on the given data and refines the labels. In this way it performs completely independently of the shift-unaware classifier. As an example of text categorization, 20Newsgroup data set is used in the experiments to validate the proposed method. The results, which are compared with those generated when using different baselines, demonstrate a significant improvement in the accuracy.
INTRODUCTION
Although machine learning has attracted attention of researchers in computational fields such as classification and clustering most learning models such as neural networks and support vector machines work under a common assumption that the training data and test data exhibit the same distribution [1] . When the distribution of test data changes, the learning models need to be rebuilt and retrained from scratch using new training data. For example, in the past years, there are a large number of textual data on the Web such as news reports that were written in formal style. But recently, blogs have been emerging, and their owners begin to write their posts in a style increasingly different from what they read in news reports. Past labeled news data thus cannot be used to reliably classify blog articles, since the usage of vocabulary becomes different in blog articles from news articles. In many real world applications such as text categorization, collecting new training data and retraining the learning model is very expensive or practically not feasible. It would be useful if the data and knowledge gained in different domains could be utilized to assist in the formation of the current learning model.
A new framework of machine learning called Transfer Learning was emerged to handle this issue under a variety of names, such as Learning to Learn, Life-long Learning, Meta Learning, Multi-task Learning and Domain Adaptation [1] . The study of transfer learning has been inspired by human abilities to utilize previously-acquired knowledge to solve new, similar but not identical problems more quickly and efficiently than if this form of knowledge were not available. Transfer learning, which is different from semi-supervised algorithms [2] [3] [4] [5] [6] , can handle the situation where the domains of training and test data sets are different [7] . However, current transfer learning methods still have some drawback to improve: 1) there is a reliance on statistical models in current transfer learning methods with probabilistic assumptions (e.g., about specific probability distribution functions) that may be difficult to satisfy, and subsequently it could be difficult to achieve highly accurate prediction in some real-world applications; 2) Existing transfer learning methods only consider features and labels whose values are numeric or assume a single value from a discrete set of values of attribute; this assumption could be viewed as a serious impediment in presence of uncertainty; 3) in the existing transfer learning method developments, one attempts to solve the domain adaptation problem by adjusting the decision boundaries and models using global learning; however, this makes the methods highly dependent on the shift-unaware classifier. To address and overcome these limitations, in this study, we propose a Fuzzy Domain Adaptation (FDA) method and investigate its applicability to the problem of text categorization. The FDA method can handle situations of data uncertainty in which the features are vague values and the outputs must provide flexibility and explanatory results to solve the problem appropriately. The key aspect of originality comes with the fact that the domain adaptation problem is solved through refining the fuzzy initial labels in the target domain by similarity-based local learning. The efficiency of the fuzzy set-based approach and the local learning (using fuzzy similarity) for the problem of domain adaptation has been quantified as well.
The main idea behind the proposed FDA method is to explore the most similar instances in a set of mixture domains of the training and test data and treat them as a bridge to transfer the feature distribution from the source domain to the target domain. The label values of these instances are utilized to refine the initial target instances' labels which are reported by a given classifier, referred to as a shift-unaware. Using label refinement instead of model adjustment makes the FDA method completely independent from the shift-unaware model. 20Newsgroup data set are used for benchmarking the FDA method against the three machine learning models: Support Vector Machine [8] ; Multi Layer Perceptron Neural Network [9] ; and Fuzzy Neural Network [10] along with the existing domain adaptation method [8] . The results demonstrate the superior performance of the proposed algorithm and show the significant role of a fuzzy set-based approach and local learning in accuracy enhancement.
The rest of paper is organized as follow. In Section II, some preliminaries concepts including the definition of domain adaptation and related works are given. Section III proposes the FDA method and Section IV describes the experimental illustration and results. Section V concludes this paper and discusses future researches.
II. PRELIMINARIES AND RELATED WORKS
The definition and related notation of terms and concepts that used throughout paper are introduced in this section, following which the categories of transfer learning and related works are described. The studies that aim to solve the domain adaptation problem can be categorized into two groups [1] : (i)Transferring the knowledge of instances: this approach is motivated by the importance of samples and an attempt is made to find an optimum weight for each instance to learn a precise model for the target domain. Papers in this category can be found in a recently published book by Quionero-Candela et al. [11] ; (ii)Transferring the knowledge of feature representation: this approach focuses on the feature space and attempts to extract and/or convert relevant features which reduce the difference between the domains. Blitzer et al. [12] [13] [14] proposed an SCL algorithm to define pivot features on the target domain from both domains and then used unlabeled instances from the target to create the classification model. Dai et al. [15] proposed a coclustering based algorithm to propagate the label information across domains. Xue et al. [16] presented a cross-domain text classification known as TPLSA to integrate target instances and source instances into a unified probabilistic model. This study is in line with this category and focuses on the feature representation and distribution for transfer knowledge between domains.
III. FUZZY DOMAIN ADAPTATION METHOD

Given
is the source domain with fuzzy feature sets and is the target domain with fuzzy features , where is a fuzzy trapezoidalshaped membership functions for each feature. It is assumed that the number of these features is the same for both and the target and source domains but the membership function of these fuzzy sets may be different. This assumption implies a transductive transfer learning problem in which the feature space is the same but the distribution of data is different (domain adaptation). Figures 1 and 2 show example of fuzzy feature ( ) in source and target domains respectively. There are five membership functions (linguistic terms) distributed over the range of (-2, 4) in both domains, but the membership functions are different. is the predictive fuzzy label set which is the same for both domains and . For instance, we have , and . is a learning-based classifier such as a neural network. If the learning-based classifier has been trained by the labeled data coming from the source domain, we will call it a shiftunaware classifier and denote it by . Thus, will be the vector of membership values of in each class computed by the shift-unaware classifier. Formally, we give the following definition:
Let matrix denote the unrefined label matrix where is the membership value of a given instance in class which is computed by shift-unaware classifier . is the fuzzy similarity function. Let denote the similarity matrix where measures the similarity between the given instances and using . Let denotes the refined label matrix in first iteration where is the refined membership value of given instance in class after first iteration of the refinement. The following expression describes the first iteration of refinement:
where is a set of most similar instances to instance that can be extracted from a given domain using the similarity matrix . Given is the parameter, which is used to specify the impact of refinement. According to the refined Equation 1, we calculate the difference between the label values of most similar instances and that of the given instance . This is multiplied by the similarity value between most similar instances and the given instance to amplify the influence of more similar instances on refinement. Finally, the average value is used to refine the unrefined label values by an impact factor of . To compute the refined value in the next iterations, the label values computed in the prior iteration are applied as follows: (2) According to (2) , the refined labels of instances in the previous iterations are used to further adjust the label values in the current iteration. Using this approach leads to a mutual reinforcement relationship between instances in domains that can help to transfer the label pattern from the source domain to the target domain and consequently augment the accuracy.
As mentioned previously, is with fuzzy feature sets and is with fuzzy features , where is a fuzzy trapezoidal membership function for each feature. The steps of the FDA method being organized into two phases: Phase 1 is a preprocessing phase completed to represent (encode) numeric input in terms of the fuzzy sets (reference fuzzy sets) defined in the given input variable, compute the initial label values using a shift-unaware classifier and calculate the similarity matrix; Phase 2 is the refinement phase in which we apply the proposed refinement Equation (2) in Step 2-3.  Unrefined label matrix for instances in target domain:
Step 1-1: Use singleton fuzzifier to encode numeric input of instances from both domains.
Step 1-2: Perform antecedent matching of fuzzyfied inputs and against fuzzy features and respectively, respectively. The input membership value of each fuzzy set is computed as follows:
Step 1-3: Compute the similarity matrix using the fuzzy similarity function : For to For to
Next Next
Step 1-4: Train shift-unaware classifier by labeled data of source domain.
Step 1-5: Calculate the unrefined label matrix for target domain instances ( ) using as follows: Step 2-2: Find most similar instances ( ) for each target instance. These instances are extracted from mixture domain .
For to
Next
Step 2-3: Refine the fuzzy label for each target instance.
Repeat
The refinement expression (2) is applied in the proposed FDA method in Step 2-3. The refinement is based on the fact that the label of the most similar instances to the target instance is used to modify the initial label of the target instance, which was initialized by the shift-unaware model. As a result, the refined fuzzy label matrix for all unlabeled instances of target domain is formed as follows:
Each row of this matrix shows the membership value of one instance to all label classes. To find the final label for each instance, the expression is used:
Label ( ) = .
IV. EXPERIMENTS
In this section, we report on the experiments that have been performed using the widely used 20Newsgroup data set (http://people.csail.mit.edu/jrennie/20Newsgroups/). Different settings of the proposed algorithm are described and the data set specifications are explained. The baselines are also introduced for benchmarking. Finally, empirical results are analyzed.
A. Setting
The algorithm was realized by using four different settings based on different mixture domains and the number of steps in Phase 2 (Refinement) of the algorithm. These settings are presented in Table I . All settings are divided into four categories. Categories 1 and 2 refer to the settings with one and two steps of refinement, respectively. Category 3 and 4 contains the settings with three and steps of refinement.
Hence, each category indicates the number of iterations of the refinement process with different possible mixture domains. Table I shows that Category 4 has two similar setup with steps of refinement. However, in one setup 4-2, we use a smaller number of labeled instances of the target domain in mixture domains to examine the influence of labeled target data on the performance of the proposed method.
B. Data set and prepration
We validate the proposed method by using a commonly used data set, namely 20Newsgroup. The different settings mentioned above are investigated. This data collection was not originally designed for transfer learning, so some modification was necessary to make the distribution between the training data and the test data different. The data set has a two-level hierarchical structure. Suppose A and B are two root categories in the data collection, and A1, A2 and B1, B2 are sub-level categories of A and B, respectively. We form the training and test data in the way. Let A.A1, B.B1 be the positive and negative examples in the training data respectively. Let A.A2, B.B2 be the positive and negative examples in the test data, respectively. Thus, the target categories are fixed, being A and B, but the distributions of the training data and the test data are different yet still similar enough for the evaluation of the proposed algorithm in transfer learning. There are seven top level categories, while three of them have no sub-categories. We compose six data sets from the remaining four categories. The detailed composition of these data sets is provided in Table II. We make some preprocessing on the raw data by including turning all letters into lowercases, stemming words by the Porter stemmer [17] , and removing all stop words. According to [18] , the DF Thresholding can achieve comparable performance to Information Gain or CHI, but it is much easier to implement and less costly both in time and space requirements. Hence we use it to cut down the number of words/features and speed up the classification. The words that occur in fewer than three documents are removed. Each document is then converted into a bag of-words presentation in the remaining feature space. Each value of the feature is the term frequency of that word in the document, weighted by its IDF (log N/DF). To examine the performance of the FDA method, we select three different shift-unaware classifiers: Fuzzy Neural Network (FNN) [8] ; Support Vector Machine (SVM) [9] ; Multi Layer Perception Neural Network (MLPNN) [10] . Discrete Incremental Clustering (DIC) [19] , which is a novel self-organizing clustering technique, is applied to create the fuzzy features. We use the fuzzy similarity/dissimilarity measure presented in [20] [21] in the proposed FDA method. 
C. Empirical results analysis
The experimental results show that in all cases the proposed algorithm improves accuracy. As shown in Figures 3, 4 and 5, the greatest increase of accuracy is noted for Categories 4-1 and 4-2 with multiple iterations of refinement and mixture domains of target and source domains in each step. This demonstrates that multi-step refinement can significantly improve accuracy and produces better results compared to other settings with fewer refinement iterations. Thus, it can be concluded that the number of refinement steps has influence on performance and becomes beneficial in boosting accuracy. In what follows, we focus on the Category 4-2 of the proposed algorithm, which is the most successful one among the alternatives being considered. Its results are compared with the unrefined results. Figure 3 shows the accuracy of different settings of the FDA method using SVM on all 20Newsgroup data sets compared with the accuracy of the unrefined results. In all data sets, the proposed method improves the accuracy, particularly in data sets 5 and 6, in which the relative increases are 26.9% and 27.1% respectively. The average relative increase of accuracy in the Category 4-2 over all the six data sets is 25%. Figure 4 reports the results of the proposed method with MLPNN viewed as a shift-unaware classifier. The highest relative enhancements of the accuracy are achieved on data sets 5 and 6, being 26.5% and 26.8% respectively. The average relative increase in the category 4-2 is 24.8%. Figure 5 demonstrates the result of the refinement of the FNN results using the proposed method. The greatest relative increases in accuracy are achieved for data sets 5 and 6, with 26.9% and 27.3% respectively. The average relative increase in Category 4-2 is 25.6%. Additionally, we compare the performance of the proposed FDA method (Category 4-2) with another Domain Adaptation method (DA) [8] . This method, which considers the features with numeric values and uses the Cos function expressed as ( ) as the corresponding distance. The results of comparison demonstrate an impact of the fuzzy set-based approach to the quality of the obtained results. In the benchmark, three different shift-unaware classifiers; SVM, MLPNN and FNN are used to determine the initial labels. Figures 6, 7 and 8 show the benchmark results by reporting the accuracy of FDA and DA methods on the 20Newsgroup data sets. The results clearly show that the FDA method outperforms the DA method in all data sets when using different classifiers. For instance, the average increases in accuracy achieved by FDA on data sets 3, 4 and 6 are 1.4%, 1.44% and 1.41%, respectively. Similarly, the average increases of accuracy gained by FDA using SVM, MLPNN and FNN classifiers are equal to 1.2%, 1.1% and 1.0% , respectively. All in all, the fuzzy set-based approach applied to the FDA algorithm significantly improves the refinement performance and boosts accuracy.
V. CONCLUSION AND FUTURE STUDY
The research challenge in this study was to develop a domain adaptation algorithm, which can be made independent of the shift-unaware classifier and work with any given model. Also, the objective of this study was to develop a domain adaptation algorithm that would be able to handle the uncertainty of data and deal with vague (non-numeric) values of the features and class labels. To cope with the two issues, the FDA method was proposed using a fuzzy similarity-based local learning approach. The method focuses on the modification of the instances' labels in the target domain using nine different settings and engaging fuzzy set representation of the features to improve accuracy of classification. Three shiftunaware classifier were applied to determine the initial labels for unlabeled target instances. The obtained experimental results show that the proposed FDA method brings about a remarkable improvement in performance. A significant increase in accuracy has been reported, in particular when the method used more iterations and utilizes a few labeled target data along with source data and unlabeled target data.
It is worth noting that, in comparison with an existing refinement method called DA, the FDA applies fuzzy sets to modify the initial prediction and according to the empirical results, it substantially outperforms the DA method. The FDA is independent from the prediction model and can be applied with other methods. We showed that the FDA can successfully transfer knowledge where we are faced with insufficient number of recent training data Our future studies will focus on three tasks. One is to use other prediction or classification models such as fuzzy case base reasoning and fuzzy rule-based learning models to realize transfer learning. Another one is to develop a method, based on the proposed method, which can extract the relevant features to reduce the difference between domains. Finally, an interesting and promising direction could be to examine the performance of the proposed method in contrast to other transfer learning methods using different real-world data sets applications. 
