Motivated by Heisenberg-Weyl type uncertainty principles for the torus T and the sphere S 2 due to Breitenberger, Narcowich, Ward and others, we derive an uncertainty relation for radial functions on the spheres S n IR n+1 and, more generally, for ultraspherical expansions on 0; ]: In this setting, the \frequency variance" of a L 2 -function on 0; ] is de ned by means of the ultraspherical di erential operator, which plays the role of a Laplacian. Our proof is based on a certain rst-order di erential-di erence operator on the doubled interval ? ; ] . Moreover, using the densities f t of "Gaussian measures" on 0; ] with the time t tending to 0 , we show that the bound of our uncertainty principle is optimal. 1 1. An uncertainty principle for n -spheres 
1. An uncertainty principle for n -spheres There exist di erent versions of the Heisenberg-Weyl inequality for the torus T := fz 2 C : jzj = 1g . One possible version is the localization-frequency uncertainty principle discussed by Breitenberger 1] , which rst occured in Carruthers and Nieto 2] in the setting of a number-phase uncertainty principle. It can be stated as follows: Let ! denote the normalized Haar measure of T (1:1) where the lower bound is never attained. Recently this uncertainty principle has been applied in the study of angle-frequency localization of wavelets on the unit circle by Narcowich and Ward 5] as well as Prestin and Quak 7] . In 7] it is shown that the bound given in (1.1) is in fact sharp for the densities f t of Gaussian measures on T with time t # 0: Recently Narcowich and Ward 6] transferred the uncertainty principle 
(1:2)
However, Narcowich and Ward do not show that the lower bound is sharp. One purpose of our note is to establish that (1.2) is in fact sharp. The second and main purpose is to derive sharp analogues of (1.2) for SO(n) -invariant functions f 2 L 2 (S n ) on spheres S n IR n+1 of arbitrary dimensions n . By SO(n) -invariance we mean that f is invariant under the action of the group SO(n) on S n whenever SO(n) is embedded into SO(n+1) 
(1:3) where the lower bound is optimal.
We shall derive Theorem 1.2 in the slightly more general setting of ultraspherical expansions of functions on the interval 0; ] . In fact, radial functions on S n can be regarded as functions on 0; ] , and the data ! n ; S and so on for S n can be expressed in terms of ultraspherical polynomials (P ( ) n ) n 0 of index = n=2 ? 1 ; for the general background see, for instance, Vilenkin 11] . Having this connection in mind, we establish Theorem 1.2 for arbitrary ultraspherical expansions of index 2 IR , ?1=2 , in Section 2. Proofs will be given in Section 3.
An uncertainty principle for ultraspherical expansions
We rst recapitulate some facts on ultraspherical polynomials; for details see 10, 11]. 2.3. Remarks.
(1) It is clear that Theorem 2.2 immediately implies Theorem 1.2.
(2) Our proof of (2.9) relies on nding a suitable explicit square root of the Laplacian L by using a di erential-di erence operator on the doubled interval ? ; ] . This idea is motivated by investigations of Dunkl 4] on harmonic analysis of similar operators which are associated with nite re ection groups. We expect that our method can be applied to further integral transforms; for a related result for Hankel transforms on 0; 1 and IR see 8].
(3) There exist further uncertainty principles for S n as well as for ultraspherical expansions on 0; ] ; see Strichartz 9] . Moreover, there holds a version of the " ? -concentration uncertainty principle due to Donoho 
Proof of the uncertainty principle
We rst turn to the proof of inequality (2.9). Our proof will be based on regarding As i T is symmetric by Lemma 3. where the fact was used that g is even. In summary, We nally have to check that the constant of Theorem 2.2 is optimal. We here follow an idea of Prestin and Quak 7] for the torus and consider the ! -densities f t of "Gaussian measures" on 0; ] with t # 0: More precisely, we de nẽ ( ) n (x) = a n P ( ) n+1 (x) + c n P ( ) n?1 (x) (n = 0; 1; 2; : : : ; P ?1 := 0) with a 0 := 1; a n := n + 2 + 1 2n + 2 + 1 (n 1); and c n := 1 ? a n (n 0): : (3:6)
The Taylor formula for g n (t) := 1 ? a n e ?t(n+ +1) ? c n e t(n+ ) at t = 0 ensures that g n (t) = t ? a n (n + + 1) ? c n (n + ) ? , we conclude from Lemma 3. which completes the proof of the proposition.
