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Abstract: This study compared two types of (offline vs. online) bias correction models applied to
correct the mismatch between the predicted daily averaged PM10 concentration by the deterministic air
quality forecasting system WRF-EURAD and the measured concentration at the air quality monitoring
station in Porto, Portugal. The WRF-EURAD is a Eulerian system consisting of a Weather Research
Forecasting (WRF) model and a European Air Pollution Dispersion (EURAD) model. Both bias
correction models were linear statistical models developed with the same set of input variables. The
major difference between the online or the offline models is the adaptiveness. While the coefficients of
the offline bias correction model are fixed after training with the ordinary least squares, those in the
online bias correction model are updated adaptively with the Kalman filter. Comparison of these bias
correction models was made at an urban traffic station Senhora da Hora in Porto, Portugal within 2013.
The fractional bias of the daily PM10 forecast by the WRF-EURAD was found significantly improved
from -38% to 7% and 3% after the correction by the offline or the online bias correction model,
respectively. In addition, further comparison of the overall performance indicators (root-mean-squared
error and correlation coefficient) and the indicators focusing on the days of the PM10 episodes
(episode detection rate, false alarm rate, and critical success index) revealed that the online correction
model could lead to more improvement of the WRF-EURAD compared to the offline model. By
comparing the temporal variation of each estimated model coefficient and the 95% confidence interval
between both correction models, the model coefficient corresponding to the raw forecast of the WRFEURAD in the online model has varied significantly in the second half of the year. It was concluded
that the air quality system in Porto may be time-varying and further investigation is necessary to find
out the leading cause.
Keywords: Bias correction; Kalman filter; PM10; Portugal; WRF-EURAD

1

INTRODUCTION

Bias correction is recently popular for improving the performance of the deterministic air quality models
(e.g. CMAQ, EURAD, etc.). Its basic principle relies on correcting the mismatch between the
forecasted concentration and the measured concentration at a monitoring station with a statistical
model. In previous studies, this correction was made by using a linear model, i.e., a weighted
combination of the free (raw) model forecast, the past histories of the pollutant concentration and other
meteorological parameters (Borrego et al., 2011; Konovalov et al., 2009; Ridder et al., 2012). The
weights of these inputs within the model are determined by the model coefficients, which are obtained
through the offline or the online training algorithms. For the offline (non-adaptive) algorithm, the model
coefficients are adjusted so that the model output can achieve the best fit of the measured air pollutant
concentration within a long training period. Once the training is completed, the model coefficients are
fixed and applied to adjust the air quality forecast. The major premise of this approach is that the
system is not time-varying. If the actual air quality system is changing, it is obvious that the offline
model may lose its efficacy as time goes by. In this situation, the online learning algorithm will have
the advantage since it can make the correction model adapt to new changes in the system by
updating the model coefficients at each time step (Hoi et al., 2009; Hoi et al., 2013). However, it
should be noted that a time-varying model is not definitely better than an offline model if the actual air
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quality system is time-invariant. As for the case of Portugal, there is no consensus about which of
these approaches is more appropriate. Therefore, this is a pilot study to test both in Porto, the second
largest city of Portugal.

2

METHODOLOGY

2.1

Offline bias correction

An offline correction model can be generalized into the following form:

𝑧𝑘 = 𝜃0 + 𝜃1 𝑋1,𝑘 + 𝜃2 𝑋2,𝑘−1 … + 𝜃𝑚 𝑋𝑚,𝑘−1 + 𝑛𝑘

(1)

where the zk and the X1,k represent the measured pollutant concentration and the raw (free) forecast of
the deterministic model on the kth day, respectively. The other variables X2,k-1,..,Xm,k-1 can denote the
past histories of the air pollutant concentrations and/or the meteorological parameters of the (k-1)th
day. The symbols 0,…,m represent the uncertain model coefficients. The last term nk is the residual
between the measured concentration and the corrected forecast. This residual should follow a
Gaussian distribution with the zero mean and the standard deviation n according to the Central Limit
Theorem. For a given combination of input variables and a batch of training data z = [z1,…,zN]T
referring to the air pollutant concentrations measured at a given monitoring station from 1st to Nth days,
the optimal estimates 𝜃̂1 , … , 𝜃̂𝑚 of the uncertain model coefficients 0,…,m are given by:

̂ = (𝚽 𝑇 𝚽)−1 𝚽 𝑇 𝐳
𝛉

(2)

̂ denotes the optimal estimate of the uncertain parameter vector  according to the maximum
where 𝛉
likelihood criterion. The symbol  represents a matrix of input variables and each row contains the
corresponding values of the input variables used for the forecast on the kth day:

1 ⋯
𝚽 = [⋮ ⋱
1 ⋯

2.2

𝑋𝑚,0
⋮ ]
𝑋𝑚,𝑘−1

(3)

Online bias correction

An online correction model has similar functional form as in (1). However, the uncertain coefficients of
the model are now time-varying. Therefore, an extra index k is put as a subscript beside each model
parameter to indicate its evolving nature:

𝑧𝑘 = 𝜃0,𝑘 + 𝜃1,𝑘 𝑋1,𝑘 + 𝜃2,𝑘 𝑋2,𝑘−1 … + 𝜃𝑚,𝑘 𝑋𝑚,𝑘−1 + 𝑛𝑘

(4)

In addition, each uncertain model coefficient is assumed to vary with time according to the random
walk:

𝜃𝑖,𝑘 = 𝜃𝑖,𝑘−1 + 𝑓𝑖,𝑘−1 , 𝑖 = 0, … , 𝑚

(5)

where fi,k-1 is the perturbation to the ith coefficient 𝜃𝑖,𝑘−1 on the (k-1)th day. The perturbation follows a
Gaussian i.i.d. process with the zero mean and the standard deviation 𝜎𝑓,𝑖 . Grouping the uncertain
parameters 𝜃0,𝑘 , … , 𝜃𝑚,𝑘 into a parameter vector 𝛉𝑘 , (5) can be rewritten as:

𝛉𝑘 = 𝛉𝑘−1 + 𝐅𝑘−1

(6)
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As mentioned above, the perturbation follows a Gaussian i.i.d. process. Therefore, the perturbation
vector Fk-1 also follows a Gaussian i.i.d. vector process with the zero mean and the covariance matrix
2
2
𝚺𝐅 = diag(𝜎𝑓,0
, … , 𝜎𝑓,𝑚
). In this study, the parameter vector is estimated adaptively in each day with
the Kalman filter algorithm (Kalman, 1960; Kalman and Bucy, 1961). During the forecast step, the prior
̂ 𝑘𝑓 conditional on the previous air quality
estimate of the parameter vector on the kth day 𝛉
̂ 𝑎𝑘−1 given the zk-1:
measurements up to the (k-1)th days zk-1 are given by the posterior estimate 𝛉

̂𝑓 = 𝛉
̂𝑎𝑘−1
𝛉
𝑘

(7)

The uncertainties and the correlation structures of the predicted coefficients are given by the
𝑓
covariance matrix 𝐏𝑘 :
𝑓

𝑎
𝐏𝑘 = 𝐏𝑘−1
+ 𝚺𝐅

(8)

𝑎
where 𝐏𝑘−1
is the covariance matrix of the 𝛉𝑘−1 given the zk-1 and the 𝚺𝐅 is the covariance matrix of the
Fk-1. During the analysis step when the latest air quality measurement on the kth day zk is available, the
posterior estimates of the coefficients on the kth day can be obtained by calculating the following
Kalman filter gain matrix:

𝑓

𝑓

𝐊 𝑘 = 𝐏𝑘 𝐗 𝑘 (𝜎𝑛2 + 𝐗 𝑇𝑘 𝐏𝑘 𝐗 𝑘 )

−1

(9)
𝑇

where 𝐗 𝑘 = [1, 𝑋1,𝑘 , 𝑋2,𝑘−1 , … , 𝑋𝑚,𝑘−1 ] is a input vector containing the values of the input variables
used for the forecast on the kth day. Then, the posterior estimate of the model parameter vector on the
kth day during the analysis step is obtained by:

̂𝑎𝑘 = 𝛉
̂ 𝑓 + 𝐊 𝑘 (𝑧𝑘 − 𝐗 𝑇𝑘 𝛉
̂𝑓)
𝛉
𝑘
𝑘

(10)

The posterior estimate of the covariance matrix on the kth day is given by:
𝑓

𝐏𝑘𝑎 = (𝐼 − 𝐊 𝑘 𝐗 𝑇𝑘 )𝐏𝑘

(11)

Then, the posterior estimates of the coefficients and the covariance matrix obtained in (10) and (11)
on the kth day will be used to perform the forecast step, i.e. the calculation of the prior estimates for the
(k+1)th day. This is how the coefficients are updated adaptively according to the latest air quality
measurement of the monitoring station.

3

CASE STUDY

In this section, a case study was performed to compare the performance of both correction models in
modifying the forecast of the deterministic air quality forecasting system (WRF-EURAD: Weather
Research Forecasting Model - EURopean Air Pollution Dispersion Model) applied to Porto, Portugal.
Based on the meteorological inputs of the WRF model, the EURAD model produced the one-day
ahead forecast of the daily averaged PM10 concentration (Horizontal resolution: 1x1 km 2) for Porto
between 2012 and 2013. PM10 was studied since it is the most dominant pollutant within this period.
The bias correction was made to modify the forecast of the WRF-EURAD for an urban traffic station
(Name: Senhora da Hora, Altitude: 72m, Latitude: 41°11'10'', Longitude: -8°39'47''). To develop the
correction models, Table 1 shows the proposed candidates of the input variables. The variable X1,k
denotes the gridded-averaged PM10 concentration which is nearest to the Senhora da Hora station on
the kth day. The variables from X2,k-1 to X5,k-1 are used to indicate the overall initial condition of PM10
before the kth day (especially during the period of natural events such as dust storm or forest fire) at
the traffic stations and the background stations. The variables X6,k-1 and X8,k-1 indicate the atmospheric
stability on the (k-1)th day. The variables X7,k-1, X10,k-1 and X11,k-1 indicate the nature of the air mass
(land/sea) being transported to Porto on the (k-1)th day. Finally, the variable X9,k-1 indicates how fast
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the pollutant is leaving from Porto on the (k-1)th day. Including the model intercept, there are 12
possible model inputs and this leads to the 4095 (212-1) possible combinations of the correction
models. To select the most plausible combination from Table 1, the Bayesian approach was applied to
calculate the occurring probability of each combination based on the training data in 2012 (Mok et al.,
2015). The most plausible combination of input variables has a significantly higher probability of 0.71
compared to the other input combinations, and hence, was selected for implementation of
offline/online correction models. This combination consists of the raw forecast by the WRF-EURAD on
the kth day (X1,k), as well as the indicators reflecting the initial condition of PM10 at the traffic stations on
the (k-1)th day (X2,k-1 and X4,k-1).

Table 1. Proposed input variables for the development of the offline/online correction model.
Input
Description
variable
X1,k
Gridded averaged forecast of the daily averaged PM10 concentration by the WRFEURAD which is nearest to the Senhora da Hora station on the kth day
X2,k-1
Spatial average of the hourly PM10 concentration among the traffic stations of Porto at
23:00 of (k-1)th day
X3,k-1
Spatial average of the hourly PM10 concentration among the background stations of
Porto at 23:00 of (k-1)th day
X4,k-1
Spatial average of the daily PM10 concentration among the traffic stations of Porto on
the (k-1)th day
X5,k-1
Spatial average of the daily PM10 concentration among the background stations of
Porto on the (k-1)th day
X6,k-1
Daily averaged temperature at the Porto airport on the (k-1)th day
X7,k-1
Daily averaged relative humidity at the Porto airport on the (k-1)th day
X8,k-1
Daily averaged atmospheric pressure at the Porto airport on the (k-1)th day
X9,k-1
Daily averaged wind speed at the Porto airport on the (k-1)th day
X10,k-1
North-south (N-S) component of the wind direction at the Porto airport on the (k-1)th day
X11,k-1
East-west (E-W) component of the wind direction at the Porto airport on the (k-1)th day

Since the data in 2012 were used to select the input combination, only the data of 2013 were used in
the model verification. Figure 1 shows the scatterplots of the measured PM10 concentration at the
Senhora da Hora station in 2013 against the forecast by the WRF-EURAD (Figure 1a), the corrected
forecast by the offline correction model (Figures 1b), and the corrected forecast by the online
correction model (Figure 1c). It is noted in Figure 1a that the majority of the points are above the 45
line, meaning that the WRF-EURAD forecast tends to underestimate the measured PM10
concentration in 2013. To quantify the extent of this bias, the fractional bias (FB), a dimensionless
indicator used to quantify the underestimation of the forecast relative to the measurement (FB < 0%)
or vice versa (FB > 0%), is calculated:
𝜇 −𝜇

𝐹𝐵 = 2 (𝜇𝑧̂ +𝜇𝑧) x100%
𝑧̂

(12)

𝑧

where 𝜇𝑧 and 𝜇𝑧̂ denote the annual averages of the measured PM10 concentration and the
forecasted PM10 concentration, respectively. For an ideal model with no bias, the FB is equal to 0%.
The FB of the WRF-EURAD within this period is -38% in support of the observation in Figure 1a.
Looking at Figures 1b and 1c, the points are lying much closer to the 45 line. Meanwhile, the FBs for
the offline or the online correction models are 7% and 3%, respectively. Therefore, it can be concluded
that the bias of the WRF-EURAD has been successfully reduced in both correction models. However,
it is difficult to comment on the performance of the two correction models by the small difference in
their F.B.s.
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(a)
(b)
(c)
Figure 1. Scatterplot of the measured PM10 concentration against (a) the WRF-EURAD forecast, (b)
the modified forecast by the offline correction model and (c) the modified forecast by the online
correction model at the urban traffic station Senhora da Hora in 2013.
For a more detailed comparison, Table 2 shows the indicators commonly used for assessing the
performance of air quality forecasting systems; they are the root-mean-squared error (RMSE), the
correlation coefficient (r), the episode detection rate for PM10 (>50 gm-3) (EDR), the false alarm rate
(FAR), and the critical success index (CSI). Definitions of these numerical indicators are shown below:
1

2
𝑅𝑀𝑆𝐸 = 𝑁 ∑𝑁
𝑘=1(𝑧𝑘 − 𝑧̂𝑘 )

(13)

𝑟 = 𝐸[(𝑧𝑘 − 𝜇𝑧 )(𝑧̂𝑘 − 𝜇𝑧̂ )]

(14)

𝐸𝐷𝑅 = 𝑃(𝑧̂𝑘 > 50 𝜇𝑔𝑚−3 |𝑧𝑘 > 50 𝜇𝑔𝑚−3 )

(15)

𝐹𝐴𝑅 = 𝑃(𝑧𝑘 < 50 𝜇𝑔𝑚−3 |𝑧̂𝑘 > 50 𝜇𝑔𝑚−3 )

(16)

𝐶𝑆𝐼 =

𝑃𝑂𝐷
𝑛𝑜. 𝑜𝑓 𝑤𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑖𝑠𝑠𝑢𝑒𝑑
1+𝐹𝐴𝑅(
)
𝑛𝑜. 𝑜𝑓 𝑎𝑐𝑡𝑢𝑎𝑙 𝑝𝑜𝑙𝑙𝑢𝑡𝑖𝑜𝑛 𝑒𝑝𝑖𝑠𝑜𝑑𝑒𝑠

(17)

where 𝑧̂𝑘 , 𝜇𝑧 , and 𝜇𝑧̂ denote the forecasted daily averaged PM10 concentration, and the annual
averages of the measured PM10 concentration and the forecasted PM10 concentration, respectively.
The values of RMSE and r are used to indicate the overall model performance, while the others only
focus on its ability to capture the pollution episodes. A better model should achieve lower values of
RMSE, FAR, and higher values of r, EDR and CSI. It is shown that both of the offline and the online
correction models can improve the overall performance and the episode capturing ability of the
forecast from the WRF-EURAD. In addition, the online correction model consistently outperforms the
offline correction model in all indicators. This means that the air quality system in 2013 may be
changing.

Table 2. RMSE, r, EDR, FAR and CSI of the raw forecast by WRF-EURAD as well as the modified
forecasts by the offline correction model and the online correction model in 2013
Raw forecast from
Offline correction
Online correction
EURAD
model
model
15.87
9.18
8.70
RMSE (g m-3)
r
0.17
0.73
0.74
EDR
0
0.63
0.68
FAR
1
0.44
0.31
CSI
0
0.42
0.52
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To investigate this observation, each model coefficient of the two correction models is compared in
Figure 2. In each subfigure, the red solid line represents the value of the estimated model coefficient in
the offline correction model and the red dotted lines indicate its corresponding 95% confidence interval
(C.I.). The other set of black lines provides similar information for the online correction model. From
Figure 2a, there is no significant difference in the estimated coefficients 𝜃1,𝑘 and 𝜃1 associated with
both correction models until k > 200. Then the entire band of black lines for the online correction
model almost drops below the lower bound of the 95% C.I. (lower red dotted line) of the offline
correction model. Therefore, it is clear that this coefficient hence the weighting of its corresponding
variable in affecting the air quality concentration must have changed during this period. Meanwhile,
examination of Figures 2b and 2c shows that the estimated coefficient for the online model (black solid
line) 𝜃2,𝑘 or 𝜃3,𝑘 is all the way within the 95% C.I. (red dotted lines) associated with 𝜃2 or 𝜃3 . In addition,
the difference in C.I.s associated with both correction models is not as drastic as that in Figure 2a.
Therefore, the temporal variation for the other two model coefficients within 2013 remains inconclusive.
One possible explanation of the time-varying characteristics observed in this study is that the actual
variation of the emission within the model domain may be different from that used by the WRF-EURAD
in 2013. However, detailed investigation should be done in the future study to verify this speculation.

(a)
(b)
(c)
Figure 2. Plot of estimated model coefficient and the corresponding 95% confidence interval (C.I.)
associated with the offline correction model and the online correction model in 2013 (red solid line –
coefficient estimated by the offline model, red dotted lines – 95% C.I., black solid line – coefficient
estimated by the online model, black dotted lines – 95% C.I.).

4

CONCLUSION

In this study, both offline and online correction models were attempted to perform bias correction for
the deterministic air quality model WRF-EURAD in Porto, Portugal. Through comparing the
performance of the corrected forecasts with that of the WRF-EURAD at an urban traffic station
Senhora da Hora in the year 2013, it was found that either the offline or the online correction model
could significantly reduce the fractional bias of the raw forecast. In addition, further comparison of
some common model performance measures including the root-mean-squared error, the correlation
coefficient, the episode detection rate, the false alarm rate as well as the critical success index
revealed that the online model not only achieved a better overall prediction accuracy, but also
demonstrates its higher episode capturing capability with fewer false alarm. The better performance of
the online correction model also indicated that the air quality system in Porto might be time varying.
This was examined by comparing each estimated model coefficient within the online model and its
uncertainty indicated by the 95% confidence interval with the corresponding values in the offline model.
It was found that the estimated model coefficient which corresponds to the raw forecast of WRFEURAD within the online model exhibited obvious deviation from the offline model during the second
half of the year. Therefore, it was concluded that the air quality system in Porto might possess some
time-varying characteristics and further investigation of the mechanism causing this temporal
variability is recommended in future study.
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