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A random graph is a combinatorial stranger in the strange land of probability. In
some respects, combinatorics and probability are closely related — after all, combinatorial
enumeration provides the foundation for discrete probability — but this kinship does not
extend naturally to structural combinatorics. For this reason, the success experienced by
Erdős [27] and others in analyzing discrete structures probabilistically is not only remarkable
but also somewhat unexpected.
The probabilistic method represented a reversal of traditional roles: probability was
used to analyze combinatorial structures, and not vice versa. Until 1959, though, random
graphs remained behind the scenes, serving as means to other, non-probabilistic ends. The
field of random graphs was born when Erdős and Rényi began writing about random graphs
themselves, with no ulterior motives [28, 29].
Despite being both “random” and “graphs,” random graphs bear only a passing re-
semblance to the central objects in either of these arenas. The intuitive notion of a graph as
a discrete finite structure, which can be visualized as a set of “dots” connected by “lines,”
dates back to Euler’s abstract representation of the bridges of Königsberg. Clever as it
was, though, Euler’s famous argument that these bridges cannot all be crossed exactly once
would need substantial revision if the land masses of Königsberg were connected at random.
Along with many other techniques and results from modern graph theory, Euler’s proof re-
lies heavily on precise structural knowledge, and is rendered brittle and ineffective by the
uncertain nature of a random graph.
One might also conceive of a random graph as a “random object” which just happens
to be a graph. However, a random graph is, after all, a discrete finite structure, which does
not exhibit the algebraic properties of, say, a random variable. In an elementary sense, this
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discreteness is perhaps advantageous, since there are no concerns about measurability. On
the other hand, the bulk of advancements in modern probability, dating back to Kolmogorov,
become somewhat superfluous, and we are back to the “balls-and-bins” enumerative style
of probability.
One of the objectives of this dissertation to present what might be considered a “the-
ory” of random graphs, rather than a disparate collection of facts. In addition to deriving
various structural results about random graphs, we will develop a notion of what a graph
“is”: What properties can it exhibit? Which of these are important? What makes two
random graphs similar or different? And, in parallel, we will develop a methodology for
answering some of these questions.
Due to the interdisciplinary and eclectic nature of random graph theory, we assume
no prior exposure to the field on the part of the reader. All that is assumed is a basic level
of mathematical sophistication, and general familiarity with certain areas, most notably
combinatorics and probability. Moreover, we will not make use of advanced concepts from
either of these fields — indeed, in light of the above discussion, we would be hard pressed
use many cutting-edge techniques even if we wanted to — and this dissertation is largely
self-contained.
1.1 Random Graphs: The Map is Not the Territory
A random graph to can be defined as random element chosen from a given set of graphs
according to a given probability distribution, but this is not what a random graph “is.” This
is just the map; the territory is more subtle and more elusive, and is best introduced by
showing rather than telling. As an illustrative example, we shall present what is considered
an important open question in random graph theory.
An independent set in a graph G = (V,E) is a set of vertices W ⊆ V , no two of which
are adjacent, and the independence number Γ(G) is the size of a maximum independent set.
For sparse graphs, this quantity is appropriately scaled by dividing by the total number of
vertices |V | = n, and the fraction γ(G) = Γ(G)/n is the independence ratio.
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For any integers n,m, let us now denote by Gn,m a random graph chosen uniformly
at random from all simple graphs with n vertices and m edges. Our problem is to find
a continuous function f such that, for any c > 0, the independence ratio of Gn,m with
m = ⌊cn⌋ converges in probability to f(c) as n → ∞. Hence, for any c > 0, and any fixed










We will not tackle this exact problem in this dissertation, but this example illustrates many
of essential characteristics of the kinds of random graphs we will be analyzing, and the kinds
of questions we will be seeking to answer.
1.1.1 Random Graph Models
The random graphs in the above problem are chosen uniformly among all simple
graphs with n vertices and m edges. We may distinguish each actual random graph Gn,m
from the idea of choosing a random graph in this way; the latter is called a random graph
model.
Gn,m is one of two models originally proposed by Erdős and Rényi:
• Gn,m is chosen uniformly at random from all simple graphs with m edges and n
vertices;





occurs independently with probability p.
What makes for a “good” random graph model is ultimately a normative question which
is answered in the usual ways: elegance, simplicity, tradition, etc. For these reasons, the
Erdős-Rényi models are by far the most well-studied and arguably the most important of
all random graph models.
For practical purposes, these two models are equivalent; the independence ratio prob-
lem, for example, could equivalently be stated by letting p = 2c/n rather than m = ⌊cn⌋.
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Despite this practical equivalence, Gn,p and Gn,m differ aesthetically in a way which is not
entirely inconsequential. Indeed, an extremely strong case can be made that these are the
two most natural ways to define a random graph, but choosing one over the other is more
controversial. The two competing principles are uniformity of distribution and indepen-
dence, and a legitimate case can be made in favor of either.
In some cases the choice of one over the other can be justified on practical terms. The
edge-independence property of Gn,p facilitates deductive techniques based on independent
events and random variables, while the uniformity of Gn,m makes it more amenable to
arguments based on symmetry. In practice, though, symmetry arguments work almost as
easily for Gn,p, and near independence can be substituted for true independence to achieve
the same effect for Gn,m; once again, the choice boils down to aesthetic preference.
1.1.2 Asymptotics and Scaling
The independence ratio problem is not a question about just one random graph, but
rather about the limit as n→ ∞. This is a universal principle in random graph theory: we
are only interested in the asymptotic behavior as a random graph grows arbitrarily large.
In some respects, “arbitrarily largeness” is a more definitive characteristic of a random
graph than its “randomness.” Indeed, the classical image of dots connected by lines on a
small sheet of paper might hold up, even if the seven bridges of Königsberg were chosen
uniformly at random. On the other hand, if there were 1010 bridges, albeit deterministic
ones, our visualization would have to change.
In order to deal with asymptotic sequences of random graphs, it is necessary to scale
parameters appropriately, and in the above example, this is accomplished by dividing by
the number of vertices. The parameter c = m/n is the edge density, and since each edge is
incident on two vertices, then the average vertex degree is 2c = 2m/n. The fact that the
ratio m/n = c is held constant means that the random graphs in question are sparse. Sparse
random graphs differ qualitatively from their denser counterparts, and in this dissertation
we will deal exclusively with sparse graphs.
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In addition to scaling the specification parameter m/n = c, the graph property in
question is also scaled, in this case again by dividing the independence number by the
number of vertices. This is another common characteristic of sparse random graphs: many
natural properties can be expressed in terms of the size of a vertex subset exhibiting a
particular behavior.
1.1.3 Convergence in Probability
The problem we posed above asks for a function f(c) such that the independence ratio
γ(Gn,m=⌊cn⌋) converges in probability to f(c). Implicit in this asymptotic parametrization
is the belief that the structure of Gn,m somehow “converges” as n→ ∞, provided that the
edge density is kept constant. At first glance, this may seem either obvious, surprising, or
anywhere in between.
There is a certain conceptual tension here, in that a graph is a discrete structure,
which is not accustomed to converging to a limit. Now, there is nothing unusual about
studying discrete structures asymptotically; this is standard practice in many branches of
combinatorics, and universal in theoretical computer science. It is one thing, though, to
conceive of discrete structures which are arbitrarily large, and it is quite another to ask
that a sequence of them converge to a limit. Despite certain recent investigations [49, 48],
what exactly it means for a sequence of graphs to converge to a limit, particularly for sparse
graphs, is not entirely understood.
For this particular problem, of course, we are not asking the entire random graph
to converge, but only the independence ratio. However, the same kind of convergence
is believed to occur for almost every other imaginable graph property, provided that the
scaling is done correctly, and this amounts to a sort of central limit theorem for random
graphs.
In the asymptotic limit, then, the “randomness” of a random graph is somewhat
illusory. We may not know whether any given pair of vertices is connected by an edge, but
this becomes largely irrelevant, first because the graph is too large for us to care about such
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details, and, second, because the important properties, such as the independence ratio, are
not noticeably affected by the presence or absence of a single edge.
Finally, we note that the conjectured relationship between the edge density c = m/m
and the independence ratio is continuous; in this case, in fact, it can be shown rather
easily that if such a function f exists, it must be continuous. Once again, this continuity is
somewhat at odds with the discrete nature of a graph.
Ultimately, then, what are ostensibly the three definitive characteristics of a random
graph — finiteness, randomness, and discreteness — all vanish in the asymptotic limit, and
what remains is something of a different nature entirely.
1.1.4 Results and Methods
We conclude this introductory example by discussing potential solutions to the inde-
pendence ratio problem. For obvious reasons, it is beyond the scope of this introduction to
actually give any kind of proof, so we will be brief.
For average degree 2m/n = 2c up to the mathematical constant e, the problem was
solved by Karp and Sipser [43]. For 2c > e, though, we find ourselves in what is a very
common situation in random graph theory. There are known upper and lower bounds
on f(c), but the actual value is not known, and it has also not been proved that the
independence ratio converges to a fixed limit.
Moreover, this author is not aware of any conjecture about the value f(c). In some
cases, conjectures of this sort have been arrived at using techniques from statistical physics,
and it would thus not be surprising if such a conjecture were available in this particular
case. However, for problems of this sort, even producing a well-motivated conjecture is a
non-trivial endeavor.
As noted, it is difficult to describe how a problem like this might be solved in a short
introduction, but as a starting point, we may observe that, although the expected vertex
degree is 2c = 2m/n, the actual degree of every vertex is a random variable. Moreover, in
the limit, each vertex degree is Poisson distributed, and thus the fraction of vertices with
6
no incident edges will converge to e−2c.
Since any isolated vertex will belong to every maximum independence set, we have an
immediate lower bound of f(c) ≥ e−2c, albeit a trivial one. A slightly better lower bound
might be achieved by then considering vertices of degree 1, of which there will be a fraction
of 2ce−2c. Of course, we cannot just add them all to the independent set, since some of
these may be adjacent to each other. Nevertheless, the fraction of vertices of degree 1 which
are not adjacent to each other is easy to compute, and so we may achieve a stronger, but
still rather trivial, lower bound.
We can continue this way, but we will not get very far, and to get beyond these naive
bounds, a more coherent strategy is required. The lower bound of Karp and Sipser was
achieved by tracing the execution of a greedy heuristic on the random input graph Gn,m,
and then proving that this heuristic is asymptotically optimal for 2c < e. This is called the
algorithmic method, and, aside from being quite powerful, it has the side-benefit of not only
solving the independence ratio of Gn,m, but also proving that this NP-hard optimization
can be solved by heuristic on a random input graph.
1.2 Towards a Theory of Random Graphs
The independence ratio problem discussed above is a “good question” in random graph
theory, but a collection of good questions does not a theory make. To the extent possible,
we will attempt to place the results and techniques developed in this dissertation into a
more general theoretical framework. Our approach is guided by two organizing principles:
1. conditional uniformity of unknown parameters,
2. topological representation of discrete structures.
The principle of conditional uniformity, simply stated, is that “what we don’t know”
should be uniformly random, conditional on “what we do know.” The need for topolog-
ical representation arises from the fact that graphs are discrete objects, but in order for
something to converge to a limit, in one way or another, a topology is required.
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At a nominal level, these principles are aesthetic preferences with respect to the “cor-
rect” way to talk about discrete random structures. Of the two Erdős-Rényi random graph
models, for example, we would be inclined to choose Gn,m over Gn,p, since Gn,m is uni-
formly distributed conditional on the observable parameters |V | = n and |E| = m. And,
in the example discussed above, we might describe the edge density c = m/n and the inde-
pendence ratio γ(G) = Γ(G)/n as “topological representations” of a graph in the space R,
but this is admittedly a bit silly.
In a more abstract sense, though, the objective is to both describe and manipulate the
asymptotic limit of a random graph using continuous functions. For example, if α and β are
mappings from the “set” of all graphs to topological spaces X1 and X2, respectively, then,




α(G) = x1 =⇒ lim
|G|→∞
β(G) = f(x1).
This would mean that, if G is uniformly random conditional on the parameter α(G) ∈ X1,
and if α(G) → x1 as the size |G| grows arbitrarily large, then the parameter β(G) must
converge in probability to f(x1).
Now, when dealing with a single problem involving two R-valued parameters, such as
the independence ratio, aesthetic principles and topological spaces are somewhat superflu-
ous, but when the parameter spaces become more complicated, this abstraction becomes
useful. For instance, provided that conditional uniformity is respected, it is not necessary to
choose a random graph model upfront; the model is determined simply by which properties
appear on the left-hand side of the implication sign. As such, “theorems” about random
graphs can be chained together by composition of continuous functions.
Conditional uniformity and topological representation will play an important role in
our deductive techniques, and not just in theorem statements. Once the basic machinery
is put in place, the topological abstraction can also be used to state “lemmas,” which, by
themselves, do not yield any structural insight into a random graph, but which can be
used to facilitate this sort of abstract logical inference. Ultimately, we will develop a small
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library of such building-block lemmas, and most of the “theorems” in this dissertation will
be proved in this more abstract setting, by manipulating topological representations and
continuous mappings, and with the aid of these foundational lemmas.
1.2.1 Parametrization by Degree Distribution
As noted above, given a choice between Gn,m and Gn,p, the principle of conditional
uniformity would dictate a preference for Gn,m over Gn,p. However, the random graph
model we ultimately settle upon will take into account not only the total number of edges,
but the exact number of edges incident on each vertex. This number is the degree of a vertex,
and the multiset of all vertex degrees can be be characterized by the degree distribution,
which is the probability distribution corresponding to the degree of a uniformly random
vertex:
λ(i) =
|{v ∈ V : deg(v) = i}|
|V | .
There are various technicalities relating to this method of asymptotic parametrization.
Most notably, unlike for Gn,m or Gn,p, it is not immediately clear how one would go about
generating a uniformly random graph with a prescribed degree distribution. The standard
approach is to use the configuration model, which was developed by Bóllobas [11] and
Bender and Canfield [9] for this purpose, and, at a technical level, this involves working
with combinatorial structures called configurations, which are similar to, but not identical
to graphs.
Due to this and other minor issues, a certain amount of upfront investment is required
before this parametrization by degree distribution can be managed successfully. Ultimately,
though, the configuration model is more versatile than the Erdős-Rényi models; in fact, the
Erdős-Rényi models can be simulated by the configuration model by specifying a Poisson
degree distribution.
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1.2.2 The Algorithmic Method
The algorithmic method refers to a collection of algorithmic techniques for studying
random combinatorial structures. There are many possible variations on this central theme,
but the basic idea is to predict the output of an algorithm which computes a given graph
property, when the input is a random graphs. The algorithmic approach has proved quite
powerful, and notable successes include lower bounds on the 3-coloring threshold for Gn,p
[1], the size of a maximum matching in sparse Gn,p [43], and the size and degree distribution
of the giant component of a sparse graph with fixed degree distribution [55, 56].
The algorithmic analysis of random graphs differs from the traditional analysis of
algorithms in that we are primarily interested in the output of an algorithm rather than its
running time. An algorithm, in this context, is not an abstract model for computation, but
a way of modifying the structure of a graph in such a way that facilitates the determination
of a given graph property. Given a random input graph G0, the execution path of such
an algorithm will be a sequence of random graphs (G0,G1, . . . ,GT ), each of which is the
result of some minor modifications performed on its predecessor π : Gt 7→ Gt+1.
The algorithmic method fits naturally within the general framework of conditional
uniformity and topological representation. The algorithms we analyze, in addition to com-
puting some relevant graph property, will preserve uniformity in distribution conditional
on the observable parameters. As such, the execution path can be characterized by the
sequence of observables, which is the observable process. In our case, the observable param-
eter is again the degree distribution, so the observable process will be a random sequence
(λ0,λ1, . . . ,λT ) of distributions.
Moreover, since the state only changes slightly during each step of an algorithm,
by scaling the time coordinate, the observable process can be represented as an “almost
continuous” function ξ 7→ λ⌊ξT ⌋ from the interval ξ ∈ [0, 1] to the space of distributions. In
essence, the entire execution path is being represented topologically as a random element
in a function space.
The increments of the underlying discrete process closely resemble the derivative of
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this functional representation, and in many cases, the discrete behavior of a graph algorithm
can be translated to a system of differential equations which determine the limit to which
this functional representation converges in probability. The use of differential equations
technique in this way, which was pioneered by Wormald [65], is one of the central tools in
this dissertation.
1.3 Applications and Related Fields
This dissertation is a theoretical study of structural and algorithmic properties of
sparse random graphs. As such, our driving motivation is to better understand what we
consider to be important mathematical structures. Nevertheless, we are not oblivious to
the potential applications of random graph theory, several of which we will now discuss.
There are two rough categories of applications. The first involves using random graphs
as models for large networks that occur in the real world, either in nature or due to human
activity. The second involves using random graphs to further the development of a related
scientific field. In both cases, the potential for useful applications far exceeds what has been
accomplished to date, and the limiting factor is not the amount of applied research effort,
but the theoretical state of the art.
One issue is that current body of results about random graphs deals primarily with
the Erdős-Rényi models, which only cover a very small region of the space of “possible”
random graphs. While various other random graph models are available, few of these these
have been studied with any real sophistication — notable exceptions include random regular
graphs, random K-SAT problems, random hypergraphs, and the configuration model — and
the deepest results in random graph theory are largely confined to this somewhat restricted
set of random graphs.
Moreover, even for the Erdős-Rényi models, the majority of structural properties are
not well-understood. As such, for the foreseeable future, progress in applications of random
graph theory is likely to remain closely correlated to progress on the theoretical front.
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1.3.1 Random Graphs in the Real World
The idea of using graphs to model real-world phenomena is not new; indeed, the
“first” graph was an abstract representation of land masses connected by bridges. In the
last decade, though, there has been an explosion of interest in studying the structure of
various real-world networks, which unlike the Königsberg bridge graph, resemble random
graphs more than their discrete counterparts.
The prototypical examples of such real-world networks are the internet and the web
graph (the graph of web pages and hyperlinks). Whether or not these are truly “random”
is perhaps a philosophical question, but they are clearly the product of many small, inde-
pendent modifications, rather than a single grand design. Moreover, these graphs are very
large, even “massive,” as they are often described. And, as with random graphs, their exact
structure is not precisely knowable, and generally not relevant; if a single link were missing
from the web graph, nothing much would change.
Massive real-world graphs, however, do not often resemble Erdős-Rényi random graphs.
Most notably, rather than a Poisson degree distribution, real-world graphs typically exhibit
so called “power-law” or “thick-tailed” degree distributions, meaning that the fraction λ(i)
of vertices of degree i drops polynomially, rather than exponentially with i. Both the inter-
net and the web graph were found to exhibit power-law degree distributions by a number
of researchers (e.g. [30, 47, 40]), and power-laws were subsequently observed in many other
massive graphs including social networks, disease transmissions, and protein interactions.
The “power-law” phenomenon, which goes by many names, is nothing new: the
economist’s power-law is the Pareto distribution, which describes the distribution of wealth;
the linguist’s is Zipf’s law, and is related to frequency of word usage. Even power-law graphs
date back at least to 1965, when de Solla Price observed a power-law in the graph of scientific
citations [24].
The source of the power-law is what de Solla Price called cumulative advantage, and
the idea is that the rich get richer. A power-law graph degree distribution can be generated
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by adding edges to a graph one at a time, and, rather than connecting two vertices uniformly
at random, choosing vertices in proportion to their current degree.
The discovery (or re-discovery) of power-law graphs led to a slew of random graph
models which attempted to capture the behavior of these real-world graphs, typically using
one of two basic strategies. The first is to generate graphs incrementally, as described
above, using the principle of cumulative advantage [7, 8] (which now goes by the name of
preferential attachment). The second is to use the configuration model to choose uniformly
at random from all graphs with a power-law degree distribution [2].
There are various problems with either approach, the most significant of which is that
real-world graphs exhibit dense clusters and short cycles, while these random graphs are
locally tree-like. This observation prompted another generation of models which attempt
to also account for the clustering in real-world graphs. However, these second-generation
models are also somewhat problematic, in that the clustering that occurs in real-world
graphs is not entirely understood, and there is no satisfactory way to determine whether a
given model produces the correct kind of clustering.
Despite this recent progress, the science of massive real-world networks is truly in its
infancy, and the problem is not a lack of power-law models, but a generally inadequate
theoretical understanding. For example, the minimal requirements for a rigorous empirical
science would presumably include the ability to make predictions and test hypotheses. In
other words, one ought to be able to observe certain phenomena in a real-world graph, make
theoretical predictions, and then go back and see whether these predictions are accurate.
This would ideally lead to some rigorous way to establish that a given real-world graph
actually resembles a theoretical model. At present, the theory of random graphs is not
capable of supporting such applications with any degree of sophistication.
1.3.2 Random Graphs and Computer Science
In terms of sheer volume of publications, the bulk of interest in random graphs by
computer scientists is related to studying the internet and the world-wide web using random
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models. However, this is not so much a computational application of random graph theory
as it is an instance of a real-world graph which also happens to be of interest to computer
scientists. Although understanding these networks is certainly an important objective,
there are various other applications of random graph theory more substantively related to
theoretical computer science.
The Algorithmic Theory of Random Graphs
This dissertation is mainly concerned with using algorithmic methods to determine
structural properties of random graphs. A related research area, sometimes termed the
algorithmic theory of random graphs, involves determining whether certain computational
problems which are difficult to solve in general (i.e. NP-hard problems) can be solved effi-
ciently on random graphs [35]. Of course, if we are able to determine a structural property
of a random graph algorithmically, then de facto we have also solved the related algorithmic
problem as well.
Now, if it were possible to establish rigorously that certain real-world graphs truly
resembled random graph models, then the algorithmic theory of random graphs would yield
rigorous results about the running time of algorithms on real-world input graphs. However,
pending this development, in most settings, the assumption that the input to an algorithm
is uniformly random is unrealistically strong.
At a less rigorous level, though, both the structural and algorithmic analysis of random
graphs can contribute to the general understanding of what makes a problem computation-
ally difficult. Indeed, the most difficult graph properties to solve structurally for sparse
Gn,p generally correspond to NP-hard optimization problems; notable examples include the
independent set problem described above, and also the chromatic number. This is partly
due to the fact that, by and large, most combinatorial optimization problems are both
NP-hard computationally, and also hard to solve structurally for random graphs.
However, there are at least two examples of problems which are neither NP-hard nor
entirely computationally trivial, but which have been solved for sparse Gn,p. The first is the
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size of a maximum matching, which was solved by Karp and Sipser [43], and the second is
the k-orientability problem which is discussed in chapter 10 of this dissertation. Moreover,
both maximum matching and k-orientability are solvable on sparse Gn,p using relatively
simple heuristics; on the other hand, empirical studies and non-trivial conjectures suggest
that many NP-complete problems retain some of their computational difficulty, even if the
input graph is random.
Since most NP-complete problems remain unsolved both structurally and algorithmi-
cally on sparse random graphs, the rigorous differentiation between algorithmic and struc-
tural properties of sparse random graphs is currently somewhat beyond the state of the
art. Nevertheless, the limits of algorithmic methods on sparse random graphs are likely to
provide for fascinating research questions in the future.
Heuristics
Regardless of whether the algorithmic theory of random graphs bears any relation
to the general theory of computational complexity, a practical benefit of this algorithmic
analysis is that it often leads to the development of efficient heuristics.
An example of this is the simulated annealing heuristic, which is not a direct offspring
of the theory of random graphs, but which grew out of a closely related area in statistical
physics. More recently, this same line of thought has led to the development of a heuristic
for K-SAT and coloring problems called survey propagation [16] which appears promising
both in theory and in experiment.
It is difficult to make rigorous claims about the performance of any heuristic; this
is almost by definition. Indeed, a proof that a given heuristic performs well on uniformly
random input is technically only relevant if it is accompanied by some sort of assurance
that the graphs we intend to run it on are also uniformly random. Moreover, the strongest
heuristics, including survey propagation, are typically not provably effective even on random
input, since the insight which leads to the development of a heuristic typically precedes this
kind of rigorous analysis.
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Nevertheless, the true test of a heuristic is its success on real-world input, and in
practice, good heuristics are enormously valuable. As such, the fact that our structural and
algorithmic understanding of random combinatorial objects often leads to the development
of new heuristics cannot be overlooked. In terms of practical impact, simulated annealing
and other heuristics from the same family are perhaps the most significant computational
spinoffs from this entire line of research.
Random Graphs as Algorithmic Tools
A third application of random graph theory to algorithm design involves actually
using a random graph as a tool to achieve other algorithmic objectives. In other words,
if we are able to generate a random graph (pseudo-randomness issues notwithstanding),
we may then exploit known structural properties of this random graph to design efficient
randomized algorithms.
An example of this appears in chapter 10 of this dissertation. The random graph
property in this case is k-orientability, and the algorithmic applications are to hashing
and load-balancing. If the Erdős -Renyi random graph Gn,m is k-orientable for a given
edge-density c = m/n, then a certain generalization of Cuckoo hashing [58] can be shown
to succeed with high probability, and it thus becomes critical to determine the maximum
edge-density for which Gn,m is k-orientable with high probability.
1.3.3 Random Graphs and Statistical Physics
Although the field of random graphs is technically classified as a mathematical disci-
pline, certain branches of statistical physics have been dealing with very similar structures
for quite some time. In fact, due largely to the power-law phenomenon, a number of sta-
tistical physicists, along with scientists from various other disciplines, have taken a more
direct interest in random graphs.
However, this is a relatively recent development, and a much deeper connection be-
tween random combinatorial structures and statistical physics can be found in the field of
16
spin glasses [53]. Briefly, a spin glass is a physical phenomenon which behaves very much
like a random instance of a combinatorial optimization problem; a more accurate definition
is beyond the scope of our present discussion.
The physicist’s view of random combinatorial structures differs somewhat from that
of a combinatorialist or a probabilist, and this view is accompanied by a different, and
quite powerful, set of analytic techniques. In many cases, spin glass theory can only offer
conjectures rather than rigorous proofs, although recently some remarkable progress has
been made in making some of these conjectures rigorous [63]. Nevertheless, these conjectures
are “probably” correct — in many cases, they have been verified experimentally — and the
often offer a glimpse into the future of the rigorous mathematical theory of random graphs.
1.4 Organization and Contributions of this Dissertation
This dissertation is organized in four parts, followed by a brief conclusion.
Part I: Preliminaries
The first part deals with basic definitions: in chapter 2 we present some notation and
review background material, and in chapter 3, we introduce the configuration model.
Part II: Methods
Our methodology is developed in chapters 4 and 5. In chapter 4, we present a some-
what abstract approach to reasoning asymptotically about discrete random structures using
topological representation, including an independent proof of a version of the differential
equations theorem of Wormald [65]. In chapter 5, we deal specifically with the kinds of ran-
dom structures which we will be analyzing for the remainder of the dissertation: discrete
random processes which arise from the algorithmic analysis of the configuration model.
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Part III: Structural Properties
In the third part, we examine basic structural properties of random graphs: the de-
composition into connected components, the cores, and the diameter. Our first applications
appear in chapter 6, in which we analyze the 2-core of a random graph, along with its
decomposition into connected components.
In chapters 7 and chapter 8, we examine the local structure of a random graph in
the vicinity of a particular vertex. Chapter 7 explores the relationship between the local
structure of a random graph and a branching process at a somewhat informal level. In
chapter 8, we analyze the local structure more rigorously, and in doing so we compute the
diameter of a sparse random graph.
In chapter 9, we generalize the analysis of the 2-core and solve the analogous k-core
problem.
Part IV: Heuristics
In the final part, we examine the performance of heuristics for two combinatorial
optimization problem. In chapter 10, we present a heuristic for the k-orientability problem,
and we show that its performance is asymptotically optimal for a certain class of random
graphs which includes the Erdős-Rényi graphs Gn,m and Gn,p; the k-orientability problem
has special significance for Erdős-Rényi random graphs due to algorithmic applications to
hashing and load balancing.
In chapter 11, we consider the independence ratio problem for the special case of a
random 3-regular graph; we first reproduce the algorithmic analysis of the greedy heuristic
by Frieze and Suen [36], and we then present a more powerful heuristic that attains a
stronger lower bound.
1.4.1 Summary of Original Contributions
The original contributions of this dissertation include structural results regarding the
following four random graph properties.
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1. The size and degree distribution of the k-core of a random graph parametrized by
degree distribution is presented in chapters 6 and 9, and appeared in [32]. For the
Erdős-Rényi models Gn,m and Gn,p, the k-core threshold was found by Pittel, Spencer,
and Wormald [59]. The k-core problem for an arbitrary degree distribution was solved
independently by Molloy [54], Cooper [22], and Janson and Luczak [38] by similar
techniques.
2. An asymptotically accurate formula, of the form c lnn± o(lnn), for the diameter of a
sparse random graph is presented in chapter 8, and appeared in [33]. For both sparse
Gn,p and arbitrary distributions, this is the first result with this degree of accuracy.
3. The k-orientability thresholds for Gn,p, along with certain other degree distributions,
is presented in chapter 10, and appeared in [34] and [31]. The same result for Gn,p
was established independently, using a different technique, by Cain, Sanders, and
Wormald [18].
4. An improvement on the lower bound of Frieze and Suen [36] for the independence
ratio of random 3-regular graphs appears in chapter 11. This result has not yet been
written up as an individual paper.
We also include an alternate derivation of two significant results in random graph
theory. First, a version of the differential equations theorem of Wormald [65] is proved in
chapter 4. Second, an original presentation of the main results of Molloy and Reed [55, 56]
regarding the decomposition of a graph into connected components is given in chapter 6.
The methodology developed in chapters 4 and 5 for reasoning asymptotically about
discrete random structures is either an original contribution or it is not. This methodology
does not require any “results,” and is based almost entirely on topological properties of
function spaces, and very basic ideas from calculus. And, each individual part of this
methodology can be traced to another origin:
• the method of parametrizing the configuration model using convergence of the degree
distribution is due to Molloy and Reed [55, 56];
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• the use of differential equations for solving discrete random processes is due to Wormald
[65];
• the idea of topological representation is ubiquitous in mathematics, and has been
discussed in the specific context of graph theory in several ways [49, 48];
• our general methods of asymptotic reasoning draw heavily upon a number of clas-
sical ideas, including non-standard analysis, lattice completions, and representation
theorems for Boolean algebras.
On the other hand, the whole in this case is perhaps greater than the sum of its parts,
and bringing these elements together under one roof yields a coherent methodology which






Notation and Background Material
This dissertation is largely self-contained, and assumes no prior exposure to the field
of random graphs on the part of the reader. The only real technical prerequisite is a general
familiarity with the following four areas:
1. graph theory and combinatorics,
2. probability,
3. point-set topology,
4. real analysis and differential equations.
The purpose if this chapter is to establish basic notation and conventions, and to present
some preliminary background results. It is not intended as an introduction to any of the
four areas described above. For more background, we refer the reader to any number of
text on these topics, including: for graph theory [14], and for random graphs in particular
[13] and [39]; for probability [10] and [42]; for topology [57]; for real analysis [10] and [60];
for differential equations [21].
Chapter Organization
In section 2.1, we give an overview our notational conventions. In section 2.2, we
review some relationship between pointwise and ℓ1 convergence in the space R
ω. In section
2.3, we review Chernoff’s large deviations inequality, and present some corollaries.
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2.1 Basic Notation and Conventions
The field of random graphs, by nature, gives rise to a certain amount of notation.
First, we have the basic problem of describing combinatorial structures algebraically. Sec-
ond, there is notation related to probabilities, expectations, and so on. Third, random
graphs are studied asymptotically, which introduces another layer of notation. In our case,
the notational complexity is compounded by the fact that our primary technique is the
algorithmic method, which involves random processes, rather than individual random ob-
jects.
In general, we shall abide by established mathematical convention to the extent pos-
sible. However, in order to alleviate some of the notational burden, we will adopt a number
of simplifying abbreviations and conventions which are not entirely standard. The most
important points are summarized below, and each topic is discussed individually in its own
subsection.
§2.1.1: Random Structures and Discrete Probability
• Random variables and structures are denoted in boldface.
• We are working with discrete probabilities, so there are no concerns about mea-
surability.
• A generic random object is an equivalence class modulo equivalence in distribu-
tion.
• A random mapping f : S → R maps S to the set of generic random elements in
R, so f(s) is a random element in the set R.
§2.1.2: Asymptotics
• An asymptotic sequence is a sequence which exists for the sole purpose of taking
limits.
• The symbol η is reserved exclusively to index asymptotic sequences, as in sη.
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• An asymptotic element in S is implicitly assumed to be an asymptotic sequence,
and is written simply as “s” without the subscript.
• Unqualified references to “convergence,” uses of the symbol “→,” or “big O”
notation to the limit as η → ∞.
• An asymptotic random element is an asymptotic sequence of random elements,
and in this case convergence means convergence in probability.
§2.1.3: Graphs and Configurations
• We will technically be dealing with combinatorial structures called configurations,
which are defined in the next chapter.
• Configurations and graphs are similar, and for general discussion, we shall use
the term “graph” to refer to either of these, use the same symbol G, etc.
§2.1.4: Naive Set Theory
• A function, or a mapping, from R → S is more or less the same an element in
the cartesian product SR and we may use either kind of notation:
– a “function” is written f : R→ S as usual,
– a “tuple” is written (sr)r∈R and abbreviated by (sr).
• A function f : R → S acts naturally on subsets by f(R0) = {f(r0) : r0 ∈ R0} ⊆
S.
• We will not run into any set-theoretic dilemmas:
– a universal set is a “set of all” objects of a given kind,
– adequate universal sets can generally be constructed rigorously, and we shall
denote these using blackboard fonts (e.g. G denotes the set of all configura-
tions),
– choice functions exist if we need them to, and this does not generally require
the axiom of choice, not that it would matter if it did.
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§2.1.5: Product and Function Spaces
• Rω is a countable product of R:
– the countable index set is assumed to be Z∗ = {0, 1, . . .},
– elements in Rω are generally written in “function” notation by
x = (x(0), x(1), . . .).
• M([0, 1], S) is the set of functions from [0, 1] to S:
– elements in M([0, 1], S) are generally written in “tuple” notation by
(sξ) = (sξ)ξ∈[0,1].
• C([0, 1],X) is the set of continuous functions from [0, 1] to a topological space X.
• All products of topological or metric spaces endowed with the product topology
by default; the other topologies we use are
– xη
ℓ1−→ y denotes ℓ1 convergence in Rω;
– (xξ,η)
∞−→ (yξ) denotes uniform convergence in M([0, 1],X), for any metric
space X.
2.1.1 Random Structures and Discrete Probability
Our notation and conventions for random objects can be briefly summarized by stating
that we intend to treat random elements in a set S in the same way as an ordinary elements,
except that they are “random.” We shall use boldface to distinguish random objects, and
this allows us to introduce a random element by simply writing s ∈ S; since s does not
actually belong to the set S, this is an abuse of notation, but the meaning is clear.
Since we are studying discrete random structures (i.e. graphs), we may assume that
all probabilities are discrete which means, essentially, that any random element s ∈ S
has countable support, in the sense that there is some countable set S0 ⊆ S such that
P[s ∈ S0] = 1, and P[s = s] > 0 for each s ∈ S0. This allows us to define random
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elements in any set, without needing to first construct a measure. It also allows us to ignore
issues related to sets of measure zero; we shall generally use the terms “always” and “with
probability 1” synonymously.
Distributions
Discrete distributions are described using the following notation:
• the distribution of a random element s ∈ S, is the mapping S 7→ [0, 1] given by
s 7→ P[s = s].
• D[s] denotes the distribution of s, so D[s](s) = P[s = s],
• Dist(S) denotes the set of all (discrete) distributions on S,
• U(S) denotes the uniform distribution on a finite set S,
• s1 d= s2 denotes equality in distribution meaning that D[s1] = D[s2].
Generic Random Objects and Random Mappings
We shall generally avoid explicit references to any underlying probability space by
using what we shall call generic random objects. Technically, we define a generic random
element in a set S to be an equivalence class modulo equivalence in distribution. Intuitively,
a generic random element s is more or less an algebraic device for manipulating a distribution
using “probabilistic” notation.
A second important concept is that of a random mapping, which is a mapping from a
set S to the set of generic random elements in a second set R. Similarly to random elements,
we may introduce a random mapping by writing : S → R, which is technically an abuse of
notation, but again the meaning is clear. Intuitively, a random mapping can be understood
as a “black box,” which takes as input a random element from S, and outputs an element
in R which is “random.”
We have the following notation and conventions:
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• xµ denotes a generic random variable with distribution µ;
• generic random objects are independent by default, so ∑ji=1 xµ,i denotes the sum of
j i.i.d. copies of xµ;
• each call to a random mapping is similarly independent, and thus a Markov chain can
be specified using a random mapping f : S → S by letting st+1 = f(st) for all t.
Since we will omit references to an underlying probability space throughout this dissertation,
then every random object is considered generic, and we will shortly stop explicitly using
the term “generic.”
Now, the fact that generic random objects are independent by default does not mean
that they are always independent. For example, given random variables x,y, we may specify
that
x = y + 1.
This means that the pair (x,y) is a generic random element in R2 which satisfies x = y + 1
always (or, equivalently, with probability 1). Note that this is not the same as the condition
x
d
= y + 1.
Conditional Probabilities and Distributions
For random elements s, r ∈ S,R and an event L:
• D[s | L] is the distribution of s, conditional on L;
• P[L | s] is the probability of L, conditional on s;
• D[r | s] is the distribution of r, conditional on s.
Note that, while D[s | L] is just an ordinary distribution on the set S (provided that
P[L] > 0), both P[L | s] and D[r | s] are random objects, since they depend on the value
of s. In particular, D[r | s] is a random element in the set Dist(R) of distributions on R,




We shall use “tuple” notation to denote random processes, so an S-valued random
process would be denoted by
(st)
T
t=0 = (s0, s1, . . . , sT ),
and may be abbreviated by simply (st).
The time coordinate is by default assumed either to range from t = 0 to either ∞
or some fixed time T . We call T the specified duration of the process. In some cases, the
process may halt prematurely at some random time τ ∈ {0, . . . , T}; in this case, we abide
by the convention that the sample path is extended for the specified duration in the halted
state, so st = sτ for t > τ .
For the purposes of taking conditional probabilities and expectations, we will generally
consider the “state of knowledge” at time t to be the history, so the conditional expectation
“at time t” is by default assumed to mean
Et[·] = E[· | s0, . . . , st].
Conditional probabilities Pt[·] and conditional distributions Dt[·] are defined in the same
way.
This is not a universal rule though, and in some cases, we will include other state
information in addition to the history, but in these cases, we will do so explicitly.
Increments and Martingales
For an R-valued process (xt):
• ∆xt = xt − xt−1 denotes the increment of an R-valued process (xt) at time t,




An asymptotic sequence is a sequence which exists for the sole purpose of taking limits.
We shall reserve the symbol η exclusively to index asymptotic sequences, as in sη, and in
most cases we will leave of this symbol and take the limit η → ∞ implicitly. Accordingly,
an asymptotic element in S is an asymptotic sequence which is written simply as “s” rather
than “sη.”
When working with asymptotic elements, any unqualified references to “convergence”
refer to the limit along this sequence; for instance, if x is an asymptotic element in R, then
x → 0 means that limη→∞ xη = 0. This of course does not mean that other convergences
cannot take place, only that they must be qualified; for instance, the statement “f(z) → 0
as z → 0” indicates an ordinary convergence which has nothing to do with asymptotic
sequences.
Asymptotic Notation
We shall frequently use the standard “big O” notation:
• xη = O(yη) means that there exist constants C,N > 0 such that xη < Cyη for n > N ;
• xη = o(yη) means that, for all ǫ > 0, there exists N such that xη < ǫyη for n > N ;
• xη = Ω(yη) means that yη = O(xη);
• xη = ω(yη) means that yη = o(xη);
• xη = Θ(yη) means that both xη = O(yη) and xη = Ω(yη).
As usual, unqualified uses of “big O” notation refer to the limit as η → ∞.
Convergence and Separation
We will often work with the topological definition of convergence; when working with
a topological space X, an expression of the form “B ∋ x” for some x ∈ X is understood to
indicate that B is an open neighborhood of x in X.
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For an asymptotic sequence xη in a topological space X, and a fixed y ∈ X:
• xη → y means that, for all B ∋ y, there exists N such that xη ∈ B for all η > N ;
• xη 9 y means that there exist B ∋ y and N such that xη /∈ B for all η > N .
The first of these definitions is of course standard, but second is not. We shall call the
condition xη 9 y a separation, and the symbol “9” should be interpreted as “is bounded
away from” rather than “does not converge to.”
Asymptotic Random Elements
An asymptotic random element in a set S is an asymptotic sequence sη or random
elements in S. Asymptotic random elements will be discussed at length in the next two
chapters, and the above definitions will be generalized to deal with convergence in proba-
bility of asymptotic random elements.
For now, we only point out that an asymptotic random element is not an S-valued
random process, but rather an asymptotic sequence of unrelated random elements, and in
particular, any limits as η → ∞ are limits in probability.
2.1.3 Graphs and Combinatorial Structures
The terminology used to describe graphs and related combinatorial structures has
not been entirely standardized. At a technical level, we will be working with configurations
(which are discussed at length in the next chapter) rather than graphs, so we will use graph-
theoretic terminology primarily for high-level, informal discussions, and any ambiguities will
be resolved at the time they arise.
Basics
A graph is a pair G = (V,E) where V is a set of vertices, E is a set of edges, and each
edge is an unordered pair of (not necessarily distinct) vertices e = {u, v}. The following
definitions are relatively non-controversial.
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• an edge e = {u, v} is said to connect the vertices u, v;
• in this case, u and v are said to be adjacent, and the edge e is incident upon both u
and v;
Simple Graphs
A graph, as we have defined it, allows for loops and parallel edges, which are defined
as follows:
• an edge e = {v, v} which connects a vertex v to itself is called a loop;
• a set of two or more edges e1 = {u, v} and e2 = {u, v} which connect the same pair
of vertices is called a set of parallel edges;
• a graph G = (V,E) is simple if the edge set E does not contain any loops or parallel
edges;
The term multi-graph is often used to describe a graph which is not necessarily simple. For
our purposes, though, the terms “graph” and “multi-graph” will be considered synonymous,
so by default a graph G may contain loops or multiple edges unless we specify that G is
simple.
Vertex Degrees
An edge e = {u, v} is said to be incident upon vertices u and v, and the degree of a
vertex v is the number of edges incident upon v, counting multiplicities, so a loop {v, v} is
counted twice. A vertex is isolated if its degree is 0.
Isomorphisms
An isomorphism between graphs G = (V,E) and G = (V ′, E′) is a pair of bijections
f : V → V ′ and g : E → E′ such that, for every e = {u, v}, g(e) = {f(u), f(v)}. And, two
graphs are isomorphic if there exists an isomorphism between them. Similarly, for any pair
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of of combinatorial objects of any kind, an isomorphism is a set of bijections between the
various components which preserves all structural relations in this way.
2.1.4 Naive Set Theory
We will not tangle with any foundational issues in set theory. Our present purpose is
to clarify some notation, and show how universal sets of “all” objects of a given kind can
be constructed easily and without controversy.
Functions, Mappings, and “Tuples”
The words “function” and “mapping” are synonymous for our purposes, and a “tuple”
is simply a mapping (or function) which is written r 7→ sr rather than r 7→ f(r). The choice
of whether to use “function” versus “tuple” notation is more or less arbitrary, and depends
upon how we want to use the particular object.
With at least two important exceptions (see §2.1.5), we will denote by SR the space
of such mappings, and generally use “tuple” notation to denote elements of SR. We denote
an entire tuple by (sr)r∈R, and abbreviate by (sr); the expression sr alone denotes a single
element in S corresponding to the coordinate r of this tuple.
Some related notation:
• (si)ti=1 denotes the sequence (s1, s2, . . . , st),
• {sr}r∈R denotes the multiset of all sr (including multiplicities) for r ∈ R,




We will often abuse notation by letting a function f : R→ S act on subsets as follows:
• for a subset R0 ⊆ R, we let f(R0) = {f(r0) : r0 ∈ R0} ⊆ S;
• for a subset S0 ⊆ S, we let f−1(S0) = {r ∈ R : f(r) ∈ S0} ⊆ R.
32
Less frequently, we will abuse notation in the opposite way, by identifying any s ∈ S with
the singleton subset {s} ⊆ S, as in f−1(s) = f−1({s}) = {r ∈ R : f(r) = s}.
Given a subset S0 ⊆ S, the set difference is denoted by
S\S0 = {s ∈ S : s /∈ S0}.
Universal Sets
We will often find it useful to discuss universal sets such as the “set of all (finite)
graphs.” This has nothing to do with formal set theory, and is mainly to describe some
simple ideas in terms of sets and mappings.
As an example, we will show how a suitable set of all graphs might be defined. Since
G will denote the set of all configurations, we shall use the symbol Ĝ to denote the set of
all graphs. In this case, we may first designate a set of all “vertices,” which we may denote
by V; a good choice would be V = N. Then, we let Ĝ denote the set of all graphs for which
the vertex set is a (finite) subset of V.
We may now, e.g., define a “graph property” as a mapping α : Ĝ → {⊤,⊥}. Note,
though, that we are not imposing any canonical form on the set of all graphs. This allows
us to, e.g., place two distinct copies of the same graph next to each other; also, a sub-graph
of a graph in Ĝ is also an element of Ĝ, and so on.
Choice Functions
Along with universal sets, we will also occasionally use choice functions, primarily for
use in algorithmic constructions. The idea is that an algorithm often needs to “choose an
arbitrary vertex” in a graph, and we may describe this operation set-theoretically in terms
of a choice function vC from the set Ĝ to the set V of vertices, such that vC(V,E) ∈ V for
every graph (V,E).
Again, this is neither a deep nor a controversial idea; if the universal vertex set is
V = N, then we may explicitly construct such a choice function by choosing the minimal
v ∈ V , and there is no need for the axiom of choice.
33
2.1.5 Product and Function Spaces
There are two specific kinds of product and function spaces which will play a special
role in this dissertation.
The Countable Product Rω
R
ω denotes a countable cartesian product of R, and although elements of Rω are
arguably “tuples,” we will denote them as “functions.” In a second departure from conven-
tion, we will use the set Z∗ = {0, 1, . . . , } as the countable index set, so an element in Rω is
written
x = (x(0), x(1), . . .).
The reason for doing this, is that countable product spaces will most frequently be
used to describe probability distributions on the set Z∗, which will in turn be used to
parametrize our random graphs. We shall denote the set of such distributions by
Φ = Dist(Z∗),
and we note that Φ is a subset of [0, 1]ω , which is in turn a subset of Rω.
Elements of Φ will typically be written using the Greek letters λ, µ, and ν. By using
“function” notation, we are able to denote an element of Φ by a single symbol, rather than
a “tuple.”
The Function Spaces M([0, 1], S) and C([0, 1],X)
For an arbitrary set S and a topological space X:
• M([0, 1], S) is the set of functions [0, 1] → S;
• C([0, 1],X) is the set of continuous functions [0, 1] → X.
Although elements of either of these sets are “functions,” we will use “tuple” notation:
(sξ) = (sξ)ξ∈[0,1].
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The reason is that these objects will be used to represent the scale sample path of a
random process. This is described in chapter 4, but briefly, for a random process (st), we
shall define a corresponding random element (sξ) in M([0, 1], S) by letting sξ = s⌊ξT ⌋ for
each ξ ∈ [0, 1]. In this way, (sξ) “looks like” the original sample path.
The Product Topology
If X is a topological space, then any product XI is by default endowed with the
product topology. This principle is universal throughout this dissertation, regardless of
what kind of notation is used, or of any other considerations.
Convergence in the product topology is pointwise convergence, so if (xi,η) is an asymp-
totic sequence in XI , and (yi) ∈ Xi is fixed, then
(xi,η) → (yi)
means that xi,η → yi as η → ∞ for each fixed coordinate i ∈ I,
The other topologies we will use are the ℓ1 topology on R
ω, and the uniform topology
on M([0, 1],X), and we will explicitly denote convergence in either as follows.
• xη ℓ1−→ y denotes ℓ1 convergence in Rω;
• (xξ,η) ∞−→ (yξ) denotes uniform convergence in M([0, 1],X), for any metric space X.
Although there are many other possible topologies (i.e. the uniform topology on Rω), we
will work almost exclusively with just these.
2.2 Pointwise and ℓ1 Convergence
In this section we discuss the relationship between pointwise and ℓ1 convergence in
the countable product space Rω. Our convention, as described above, is to denote elements
of Rω in “function notation,” and the countable coordinate space is Z∗ = {0, 1, . . .}, so an
element of Rω is written as
x = (x(0), x(1), . . .).
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Of course, the choice of Z∗ as coordinate space is clearly without loss of generality, and we
may equivalently use any countable set.
By default, Rω is endowed with the product topology, so xη → x indicates pointwise
convergence; this means that, for each fixed i, xη(i) → x(i). The other topology we will use





We will denote the normed space of all x such that ‖x‖1 <∞ by the same symbol
ℓ1 = {x ∈ Rω : ‖x‖1 <∞}.
Convergence with respect to the ℓ1 norm is denoted by xη
ℓ1−→ x, which means that
‖xη − x‖1 → 0. Note that ℓ1 convergence is well-defined in all of Rω, but we are generally
only interested in ℓ1 convergence within the space ℓ1 ⊆ Rω itself.
2.2.1 Summability
Definition 2.2.1. An asymptotic sequence xη in ℓ1 is summable if:
1. lim supn→∞ ‖xη‖1 <∞;
2. limJ→∞ lim supη→∞
∑
i>J |xη(i)| = 0.
The idea is that, for a summable sequence, pointwise convergence implies ℓ1 conver-
gence. Before proving this, we make some simple observations.
Proposition 2.2.1. Assume xη is summable. Then:
1. the asymptotic sequence yη defined by yη(i) = |xη(i)| is summable;
2. if zη is summable, then so is yη = xη + zη;
3. if x ∈ ℓ1 is fixed, and c is any constant, then yη = x+ c · xη is summable;
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i>J |xη(i)| for all η and all J (including J < 0), then
yη is summable;
5. if yη satisfies |yη(i)| < |xη(i)| for all η and all i, then yη is summable;
6. all of the above hold if the pre-condition is assumed to hold just for all η > N , where
N is a fixed constant.
Proof. The first two claims are immediate by definition. For the third claim clearly c · xη is
summable, as is any constant asymptotic sequence (x, x, . . .) in ℓ1, so the third claim follows
from the second.
For the fourth claim, by choosing J < 0, we have ‖yη‖1 ≤ ‖xη‖)1, and the second
summability condition is satisfied by yη by definition. The assumption that |yη(i)| < |xη(i)|




i>J |xη(i)| from the
fourth claim, which in turn implies summability.
Finally, it is clear that the preconditions only need to hold for η > N , since any finite
segment of an asymptotic sequence does not affect limits.
Proposition 2.2.2. Let xη be an asymptotic sequence in ℓ1, let x ∈ ℓ1 be fixed, and assume
xη → x. Then xη ℓ1−→ x if and only if xη is summable.
Proof. By considering yη = xη−x if necessary, we may assume w.l.o.g. that the limit is the
zero vector x = 0 = (0, 0, . . .). The forward implication is now trivial, since xη
ℓ1−→ 0 implies
that ‖xη‖1 → 0, which in turn implies that lim supη→∞
∑
i>J |xη(i)| = 0 for all J .




i≤J |x(i)|, which is equal to 0 due to the assumption that x is the zero




















which is equal to 0 by summability.
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2.2.2 Equivalence of Topologies
We now establish that ℓ1 convergence is equivalent to pointwise convergence combined
with convergence of ℓ1 norm.
Proposition 2.2.3. Let xη be an asymptotic sequence in R
ω, and let x ∈ Rω be fixed, and
assume xη → x. Then:
1. lim infη→∞ ‖xη‖1 ≥ ‖x‖1,
2. if ‖x‖1 <∞, then xη
ℓ1−→ x if and only if ‖xη‖1 → ‖x‖1.
























Since limJ→∞ lim supη→∞
∑
i>J |xη(i)| ≥ 0, the first claim has been proved.
For the second claim, the forward implication is trivial, since ℓ1 convergence clearly
implies ‖xη‖1 → ‖x‖1. For the reverse implication, the above equation shows that if
‖xη‖1 → ‖x‖1 < ∞, then limJ→∞ lim supη→∞
∑
i>J |xη(i)| = 0, which means that xη(i)
is summable and therefore converges to x in ℓ1.
We may restate this proposition in terms of topological equivalence.
Corollary 2.2.4. The ℓ1 topology, when restricted to the space ℓ1 ⊆ Rω, is equivalent to
the topology induced by the product topology and the mapping x 7→ ‖x‖1 from ℓ1 → R.
Proof. Since the countable product of metric topologies is metrizable, this is an immediate
consequence of proposition 2.2.3.
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2.2.3 The Space Φ = Dist(Z∗)
The space of distributions on Z∗ = {0, 1, . . .} carries special significance in this disser-
tation, since it will serve to parametrize the random graphs we study. We note shall denote
this space by
Φ = Dist(Z∗),
and we note that Φ is a subset of ℓ1, and in fact
Φ = {µ ∈ ℓ1 : ‖µ1‖ = 1, µ(i) ≥ 0 for all i}.
The equivalence of pointwise and ℓ1 convergence in Φ is an immediate corollary to propo-
sition 2.2.3.
Corollary 2.2.5. If µη is an asymptotic sequence in Φ, and µ ∈ Φ is fixed, then µη → µ if
and only if µη
ℓ1−→ µ.
Proof. Since every element of Φ has ‖µ‖1 = 1, then clearly ‖µη‖1 → ‖µ‖1 = 1 regardless of
pointwise convergence. Hence, by proposition 2.2.3 if µη → µ then µη ℓ1−→ µ (and the revers
implication is trivial).
We may again state this in terms of topological equivalence.
Corollary 2.2.6. The product and ℓ1 topologies coincide on Φ.
Proof. Immediate.
2.3 Large Deviations
In this section, we present some preliminary classical results regarding large devia-
tion probabilities. We shall not require any sophisticated results from the theory of large
deviations (as in e.g. [25]). Instead, we shall be satisfied with upper bounds of the form
P[Ln] ≤ e−Cn
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for a sequence of events (Ln)
∞
n=1. Moreover, we are not concerned with optimizing the value
of the constant C in the above equation; it will suffice for our purposes to prove that such a
constant exists. We are also not interested in lower bounds on large deviation probabilities.
As such, the results discussed below are quite elementary, and they are not stated in the
strongest possible form.
The following theorem is essentially a restatement of Chernoff’s classical upper bound
on large deviation probabilities.
Theorem 2.3.1 (Chernoff [19]). For any ǫ, δ > 0 and any continuous function f : [0, ǫ] → R
satisfying f(0) = 0 and f ′(0) ≤ 0, there exists a constant C > 0 such that the following
statement holds.
Let (xt) be an R-valued process with x0 = 0 and such that
ln Et[e
z∆xt+1] ≤ f(z)
always for all t and all z ∈ [0, ǫ], where ∆xt+1 = xt+1 − xt. Then, for all t, we have
P [xt ≥ δt] ≤ e−Ct.
Proof. First, note that for any z ∈ [0, ǫ] and any t > 0, we have










≤ E [ezxt−1 ] f(z).
It thus follows inductively that E [ezxt ] ≤ t · f(z).
For any δ > 0, and z ∈ [0, ǫ], Markov’s inequality now yields









Moreover, since f(0) and f ′(0) ≤ 0, then for z sufficiently small, we have f(z) < δz,
and hence for such a z, we choose 0 < C < f(z) − δz, and conclude
P [xt ≥ δt] ≤ e−Ct.
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2.3.1 Independent Random Variables
We now derive two corollaries which deal with sums of i.i.d. random variables. Recall
that for any distribution µ on R, xµ denotes a generic µ-distributed random variable, and
∑t
i=1 xµ,i denotes the sum of t independent copies of xµ.
Corollary 2.3.2. Let µ be a distribution on R such that |M(µ)| <∞ and E[eǫxµ ] <∞ for









Proof. For each t, let yt = xµ,t −M(µ), and let Yt =
∑t
i=1 yt, noting that ∆Yt = yt.
Next, recall that the moment-generating function can be written as




and therefore g(0) = 1 and g′(0) = E[xµ] = M(µ). Moreover, by assumption g(ǫ) <∞, and
therefore g(z) is continuous and finite for z ∈ [0, ǫ].




f(z) = ln E[ezy] = ln E[ez(xµ−M(µ))]
= ln E[ezxµ ] − zM(µ)
= ln g(z) − zM(µ).
It follows that f(z) = 0 and f ′(z) = g′(z)/g(z) −M(µ) = 0.
Since
ln Et[e
z∆Yt+1] = ln Et[e
zyt+1] = f(z)
by definition, then by Theorem 2.3.1, C can be chosen such that P[Yt > (M −M(µ))t] <
e−Ct and the proof is complete.
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An easy way to bound the moment-generating function is if the distribution µ is itself
bounded.
Corollary 2.3.3. Let µ be a distribution on R and assume that |M(µ)| < ∞, for some
fixed K, P[xµ > K] = 0. Then for any M > M(µ), there exists a constant C > 0 such that,








Proof. The bound P[xµ > K] = 0 implies that E[e
zxµ ] ≤ ezK <∞ for all z ≥ 0.
We make two final comments. First, clearly the signs can be reversed to achieve
upper rather than lower bounds. Second the assumption that |M(µ)| < ∞ is not strictly
necessary; the bound on the moment-generating function ensures that M(µ) < ∞, and if
M(µ) = −∞, then the above inequalities will in fact hold for any M ∈ R. We omit this
argument since we do not need this result, but the proof is straightforward.
2.3.2 Azuma’s Martingale Concentration Inequality
An R-valued process (xt) is a martingale if Et[∆xt+1] = 0, and a supermartingale if
Et[∆xt+1] ≤ 0; note that any supermartingale is also a martingale. Our next corollary is
Azuma’s inequality for supermartingales with bounded differences.
Corollary 2.3.4 (Azuma’s Inequality [6]). For all ǫ, C1 > 0 there exists C2 > 0 such that,
for any supermartingale (xt) with x0 = 0 and such that |∆xt| < C1 always for all t, we
have, for all t,
P [|xt| > ǫt] ≤ e−C2t.
Proof. Without loss of generality, we may assume the bound on increments is |xt| ≤ 1. In





Hence, such a martingale satisfies Et[e
z∆xt+1] ≤ cosh(z), and since cosh(0) = 1 and cosh′(0) =
0, the bound follows from Theorem 2.3.1.
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Chapter 3
Random Graphs and the Configuration Model
In this chapter, we present a detailed introduction to the configuration model, which
will serve as our basic random graph model throughout this dissertation. The configuration
model was originally developed by Bender and Canfield [9] and Bollobás [11] as a means of
generating a random graph with a prescribed sequence of vertex degrees. This model is not
quite as simple as the Erdős-Rényi models Gn,m and Gn,p, and a certain amount of book-
keeping is required at the outset before we can smoothly manipulate random graphs gener-
ated by the configuration model. However, this initial investment in technical bookkeeping
ultimately pays dividends, since the configuration model is more versatile and expressive
than the Erdős-Rényi models; in fact, several other random graph models, including the
Erdős-Rényi models, can be simulated by the configuration model.
Chapter Organization
In section 3.1 we introduce the configuration model, along with some basic related
definitions and notation. In section 3.2, we describe the algorithmic method, which is our
principal analytical technique for studying random graphs generated by the configuration
model. In sections 3.3 and 3.4, we discuss the problem of parametrizing the configuration
model asymptotically. Finally, in section 3.5, we discuss how the configuration model can
be used to simulate other random graph models, and we discuss certain specific instances
of the configuration model which carry special significance.
History and Background
The configuration model was originally developed by Bender and Canfield [9] and
Bollobás [11], and its earliest applications were to the study of random regular graphs.
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The algorithmic method is a common technique in random graph theory, particularly
for the configuration model. Perhaps the earliest celebrated algorithmic result is that of
Karp and Sipser [43] regarding maximum matchings and independent sets in Gn,p. An
overview of algorithmic results for random graphs can be found in [35].
Asymptotic parametrization by degree distribution was used by Molloy and Reed
[55, 56] in the analysis of the giant component. Similar parametrizations have been used
by other authors, in Kim [46] and [2].
3.1 Graphs and Configurations
Recall that a graph is a pair (V,E) where V is a set of vertices, and E is a set of edges,
each of which is an unordered pair of vertices. In this dissertation, we will primarily work
with a similar combinatorial structure called a configuration, which is defined as follows.
Definition 3.1.1. A configuration is a triple (A,V,E), in which:
• A is a set of endpoints;
• V is a set of vertices, and each endpoint a ∈ A belongs to a single vertex V (a) ∈ V ;
• E is a set of edges, each of which contains two distinct endpoints, and such that E
forms a perfect matching of A.
Graphs and configurations are closely related, and given a configuration G = (A,V,E),
we may obtain a graph Ĝ = (V, Ê) by creating a graph-edge ê = {V (a1), V (a2)} ∈ Ê for
each configuration-edge e = {a1, a2} ∈ E. A graph can thus be understood as an equivalence
class of configurations, and the mapping G 7→ Ĝ as a canonical projection. The relationship
between graphs and configurations is illustrated in figure 3.1
In order to generate a random configuration, we begin with just the pair (A,V ), and




Figure 3.1: On the left, a configuration G = (A,V,E), and on the right, the corresponding
graph Ĝ = (V, Ê).
• an endpoint partition is a pair H = (A,V ) such that each a ∈ A belongs to a single
V (a) ∈ V ;1
• E(A) denotes a uniformly random matching of any (even) set A;
• G(H) = (A,V,E(A)) denotes the corresponding random configuration.
As described above, we may obtain a random graph via canonical projection G(H) 7→ Ĝ(H),
and this method of generating a random graph is called the configuration model. We now
introduce basic notation, along with certain key definitions, related to the configuration
model.
3.1.1 Notation and Conventions
The configuration model will serve as our exclusive random graph model throughout
this dissertation, and therefore, at a technical level, we will generally work directly with
configurations rather than graphs. However, most “natural” combinatorial properties de-
pend only on the ordinary graph Ĝ, and thus in most cases, we will implicitly identify any
configuration G with its image Ĝ under canonical projection.
Accordingly, in general settings, the term graph will be used to refer to either a graph
or a configuration, and the term ordinary graph will mean specifically a graph and not a
configuration. We will use the symbol G for configurations or graphs, and we may refer to
1This definition reflects the fact that the endpoint set A is partitioned into subsets A(v) = {a ∈ A :
V (a) = v} by the vertex set.
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the structure G(H) as a random graph. Also, we may say that an edge connects two vertices
even though the things being connected are actually endpoints, and so on.
One noteworthy departure from convention is that we shall generally denote the num-
ber of endpoints and vertices in a configuration G = (A,V,E) by
n = n(G) = |V | and m = m(G) = |A| ,
respectively. The number of edges is therefore |E| = m/2, which differs from the usual
convention whereby the number of edges in graph is denoted by m. We will typically
reserve the symbols “n” and “m” for this purpose exclusively.
Basics
These following three notations are essential:
• A(v) denotes the set of endpoints which belong to a vertex v ∈ V ;
• V (a) denotes the vertex which contains an endpoint a ∈ A;
• E(a) denotes the edge which contains an endpoint a ∈ A;
Relations Among Endpoints
We will typically adopt an “endpoint-centric” approach to configurations, meaning
that structural details will generally be described in terms of relationships between endpoints
rather than vertices or edges. Intuitively, for example, we will think of a “location” in a
configuration as an endpoint rather than a vertex, and we shall use the following notation
to describe the other nearby endpoints:
• ~E(a) = E(a)\{a} denotes the endpoint matched to a (and thereforeE(a) = {a, ~E(a)});
• ~V (a) = A(V (a))\{a} denotes the set of other endpoints belonging to the same vertex
as a.
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Endpoint and Vertex Subsets
The above definitions will often be used in conjunction with the convention that, the
image of a subset S0 ⊆ S under a mapping f : S → R is denoted by f(S0) = {f(s0) :
s0 ∈ S0} ⊆ R. For example, given an endpoint subset A0 ⊆ A, we have the following
abbreviations:
• E(A0) = {E(a0) : a0 ∈ A0} denotes the set of all edges which contain at least one
a0 ∈ A0;
• V (A0) = {V (a0) : a0 ∈ A0} denotes the set all vertices which contain at least one
a0 ∈ A0.
Sub-Structures
We will loosely refer to any combination of subsets of the endpoint, vertex, and edge
sets of a configuration (A,V,E) as a sub-structure. There are many kinds of sub-structures
and we will not attempt to catalog them here; for now, we only give some basic definitions
related to endpoint subset A0 ⊆ A:
• (A0, V ) is an endpoint partition, in which all endpoints keep their vertex assignments;
• A0 is edge-closed if E(A0) is a perfect matching of A0, or equivalently, if ~E(A0) = A0;
• if A0 is edge-closed, then (A0, V,E(A0)) is a configuration.
The fact that (A0, V ) is (obviously) an endpoint partition reveals a potential ambiguity
in the definition, which we briefly discuss. As the name suggests, in an endpoint partition
(A,V ), the the endpoint set A is partitioned into disjoint subsets A(v) by the vertex set.
However, the actual vertex v is not the “same object” as the set A(v) of endpoints it
contains. In contrast to an edge in a configuration, which is “just” an unordered pair of
endpoints, a vertex has its own identity beyond its endpoint set.
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In an endpoint partition (A0, V ) where A0 ⊆ A, each v ∈ V now contains a (possibly)
different set of endpoints:
A0(v) = A0 ∩A(v) = {a0 ∈ A0 : V (a) = v}.
However, the actual vertex v retains its original identity in spite of this fact.
At a technical level, then, the use of “containment” terminology to describe the rela-
tionship between vertices and endpoints is slightly abusive. In fact, an endpoint partition
is not just a pair (A,V ), but a triple consisting of an endpoint set A, a vertex set V , and a
function mapping each endpoint to its assigned vertex, which we are also denoting with the
symbol V . Nevertheless, for intuitive purposes, we shall continue to say that v “contains”
an endpoint a if V (a) = v.
3.1.2 Degrees and Residual Degrees
The degree of a vertex v in an ordinary graph (V,E) is the number of edges incident
on v, counting multiplicities. In a configuration (A,V,E), the degree of a vertex v can be
computed simply by counting endpoints. As mentioned above, we will typically adopt an
“endpoint-centric” view of a configuration, and the appropriate corresponding quantity is
the residual degree, which is defined as follows.
Definition 3.1.2. For a configuration G = (A,V,E):
• the degree of a vertex v ∈ V is the number of endpoints it contains:
deg(v) = |A(v)| ,
• the residual degree of an endpoint a ∈ A is one less than the degree of the correspond-
ing vertex:
res(a) = 1 − deg(V (a)).
We will give an intuitive justification for the residual degree below; first, we present
two more crucial definitions. We will frequently characterize the multiset {deg(v)}v∈V of
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vertex degrees (or the multiset {res(a)}a∈A of residual degrees) in terms of probability
distributions as follows.
Definition 3.1.3. For a configuration G = (A,V,E):
• the degree distribution λG is the distribution of the random variable deg(v), where v
chosen uniformly at random from V :
λG(i) =
|{v ∈ V : deg(v) = i}|
|V | , (3.1)
• the residual distribution µG is the distribution of the random variable res(a), where
a is chosen uniformly at random from A:
µG(i) =
|{a ∈ A : res(a) = i}|
|A| . (3.2)
For a configuration (A,V,E), degrees and residual degrees do not depend on the edge
set. Hence, the degree and residual distribution are well-defined with respect to an endpoint
partition (A,V ) alone, and we shall denote these by λ(A,V ) and µ(A,V ), respectively.
The Residual Degree
While the degree of a vertex is a fairly natural parameter, the residual degree of an
endpoint is perhaps, at first glance, less intuitively appealing. However, in many cases, the
residual degree turns out to be a more useful quantity, and we now discuss why this is the
case.
As noted above, we will often adopt an “endpoint-centric” view of a configuration. Of
course, the notion of degree can naturally be generalized to an endpoint a by just counting
the total number of endpoints belonging to the corresponding vertex V (a). This quantity,
which we shall call the true degree, is indeed useful in certain situations; we shall denote
the true degree simply by
deg(a) = deg(V (a)) = |A(V (a))| .
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The residual degree, which is one less than the true degree, is best understood as the
total number of endpoints belonging to V (a) other than the given endpoint a. As defined








∣ = |A(V (a))\{a}| .
The term “residual” is derived from the fact that, if the given endpoint a were removed,
the degree of the vertex V (a) would then be equal to the residual degree res(a).
The significance of the residual degree can be illustrated as follows. Suppose we are
performing an ordinary search on a configuration G = (A,V,E), beginning at a vertex
v1 ∈ V , and in our first step, we traverse an edge e = {a1, a2} to reach a second vertex
v2 = V (a2). Now, although the vertex v2 has a total of deg(v2) = |A(v2)| incident edges, we
have already traversed one of these edges in order to reach v2. Hence the residual degree
of the endpoint a2 is precisely the number of additional edges which we might choose to
explore without backtracking.
In other words, the “branching factor” of our search tree is determined by the residual
degrees, rather than the true degrees, of the endpoints explored during the search. For
instance, if res(a2) = 0, then we have reached a “dead end,” if res(a2) = 1, then there is
only one way to continue this search, and so on. This is illustrated in figure 3.2
For similar reasons, the residual distribution generally provides a better characteriza-
tion of the local structure of a random configuration G(A,V ) than the degree distribution.
In a random configuration, the endpoints are matched uniformly at random, and therefore
any fixed a1 ∈ A will be matched to a random neighbor a2, which is uniformly distributed
on the set A\{a1}. And, if we were to traverse this edge, the (random) number of additional
edges we can now explore without backtracking will be (more or less) distributed according
to the residual distribution µ(A,V ) of the endpoint partition (A,V ).
As a result, the local structure of a G(A,V ) will resemble a recursive random tree
structure called a Galton-Watson tree [4] generated by the residual distribution. This local
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resemblance is one of the definitive characteristics of random configurations, and is discussed







Figure 3.2: The residual degree corresponds to the “branching factor” in a search, which in
this case is equal to 3.
The Degree and Residual Distributions
For any configuration G (or any endpoint partition H), the residual distribution can
be easily computed from the degree distribution as follows. First, each vertex of degree i
contains i endpoints of residual degree i−1 (i.e. of true degree i). And, the fraction |A| / |V |
is equal to the average vertex degree, which is the first moment of the degree distribution,










On the other hand the degree distribution λG cannot be recovered from µG, since the
addition of isolated vertices (vertices of degree 0) does not affect the residual distribution.
Nevertheless, the relative values of λG(i) for i ≥ 1 are uniquely determined by µG, and thus















Moreover, isolated vertices have a trivial effect on the structure of a graph, and hence




The degree distribution is scaled by dividing by the total number of vertices, but in
some cases, we will need to work with the raw number of vertices of a given degree. We
shall denote this quantity by
ΛG(i) = |{v ∈ V : deg(v) = i}| ,
and we will refer to the set of values ΛG(i) for i ≥ 0 as the unscaled degree distribution;
note also that, clearly, we have λG(i) =
ΛG(i)
|V | .
Another useful unscaled parameter is the degree sequence. In some cases, we will
assume that the vertex set V is canonically ordered in some way, in which case we shall
denote the sequence of vertex degrees, according to this ordering, by
DG = (deg(v1),deg(v2), . . . ,deg(vn)).
Since the order of vertices has a negligible effect on the structure of a graph, the degree
sequence rarely provides any useful information which is not available from the degree
distribution. But, for technical reasons, it is sometimes necessary to deal with such issues
as canonical orderings.
3.1.3 Universal Sets
For both high-level discussion and technical details, we will often work with universal
sets:
• G denotes the set of all (finite) configurations;
• H denotes the set of all (finite) endpoint partitions;
A reader concerned that these “sets” might not exist is referred to section 2.1.4; the idea is
not to get into set-theory, but rather to be able to describe a “property” of configurations
as a mapping α : G → {⊤,⊥}, and so on.
We shall also use blackboard letters to relate such sets to each other as follows:
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• H(G) = (A,V ) denotes the endpoint partition of a given G = (A,V,E) ∈ G;
• G(H) = {G ∈ G : H(G) = H} denotes the set configurations with endpoint partition
H;
• E(A) denotes the set of all perfect matchings of a finite set A.2
To illustrate how these definitions are useful, for any Boolean property of the form
α : G → {⊤,⊥}, we may induce a mapping Pα : H → [0, 1] by
Pα(H) = P[α(G(H)) = ⊤] =
|{G ∈ G(H) : α(G) = ⊤}|
|{G(H)}| .
The behavior of the property α with respect to the configuration model can be succinctly
described in terms of this function.
Distributions on G
Using the terminology from §2.1.1, the symbol G can be understood as a random
mapping from H to G. The image G(H) of this random mapping is thus a generic random
element in G, which is an equivalence class modulo equivalence in distribution.
In some cases, we will encounter a random configuration G which is not directly
generated in this way. However, in this case, we may still analyze G using similar techniques,
provided that the distribution of G, conditional on its endpoint partition H(G) (which is
a random element in H), is the uniform distribution on G(H(G)). This condition can be
stated as follows.
Definition 3.1.4. A random configuration G is H-conditionally uniform if, for everyH ∈ H
such that P[H(G) = H] > 0, and every G ∈ G(H), we have
P[G = G | H(G) = H] = 1|G(H)| .
2Note that E(A) = ∅ unless |A| is even, since an odd set cannot be perfectly matched; similarly, G(H) = ∅
unless the number of endpoints is even, but in general, this technicality can be overlooked.
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The right-hand side of the above expression denotes a random element in G which is con-
structed by first taking the random endpoint partition H(G), and then applying the random
mapping G, which returns a uniformly random configuration with this endpoint partition.
We may also express this condition explicitly in terms of the distribution of G. We
denote the uniform distribution on G(H) by U(G(H)), which is the distribution of G(H):
D[G(H)] = U(G(H)).




P[H(G) = H] · U(G(H)).
3.1.4 Symmetry and Enumeration of E(A)
The “source” of randomness in the configuration model is the uniformly random
matching E of the endpoint set A, and in this section, we examine some some basic prop-
erties of the set E(A) of perfect matchings of a given set A.
Unlike the Erdős-Rényi random graph model Gn,p, the occurrences of edges in a
uniformly random matching are not independent events. As a result, certain common
probabilistic techniques involving sums of random variables are not as easily applicable to
the configuration model. On the other hand, the set E(A) exhibits various symmetries
which are not generally available in independent-edge models.
In particular, the uniform distribution on E(A) is clearly invariant under permutations
of the endpoint set. This invariance has several immediate implications, the simplest of
which is the following.
Proposition 3.1.1. Let E be a uniformly random perfect matching of A, and choose any
a ∈ A. Then:
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1. ~E(a) is a uniformly random element in A\{a};
2. conditional on ~E(a), the remaining edge set E\E(a) is a uniformly random matching
of the set A\{a, ~E(a)}.
Proof. Immediate by symmetry.
More generally (and somewhat trivially), the distribution of E conditional on any
given property being satisfied is uniform on the set of perfect matchings which satisfy this
property. These symmetries can be established without explicitly dealing with probabilities;
they are simply consequences of the fact that any given matching is just as likely to occur
as any other. Ultimately, of course, actual probabilities will necessarily enter into the
picture. However, as a general guideline (or perhaps an aesthetic principle), it is preferable
to exploit the symmetry of the uniform distribution on E(A) rather than to explicitly
compute probabilities.
Needless to say, this guideline does not hold universally. Indeed, although the edge oc-
currences in a uniformly random matching are not strictly independent, these dependencies
(for disjoint endpoint pairs) are very slight. And, in most cases, this “near independence”
can be substituted for true independence to achieve similar results. Nevertheless, this sort
of technique runs somewhat against the grain, and, even in cases where these independence-
based techniques seem appealing, it is often possible to find a simpler solution by exploiting
symmetries.
Enumeration of Perfect Matchings
The number of perfect matchings of an m-element set can be computed easily using
standard combinatorial techniques. We may identify each perfect matching of the set [m] =
{1, . . . ,m} with an equivalence class of permutations by defining, for any permutation
σ : [m] → [m], the corresponding matching
E(σ) = {{σ1, σ2}, {σ3, σ4}, . . . , {σm−1, σm}}
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Accordingly, any permutation acts on the set of perfect matchings of [m] by composition,
so ρ(E(σ)) = E(ρ ◦ σ), and thus for any matching E, we have
ρ(E) = {{ρi, ρj} : {i, j} ∈ E}.
The total number of perfect matchings can be computed by counting symmetries as follows.
Proposition 3.1.2. For any even m, the number of perfect matchings of an m-element set
is
(m− 1)!! = (m− 1)(m− 3) · · · 1.
Proof. The group of symmetries is of any given matching is generated by transpositions of
two elements in the same edge, along with permutations of the entire edge set. This group





m(m− 1) · · · 1
(m/2)(m/2 − 1) · · · 1 · 2m/2 =
m(m− 1) · · · 1
2 · (m/2) · 2 · (m/2 − 1) · · · 2 · 1
=
m(m− 1) · · · 1
m(m− 2) · · · 2
= (m− 1)(m− 3) · · · 1.
The quantity (m − 1)!! = (m− 1)(m − 3) . . . 1 is the double factorial of (m− 1). We
note that
m! = (m− 1)!! ·m!!,
and hence the double factorial can be roughly approximated by the square root of the
ordinary factorial.
The double factorial formula has a simple interpretation which will play a key role
in our algorithmic methods. Specifically, we may choose a canonical representative permu-
tation for each perfect matching as follows. First, we require that the first element in the
permutation is σ1 = 1, and thus we have (m− 1) choices for the second element σ2. Then,
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we require that the σ3 is the smallest of the remaining elements so σ3 = 2 unless σ2 = 2,
in which case σ3 = 3. We then have (m− 3) choices for σ4, and so on, so total number of
choices is (m− 1)(m− 3) · · · 1 = (m− 1)!!.
3.1.5 Configurations and Simple Graphs
Although configurations are arguably interesting combinatorial structures in their own
right, ordinary graphs are of much more traditional and perhaps “natural” structures. Of
course, given a configuration G = (A,V,E), we may obtain an ordinary graph on the same
vertex set V via the projection mapping G 7→ Ĝ = (V, Ê). The set of graph-edges Ê is the
multiset
Ê = {V (a1), V (a2)}e={a1,a2}∈E
of unordered pairs of vertices.
Accordingly, the configuration model may be used to generate an ordinary graph by
Ĝ = Ĝ(A,V ), and the degree of each vertex in this graph will be the same as its degree
deg(v) = |A(v)| in the endpoint partition (A,V ). However, there are certain potential issues
which warrant discussion.
First, by definition G(A,V ) is uniformly distributed on the set G(A,V ) of all configu-
rations with endpoint partition (A,V ). However, this does not immediately imply anything
about the distribution of the corresponding random ordinary graph.
Second, recall an ordinary graph (V,E) is simple if
1. each edge connects two distinct vertices (i.e. there are no loops);
2. no two edges connect the same pair of vertices (i.e. there are no parallel edges).
We are typically interested in simple graphs, but the configuration model allows for the
possibility of loops and parallel edges.
For the purpose of discussing the relationship between configurations and simple
graphs, we will temporarily work with a canonically ordered vertex set V = (v1, . . . , vn)},
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in which case an endpoint partition H = (A,V ) can be specified canonically by the degree
sequence DH = (deg(v1), . . . ,deg(vn)).
Proposition 3.1.3. Let H = (A,V ) be an endpoint partition with degree sequence DH =
(d1, . . . , dn), and assume that
∑n
i=1 di = m is even. Then there are exactly
∏
i=1 di! config-
urations in G(A,V ) which correspond to each simple graph with degree sequence D.
Proof. We proceed by induction on twice the number of endpoints (i.e. the number of edges).
For m = 2, this is trivial, since there is only one configuration and one such simple graph.
Now inductively assume the claim holds for m − 2, choose any simple graph Ĝ = (V, Ê),
and pick any edge ê.
W.l.o.g, we may assume that ê = {v1, v2}; note that since Ĝ is simple then this edge
cannot be a loop. Also, clearly, there are d1 · d2 ways to choose endpoints a1, a2 from each
of v1, v2 to form a corresponding configuration edge {a1, a2}. Since Ĝ is simple, then ê is
the unique graph-edge connecting v1 and v2, and therefore exactly one such pair {a1, a2} of
endpoints must belong to every perfect matching which generates Ĝ.
Finally, by induction, for each pair {a1, a2} there are (d1−1)!(d2−1)!
∏n
i=3 di! perfect
matchings A\{a1, a2} which yield the remaining set of graph edges Ê\{ê}, and therefore
the total number of matchings which yield Ê is
∏n
i=1 di!.
Corollary 3.1.4. Every simple graph with degree sequence DH occurs with equal probability
as Ĝ(H).
Proof. Immediate.
Due to this fact, the configuration model can be used to generate uniformly random
simple graphs, provided that the probability of generating a simple graph is not too low.
Computing this probability in general is rather difficult, but for sparse graphs, by imposing
maximum degree constraints or bounds on the moments of the degree distribution, the
probability of encountering loops or multiple edges can be kept under control.
58
We shall not get into details, because our primary concern is the random configuration
G(A,V ) itself. In the appendix we demonstrate that the configuration model can be used
to simulate the Erdős-Rényi random graph Gn,m by conditioning on simplicity in this way.
For a more detailed discussion on such topics as enumeration of simple graphs, we refer the
reader to, e.g. [52, 11, 9].
3.2 The Algorithmic Method
The algorithmic method refers loosely to a collection of techniques for studying random
combinatorial structures algorithmically. While there are many ways to accomplish this,
we may roughly classify algorithmic techniques as either constructive or destructive.
The constructive method involves generating a random graph G(A,V ) algorithmically.
In this case, the initial state is the endpoint partition (A,V ), and as time passes, edges are
added incrementally until ultimately the algorithm terminates with a complete, uniformly
random graph G(A,V ). Due to the symmetries discussed above, there are many algorithmic
techniques for generating a uniformly random matching. Therefore, for a given graph
property α, it is often possible to devise a constructive algorithm such that this property
can be determined fairly easily from the execution path.
The destructive method involves predicting the output of an ordinary graph algorithm
on a random input graph. That is, given a graph property α and an algorithm which
computes α, we would attempt to analyze the execution path of this algorithm when the
initial state is the random graph G(A,V ). The term “destructive” derives from the fact
that the algorithms we will analyze typically modify the structure of graph by, for example,
removing edges. In this case, the execution path will be somewhat of a “mirror image” of a
constructive algorithm, in that edges are incrementally removed over time, and the terminal
state is just the endpoint partition (A,V ).
As we shall see, the constructive and destructive methods are closely related, and in
most cases, we can express a given constructive algorithm destructively and vice versa. In
either case, an essential characteristic of the algorithmic method is that the “randomness”
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of a random graph G(A,V ) is uncovered in small increments. The algorithmic method thus
stands in contrast to what we may call “static” methods, whereby one attempts to reason
about the entire structure of a random graph at once.
The configuration model is particularly suited for algorithmic analysis due to the
symmetries of the set E(A) of perfect matchings of the endpoint set A. Indeed, while
“static” methods are often based on concentration inequalities and sums of independent
random variables, the success of the algorithmic method hinges on the ability to successfully
manage the incremental release of information. For this purpose, the symmetry and the
uniform randomness of the configuration model are often more valuable than independence.
3.2.1 Algorithmic Generation of a Random Graph
We first introduce the constructive algorithmic method, which involves generating a
random configuration G(A,V ) algorithmically. The configuration model is based on the
uniformly matching E of the endpoint set A, which can be generated by a simple recursive
algorithm as follows.
Proposition 3.2.1. The following recursive algorithm generates a uniformly random match-
ing of an (even) set A:
1. choose a (possibly random) endpoint a1 ∈ A arbitrarily;
2. choose a second endpoint a2 ∈ A\a1 uniformly at random;
3. create an edge e = {a1,a2}, let A = A\{a1,a2}, and return the matching
E = {e} ∪ E(A).
Proof. Immediate by symmetry.
We shall call this basic algorithm the configuration model (CM) algorithm. Typically
we will analyze the CM algorithm in iterative, rather than recursive form. In this case, we
begin with an endpoint set A0 = 0, and at each time step, we remove a single endpoint
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at ∈ At−1 to yield At = At−1\{at}. The method of choosing the endpoint thus depends on
whether t is even or odd:
• at each odd time t, we may choose at arbitrarily from At−1;
• at each even time t, at must be chosen uniformly at random from At−1;
• after each even time step, we create an edge et = {at−1,at}.
Note that this algorithm can be customized by specifying the method by which odd num-
bered endpoints are selected. In applications, the odd numbered endpoints will be selected
in a manner which facilitates the analysis of a particular graph property.
3.2.2 Destructive Methods
The destructive algorithmic method involves predicting the output of a particular
graph algorithm on a random input graph. Since we are only concerned with the output,
we will adopt a somewhat primitive definition of an “algorithm” which suits our needs.
Definition 3.2.1. A graph algorithm (or, more precisely, a configuration algorithm) consists
of:
1. a transition function π : G → G;
2. a set of terminal states GT ⊆ G.
In addition:
• the execution path for any input graph G is the sequence (G0, G1, . . . , GT ), where
G0 = G, GT is a terminal state (assuming such a state is reached), and Gt+1 = π(Gt)
for each t;
• this graph algorithm computes a property α : G → {⊤,⊥} if α(G) = α(π(G)) for all
G ∈ G.
61
We note that there are various “loopholes” in this definition. For instance, it may
be the case that a terminal state is never reached. Also, an “algorithm” of this sort need
not bear any resemblance to an actual computational procedure. The actual algorithms we
encounter, though, will not suffer from any of these problems, and since the above definition
meets our requirements, we shall not dwell on potential technicalities.
At an intuitive level, what is important is that an algorithm transforms a given con-
figuration G in such a way that the property α : G → {⊤,⊥} is preserved. Ideally, π(G)
should be “simpler” than the original configuration G, and thus as the algorithm executes,
the problem of determining α(G) = α(Gt) becomes progressively easier, until a terminal
state is reached, at which point the property α(GT ) becomes “trivial.”
Random Input and the Observable Process
If the input graph is random, then the execution path (G0,G1 = π(G0), . . . ,Gτ) will
also be random, as will the termination time τ . However, this sequence is a “random
process” in name only, since the entire execution path is predictable from the initial state.
The “randomness” of the initial random graph G0 is thus released all at once, which more
or less defeats the purpose of constructing such a random process in the first place.
In order to achieve an incremental release of randomness, we shall restrict our access
to information as follows:
• the observable state at any time t is the endpoint partition Ht = H(Gt);
• the H-valued process (Ht) = (H(Gt)) is called the observable process.
Unlike the actual execution path, the observable process will indeed be “morally”
random. The observable process somewhat corresponds to the experience of monitoring
the execution of an actual algorithm on a real computer. In this case, the true state is the
internal state of the computer: the exact value stored in every individual memory register,
etc. This is, of course, more information than a human can process, so instead one must
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choose certain key parameters to monitor, which hopefully provide an overall picture of the
internal memory state.
Uniformity Preserving Algorithms
Without imposing restrictions on the transition function π, this observable process
may not be “well-behaved.” Recall that, as defined in §3.1.3, the distribution of random
configuration G is H-conditionally uniform if, conditional on its endpoint partition H =
H(G), the distribution of G is uniform on the set G(H). We this offer the following
definition.
Definition 3.2.2. A graph algorithm is uniformity preserving if:
1. for any endpoint partition H, the distribution of π(G(H)) is H-conditionally uniform;
2. there exists a subset HT ⊆ H such that any state G is terminal if and only if H(G) ⊆
HT .
It is fairly evident that these conditions ensure that the observable process will be
Markov. We shall describe the corresponding transition kernel in “probabilistic” notation





Intuitively, this means that, for any H ∈ H, π(H) is a random element in H, which is
distributed identically to the endpoint partition H(π(G(H))) of the random graph π(G(H)).
By convention, each call to random function is assumed to be independent, and can thus
be used to define a Markov chain, in the natural way.
Proposition 3.2.2. For a uniformity preserving graph algorithm, and any H ∈ H, the
observable process with initial state G(H) is a stopped, H-valued Markov chain for which:
1. the transition probabilities satisfy Ht+1 = π(Ht), where π is defined in (3.5);
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2. the stopping time is τ = min{t : Ht ∈ HT}.
Proof. We shall first inductively show that
D[Gt | H0, . . . ,Ht] = D[Gt | Ht] = D[G(Ht)] (3.6)
holds for all t (with probability 1). The base case is immediate by assumption, so assume
that (3.6) holds for t, and we may extend to t+ 1 as follows.








D[Gt+1 | H0, . . . ,Ht] = D[Gt+1 | Ht] = D[G(π(Ht))],
which implies both that (3.6) holds for t+ 1, and also that
D[Ht+1 | H0, . . . ,Ht] = D[Ht+1 | Ht] = D[π(Ht)],
which proves the first claim.
The second claim is immediate, since by definition 3.2.2, the termination condition
can be detected from the observable state by the condition Hτ = H(Gτ ) ∈ HT .
Due to this proposition, once we have established that a given algorithm preserves
uniformity, it is no longer necessary to keep track of the actual execution path, since the
true state at any time t is simply the uniform distribution on G(Ht). Moreover, the fact
that the graph algorithm π computes a property α can also be characterized in terms of
this observable transition function. As in §3.1.3, we define a function Pα : H → [0, 1] by
Pα(H) = P[α(G(H)) = ⊤].
The uniformity preservation property in this case yields the relationship
Pα(H) = E[Pα(π(H))], (3.7)
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and, hence, by tracing the observable process until it terminates, we have
Pα(H) = E[Pα(H1)] = . . . = E[Pα(Hτ)].
And, the termination condition will typically be such that the property α can be determined
trivially, so either Pα(Hτ) is equal to either 0 or 1 (for instance, a common termination
condition is that Hτ is empty).
Intuitively, then, the observable process can itself be considered to be the execution
path of a (randomized) algorithm for which the state space is the set H of endpoint par-
titions. This algorithm does not compute a “property” in the same way as the underlying
graph algorithm. However, we are able to compute the value Pα(H) in expectation, in the
sense that E[Pα(Hτ)] = Pα(H).
Simple Edge Removal and Endpoint Choice
The basic destructive method outlined above is limited to algorithms which preserve
uniformity in distribution, conditional on the endpoint partition. Intuitively, a uniformity
preserving algorithm will make certain local structural modifications to a configuration
G = G(H), while leaving the remainder of the configuration “undisturbed.” Typically,
these algorithms will be quite simple, and involve some kind of local search or greedy
optimization. However, with a little creativity, it is often possible to express some fairly
effective algorithmic techniques in a manner which preserves uniformity.
The easiest way to preserve uniformity is to remove one edge at a time. Removing an
edge e = {a1, a2} from a configuration G = (A,V,E), also requires removing both endpoints
a1, a2 from the endpoint set A, and we will abbreviate this procedure by writing
G− e = (A\{a1, a2}, V,E\{e}).
Now, we cannot remove “just any” edge from G if we wish to preserve conditional
uniformity. In a sense, we must choose the edge e based on information available in the
endpoint partition (A,V ). For this purpose, we shall make use of an endpoint choice function
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which is simply a mapping which chooses an endpoint aC(H) ∈ A given an endpoint partition
H = (A,V ). As discussed in §2.1.4, this has nothing to do with the axiom of choice; the
idea is simply to ensure that the choice of endpoint does not depend on the edge set of a
configuration.
Proposition 3.2.3. For any endpoint choice function aC on H, the following preserves
uniformity:
1. for any G ∈ G, choose an endpoint a1 = aC(H(G));
2. set π(G) = G− E(a1), where E(a1) is the edge incident on a1.
The observable transition function is given by
π : (A,V ) 7→ (A\{a1,a2}, V ),
where a1 = aC(A,V ), and a2 is a uniformly random element in A\{a1}.
Proof. Let G = G(H), and note that the choice of a1 depends only on H = (A,V ), and
hence a1 is not random. The edge e is of course random, as is the endpoint matched
to a1, which we may denote by a2 = ~E(a1). And, by proposition 3.1.1, a2 is uniformly
distributed in A\{a1}, and the restricted matching E\E(a) is a uniformly random matching
of A\{a1,a2} by symmetry. Hence, π(G) is a uniformly random configuration on H1 =
(A\{a1,a2}, V ), and therefore conditional uniformity is preserved.
Note that this algorithm is more or less identical to the basic constructive CM algo-
rithm described in §3.2.1. If we keep track of time in terms of individual endpoint removals,
rather then edge removals, we once again have a situation in which, at odd time steps, we
remove an endpoint deterministically (according to the choice function), while at even time
steps, we remove an endpoint uniformly at random.
The constructive and destructive methods are thus closely related, and the difference
between the two is perhaps philosophical, and reflects two different conceptions of what it
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means for something to be “random.” In the constructive case, the edge set does not “exist”
until the algorithm executes, while in the destructive case, the entire edge set exists at the
outset, but we are not “aware” of it as observers. At a formal level, though, there is no
real difference between these two situations, and we may choose whichever interpretation
we find more appealing.
Although the constructive method was easier to “set up,” in many cases, the destruc-
tive method is ultimately more intuitive. This is because it is more natural to describe graph
properties in terms of an actual graph algorithm, rather than an algorithm which constructs
a configuration. Using the destructive method, we can thus establish the correctness of an
algorithm in the usual way, and once we have established that such an algorithm preserves
uniformity, we can “let it run,” and move on to the analysis of the observable process.
3.2.3 The Removal Process
Both the constructive and destructive algorithms described above are such that the
vertex set remains unchanged throughout the execution. In either the case, the key random
structure is the following:
• a removal process is a random descending chain (At) of subsets of the endpoint set A;
• a removal process is simple if |At| − |At+1| = 1 for all t;
• in this case, the process can be described by the individual endpoint removed each
step:
At+1 = At\{at+1}.
Our algorithmic analysis of the configuration model is largely based on endpoint re-
moval processes, along with the corresponding random sequence of Ht = (At, V ). And, in
most cases, by decomposing iterations of an algorithm appropriately into individual end-
point removal steps, we shall be able to work with a simple process, which is advantageous
for several reasons.
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And, as described above in §3.1.2 an endpoint partition can be characterized by its
degree distribution (or residual distribution), along with the number of vertices. At a
technical level, then, we will primarily work with either (λt) = (λHt) or (µt) = (µHt), each
of which are random processes for which the state space is the set of distributions on Z∗.
Variations
There are many possible variations on this central theme, and we will very briefly
mention two possibilities. First, the technique described above is not the only way to
preserve uniformity (or, conversely, to generate a uniform random matching). In chapters
10 and 11, we shall use an slightly different method; nevertheless, the observable process
will still be an endpoint removal process as described above, just that way endpoints are
selected for removal is not the same.
Second, in a literal sense, the destructive method outlined above is only applicable to
Boolean graph properties. Of course, if we are given some other kind of property to com-
pute, there are many ways to modify the technique appropriately. We might, for example,
augment the state space by including some auxiliary information along with the graph Gt.
Or, the relationship between α(Gt) and α(Gt+1) might not be more complicated than just
equality. However, it is not hard to see that any of these variations are relatively easy to
accommodate within the same general framework.
3.3 Asymptotic Parametrization
The theory of random graphs is by nature asymptotic, in that we are generally only
concerned with random graphs which are “arbitrarily large.” For this purpose, we shall con-
struct asymptotic sequences Gη of random graphs, and reason about the limit as η → ∞.
Our asymptotic conventions were discussed in the previous chapter, but briefly, an asymp-
totic sequence exists solely for the purpose of taking limits, which for random structures
means limits in probability. The symbol η serves no purpose other than to index such se-
quences, and in applications we will generally leave off the indexing subscript, and take the
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limit η → ∞ implicitly.
Our asymptotic parametrization is based on convergence of the residual distribution
(defined in §3.1.2). Hence, the parameter space is the set
Φ = Dist(Z∗)
of distributions on Z∗ = {0, 1, . . .}. By default, we work with the product topology on Φ, so
µη → µ means pointwise convergence µη(i) → µ(i) for each fixed i, but, since pointwise and
ℓ1 convergence are equivalent in this situation (see section 2.2 from the previous chapter),
the following definition could be stated in terms of either.
Definition 3.3.1. For an asymptotic sequence Hη = (Aη , Vη), the expression
Hη = H(µ) (3.8)
specifies that both mη = |Aη| → ∞ and µHη → µ as η → ∞.
We shall similarly denote a corresponding asymptotic sequence of random graphs by
Gη = G(µ),
so in this case Gη = G(Hη) for Hη = H(µ).3 These notations should be understood in the
same way as asymptotic “big O” notation, in that the symbol “=” technically denotes set
membership rather than equality. In general discussion, we will use the expression G(µ) in
statements such as
G(µ) satisfies α with probability 1 − o(1)
to indicate that, for any asymptotic sequence of endpoint partitions Hη satisfying these
assumptions, we have limη→∞ P[α(G(Hη)) = ⊤] → 1
3Note that the number of endpoints |Aη| is even for this to be well-defined, and we thus maintain this
unstated assumption as well.
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Other Possible Approaches
The configuration model has been parametrized asymptotically in a number of more
or less equivalent ways (perhaps the “standard” would be the Molloy and Reed [55, 56]).
Our definitions differ cosmetically from the common asymptotic parametrizations in two
ways.
First, we do not assume that the number of vertices in Hη is exactly η, so as not
to confuse the index of an asymptotic sequence with a meaningful property of Hη. The
assumption mη → ∞ ensures that the graph becomes “large,” and it is not difficult to see
that the number nη = |Vη| must also tend to ∞; in fact, as will be shown below, the number
of non-isolated vertices (i.e. vertices of strictly positive degree) will be of the same order of
magnitude Θ(mη).
Second, for reasons which will become clear, the residual distribution µHη , rather than
the degree distribution λHη , is our basic asymptotic parameter. In §3.3.1, we will show that
the same effect can be accomplished with the degree distribution modulo small technicalities.
Regardless of which route is chosen, the basic reality is that to reason about the configuration
model asymptotically, convergence of the residual distribution is a necessary, and, in most
cases, also a sufficient assumption.
In addition to these cosmetic differences, in some situations, certain additional as-
sumptions are required, the most common of which are:
• convergence of one or more moments of the residual distribution;
• a bound on the maximum degree.
These additional assumptions are discussed in §??
3.3.1 The Degree and Residual Distributions
We are using the residual distribution µH to describe the structure of an endpoint
partition, and the number of endpoints m = |A| to describe its size. An alternate, and
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perhaps more “natural” choice is to use the degree distribution λH and the number of
vertices n = |V | for these respective purposes.
The only actual difference between these two choices is minor: the residual distribution
does not take into account isolated vertices. For technical reasons it is necessary to allow
isolated vertices to exist, but they have no substantive effect on the structure of a graph.
Aside from isolated vertices the degree and residual distributions provide the same
information. As shown in §3.1.2, the residual distribution can be computed from the degree
distribution; we may thus define the residual distribution algebraically as a function of any





where M(λ) is the first moment; in order for this to be well defined, of course, we must
have 0 < M(λ) <∞.
Due to this relationship between λ and µλ, we may restate our convergence assump-
tions in terms of the degree distribution as follows.
Proposition 3.3.1. For any λ ∈ Φ which satisfies 0 < M(λ) < ∞, and any asymptotic
sequence Hη of endpoint partitions, the following two statements are equivalent:
1. Hη = H(µ) and λHη(0) → λ(0);
2. nη = |Vη| → ∞, λHη → λ, and M(λHη) →M(λ).
In this case, we also have mη = Θ(nη).
Proof. It is immediate from (3.9) that the second condition implies pointwise convergence
µHη → µ. Also, note that the average degree is M(λHη) = mη/nη, so the fact that
mη = Θ(nη) is a consequence of the convergence of M(λHη ) → M(λ); this in turn implies
that mη → ∞, and therefore Hη = H(µ).
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For the opposite implication, note that, given the value λ(0), the rest of the degree






























j=0 µ(j) = 1, this follows from dominated convergence (see §2.2.1).
This proposition is evidently not applicable unless we are given the value limη→∞ λHη(0) =
λ(0). However, for equally obvious reasons, we may assume without any real loss of gener-
ality that λ(0) = 0, in which case either both methods of asymptotic parametrization are
precisely equivalent. Note also that in this case we have mη = Θ(nη), which means that
the graphs we are dealing are sparse (i.e. the average degree is Θ(1)).
Factorial Moments
The relationship between λ and µλ can also be described in terms of moments. For
distributions on Z∗, it is generally preferable to work with factorial moments rather than
ordinary moments, and hence, for any integer k ≥ 1, we shall denote the k’th factorial





where (i)k denotes the falling factorial (i)k = i(i − 1) · · · (i − k + 1); since we will use
the first moment far more often than the higher moments, we will continue to abbreviate
M(λ) = M1(λ) =
∑
i iλ(i).

























We now briefly touch upon certain variations of our standard asymptotic assump-
tions which will arise on occasion. In addition to technicalities related to isolated vertices
discussed above, there are three more substantial issues worthy of mention.
1. We will occasionally require convergence of the first moment M(µHη ) → M(µ). Due
to proposition 3.3.2, this can also be accomplished using the degree distribution by
M2(λHη) →M2(λ).
2. A bound on the maximum degree is sometimes required, the purpose of which is
to prevent one vertex, or a small number of vertices, from adversely affecting the
structure of the entire graph. For technical reasons we will not get into at this point,
the bound we shall use in this situation will be of the form m
1/8−Ω(1)
η .
3. In some cases, the endpoint partition will itself be random. This occurs, for instance,
if we are able to show that Gη = G(µ) will contain a sub-graph G
′
η which is uniformly
distributed, conditional on its endpoint partition. In this case, if we can predict the
(random) residual distribution µG′η , then we can reason about the structure of G
′
η
based on results about a uniformly random configuration with this residual distribu-
tion. Generally speaking, definition 3.3.1 will handle random parametrization more or
less effortlessly, but there are certain technicalities involved, and therefore we postpone
this discussion until the next section.
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3.4 Asymptotics and Probability
Now that we have defined the asymptotic random graph G(µ), the next step is to
decide what to “do with it.” A natural starting point is to consider a given graph property




In many cases, we find that the above limit is either 0 or 1; this phenomenon is called a
zero-one law.
Of course, certain graph properties, such as the diameter or the number of connected
components, cannot naturally be expressed as a Boolean statement. Instead, these graph
properties may take the form of a function β from the set G of all configurations to R. In
this case, we cannot generally determine the exact value of β(Gη), and the corresponding
phenomenon is convergence in probability, which we shall call concentration. Broadly de-
fined, then, our “objective” is to uncover zero-one laws and concentrations, and we now
proceed to give more precise definitions regarding both concepts.
3.4.1 High-Probability Guarantees
In many cases, we will be able to determine not only that Gη satisfies a given graph
property with probability tending to 1, but also the rate at which this convergence occurs. In
general, it is desirable to achieve the strongest possible guarantee on the rate of convergence
in probability, and for this purpose, we will use the following high probability guarantees.
Definition 3.4.1. Let Lη be an asymptotic sequence of events, let xη be an asymptotic
sequence in R, and assume xη → ∞. Then:
• Lη occurs asymptotically almost surely (a.a.s.) if P[Lη] = 1 − o(1);
• Lη occurs with xη-polynomially high probability (xη-w.p.h.p.) if P[Lη ] = 1 − x−Ω(1)η ;
• Lη occurs with xη-exponentially high probability (xη-w.e.h.p.) if P[Lη] = 1 − e−Ω(xη);
74
• Lη occurs with ultimately always (u.a.) if there exists a fixed N ∈ N such that
P[Lη] = 1 for all η ≥ N ;
• unqualified uses of “w.e.h.p.” are assumed to mean mη-w.e.h.p., where mη = |Aη| is
the number of endpoints in Hη, and similarly for w.p.h.p.
The phrase “P[Lη ] occurs with high probability” (w.h.p.) will be used as a placeholder
for which any of the above phrases may be substituted. Obviously, all instances of “w.h.p.”
within a given context must be substituted in the same way.
The two intermediate guarantees, which specify a rate of convergence, depend on
some other asymptotic sequence xη with respect to which this rate is determined. Again,
this shields the asymptotic index η from any substantive involvement. Note also that none
of these guarantees distinguish between rates of convergence P[Lη ] → 1 which differ by a
constant factor. This has two important consequences:
• if nη = Θ(mη) then the conditions mη-w.h.p. and nη-w.h.p. are equivalent;
• if both Lη and Kη occur w.h.p., then so does Lη ∧Kη.
The first of these consequences allows us to interchange the number of vertices or
endpoints in Hη for the purposes of defining high-probability, assuming of course, that
issues related to isolated vertices do not get in the way. In most cases, though, mη is more
natural, since the duration of random processes associated with the algorithmic method is
typically equal to the number of endpoints.
The fact that conjunctions of w.h.p. events occur w.h.p. allows us to perform a sort
of logical inference among w.h.p. events. In the next chapter, we develop this idea more
fully into what we shall call “w.h.p. logic.” For now, our objective is simply to present basic
definitions, and thus we will not go into details.
Of course, only finite conjunctions of w.h.p. events occur w.h.p. Infinite conjunctions
do not generally hold w.h.p., nor do conjunctions where the number of events increases
with η. For this reason, we will generally deal with one asymptotic event at a time, and
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for a set {Li,η : i ∈ I} of asymptotic events, an assertion of the form “Li,η occurs w.h.p. for
each i ∈ I” means that each individual asymptotic event Li,η occurs w.h.p., and not the
conjunction of these events. We may violate this convention as follows:
• these events occur simultaneously w.h.p. if Kη =
∧
i∈ILi,η occurs w.h.p.;
• these events occur uniformly w.h.p. if Pη = inf{P[Li,η] : i ∈ I} tends to 1 at the
specified rate.
3.4.2 Convergence in Probability
The asymptotic behavior of non-Boolean random objects cannot be adequately de-
scribed by the w.h.p. occurrence of any single event, and we must instead consider conver-
gence in probability. In the interest of generality, we will present our basic definitions in
the setting of a topological space X, rather than in metric (i.e. ǫ, δ) terms.
Definition 3.4.2. Let xη be an asymptotic random element in X, and let x ∈ X be fixed.
Then:
• xη → x w.h.p. specifies that, for every fixed open B ∋ x, the event xη ∈ B occurs
w.h.p.
• xη 9 x w.h.p. specifies that there exists a fixed open B ∋ x such that xη /∈ B occurs
w.h.p.
The condition xη → x w.h.p. is called w.h.p. convergence, and the condition xη 9 x w.h.p.
is called w.h.p. separation.
The symbol “9” in a separation should be understood as meaning “is bounded away
from” rather than “does not converge to.” Also, it is worth mentioning that the w.h.p.
convergences and separations which are satisfied by a given xη are completely described in
terms of w.h.p. occurrences of the asymptotic events xη ∈ B and xη /∈ B for all open sets
B ⊆ X. Hence, although convergence is not a Boolean phenomenon, establishing a w.h.p.
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convergence is a matter of showing that, for each individual neighborhood B ∋ x, the event
xη ∈ B occurs w.h.p.
Convergence in Metric Spaces
If xη is sequence of random elements in a metric space (X, ρ), then these definition
can be equivalently defined in terms of the metric ρ. For example, we have xη → x w.h.p.
if, for all ǫ > 0, the event ρ(xη , x) < ǫ occurs w.h.p. We may also use these definitions
in conjunction with “big O” notation; for instance, given an asymptotic sequence of non-
negative random variables xη:
• xη = o(1) w.h.p. indicates that xη → 0 w.h.p.;
• xη = O(1) w.h.p. indicates that xη 9 ∞;
This notation can be used in the usual algebraic way; for instance, the meaning of xη = o(yη)
is clear, and so on.
We emphasize that, if a convergence xη → x holds w.p.h.p. or w.e.h.p., this places a
restriction on the rate of convergence, but this only refers to the rate at which the value
P[xη ∈ B] tends to 1 for each fixed neighborhood B of x; it has nothing to do with the rate
at xη tends towards x.
For example, consider a sequence xη of random variables such that that
P[xη > ǫ] = e
−ǫmη
for all η and all ǫ > 0. In this situation, for any (non-random) sequence yη → 0, we have
P[xη < yη] = e
−mηyη = e−o(mη),
and hence xη < yη does not hold mη-w.e.h.p. However, for any fixed ǫ > 0, we in fact have
P[xη < ǫ] w.e.h.p., and therefore the convergence xη → 0 holds w.e.h.p.
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3.4.3 Asymptotic Parametrization Revisited
While an asymptotic random graph G(µ) is technically an equivalence class of asymp-
totic sequences, the construction of such sequences is somewhat of an artifice. The objective
is to study random graphs which are both arbitrarily large, and for which the residual dis-
tribution is arbitrarily close to µ. Although sequences are perhaps the most expeditious
route, the same can be accomplished without this explicit construction.4
In order to avoid technicalities, let us define a normal graph property to be a mapping
α : G → {⊤,⊥} which is not affected by the number of isolated vertices.
Proposition 3.4.1. For any normal graph property and any µ ∈ Φ, the following are
equivalent:
1. G(µ) satisfies α w.e.h.p.;
2. there exist ǫ, C,M > 0 such that
P[α(G(H)) = ⊥] ≤ e−Cm(H). (3.12)
holds for any H = (A,V ) ∈ H satisfying both m(H) = |A| > M and ‖µH − µ‖1 < ǫ.
Proof. Let us define a function f from H to the closed interval [0,∞] by
f(H) = − ln P[α(G(H)) = ⊥]
m(H)
,
so, by definition, G(µ) satisfies α w.e.h.p. if and only if, every asymptotic sequence Hη =
H(µ) satisfies lim infη→∞ f(Hη) > 0.
For any ǫ > 0, let us now denote the ǫ-neighborhood of µ with respect to the ℓ1 norm
by Bǫ, so the second condition asserts that
∃ǫ,C,M∀H∈H
(
(m(H) > M ∧ µH ∈ Bǫ) =⇒ f(H) ≥ C
)
4What makes this possible is the fact that the parameter space Φ is metric. The “correct” way to go
about asymptotic parametrization might be to use nets rather than sequences, but in metric spaces this is
not necessary.
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Since the product and ℓ1 topology are equivalent on Φ, then any Hη ∈ H(µ) must satisfy
µHη
ℓ1−→ µ, along with mη → ∞, and it is immediate that if this condition holds, we must
have lim infη→∞ f(Hη) ≥ C > 0. Hence, the second condition implies the first.
The other implication can be deduced using standard techniques for manipulating




m(H) > M ∧ µH ∈ Bǫ ∧ f(H) < C
)
Using this fact, we may easily construct a sequenceHη such thatmη → ∞ and also µHη
ℓ1−→ µ
which also satisfies f(Hη) → 0. Therefore, if the second of the above conditions fails, it is
not the case that G(µ) satisfies α w.e.h.p.
Random Parametrization
The above proposition allows us to accommodate random graphs for which the end-
point partition is itself random. That is, if we are given an asymptotic sequence of random
endpoint partitions Hη, such that the assumptions in definition 3.3.1 hold w.h.p., the behav-
ior of G(Hη) will be more or less identical to the case where the parameters are non-random.
In this case, the number of endpoints may itself be random, and thus cannot be used to
define a high-probability guarantee, but the same effect can be achieved as follows.
Proposition 3.4.2. Let Hη be an asymptotic sequence of random endpoint partitions, let
zη → ∞, and let µ ∈ Φ, and assume that
1. µHη → µ holds zη-w.h.p.,
2. m(Hη) = Θ(zη) holds zη-w.h.p.
Then, the asymptotic random graph Gη = G(Hη) zη-w.h.p. satisfies any normal property α
which is satisfied w.h.p. by G(µ).
Proof. For any such property α, define a function f : H → [0, 1]
f(H) = P[α(G(H)) = ⊥].
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Now, since Gη is uniformly distributed conditional on Hη, it follows that
P[α(Gη) = ⊥] = E[f(Hη)].
For the w.e.h.p. condition, as shown above, the fact that G(µ) satisfies α w.e.h.p.
implies that there exist constants M, ǫ,C > 0 such that
Pα(H) < e
−Cm(H)







< ǫ and m(Hη) > C0zη hold zη-w.e.h.p., for a fixed constant C0.
It follows that cases where either of these assumptions fail contribute a total of e−Ω(zη)
to the total of E[f(Hη)]. And, cases where both assumptions hold contribute a maximum
of e−CC0zη to this expectation.
The argument for the w.p.h.p. condition is more or less identical, and for u.a. the
argument is trivial.
For the a.a.s. condition, we must show that E[f(Hη)] → 0. In this case, the fact that
G(µ) satisfies α a.a.s. implies that, for any ǫ > 0, there must exist M, δ > 0 such that
f(H) < ǫ whenever both ‖µH − µ‖1 < δ and m(H) > M . Since Hη must satisfy both
of these conditions a.a.s. by assumption, then E[f(Hη)] ≤ ǫ + o(1), and ǫ can be chosen
arbitrarily small.
3.4.4 Sharp Thresholds
Proposition 3.4.1 also yields insight into the behavior of graph properties with respect
to the topology of the parameter space.
Corollary 3.4.3. For any normal Boolean graph property α, the set
Φα = {µ : G(µ) satisfies α w.e.h.p.}
is an open subset of Φ.
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Proof. For any µ ∈ Φα, there exists ǫ > 0 such that the second of the conditions in propo-
sition 3.4.1 is satisfied, and it is evident that G(µ′) must also satisfy α w.e.h.p. for any µ′
in the ǫ-neighborhood of µ.
In particular, since Φ is connected and thus cannot be expressed as the union of
disjoint open sets, then unless either Φα = Φ or Φ¬α = Φ, we cannot hope to determine
whether or not G(µ) satisfies α w.e.h.p. for every single µ ∈ Φ. The best we can do is to
find a sharp threshold :
• the threshold is the set Ψα = Φ\{Φα ∪ Φ¬α};
• this threshold is sharp if every every µ ∈ Ψα belongs to the closure of both Φα and
Φ¬α.
Based on our methods of asymptotic parametrization, a sharp threshold is the best
possible outcome. Hence once we have found a sharp threshold, we will consider a given
problem to have been “solved.” This is not to say that threshold behavior is unimportant;
on the contrary, the granular details of what structural changes take place while a threshold
is “crossed” are often non-trivial and quite interesting. However, this is a different genre of
problem, which requires a different methodology and we shall restrict our to determining
the location of sharp thresholds.
Concentration
Sharp thresholds are of course only applicable for Boolean graph properties. For R-
valued graph properties (or, more generally, graph properties in an arbitrary topological
space), the situation is similar, if slightly more complicated. We will not attempt to list all
possible asymptotic behaviors in this case, and instead give a brief overview.
First, for a mapping β : G → R
• Φβ denotes the set of all µ ∈ Φ such that β(G(µ)) is w.e.h.p. concentrated;
• Fβ : Φβ → R denotes this w.e.h.p. limit, so β(G(µ)) → Fβ(µ);
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• Ψµ = Φ\Φβ.
Now, unlike for Boolean graph properties, it is not necessarily the case that Φβ is open.
However, it is not difficult to show that this function Fβ must be continuous from Φβ → R.
Hence, a sharp threshold point in this case corresponds to a distribution µ ∈ Ψβ for which
Fβ is discontinuous (i.e. such that Fβ cannot be extend continuously to µ), since in this
case it is impossible for β(G(µ)) to converge w.e.h.p. to any value.
It follows that the following two conditions constitute the equivalent of a “sharp
threshold,” for a continuous graph property
1. the closure of Φβ is the entire set Φ̂;
2. every λ ∈ Ψβ is a discontinuity point for the function β.
In this case, β cannot be extended continuously to any strict superset of Φβ, and hence the
situation cannot possibly be improved based on our methods for asymptotic parametriza-
tion.
Polynomially Versus Exponentially High Probability
The discussion of sharp thresholds above was based on the w.e.h.p. high-probability
guarantee, since this is the condition we will use most often. However, it is not difficult to
show that, by making the natural adjustments, the same results will hold for the weaker
w.p.h.p. guarantee. The same is not true for the a.a.s. condition; this is because the rate of
converge for both w.e.h.p. and w.p.h.p. involve a fixed constant which we used in proposition
3.4.1. For the a.a.s. condition, the rate of convergence P[Lη] → 1 does not involve a fixed
constant.
This is not particularly troubling, since the graph properties are still relatively “well-
behaved” with respect to the a.a.s. condition. Moreover, for several reasons, we will work
with the two intermediate guarantees w.p.h.p. and w.e.h.p., rather than u.a. and a.a.s.
Indeed, the condition u.a., which requires that P[Lη] = 1 for n sufficiently large is not
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really a “high-probability guarantee,” and is only useful to deal with structural and logical
restrictions (e.g. the event [if Gη is 4-colorable then Gη is 3-colorable] occurs u.a.).
The weaker condition a.a.s. is used frequently in random graph theory, under the
premise that if the probability that Gη satisfies a given property with probability tending to
1, then “almost all” such graphs satisfy this property. In most cases, though, if Gη satisfies
a given property a.a.s. the rate of convergence in probability will be either polynomial or
exponential. And, the strength of the probability guarantee can usually be inferred from
the nature of the problem.
Exponentially high probability generally holds for properties which cannot be affected
by changing a small number of edges. For instance, a questions about what fraction of the
vertex set of G(µ) satisfy a given property will typically be answered by w.e.h.p. conver-
gences. On the other hand, properties which are sensitive to small modifications (i.e. being
k-colorable) can usually only be established w.p.h.p.
3.5 Simulating Other Random Graph Models
Our asymptotic parameter space for the configuration model is the space Φ of dis-
tributions on Z∗, and most of the techniques in this dissertation will be applicable to all
distributions in Φ. Hence, in a broad sense, the objective of this line of research is to un-
cover the relationship between the residual distribution µ and the structural properties of
the random graph G(µ).
However, for both practical and mathematical reasons, some particular degree dis-
tributions carry special relevance. This is because the configuration model can be used
to simulate other random graph models, and we now discuss certain specific distributions
which are useful for this purpose.
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3.5.1 The Poisson Distribution





It is not difficult to show that the degree distribution of the Erdős-Rényi random graph Gn,m
with average degree c = m/2n will have Poisson distribution, and using this information, it
is possible to derive results about Gn,m (and Gn,p) using the configuration model.
The Poisson distribution has the property that the residual distribution is the same





















= ck = Mk(πc),
and hence we have µπc = πc.
It follows that the random graph G(πc) is more or less the same as the Erdős-Rényi
random graph Gn,m with m/2n = c, which is in turn more or less the same as Gn,p with
p = c/n. We shall postpone our rigorous discussion of the relationship between Erdős-Rényi
graphs and G(πc) until we have developed an adequate set of tools for algorithmic analysis.
For these reasons, the proof of the following theorem appears in the appendix.
Theorem 3.5.1. For fixed c > 0, let G(H) = G(πc) be an asymptotic random configuration





and also assume that the fraction λH(0) of vertices of degree 0 converges to πc(0) = e
−c.
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1. Any property which is satisfied w.e.h.p. by Ĝ(H) will also by satisfied w.e.h.p. by the
Erdős-Rényi random graph Gn,m with m/n→ c/2.
2. If we are impose the additional assumptions:
(a) the maximum degree is at most ǫ lnn for fixed ǫ > 0,
(b) the first moment Mk(µH) converges to Mk(πc) = c
k,
then any property which is satisfied w.p.h.p. by Ĝ(H) will also hold w.p.h.p. for Gn,m
with m/n→ c/2.
3. In both cases, the high-probability guarantee can be weakened; for example, any prop-
erty which is satisfied a.a.s. by G(H) will also hold a.a.s. for Gn,m.
3.5.2 Power Law Distributions
Power-law distributions have received considerable attention recently, as it has been
observed that many large graphs which occur in the real world exhibit power-laws (e.g.
[30, 47]; see discussion in the introduction). One popular method for generating random
power-law graphs, introduced by Aiello, Chung, and Lu [2] is simply to choose uniformly
among all graphs with power-law degree distributions using the configuration model.
The use of the configuration model as a model for real-world graphs is problematic
for a number of reasons, which were touched upon in the introduction. Perhaps the most
significant of these is that random graphs generated by the configuration model are locally
tree-like, while real-world power-law graphs exhibit dense clusters and short cycles.
A more subtle problem is that the “power-law” refers to the behavior of a degree
distribution λ(i) in the limit as i → ∞. However, random graph properties are much
more sensitive to the lower ranges of the degree distribution; changes in, say, λ(1) and λ(2)
can have huge repercussions for the structure of a random graph. Accordingly, there is a
question as to “which” power-law distribution is the correct one, and the fact that λ(i) drops
polynomially with i for large values of i does not necessarily indicate that this polynomial
relationship will hold exactly for all degrees.
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With these caveats in place, it is nevertheless appropriate to mention the model of
Aiello, Chung, and Lu, if only for historical purposes. The degree distribution proposed in





with the zeta function ζ(β) =
∑∞
n=1 n
−β. The residual distribution is therefore given by
µβ(i) =
(i+ 1)1−β
ζ(1 − β) ,
and the corresponding p.g.f. is
ψµβ (z) =
Li(β − 1, z)
zζ(β − 1) ,





3.5.3 Random Regular Graphs
The earlier applications of the configuration model were to the generation of random
regular graphs. In this case, the degree and residual distributions are trivial, since every
vertex has the same degree. We briefly note that our convergence assumptions in section
3.3 are not strong enough to ensure that G(µ) is a regular graph, even if µ(i) = 1 for some i,
for the simple reason that convergence of the residual distribution allows for the possibility
of o(n) vertices of some other degree.
Random regular graphs, particularly of very low degree (i.e. 3, 4, 5) provide a sort of
testing ground for algorithmic methods, in that the analysis of such algorithms is greatly
simplified by the fact that the parametrization is trivial. As such it is often possible to
explore the limits of the algorithmic method more fully, dealing with infinite dimensionality,
etc. In chapter 11, we will exploit this ability by examining a heuristic for the independent
set problem on 3-regular graphs, the analysis of which would require significantly more






Topological Representation and Differential Equations
In the previous chapter, we introduced the basic objects which we shall be studying,
the kinds of questions we shall be asking, and the general strategy for finding answers.
Modulo certain technicalities, the essential facts are:
• the objects we are interested are asymptotic random graphs G(µ), which are sequences
of Gη of random graphs (more precisely, configurations), such that the residual dis-
tribution converges to µ.
• we wish to determine which graph properties are satisfied with high probability (w.h.p.)
by Gη in the limit n→ ∞;
• our main approach is the algorithmic method, which involves predicting the output of
an algorithm which computes a given property.
In this chapter, we address the next natural question: how do we plan to predict the outcome
of algorithms for which the input is a random graph G(µ)?
The short answer is: by solving differential equations. Using a technique developed
by Wormald [65], the sample path of certain discrete random processes can be predicted
with asymptotic precision via differential equations.
A typical invocation of the differential equations method can be described in three
phases. The first phase is where we devise an algorithm which computes our graph property,
and compute the transition probabilities and other basic characteristics of the corresponding
execution path (or, more precisely, the observable process as defined in §3.2.2). The nature
of this first phase is largely combinatorial and probabilistic: we are dealing with edges,
vertices, conditional probabilities, and so on.
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Let us skip the second phase for now and discuss the third phase, which involves
solving differential equations. At this point, we are working with a problem which is entirely
different in nature. The basic objects in play are continuous functions, derivatives, etc., and
there is no longer any “randomness,” “discreteness,” or “asymptoticness.” The third phase
is just a differential equations problem.
The second phase, which includes everything that takes place in between, is the subject
of the current chapter. Depending on what we consider “difficult,” the second phase is either
the easiest or the most difficult of the three. In one sense, the second phase is “trivial.”
Devising an algorithm and solving a system of differential equations both involve “thinking”
and “work,” while translating the description of a random process to a system of differential
equations is, at least in principle, a fairly routine and automated task.
On the other hand, the first and third phases involve solving relatively well-defined
problems, each of which is confined to a well-understood and coherent mathematical domain.
The second phase requires us to cross these boundaries, and, while the way to do this is
indeed somewhat apparent, there are several technicalities which must be addressed. The
correct adjective is perhaps “unpleasant” rather than “difficult.”
Our present objective is to put in place the underlying machinery which will make
the transition from the discrete, probabilistic realm of random graph algorithms, to the
continuous realm of differential equations, as effortless as possible. An ideal outcome would
perhaps be a “black-box” theorem: the assumptions would be conditions about a random
process, and the conclusions would be a system of differential equations, the solution of
which would determine, with high probability, the sample path (or at least the terminal
state) of the given random process.
Unfortunately, the situation is not so simple. The problem is not in proving such
a “master differential equations theorem,” since there is nothing particularly difficult or
surprising about the fact that discrete random processes behave similarly to differential
equations when scaled appropriately. The problem is constructing a sufficiently robust
theorem statement; indeed, the proof of such a “master theorem” would likely be easier and
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perhaps even shorter than than the statement itself.
While it is possible to state an acceptably general theorem (e.g. the main theorem
in [65]), the differential equations method is ultimately a “method,” and not a “theorem.”
The guiding philosophy of this method, as we shall practice it, is that once we have created
an algorithm and determined the basic characteristics of its execution path, it should no
longer be necessary to explicitly deal with combinatorial structures, probabilities, or asymp-
totic sequences. Instead, we should be able to complete the analysis of this algorithm by
manipulating derivatives, continuous functions, and other such objects.
Chapter Organization
We begin in section 4.1 by giving a slightly more detailed overview of our approach
to the differential equations method. Once these basic concepts in are introduced, much
of the chapter will become somewhat predictable, and a reader comfortable with the fact
that all i’s can been dotted and t’s crossed can rely mainly on this first section for a general
understanding.
A more detailed preview of the remaining sections will be given in §4.1.3, at the end
of section 4.1. Briefly, in sections 4.2 and 4.3 we develop two layers of abstraction which
will ease the translation from discrete random objects to continuous function spaces. The
first involves logical inference among asymptotic events, and the second involves topological
representation of discrete random structures.
In section 4.4 we discuss specific issues related to the topological representation of
random processes in function spaces. Finally, in section 4.5, we prove a version of the
differential equations theorem of Wormald [65], which, due to the framework which will be




The presentation of the differential equations method in this chapter differs substan-
tially from the original version in [65], in that we emphasize logical and topological abstrac-
tion rather than actual differential equations. Also, the differential equations theorem in
section 4.5 is proved by a different technique; in fact, as noted above, this theorem hardly
requires proof once the requisite foundations are in place.
As such, the material in this chapter draws more from sources outside of probabilistic
combinatorics. The logical abstraction in section 4.2 is motivated by ideas in non-standard
analysis, lattice completions, and representation theorems for Boolean algebras. We deal
with these subjects at a relatively elementary level, which does not remotely approach the
depth of, say, Stone’s representation theorem. An in depth discussion of lattice theory, the
relationship of logic to topology, and other such topics can be found in various text, such
as [17, 41, 64].
The technical substance of section 4.3 is largely a review of elementary point set-
topology: properties of Compact-Hausdorff spaces, the Arzelà-Ascoli theorem, etc. Simi-
larly, the technical substance of section 4.4 is a review of elementary calculus: the Riemann-
Stieltjes integral, functions of bounded variation, etc. These classical results about compact-
ness and convergence in function spaces form the substance of the proof of the differential
equations theorem in section 4.5, which becomes more or less a corollary to martingale
concentration.
Both the logical/topological abstraction and the differential equations techniques can
clearly be developed far beyond what appears in this chapter. Our stopping point is based,
perhaps somewhat arbitrarily, on what is needed for the applications in this dissertation.
As readers familiar with either of these areas will recognize, the path to further abstraction
is relatively clear in both cases, and the question is whether these additional abstractions
will prove useful.
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4.1 Overview of Methodology
The differential equations method can be understood as a special instance of a more
general approach to reasoning asymptotically about discrete random structures using basic
ideas from point-set topology: compactness, convergence, and so on. Our overview thus
begins in §4.1.1 by discussing this topological abstraction, without reference to differential
equations.
In applications, though, this topological abstraction will give way to actual function
spaces and differential equations. In order to illustrate how this works, we will walk through
a simple example in §4.1.2. This will also illustrate our basic use of notation and terminology,
to the point that the reader should be able to understand the use of such notation in
subsequent chapters without much difficulty.
The direction this chapter is headed should become relatively apparent based on
the abstract discussion in §4.1.1, and the more concrete example in §4.1.2. We conclude
this section in §4.1.3 by going over what must be done in order to make things work out
rigorously.
4.1.1 The Topological Method
The essential concept in this methodology is topological representation; in the abstract,
a topological representation is simply an asymptotic sequence xη of random elements in a
topological space X, called the representation space. The asymptotic random element xη
is meant to represent “all” of the information required to solve whatever random graph
problem we are interested in.
One important requirement is therefore that, if we are able to show that xη → x
w.h.p. for some fixed x ∈ X, then our problem will be “solved.” This is not difficult to
accomplish, since we may express graph properties as mappings α from the set G of graphs
to some (possibly trivial) topological space. The topological representation, though, will
not be limited to the image α(Gη); the representation space X will also include many other
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parameters which, while not of direct interest, are necessary in order to determine the w.h.p.
limit of the “important” parameter α(Gη).
Since our “goal” is to find a fixed x ∈ X to which xη converges w.h.p., we will call
this a solution. More precisely, we shall define the following:
• if xη 9 x w.h.p. then x is a w.h.p. non-solution, and otherwise x is a w.h.p. weak
solution;
• if xη → x w.h.p. then x is a w.h.p. strong solution.
The expression “xη 9 x”, we recall, is a (w.h.p.) separation, and specifies that there exists
a fixed open B ∋ x such that xη /∈ B w.h.p., so the symbol “9” stands for “is bounded
away from” rather than “does not converge to.” A weak solution is thus a point x such that
“xη is not bounded away from x w.h.p.”,
1 which is roughly analogous to an accumulation
point for an infinite non-random sequence, while a strong solution is an actual w.h.p. limit.
The reason for renaming these concepts derives from the way we intend to use them.
One way to go about finding a strong solution (the naive way, perhaps), is to use what we
know about xη to explicitly prove that, for any B ∋ x, the sequence P[xη ∈ B] tends to 1
sufficiently quickly as n → ∞. In this case, the topology of the space X serves primarily
as a language in which to describe our problem, and our only real interaction with this
topology takes place when we choose an arbitrary B ∋ x with the intention of proving that
xη ∈ B w.h.p.
We intend to use the representation space as a tool for actually finding a solution.
This entails translating our knowledge of the problem at hand into the language of the
topology of X, and we shall use the “constraint satisfaction” metaphor for this purpose:
• a w.h.p. solution constraint is a condition that is satisfied by every w.h.p. weak solu-
tion.
1This should be parsed as “it is not the case that (xη is bounded away from x w.h.p.)”.
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There are many ways to derive solution constraints, and much of this chapter is devoted to
describing these.
The important thing about solution constraints is that they are constraints on possible
solutions, so they can be stated without reference to random structures or asymptotic
sequences or anything else besides the topology on X. So, once we have converted our
knowledge about xη into solution constraints, it is no longer necessary to reference any of
these, and even the topological representation xη itself becomes superfluous.
The idea is to use these solution constraints, along with the topological structure of
X, to rule out all possible weak solutions except for one, and then conclude that this unique
solution is in fact a strong solution. In order to draw this conclusion, what is required is
compactness.
If the representation space X is compact, then by choosing finite sub-covers as usual,
a unique weak solution can be converted to a strong solution; this is for the same reason
that a non-random sequence in a compact space must converge to a unique accumulation
point. Typically, we will invoke a weaker condition which achieves the same result:
• a w.h.p. solution space is a compact subset X0 such that xη → X0 w.h.p.2
The existence of a compact solution space is sufficient to ensure that a unique weak so-
lution must be a strong solution, and in this way, compactness validates the “constraint
satisfaction” metaphor.3
At a high-level, these four definitions characterize what we may call the “topological
method,” which is ultimately quite straightforward. First, construct a topological repre-
sentation xη of the relevant discrete structures in a space X which is either compact or
such that there is some compact solution space. Then, express our knowledge in terms of
2This w.h.p. convergence xη → X0 simply means that for any open B ⊇ X0, the event xη ∈ B occurs
w.h.p.
3In to make the metaphor “really” work out, a Hausdorff assumption is also necessary, but this is trivially
satisfied in most cases.
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solution constraints of the form “every weak solution must satisfy this condition.” Finally,
show that only one element of X satisfies all of these constraints... “et voilà.”
The Differential Equations Method
In practice, the “topological method” described above will in effect turn into a “differ-
ential equations method,” meaning that the spaceX will be a function space, the topological
representation will involve scaling the sample path of a discrete random process, and the
solution constraints will be differential equations.
The topological abstraction plays a role analogous to a “wrapper” in software archi-
tecture: while the differential equations do all of the “work,” these topological concepts
facilitate communication with other parts of an argument, and encourage modularity by
keeping implementation details hidden from view. In our situation, the role of wrapper is
not at all insignificant.
For starters, the topological approach gives us a language in which to express such a
differential equations theorem. Rather than attempting a “silver bullet” theorem statement
which goes from combinatorial structures to differential equations and back again, our
version will simply give conditions under which a differential solution constraint will hold
w.h.p. As we shall see, this will make various technicalities largely irrelevant, including:
• the (possibly infinite) number of dimensions;
• whether the system of differential equations is uniquely solvable;
• “imperfections” in a process definition, e.g. stopping times, assumptions which only
hold temporarily or conditionally, and other non-homogeneous behavior;
• details regarding scaling and asymptotic parametrization.
None of these would individually (or even collectively, perhaps) preclude a general theo-
rem statement, but as a whole, technicalities like this present somewhat of a non-trivial
annoyance.
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However, these problems do not complicate the proof of the essential fact that random
processes behave like (solutions to) differential equations; they just make stating this fact
more difficult. The topological abstraction will allow us to more or less state that we will
cross each such bridge when we come to it.
Moreover, if we encounter some “thing” that is not naturally expressed as a function or
a differential equation, it is often quite easy to represent this thing topologically, alongside
a general argument which involves differential equations, and perhaps other topological
structures as well. As such, this open-ended topological methodology is perhaps the “heart
of the matter,” while differential equations just happen to be the most powerful applications
(that we know of).
4.1.2 A Simple Example
We now illustrate, by example, how this method will work in practice, along with
general notation, etc. Hence, consider the following simple problem:
• We are given a set of n coins, each of which is initially tails, and at each of n time
steps, we choose a coin uniformly at random and turn it over. At the end, how many
of these coins are heads?
Asymptotic Problem Definition
Before getting into differential equations, we need to state the problem more precisely.
Let us denote by S our set of n coins, and for each 0 ≤ t ≤ T = n, we let Rt denote the
subset of S consisting of coins which are heads at time t. The initial state is R0 = ∅,
and for each 1 ≤ t ≤ T , we choose a uniformly random element from S, and either add or
remove this element from Rt−1 to yield Rt. The entire sample path is denoted by (Rt)Tt=0
and abbreviated by (Rt).
Since we will be reasoning asymptotically, each value of n technically gets its “own
process,” which means that all of the objects defined above should have an extra subscript
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where each Rt,n ⊆ Sn and |Sn| = Tn = n.
Nevertheless, (4.1) marks the first and last appearance of this kind of expression,
because from now on, we will drop the implicit asymptotic subscript “n” and return to the
notation from two paragraphs above. As usual, when using this convention, all unqualified
references to convergence or uses of either the convergence arrow “→” or “big O” notation
refer to the limit as n→ ∞.
The terminal number of heads |RT | is a random integer, which cannot meaningfully
converge unless it is scaled. There is more than one way to proceed from here, but our
standard way of scaling is as follows.
• We wish to find a fixed z ∈ [0, 1] such that the fraction |RT | /n of heads at the end of
the process converges to z with probability which is exponentially high with respect
to n (n-w.e.h.p.).
Topological Representation
The random structure we are dealing with is the sample path (Rt), and in order to
represent this topologically, both the time and space coordinates must be scaled. There is
really only one option for scaling the state space, which is to divide by n; hence, we let
zt = |Rt| /n denote the fraction of heads at time t, and we now have a random process (zt)
in with state space [0, 1].
There is perhaps more than one possibility for time-scaling, but the idea is to again
divide by T = n; we shall use the least integer function ⌊x⌋ = max{t ∈ Z : t ≤ x} to fill in
4In fact, even more technically, according to our conventions, even “n” should have a subscript nη since
the symbol η and not n is used to index asymptotic sequences, but we will overlook this for the present
example.
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the gaps, and represent (zt) as a mapping [0, 1] → [0, 1] by
ξ 7→ z⌊ξT ⌋.
We will simplify this notation by simply writing zξ = z⌊ξT ⌋, which does involve abuse of
notation, but should not cause ambiguity for the simple reason that, depending on whether
the subscript is an integer t or a real ξ ∈ [0, 1], there is only one possible meaning.5 We use
“tuple” notation (zξ)ξ∈[0,1] to manipulate this mapping as one object, and again abbreviate
by (zξ).
The representation space in this case is the space M([0, 1], [0, 1]) of mappings [0, 1] →
[0, 1]; predictably, we denote fixed elements in this space using the same notation (zξ) =
(zξ)ξ∈[0,1]. This space has more than one possible topology, but, by default, we shall use
the product topology, which is the topology of pointwise convergence. Hence, a w.e.h.p.
solution is a function (zξ) such that
zξ = z⌊ξT ⌋ → zξ w.e.h.p.
for every fixed ξ ∈ [0, 1], and we shall denote this pointwise convergence simply by (zξ) →
(zξ).
The other natural choice would be the uniform topology, and since pointwise conver-
gence is the default, we shall denote uniform convergence explicitly by (zξ)
∞−→ (zξ). Briefly,
there are two main reasons for choosing the product topology: first, M([0, 1], [0, 1]) is com-
pact under the product topology, and second, pointwise convergence is easier to establish
than uniform convergence. There are also arguments in favor of the uniform topology, but,
for most processes we encounter, including this one, pointwise and uniform convergence will
be equivalent, so ultimately it makes no difference.




The next general step is to find a compact solution space, which is a compact subset
of the representation space to which w.e.h.p. convergence can be established. In this case,
the space M([0, 1], [0, 1]) is already compact under the product topology, so this step is not
strictly necessary. Nevertheless, general elements of the product space M([0, 1], [0, 1]) ≃
[0, 1][0,1] are “functions” in name only. In practice, these are just “tuples,” as well they
should be, since this more or less the purpose of the product topology. These “tuples” are
not differentiable, or continuous, or anything else — lack of continuity does not begin to
describe the horrible things that can occur in the product space M([0, 1], [0, 1]).
We will thus find a restricted solution space, not for compactness reasons, but so that
we can work with well-behaved functions. Returning to the process definition, since at most
one coin changes each step, then the discrete process (zt) will satisfy a Lipschitz condition
|∆zt| = |zt − zt−1| ≤ 1/n. The analogous condition is easily shown to hold for any possible
solution, so we have a solution space
Z = {(zξ) ∈ [0, 1][0,1] : |zξ − zζ | ≤ |ξ − ζ| for all ξ, ζ ∈ [0, 1]} (4.2)
This is a much more friendly space; for starters Z is a subset of the space C([0, 1], [0, 1])
of continuous functions. The Lipschitz condition also ensures that these functions have
bounded variation, are differential almost everywhere, and are generally well-behaved.
Another important consequence of the Lipschitz condition is that pointwise conver-
gence implies uniform convergence (and hence the two are equivalent); and, for similar
reasons, the uniform and product topologies coincide on the solution space Z, which is
therefore compact under this topology. As promised, the Lipschitz condition makes it un-
necessary to choose between the two.
In section 4.2 we shall introduce definitions which allow us to express the fact that
pointwise implies uniform convergence (and other similar things) by
(zξ) → (zξ) =⇒ (zξ) ∞−→ (zξ) w.e.h.p.
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In our case, the above implication is not related to exponentially high probability, so really
it holds ultimately always (u.a.) rather than just w.e.h.p.
We finally point out that, in an important sense, restricting the solution space to Z
really does have to do with compactness. We were able to avoid this issue by using the
product topology by default, but this is a form of “cheating,” because the correct topology
on the space of “functions” and not “tuples” is the uniform topology.
Solution Constraints
We are now at the point where we can derive differential solution constraints. For
this purpose, we note that the expected increments of our discrete random process can be
computed rather easily: since the probability of choosing a coin which is a head in step t+1
is precisely zt, we have
Et[∆zt+1] =






The differential equations theorem (theorem 4.5.3) states, in effect, that this equation,
along with the Lipschitz condition, yields the solution constraint:
every w.e.h.p. (weak) solution must satisfy zξ =
∫ ξ
ζ=0
(1−2zζ )dζ for all ξ ∈ [0, 1]. (4.4)
This is of course an integral rather than differential equation, and the distinction is not
completely trivial since integral equations can be satisfied by functions which are not dif-
ferentiable.
Regardless, we will often write integral constraints in differential form, technicalities
notwithstanding. And, rather than writing “every solution...” we will simply write:
the constraint dzξ = (1 − 2zξ)dξ holds w.e.h.p. (4.5)
In the present case, any solution to (4.4) must of course be differentiable, so it makes no
difference.
Note that the high-probability guarantee “w.e.h.p.” in these constraints refers to
the function (zξ) which is not an asymptotic random structure, but a fixed element of a
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function space; this should not be controversial in light of our general discussion about what
a “w.e.h.p. solution” is.
Finding a Solution
At this point, we simply have an initial value problem to solve. The differential





Using compactness, we may thus conclude that this is a w.e.h.p. strong solution, and this
solves our problem: the fraction of heads at the end of the process converges, with expo-
nentially high probability, to the value (1 − e−2)/2.
At a more granular level, the actual argument is:
1. the topological representation (zξ) is a (sequence of) random element(s) in the com-
pact product space M([0, 1], [0, 1]);
2. the discrete Lipschitz condition has two implications:
• the set Z is solution space, so (zξ) 9 (zξ) w.e.h.p. for any (zξ) /∈ Z;
• pointwise convergence and uniform convergence are now equivalent;
3. the formula (4.3) for expected increments (and Lipschitz condition, again) implies
that integral constraint (4.4) holds w.e.h.p.;
4. the unique w.e.h.p. weak solution is zξ =
1−e−2ξ
2 , and by compactness this is a strong
solution;
5. this implies that zT → (1 − e−2)/2 w.e.h.p.
In this particular case, differential equations are not really necessary (not to mention
“topological representation”), and the solution can be determined — or at least guessed











On the other hand, once the groundwork is in place, it is not necessary to go through all of
these steps explicitly, and the differential equations method will imply almost immediately,
not only that this is the correct guess, but also that (zξ) → (zξ) w.e.h.p.
4.1.3 Organization of the Chapter
The rest of this chapter consists primarily of two kinds of material:
• “bookkeeping” which allows this kind of argument to run smoothly;
• “bells and whistles” which handle certain common variations.
The overview given above is sufficiently detailed that the bookkeeping should be somewhat
predictable, with at least one exception: an additional layer of abstraction, called w.h.p.
logic, resides between actual random structures and their topological representation. The
entire progression from discrete random structures to topological reasoning in a solution










Figure 4.1: Layers of abstraction for the topological/differential equations method.
In the first stage, we are dealing with random discrete objects, probabilities, asymp-
totic sequences, and so on. In the second stage, the relevant objects are asymptotic events,
and all that matters about an asymptotic event is whether or not it occurs w.h.p. There
are no more discrete objects or probabilities, only a big “pile” of logical entities, some of
which occur w.h.p. and some of which do not.
In the third stage, asymptotic events are organized topologically into convergences and
separations. Now we are dealing with the topological representation, which is a random
element in a topological space, and the only question is where (and if) it converges w.h.p. In
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the final stage, all that remains is the solution space, which is the set of possible w.h.p. limit
points, along with solution constraints, which are statements of the form “every solution
must satisfy this condition.”
This progression is described in the next two sections: in section 4.2 we transition from
discrete random structures to w.h.p. logic, and in section 4.3 we move through topological
representation to the solution space.
Once this development is complete, we begin to add bells and whistles. In the context
of the algorithmic method, the most important random structure is the discrete random
process, and in section 4.4, we describe how various attributes of a discrete random process
will be represented topologically. The general idea is simply to scale the state space and the
time coordinate as described above, but since a random process is not actually a continuous
function, there are other considerations, such as random times, time-dependent events, and
so on.
The “differential equations” portion of the chapter is divided between sections 4.4 and
4.5. The differential equations method is based on two simple ideas. The first is that the
increments of a discrete random process, when scaled appropriately, resemble the derivative
of a continuous function. The second is that the sample path of certain discrete processes
can be well-approximated by summing expected increments rather than true increments.
Neither of these observations are difficult to make rigorous. Modulo minor techni-
calities regarding jump-discontinuities convergence of the Riemann and Riemann-Stieltjes
integrals is immediate in most cases due to uniform convergence. And, if a Lipschitz condi-
tion holds, the approximability of a process by expected increments is a direct consequence
of martingale concentration. Hence, although differential equations are perhaps the sub-
stance of this entire methodology, there is not much left to prove once everything is correctly
defined. In a sense, martingale concentration will simply “plug in” to the larger topological
framework, and the rest of the work is taken care of by structural properties of function
spaces.
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At the end of all this we will be left with, not a single “silver bullet” theorem statement,
but a collection of techniques for deriving solution constraints based on the specification of
a discrete random process. We conclude the chapter by giving some insight into how these
techniques will work together as a cohesive methodology.
The path of abstraction described above might seem lengthy, but in applications, the
two middle layers will largely disappear: most of the reasoning will take place either in the
combinatorial realm of graphs, algorithms, and probabilities, or in the analytic realm of
continuous functions and differential equations. As such, many of the definitions from the
next two sections, where these intermediate layers are developed, will not be used much
beyond this chapter. In fact, the concepts of “w.h.p. logic” from section 4.2 serve primarily
as a platform for topological representation, and as such they will rarely appear, in explicit
form, beyond section 4.3 in this same chapter.
Nevertheless, the fact that these layers are there in the background provides a buffer
against unforeseen technicalities. If something comes up which does not literally translate
to a solution constraint using the results of this chapter, we can temporarily reach back to
the topological representation layer; if this is still not sufficient, we can go back to w.h.p.
logic, which is the least “user-friendly,” but the most robust of the layers.
4.2 High Probability Logic
High-probability logic or “w.h.p. logic,” briefly defined, is logic inference in a setting
where the basic entities are asymptotic sequences of events, and the truth condition is
occurrence with high-probability. In the larger context of the differential equations method,
w.h.p. logic represents the first in the series of abstractions described in §4.1.3.
As a setting for this first abstraction, we will assume that we are given a “set of all”
asymptotic events; in applications, these events will express properties of certain discrete
random structures, but for now, where they come from does not matter. Moreover, although
each asymptotic event Lη is in fact an infinite sequence (L1, L2, . . .), we will treat them as
individual objects: we just call them “events,” and denote them with unsubscripted symbols
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as in “L.”
The important facts about asymptotic events are the following.
1. The set of all asymptotic events is a Boolean algebra, which we denote by B, and
in which the lattice operations are performed pointwise in the obvious way: L ∧ K
denotes the sequence (L1 ∧K1, L2 ∧K2, . . .), and so on.
2. The only relevant question about any L ∈ B, is whether this event occurs w.h.p.
While this depends on the asymptotic behavior of P[Lη] a η → ∞, in the abstract,
this is just a mapping whp : B → {true, false} which we call the w.h.p. valuation.
3. The w.h.p. valuation satisfies some basic rules, the most significant of which is: if
both whp(L) and whp(K) are true, then so is whp(L ∧K). As a consequence, the set
of all events which occur w.h.p. is a filter in the Boolean algebra B.
What we are calling “w.h.p. logic” involves lattice operations on a Boolean algebra,
and is thus not literally “logic,” which deals with formal symbolic expressions. As such,
the “rules” of w.h.p. logic, which we describe in this section, are really just restatements of
certain basic facts about lattices and quotient structures. Moreover, this lattice-theoretic
language serves only to formalize certain semantic constructions; in applications, we will not
discuss the “Boolean algebra of asymptotic events,” the “w.h.p. filter,” or other such objects
explicitly. Instead, these objects will be manipulated implicitly, either using topological
representation, or in the “plain English” of ordinary mathematical discourse.
Hence, before we proceed with formal definitions, we give a brief summary, which,
while not strictly “rigorous,” should be enough to convince the reader that the ensuing
formalities are both possible and fairly routine.
Brief Summary
There are two key developments in this section. The first involves expressing topo-
logical ideas logically (or vice-versa) in terms of the set of all w.h.p. events (i.e. the w.h.p.
filter).
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• A meta-event is something that can be deemed to occur w.h.p., but is not necessarily
an event.
• A standard example is a convergence x → x, which is valuated by ∀B∋xwhp(x ∈ B).6
• A meta-implication has the form x → x =⇒ y → y, and is valuated by
∀By∋y∃Bx∋xwhp(x /∈ Bx ∨ y ∈ By).
• Other meta-event constructions are possible, their meaning is apparent, and they
can all be reduced to a meta-implication; e.g. a separation x 9 x is equivalent to
x → x =⇒ ⊥.
• If L is an event or a convergence (but not a meta-implication), the relative w.h.p.
valuation
whpL(K) = whp(L =⇒ K)
satisfies the same axioms as the original w.h.p. valuation, so we can “assume” that L
occurs w.h.p., and the same “rules” will apply.
• These meta-events can be expressed in “plain English” as in “if x → x then y → y
w.h.p.”
The second development has to do with compactness.
• For any X0 ⊆ X the convergence x → X0 can be defined naturally by ∀B⊇X0whp(x ∈
B).
• If X0 is compact, and L is an event, then the following are equivalent:
1. whp(x → X0 =⇒ L) = true,
2. for all x ∈ X0, whp(x → x =⇒ L) = true.
6Here x is actually an asymptotic sequence xη with the subscript omitted. In the current context, it is
appropriate to think of a convergence as a logical statement about events of the form (x ∈ B) rather than
a sequence which tends to a limit.
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• The same is true for any meta-event L, and the intuitive meaning is: anything that
can be proved under the assumption that x → x for a fixed but unknown element
x ∈ X0 can also be proved under the (nominally weaker) assumption that x → X0.
• In this situation, if whp(x 9 x) = true for every x 6= x0, then whp(x → x0) = true.
4.2.1 Filters in Boolean Algebras
High-probability logic takes place in the Boolean algebra of asymptotic events, and
thus we shall make use of some elementary concepts from lattice theory. We will not
attempt to give a comprehensive introduction to this topic, and instead present a brief but
self-contained summary of key definitions and facts. The reader is referred to [17] for proofs
and additional background.
We assume familiarity with a Boolean algebra, which is a distributive lattice B with
maximal and minimal elements ⊤,⊥ and complements ¬L. The lattice structure induces a
partial order on B by L ≤ K if and only if L∨K = K, and the meet and join are respectively
the infimum and supremum with respect to this partial order. Boolean algebras differ from
formal systems of logic, but there are obvious similarities between the two: the maximal
element ⊤ can be understood as “true,” a meet L ∧ K as a conjunction, and so on. The
partial order L ≤ K then loosely corresponds to logical implication.
The meet and join in a Boolean algebra are binary operations, and it follows by
associativity that all finite subsets of B have a meet and join, but this is not necessarily
true for infinite subsets. If every subset has a meet and a join, then B is complete. Although
the Boolean algebras we encounter in applications will indeed be complete, in this section
we will only consider finite joins and meets. For the record: we specifically do not assume
that B is complete, so infinite joins and meets are not well-defined, and anything that might
appear to be an infinite join or meet is not taking place in this Boolean algebra.
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Filters and Valuations
Under the “logic” interpretation of a Boolean algebra, a structure called a filter is
roughly analogous to a logically coherent set of beliefs.
Definition 4.2.1. For a subset L ⊆ B:
• L is filtered if L 6= ∅ and, for any L1, L2 ∈ L, there exists L0 ∈ L such that L0 ≤
L1 ∧ L2;
• L is an upper set if, for any L ∈ L and K ∈ B, if L ≤ K then K ∈ B;
• L is simply a filter if both conditions hold.7
We will often find it useful to express membership in a filter as follows.
Definition 4.2.2. A valuation is a mapping val : B → {true, false} which satisfies the
following:
1. val(⊤) = true;
2. if val(L) = true and L ≤ K then val(L) = true;
3. if val(L) = val(K) = true then val(L ∧K) = true.
It is easy verify that valuations correspond bijectively to filters, in that any mapping
val : B → {true, false} satisfies the above conditions if and only if the set val−1(true) is a
filter. This definition is thus entirely redundant and exists merely for convenience, and we
may of course move freely between filters and valuations to suit are needs. The notation for
this is largely self-explanatory; for intuitive reasons, we typically start out with a valuation,
in which case the corresponding filter is denoted by F[val] = val−1(true).
Valuations allow us to directly express the sentiment that “L is true” by val(L) = true,
rather than L ∈ F[val], which would mean that “L belongs to the set of things that are
7Sadly, according to these standard definitions, being a filter is is not the same as being filtered.
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true.” The “soundness” of this logical interpretation is perhaps somewhat questionable.
On one hand, the “truth” evidently satisfies the three conditions in definition 4.2.2, but,
there is at least one loophole: it may be the case that val(⊥) = true which suggests that we
are prepared to believe “false.” In this case, the corresponding filter is the entire algebra
F[val] = B; a proper filter is a filter which is a proper subset of B (similarly for a proper
valuation).
Also, the law of the excluded middle does not hold, meaning that it is possible that
val(L) = val(¬L) = false. Accordingly, the condition val(L) = true is perhaps best inter-
preted as meaning “is known to be true.” A proper filter which contains either L or ¬L
for every L ∈ B is called by one of several names: a prime filter, a maximal filter, or an
ultrafilter.8 Ultrafilters are somewhat more complicated objects than ordinary filters, and
we will neither make use of them nor discuss them any further.
Induced Filters
One important property of the set of filters in B is that it is closed under the taking
of arbitrary intersections. Briefly, this is because every filter contains ⊤, so the intersection
of filters is non-empty, and the other axioms are obviously preserved under intersection. As
a consequence, for any subset L ⊆ B, we may induce a filter in the natural way, which is to
let F[L] denote the minimal filter which contains L (i.e. the intersection of all such filters).
The induced filter can be constructed explicitly, and it is easiest for this purpose to
assume that the set L is already filtered, in which case we have
F[L] = {K ∈ B : ∃L∈L(L ≤ K)}. (4.6)
Otherwise, it is necessary first consider all finite meets of elements in L as in
F[L] = {K ∈ B : ∃L1,...,Li∈L(L1 ∧ · · · ∧ Li ≤ K)}. (4.7)
8In fact, none of these terms are typically defined in this way; see [17] for details. In a Boolean algebra,
it can be shown that this condition is equivalent to being a maximal (proper) filter, which is also equivalent
to being a prime, which means that if K ∨L ∈ A then one of K, L ∈ A. The term ultrafilter is equivalent to
maximal filter, but is sometimes used to specify a maximal filter in a Boolean algebra of subsets.
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We will not prove either of these constructions, but they are quite easy (see [17]).
When inducing filters from more than one set, we will abbreviate by F[L,K] = F[L∪K],
and we note that the inducing of filters is a commutative (and associative) operation, in
the sense that
F[L,F[K]] = F[F[L],K] = F[L,K].
In order to facilitate the construction of filters, we will typically work with filtered
subsets L ⊆ B, in which case the induced filter F[L] in (4.6) does not involve finite conjunc-
tions. Also, in order to alleviate potential ambiguity regarding a “filter” versus “a filtered
set” we will denote actual filters explicitly by F[L].
In our continuing analogy to logical deduction, the induced filter represents everything
that is a logical consequence of the set of assumptions L. The fact that finite (but not
infinite) conjunctions are added to F[L] reflects the intuition that logical inference is a finite
endeavor: we may choose any finite set of assumptions from L to construct a proof of K.
Quotient Algebras
A congruence on a Boolean algebra is an equivalence relation with respect to which the
lattice operations are faithful, meaning that if L ≡ L′ and K ≡ K ′ then L ∧K ≡ L′ ∧K ′,
and so on. The equivalence classes modulo a congruence form a Boolean algebra called
the quotient algebra. Congruences and quotient structures are among the basic ideas in
algebras, so we omit proofs and details, again referring the reader to [17].
We will construct congruences and quotient algebras first by using valuations as fol-
lows. For any valuation val, we define a relation K ≤val L, which specifies that
val(K =⇒ L) = true,
where K =⇒ L denotes the element (¬K ∨ L) in B. We now state, without proof, some
basic facts about this relation:
• ≤val is a pre-order, and the corresponding equivalence relation ≡val is a congruence;
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• the equivalence classes thus form a Boolean algebra, the quotient algebra.
It is a fact that all congruences in a Boolean algebra can be constructed in this way; this is
not hard to show (see [17], but it is also not strictly necessary for our present purposes, so
we omit a proof.
We denote the quotient algebra by B/val, and the quotient of any element K ∈ B
similarly denoted by K/val. Naturally, we may also use a filter in the place of a valuation
here, as in B/F [L]. The properties of quotient algebras can be summarized informally (yet
accurately) by saying that everything works out the way one would expect. We will not
elaborate, except to point out:
• the quotient F[L]/F[K] = {L/F[K] : L ∈ L} of a filter is again a filter in the quotient
algebra;
• the operations of taking quotients and inducing filters commute, so F[L]/F[K] =
F[L/F[K]];


















We now have three ways to express the same logical sentiment:
• val(L) = true: “L is true”
• L ∈ F[val]: “L is belongs to the set of things that are true”
• L ≡val ⊤: “L is equivalent to the truth”
This situation is common in universal algebra, and each of these interpretations serves a
purpose. Our definition of a valuation is not standard, but we prefer working with valuations
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for intuitive reasons. Filters are often more useful on a technical level, since they can be
manipulated set-theoretically. Congruences allow us to construct quotient algebras, which
are again Boolean algebras, so everything that holds in our original algebra B will also hold
in any quotient algebra B/val.
4.2.2 The Algebra of Asymptotic Events
Modulo certain technicalities, it is fairly clear that the set of all asymptotic events
corresponding to a given asymptotic sequence of random structures constitute a Boolean
algebra.9 We shall use the same symbol B to denote this Boolean algebra, in part to
emphasize that, for the purposes of w.h.p. logic, an asymptotic event is “just” an element
in a Boolean algebra. Similarly, we will continue to denote an asymptotic event by L and
call this simply an “event.”
Due to the following proposition, we are also able to treat a high-probability guarantee
as “just” a valuation.
Proposition 4.2.1. For any high-probability guarantee defined in §3.4.1, the set of asymp-
totic events which occur w.h.p. is a proper filter in the algebra of asymptotic events.
Proof. First, if L ≤ K, then P[Lη] ≤ P[Kη] for all η, and in this case if whp(L) = true then
so must be whp(K) = true; hence, the upper-set condition is satisfied. Next, we observe
that the high-probability guarantees do not distinguish between rates of convergence of
(1 − P[Lη]) → 0 which differ a constant multiple. Since
P[Lη ∧Kη] > 1 − P[¬Lη] − P[¬Kη ],
it follows that if whp(L) = whp(K) = true, then whp(L ∧K) = true.
It thus remains only to show that set of w.h.p. events is neither empty nor equal to
all of B, which is immediate since whp(⊤) = true and whp(⊥) = false.
9These technicalities, which we will not dwell on, are not related to the lattice structure; this is not at
all controversial. The question is whether “all” asymptotic events belong to a set, and this kind of issue has
been addressed in §2.1.4 and §??.
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We shall predictably call F[whp] = {L : whp(L) = true} the w.h.p. filter, and whp
is the w.h.p. valuation. However, we will develop our methods with respect to a generic
valuation val, for which any of the high-probability guarantees, or any other valuation, may
be substituted. Hence, except for the fact that elements of B are now called “events,” our
basic assumptions and notation are unchanged from the abstract setting above.
At an intuitive level, though, we begin to see why it is useful to distinguish between
a valuation and a filter. A valuation represents some “truth” which is “given,” while filters
can be constructed “on a whim” from a subset L ⊆ B of our choosing. These equivalent
concepts thus play different roles.
4.2.3 Meta-Events and “W.H.P. Logic”
The lattice theory part of our construction is now more or less complete; in effect,
“w.h.p. logic” involves little more than redefining various basic lattice-theoretic concepts in
terms of valuations rather than filters and quotient algebras.
For this purpose, we will use first-order symbols ∀,∃ to manipulate valuations, so for
a given (possibly infinite) set of valuations {vali}i∈I
val(L) = ∀i∈Ivali(L) (4.8)
is understood to mean that vali(L) = true if and only if vali(L) = true for every i ∈ I.
The above expression appears to constitute an “infinite conjunction,” but this conjunction
does not take place in B, so we have not violated our promise of only using finite lattice
operations.
The above infinite conjunction takes place at the “meta-level,” and is thus permissible.
Moreover, (4.8) does in fact define a valid valuation, due to the fact that the arbitrary
intersection of filters is again a filter, and in this case we have F[val] =
⋂
i∈IF[vali]. The
logical quantifiers ∀,∃ thus serve essentially as replacements for set-theoretic operations on
filters and other subsets of B.
We note, though, the arbitrary union of filters in general not a filter. Hence, while
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the expression ∃i∈Ivali(L) defines a valid mapping from B to {true, false}, this mapping is
not in general a valuation.
Definition 4.2.3. For a valuation val and a subset L ⊆ B, the relative valuation valL is
given by
valL(K) = true if and only if K ∈ F[val,L]. (4.9)
As a consequence of the fact that “everything works out,” for a single element L, we
have
valL(K) = val(L =⇒ K), 10
and in this case, the relative valuation is just another way to define the pre-order ≤L.
Similarly, if L is a filtered subset of B, then we have
valL(K) = ∃L∈Lval(L =⇒ K)
If L is not filtered, then it is necessary to consider finite conjunctions as in (4.7), but the
expression is analogous.
Meta-Events
Given that valL(K) is equivalent to val(L =⇒ K), for a subset L ⊆ B, it is natural
to think of the condition valL(K) as indicating that “L implies K” under this valuation;
the only difficulty is that, while L =⇒ K is a valid element (i.e. event) in the Boolean
algebra B, at this point “L =⇒ K” is not well-defined.
In order to rectify the situation we will introduce new objects called meta-events;
simply put, a meta-event is something that is capable of being valuated without belonging
to B. Hence, for any valuation val, we have val(M) ∈ {true, false} as we would for an
ordinary event.
10Briefly, if valL(K) = true then clearly val(L =⇒ K) = true since K ≤ (L =⇒ K). Conversely,
if val(L =⇒ K) = true then valL(L =⇒ K) = true also, and clearly valL(L) = true as well, and so
valL(L ∧ (L =⇒ K)) = true. Since L ∧ (L =⇒ K) = L ∧ K ≤ K, this yields valL(K) = true.
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Now, a valuation val must by definition “know how” to assign any L ∈ B a truth-
value, but for meta-events, which do not belong to B, this is not part of the job description.
Hence, in order to define a meta-event, we must decide how this valuation will be per-
formed. A meta-event can thus be described as a right-mapping from the set of valuations
to {true, false}: this is a mapping M : val 7→ val(M), where M is written on the right-hand
side of val. For intuitive purposes, though, we shall think of the valuation as the “function”
which does the “valuating.”
Of course, we would not want just any right-mapping to qualify as a meta-event; the
behavior of the mapping val 7→ val(M) should be “the same” it is for the corresponding
mapping val 7→ val(L) for actual events L ∈ B. The elegant approach here might be to first
define what conditions we want a meta-event to satisfy as a right-mapping from valuations
to truth-values. However, we shall take a more expeditious route and offer the following
constructive definition.
Definition 4.2.4. The following are meta-events:
1. any subset L ⊆ B defines a meta-conjunction, for which val(L) = true if and only if
L ⊆ F[val];
2. if L is a meta-conjunction, and M is any meta-event, then the expression L =⇒ M
defines a meta-implication, which is valuated by
val(L =⇒ M) = valL(M). (4.10)
These valuations can be computed explicitly using set-containment of filters. For a
meta-conjunction, we simply have
val(L) = ∀L∈Lval(L).
For meta-implications, we first consider a case L =⇒ K, where both L,K are meta-
conjunctions. In this case, if L is filtered, we simply have
val(L =⇒ K) = ∀K∈K∃L∈Lval(L =⇒ K).
115
As usual, if L is not filtered, we must replace the set L in the existential quantification ∃L∈L
with the set {L1 ∧ · · · ∧ Li : L1, . . . , Li ∈ L} of all finite conjunctions of elements in L.
We now show that the case L =⇒ M, where M is a general meta-event, can be
reduced to a meta-implication between two meta-conjunctions.
Proposition 4.2.2. Let L,K be meta-conjunctions, and let M be a meta-event. Then, for
any valuation val, we have
val
(







In particular, every meta-event can be expressed as a meta-implication L =⇒ K between
two meta-conjunctions.
Proof. For the main claim, by definition val(L =⇒ (K =⇒ M)) = true if and only if
K =⇒ M is true under the valuation valL, which corresponds to the filter F[val,L]. This
in turn is equivalent to the condition that M is true under the valuation (valL)K, which
corresponds to the filter
F[F[val,L],K] = F[val,L,K].





The fact that any meta-event can be reduced to an implication of the form L =⇒ K
follows inductively by repeated application of this reduction, along with the fact that any
meta-conjunction can be written as ⊤ =⇒ L.
Disjunctions and Other Concerns
The above definition gives us a fair amount of expressive ability, but not everything
that “might” be a meta-event satisfies this definition, and we now discuss two such cases.
First, definition 4.2.4 does not permit an expression along the lines of
(
(I =⇒ J ) =⇒ (K =⇒ L)
)
.
At a practical level, this is not a concern, because we will not need the ability to construct
such a “meta-event.” At a technical level, though, it can be shown that a meta-event which
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behaves in the way this expression is intended can be constructed as a meta-implication
between to meta-conjunctions. This is not all that difficult, but it is also not entirely trivial,
and begins to encroach on the territory of the axiom of choice. In any case, since we do not
need this construction, we will leave this stone unturned.
A more pertinent example of something that is not a meta-event is the “disjunction”
either val(L) = true or val(K) = true.
Unlike the first example, this is a true “non-meta-event,” meaning that a meta-event which
behaves this way is impossible to construct (for general L,K) using definition 4.2.4.11
The issue is that if we let K = ¬L, then the above meta-event would not always be
“true,” even though the idea it is trying to express — that “either L or ¬L” must be true
— would seem to be a tautology. Of course, we could allow this to be a meta-event by fiat,
but this is not “correct,” for reasons both technical and intuitive.
It is possible to express conjunctions as meta-events according to definition 4.2.4, and
the way to do this is by
L =⇒ ⊥.
Whether this is considered a “meta-disjunction” or a “meta-negation” is largely irrelevant,
since it behaves the same way in either case.
If the set L is filtered, then this meta-event is in fact equivalent to the condition that
val(¬L) = true for at least one L ∈ L. But, if L is not filtered, then the valuation becomes
∃L1,...,Li∈L
(
val(¬L1 ∨ · · · ∨ ¬Li) = true
)
.
This imposes a restriction on the possible kinds of sets which may be used in disjunctions:
if K is the dual of a filtered set, then the meta-disjunction of K can be constructed by
negating the meta-conjunction {¬K : K ∈ K}.
11Perhaps this statement requires justification, but it is not hard to show; more to the point, the question
of whether it is possible to construct such a meta-event is inconsequential.
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The dual of a filtered set is called a directed set, and it is easy to see that directed
disjunctions do not run into problems with the excluded middle as described above, since
any directed set that contains both L and ¬L must also contain ⊥. In applications, though,
we will typically not construct such directed disjunctions explicitly, and instead use the
above construction L =⇒ ⊥.
4.2.4 Soundness
We now verify that these definitions are sound, in the sense that the logical rules that
“should” hold do in fact hold. There are two things to verify: first, that meta-events are
well-behaved under the mapping val : M 7→ val(M), and second, that valuations are well-
behaved under the right-mapping M : val 7→ val(M). The following proposition establishes
the necessary soundness conditions in both directions.
Proposition 4.2.3. Meta-events and valuations satisfy the following:
1. if F[val1] ⊆ F[val2] and val1[M] = true, then val2[M] = true;
2. if {vali}i∈I is a (possibly infinite) set of valuations and val is the (well-defined) valu-
ation which satisfies
val(L) = ∀i∈Ivali(L),
for all events L ∈ B, then val(M) = ∀i∈Ivali(M) also holds for any meta-event M;
3. if val(L =⇒ K) = true and val(K =⇒ M) = true then val(L =⇒ M) = true.
Proof. For the first claim, we may assume M has the canonical form (L =⇒ K), in which
case val(L =⇒ K) = true if and only if
K ⊆ F[val,L],
and clearly, if F[val1] ⊆ F[val2] then we also have F[val1,L] ⊆ F[val2,L], which implies the
claim.
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For the second claim, as discussed above, this infinite conjunction is indeed a well-




Now, consider a canonical form meta-event M = (L =⇒ K), so by definition val(M) = true
if and only if K ⊆ F[val,L]. Similarly, ∀i∈Ivali(M) = true if and only if K ⊆
⋂
i∈IF[vali,L].









For the third claim, again val(L =⇒ K) = true if and only if K ⊆ F[val,L], which
means that F[val,K] ⊆ F[val,L]. Also, val(K =⇒ M) = true is equivalent to valK(M) =
true; by the first claim, these two facts imply that valL(M) = true as well.
We may observe that the third claim in this proposition more or less establishes
the “soundness” of meta-implications as a primitive system of logic. In particular, since
⊤ =⇒ L is equivalent to L (under all valuations), then if both val(L) = true and val(L =⇒
K) = true, we must also have val(K) = true.
4.2.5 Convergences and Separations
Ultimately, meta-events and valuations will give way to the topological concepts of
convergence and separation, and we now discuss how this will take place. In a non-abstract
sense, the kind of convergence we are dealing with is convergence in high-probability of
an asymptotic sequence xη of random elements in a topological space X, in the limit as
n→ ∞.
In the abstract, though, this is no good, because there are no longer any asymptotic
sequences, there is just the Boolean algebra B. This problem is easily resolved: for lack of
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a better term, we may define an abstract element of any set X to be an algebraic entity,
written x, such that for each subset X0 ⊆ X there exists an event “x ∈ X0” in B, and such
that the mapping X0 7→ “x ∈ X0” is a homomorphism of Boolean algebras from the power
set 2X to B.
As noted, we do not actually need to do this, because we already have a well-defined
notion of convergence, but the idea of an abstract element emphasizes an understanding of
convergence as a logical concept, rather than something to do with the limit of a sequence.
In this view, convergences and separations are special kinds of meta-events:
• x → x denotes the meta-conjunction {x ∈ B}B∋x;
• x 9 x denotes the meta-negation (or meta-disjunction) x → x =⇒ ⊥.
As usual, the B ∋ x refers to the set of open neighborhoods of x, and since this set is clearly
filtered, then the separation x 9 x is easily seen to be equivalent to its previous definition
val(x 9 x) = ∃B∋xval(x /∈ B).
Similarly, the meta-implication
x → x =⇒ y → y, (4.11)
is valuated by
val(x → x =⇒ y → y) = ∀By∋y∃Bx∋xval(x ∈ Bx =⇒ y ∈ By). (4.12)
Note that (4.12) closely resembles the definition of a continuous function; in fact, if y is the
image y = f(x) of a function f : X → Y which is continuous at x, then the implication
(4.11) must hold by definition under any valuation.12
The ability to construct meta-implications in this way, and more generally, to tem-
porarily “assume” that x → x and work under the relative valuation valx→x will allow us to
12Technically, if we really wish to work with “abstract elements” rather than asymptotic sequences, we
would have to define what f(x) means; this is not difficult but also not necessary, since the only way a
relationship y = f(x) will ever arise in practice is if two random elements are literally related in this way.
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use various common techniques to detect limit points which do not immediately translate
to the the less abstract setting of convergence in probability. Indeed, for a non-random
sequence xη, the meta-implication xη → x =⇒ yη → y corresponds to the condition that,
for any subsequence along which xη′ → x, we also have yη′ → y.
It is not clear whether the assumption x → x has an intuitive interpretation with
respect to high-probability convergence. But, the fact that all of this is well-defined means
that the intuitive notion of a “w.h.p. subsequence” (or lack thereof) is irrelevant, and we
may simply think of convergence as a logical condition rather than a limit.
4.2.6 Convergence to Subsets and Compactness
We will make extensive use of the topological property of compactness, and we begin
by reviewing some definitions. For a subset X0 ∈ X:




• X0 is compact if every open cover of X0 contains a finite sub-cover, that is, a finite
subcollection {B1, . . . , Bj} which is also an open cover of X0.
Compactness is a fundamental property with far-reaching consequences; for example, in
metric spaces, compactness is equivalent to sequential compactness, meaning that every
infinite sequence has a convergent sub-sequence.
In order to exploit compactness, we first extend the definition of convergence to allow
convergence to a subset in the natural way:
• x → X0 denotes the meta-conjunction {x ∈ B}B∋X0 ,
where B ranges over all open neighborhoods of X0. While this definition is technically valid
for any X0 ⊆ X, makes most sense if X0 is a closed set. In most cases, we will want the set
X0 to be compact as well, since the ability to choose finite sub-covers somewhat makes up
for the inability to form infinite conjunctions.
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The following proposition essentially demonstrates that, if X0 is compact, then the
assumption x → X0 is “the same” as the assumption that x → x for some fixed but
unknown element x ∈ X0. Since there is nothing special about the w.h.p. valuation, we
state this proposition in general terms.
Theorem 4.2.4. For any compact set X0, any valuation val, and any L ∈ B:
val(x → X0 =⇒ L) = ∀x∈X0val(x → x =⇒ L). (4.13)
In addition:
1. the same holds of L is replaced by any meta-event M;
2. for any subset X1 ⊆ X0, if val(x 9 x) = true for all x /∈ X1, then val(x → X1) = true.
Proof. For any x ∈ X0, clearly
val(x → x =⇒ x → X0) = true
under any valuation, since every neighborhood of X0 is also a neighborhood of x. It follows
that, if val(x → X0 =⇒ L) = true, we also have val(x → x =⇒ L) = true for each x ∈ X0.
The other direction requires the compactness property. Assume the right-hand side
of (4.13) valuates to true, in which case, for each x ∈ X, we have a neighborhood Bx ∋ x
such that
val(x ∈ Bx =⇒ L) = true.
Compactness lets us choose a finite subcover {Bi}, and we may now form the finite con-
junction
∧
i(x ∈ Bi =⇒ L) =
∧
i(x ∈ Bi) =⇒ L
= (x ∈ B) =⇒ L,
where B =
⋃
iBi is an open neighborhood of X0. It follows that val(x → X0 =⇒ L) = true,
and the main claim has be proved.
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The first additional claim is immediate by proposition, 4.2.3. For the second, we let
M denote the meta-event x → X1; in this case we clearly have val(x → x =⇒ M) = true
for x ∈ X1, and for x /∈ X1, we have
val(x → x =⇒ ⊥ =⇒ M) = true.
Hence, val(x → x =⇒ M) for all x ∈ X0, and the proof is complete.
At a less abstract level, this theorem has two important consequences (provided, of
course, that we are able to show that val(x → X0) = true for a compact set X0). First,
in order to show that some meta-event M occurs, we may perform a sort of case-based
reasoning, where we show that the assumption x → x implies M for every individual
x ∈ X0.
Second, by choosing a singleton subset {x1} = X1 ⊆ X0, the second claim of this
theorem allows us to invoke the “Sherlock Holmes” variation of proof by contradiction: “if
when you have eliminated the impossible, whatever remains, however improbable, must be
the truth.” Although this may seem to be a roundabout way of proving that x → x1, it is
typically easier to establish separation rather than convergence. This is because, in order
to prove that val(x 9 x) = true it suffices to find a single fixed neighborhood B ∋ x such
that val(x /∈ B) = true. On the other hand, to prove directly that val(x → x) we must
prove that val(x ∈ B1) = true for every fixed neighborhood B ∋ x1.
In applications, where the valuation is one of the high-probability conditions, both of
this techniques will prove quite valuable when manipulating asymptotic random elements
in a topological space. The first allows us to perform “w.h.p. case based reasoning,” by
temporarily assuming that x → x w.h.p., an assumption that does not have an obvious
intuitive interpretation. The second allows us to reason by “w.h.p. contradiction” for the
purposes of establishing a w.h.p. convergence.
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4.2.7 Separation and Hausdorff Spaces
Recall that two subsets X1,X2 of a topological space are separable by neighborhoods if
there exist disjoint open neighborhoodsB1 ⊇ X1 and B2 ⊇ X2. There are various separation
axioms which describe what kinds of subsets in X can be separated by neighborhoods, but
the only one we will use is the following:
• X is Hausdorff if every pair of distinct points can be separated by neighborhoods.
In the notation of “w.h.p. logic”, the fact that x1, x2 can be separated by neighbor-
hoods is equivalent to the fact that
val
(
(x → x1,x → x2) =⇒ ⊥
)
= true
under any valuation. The above expression is by definition equivalent to
val(x → x1 =⇒ x 9 x2) = true.
Intuitively, then, the Hausdorff assumption allows us to reverse the “Sherlock Holmes”
argument. Once we have found the “truth,” in the form of a point x1 ∈ X such that val(x →
x1) = true, then we can rule out “the impossible,” by concluding that val(x 9 x2) = true
for any x2 6= x1. Provided that our valuation is proper, meaning that val(⊥) = false, this
in turn implies that val(x 9 x2) = false.
As such, the Hausdorff property is also important, though perhaps not quite as vital
as compactness. Moreover, most “natural” topological spaces are Hausdorff, but this is not
the case for compactness, so ultimately compactness will play a more important role in our
techniques than the Hausdorff property.
4.2.8 Logic and “Plain English”
In applications, we will not discuss valuations, filters, and other lattice-theoretic con-
cepts, and instead use the same “plain English” vernacular in which mathematical discourse
usually takes place. The translation between the two is fairly clear; for example, both
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• if L; then K w.h.p.
• the following holds w.h.p.: if L; then K
are equivalent to the condition that whp(L =⇒ K) = true. Moreover, any potentially am-
biguous situation can be resolved easily by constructing an exact expression using valuations
if necessary. Nevertheless, we briefly discuss some of these issues below.
The Meta-Meta-Level
In effect, there are two layers of “meta-language” involved. The “non-meta” language
consists of elements of the Boolean algebra B, and “truth” is the maximal element ⊤.
The meta-level is w.h.p. logic, where the logical entities are meta-events and “truth” is
the expression true. “Plain English” is the meta-meta-level, where the “truth” is just the
“actual truth.”
In general, our convention is that each written instance of the term “w.h.p.” refers to
a unique “w.h.p. logical context,” for instance:
• “assume L w.h.p.; then K w.h.p.” means that if whp(L) = true then whp(K) = true;
• “assume L; then K w.h.p.” means that whp(L =⇒ K).
A simple case where these differ is the following. Let K,L ∈ B, and recall that,
although we are using abbreviated notation, each of these is in fact an asymptotic sequence
Kη = (K1,K2, . . .) of events. Now, assume that Kη and Lη occur independently with
probability 1/2 for each η. In this case, since whp(L) = false, then the first of the above
statements is true. But since P[Lη =⇒ Kη ] = 3/4 for all η, then we have whp(L =⇒
K) = false.
Typically, things outside the w.h.p. context will relate to the problem definition itself.
A typical example is:
• assume Gη is an asymptotic sequence of random graphs; then the following holds
w.h.p.: ...
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In this case, the fact that each Gη is a random element in the set G of graphs (that is,
configurations) is not something that holds “w.h.p.” since this would make no sense.
On the other hand, the actual asymptotic parametrization, using the residual distri-
bution, can generally be moved inside the w.h.p. context. As shown in the previous chapter,
due to the fact that our convergence assumptions on the residual distribution are based on
a metrizable topology, the assumption that µGη → µ deterministically can be replaced with
convergence in high probability. Hence, an assertion along the lines of “G(µ) satisfies a
property α w.h.p.” is more or less equivalent to whp(µGη → µ =⇒ α(Gη)) = true.
There are certain technicalities involved, since the convergence µGη → µ does not
guarantee that the number of vertices grows asymptotically with η, and of course we must
assume that Gη is H-conditionally uniform, For these reasons, we will not expand on the
discussion of this topic in the previous chapter.
Conditional Probabilities
A w.h.p. implication L =⇒ K is purely a logical construction, and does not depend
on the conditional probability P[Lη | Kη] as η → ∞ Indeed, if ¬K occurs w.h.p., then the
implication K =⇒ L must hold w.h.p. as well, even if P[L | K] = 0.
On the other hand, we may compute
P[Kη =⇒ Lη] = 1 − P[Kη ∧ ¬Lη] = 1 − P[Kη ]P[¬Lη | Kη]
≥ 1 − P[¬Lη | Kη]
= P[Lη | Kη ],
and thus if the conditional probability P[Lη | Kη] is appropriately high, then the implication
K =⇒ L holds with high probability as well.
It is possible and entirely straightforward to define a “conditional w.h.p. valuation”
along these lines, but we do not need this construction. The important points are that
L =⇒ K can occur w.h.p. even though the conditional probability is not high, but if the
conditional probability is high than a w.h.p. implication must also hold.
126
4.3 Topological Representation
We now discuss our second layer of abstraction, in which information is organized
topologically rather than as a collection (that is, a filter) of events which occur w.h.p. This
involves a topological representation, which is an asymptotic sequence of random elements
xη in a topological space X, such that the “relevant” questions can be answered by a w.h.p.
convergence xη → x. As usual, we will drop the subscript “η,” and simply call x a “random
element,” with the usual conventions and caveats in place.
To a certain extent, the move from logic (or lattices) to topology is a change in
nomenclature (i.e. a meta-conjunction is now a convergence). Moreover, since all that mat-
ters about the topological representation is if and where it converges, then ultimately the
topological nomenclature also becomes unnecessary. We now are searching for a “special”
element in the representation space X, and we shall use “constraint satisfaction” terminol-
ogy to describe this new problem:
• a w.h.p. solution space is a compact subset X0 ⊆ X such that x → X0 w.h.p.;
• a w.h.p. strong solution is a point x ∈ X such that that x → x w.h.p.;
• a w.h.p. non-solution is a point x ∈ X such that that x 9 x w.h.p.;
• a w.h.p. weak solution is a point x ∈ X which is not a w.h.p. non-solution.
• a w.h.p. solution constraint is a condition on X which must be satisfied by every
w.h.p. weak solution.
In accordance with the “constraint satisfaction” metaphor, we will typically refer to a weak
solution as simply a “solution” as in “every solution satisfies...”, while a strong solution
is a “unique solution.” Provided that the compact-Hausdorff assumption discussed below
holds, this will be accurate, and the idea is to narrow down possible solutions by imposing
constraints until only one possibility remains.
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The translation from topological to “constraint satisfaction” language for the first
four of the concepts introduced above is immediate by definition. And, using the meta-
implications defined in the previous section, the translation of facts about x to solution
constraints is fairly natural as well.
Specifically, for random elements x,y ∈ X,Y , a subset X0 ⊆ X, and a function
f : X → Y :
• y is w.h.p. determined by x and f on X0 if x → x =⇒ y → f(x) w.h.p. for each
x ∈ X0;
• y is w.h.p. completely determined by x if, in addition, X0 is a w.h.p. solution space.
These conditions are not literally solution constraints, and it is not in general the case that
the meta-implication x → x =⇒ y → f(x) is equivalent to the “meta-meta-level” assertion
that every solution to (x,y) must satisfy f(x) = y. In order for this, and other aspects of
our strategy to run smoothly, some technical assumptions are required.
Definition 4.3.1. We say the compact-Hausdorff assumption is satisfied if the following
hold:
1. there exists some w.h.p. compact solution space X0;
2. the representation space X is Hausdorff.
In §4.3.1, we explore the consequences of this assumption, but they are what one
would expect: there is at least one weak solution, at most one strong solution, a unique
weak solution is strong, etc. Moreover, these assumptions are maintained under product
spaces which allows us to adopt a “kitchen-sink” approach to topological representation:
toss in parameters more or less without discretion, and work everything out in the solution
space. In this case, due again to compactness, it is not necessary to “solve” the entire
topological representation, as long as we show that all weak solutions imply the same result
about the graph property we are ultimately interested in.
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Accordingly, while we are treating the topological representation as a single “point”
x ∈ X, in applications, the representation space will be a “big” product space. This product
space will include the scaled sample path of a discrete random process, as in the example
in §4.1.2. However, as we shall see in the next section, a discrete random process may
contain more information than is available from this particular representation. Since the
compact-Hausdorff assumption is maintained under products, it is not important to decide
exactly what belongs in the topological representation at the “beginning,” and we may add
or remove parameters “on the fly” as necessary.
4.3.1 The Compact-Hausdorff Assumption
The compact-Hausdorff assumption serves the same purposes which it ordinarily does;
we will not belabor this point, and instead list its consequences in somewhat of a “laundry-
list” form.
Briefly, compactness is the more important of the two, since this is what allows us to
invoke theorem 4.2.4. Also, in most cases, it is not necessary to actually know the identity
of the compact solution space X0; just knowing that one exists will generally suffice.
The Hausdorff assumption, which is usually easy to satisfy, simply insures that, for
example, we cannot have more than one strong solution. For technical reasons, it is not
sufficient for just the solution space to be Hausdorff, but it is enough if a neighborhood
B ⊇ X0 is Hausdorff, since in this case x ∈ B holds w.h.p., and we may effectively ignore
the rest of the space.
The consequences of the compact-Hausdorff assumption are listed below.13 As usual,
these consequences hold for any (proper) valuation, not just the high-probability valuations,
meaning that if we “assume x → x,” this theorem is applicable to the relative w.h.p.
valuation. Also, since the compact-Hausdorff assumption will be met in applications, we
have made no effort to find the weakest conditions under which any of the following claims
13Perhaps none of these claims require proof, since they are basic topological facts. However, in light of
our somewhat non-standard definitions, we perform the requisite due diligence.
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will hold.
Theorem 4.3.1. For Hausdorff spaces X,Y , the following hold for any high-probability
guarantee or proper valuation.
1. For any random element x ∈ X:
(a) the set of weak solutions is closed;
(b) a strong solution is a unique weak solution;
(c) if y is determined by x and f on a subset X1, then:
• if x ∈ X1 is a weak solution to x, then (x, y) is a weak solution to (x,y) if
and only if y = f(x);
• the restriction of f the the set of all weak solutions to x is continuous.
2. If x has compact solution space X0:
(a) the set of weak solutions is non-empty subset of X0, and is therefore the minimal
compact solution space;
(b) a unique weak solution is a strong solution;
(c) if y is completely determined by x and f then y has compact solution space in
some subset of f(X0).
Proof (Part 1). (1a) By definition a non-solution satisfies x /∈ B w.h.p. for some B ∋ x, and
every x′ ∈ B is also a non-solution, so the set of non-solutions is open, and its complement,
the set of weak solutions, is closed. (1b) If both x → x and x 9 x w.h.p., then we would
have ⊥ w.h.p., which is not possible. Conversely, the Hausdorff assumption implies that
(x → x1,x → x2) =⇒ ⊥,
for x1 6= x2, so if x → x1 w.h.p. then x2 is a non-solution by definition.
(1c) For the first claim, if (x, f(x)) is not a weak solution, then we have
x → x =⇒ (x,y) → (x, f(x)) =⇒ ⊥
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which means x is not a weak solution. Uniqueness follows similarly to the above from the
Hausdorff property on Y .
For the second claim, assume w.l.o.g. that every x ∈ X1 is a weak solution (but there
may be others), let Z ⊆ X × Y denote the (closed) set of weak solutions to (x,y), and for
any Y1 ⊆ Y , let
XY1 = {x ∈ X : (x, y) ∈ Z for some y ∈ B}.
In particular, if Y1 is closed, then so is Z∩X×Y1, and therefore XY1 , which is the projection
onto the first coordinate, is also closed. Now, if x ∈ X1, then (x, f(x)) is the unique element
of Z with first coordinate equal to x. If follows x ∈ XY1 ∩X1 if and only if f(x) ∈ Y1.
Since this is true for any closed subset Y1 ⊆ Y , then for any open set B = Y \Y1, if
f(x) ∈ B then x ∈ X1\XY1 , which is an open subset of X1; thus, f is continuous when
restricted to X1.
Proof (Part 2). First, by theorem 4.2.4, the fact that X0 is a compact solution space means
that, for any meta-event M, if x → x =⇒ M w.h.p. for every fixed x ∈ X0, then M holds
w.h.p. (2a) Choose the meta-event M = ⊥, in which case, if there are no weak solutions ⊥
would occur w.h.p. Next, for any x1 /∈ X0, we choose the meta-event M = x 9 x1. By the
Hausdorff condition, x → x =⇒ M for any x1 6= x ∈ X0, and hence x1 is a non-solution.
It follows that the set of weak solutions is a non-empty subset of X0, and since this set is
closed, it is compact. And, since this holds for any compact solution space X0, it follows
that the set of weak solutions is the minimal compact solution space.
(2b) If x is a unique weak solution, then {x} is a compact solution space, so x is strong
solution. (2c) We may assume w.l.o.g. that X0 is minimal, in which case every x ∈ X0 is a
weak solution, and as shown above, f is thus continuous from X0 → Y . Hence, f(X0) is a
compact solution space for y.
4.3.2 Structural and Probabilistic Constraints
We may identify two different kinds of solution constraints:
131
• a structural constraint has nothing to do with randomness, and only depends on the
topological structure of the representation space;
• a probabilistic constraint depends on the actual characteristics of x.
The majority of the constraints we discuss in this section (or this chapter) will be structural;
in fact, the only real probabilistic constraint we will make use of is martingale concentration
(see section 4.5).
Structural constraints will generally hold, not only w.h.p., but ultimately always (u.a.).
For structural constraints, the notation of w.h.p. implications serves primarily as a tool to
to describe the topology of the representation space. Structural constraints will typically
be used to establish one of the following:
• that the image f(x) of x under a mapping f : X → Y is completely determined by
x, meaning that x → x =⇒ f(x) → x u.a. (or w.h.p.);
• that convergence under one topology T1 implies convergence under a second topology
T1, meaning that x T1−→ x =⇒ x T2−→ x u.a. (or w.h.p.).
Moreover, the second of these can be understood as a special case of the first, by letting f
denote the identity mapping from (X,T1) → (X,T2).
Now, a function f : X → Y is continuous, then x → x =⇒ f(x) → x u.a. by
definition. Moreover, by Theorem 4.3.1, if f(x) is completely determined by x, then it must
be the case that f is continuous, when restricted to the minimal compact solution space.
However, f(x) may be completely determined by x even if f : X → Y is not continuous
on all of X. Hence, the kind of situation that requires non-trivial structural constraints is
where f is continuous when restricted to some compact solution space X0 ⊆ X, but not
on the entire representation space X. In this case, w.h.p. determination does not follow
immediately from continuity, and must be established by other means.
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4.3.3 Convergence Metric Spaces
We now discuss the special case where the domain X is a metric space X = (X, ρ).
Metric spaces possess certain useful characteristics, for example, every metric space is not
only Hausdorff, but also normal, meaning that any disjoint closed sets can be separated by
neighborhoods. Most of the spaces we work with will be either metric or at least metrizable.
Convergence in a metric space can be in terms of the metric, since x → x is equivalent
to ρ(x, x) → 0 by definition. In many cases, the metric notion of convergence is more
versatile than the pure topological convergence (though perhaps less elegant). For example,
certain concepts such as the rate of convergence, or the uniformity of multiple simultaneous
convergences, are not well defined in a general topological sense.
Another advantage of metric spaces is that, while topological convergence must gen-
erally occur to a fixed limit x ∈ X, in a metric space we may compare two random elements
to each other by examining the behavior of ρ(x1,x2). In particular, if ρ(x1,x2) → 0, then
these random elements determine each other, and it is easily verified that the converse is
true as well.
Proposition 4.3.2. Let x1,x2 be random elements in a metric space X, and assume x1 →
X0 w.h.p. for some compact X0. Then the following are equivalent:
1. ρ(x1,x2) → 0 w.h.p.;
2. x2 is completely determined w.h.p. x1 (and the identity function).
Proof. The forward implication is trivial; for the reverse implication, for any fixed x ∈ X0,
we have
x1 → x =⇒ x2 → x =⇒ ρ(x1, x) + ρ(x2, x) → 0,
and thus ρ(x1,x2) → 0 by the triangle inequality.
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4.3.4 Equicontinuity and Uniform Convergence
We now consider spaces of functions from the compact interval [0, 1] to a metric (or
topological) space X. Our notation is as follows:
• M([0, 1],X) is the space of functions [0, 1] → X;
• C([0, 1],X) is the space of functions [0, 1] → X;
• elements of either are written as “tuples” (xξ) = (xξ)ξ∈[0,1];
• the product topology is the default, and uniform convergence is expressed by (xξ) ∞−→
(xξ).
These spaces will be used primarily to represent the scaled sample path of a discrete random
process, as described in the next section.
Evidently, the choice of the interval [0, 1] is without loss of generality, and we may
just as well choose any other interval. Also, we will use the same general definitions and
conventions for intervals which are not compact; for instance, the product topology is also
the default on M((0, 1),X), and elements in this set are written as tuples. Clearly, though,
the Arzelà-Ascoli theorem proved below, or any other results which assume a compact
interval will no longer be valid.
The product topology has the advantage of preserving compactness, but, as mentioned
during the example in §4.1.2, the space M([0, 1],X) under the product topology is not really
a “function space.” The space C([0, 1],X) of continuous functions [0, 1] → X, under the
product topology, is not much better; one problem this spaces suffers from is that it is not
closed.
The “correct” topology here is the uniform topology, and switching to the uniform
topology of course means that compactness needs to be reestablished. In this setting,
compactness with respect to the uniform topology is more or less the same as equivalence
between the product and uniform topologies, and the basic way to establish this is the
Arzelà-Ascoli Theorem.
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The “textbook” version of this theorem does not quite meet our literal requirements
in this case, so we shall reproduce the proof.14 The key property is equicontinuity, but since
our method of time-scaling (see the next section or the example in §4.1.2) creates jump
discontinuities, we use the following condition instead.
Definition 4.3.2. A scaled process (xξ) is asymptotically equicontinuous if, for any fixed
ξ ∈ [0, 1] and ǫ > 0 there exists a neighborhood B ∋ ξ (in [0, 1]) such that
sup{ρ(xξ ,xζ) : ζ ∈ B} < ǫ u.a. (4.14)
The “u.a.” in this definition may of course be replaced with any other high-probability
guarantee, but the default condition here is u.a. This is because the asymptotic equicon-
tinuity typically depends on the specification of a process, and are best understood as a
structural assumption. As usual, if the assumption holds with a weaker guarantee, then so
do the conclusions we may draw, but for simplicity, we stick with the u.a. condition.
One evident consequence of equicontinuity is that any solution must be a continuous
function. A second consequence, as we now show, is that pointwise convergence implies
uniform convergence.
Theorem 4.3.3 (Arzelà-Ascoli ). If (xξ) is asymptotically equicontinuous then
(xξ) → (xξ) =⇒ (xξ) ∞−→ (xξ) u.a.
for any (continuous) function (xξ).
Proof. Omitting the “u.a.” for simplicity, we must show that for all ǫ > 0,
(xξ) → (xξ) =⇒ sup{ρ(xξ , xξ) : ξ ∈ [0, 1]} < ǫ.
14It would not be difficult to get around the minor technicalities which prevent a “cut-and-dry” application
of Arzelà-Ascoli . The issue is that our method of scaling discrete sample paths does not produce contin-
uous functions, due to the use of the least integer function, this could be overcome e.g. by interpolating.
Nevertheless, since this is an important part of the general construction, it is just as well that we give a
proof.
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Using the equicontinuity of (xξ) and the continuity of (xξ), for any ξ ∈ [0, 1], we may choose
a neighborhood Bξ ∋ ξ sufficiently small that
sup{ρ(xξ ,xζ) + ρ(xξ, xζ) : ζ ∈ Bξ} < ǫ/2
Also, pointwise convergence (xξ) → (xξ) implies that ρ(xξ,xξ) < ǫ/2, and by the triangle
inequality, we thus have
(xξ) → (xξ) =⇒ sup{ρ(xζ , xζ) : ζ ∈ Bξ} < ǫ
for every fixed ξ ∈ [0, 1].
Since the interval [0, 1] is compact, we may choose a finite subcover {Bi} of the open
cover Bξ (of the interval [0, 1]), and form the finite conjunction:




sup{ρ(xζ , xζ) : ζ ∈ Bi} < ǫ
)
=⇒ sup{ρ(xζ , xζ) : ζ ∈ [0, 1]} < ǫ.
4.3.5 Summability and Convergence in ℓ1
Another space which we will work with frequently is the countable space Rω. Our
notation is as follows:
• Rω denotes any countable product of R, and we typically use the set Z∗ = {0, 1, 2, . . .}
as our countable index set;
• we write elements of Rω in “function” notation, as in x = (x(0), x(1), . . .);
• ℓ1 ⊆ Rω consists of all elements with ‖x‖1 <∞;
• pointwise convergence is again the default, and convergence in ℓ1 is expressed by
x
ℓ1−→ x.
The space Rω is most often used to parametrize the configuration model using the degree
and/residual residual distribution, both of which are elements in the set Φ = Dist(Z∗) ⊆ ℓ1
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of distributions on Z∗. While uniform convergence is obviously well-defined in Rω, we will
work almost exclusively with either the stronger ℓ1 topology or the weaker product topology.
The situation is roughly analogous to what we faced above in the space M([0, 1],X):
pointwise convergence is the default, but what we really want is ℓ1 convergence. The
property that
x → x =⇒ x ℓ1−→ x
is analogous to equicontinuity, and we will call this property summability. This property,
along with the relationship between the ℓ1 and product topologies on R
ω, was discussed in
chapter 2, and the situation for asymptotic random elements is basically the same.
Proposition 4.3.4. Let x be a random element in Rω, and assume ‖x‖1 < c u.a. for some
constant c. Then the following are equivalent:
1. x → x =⇒ x ℓ1−→ x u.a. for every x ∈ ℓ1,
2. x → x =⇒ ‖x‖1 → ‖x‖1 u.a. for every x ∈ ℓ1,
3. for every ǫ > 0, there exists J such that
∑
i>J |x(i)| < ǫ u.a.
If any of these hold, we say x is summable.
Proof. The equivalence of the first two conditions is a consequence of the fact that the ℓ1
topology is equivalent (on ℓ1, and not on all of R
ω) to the topology induced by the product
topology and the map x 7→ ‖x‖1, as shown in section 2.2 of chapter 2. And, it is clear that
the third claim implies the first due to the standard triangle inequality argument.
For the opposite implication, note that the fact that ‖x‖1 < c u.a. implies that
|x(i)| < c u.a. for each i, which implies that x has compact state space u.a. with respect to
the product topology. Also, clearly every solution must also belong to ℓ1, since if ‖x‖1 = ∞
then x → x =⇒ ‖x‖1 → ∞.
Now, for every ǫ > 0 and x ∈ ℓ1, the fact that x → x =⇒ ‖x‖1 → ‖x‖1 u.a. means
that there exists Jx such that x → x =⇒
∑
i>Jx
|x(i)| < ǫ u.a. This in turn implies
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that there exist an neighborhood Bx ∋ x (with respect to the product) topology such that
x ∈ Bx =⇒
∑
i>Jx
|x(i)| < ǫ. Third condition can now be achieved by choosing a finite
subcover of the compact solution space and letting J = max{Jx1 , . . . , Jxk}.
4.3.6 Uniform Summability
We now consider the space M([0, 1],Rω) of mappings from [0, 1] → Rω. There are
various possible topologies on this space, but we are primarily interested in the following
two:
• the product-product topology is the default, so (xξ) → (xξ) means that xξ(i) → xξ(i)
for every fixed pair ξ ∈ [0, 1] and i ∈ Z∗;
• the uniform-ℓ1 topology is the uniform topology over ξ ∈ [0, 1] with respect to the ℓ1
topology on Rω; convergence in this topology is written (xξ)
∞,ℓ1−−−→ (xξ), which means
that
sup{‖xξ − xξ‖1 : ξ ∈ [0, 1]} → 0.
We call uniform summability the condition that the first above convergence implies the
second.
Proposition 4.3.5. Let (xξ) be a random element in M([0, 1],Rω) and assume that
1. (xξ(i)) is asymptotically equicontinuous for each i ∈ I;
2. for every ǫ > 0, there exists J such that sup{∑i>J |xξ(i)| : ξ ∈ [0, 1]} < ǫ u.a.
Then:
1. the function (xξ) is asymptotically equicontinuous in ℓ1;
2. for any (xξ) ∈ C([0, 1], ℓ1),
(xξ) → (xξ) =⇒ (xξ)
∞,ℓ1−−−→ (xξ) u.a.
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In this case, we say (xξ) is uniformly summable.
Proof. Due to coordinatewise equicontinuity, for any fixed J , the first J coordinates of (xξ)
clearly constitute an equicontinuous random element in C([0, 1], ℓ1), and the uniform bound
on sup{∑i>J |xξ(i)| : ξ ∈ [0, 1]} thus implies equicontinuity in ℓ1. The second claim is
immediate.
4.4 Topological Representation of a Random Process
We now discuss the topological representation of random processes, which are the
central random structures in the algorithmic analysis of random graphs. The basic idea
was presented in §4.1.2: we scale both the state space and the time scale so as to resemble
a continuous function. However, a discrete process often contains information which is
not “visible” with respect to this representation, and it is often necessary to include some
additional parameters in the overall topological representation.
For the purposes of this section, we shall assume that the state space has already been
scaled; the random object we are dealing with is thus the sample path (xt) = (x0, . . . ,xT )
for which the state space is some topological space X. We briefly review the time-scaling
procedure from §4.1.1:
• we define a mapping ξ 7→ x⌊ξT ⌋ for ξ ∈ [0, 1], where ⌊ξT ⌋ = max{t ∈ Z : t ≤ ξT};
• we abbreviate by x⌊ξT ⌋ = xξ, and use “tuple” notation (xξ) to denote this function.
The representation space is thus space M([0, 1],X), and as usual the product topology is
the default.
4.4.1 Increments, Integrals, and Derivatives
The increment of an R-valued process at time t ≥ 1 is defined by ∆xt = xt−xt−1. For
consistency, we may also define ∆x0 = 0 and call the process (∆xt) the increment process.
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The state at time t can thus be expressed as the sum of increments:




When scaled, this expression closely resembles the definition of the Riemann integral, and
this similarity is the basis of the differential (or integral) equations.
In fact, we may observe that




holds precisely for any integer t. When a process is time-scaled, we must multiply the
increments by T to arrive at the correct formula, which is,
xξ = x⌊ξT ⌋ =
∫ ⌊ξT ⌋
ζ=0
T · ∆x⌊ζT ⌋
where ∆x⌊ζT ⌋ = x⌊ζT ⌋ − x⌊ζT ⌋−1.
Now, due to the jump-discontinuities created by our method of time-scaling, the
scaled sample path (xξ) is not differentiable, but the “moral” derivative of this function is
T · ∆x⌊ξm⌋. This problem could be overcome by, say, using linear interpolation to create a
continuous representation of the scaled sample path, but this gives rise to other technicali-
ties, and using step-functions ultimately works just as well.
Bounds on Increment Sizes
In order for this to work out rigorously, the increments of a process must satisfy some
basic conditions. Hence, for any fixed constant c, we define:
• (xt) is Lipschitz if sup{|∆xt| /T : 1 ≤ t ≤ T} < c u.a.;
• (xt) has asymptotically bounded variation if
∑T
t=1 |∆xt| < c u.a.;
• (xt) is well-scaled if it has asymptotically bounded variation, and the time-scaled
function (xξ) is asymptotically equicontinuous.
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As with asymptotic equicontinuity, the “u.a.” may be replaced with any other high-
probability guarantee, but again these will generally hold u.a., as they are usually de-
termined by the specification of a process, rather than the outcome.
Any solution to a process satisfying one of the above conditions must behave accord-
ingly:
• a function (xξ) ∈ M([0, 1],R) is Lipschitz-continuous if there exists a constant c such
that |xξ − xζ | ≤ c · |ξ − ζ| for all ξ, ζ ∈ [0, 1];
• a function (xξ) ∈ M([0, 1],R) has bounded variation if it can be expressed as the
difference between two non-decreasing functions:
xξ = x
+
ξ − x−ξ ,
and the total variation is the infimum of (x+1 − x+0 ) + (x−1 − x−0 ) for all such decom-
positions.15
Proposition 4.4.1. For any process (xt):
1. if (xt) is Lipschitz, and the specified duration satisfies T → ∞, then any solution (xξ)
is Lipschitz with respect to the same constant c;
2. if (xt) has asymptotically bounded variation, then every solution has bounded varia-
tion, and the total variation is bounded by the same constant c.
Proof. The Lipschitz bound is immediate. For the bound on total variation, note that (xt)
can be decomposed into monotonic components by letting x+t = x0 −
∑t
s=1 max{∆xs, 0},
and x−t = xt − x. Any solution to these component processes must clearly be monotonic
and absolutely bounded accordingly, and we may therefore decompose any solution in the
same way.






˛ over all finite partitions (ξ0 = 0, . . . , ξj = 1) of the interval [0, 1]. But, these are equiv-
alent (see, e.g. [60, 10]), and the above suits our purposes.
141
It is easily verified that the standard arithmetic operations preserve these conditions.
Proposition 4.4.2. Let (xt) and (yt) be Lipschitz or well-scaled with state space xt,yt ∈
[C1, C2] u.a. for some fixed interval [C1, C2] ⊆ R. Then:
1. (xt + yt) and (xt · yt) both satisfy the same condition (Lipschitz or well-scaledness);
2. if f : [C1, C2] → R is Lipschitz-continuous, then (f(xt)) satisfies the same condition;
Proof. Immediate.
4.4.2 The Riemann-Stieltjes Integral
The simplest way to exploit the resemblance between increments and derivatives is
perhaps to use the Riemann integral. For the purposes of expediency, though, we will
move directly to the more general setting of the Riemann-Stieltjes integral. We shall not
review the definition of the Riemann-Stieltjes integral, or get into necessary and sufficient
conditions for its existence; for this we refer the reader to any number of texts (e.g. [60, 10,
42]).
The basic facts and notations are:
• we denote the Riemann-Stieltjes integral by (
∫
xξdyξ);
• if (xξ) is continuous and (yξ) has bounded variation then (
∫




xξdyξ) exists, then, due to integration by parts, so does (
∫




• if (yξ) has bounded variation, then the mapping (xξ) 7→ (
∫
xξdyξ) is continuous with
respect to the ℓ∞ norm.













xs · ∆ys, (4.15)
or perhaps
∑t−1
s=0 xs∆ys+1; these indexing technicalities will prove to be irrelevant. However,
since the time-scaled functions (xξ) and (yξ) share discontinuities, then it is not well-defined
to write (
∫
xξdyξ), but this is the idea, and we now show that this summation will converge
as expected.
Proposition 4.4.3. Assume (xt) is asymptotically equicontinuous, (yt) be well-scaled, and
let zt =
∑t
s=1 xs · ∆ys. Then, for any (xξ) and (yξ):
(







In this case, the same holds if we stagger the summation and instead define zt =
∑t−1
s=0 xs∆ys+1.
Proof. Since (xt) and (yt) are equicontinuous, then the two convergences on the left hold
uniformly by Arzelà-Ascoli . This, along with the total variation bound on (yt), allows us






















































Hence, it suffices to show that (
∫
xξdyξ)
∞−→ 0. Since we have not imposed a bound
on the total variation of (xt), then it may be the case that (xξ) has unbounded variation.
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However, (xξ) is indeed continuous and can therefore be approximated uniformly by func-
tions with bounded variation. Hence, for any ǫ > 0, choose (wξ) which is continuous with













We now integrate by parts:
(
∫
wξdyξ) = (wξ · yξ) − (
∫






Since (yξ) also must have bounded variation, the proof is complete by making ǫ > 0 arbi-
trarily small.
To see that the alternate summation zt =
∑t−1
s=0 xs∆ys+1 satisfies the same conditions,
note that, for any fixed ǫ > 0, asymptotic equicontinuity implies that sup1≤t≤T {|xt − xt−1|} <
ǫ u.a.; this should not be confused with a Lipschitz condition, which requires a much stronger
bound of |xt − xt−1| < c/T for a constant c. The weaker bound of sup1≤t≤T {|xt − xt−1|} <
ǫ, though, ensures that
T∑
s=1




for any ǫ > 0, and hence this alternate summation converges to the same limit.
The ordinary Riemann integral follows as a corollary; we state this corollary directly
in terms of the increment process, which needs to be “unscaled” as follows.
Corollary 4.4.4. If (yt) is asymptotically equicontinuous, then





4.4.3 Derivatives and Lebesgue Measure
We will often express integral equations in differential form, as in
dzξ = xξdyξ. (4.16)
This is primarily for convenience, since it allows us, for example, to express constraints
that only hold under certain circumstances more succinctly. It is not immediately obvious
what exactly the expression “dzξ” signifies, but provided that we do not use this convention
abusively, the meaning is clear. The standard interpretation would perhaps be as a so-
called “weak-derivative,” or else as a Lebesgue measure, either of which involve equivalence
modulo a set of measure zero; due to the following theorem, this interpretation is sound.
Theorem 4.4.5 (Lebesgue). Any function with bounded variation is differentiable outside
a set of Lebesgue measure 0.16
Proof. See, e.g., [10].
However, the derivative serves another important role, which is to describe the be-
havior of a function in a small neighborhood of ξ. Since we are using a function (xξ) as
a representation of a random process, then the time coordinate ξ has a natural direction,
and we are specifically interested in the behavior in the immediate future, which means
ζ ∈ (ξ, ξ + ǫ). We thus restrict the possible versions of the derivative as follows.
Definition 4.4.1. We shall call (dxξ) the right-differential of (xξ), and define this to be
the equivalence class of functions mapping [0, 1) → [−∞,∞] such that:









16Technically, or perhaps traditionally, Lebesgue’s theorem states that all monotonic functions are almost-
everywhere differentiable, and some additional work is required to generalize to functions of bounded varia-
tion. However, due to our definition of bounded variation, this generalization is immediate.
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The point here is not to give the most robust definition possible, and attempt to push
it to a breaking point. All we hope to accomplish is, for example, to conclude from an
inequality dxξ > 0 that the function (xξ) is “right-increasing” at the point ξ. In a more
abstract sense, we will describe the “immediate future” as follows.
Definition 4.4.2. For any function (xξ) from [0, 1] to any set X, the right-continuation at
a point ξ ∈ [0, 1), which we denote by xξ+, is the equivalence class of functions modulo the
relation
xξ+ = yξ+
of there exists ǫ > 0 such that xζ = yζ for all ζ ∈ (ξ, ξ + ǫ).
Again, we will not elaborate, because the use of these definitions will be obvious. For
instance xξ+ = 0 means that xζ = 0 for ζ ∈ (ξ, ξ + ǫ), while xξ+ > 0 means xζ > 0 in such
an interval, and so on. Some basic facts and examples:
• dxξ respects right-hand limits, meaning that dxξ = limζ→ξ+ dxζ if this limit exists;
• if (xξ) is non-negative and xξ = 0 then dxξ ≥ 0;
• if dxξ > 0 then xξ+ > xξ;
• if xξ+ = xξ then dxξ = 0;
• the continuation is well-defined for functions in any setX (not just topological spaces);
• if (xξ) and (yξ) are continuous functions from [0, 1] to a Hausdorff space X, then then
the following are equivalent:
– yξ = xξ for all ξ ∈ [0, 1],
– x0 = y0, and xξ+ = yξ+ holds in the set {ξ ∈ [0, 1) : xξ = yξ}.
Finally, these definitions or conventions are only applicable in the context of represent-
ing the sample path of a random process, in which functions are written in “tuple” notation,




4.4.4 Discrete Events and Random Times
A time-dependent event is a sequence (Lt), where each Lt is an event that depends
upon the state of a process at time t. The individual occurrences of such events are not
asymptotically “visible,” and it makes little sense to consider events of the form L⌊ξT ⌋. We
shall represent time-dependent events as follows
• the indicator process satisfies It[L] = 1 if Lt occurs and It[L] = 0 otherwise;





• a measure process is implicitly scaled in time in space, so we have
σξ[L] = σ⌊ξT ⌋[L]/T,
Measure processes will generally be used in conjunction with the Riemann-Stieltjes integral;
this will be described below in the next sub-section §4.4.5.
Random Times
A random time is simply a random element τ ∈ {0, . . . , T}. In most cases, we will
want random times to satisfy some other properties, (i.e. hitting times, adapted times), but,
for the purposes of topological representation, all that matters is τ ∈ {0, . . . , T}.
A random time is represented by dividing by the duration of the process. Since this is
just one object, no new notation is necessary, we just write τ/T → τ to indicate convergence
to a specific τ ∈ [0, 1]. It is evident that asymptotic equicontinuity ensures that we have
(
τ/T → τ,xτ → x
)
=⇒ xτ → x
and therefore the state at a random time τ is completely determined by solutions to τ and
(xξ).
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Stopping Times and the Specified Duration
A special case of a random time is a stopping time, meaning that the process ter-
minates at time τ . In this case, we distinguish the specified duration, which is the value
T , from the actual number of steps before the process stops. By the usual convention, we
extend the process for the specified duration in its terminal state, meaning that xt = xτ for
τ ≤ t ≤ T . Hence, premature termination does not affect the time-scaling, which depends
on the specified duration T , rather than the number of steps which actually take place.
Technically, of course, the specified duration may be random as well. This might occur
if the random process is part of some larger random system, and the specified duration
would then depend on random parameters which are not part of the actual random process.
However, we will not explicitly encounter this situation, and in any case, it is not hard to
imagine how to handle this.
4.4.5 Step Decompositions
We will often use measure processes to decompose the expression of a given (xt) a sum
of increments by only considering steps during which (or immediately after) a particular





so xt[L] = 0 and the increments are ∆xt[L] = (∆xt) · (∆σt[L]).
Now, the solution to xt[L] cannot be determined from solutions to xt and σt[L] using
the calculus, because what is being integrated is not xt but the increments ∆xt, which are
typically not well-behaved. As a simple example, if ∆σt[L] = 0 when t is odd, and ∆xt = 0
whenever t is even, then xt[L] = 0 for all t. On the other hand, if one of these conditions is
reversed, then xt[L] = xt. In either case, though, the scaled solutions to both xt and σt[L]
will be the same, since whether the increments occur at odd or even times does not affect
the asymptotic behavior of a process (provided of course that xt is equicontinuous).
The actual value of the process xt[L] defined above is not particularly meaningful,
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and serves only to provide insight into the increments of xt when summed over particular
a subset of time steps. In particular, note that
∆xt = ∆xt[L] + ∆xt[¬L]
by definition. We extend this idea as follows:
• a step decomposition is a finite or countable set of measure processes {σt[Lj ]}j∈J such
that
∑
j∈J ∆σt[Lj] = 1 for all t.
For a step decomposition, then, the events Lj are mutually exclusive, and exactly one of
them must occur each step.
Proposition 4.4.6. If (xt) is Lipschitz, and {σt[Lj ]}j∈J is a finite step decomposition,






Proof. Since (xt) is Lipschitz, then clearly so is each (xt[Lj ]). Hence, the solution to each
will also be Lipschitz, and we also have the constraint (xξ) =
∑
j∈J(xξ[Lj ]) which leads to
the above differential constraint.
We note that the assumptions in this proposition can be weakened considerably; for
example, the step decomposition can be allowed to be countable, provided that it is also
summable. The Lipschitz assumption can also be weakened, but there are some technicali-
ties involved, since if (xt) is not Lipschitz, then it is possible that (xt[L]) is not asymptoti-
cally equicontinuous.
Partial Derivative Notation
As noted, we are generally interested only in processes of the form (xt[L]) for differ-
ential reasons, and the actual value of this process is not meaningful. Accordingly, we will
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is the “part” of dxξ which coincides with increments of the measure process
σt[L]. It is perhaps possible to construe this as a partial derivative in some rigorous sense,
but this is not necessary for our purposes, and we will leave this as simply a notational
abbreviation.
4.5 Martingale Concentration
The tools we have developed thus far have relied entirely on non-random properties
of various topological spaces. These tools yield what we have called structural constraints,
which generally depend on the specification of a random element or process, and not on
the actual probabilistic behavior. As a result, structural constraints will usually hold u.a.
(ultimately always) rather than just w.h.p.17
In order to usefully apply these structural results to random structures, we must
combine them with probabilistic constraints that hold strictly w.h.p. and not u.a. Indeed,
without any additional constraints, the results discussed in the previous sections essentially
constitute nothing more than some elementary and well-known facts about topologies and
function spaces.
In this section, we add the “missing ingredient” to our recipe, in the form of Azuma’s
classical martingale concentration inequality. For most of our applications, Azuma’s in-
equality is in fact the only “w.h.p. constraint” we shall need. As we shall see, this single
probabilistic constraint, when combined with the non-random tools developed in the pre-
vious sections, results in a fairly powerful and general method for solving discrete random
processes.
17Of course, it is not necessary for a structural constraint to hold u.a., and if the if the assumptions for
such a constraint are only satisfied w.h.p. rather than u.a., then the consequences will also only hold w.h.p.
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4.5.1 Azuma’s Inequality and Doob Decomposition
We begin by restating Azuma’s martingale concentration inequality (corollary 2.3.4
from chapter 2) in an asymptotic form consistent with the definitions and notations we have
presented thus far. This will yield a constraint that holds w.e.h.p., and we recall that the
w.e.h.p. condition specifies an exponential rate of convergence in probability. We will use
the specified duration T for this purpose, and hence we require the assumption that the
specified duration tends to ∞.
Proposition 4.5.1 (Azuma’s Inequality). Let (xt) be a martingale in R for which:
• the initial state is x0 = 0 and the specified duration satisfies T → ∞;
• the Lipschitz condition sup{|∆xt| : 1 ≤ t ≤ T} < c/T holds u.a. for some fixed
constant c.
Then ‖(xξ)‖∞ → 0 holds T -w.e.h.p.
Proof. Note that the Lipschitz condition, along with the assumption that the specified
duration T → ∞, ensures that (xt) is asymptotically equicontinuous. It thus suffices to
prove that xξ = x⌊ξT ⌋ → 0 holds T -w.e.h.p. for any fixed ξ > 0.
Azuma’s inequality (corollary 2.3.4 in chapter 2) assures us that, for any such ξ > 0,





∣ > ǫ⌊ξT ⌋
]
≤ e−C⌊ξT ⌋ = e−Ω(T ),
which is exponentially small with respect to T → ∞. Since this is true for any ǫ > 0, then
x⌊ξT ⌋ → 0 holds T -w.e.h.p., and the proof is complete.
Some comments:
1. The Lipschitz condition must hold u.a. and not just w.h.p. While there are ways
to weaken this assumption, we will not need to do so. Briefly, the problem with a
151
Lipschitz condition that only holds w.h.p. is not that the behavior of the process
changes dramatically, but rather that the small possibility of an enormous increment
size throws off the computation of expected increments.
2. More generally, the strict Lipschitz condition can be replaced with a number of weaker
conditions, and exponentially high concentration can still be established, but the
Lipschitz condition will hold in our applications.
3. It is also possible to achieve weaker guarantees in probability (e.g. w.p.h.p.), if the
bound on increments if of the form |∆xt| < f(T ) for some non-constant function
f(T ) → ∞ as T → ∞. In this situation, the Lipschitz condition will not immediately
imply equicontinuity, so some additional work is required, and we omit this argument
since it is not necessary for our purposes.
Intuitively, Azuma’s inequality gives us one additional constraint on the solution space
of any random process by assuring us that any Lipschitz martingale is asymptotically equiv-
alent to a constant function. Of course, in general our random processes will not all be mar-
tingales. However, by using a simple technique called Doob decomposition (simple, at least,
in this discrete setting), we may extract a martingale from any discrete random process
(with finite expectation) as follows.
Definition 4.5.1. For an R-valued process (xt) which satisfies E[|xt|] <∞ for all t:
• the predictable component is the process








∆xs+1 − Es[∆xs+1], (4.19)
• the Doob decomposition is xt = Mxt + Ext
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Note that the martingale component (Mxt) is clearly, as a name suggests, a martin-
gale, and the predictable component satisfies
∆Ext+1 = Et[∆xt+1] = Et[∆Ext+1],
and is predictable in the sense that the value of Ext+1 can be determined at time t.
18
We easily obtain the following corollary to proposition 4.5.1.
Corollary 4.5.2. Let (xt) be a Lipschitz process with duration T → ∞. For any fixed
function (xξ):
(Exξ) → (xξ) =⇒ (xξ) → (xξ) T -w.e.h.p.
Proof. Since expected increments are clearly bounded by the maximum size of true incre-
ments, then if (xt) is Lipschitz, then so is (Ext), and therefore (Mt) = (xt) − (Ext) is a
Lipschitz martingale. The above implication follows from Azuma’s equality.
The power of this result comes from the fact that any Lipschitz process can thus be
solved w.e.h.p. by determining the expected increments ∆Ext+1 = Et[∆xt+1] rather than
the actual increments ∆xt+1. Unlike the actual increments, the expected increments are
often “well-behaved,” and thus easier to predict in general.
4.5.2 Differential Equations in One Dimension
We now give a simple example of how martingale concentration can be combined with
the methods in the previous section to solve a one-dimensional process using differential
equations.
Theorem 4.5.3. Let (xt) be a Lipschitz process with duration T → ∞, and assume that,
for a continuous function f , expected increments satisfy Et[∆xt+1] = f(xt)/T for all t.
Then every T -w.e.h.p. solution to (xξ) must satisfy
dxξ = f(xξ)dξ
18At a technical level, we are assuming that (xt) is adapted to some filtration (Ft), and thus the martingale
component is an (Ft)-adapted martingale, while the predictable component is (Ft)-predictable.
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for all ξ ∈ [0, 1).
Proof. Since f is continuous then for any (xξ), assuming w.l.o.g. that x0 = 0, we have
(xξ) → (xξ) =⇒ (f(xξ)) → (f(xξ)) u.a., by continuity
=⇒ (T · ∆Ex⌊ξT ⌋) → (f(xξ)) u.a., by assumption
=⇒ (Exξ) → (
∫
f(xξ)) u.a., by corollary 4.4.4
=⇒ (xξ) → (
∫
f(xξ)) w.e.h.p., by martingale concentration.
Since the solution space C([0, 1],R) is Hausdorff, it follows that any (xξ) which does not
satisfy this integral equation is a non-solution, and since f is continuous, this is equivalent
to the differential equation dxξ = f(xξ)dξ for all ξ ∈ [0, 1).
Note, though, that this corollary does not necessarily imply that there exists a unique
(i.e. strong) solution. Indeed, if this differential equation has multiple solutions, then all we
can conclude is that any solution to process (xξ) must satisfy dxξ = f(xξ)dξ. In order to
find a unique solution, some additional assumptions are required.
Corollary 4.5.4. Assume the conditions of theorem 4.5.3 are satisfied, and in addition:
1. there exists a fixed x ∈ R such that x0 → x;
2. (xξ) is the unique solution to dxξ = f(xξ)dξ with initial condition x0 = x.
Then (xξ) → (xξ) w.e.h.p.
Proof. (xξ) is clearly the unique weak solution in this case, and since (xξ) has compact
solution space, this weak solution must be a strong solution.
It is worth noting that all of the above convergences also hold uniformly, since the
processes involved are Lipschitz and therefore asymptotically equicontinuous. At a tech-
nical level, there is perhaps an additional step somewhere in the proof where pointwise
convergence is turned into uniform convergence. However, since the Lipschitz condition is
also necessary for martingale concentration, then this is not a concern.
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4.5.3 The General Differential Equations Method
We now discuss the method of differential equations in full generality. Unlike the
simple one-dimensional example given above, the general method does not consist of one
single theorem which immediately translates certain conditions about a random process
into a strong solution. Instead, what we have is a general method for translating attributes
of a random process to differential solution constraints. Hence, a more appropriate general
theorem statement might be the following.
Theorem 4.5.5. Let (xt) and (yt) be R-valued process, assume (xt) is Lipschitz and (yt)
is asymptotically equicontinuous, and assume T → ∞.
Then, if Et[∆xt+1] = yt/T for all t, the constraint
dxξ = yξdξ
holds T -w.e.h.p. for every ξ ∈ [0, 1)
Proof. It is immediate by corollary 4.4.4 that the predictable component of (xt) is com-
pletely determined by (yt), and due to the Lipschitz condition on (xt), the martingale
component converges w.e.h.p. to 0. It follows that every w.e.h.p. solution must satisfy




for all ξ, which yields the above w.e.h.p. differential constraint.
In applications, differential constraints of this sort can be used in a number of ways,
and it is not necessary to compute a complete system of differential equations all in one shot.
The basic techniques we have developed are sufficiently malleable to handle a reasonably
broad set of circumstances, and we now briefly discuss some generalizations of the one-
dimensional example in theorem 4.5.3.
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Multiple Dimensions
The argument in theorem 4.5.3 generalizes quite easily to multiple or even (countably)
infinite dimensions. In fact, for finite dimensions there is practically nothing else to prove.
If the state space is Rω, there are issues related to the topology of the state space, and
what qualifies as a continuous function Rω → R or Rω → Rω, but these are not difficult to
resolve.
For our applications, the state space will be the set Φ ⊆ Rω of distributions on Z∗,
corresponding to the degree or residual distribution of a graph. The particulars of this
situation will be discussed in detail in the next chapter, but, modulo certain technicalities,
nothing is much different.
Of course, the resulting system of differential equations will be infinite dimensional,
and finding a solution is not always easy. But, this is where the difficulty belongs, rather
than in the task of proving that these differential equations govern the solution of our
random process.
Transitions and Terminations
In the above example, the same differential constraint was applicable for the duration
of the process, but obviously this is without loss of generality, and a differential constraint
can hold on some sub-interval [ζ1, ζ2]. A more common situation is if a differential constraint
only holds before a random time τ , at which either the process terminates, or a transition to
a different, qualitatively different phase of the process takes place. In most cases, transitions
of this sort can be dealt with rather smoothly using solution constraints, and without
needing to tangle with low-level details of the sample path.
Consider a very simple example: we have a (Lipschitz) process with state space [0, 1],
which terminates at the first time τ for which xτ = 0, and such that Et[∆xt+1] = f(xt)
holds until then. Now, the termination condition cannot be detected asymptotically, since
even if xξ → xξ = 0, it may be the case that the actual state never reaches 0, but just
remains small. On the other hand, if xξ → xξ > 0, then we must actually have xζ > 0 for
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ζ ∈ (ξ − ǫ, ξ + ǫ) by equicontinuity.
This would yield to the following system of constraints:
1. if ξ < τ then dxξ = f(xξ)dξ w.e.h.p.;
2. if xξ > 0 than τ 6= ξ u.a.
Note that the first of these holds only w.e.h.p., since it involves martingale concentration,
while the second holds u.a., since this is a structural constraint which only depends on
equicontinuity.
If this differential equation is uniquely solvable, and if the solution reaches xξ = 0 at
some ξ < 1, then, as noted, we cannot yet conclude that τ = ξ. But, if f(0) < 0, then
we can indeed draw this conclusion, since if τ > ξ, we would have dxξ < 0, which would
imply that the state must become negative, which is impossible. In this case, the above
constraints would have a unique solution.
More generally, the topological representation allows us deal with transitional behavior
of a discrete process in terms of the possible ways that a continuous function with bounded
variation can cross from one region of the state space to another, rather than the ways a
discrete sample path can do the same. This allows us to use various standard tools related
to continuity and almost everywhere differentiability. For example, if xζ1 = 0 and xζ2 > 0
for ζ2 > ζ1 then the following must hold:
• there must be some ξ ∈ (ζ1, ζ2) such that dxξ > 0 (i.e. the mean value theorem);
• there must be some ξ0 ∈ [ζ1, ζ2) such that xξ0 = 0 and xξ > 0 for ξ ∈ (ξ0, ξ0 + ǫ) (since
the set {ξ : xξ > 0} is open).
Due to these and other similarly basic facts, analyzing transitions using continuous functions
is often much simpler than dealing with the actual sample path.
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Non-Homogeneous Behavior
In order for the differential equations technique to work correctly, some sort of Markov
property must hold, which allows expected increments to be determined from the current
state and not the distant history. However, it need not be a strict Markov condition.
We may easily imagine a situation where, in addition to xt ∈ R, there are two possible
discrete states, and depending on the which of these states the process is in at a given time,
the expected increment behaves differently. Using measure processes, we may express this
situation as
dxξ = f1(xξ)dσξ[1] + f2(xξ)dσξ[2].
This of course introduces two additional functions to the solution space, namely (σξ[1])
and (σξ[2]), and since there are only two discrete states, we immediately have the constraint
dσξ[1]+dσξ[2] = dξ. This leaves one remaining degree of freedom, which must be eliminated
by other means. For example, if the discrete states behave like a 2-state Markov chain, we
can use the transition probabilities to determine the relative frequency of each state, etc.
4.5.4 Unique Solutions to Differential Equations
The fact that a certain set of differential constraints hold w.e.h.p. does not imply that
these constraints or uniquely solvable, nor should it. Indeed, the question of whether a given
solution is unique is of a different nature than the question of whether a these differential
equations characterize the asymptotic behavior of a random process. In fact, even if we
cannot find a unique solution, we may yet gain some information about the asymptotic
behavior of (xξ) from the set of all such solutions, which in this case is the minimal solution
space. So, for example, if every solution satisfies xζ = y at a given ζ, then it follows that
xζ → y w.e.h.p.
The processes we study will, in most cases, have unique solutions, and we now review
the basic conditions which imply that an initial value problem is uniquely solvable. For
finite dimensional processes, the basic requirement is a Lipschitz condition.
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Our notation for dealing with Rk is somewhat “backwards” in that we shall index
coordinates in “function” notation, so x = (x(1), . . . , x(k)), and an element in the function
space M([0, 1],Rk) is denoted by (xξ) = (xξ(1), . . . , xξ(k)).
An actual “function” F : Rk × [0, 1] → Rk, though, is written as usual, so
F (x, ξ) = (Fi(x, ξ), . . . , Fk(x, ξ)),
and integrals are performed coordinatewise, in the natural way. Also, in the space Rk, we
let ‖(‖x) denote the standard Euclidean norm.
Theorem 4.5.6 (Picard-Lindelöf). Let F be a continuous function Rk × [0, 1] → Rk, let
x ∈ Rk and assume that, for fixed constants ǫ, C > 0, and an open neighborhood B ∋ x, the
Lipschitz condition
‖F (y, ξ) − F (z, ξ)‖ < C ‖y − z‖
holds for all y, z ∈ B and all ξ ∈ [0, ǫ].




F (xζ , ζ)dζ (4.20)
has exactly one solution for ξ ∈ [0, δ].
Proof. For a complete proof, see, e.g., [21]. Briefly, we may assume w.l.o.g. that:
• the initial state is x = (0, . . . , 0), the neighborhood B is all of Rk, and
• both constants are C = ǫ = 1, and also ‖F (y, ξ)‖ < 1 for all y, ξ.
In this case, if we let X = {x ∈ Rk : ‖x‖ ≤ 1}, then the set of possible solutions to (4.20)
is contained in
X = {(xξ) ∈ C([0, 1],X) : ‖xξ − xζ‖ ≤ |ξ − ζ|} ,
and by Arzelà-Ascoli , this set is compact in C([0, 1],X) with respect to the uniform (i.e.
ℓ∞) norm.
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‖F (xξ, ξ) − F (yξ, ξ)‖ < ‖(xξ) − (yξ)‖∞ .
Hence, the mapping (xξ) 7→ (
∫
F (xξ, ξ)) is a contraction mapping and thus there exists
exactly one fixed point.
There are obvious trivial generalizations. For instance, it suffices for F to be piecewise
continuous in the time coordinate, since the only real need for continuity is to ensure that
the integral in (4.20) is well-defined. The generalization to infinite dimensions is non-
trivial, and there is no simple way to characterize unique solvability for infinite systems of
differential equations. However, as we discuss in the next chapter, the infinite systems of




Differential Equations and Random Graph Algorithms
In the previous chapter, we developed a suite of tools geared towards the asymptotic
analysis of discrete random structures and processes. In abstract terms, the fundamental
idea is topological representation, which involves mapping a random discrete into a topo-
logical space in such a way that the pertinent asymptotic information can be expressed via
convergences and separations. The problem then becomes one of finding a w.h.p. point,
and we describe this problem using the “constraint satisfaction” metaphor: a w.h.p. limit
is a solution, and potential solutions are ruled out by solution constraints. This topological
abstraction provides the technical foundation for the differential equations method, in which
case the topological representation is the scaled sample path of a discrete random process,
and the solution constraints take the form of differential equations.
In this chapter, we describe the specific topological representation of various struc-
tures which arise from algorithmic study of the configuration model. The essential random
structure, which was introduced in chapter 3 is the endpoint removal process, which is a
random descending chain of subsets (A0 ⊇ · · · ⊇ AT ) of the endpoint set A0 = A for a
given endpoint partition H = (A,V ).
The topological representation of a single endpoint partition H was already described
in chapter 3, in terms of either degree distribution λH , or the residual distribution µH .
Accordingly, an endpoint removal process will be represented by the corresponding processes
(λt) and (µt), for which the state space is the space Φ = Dist(Z
∗) of distributions on Z∗, and
our present objective is to go over certain technicalities and develop some tools to analyze
processes of this kind.
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Chapter Organization
We begin in section 5.1 by describing the topological representation of an endpoint
removal process. The “increment” of a removal process is the endpoint at which is removed
from At−1 to yield at, and in section 5.2, we describe certain step decompositions which we
shall use to relate properties of this endpoint to the increments of the degree and residual
distributions.
In section 5.3 we analyze an endpoint removal process in which every endpoint is
removed uniformly at random. While such a process is not particularly interesting in terms
of random graph properties, the solution can be used in various ways help analyze other
algorithms which combine random and deterministic endpoint removal.
In section 5.4, we discuss the use of the probability generating function (p.g.f.) as a
tool for manipulating distributions on the set Z∗.
5.1 The Endpoint Removal Process
The fundamental random structure in our algorithmic analysis of the configuration
model is the endpoint removal process, which was introduced in section 3.2 of chapter 3.
Given an endpoint partition (A,V ):
• a removal process is a random descending chain of subsets (A = A0 ⊇ · · · ⊇ AT );
• such a process is simple if exactly one endpoint at+1 is removed from At each step:
At+1 = At\{at+1}.
There are many variations and alternate interpretations of a removal process, which we
will not get into in this chapter; a brief summary is given below. For now, we will assume
that we are “given” an endpoint removal process, and discuss techniques for analyzing this
process asymptotically.
Recall that, as discussed in chapter 3, our asymptotic parametrization of the configu-
ration model involves convergence of the residual distribution µH → H. This convergence,
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along with the assumption along with the assumption that m(H) = |A| → ∞ is abbreviated
by H = H(µ). Our standard regularity assumptions for an endpoint removal process are as
follows.
Definition 5.1.1. A removal process is regular if:
1. the initial state satisfies H = H(µ) for some µ ∈ Φ;
2. the initial degree distribution converges λH → λ to some λ ∈ Φ with λ(0) < 1;
3. the process is simple.
The reason for the first assumption is obvious, and the other two are more or less
without loss of generality. Since λH(0) is the fraction of isolated vertices, which have no
meaningful effect on the structure of a graph, then for practical purposes we might even
assume that λ(0) = 0 if we choose and then rescale whatever results as need.
The algorithms we analyze will generally not satisfy the simplicity assumption in
their literal form; for example, removing an edge from a configuration involves removing
two endpoints at once. However, such a removal process can generally be made simple by
decomposing iterations of an algorithm into individual endpoint removal steps, and dealing
with simple processes is preferable, since the specified duration is then equal to the number
of endpoints t = m = |A|.
Endpoint Removal and the Algorithmic Method
We now briefly summarize the key developments which lead to the definition of an
endpoint removal process. First, while we are using the term “graph” for general discussion,
the objects we are dealing with are in fact configurations, each of which is a triple G =
(A,V,E) of endpoints, vertices, and edges. An endpoint partition H(G) = (A,V ) is just
a configuration with no edges, and given any H = (A,V ) ∈ H, the random configuration
G(H) = (A,V,E) is constructed by choosing the edge set E uniformly at random from the
set E(A) of perfect matchings of A.
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Our definition of a graph algorithm consists simply of a transition function π : G → G
(along with a set of terminal states GT ), and the execution path of such an algorithm is
the G-valued random process, where the initial state is a random graph G(H), and such
that Gt+1 = π(Gt). Our techniques require that the transition function π is uniformity
preserving, meaning that π(G(H)) will be uniformly distributed conditional on its endpoint
partition H(π(G(H))).
In this case, the distribution of Gt at any time during the execution path will also by
H-conditionally uniform. It follows that the observable process (Ht), which is defined by
Ht = H(Gt), will be an H-valued Markov chain. The algorithms we analyze will typically
remove edges from a configuration without affecting the vertex set, and hence the observable
process will be of the form Ht = (At, V ), where (At) is an endpoint removal process.
5.1.1 Basic Notation and Topological Representation
The analysis of any endpoint removal process is based on random sequence of endpoint
partitions (Ht) = (At, V ), but since the vertex set remains constant, the only substantive
part of the state is the endpoint set At. Accordingly, we will generally abbreviate our
notation by using At in place of Ht, and we will further abbreviate by denoting “anything”
that depends on the state at time t by “anythingt”, most notably:
• degt(v) = degAt(v) is the degree of a vertex v ∈ V ;
• rest(a) = resAt(a) is the residual degree of an endpoint a ∈ At;
• mt = |At| is the number of remaining endpoints (the number of vertices is always
n = |V |);
• λt = λAt is the degree distribution;
• µt = µAt is the residual distribution;
Degrees and residual degrees were discussed at length in chapter 3, so we will not go into
details about what these mean.
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It is worth noting, though, that the residual distribution µt only counts endpoints
which belong to At, so we have
µt(i) =
|{a ∈ At : rest(a) = i}|
mt
,
assuming, of course, that mt > 0. In a simple removal process, only one endpoint is removed
each step, so mt = m− t, where m = |A| is the size of the initial endpoint set.
We say an endpoint is a ∈ A is unexposed at time t if it belongs to At, and otherwise
a is exposed ; “exposed” is therefore synonymous with “removed.” Accordingly, any other
structure related to either At or Ht is similarly called unexposed (e.g. the unexposed degree
distribution is λt).
Topological Representation
Representing a discrete random process topologically requires scaling both the time
and space coordinates. In this case, the space coordinate is already scaled via the degree
or residual distribution. For a simple process, the specified duration is just T = m, and so
we scale the time coordinate by
λξ = λ⌊ξT ⌋ = λ⌊ξm⌋,
and similarly for the residual distribution.
(λξ) is therefore a random element in the space M([0, 1],Φ) of mappings from [0, 1]
to Φ = Dist(Z∗). By default, this space is endowed with product topology (over both
coordinates), so a convergence (λξ) → (λξ) indicates that λξ(i) → λξ(i) for every fixed pair
of coordinates ξ,∈ [0, 1] and i ∈ Z∗.
As usual, all of these structures are understood to be asymptotic, so λξ = λη,ξ, and
this convergence occurs in the limit as η → ∞. Moreover, in this context, all w.e.h.p. and
w.p.h.p. claims are with respect to the number of endpoints m. Since this is the same as
the specified duration T , then the version of Azuma’s inequality in proposition 4.5.1 from
the previous chapter yields convergence which holds m-w.e.h.p.
165
When working with the residual distribution, we will restrict our attention to the
interval ξ ∈ [0, 1). The trivial reason for this is that the residual distribution is not well-
defined in the terminal state, since |Am| = 0. We could obviously get around this in a
number of ways; a more significant issue is that, due to the dependence on 1/mt, the
residual distribution behaves poorly for t = m− o(m). For both of these reasons, we only
define the function (µξ) for ξ ∈ [0, 1).
We finally note that, although both λξ and µξ (for fixed ξ < 1) belong to the set Φ
of distributions on Z∗, this set is not closed. Hence, at the outset, we cannot rule out the
possibility that λξ → λξ for some λξ /∈ Φ. The representation space for λξ should thus
be considered simply the countable product space Rω, and accordingly, the representation
space for (λξ) is M([0, 1],Rω).
5.1.2 Consequences of the Regularity Assumptions
We now explore some basic consequences of the regularity assumptions defined above.
Perhaps the most significant such consequence is that (λξ) is uniformly summable, which,
as defined in section 4.3 of the previous chapter, means that pointwise convergence implies
uniform convergence in ℓ1:
(λξ) → (λξ) =⇒ (λξ)
∞,ℓ1−−−→ (λξ).
This allows us to use the product topology (more precisely, the product-product topology)
for the purposes of establishing convergence, and the stronger uniform-ℓ1 topology in order
to deduce consequences of this convergence.
Theorem 5.1.1. For any regular endpoint removal process:
1. each coordinate process (λt(i)) is Lipschitz;
2. (λξ) is uniformly summable, and has solution space in some compact subset of C([0, 1],Φ);
3. if Mk(λ0) →Mk(λ) <∞, then the process (Mk(λξ)) is asymptotically equicontinuous;
4. the above hold for (µξ) when restricted to an interval ξ ∈ [0, 1 − ǫ];
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Proof. First, for the degree distribution, it is clear that |∆λt(i)| ≤ 1/n = O(1/m), since
at most one vertex changes degree each step. This in turn implies that each coordinate is
asymptotically equicontinuous.
For uniform summability, it suffices to show that for any ǫ > 0, there exists J such
that sup{∑i>J |λξ(i)| : ξ ∈ [0, 1]} < ǫ u.a. In this case, since endpoints are only being











and uniform summability follows from the fact that the initial degree distribution is summable
by assumption.
For higher moments, the assumption Mk(λ) → Mk(λH) < ∞ similarly implies that,





i>J(i)kλ(i) < ǫ. Since the
mapping i 7→ (i)k is non-decreasing,1 asymptotic equicontinuity of higher moments follows
by an identical argument to uniform summability of (λξ).
Let us now restrict our attention to an interval ξ ∈ [0, 1 − ǫ], and recall the equation





Since exactly one endpoint is removed each step then we have mt = m − t, and hence
the average degree M(λt) = mt/n is a Lipschitz process. Moreover, on the interval t/m ∈
[0, 1−ǫ], M(λt) is bounded away from 0, and hence its inverse is also a Lipschitz process, and
therefore each (µt(i)) is a product of two Lipschitz processes which must also be Lipschitz.
Uniform summability, and equicontinuity of higher moments, can now be established
using identical arguments to above, again based on the fact that M(λt) is bounded away
from 0.
1Here (i)k denotes the falling factorial i(i − 1) · · · (i − k + 1), and Mk(λ) =
P
i(i)kλ(i) denotes the k’th
factorial moment, as discussed in chapter 3.
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Due to this theorem, the residual distribution can be understood as just a change of
variables from the degree distribution, and we now summarize some key formulas related
to this change of variables.
Corollary 5.1.2. For any regular endpoint removal process:
1. the average degree (M(λt)) = (mt/n) is Lipschitz, and has unique solution
M(λξ) = M(λ)(1 − ξ), (5.2)
2. for any ξ ∈ [0, 1), µξ and λξ completely determine each other by
µξ(i) =
(i+ 1)λξ(i)
M(λ)(1 − ξ) . (5.3)
Proof. The first claim is immediate, due to the fact that mt = m − t in a simple removal
process, and the second then follows from (5.1).
5.2 Step Decompositions and Incremental Weight
In order to invoke the differential equations method, it is necessary to predict the
expected increment a process based on information available at time t. Ideally, then, we
would have a set of continuous functions Fi : Φ → R such that
Et[∆µt+1(i)] = Fi(µt), (5.4)
or the equivalent for the degree. In this situation, the pointwise Lipschitz conditions, along
with the equicontinuity of (µξ), would yield a set of w.e.h.p. differential constraints
dµξ(i) = Fi(µξ)dξ. (5.5)
The ultimate goal, though, is the set of differential constraints in (5.5), and the pre-
dictability of expected increments in (5.4) is not the only way to establish this. In appli-
cations, we will take a more indirect route and establish several intermediate constraints
before deriving such a complete system of differential equations.
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This indirect route will involve expressing the low-level behavior of a removal process
in terms of occurrences if individual time-dependent events, which yield information about
the endpoint at removed from At−1 to produce At. The topological representation of a
time-dependent event was described in §4.4.5 of the previous chapter:
• the indicator process satisfies It[L] = 1 if Lt occurs and It[L] = 0 otherwise;
• the measure process has increments ∆σt+1[L] = It[L], and initial value σ0[L] = 0.
The measure process is implicitly scaled by dividing by the duration T = m, so we have
σξ[L] = σ⌊ξm⌋[L]/m.
The reasons for breaking down a process into time-dependent events are twofold.
First, there is the issue of algebraic convenience: the combinatorial behavior of a process
is more naturally described in terms of discrete events rather than continuous functions.
Once we have computed differential constraints for these measure processes, we can then
change variables to derive differential constraints for the scaled parameters µξ or λξ.
The second, and perhaps more important reason, is that in most cases, a relationship
in (5.4) will not actually hold. This is because the processes we study will often exhibit
non-homogeneous behavior, in which the method by which at is chosen from At−1 may
change drastically from one step to the next. In this case, the expected increments cannot
be expressed in terms of a single continuous function.
In this section, we address these issues by defining two different kinds of step decom-
positions:
• in §5.2.1, we define the step degree, which is just the (true) degree degt−1(at) of the
endpoint at at the time it is removed;
• in §5.2.2, we discuss decomposition by selection method, which is simply the method
used to choose at from At−1, and unlike the step degree degt−1, is knowable at time
t− 1.
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Then, in §5.2.3, we discuss a specific decomposition based on random versus deterministic
selection methods.
Finally, in §5.2.4, we introduce an additional change of variables in which each step is
weighted according to the inverse 1/mt of the size of the remaining endpoint set mt = |At|.
The idea is that the endpoint at+1 removed from At represents a fraction of 1/mt of the
remaining endpoints, and for this reason, the weighted time scale often more convenient
algebraically.
5.2.1 Step Degrees
In any simple removal process, exactly one endpoint is removed each step, and hence
we may define a basic step decomposition as follows.
Definition 5.2.1. The degree of a step t is the random variable degt−1(at) corresponding to




1 if degt−1(at) = i
0 otherwise.
These step-processes σt[i] are not predictable, since the degree of the vertex at is not
(generally) determined until time t. Hence, ∆σt+1[i] cannot be expressed as the indicator
for an event which occurs at time t, since this depends on at+1, which has not yet been
selected at time t.
The step degree is thus not directly useful in computing the increments ∆λt+1(i) or
∆µt+1(i) based on the state at time t. The purpose of this decomposition is simply to
describe the relationship between these increments and the degree of the endpoint removed.
Proposition 5.2.1. For any regular removal process, the following differential constraints
hold u.a. for all ξ ∈ [0, 1):
dλξ(i) = (dσξ[i+ 1] − dσξ[i])M(λ), (5.6)
dµξ(i) =
(i+ 1)(dσξ [i+ 2] − dσξ[i+ 1]) + µξ(i)dξ
1 − ξ . (5.7)
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Proof. Removing an endpoint of degree i changes the degree of a single vertex from i to
i− 1, and since there are |V | = n vertices, we thus have
∆λt(i) =
∆σt[i+ 1] − ∆σt[i]
n
.
All step-processes are implicitly scaled by dividing by the duration m, which is equal to
m = M(λ0) · n, so m/n→M(λ), which yields equation (5.6).








M(λ)(1 − ξ) −
(i+ 1)λξ(i+ 1)d(1 − ξ)
M(λ)(1 − ξ)2
=
(i+ 1)(dσξ [i+ 2] − dσξ[i+ 1]) + µξ(i)dξ
1 − ξ .
5.2.2 Decomposition by Selection Method
In order to invoke the differential equations method, it is necessary to predict the
expected increment a process based on information available at time t. To an extent, the
step decomposition defined above simplifies this problem algebraically, since at this point
is suffices to predict the expected increments of the step degree processes. This can be
accomplished, for example, by establishing a continuous relationship of the form
Et[∆σt[i]] = Fi(µt).
On the other hand, step degrees do not get us any closer to actually determining these
increments, since degt(at+1) is not knowable until time t+1. We now discuss an additional
step decomposition which will serve an more substantive role.
This decomposition is based on the selection method, which is simply the method by
which the endpoint at+1 is chosen from At. So as not to introduce unnecessary complica-
tions, we will not offer a formal definition of a selection method. What is important is that
the method used to select at+1 is determined at time t. At a technical level, then, for any
171
selection method L, the indicator random variable It[L] describes the method by which the
next endpoint at+1 will be selected.
The exact selection methods in play for any particular application will of course depend
on the algorithm we are analyzing, and it is simplest to just define these selection methods,
and ensure that the behave in the way we intend, on a case by case basis. For now, we
illustrate by listing some common examples:
• choose at+1 uniformly at random from At;
• choose an endpoint at+1 with minimum degree;
• choose an endpoint at+1 with degree i for some fixed i (if possible);
• choose an endpoint at+1 from the same vertex as the previous endpoint at (again, if
possible).
If selection methods are chosen properly, then the increments of the step degree pro-
cesses σt[i] should be predictable, in expectation, based on the selection method and either
the degree or residual distribution at time t. Hence, we would ideally have
Et[∆σt+1[i] | It[L] = 1] = FL,i(µt) (5.8)
where FL,i is a continuous function mapping Φ → [0, 1]. There are no hard and fast rules,
though, and the “validity” of a selection method is measured by whether or not it helps us
compute a solution, rather than by any technical criteria.
Decomposition by Selection Method and Degree
In order to exploit the condition in (5.8), we will ultimately decompose steps by both
selection method and degree by defining
∆σt+1[L(i)] = It[L] · ∆σt+1[i] (5.9)
Since It[L] indicates the method by which at+1 is selected, then σt[L(i)] counts the total
number of times an endpoint of degree i was selected by the method L, during the interval
1 ≤ s ≤ t.
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This process is clearly Lipschitz, and is therefore w.e.h.p. determined by the sum of
its expected, rather than true increments. Hence, if (5.8) holds, then we have a w.e.h.p.
differential constraint
dσξ[L(i)] = FL,i(µξ)dσξ [L].
Moreover, if a particular algorithm only uses finitely many selection methods {Lj}j∈J ,
and if each of these selection methods satisfy a relationship of the form (5.9), then we will





which allows us to determine the total frequency of steps of each degree i.
This does not yet allow us to solve for µξ, since we still need to compute solutions to
each dσξ[Lj ], and thus another set of differential constraints is required. The way to do this
will vary depending on the application, so we will not go into details at this time.
5.2.3 Random and Deterministic Selection
While the exact selection methods used in any given removal process will vary depend-
ing on the algorithm we are analyzing, one basic, and fairly universal, decomposition is into
random and deterministic steps. As the name suggests, in a random step, the endpoint
at+1 is chosen uniformly at random from At. Deterministic selection is “anything else,”
and our basic notation is:
• It[R] indicates uniformly random selection at time t+ 1;
• It[D] indicates deterministic selection at time t+ 1;
Now, in the basic configuration model (CM) algorithm, all even-numbered endpoints
must be chosen uniformly at random. Since Rt determines the selection method of the next
endpoint, then in the basic CM algorithm, we have It[R] = 1 whenever t is odd, and hence
∆σt[R] = 1 whenever t is even.
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Of course, if we are not using the basic CM algorithm, then it will not necessarily
be the case that all even selections are uniformly random. Also, even in the basic CM
algorithm it is not necessarily the case that all odd selections will be deterministic, since
we might choose to select some odd-numbered endpoints uniformly at random, even though
we have the ability to specify a deterministic selection method.
In any case, all of the algorithms we analyze will involve random selection in one form
or another. Random selection will be discussed in detail in the next section; for now we
simply derive the expected increments of step degrees for random selection as follows.
Proposition 5.2.2. For any regular removal process, the differential constraint
dσξ[R(i)] = µξ(i− 1)dσξ [R]
holds w.e.h.p. for every i and every ξ ∈ [0, 1)
Proof. By definition, the residual distribution is the distribution of the residual degree of a
uniformly random endpoint, and since true degree is one greater than residual degree, then
Pt[degt(at) = i | It[R] = 1] = µt(i− 1).
It follows that
Et[∆σt+1[R(i)]] = µt(i− 1)∆σt+1[R],
and since (σt[R(i)]) is a Lipschitz process, then by martingale concentration it suffices to
sum over expected rather than true increments. Finally, since both (µt(i− 1)) and (σt[R])
are well-scaled over any interval t/m ∈ [0, 1 − ǫ], the above differential constraint follows
from convergence of the Riemann-Stieltjes integral in proposition 4.4.3.
Using the partial derivative notation of §4.4.5 from the previous chapter, we may





As explained in §4.4.5, this is not really a “partial derivative,” but just a notational abbre-
viation to describe the change on σξ[i] which is due to random selections.
We can also express the change in both the degree and residual distribution due to
random selections as follows.




(i+ 1)µξ(i+ 1) − iµξ(i)




(i+ 1)λξ(i+ 1) − iλξ(i)
1 − ξ . (5.11)
Proof. By proposition 5.2.1, the increments of the residual distribution can be expressed in
terms of step degrees by
dµξ(i) =
(i+ 1)(dσξ [i+ 2] − dσξ[i+ 1]) + µξ(i)dξ
1 − ξ ,




(i+ 1)(µ(i + 1) − µ(i)) + µξ(i)
1 − ξ
=
(i+ 1)µ(i+ 1) − iµ(i)
1 − ξ .
For the degree distribution, again by proposition 5.2.1, we have dλξ(i) = (dσξ [i+ 1]−
dσξ[i])M(λ). We also recall that µξ(i) =
(i+1)λξ(i+1)




µξ(i) − µξ(i− 1)
M(λ)
=
(i+ 1)λξ(i+ 1) − iλξ(i)
1 − ξ .
5.2.4 Incremental Weighting
Unlike the degree distribution, the increments of the residual distribution, as computed
in (5.7), depend on the time as well as the degree of the endpoint removed at time t.
175
Moreover, for uniformly random selection, as shown above, the derivatives of both the
degree and residual distributions are non-homogeneous in that they depend on ξ.
Intuitively, this is because a single endpoint constitutes a larger fraction of the At for
larger values of t, and therefore the effect of removing at+1 is magnified accordingly. In
order to achieve time-homogeneity with respect to the residual distribution, we will often
re-parametrize the time scale as follows by defining the incremental weight of a given step
to be
∆wt+1 = 1/mt. (5.12)
where mt = |At|.
The idea is that the endpoint at+1 represents a fraction of wt+1 of the remaining
endpoint set At from which it is removed. We shall use incremental weight as a change of
measure, so for any event L, we define the weighted measure process by
∆wt+1[L] = ∆σt+1[L] · ∆wt+1 = ∆σt+1/mt.
Since the increments of wt already have size O(1/m) (provided that t < (1 − ǫ)m,
then this process does not need scaling. Also, since mt = m− t, then the process wt is not
random, and there is only one solution, which is given by the differential equation
dwξ =
dξ
1 − ξ .
The solution to this differential equation is wξ = − ln(1 − ξ), or conversely ξ = 1 − e−wξ .
Note that the weighted time scale can only be used if we restrict our attention to a
time interval ξ ∈ [0, 1 − ǫ], due to the fact that limξ→1wξ = ∞. The weighted time scale
is primarily useful in conjunction with the residual distribution, which as we recall can
also only be used for an interval ξ = [0, 1 − ǫ]. Moreover, by making the constant ǫ > 0
arbitrarily small, we may effectively compute a solution for all ξ ∈ [0, 1) using this change
of variables.
For any time-dependent event L, the solution to the weighed measure process wt[L]
will satisfy dwξ[L] =
dσξ [L]
1−ξ . Accordingly, the relationship between step degrees and the
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residual distribution can be expressed by
dµξ(i) = (i+ 1)(dwξ [i+ 2] − dwξ[i+ 1]) + µξ(i)dwξ . (5.13)
Intuitively, the “extra term” µξ(i)dwξ accounts for the fact, whenever any endpoint is
removed from At, of any degree, each remaining endpoint now constitutes a slightly larger
fraction of the endpoint set At+1.
The differential constraints for random selection from corollary 5.2.3 can also be stated
in terms of incremental weight by
dµξ(i)
∂wξ[R]
= (i+ 1)µξ(i+ 1) + iµξ(i). (5.14)
Also, since differential constraints for the degree distribution with respect to random selec-
tion are the same as for the residual distribution, then (5.14) will hold identically for λξ as
well.
5.3 Random Endpoint Removal
We now examine the effect of random endpoint removal in more detail. We begin by
solving the system of differential equations
dµξ(i) =
(
(i+ 1)µξ(i+ 1) + iµξ(i)
)
dwξ (5.15)
which correspond to random selection as discussed above.
The solution, which is computed in §5.3.1 is only directly applicable to a process in
which every endpoint is removed uniformly at random. In other cases, we must consider
the combined effect of random and deterministic selections. However, as shown in §5.3.2,
the solution to (5.15) is also helpful when deterministic selection is also involved.
5.3.1 Unique Solution to (5.15)
We now solve the above system of differential equations. For simplicity, we assume
that the initial state is ξ = 0, but this is clearly without loss of generality, and the following
holds for any interval [ζ0, ζ1] by changing variables appropriately.
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Theorem 5.3.1. For any µ ∈ Rω with ‖µ‖1 <∞, any interval [0, ζ1] ⊆ [0, 1), any contin-









(1 − e−wξ)j−ie−iwξ . (5.16)
for ξ ∈ [0, ζ1]. Then:
1. this function satisfies (5.15) for all ξ ∈ [0, ζ1), with initial condition µ0 = µ,
2. ‖µξ‖1 <∞ for all ξ ∈ [0, ζ1] and the function (µξ) is continuous in ℓ1,
3. (µξ) uniquely satisfies these two conditions,
4. the same is true if the coordinate set is restricted to i ∈ {j, j + 1, . . .} for some j > 0.
We briefly note that (5.15) is being treated as just an infinite system of differential
equations in R, and not as a single differential equation in ℓ1. The bound on ‖µξ‖1 serves
only to rule out potential non-analytic solutions.


























= (i+ 1)µξ(i+ 1) − iµξ(i).
It is evident that µ0 = µ, so the first claim is proved.
The bound on ‖µξ‖1 can be deduced by defining








j=0 µξ(i, j). Each function µξ(·, j) is finite-dimensional and therefore continu-




‖µξ(·, j)‖1 = ‖µ‖1 .
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Moreover, due to the fact that ‖µ‖1 < ∞, the partial sums
∑
j≤J(µξ(·, j)) converge uni-
formly to (µξ) in ℓ1 as J → ∞, hence (µξ) is continuous in ℓ1.
For uniqueness, note that (5.15) is linear, so if we have two solutions (µξ) and (µ
′
ξ),
then (νξ) = (µξ)− (µ′ξ) is also a solution, with initial state ν0(i) = 0 for all i. This function
(νξ) will also be bounded and continuous in ℓ1 and we now show that such a function cannot
exist.
It is clear that for any j, given the initial condition νξ(i) = 0 for all i, and the value
of νξ(j + 1) for all ξ ∈ [0, 1), there is a unique solution to the finite dimensional system









νζ(j + 1)(1 − ewζ−wξ)j−iei(wζ−wξ)dwζ , (5.17)
which can be verified by performing the same calculation as above, but inside the integral.
Let us now define










|νζ(j + 1)| (1 − ewζ−wζ1 )j−iei(wζ−wξ)dwζ





f(j + 1)(1 − ewζ1 )j−iwζ1.
By changing variables h = j + 1 we may deduce
f(h) ≥ f(i)h−iǫ−hC(i),
where ǫ = (1−e−wζ1 ) < 1, and C(i) = ǫi+1/wζ1 > 0. In this case, if f(i) > 0 for any given i,
then we must have limh→∞ f(h) = ∞, which would imply that sup{‖νξ‖1 : ξ ∈ [0, ζ1]} = ∞.
Hence, any solution to (5.15), other than the function (µξ) in (5.16) does not belong to ℓ1.
The final claim, that we may restrict the system of differential equations to coordinates
i ∈ {j, j+1, . . .} is immediate, since the expression for µξ(i) in (5.16) only depends on j ≥ i.
The uniqueness of such a solution (in ℓ1) follows by an identical argument.
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This theorem can be used to compute a unique solution to an endpoint removal process
consisting entirely of random selections as follows.
Corollary 5.3.2. For any endpoint removal process in which every step is random, the


















for all ξ ∈ [0, 1).
Proof. If every step is random, then wξ[R] = wξ = ln(1 − ξ), so e−ξ = 1 − ξ. By theorem
5.3.1 proved above, the above solutions are unique in ℓ1 for any interval [0, 1 − ǫ], which
implies uniqueness over all [0, 1).
As discussed in section 5.1, solutions to the residual distribution cannot be extended
to ξ = 1, so for µξ the above solution only holds on ξ ∈ [0, 1), despite the fact that,
algebraically, the solution can be extended to ξ = 1 by continuity. For λξ, the solution does
indeed holds for ξ = 1, but this is somewhat trivial, since λ1(0) = 1 and λ1(i) = 0 for i > 0,
so all this tells us is that there are no more endpoints left at the end of the process.
5.3.2 Combined Random and Deterministic Selection
For general removal processes, not all steps will involve random selection, and hence
the solutions computed above are not immediately applicable. In many cases, though, we
may use the solution to random selection as a starting point to construct a solution to a
general process which include both kinds of selections.
This is because deterministic selections are usually chosen from vertices of low degree,
and therefore the solution in (5.16) can be used to take care of the upper tail of the dis-
tribution. What remains will be a finite system of differential equations, which is generally
be easier to solve, and does not present any technical difficulties related to uniqueness.
Again, we state this corollary for an interval [0, ζ1), but this is without loss of generality
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with respect to the starting point, and holds just as well for [ζ0, ζ1) modulo the appropriate
change of variables.
Corollary 5.3.3. Assume a regular removal process satisfies dσξ[D(i)] = 0 for all i ≥ k all
ξ ∈ [0, ζ1). Then:









(1 − e−wξ[R])j−ie−iwξ[R], (5.18)










(1 − e−wξ[R])j−ie−iwξ[R]. (5.19)
Proof. For the degree distribution, the above is immediate, since if dσξ[D(i)] = 0 for i ≥ k,
then we simply have dλξ(i) =
(
(i + 1)λξ(i + 1) − iλ(i)
)
dwξ [R], which was shown above to
have a unique solution.
For the residual distribution, since residual degree is one less than true degree, the
above will hold for µξ(i) where i ≥ k− 1. One possible way to compute (5.19) is to use the
algebraic relationship between λξ and µξ, along with the fact that wξ[R] + wξ[D] = wξ =
ln(1 − ξ).




(i+ 1)µξ(i+ 1) − µξ(i)
)
dwξ[R] + µξ(i)dwξ [D]. (5.20)










5.4 The Probability Generating Function
For any distribution µ on the set Z∗ of non-negative integers, the probability generating





The p.g.f. is a classical tool in probability theory (e.g. [42]) and it plays a central role in
the theory of branching processes [4]. We shall make extensive use of the p.g.f. to facilitate
algebraic manipulations of the degree and residual distributions in our analysis of endpoint
removal processes.
5.4.1 Basic Properties
We begin by discussing some basic properties of the p.g.f. For any distribution µ on
Z








• for any z ∈ [0, 1) all of the derivatives of ψµ(z) are non-negative.
Accordingly, we will typically think of ψµ as a monotonic function mapping the closed
interval [0, 1] to itself, and such that ψµ(1) = 1.
The derivatives of ψµ at the values 0 and 1 carry special significance, since they yield










It is often useful to think of the p.g.f. “probabilistically” in the sense that, if xµ denotes




As such, the p.g.f. closely resembles the moment-generating function f(t) = E[etxµ ], since
the two are trivially related by f(t) = ψµ(e
t). The p.g.f. thus exhibits the same general
kinds of properties as the moment-generating function or the characteristic function; for
instance, given independent random variables xν ,xµ, we have
E[zxν+xµ ] = E[zxν ]E[zxµ ] = ψµ(z)ψν(z),
and thus summation of independent random variables corresponds to multiplication of gen-
erating functions.
However, there are certain properties of the p.g.f. which are uniquely applicable to
integer-valued random variables, and for this reason, the p.g.f. is often more powerful than
the moment-generating function for distributions on Z∗. A particularly relevant example
is the following. Assume that for distributions µ and ν, we define a random variable y by


















Due in part to the relationship between composition of the p.g.f. and the sum of a
random number of random variables, the p.g.f. plays an important role in the theory of
branching processes. Branching processes are in turn closely related to random graphs; this
connection will be explored in chapters 7 and 8.
5.4.2 The Fixed Point
An important characteristic of a p.g.f. is the location of the smallest fixed point in the
interval [0, 1], which we will generally denote by zµ. Some properties of this fixed point are
described in the following proposition.
Proposition 5.4.1. For any distribution µ:
183
1. if M(µ) ≤ 1 and µ(1) < 1 then zµ = 1;
2. if M(µ) > 1, then zµ < 1, the derivative at zµ satisfies ψ
′
µ(zµ) < 1, and zµ is the
unique fixed point in [0, 1);
3. if µ(0) = 0 then zµ = 0.
Proof. For the first claim, recall that ψµ(1) = 1 and M(µ) = ψ
′
µ(1), and since ψµ has
non-decreasing derivatives, then if M(µ) ≤ 1, we must have ψµ(z) ≥ z for all z ∈ [0, 1].
Moreover, unless ψµ(z) = z for all z, then it must in fact be the case that ψµ(z) > z for all
z ∈ [0, 1), in which case zµ = 1. The case ψµ(z) = z for all z occurs if and only if µ(1) = 1
and thus µ(i) = 0 for all i 6= 1.
For the second claim, if M(µ) > 1, then ψµ(1− ǫ) < 1− ǫ for ǫ sufficiently small, but
since ψ(0) ≥ 0, then there must be a fixed point zµ ∈ [0, 1). Also, it is evident that we must
have ψ′µ(zµ) < 1 at this fixed point, and hence, as reasoned above, it must be the case that
ψµ(z) > ψµ(z) for z ∈ [0, zµ).
Finally, since ψµ(0) = µ(0), then clearly if µ(0) = 0 then zµ = 0.
In particular, note that, unless µ(1) = 1, the question of whether the fixed point zµ
is strictly less than 1 depends only on M(µ). Accordingly, we shall categorize distributions
as follows
• µ is super-critical if M(µ) > 1 (and hence zµ < 1);
• µ is sub-critical if M(µ) < 1 (and hence zµ = 1);
• µ is critical if M(µ) = 1.
If µ is critical, then zµ = 1 if and only if µ(1) = 1. Intuitively, in this case the degree
distribution will satisfy λ(2) = 1 − λ(0), and hence all but o(n) non-empty vertices in the
corresponding random graph will have degree 2. We will typically ignore this situation, in
which case we have the following corollary.
184
Corollary 5.4.2. For any distribution with µ(1) < 1, we have
zµ = inf{z ∈ [0, 1] : ψµ(z) < z} = sup{z ∈ [0, 1] : ψµ(z) > z},
and hence, for any z ∈ [0, 1):
1. ψ(z) > z if and only if z < zµ;
2. ψ(z) < z if and only if z > zµ.
Proof. Immediate.
If µ(1) = 1, then the the location of zµ is unstable with respect to small changes in µ
since, for example, any distribution with µ(1) = 1− ǫ and µ(0) = ǫ, will have M(µ) < 1 and
thus zµ = 1. Accordingly, in this situation, the location of zµ is not useful for asymptotic
analysis, since our general assumptions only guarantee that the true residual distribution
belongs to an arbitrarily small neighborhood of the limiting distribution µ.
Plotting the P.G.F.
A useful way to understand the probability generating function at a qualitative level
is to visually examine its plot in the unit square [0, 1]× [0, 1]. In figure 5.1, we have plotted
some typical generating functions to illustrate the various criticality conditions discussed
above in relation to the fixed point zµ. In particular, note that, for values of 0 < z < 1,
larger value of ψµ(z) = E[x
xµ ] corresponds to a “smaller” random variable xµ.
5.4.3 The Degree and Residual Distribution
In the context of a random graph G(µ), we will generally work the p.g.f. of the residual
distribution rather than the degree distribution. However, ψµ can be computed easily from
































M(µ) > 1 M(µ) < 1 M(µ) = 1 µ(1) = 1
Figure 5.1: Typical p.g.f. plots, including the fixed point zµ and the dashed line f(z) = z.
From the left, the super-critical case M(µ) > 1, the sub-critical case M(µ) < 1, the critical
case M(µ) = 1, and the special case µ(1) = 1.
The p.g.f. ψλ cannot be recovered from ψµ, since λ(0) cannot be determined from the












= M(λ)(ψλ(z) − λ(0)),
and since λ(0) = ψλ(0), we have







Since λ(0) corresponds to the fraction of vertices which have degree 0, for practical
purposes, we can usually simply assume that λ(0) = 0. In this case, the above equation







5.4.4 The P.G.F. and Random Endpoint Selection
In section 5.3, we computed the solution for both the degree and residual distributions
for a removal process in which a single endpoint is removed uniformly at random at each









ξj−i(1 − ξ)i. (5.22)
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While this formula is not overly burdensome, the distribution µξ can be described much
more succinctly in terms of its generating function.
Proposition 5.4.3. The generating function for the distribution µξ in (5.22) is
































µ(j)(ξ + (1 − ξ)z)j
= ψµ(ξ + (1 − ξ)z).
This simple expression for ψξ(z) can also be derived in a more intuitive, probabilistic
manner. The distribution µξ(i) is in fact a mixture of binomial distributions, and hence a
µξ-distributed random variable xµξ can be constructed by first generating a random variable
xµ, and setting xµξ equal to a binomial distributed random variable with parameters xµ
and (1−ξ). A binomial random variable can in turn be expressed as the sum of independent





where each yi is an independent Bernoulli random variable with E[yi] = P[yi = 1] = 1 − ξ.
The p.g.f. for a Bernoulli distribution with expected value p is simply ψ(z) = (1 −
p) + pz and thus the function ψξ can be computed, as described in §5.4.1, by composition
of generating functions, in which case we once again have
ψξ = ψµ(ξ + (1 − ξ)z).
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Before proceeding, we make two final observations about this generating function.
First, recall that the degree and residual distributions have equivalent solutions for a process
in which every selection is made uniformly at random. This fact can also be ascertained









(1 − ξ)ψ′λ(ξ + (1 − ξ)z)
(1 − ξ)ψ′λ(1)
= ψµ(ξ + (1 − ξ)z).
Finally, not only can the solution to random endpoint removal be expressed in terms
of generation functions, but the system of differential equations can be computed and solved
using the p.g.f. as well. Recall that, during random endpoint removal, we have ddwξµξ(i) =



















= ψ′µ(z)(1 − z).
Let us now express the generating function ψξ(z) in two variables ϕ(ξ, z) = ψξ(z).
Since dwξ =
dξ
1−ξ , the above differential equation gives rise to the partial differential equation
(1 − ξ)Dξϕ(ξ, z) = (1 − z)Dzϕ(ξ, z)
with boundary condition ϕ(0, z) = ψµ(z). It is easily verified that this p.d.e. has unique
solution
ϕ(ξ, z) = ψµ(z + ξ − z · ξ) = ψµ(ξ + (1 − ξ)z),






The 2-Core and the Giant Component
At this point, our technical foundations are fully developed, and we may begin to put
our methodology to work. Our first two applications will involve structures related to the
connectivity of the random graph G(µ):
• the 2-core, which is the maximal induced sub-graph with minimum degree at least 2;
• the giant component, which is a connected component “much larger” than all the
others.
The 2-core and the giant component are natural entry points to the theory of random
graphs, and the algorithmic method in particular. This is partly due to the fact that
these, while not at all trivial, these are among the easiest random graph problems to solve.
Indeed, devising an algorithm to find either the 2-core or the largest connected component is
entirely straightforward, and the algorithms involved lend themselves naturally to analysis
by differential equations. With the machinery we now have in place, the solutions will
come rather smoothly, and this will help ease the transition from abstract methodology to
applications.
Another reason for starting of with these particular properties is that they provide
useful high-level insight into the structure of the random graph G(µ). As we shall see,
the “interesting” part of G(µ) is the part that belongs to both the 2-core and the giant
component. In future applications, a thorough understanding of both of these will often




The 2-core is analyzed in section 6.1, and the decomposition into connected com-
ponents in section 6.2. In 6.3, we derive some additional results about the structure of
sub-critical random graphs, which are random graphs G(µ) for which M(µ) < 1. In this
case, all of the connected components have size o(m), and the structure of G(µ) is somewhat
“trivial.”
6.0.6 History and Background
The giant component for Gn,m and Gn,p was analyzed in the first papers of Erdős and
Rényi [28, 29]. For the configuration model, the decomposition into connected components
was first determined by Molloy and Reed [55, 56], using the same basic techniques as appear
in this chapter.
The 2-core problem is a special case of the k-core problem, which is analyzed in chapter
9. We have separated the presentation of the 2-core due to its significance with respect to
the local structure and the diameter of G(µ), which we will analyze in the next to chapters.
The k-core problem for the Erdős-Rényi random graphs Gn,m and Gn,p was first solved
by Pittel, Spencer, and Wormald [59]. The k-core problem for general degree distributions
was solved independently by Molloy [54], Cooper [22], and Janson and Luczak [38], and
Fernholz and Ramachandran [32], all using similar techniques.
The presentation of the 2-core result in this chapter differs somewhat from that in [32];
the use of topological representation, differential equations, and the probability generating
function simplifies the analysis substantially. Our present analysis of the 2-core, and our
reproduction of the giant component results of Molloy and Reed, both emphasize the use
of the probability generating function in ways which resemble the use of the p.g.f. in the
theory of branching branching processes [4].
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6.1 The 2-Core
The 2-core of a graph is the maximal induced sub-graph with minimum degree at
least 2; an illustrative example is shown in figure 6.1. In this section, we determine the size



























Figure 6.1: A graph and its 2-core.
We shall formally define the 2-core of a configuration G = (A,V,E) in terms of its
endpoint set. First we recall some notation and definitions from chapter 3:
• ~E(a) denotes the endpoint matched to a;
• an endpoint set B ⊆ A is edge-closed if, for any a ∈ B, ~E(a) ∈ B as well;
• for a ∈ B, resB(a) = |B(V (a))\{a}| is the residual degree with respect to (B,V ),
which counts the number of other endpoints in B which belong to the same vertex as
a.
The 2-core of a configuration can now be defined as follows.
Definition 6.1.1. The 2-core endpoint set of G = (A,V,E) is the maximal edge-closed
subset B ⊆ A satisfying resB(a) ≥ 1 for all a ∈ B.
Since the properties of being edge-closed and having minimum residual degree at least
1 are both preserved under the taking of unions, then the 2-core endpoint set exists and
is unique for every G (though it may be empty). Moreover, since residual degree is one
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less than true degree, the condition that resB(a) ≥ 1 ensures that, for any v ∈ V , either
degB(v) = 0 or degB(v) ≥ 2.
If B is the 2-core endpoint set, we may similarly define the 2-core edge set by E(B),
and, since B is edge-closed, then this edge set will be a perfect matching of B. The actual
2-core will thus be the configuration (B,V (B), E(B)), where V (B) = {V (a) : a ∈ B} is the
set of all vertices which contain at least one endpoint in B.
We are interested in both the size and the residual distribution of the 2-core, which
we shall describe using the probability generating function (p.g.f.). We briefly review some




iµ(i) is the p.g.f. of a distribution µ;
• zµ denotes the smallest fixed point in [0, 1];
• if µ(1) < 1 then there at most two such fixed points, one of which is ψµ(1) = 1;
• zµ < 1 if and only if either M(µ) > 1 or µ(1) = 1.
Our main result is as follows.
Theorem 6.1.1. The following hold w.e.h.p. for a random graph G(µ) such that µ(1) < 1:
1. the size of the 2-core, as a fraction of the endpoint set, converges to (1 − zµ)2;
2. if zµ < 1, the residual distribution of the 2-core converges to the distribution generated
by
ϕ(z) =
1 − ψµ(1 − z − z · zµ)
1 − zµ
. (6.1)
Since zµ < 1 if and only if M(µ) > 1 (assuming µ(1) < 1), it immediately follows
that, the size of the 2-core is o(m) if M(µ) ≤ 1 and Ω(m) if M(µ) > 1.
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6.1.1 The 2-core Process
The 2-core of any graph can be found by a simple greedy algorithm: choose an edge
incident on a vertex of degree 1, remove this edge, and continue until no such edges remain.
We shall analyze this algorithm by analogously defining a constructive configuration model
(CM) algorithm.
The basic constructive CM algorithm was described in section 3.2 of chapter 3; briefly,
the iterative version involves removing one endpoint from an endpoint partition at each of
m time steps in such a way that the matching
E(a1, . . . ,am) = {{a1,a2}, . . . , {am−1,am}}
is uniformly random. The analysis of such an algorithm is based an the endpoint removal
process, which is the descending chain of subsets (A0 ⊇ · · · ⊇ Am) given by At+1 =
At\{at+1}.
Algorithm 6.1.1. A CM 2-core process is an endpoint removal process satisfying the fol-
lowing:
1. if t is even:
(a) if At contains no endpoints of residual degree 0, set τ = t and terminate;
(b) otherwise, choose any at+1 ∈ At with residual degree 0, and set At+1 = At\{at+1};
2. if t is odd, choose at+1 uniformly at random from At and set At+1 = At\{at+1};
Note that the way at+1 is chosen from At for even values of t is not determined
precisely, and hence this algorithm can be further specialized if necessary.
Proposition 6.1.2. For a CM 2-core process with initial state H = (A,V ):
1. if E(Aτ ) is a uniformly random matching of the terminal endpoint set Aτ , then
E = E(a1, . . . ,aτ) ∪ E(Aτ )




2. Aτ is the 2-core endpoint set of G.
Proof. The fact that E is uniformly distributed follows from the fact that at+1 is chosen
uniformly at random from At for all odd values of t, as shown in section 3.2 of chapter 3.
For the second claim, termination occurs at the first even time for which resτ (a) ≥ 1
for all a ∈ Aτ , and therefore Aτ is contained in the 2-core endpoint set by definition. Now
consider any edge-closed set B which properly contains Aτ , and let t denote the largest t
such that B ⊆ At. In this case, we must have t < τ and, since at+1 is the lowest numbered
endpoint which belongs to At, then at+1 ∈ B.
Since B is edge-closed, t must be even, and in this case, we must have rest(at+1) = 0
otherwise the 2-core process would have terminated at this time. Since B ⊆ At then
at+1 ∈ B and resB(at+1) ≤ rest(at+1) = 0, so B cannot be the 2-core, and the proof is
complete.
6.1.2 Topological Representation
The 2-core process makes use of only two selection methods, namely deterministic
and random. As described in section 5.2 of the previous chapter, we shall represent these
selection methods in terms indicator and measure processes. The selection method at time
t describes the method by which the next endpoint at+1 is chosen from At, so in this case,
we have
• ∆σt+1[D] = It[D] = 1 if t < τ is even;
• ∆σt+1[D] = It[D] = 1 if t < τ is odd.
There are two additional important pieces of information. The first is that the stopping
time τ is the first even time at which there are no endpoints of residual degree 0. Hence,
the residual distribution at this stopping time must satisfy µτ (0) = 0. The second is that




for all t, since the process (σt[D(1)]) counts deterministic selections of true degree 1. We
may use this information to derive the following set of solution constraints.
Proposition 6.1.3. The following constraints hold u.a. for the 2-core process:
1. dσξ[D] = dσξ[R] = dξ/2 if ξ < τ ;
2. µτ (0) = 0;
3. dσξ[D(0)] = dσξ[D], so dσξ[D(i)] = 0 for i > 1.
Proof. Immediate.
6.1.3 Solution to the Residual Distribution
Recall that the incremental weight of a step at time t is defined by ∆wt+1 = 1/mt =
1/(m− t), and that wt[R] and wt[D] denote the total random and deterministic weight at
time t. We shall analyze the 2-core process in terms of these weighted totals, and in fact
we shall change variables again by defining
xξ = 1 − e−wξ[R]
yξ = 1 − e−wξ[D].
In this case, since random and deterministic selections alternate we trivially have unique
solutions
xξ = yξ = 1 − e−wξ/2 = 1 −
√
1 − ξ
for ξ ≤ τ . However, we shall solve for the residual distribution in terms of the variables
xξ and yξ, since in future applications, it will not always be the case that random and
deterministic steps alternate in this way.
Lemma 6.1.4. For any regular removal process satisfying dσξ [D(i)] = 0 for all i > 0 and
all ξ in some interval [0, 1 − ǫ], the unique w.e.h.p. solution to µξ in this interval has p.g.f.
ψµξ(z) = ψξ(z) =




where ψ = ψµ is the p.g.f. of the initial distribution µ, and xξ = 1 − e−wξ[R] and yξ =
1 − e−wξ[D].
Proof. Due to the condition dσξ[D(i)] = 0, the values µξ(i) for i ≥ 1 are uniquely determined
by corollary 5.3.3 to theorem 5.3.1 from the previous chapter. Hence, for any ξ and any





















xj−iξ (1 − xξ)i,
noting that the residual distribution must satisfy µξ(i) = νξ(i) for all i ≥ 1.
Now, the weights νξ(i) do not sum to 1, and hence νξ is not a proper distribution.




i. Due to proposition 5.4.3 from §5.4.4, this function can be expressed
in terms of the original p.g.f. ψ = ψµ by
ϕξ(z) =
ψ(xξ + (1 − xξ)z)
1 − yξ
.
Since the value µξ(0) corresponds to the constant term in the generating function, and
since µξ(i) = νξ(i) for all i ≥ 1, it follows that the p.g.f. of the actual residual distribution
µξ differs from ϕξ(z) by a constant. This constant can be computed by noting that the
weights of the distribution µξ must indeed sum to 1, and therefore the generating function
ψξ = ψµξ satisfies ψξ(1) = 1.
We thus let




ψ(xξ + (1 − xξ)z) − yξ
1 − yξ
,
and verify that ψξ(1) =
ψ(1)−yξ
1−yξ = 1.
In particular, note that the solution to such a process at time ξ does not depend on
exactly when the random and deterministic removals occur, only the total weight of the
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random and deterministic removals. Intuitively, this can be understood by decomposing
the above functional transformation into two separate transformations
ψ(z) 7→ ψ(z + x− x · z)
and
ψ(z) 7→ ψ(z) − y
1 − y .
The first of these corresponds to a random selection, as computed in the previous chapter,
while the second corresponds to deterministic removal of an endpoint with residual degree
0. Since these transformations commute, it makes no difference which one is applied first.
Accordingly, in any simple removal process which only involves these two selection methods,
the solution depends only on the total weight of each method, and not the order in which
they are performed.
We may denote the combined functional transformation by α(x,y), so
(α(x,y)ψ)(z) =
ψ(z + x− x · z) − y
1 − y .
For the 2-core process, since random and deterministic endpoints alternate, we have xξ =
yξ = 1 −
√
1 − ξ, and hence the solution is given by
ψξ(z) = (α(xξ ,xξ)ψ)(z) =




Lemma 6.1.4 determines the unique solution to µξ for ξ < τ , and to complete the
analysis, we must determine when the algorithm terminates.
Lemma 6.1.5. Assume µ(1) < 1, and let zµ denote the smallest fixed point in the p.g.f.
ψ = ψµ. Then the unique w.e.h.p. solution to the stopping time of the 2-core process is
given by
xτ = (1 −
√
1 − τ) = zµ.
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Proof. For any p.g.f. we have ψµ(0) = µ(0), and therefore, using (6.2), we have




and since we have the constraint µτ (0) = 0, it is evident that every possible solution to τ
must satisfy ψ(xτ ) = xτ . In particular, xτ ≥ zµ, since zµ is the by definition the smallest
such fixed point.
Moreover, if ψ(xξ) < xξ for some ξ < τ then the residual distribution would have to
satisfy µξ(0) < 0, which is impossible, and hence the stopping time must also satisfy
xτ ≤ inf{x ∈ [0, 1] : ψ(x) < x}.
Therefore if µ(1) < 1, we have xτ ≤ zµ, and the only possible solution is xτ = zµ.
Theorem 6.1.1 now follows more or less immediately from the lemmas proved above.
Proof of Theorem 6.1.1. The size of the 2-core is given by m− τ , and as shown above, the
stopping time has w.e.h.p. solution xτ = zµ, and hence τ = 1− (1− zµ)2. Hence, the size of
the 2-core converges w.e.h.p. to (1 − zµ)2, as a fraction of the endpoint set. Similarly, the
residual distribution of the 2-core has unique solution µτ , which is thus generated by
ψτ (z) =
ψ(zµ + (1 − zµ)z) − zµ
1 − zµ
.
6.1.5 A Visual Interpretation
The solution to the 2-core process can be understood visually by plotting the p.g.f.
ψ = ψµ of the initial distribution µ. The functional transformation
ψ(z) 7→ (α(x,y)ψ)(z) =
ψ(x+ z − x · z) − y
1 − y ,
which describes the execution of this process corresponds to “moving the origin” from the














Figure 6.2: The function (α(x,y)ψ)(z) can be plotted be by moving the origin to (x, y) and
rescaling the unit square as shown.
During the 2-core process, we have yξ = xξ, so as time passes, the point (xξ , yξ) =
(xξ, xξ) moves in a diagonal line from (0, 0) to (1, 1), until eventually ψ(xξ) = xξ, at which








Figure 6.3: The solution to the 2-core process: the point (xξ, yξ) moves diagonally until the
fixed point zµ is reached. The p.g.f. of the 2-core is plotted in the shaded square, and the
fraction of the original endpoint set which belongs to the 2-core is given by the surface area
(1 − zµ)2 of the shaded square.
6.2 Connected Components
We now discuss the decomposition of G(µ) into connected components, and in partic-
ular, we address the question of whether G(µ) has a giant component, which is a component
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containing Ω(m) endpoints.
As with the 2-core, we shall define connected components in terms of endpoint subsets.
Recall that an edge-closed endpoint set, as defined above, is an endpoint set such that if
a ∈ B then ~E(a) ∈ B as well. Similarly:
• ~V (a) = A(V (a))\{a} is the set of other endpoints which belong to the same vertex as
a;
• an endpoint set B ⊆ A is vertex-closed if, for any a ∈ B, ~V (a) ⊆ B.
Definition 6.2.1. A connected component is a minimal non-empty endpoint set which is
both edge-closed and vertex-closed.
It is easily verified that this definition is equivalent to the standard notion of a con-
nected component in a graph, which one exception: an isolated vertex (i.e. a vertex which
contains no endpoints) does not qualify as a connected component by the above definition.
For practical purposes, though, this is merely an accounting detail, which can be easily
resolved if the need arises.
Our main result regarding connected components is as follows.
Theorem 6.2.1. If µ(1) < 1, the following hold w.e.h.p. for the random graph G(µ):
1. the size of the largest component, as a fraction of the endpoint set, converges to 1−z2µ,
where zµ is the smallest fixed point of the p.g.f.;
2. the second largest component contains o(m) endpoints.
In particular, if zµ = 1, that is, if M(µ) ≤ 1 (and µ(1) < 1), then the largest
component will also have size o(m). Hence, the existence of a giant component can be
determined from the first moment M(µ) of the residual distribution, and the condition is
the same as for the existence of a “giant” 2-core. Our algorithmic analysis will also yield
various kinds of additional information about the decomposition into connected components.
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Theorem 6.2.2. If µ(1) < 1, the following hold w.e.h.p. for G(µ):
1. the number of connected components, as a fraction of the endpoint set, converges to
∫ zµ
x=0
(ψµ(x) − x) dx;
2. if zµ = 1, then the average number of vertices per component converges w.e.h.p. to
2
2 −M(λ) ,
where λ is the corresponding degree distribution under the assumption that λ(0) = 0;
3. if zµ > 0, then the residual distribution of the sub-graph with the giant component





6.2.1 The Search Process
Connected components in a graph can be found by executing a standard greedy search,
and this algorithm can be expressed as a constructive CM process as follows.
Algorithm 6.2.1. A CM search process is an endpoint removal process satisfying the
following.
• The state consists of an endpoint partition Ht = (At, V ), along with:
– a subset Qt ⊆ At called the endpoint queue, which is initially empty;
– an integer Ct called the component count, which is initially C0 = 0;
• At each time step 0 ≤ t < m:
1. if t is even and Qt 6= ∅, choose any at+1 ∈ Qt;
2. if t is even and Qt = ∅:
(a) increment the component count by Ct+1 = Ct + 1;
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(b) choose at+1 uniformly at random from At;
3. if t is odd, choose at+1 uniformly at random from At;
4. in all cases, set At+1 = At\{at+1} and update the queue by:
(a) if at+1 ∈ Qt, set Qt+1 = Qt\{at+1};
(b) if at+1 /∈ Qt, set Qt+1 = Qt ∪ ~V (at);
Proposition 6.2.3. For a CM search process with initial state H = (A,V ):
1. the edge set E = E(a1, . . . ,am) is uniformly random, and therefore G = (A,V,E) d=
G(H);
2. any two endpoints as,at belong to the same connected component of G if and only if
Cs = Ct, and therefore:
(a) the number of components is the terminal component count Cm;
(b) the size of the largest component (in endpoints) is equal to the longest time in-
terval during which the component count remains constant.
Proof. The fact that E is uniformly distributed again follows from the fact that at+1 is
chosen uniformly at random from At for all odd values of t.
For the second claim, let τ denote the last time that Cτ = 1, and note that, by
induction, it suffices to show that the set R = {a1, . . . ,aτ} is the endpoint set for a single
connected component. It is clear that τ must be even, and therefore R is edge-closed. Also,
since it must be the case that Qτ = ∅, then all endpoints added to the queue before time
τ belong to R. The final step (4b) thus ensures that R is vertex-closed as well.
It only remains to show that the set R is a single connected component. Hence, choose
the smallest t such that at+1 does not belong to the same component as a1. Clearly t must
be even, otherwise at would belong to the same component a at+1. Also, at+1 must be
the first endpoint from the vertex V (at+1) added to the queue. But this can only occur if
Qt = ∅, which means that Ct+1 = Ct + 1, and therefore at+1 does not belong to R.
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6.2.2 Topological Representation
The topological representation and solution to the search process are slightly more
complicated than for the 2-core process. First, we have to account for the additional state
information, in the form of the component count and the endpoint queue. Second, random
and deterministic steps no longer alternate, since a random step occurs whenever the end-
point queue becomes empty. As a result, we shall use a slightly different representation for
the search process.
The way to deal with the component count is clear: we treat Ct as if it were a measure
process, which means dividing by the total number of steps m, so a solution in this case
is a function (Cξ) such that C⌊ξm⌋ → Cξ for all ξ ∈ [0, 1]. Moreover, increments of the
component count satisfy ∆Ct+1 = 1 if and only if t is even and |Qt| = 0, and in this case
a random selection, rather than a deterministic selection occurs. Hence, for any even value
of t, we have the equation
Ct = σt[R] − t/2.
We will similarly scale the endpoint queue by letting
qt = |Qt| /mt
denote the fraction of unexposed endpoints which belong to Qt. However, unlike the com-
ponent count, qt does not satisfy a Lipschitz condition: although |Qt| can only decrease by
1 each step, if an endpoint belonging to a vertex of high degree is added to the queue, |Qt|
will increase by a correspondingly large amount.
As a result, we cannot use Azuma’s inequality in its literal form to derive differential
constraints on qt. While it is not difficult to get around this, we will take an alternate route,
motivated by the observation that, once an endpoint has been added to Qt, we are no longer
interested in its residual degree. The unexposed residual distribution µt is therefore not
appropriate, since it does not distinguish between endpoints based on membership in the
endpoint queue.
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We shall call an endpoint unexplored if it does not belong to the queue, and accordingly
define the unexplored residual distribution by
νt(i) =
|{a ∈ At\Qt : rest(a) = i}|
mt
.
Note that we are dividing by the total number of remaining (i.e. unexposed) endpoints
mt = |At|, and not just unexplored endpoints. Hence, νt is not a proper probability
distribution, since ‖νt‖1 =
∑
i νt(i) may not be equal to 1.




, and thus we have
qt = 1 − ‖νt‖1 .
This equation does not immediately translate to a solution constraint, since it involves an in-
finite summation, but it is easy to show that νt is summable. Using the above observations,
we may deduce the following solution constraints.
Lemma 6.2.4. The following solution constraints hold w.e.h.p.1 for all ξ ∈ [0, 1):
1. Cξ = σξ[R] − ξ/2, and this extends by continuity to ξ = 1,
2. qξ = 1 − ‖νξ‖1,
3. dCξ = 0 whenever qξ > 0 (equivalently, whenever ‖νξ‖1 < 1),
4. for each i ∈ Z∗:
dνξ(i) = νξ(i)
(




Proof. The first constraint is immediate since Ct = σt[R]−t/2 for all even t as noted above.
For the next three constraints, since νt is not identical to the residual distribution µt, it is
necessary to first show that νξ = ν⌊ξm⌋ satisfies the regularity conditions of theorem 5.1.1,
but this is straightforward.
1The first three of these constraints actually hold u.a., but the differential constraint only holds w.e.h.p.,
so this stronger guarantee is of no consequence.
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First, since at most (i+ 1) endpoints of residual degree i can become explored in any
given step, then |∆(mt · νt(i))| < (i+ 1), and this implies that νt is Lipschitz for any fixed
interval t/m ∈ [0, 1− ǫ]. Next, we note that νξ(i) ≤ µξ(i) for all i and all ξ, since µξ(i) also
counts endpoints which belong to the queue. Since µξ is uniformly summable on ξ ∈ [0, 1−ǫ]
by theorem 5.1.1 then νξ is also uniformly summable by dominated convergence.
Summability of νξ implies that the equation qt = 1− ‖νt‖1 yields the above solution
constraint. Moreover, uniform summability implies that qξ is asymptotically equicontinu-
ous; hence, qξ will converge uniformly to any solution, and therefore, if qξ → qξ > 0 then we
must have qζ > 0 in some neighborhood ζ ∈ (ξ− ǫ, ξ+ ǫ), which means that the component
count cannot be incremented in this interval.
For the differential constraint, as noted above, the total number of unexplored end-
points of residual degree i is simply mt ·νt(i). Whenever an endpoint at+1 is removed, this
value remains unchanged unless at+1 is unexplored and has residual degree i. In this case,
all (i + 1) endpoints belonging to the same vertex are added to the queue, and we have
∆ (mt+1 · νt+1(i)) = −(i+ 1).
Since deterministically chosen endpoints always belong to the queue, this can only
occur during random selection, and the probability of choosing such an endpoint uniformly
at random is precisely νt(i). We thus have
Et[∆ (mt+1 · νt+1(i))] = −(i+ 1)νt(i).
The quantity mt = m− t scales to (1 − ξ), and thus by martingale concentration we have
the w.e.h.p. differential constraint
d((1 − ξ)νξ(i)) = −(i+ 1)νξdσξ[R].
The left hand side is simply (1 − ξ)dνξ(i) − νξ(i)dξ, and therefore, using the fact that
dσξ[D] + dσξ[R] = dξ, we have
dνξ(i) =









6.2.3 Solution to the Residual Distribution
As with the 2-core process, we will again change variables and express the solution to





where as usual dwξ[R] =
dσξ [R]
1−ξ and dwξ[D] =
dσξ [D]
1−ξ . Note that x0 = y0 = 1, and that
xξ and yξ are both non-increasing with ξ. Moreover, since ξ = 1 − e−wξ then we have
xξ · yξ = 1 − ξ.
Since the νξ(i) do not sum to 1, then the generating function ψξ = ψνξ will not satisfy
ψξ(1) = 1. Instead, we have ψξ(1) =
∑∞
i=0 νξ(i) = ‖νξ‖1, and hence the size of the endpoint
queue can be computed by
qξ = 1 − ψξ(1).
In terms if the above change of variables, we may now compute the generating function of
νξ.





where xξ = e
−wξ[R] and yξ = e−wξ[D], and ψ = ψµ is the p.g.f. of the initial residual
distribution µ.
Proof. First, note that the differential equations in (6.3) can be written
dνξ(i) = νξ(i) (dwξ[D] − i · dwξ [R]) .








where µ is the initial residual distribution (which is also the initial unexplored residual









6.2.4 Random and Deterministic Steps
To complete the analysis we must determine the number of random and deterministic
steps which take place, since this determines both the component count and the solutions





1 − ξ . (6.4)











Also, since at least half of the steps are random, then dxξ < 0 for all ξ < 1 and
also limξ→1wξ[R] = ∞, and it follows that that the mapping ξ 7→ xξ is bijective from
[0, 1) → (0, 1]. We may therefore express yξ as a function of xξ such that
yξ = y(xξ).
for all ξ ∈ [0, 1). In the initial state of the algorithm, we have both y0 = x0 = 1, and
therefore this function must satisfy y(1) = 1. Using this information, we may compute a
solution as follows.
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Lemma 6.2.6. The solutions to xξ and yξ satisfy
yξ = max{xξ, ψ(xξ)},
where ψ is the p.g.f. of the initial residual distribution µ.
Proof. We first recall that the size of the queue can be computed in terms of the p.g.f. by




Since the size of the queue cannot be negative, then we immediately have yξ ≥ ψ(xξ). And,
since at least half of the steps are random, then wξ[R] ≥ wξ[D], which implies that yξ ≥ xξ
as well.
As discussed above, we may express yξ as a function of xξ, and the above inequalities
yield
y(x) ≥ max{x, ψ(x)}.
To show that the opposite inequality must hold as well, we recall that, whenever qξ > 0,
random and deterministic steps alternate. Hence, if yξ = y(xξ) > ψ(xξ), then dσξ[R] =




whenever y(x) > ψ(x).
Let us now assume that y(z0) > max{z0, ψ(z0)} for some z0 ∈ (0, 1), and we claim
that the set
{x ∈ [z0, 1] : y(x) = max{x, ψ(x)},
must be empty; this would yield a contradiction, since the function y(x) must satisfy y(1) =
1 = ψ(1). If the above set is non-empty, we may let z1 denote its infimum, and in this case
y′(x) = y(x)/x = y(z0)/z0 > 1
for x ∈ [z0, z1). It follows that y(z1) > z1 as well, and therefore the condition y(z1) =
max{z1, ψ(z1)} can only be satisfied by y(z1) = ψ(z1) > z1.
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Conversely, any p.g.f. has a non-decreasing first derivative on the interval [0, 1), which,
combined with the fact that ψ(1) = 1, implies that we cannot have both ψ(x) > x and
ψ′(x) > 1 for the same x ∈ [0, 1). But, if y(z1) = ψ(z1) > z1 and y(x) > ψ(x) for
x ∈ [z0, z1), then evidently, both ψ(x) > x and ψ′(x) > y′(x) > 1 must occur at some single
point x in this interval, by continuity and the mean value theorem.
We thus have a contradiction, and therefore the only solution is y(x) = max{x, ψ(x)}.
6.2.5 The Number of Connected Components
Now that we have a complete solution to the residual distribution for all ξ ∈ [0, 1),
we may begin to extract information about the decomposition of G(µ) into connected com-
ponents. The total number of connected components is equal to the final value of the





This information is not directly available from lemma 6.2.6, since xξ and yξ are func-
tions of the weighted totals wξ[R] and wξ[D]. In order to determine σξ[R] and σξ[D], we
must change variables back again.








whenever 0 < xξ < ψ(xξ) and dCξ = 0 whenever ψ(xξ) < xξ.
Proof. As computed in (6.4), we have dxξ =
−xξdσξ [R]
1−ξ , and dyξ =
−yξdσξ [D]
1−ξ , and since























And, if ψ(xξ) < xξ, then yξ = xξ, in which case dCξ = 0.
We can now immediately compute the number of connected components as follows.
Corollary 6.2.8. If µ(1) < 1, the number of connected components in G(µ), as a fraction










(ψ(x) − x)dx. (6.7)
where zµ is the smallest fixed point in the p.g.f. ψ = ψµ.
Proof. As suggested by the above equation, we will change variables and compute the
integral in terms of xξ. Note that ψ(x) > x if x < zµ, and ψ(x) < x if x > zµ, so it suffices





















using integration by parts in the last step. Since zµ = ψ(zµ), then zµψ(zµ) = z
2
µ, and the
second expression in (6.7) follows by noting that
∫ zµ
x=0 dx = zµ/2
Corollary 6.2.9. If M(µ) ≤ 1 and µ(1) < 1, and if the degree distribution satisfies λ(0) = 0
(i.e. if there are no isolated vertices), then the average number of vertices per component
converges w.e.h.p. to
2
M(λ) − 2 .
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Proof. In §5.4.3 of the previous chapter, the average vertex degree M(λ) was expressed in







under the assumption that λ(0) = 0 (i.e. ignoring isolated vertices). If M(µ) ≤ 1 and
µ(1) < 1, then this distribution is sub-critical, and therefore zµ = 1, so the number of
connected components, as a fraction of the endpoint set, is given by 1M(λ) − 12 .







To compute the average number of vertices per component, we divide by the ratio m/n of
endpoints to vertices, which is again the average degree M(λ).
6.2.6 The Giant Component
In addition to the total number of components, we may also determine whether there
exists a giant component, which is a component of size Ω(m). In this case, we are interested
in the longest time interval during the component count is not incremented.
Lemma 6.2.10. If µ(1) < 1, the size of the largest connected component of G(µ), as a
fraction of the number of endpoints, converges w.e.h.p. to 1 − z2µ. Also:
1. the second-largest component has size o(m) w.e.h.p.;
2. if µ(0) > 0, the residual distribution of the sub-graph of G(µ) with the largest compo-
nent removed converges w.e.h.p. to the distribution generated by
ϕ(z) = ψ(z · zµ)/zµ.
Proof. Recall that the scaled size of the queue qt is asymptotically equicontinuous, which
implies that if q⌊ξm⌋ converges uniformly to the unique solution over any interval [0, 1 − ǫ].
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In particular, if there exists an interval ξ ∈ [ζ1, ζ2] such that then the largest component
w.e.h.p. has size at least |ζ2 − ζ1|.
Conversely, if Cζ1 > Cζ2 , then w.e.h.p. the component count must be incremented
at least once in this interval, and therefore if dCξ > 0 for ξ ∈ [ζ1, ζ2], then the largest
component revealed during this interval w.e.h.p. has size at most ǫ for any fixed ǫ > 0 (and
hence, by choosing ǫ > 0 arbitrarily small, the size is o(m)).
Now, if xξ < ψ(xξ) then yξ > xξ, and hence dCξ > 0 by lemma 6.2.7. Since xξ < ψ(xξ)
whenever xξ < zµ, it follows that all components revealed in this interval have size at o(m)
w.e.h.p.
Similarly, qξ > 0 holds if and only if xξ > ψ(xξ), which holds whenever zµ < xξ < 1.
And, since yξ = xξ = 1 − ξ in this interval, it follows that qξ > 0 for all values of 0 <
ξ < 1 − z2µ, and hence for any ǫ > 0, the largest component has size at least 1 − z2µ − ǫ,
and by choosing ǫ > 0 arbitrarily small, we conclude that the size of the largest component
converges w.e.h.p. to 1 − z2µ.
Finally, if µ(0) > 0, then zµ > 0 as well, and hence the number of endpoints which
do not belong to the giant component is Ω(m). Moreover, the giant component becomes
completely revealed at the time ξ for which xξ = zµ, and the residual distribution at this
time is generated by ψξ(z) = ψ(z ·zµ)/zµ. Now, it may be the case that the giant component
is not the first component revealed, but even then, the fact that qξ > 0 when zµ < xξ < 1
implies that all but o(m) of the endpoints exposed during this time interval belong to the
giant component, and these do not asymptotically affect the residual distribution of the
sub-graph with the giant component removed.
6.2.7 A Visual Interpretation
As with the 2-core process, the solution trajectory of the search process can also by
understood visually by plotting the p.g.f. In this case the relevant transformation is given
by





This transformation also corresponds to a rescaling of the unit square, except that it is the













Figure 6.4: The function (βx,yψ)(z) can be plotted by moving the top corner (1, 1) of the
unit square to (x, y) and rescaling as shown.
Unlike the 2-core process, the point (xξ, yξ) does not move in a straight line, but







Figure 6.5: The solution to the search process: the point (xξ, yξ = xξ) moves diagonally
until the fixed point (zµ, zµ) is reached, and then follows the path yξ = ψ(xξ). The p.g.f. of
the graph with the giant component removed is in the shaded square, and the number of
endpoints in the giant component is the surface area 1 − z2µ of the unshaded region.
6.3 The Structure of Sub-Critical Graphs
We now examine the structure of sub-critical random graphs, that is random graphs
for which M(µ) < 1, and hence both the 2-core and the giant component contain o(m)
214
endpoints. As we shall see, the structure of such graphs is more or less “trivial.”
In order to give a more rigorous description, however, we must use different techniques
from those used above. This is because, since each component has size o(m), these compo-
nents are “invisible” with respect to our typical asymptotic scaling, which involves dividing
by the number of total endpoints |A| = m. Moreover, the structure of small components
can generally not be determined with exponentially high probability, since the number of
steps of the CM algorithm necessary to expose such a component is o(m).
Our analysis of sub-critical graphs in this section serves as a useful supplement to
the differential equations method. In particular, the differential equations method is gen-
erally not useful for analyzing terminal behavior of a process. However, in many cases, the
algorithms we are interested will reach a state where the unexposed residual distribution
is sub-critical at some time t = (1 − ǫ)m. At this point, the graph which remains will
have the “trivial” structure which we describe below. Hence, in general, if we can solve
the execution of such an algorithm until the residual distribution becomes sub-critical, we
then argue that the terminal behavior of the algorithm will be determined by the general
properties of sub-critical graphs.
We will only discuss two properties of sub-critical graphs. The first is the size of
the largest connected component, and the second is the number of cycles in any given
component. Specifically, we will prove that any connected component in a sub-critical
graph will contain at most one cycle; hence every connected component is either a tree or
uni-cyclic.
In order to prove these results, we will somewhat arbitrarily impose a bound of m1/8−ǫ
on the maximum degree of the graph. Intuitively, this bound is not overly restrictive, given
the fact that the average residual degree is in fact less than 1. Of course, it is possible to
construct asymptotic degree sequences for which the average residual degree is less than 1
and yet the maximum degree exceeds m1/8. However, in most situations, particularly in the
case the configuration model is used to model the Erdős-Rényi random graphs Gn,p and
Gn,m with the Poisson distribution, this bound is easily satisfied, and in fact the maximum
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degree for Erdős-Rényi graphs is o(lnn).
We begin with the bound on the maximum component size.
Proposition 6.3.1. Let G = G(µ) with M(µ) < 1, assume that M(µG) → M(µ), and
also that the maximum degree of any vertex is at most m1/8−ǫ. Then w.p.h.p. the largest
component contains at most m1/4−ǫ endpoints
Proof. It suffices to prove that the probability that the first component revealed contains
m1/4−ǫ endpoints is n−1−Ω(1). Hence, the first T = m1/4−ǫ = o(m), and since residual
distribution changes negligibly during o(m) steps, our analysis will focus on the exact size
of the endpoint queue, which we abbreviate by xt = |Qt|.
Now, first note that, during any deterministic step, we have ∆xt+1 = −1, since in this









Hence, the expected change in |x|t is bounded above by the average unexposed residual
degree. And, since M(µ) < 1, then we may assume that, during the first o(m) steps, the
average unexposed residual degree is uniformly bounded above by 1− δ for small but fixed
δ > 0.
It follows that
Et[∆xt | It[R] = 1] ≤ 1 − δ
and Et[∆xt | I[D] = 1] = −1, and hence the predicable component of the Doob decomposi-
tion satisfies
Ext ≤ (σt[R] − σt[D]) − δσt[R].
And, since, for even values of t, we have both σt[C] =
σt[R]−σt[D]
2 and σt[R] ≥ t/2, we may
thus bound the number of components from below by
2σt[C] ≥ Ext + δt/2
216
for t = o(m).
Moreover, since the size of the endpoint queue can change by at most the maximum
degree m1/8−ǫ, then the increment size of xt are bounded accordingly. Hence, by Azuma’s





For T = m1/4−ǫ, we may thus compute
P[MxT > m1/4−3ǫ/2C] < e−C
2/2.
and thus
P[MxT > ǫ0T ] < e−Ω(m
ǫ)
for any ǫ0 > 0.
Since xT = MxT + ExT , and xT ≥ 0, then ExT > −MxT , and hence
P[ExT < −ǫ0T ] < e−Ω(m
ǫ),
and therefore, by choosing ǫ0 < δ/2, the probability that the first component is not com-
pletely revealed at this time satisfies
P[σT [C] = 1] < e
−Ω(mǫ).
This bound can in turn be used to show that all components are at most uni-cyclic.
Proposition 6.3.2. Let G = G(µ) with M(µ) < 1, assume that M(µG) →M(µ), and also
that the maximum degree of any vertex is at most m1/8−ǫ. Then w.p.h.p. every connected
component of G contains at most one cycle.
Proof. Again it suffices to prove that the probability that the first component contains more
than one cycle is n−1−Ω(1). Now, any connected component contains at most one cycle if
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and only if the number of edges is at most equal to the number of vertices, or equivalently,
if the number of endpoints is at most twice the number of vertices.
In the search process, the number of vertices in the first component increases whenever
at+1 /∈ Qt. Since deterministic endpoints are chosen from Qt, this can only occur for random
selections. Now, the first selection is random, as is every even numbered selection until the
first component is revealed. Hence, we must show that at+1 ∈ Qt occurs for at most one
random selection before the first component is revealed.
We again abbreviate by xt = |Qt|, and let us denote by yt the total number of times
at+1 ∈ Qt occurs for a random selection, so yt = 0 and ∆yt+1 = 1 if and only if at+1 ∈ Qt
and t is odd (so (t+ 1) is even).
Now, the probability that at+1 ∈ Qt for a random selection is |Qt| /(m−t). Moreover,
by the previous proposition, the first component is revealed after at most m1/4−ǫ time steps.
And, since only one endpoint can be removed each step, then this means the queue can only
grow to size m1/4−ǫ during this time w.e.h.p.
To make use of this, let us denote by τ the minimum of m1/4−ǫ and the first time the
queue size exceeds m1/4−ǫ. Note, then, that the number of cycles in the first component is
at most yτ w.e.h.p. And, for any t ≤ τ , we have
Pt[∆yt+1 = 1] < m
1/4−ǫ/(m−m1/4−ǫ) < m−3/4.
We may thus compute





(m−3/4)2 ≤ T 2/m = m−1−2ǫ.
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Chapter 7
Local Structure and the Branching Process
In this chapter and the next, we put the topological abstraction developed in chapter
4 on hold, along with the differential equations method, as we study the combinatorial
structure of G(µ) in the local vicinity of a single vertex.
Our method is still algorithmic: we shall examine the execution of a standard breadth-
first search (BFS) on a random graph. However, the BFS algorithm will only execute for
O(lnn) steps, and the global parameters, such as the residual distribution µt, will remain
essentially unchanged for this short duration. As such, the nature of the analysis will
remain combinatorial, and a different set of techniques is required. Moreover, due to this
short duration, it is generally not possible to achieve exponentially high guarantees in
probability, and instead we shall settle for results which only hold with polynomially high
probability (w.p.h.p.).
The objective of the current chapter is to introduce this kind of local analysis, and to
draw a somewhat informal connection between BFS on a random graph and a classical kind
of random process called a branching or Galton-Watson process. This informal discussion
sets the stage for the analysis of the diameter of G(µ) in the next chapter, during which
the informal connection between random graphs and branching processes is made more
rigorous.
Chapter Organization
We begin in section 8.1 by introducing notation and basic definitions related to
breadth-first search on the random graph G(µ). We then discuss the qualitative behav-
ior of this process, and we draw an informal connection to a branching process generated
by the same residual distribution.
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In section 7.2, we give a brief introduction to the theory of branching processes, with
emphasis on the use of the probability generating function. In particular, we show how
the decomposition of a random graph G(µ) based on the 2-core and the giant component
corresponds naturally to a similar decomposition of a branching process.
History and Background
The correspondence between the local structure of a random graph and a branching
process is well-known; the analysis of the giant component if Gn,p in [3], for example, uses
the branching process analogy.
The introduction to branching processes in section 7.2 is both brief and informal. For
a much more detailed introduction we refer the reader to a number of texts on the subject,
for example [4].
7.1 Neighborhoods and Breadth-First Search
We shall describe the local structure of a configuration G = (A,V,E) in the vicinity
of a given vertex v ∈ V in terms of endpoint subsets. For any vertex v, we recursively define
endpoint sets Ni(v) and Ri(v) by:
• R0(v) = A(v) and N0(v) = ∅;
• Ni+1(v) = Ni(v) ∪Ri(v) ∪ ~E(Ri(v));
• Ri+1(v) = A(V (Ni+1(v)))\Ni+1(v).
The sets Ni(v) and Ri(v) are respectively the i’th (endpoint) neighborhood and perimeter
of v. The i’th endpoint neighborhood contains all endpoints which would be found during
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Figure 7.1: Neighborhoods and perimeters of a vertex v for i = 0, 1, 2, 3. In each case,
neighborhoodNi(v) consists of all matched endpoints (filled in in black), while the perimeter
Ri(v) is the set of unmatched endpoints.
7.1.1 The BFS Process
In a random configuration G(A,V ), neighborhoods and perimeters are random subsets
of A, which we accordingly denote in boldface. The neighborhoods of a given vertex v can
be exposed sequentially by performing a breadth-first search, and this algorithm can be
analyzed in concert with the configuration model. BFS will be discussed in detail in the
next chapter, so for now we only give some basic definitions and notation.
• the BFS exposure process is the ascending chain of edge sets and Et(v) = E(Nt(v));
• rt(v) = |Rt(v)|, and the sequence (r0(v), r1(v), . . .) is simply called the BFS process.
The BFS process is therefore simply the sequence of perimeter sizes, but for the pur-
pose of computing conditional probabilities, the “state” of the BFS process is considered
to be the entire edge set Et(v). In technical terms, then, the BFS process (rt(v)) is consid-
ered adapted to the filtration induced by the BFS exposure process (Et(v)), and thus the
conditional probability of a given event L at time t is
Pt[L] = Pt[L | Et(v)].
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It is immediate by definition that the “increment” of the BFS exposure process (Et(v))
is precisely the set of edges incident on the perimeter Rt−1(v) so we have:
Ft(v) = Et(v)\Et−1(v) = E(Rt−1), (7.1)
In figure 7.1, the edge sets Et(v) for t = i = 0, 1, 2, 3 are precisely the edges which appear
in each of the diagrams shown, and the edge sets Ft(v) can be determined accordingly.
At any time during BFS, we distinguish three kinds of endpoints
• an endpoint a ∈ A is exposed if it belongs to an exposed edge in Et(v);
• the set of unexposed endpoints is denoted by At;
• an endpoint belonging to At(v)\Rt(v) is called unexplored.
These definitions are the same as for the search process analyzed in section 6.2. Intuitively,
unexplored endpoints are endpoints that we are “unaware of,” as opposed to endpoints in
Rt(v), which remain unexposed, but have already been found by the local search.
The sequence (A0(v),A1(v), . . .) is an endpoint removal process, and it is easy to
verify that the conditional uniformity of the unexposed edge set is preserved.
Proposition 7.1.1. In any BFS process, the edge set E\Et(v) = E(At(v)) is a uniformly
random matching of At(v), conditional on Et(v).
Proof. Since the original edge set E is uniformly random, then every perfect matching
E which contains Et(v) will occur with equal probability, the set of all such matchings
corresponds bijectively to the set of perfect matchings of At(v).
Despite the fact that conditional uniformity is preserved, and the similarity to the
search process from the previous chapter, the analysis of BFS exposure process is of a
different nature qualitatively. This is because, as time passes, Rt(v) typically grows large,
and therefore the number of endpoints exposed in a given iteration is not of order O(1).
Also, BFS typically lasts O(lnm) rather than Θ(m) steps, and its analysis thus requires a
different set of tools.
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7.1.2 BFS and Branching Processes
We will examine the BFS process rigorously in the next chapter, and for now our intent
is simply to introduce the local structure of the random graph G(µ) at a more informal level.
Let us simplify our notation by omitting the initial vertex and abbreviating by Rt(v) = Rt.
Now, if the perimeter Rt is “small” relative to the unexposed endpoint set At, then
in the “typical” situation, the following will occur:
1. each a ∈ Rt will match to an endpoint outside of Rt (i.e. an unexplored endpoint);
2. no two endpoints in Rt will match to the same vertex.
In this case, if an endpoint a ∈ Rt matches to an endpoint ~E(a) on a vertex of degree d,
then the remaining d−1 endpoints are contributed to Rt+1. Intuitively, then, each endpoint
in Rt produces deg(~E(a)) − 1 = res(~E(a)) children in Rt+1.
Moreover, if Rt is “small,” then the residual degrees of the endpoints in ~E(a) will
be “almost” independent random variables, and the distribution of each of these random
variables will be approximately given by the residual distribution µ. Thus, modulo various






where the xµ,j are i.i.d. µ-distributed random variables.
If strict equality were to hold, then (7.2) would define a classical random process called
a branching or Galton-Watson (GW) process. The corresponding random tree structure is
a Galton-Watson tree, and thus the local structure of a random graph G(µ) can informally
be described as that of a GW tree.
Of course, a random graph is not actually a GW tree, and the major technical im-
pediments to the direct application of branching process theory to random graphs are the
following:
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• we only have asymptotic knowledge of the actual residual distribution of the random
graph G(H) = G(µ), in the form of the convergence µH → µ;
• the residual degrees of successive randomly selected endpoints are not truly indepen-
dent;
• the residual degree of ~E(a) for any a ∈ Rt does not always accurately count the
number of endpoints contributed to Rt+1, due the possibility of cross-edges of the
following kinds:
– a horizontal edge is an edge connecting two endpoints in Rt;
– a set of diagonal edges is a set of edges which connect two or more endpoints in
Rt to the same vertex.
Examples of both horizontal and diagonal edges are shown in figure 7.1: in the diagram for
i = 3, the two edges incident on the bottom left vertex are diagonal, while the edge connect-
ing the second and third vertices in the second row from the bottom (i.e. the “horizontal”
edge) is horizontal.
In our analysis of the diameter of G(µ) in the next chapter, a substantial amount of
technical effort is dedicated to overcoming these technicalities. Ultimately, none of these
will prove fatal, and the diameter of G(µ) turns out to be what one would expect based on
the branching process analogy.
In a broader sense, though, the extent to which the local similarities between random
graphs and GW trees can be made rigorous remains an open question. If we restrict our
attention to a finite neighborhood of a vertex v, then this connection can be made rigorous
fairly easily. For instance, given any fixed constant T , the fact that the distribution of the
finite sequence (r0(v), . . . , rT (v)) for an arbitrary vertex v converges to that of a branch-
ing process based on the residual distribution µ is more or less immediate by definition.
However, the information we can glean from finite neighborhoods of this sort is limited
in value, and the real question is whether some generally correspondence between random
graph properties and GW tree properties can be established.
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7.2 A Brief Introduction to Branching Processes








where the xµ,i are i.i.d. µ-distributed. Branching process are classical and well-understood
probabilistic structures with various applications (see, e.g. [4]), the simplest of which is as
a model for reproduction and population growth. We imagine an initial population of y0
organisms, each of which produces an independent and µ-distributed number of offspring.
In this case, the total number of offspring will be distributed according to y1 =
∑yt
i=0 xµ,i,
and similarly the size of the t’th generation is given by yt.
A branching process is simply a random sequence of non-negative integers, but the
population metaphor of independent reproduction also gives rise to a corresponding random
tree called a Galton-Watson tree. A GW-tree can be defined recursively as follows. We
begin with a single root vertex v0, and we assign this vertex a random number of children
according to the distribution µ. Then, we recursively generate a GW tree rooted at each of
these children. A Galton-Watson tree thus represents the genealogy tree of descendants of
a given organism, in which the parent-child relationship between vertices literally describes
the biological relationship between the corresponding organisms.
In this section, we give a brief introduction to branching processes, and we explore
the informal connection between the local structure of a random graph G(µ) and the cor-
responding GW tree. We shall omit proofs and focus on intuition; for a more rigorous
introduction, we refer the reader to [4].
7.2.1 The Probability Generating Function
The probability generating function (p.g.f.) was introduced in the previous chapter,
and served a critical role in our methods for studying the 2-core and search algorithms on
a random graph. The p.g.f. is also an essential tool in the theory of branching processes,
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and the fact that the p.g.f. is instrumental in analyzing both kinds of structures is certainly
not “coincidence,” given the close relationship between the two. However, the standard
methods for using the p.g.f. to study branching processes differ, at least superficially, from
the methods developed in the previous chapters for analyzing algorithms on random graphs.
The basic observation relating the p.g.f. to a branching process is the following. For
any distribution µ, let us denote by µt the distribution of the t’th generation yt for a µ-
generated branching process with initial population size y0 = 1 (and note that µ1 = µ).
Now, it is straightforward, though somewhat laborious, to write down the explicit equation
for µt. On the other hand, the p.g.f. ψt = ψµt can be described quite easily.
The p.g.f. can be expressed in “probabilistic” notation as ψµ(z) = E[z
xµ ], where xµ is
µ-distributed, and the p.g.f. for the sum of k independent, µ-distributed random variables
can similarly be computed by
ψ(z) = E[z
Pk
i=1 xµ,i ] =
∏k
1=0E[z
xµ,i ] = ψ(z)k.





i = ψν ◦ ψµ(z).
It follows that the generating functions ψt for the distributions µt = D[yt] in a µ-generated
branching process are given by ψt(z) = ψt−1 ◦ ψµ(z), and since ψ1 = ψµ, then ψt is in fact
the t’th iterate of original p.g.f. ψµ:
ψt(z) = ψµ ◦ · · · ◦︸ ︷︷ ︸
t
ψµ(z). (7.4)
There are many implications to the fact that the generations of a branching process
correspond to iterations of the generating function, and we will not discuss these in detail.
At a qualitative level, though, we may observe that stable points under iteration correspond
to fixed points of ψµ. And, as discussed in the previous chapter, unless µ(1) = 1, then ψµ
has at most two fixed points in the interval [0, 1]: the point 1, and, if M(µ) > 1, the second
226
fixed point zµ < 1. Moreover, since ψµ has non-negative derivatives of all orders, then
ψ(z) > z if 0 ≤ z < zµ, and ψ(z) < z if zµ < z < 1.
It follows that, for any z ∈ [0, 1), we have limt→∞ ψt(z) = zµ; as such, the fixed point
zµ plays an important role in the analysis of branching processes, which, as we shall see,
mirrors the role of the fixed point in the in the analysis of random graphs.
7.2.2 Survival and Extinction
One of the simplest and most important events related to a branching process is
extinction, which is the event
∨
t∈N[yt = 0].
The complement of extinction is survival, which occurs if yt > 0 for all t. As the name
suggests, extinction occurs if the number of descendants of the the initial organisms is finite.
One method for computing the extinction probability is to iterate the p.g.f. as de-




P[yt = 0] = lim
t→∞
ψt(0) = zµ,
and hence the extinction probability is equal to zµ.
The extinction probability can also be computed recursively, without explicitly iterat-
ing the p.g.f., by noting that the extinction event for the root vertex of a GW tree is simply
the conjunction of the extinction events for each of its children. Since these sub-trees are




xµ ] = ψµ(p).
Hence, the extinction probability must be a fixed point in the p.g.f., and while this argu-
ment does not immediately determine which of the two possible fixed points is the actual
extinction probability, it is not hard to show that the correct fixed point is the smallest
fixed point zµ. More significantly, this method of computing the extinction probability ex-
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emplifies a typical technique for analyzing branching processes and GW trees by exploiting
their recursive symmetry.
7.2.3 Sizes of the Giant Component and the 2-core
As shown in the previous chapter, the existence of a fixed point zµ which is strictly
smaller than 1 signals the existence of a giant component (and a giant 2-core) in a ran-
dom graph G(µ). Hence, in this sense an infinite GW tree corresponds to a both a giant
component and a giant 2-core in a random graph.
However, the extinction probability for a GW is exactly equal to the fixed point zµ,
and while the existence of such a fixed point corresponds to the existence of both a giant
component and a giant 2-core, neither of these have size 1 − zµ (as a fraction of the total
endpoint set). This accounting detail, though, is easily resolved.
The fraction of all endpoints belonging to the 2-core or the giant component is evi-
dently the same as the fraction of all edges belong to either structure. Since survival of a
branching process corresponds to a BFS search tree which grows “large,” then each edge in
fact has two chances to survive and reach the giant component.
Accordingly, the probability of extinction in both directions is z2µ, which is in line with
the size of the giant component 1 − z2µ computed in the previous chapter. In order for an
edge to belong to the 2-core, survival in both directions is required, which yields the correct
formula (1 − zµ)2 for the fraction of all edges in the 2-core.
7.2.4 Conditional Distributions
The relationship between survival of a branching process and both the giant compo-
nent and the 2-core extends beyond just the extinction probability. To illustrate this, we
now consider the structure of a GW tree conditional on either survival or extinction.
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Extinction and Small Components
We first consider a GW tree conditional on extinction, and our first observation that
this structure will also be GW generated by a different distribution µExt; this is because
the extinction of the root tree is equivalent to the extinction of all of the sub-trees, and
hence, conditional on extinction of the entire tree, each of these sub-trees will be i.i.d.,
extinction-conditioned GW trees.
In order to compute the distribution µExt, note that the extinction probability, con-
ditional on the event that the root vertex has degree i, is simply ziµ. By Bayes Theorem,















We have already encountered the above p.g.f. in the previous chapter in our analysis
of the giant component of G(µ): by Theorem 6.2.2, this function generates the residual
distribution of the sub-graph of G(µ) with the giant component removed. In other words,
as one would expect, the structure of the small components in G(µ) resembles the structure
of a GW tree conditioned on extinction.
The Skeleton and Survival
The same exact argument does not work for conditioning on survival, because a
survival-conditioned GW tree will not in fact be a GW tree. This is because, in order
for the root tree to survive, only one of its children must produce an infinite lineage.
Hence, we shall instead consider what is called the skeleton, which is the sub-tree
consisting only of vertices with surviving lineages. It is not difficult to see that the skele-
ton must in fact be GW tree, since each surviving child will be independently distributed
according to the survival-conditioned distribution.
229
Let us therefore denote by µSkel the distribution corresponding to the number of
surviving children in a survival-conditioned GW tree. The simplest way to compute µSkel
is in to compute its p.g.f. directly. Hence, let us first denote by w the number of children
in an ordinary GW tree with produce infinite lineages, and attempt to compute the p.g.f.
E[zw].
Since each child survives independently with probability (1 − zµ)., then w can be
expressed as
∑xµ
i=1 Ii, where the Ii are independent Bernoulli random variables with P[Ii =
1] = (1 − zµ). Such a Bernoulli random variable has p.g.f. E[Ii] = zµ + (1 − zµ) · z, and
therefore this generating function is given by
ϕ(z) = E[zw] = ψµ(zµ + (1 − zµ) · z).
Since extinction corresponds to the event w = 0, or equivalently zw = 1, then the
contribution to E[zw] by all cases where w > 0 is given by
∞∑
i=1
P[w = i] · zi = ϕ(z) − ϕ(0) = ψµ(zµ + (1 − zµ) · z) − ψµ(zµ).
Hence, the p.g.f. for the distribution µSkel of w conditional on survival is given by
ψSkel(z) =
ψµ(zµ + (1 − zµ) · z) − ψµ(zµ)
P[w > 0]
=
ψµ(zµ + (1 − zµ) · z) − zµ
1 − zµ
. (7.6)
As shown in the previous chapter, this equation describes the p.g.f. of the 2-core of
G(µ). Hence, just as the small components of a random graph have the local structure
of an extinction-conditioned GW tree, the 2-core has the structure of the skeleton of a
survival-conditioned GW tree.
7.2.5 Structural Relationships and Generating Functions
When considered jointly, the generating functions for µExt and µSkel yield additional
information about the relationship between the corresponding sub-structures of either a
GW tree or the random graph G(µ). Recall that both of these generating functions can be





















Figure 7.2: The decomposition of a GW tree based on survival and extinction. From the
original p.g.f. ψµ, shown on the left, we may compute the p.g.f. for both the extinction-
conditioned GW tree and the skeleton of a survival-conditioned tree, as shown on the right.
For a random graph, these distributions correspond to the small components and the 2-core,
respectively.
Recall also that the derivatives of a p.g.f. at 0 and 1 respectively yield the probability







Since the fixed point (zµ, zµ) represents the origin (0, 0) for the skeleton p.g.f., and the
point (1, 1) for the extinction p.g.f, the relationship between these three distributions can
be described as follows.
Proposition 7.2.1. For any distribution µ with 0 < zµ < 1
1. µExt(i) = z
i−1
µ µ(i);
2. z1−kµ Mk(µExt) = (1 − zµ)1−kµSkel(k);
3. Mk(µSkel) = (1 − zµ)1−kMk(µSkel).
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ψ(zµ + (1 − zµ) · z) − zµ
1 − zµ
,









Surv(z) = (1 − zµ)i−1ψ(i)(zµ + (1 − zµ) · zµ),




The diameter of a graph is the maximum distance between two vertices in the same
connected component. In this chapter, we derive an expression of the form
c ln n± o(ln n)
for the diameter of the random graph G(µ), where the constant c depends on the limiting
residual distribution µ.
The proof of the diameter result involves tracing the rate of neighborhood expansion
during the breadth-first search (BFS) process which was introduced in the previous chapter.
This sort of local analysis differs qualitatively from global analysis performed in chapter 6,
and as a result we will not make use of the differential equations method, and we will often
work with explicit constants rather than using the topological approach described in chapter
4.
As a result, the diameter result only holds with polynomially, rather than exponen-
tially high probability. This reflects the nature of the problem rather than the methodology:
the diameter is somewhat sensitive to small structural changes in a random graph, and
therefore it is not possible to achieve w.e.h.p. concentration.
Since neighborhood sizes during BFS typically grow exponentially, it is not difficult
to see that the diameter of G(µ) will generally have order of magnitude Θ(lnn). However,
in order to precisely compute the leading constant, an more detailed analysis of BFS is
required. We shall achieve this higher level of precision by exploiting a simple structural
relationship between shortest paths and the 2-core of a graph. As such, our argument thus
relies on the results about the size and degree distribution of the 2-core from the chapter 6.
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Chapter Organization
In section 8.1 we review the basic notation for the BFS process, and we give a summary
of our approach to computing the diameter. In section 8.2, we state our main theorem, along
with an intuitive explanation of the formula for the diameter of G(µ), and an overview the
challenges involved in making this intuition rigorous.
The proof of the diameter theorem appears in the subsequent six sections. We prove
the upper bound and lower bound separately. The upper bound is the more technical of the
two, and is spread over sections 8.3 through 8.6. The lower bound proof appears in section
8.7, and in section 8.8 we discuss certain generalizations and exceptional cases. Finally in
section 8.9 we compute the diameter for some specific degree distributions, including the
Poisson distribution which corresponds to the Erdős-Rényi random graph Gn,p, and the
“power-law” graph model introduced by Aiello, Chung, and Lu [2].
History and Background
As a relatively natural and fundamental graph property, the diameter of random
graphs has received a fair amount of attention from researchers over time. A number of
diameter results are available for denser ranges of the Erdős-Rényi random graph Gn,p;
these are summarized in [13].
The diameter results of this chapter, which originally appeared in [33], were the first
results of asymptotic precision for most sparse random graphs, including sparse Gn,p, and
the sparse “power-law” model introduced in [2].
Diameter results of such precision for sparse random graphs were known earlier only
for regular graphs of constant degree [15]. Weaker results (to within a constant factor)
were known for the diameter of sparse Gn,p [20] and random “expected-degree” power-law
graphs [50].
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8.1 Computing the Diameter of G(µ)
In this section, we give an overview of our approach to computing the diameter of a
random graph G(µ). We begin with some basic definitions.
For our purposes, a path in a configuration G = (A,V,E) is an even sequence of
endpoints (a1, . . . , a2j) such that:
• {ai, ai+1} ∈ E for all odd values of i;
• V (ai) = V (ai+1) for all even values of i;
• the length of this path is one half of the number of endpoints.
Although our formal definition involves endpoints, we may consider either a vertex or an
edge to lie along a path in the obvious sense, and we note that the length of a path is equal
to both the number of edges and vertices (counting multiplicities).
We say a path connects two vertices u, v if the first endpoint belongs to u and the
last endpoint belongs to v. The distance between a pair of vertices u, v, which we denote
by δ(u, v) is the length of a shortest path connecting u and v. If u and v belong to
different connected components, then we let δ(u, v) = ∞, since in this case there are no
paths connecting u and v. Accordingly, the diameter of G is the maximum finite distance
between any pair of vertices:
∆(G) = max{δ(u, v) : u 6= v ∈ V, δ(u, v) <∞}.
In other words, the diameter is the length of a longest shortest path in G.
8.1.1 Distances and Breadth-First Search
We shall analyze the diameter by examining the breadth-first search (BFS) process
introduced in the previous chapter, and we briefly review our notation. For any vertex v in
a configuration G = (A,V,E), we recursively define endpoint sets Ni(v) and Ri(v) by:
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• R0(v) = A(v) and N0(v) = ∅;
• Ni+1(v) = Ni(v) ∪Ri(v) ∪ ~E(Ri(v));
• Ri+1(v) = A(V (Ni+1(v)))\Ni+1(v).
The sets Ni(v) and Ri(v) are respectively the i’th (endpoint) neighborhood and perimeter
of v.
Note that Ni(v) is then the set of all endpoint which belong to a path which begins
in A(v), and has length at most i (i.e. contains at most 2i endpoints). Moreover, Ri(v) ∩
Ni(v) = ∅, and (for i > 0) Ri(v) contains all endpoints belong to vertices in V (Ni(v)), but
which are not themselves (as endpoints) reachable by such a path.
The distance between two vertices can also be expressed in terms of these endpoint
sets by
δ(u, v) = inf{i : A(u) ∩Ni(v) 6= ∅}.
Accordingly, the distance between two vertices can be understood as the number of BFS
iterations which need to be performed, starting from v, until an endpoint belonging to u is
encountered (or vice-versa).
In a random configuration G(A,V ) = (A,V,E), these endpoint subsets are random,
and we the BFS exposure process is the random ascending chain of edge sets
(E0(v),E1(v), . . .)
where Et(v) = 0 and Et+1 = E(Nt(v)). Note also, that the “increments” of the BFS
exposure process are thus given by
Et+1(v)\Et(v) = E(Rt(v)).
The actual BFS process is the sequence (r0(v), r1(v), . . .) of perimeter sizes rt(v) =
|Rt(v)|. For the purposes of conditional probabilities, the “state” at time t is considered to
be the entire edge set Et(v). At a technical level, then, the BFS process (rt(v)) is considered
adapted to the filtration induced by the BFS exposure process, so, for example,
Et[rt+1(v)] = E[rt+1(v) | Et(v)].
236
8.1.2 BFS Hitting Times
Given vertices u, v in a random graph G, perhaps the simplest method for computing
the distance δ(u, v) is to perform to perform BFS beginning at v until the vertex u is en-
countered. One disadvantage of this naive method, though, is that our search will generally
explore a large portion (i.e. a constant fraction of the vertex or endpoint sets) of the graph
before finding the second vertex u.
On a random graph, a simple modification of this naive strategy allows us to determine
the distance between u and v while only exposing o(m) endpoints. The distance from u to
v in any graph G can also be expressed as
δ(u, v) = inf{i+ j + 1 : ~E(Rv,i) ∩Ru,j 6= ∅},
and thus a shortest path between u and v can be found by performing BFS simultaneously
from u and v until we find two endpoint perimeters which are connected by an edge.
In a random graph, our state of knowledge after respectively performing i and j
iterations of BFS from u and v consists of the edge sets Ei(v) and Ej(v), and at this point
the remaining unexposed endpoints will be matched uniformly at random. As in the so-
called “birthday paradox,” the expected number of edges connecting two endpoint sets of
size m1/2 in a uniformly random matching is Θ(1). And, if we choose a slightly larger
endpoint size, then we can be virtually assured that such an edge exists.
For any vertex v, let us define the random variable
τ (v, r) = inf{t : rt(v) ≥ r}, (8.1)
noting that this is the hitting time of the the event rt(v) ≥ r and is therefore an optional
time with respect to the BFS edge exposure process. In order to implement the above
strategy for finding shortest paths, we shall, somewhat arbitrarily, choose a value “slightly”
larger than m1/2 by letting
χ = m1/2 ln2m,
and we now have the following method for bounding distances.
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Proposition 8.1.1. For any random graph G, the inequality
δ(u, v) ≤ τ (u, χ) + τ (v, χ) + 1 (8.2)
holds w.p.h.p. simultaneously for all pairs u, v ∈ V .
Before we offer a proof, we make some brief remarks. First, it may be the case
that rt(v) never reaches size χ, which means that τ (v, χ) = ∞. If this occurs, the above
proposition is evidently not useful in bounding distances from v to any other vertex. Second,
while (8.2) yields an upper bound to δ(u, v), the opposite inequality does not hold, and
therefore it is not clear how this proposition helps establish a lower bound on the diameter.
As we shall see, though, τ (u, χ) <∞ for every vertex in the giant component, and for
the majority of vertices the sum τ (u, χ)+τ (v, χ) will not exceed the actual distance δ(u, v)
by more than o(lnm). In essence, then, the diameter of G(µ) is fairly well approximated by
2 · max{τ (v, χ) : v ∈ V, τ (v, χ) <∞}. (8.3)
Proof of Proposition 8.1.1
The proof of proposition 8.1.1 follows from the same argument as the “birthday para-
dox.”
Lemma 8.1.2. Consider disjoint subsets S1, S2 ⊆ A such that both |S1| , |S2| > m1/2 ln2m.
Then
P[~E(S1) ∩ S2 = ∅] = m−ω(1).
Proof. First, note that any given endpoint in S1 matches into S2 with probability at least
|S2| /m ≥ m−1/2. Now, if a particular endpoint in S1 does not match into S2, it may match
to another endpoint in S1. Nevertheless, if we sequentially expose the matches all of the
endpoints in S1, there are at least |S1| /2 chances to find a connection to S2. The probability
















= m−Ω(lnm) = m−ω(1).
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Proof of Proposition 8.1.1. It is an immediate consequence of the above lemma that P[δ(u, v) <
τ (v, χ)+τ (v, χ)+1] = 1−m−ω(1), for every pair of vertices, and since there are O(m2) such
pairs, then these events occur simultaneously with probability 1 − mω(1), which is (more
than) polynomially high.
8.1.3 Shortest Paths and the 2-core
The 2-core of a graph, which was examined in detail in chapter 6, is the maximal
sub-graph with minimum degree at least 2. The 2-core of a configuration G = (A,V,E)
was formally defined in terms of its endpoint set, which we shall denote by A2C , and which
is the maximal endpoint set which satisfies the following:
1. A2C is edge closed, meaning that if a ∈ A2C then ~E(a) ∈ A2C also,
2. res2C(a) > 0 for all a ∈ A2C , meaning that, for any a ∈ A2C , there exists a distinct
a′ 6= a in A2C such that V (a) = V (a′).
We shall make extensive use of the following variant of the 2-core
Definition 8.1.1. For any G = (A,V,E) and any B ⊆ A, the B-augmented 2-core endpoint
set A2C,B is the maximal endpoint set which is edge closed, and such that every endpoint
a ∈ A2C,B\B has induced residual degree resA2C,B (a) at least 1.
Intuitively, then all endpoints belonging to B are “exempt” from the minimum degree
requirement of the 2-core. The significance of the augmented 2-core with respect to path
lengths is largely due to the following proposition.
Proposition 8.1.3. Every path which begins at b1 and terminates at b2 is contained in the
2-core endpoint set A2C,{b1,b2}.
Proof. Let (a1, . . . , a2j) denote any such path, so b1 = a1 and b2 = a2j , and let A0 denote
the set {ai}2ji=1. By definition, A0 is edge-closed, and also, every endpoint in A0, other
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than a1 = b1 and a2j = b2 belongs to the same vertex as either its successor or predecessor
along this path. Hence, every endpoint in A0, other than b1 and b2, has induced residual
degree resA0(a) ≥ 1, and since the augmented 2-core is the maximal such endpoint set, then
A0 ⊆ A2C,{b1,b2}.
For an endpoint set B of size o(m), it is not difficult to show that the augmented
2-core will satisfy the same asymptotic properties as the actual 2-core. A proposition to
this effect is stated below, but first we review the essential results about the 2-core from
chapter 6.
In theorem 6.1.1, it was shown that, if M(µ) > 1, then the 2-core w.e.h.p. has size
Ω(m), and that the residual distribution of the 2-core converges w.e.h.p. to a distribution
which can be computed from µ2C . We shall denote the 2-core residual distribution by µ2C ,
and in Theorem 6.1.1, this distribution was specified in terms of its generating function
ψ2C(z) =
1 − ψ(1 − z − z · zµ)
1 − zµ
,
where zµ is the smallest fixed point of the original p.g.f. ψ = ψµ in the interval [0, 1]; the
assumption M(µ) > 1 ensures that zµ < 1, so this is well-defined.
As discussed in the previous chapter, the 2-core distribution µ2C is the same as the
skeleton distribution µSkel for the corresponding branching process. In proposition 7.2.1




M(µ2C) = M(µ) = ψ
′(1).
Structure of the Augmented 2-core
The augmented 2-core behaves quite similarly to the actual 2-core, and so most of the
analysis from chapter 6 is applicable to the augmented 2-core without much modification.
Recall that the 2-core of G(A,V ) can be found by successively removing an endpoint of
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residual degree 0 followed by a uniformly random endpoint from A until no endpoints of
residual degree 0 remain. What remains at this time is the 2-core endpoint set, and since
these endpoints are unexposed, then the 2-core edge set is uniformly random, conditional
in the 2-core endpoint set.
The B-augmented 2-core can be found in the same way, except that now the termina-
tion condition is that every endpoint outside of B must have residual degree at least 1; as
noted above, endpoints in B are exempt from this restriction. The conditional uniformity
property thus evidently holds in this case as well.
Proposition 8.1.4. For any B ⊆ A, the augmented 2-core edge set E2C,B is uniformly
random, conditional on the augmented 2-core endpoint set A2C,B.
Proof. If the 2-core algorithm is modified as described above to find the augmented 2-core,
the terminal state will similarly leave the augmented 2-core unexposed, and hence the edge
set E2C,B is again a conditionally uniform random matching of A2C,B
If the set B is of size o(m), then we can also show that the size and residual distribution
of the augmented 2-core will converge to the same w.e.h.p. limits as for the ordinary 2-core.
Proposition 8.1.5. Assume M(µ) > 1, let G(A,V ) = G(µ) and assume also that M(µ(A,V )) →
M(µ). For any B ⊆ A such that |B| = o(m), the following hold w.e.h.p.:
1. |A2C,W | /m → (1 − zµ)2,
2. µ2C,W → µ2C ,
3. M(µ2C,W ) →M(µ).
Proof. We recall that the 2-core process analyzed in chapter 6 is customizable, in the sense
that the endpoints of residual degree 0 chosen deterministically at odd time steps can be
chosen in any way we want. In this case, we specify that the endpoints belonging to B are
chosen last.
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As in chapter 6, we let τ be the stopping time of the 2-core process, which occurs when
there are no remaining endpoints of residual degree 1. The fact that M(µ) > 1 ensures that
zµ < 1, which in turn implies that τ = m − Ω(m) w.e.h.p., so there are Ω(m) endpoints
remaining upon termination.
We may accordingly let τ 0 denote the first time that all remaining endpoints of residual
degree 1 belong to B. Now, since B = o(m), then the number of endpoints of residual degree
1 at time τ 0 must be o(m). And, since τ 0 ≤ τ then w.e.h.p., the total number of remaining
endpoints is Ω(m).
It follows that the residual distribution at time τ 0 must satisfy µτ0(0) = o(1), but as
shown in the proof of Theorem 6.1.1 in chapter 6, for any ξ < 1 − (1 − zµ)2, we must have
µt(0) = Ω(t) w.e.h.p. for all t/m < χ. It follows that τ 0/m → 1− (1− zµ)2 w.e.h.p. as well,
and hence |τ − τ 0| = o(m) w.e.h.p.
The three claims of this proposition are immediate consequences of this fact, since
the addition of o(m) endpoints to the 2-core has no asymptotic effect on either the residual
distribution or its the first moment.
8.1.4 BFS in the 2-core
We shall exploit the relationship between the augmented 2-core and shortest paths
by restricting our BFS accordingly. First, let us denote the entire 2-core (and not just the
endpoint set) of G by G2C, and we similarly denote the augmented 2-core.
For any v ∈ V , we may naturally define the v-augmented 2-core using the endpoint
set A(v), so G2C,v = G2C,A(v). Accordingly,
R2C,t(v)
denote the t’th endpoint perimeter, when the BFS is performed in the v-augmented 2-core
G2C,v, and we similarly let
τ 2C(v, r) = inf{t : r2C,t(v) ≥ r}.
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An immediate consequence of proposition 8.1.3 is that
N2C,t(v) = Nt(v) ∩ A2C,v(v),
since any path from A(v) to a ∈ N2C,t(v) will be entirely contained in A2C,v(v). The same
evidently holds for endpoint perimeters as well, so we have the following corollary.
Corollary 8.1.6. For any vertex v:
1. R2C,t(v) = Rt(v) ∩ A2C,v(v);
2. rt(v) ≥ r2C,t(v);
3. τ (v, r) ≤ τ 2C(v, r);
Proof. Immediate.
Accordingly, from proposition 8.1.1, we may deduce
δ(u, v) ≤ τ 2C(u, χ) + τ 2C(v, χ) + 1. (8.4)
At first glance, this equation appears to suffer from the same problems as (8.2): if τ 2C(v, χ) =
∞, then it provides no useful information, and even if τ 2C(v, χ) <∞, we can still only derive
an upper bound on distances.
However, restricting BFS to the augmented 2-core ultimately simplifies the analysis,
because each vertex we encounter has degree at least 2, or equivalently, every endpoint
has residual degree at least 1. Intuitively, this means there are no “dead ends,” since if
we “enter” such a vertex through one of its endpoints, the other endpoint serves as en
“exit.” It follows that perimeter sizes during 2-core BFS are generally non-decreasing, and
this property facilitates the analysis of the neighborhood growth, particularly for small
neighborhoods.
In fact as we shall see, with polynomially high probability, the condition τ 2C(v, χ) =
∞ is equivalent to τ 2C(v, 3) = ∞, which implies that as soon as a 2-core perimeter of size
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3 is found, (8.4) is applicable. Moreover, again w.p.h.p., τ 2C(v, 3) = ∞ implies that v does
not belong to the giant component of G, and thus we are able to deal such vertices in a
qualitatively different manner.
8.2 Theorem Statement and Proof Overview
Our main theorem is regarding for the diameter of the random graph G(µ) is the
following.
Theorem 8.2.1. Assume µ satisfies M(µ) > 1 and µ(0) > 0, and let G = G(µ), with the
additional assumption that M(µG) →M(µ).








where ψµ is the p.g.f., and zµ is the smallest fixed point in [0, 1].
We make some brief remarks on this theorem statement.
1. Since the number of non-isolated vertices in G(µ) is Θ(m), then, provided that the
number of isolated vertices is O(m), we have lnm = lnn±o(1), and hence lnn can be
substituted for lnm in the formula for ∆(G), and the same convergence ∆(G)lnn → ∆µ
will also hold w.p.h.p.
2. We have imposed the additional assumption of convergence M(µG) → M(µ) of the
first moment. Of course, if M(µ) = ∞, this will occur anyway, so this is only relevant
if M(µ) <∞.
3. The assumption M(µ) > 1 ensures that the graph contains a giant connected compo-
nent, while the assumption µ(0) > 0 ensures that the minimum residual degree is 0,
or equivalently, the minimum (positive) vertex degree is 1. If µ(0) = 0, the behavior
differs qualitatively, and this case is discussed in section 8.8.
244
4. As discussed in the previous chapter, the value ψ′µ(zµ) is equal to both µ2C(1), where
µ2C is the 2-core residual distribution, and M(µSmall), where µSmall is the residual
distribution of the non-giant components of G(µ).
8.2.1 Growth Rates and Large Deviations
We now give some intuitive justification for the formula in (8.5). The first thing that
perhaps needs justification is the fact that distances in a random graph are typically of
order Θ(lnm) = Θ(lnn). This is because perimeters grow at an exponential rate, and so if
rt(v) ≃ Ct for some C > 1, it will take Θ(lnm) iterations until rt(v) reaches size mΘ(1).
As discussed in the previous chapter, BFS in a random graph loosely resembles a






where the xµ,i are i.i.d. µ-distributed. The expected growth rate can thus be approximated
by rt(v) ≃M(µ)t deg(v).
This average growth rate yields a rough approximation of the “average” distance
between vertices G(µ). In order to find a vertex u starting at v, “on average” we expect to
also find about half of the vertices (or endpoints) in the entire graph. If perimeters indeed
grow exponentially a rate of M(µ), then at some time around t = lnmlnM(µ) , the perimeter
size should be of the order
M(µ)
ln m
ln M(µ) = n,
assuming of course that M(µ) > 1.
Our strategy for computing the diameter, as described above, involves performing
BFS simultaneously from two different vertices until perimeters of size roughly m1/2 are
found around each vertex. However, this does not affect the above estimate, since if average
growth occurs on both sides, then each BFS process will last t = lnm2 lnM(µ) iterations, for a
total distance of lnm2 lnM(µ) .
245
Although this estimate is fairly informal, it is not too difficult to make the above
argument sufficiently rigorous to show the following:
1. that the “average distance” is indeed Θ(lnm);
2. that the diameter is also Θ(lnm);
3. that the “average distance” is lnmlnM(µ) ± o(lnm).
These are roughly ordered by technical difficulty, but the route to any of these results is
reasonably straightforward.
On the other hand, computing the diameter with asymptotic precision is more com-
plicated, since, unlike the average distance, the diameter reflects abnormally slow growth
rather than typical behavior of a BFS process. In most cases, the maximum distance will
exceed the average distance by Θ(lnn), and the most difficult part of the diameter result is
to determine exactly how much the diameter exceeds the average distance. Indeed, while it
is easy to arrive at the estimate of lnmlnM(µ) for the average distance, even “guessing” at how
much the diameter “should” exceed the average distance is not entirely trivial.
Returning to the formula for the diameter in Theorem 8.2.1, we see that the average
distance estimate computed above is represented as the second term in (8.5). Hence, the
excess path length due to abnormally slow growth accounts for the first term 2− lnψ′(zµ) . The
longest finite distance will generally occur between two vertices which exhibit abnormally
slow growth; this slow growth will add a segment of length lnm− lnψ′µ(zµ) to both sides of an











Large Deviations of a Branching Process
The amount of “excess distance” lnm− lnψ′µ(zµ)
can be understood in terms of large devi-
ations of the corresponding branching processes. Given a branching process (yt) generated
by the residual distribution µ, let us denote by τ (q) the first time that yt exceeds q. Of
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course, if the process becomes extinct, then we have τ (q) = ∞, but otherwise, if average
growth takes place, then we have τ (q) ≃ ln qlnM(µ) as described above.













and in the nomenclature of large deviations, the function f is called a rate function. If
such a relationship can be established, then the probability experiencing slow BFS growth
in the form of an excess distance of clnm would be m
−f(c). In particular, if f(c) > 1, then
this probability is m−1−Ω(1), and hence this event does not occur for any of the n = Θ(m)
vertices. Similarly, if f(c) < 1 then the expected number of vertices which exhibit such a
large deviation would be nΩ(1), and in this case we expect to find “many” such vertices.
For an actual branching process, rather than a BFS process in a random graph, it is
not difficult to compute such a rate function; the reader familiar with branching processes
will recognize the significance of the derivative ψ′µ(zµ) in this context. Perhaps the most
expeditions way to compute the above rate function function is to recall that the p.g.f. for
the t’th generation of a branching process is the t’th iterate of the original p.g.f.
In this case, as t grows large, the value of ψt(z) will tend to the fixed point zµ for any
initial value of z ∈ [0, 1]:
lim
t→∞
ψt(z) = ψ ◦ . . . ◦ ψ
︸ ︷︷ ︸
t
(z) → ψ(zµ) = zµ.
Accordingly, the rate at which ψt(z) → zµ is determined by the derivative ψ′(zµ), and thus
ψ′(zµ) provides a first-order estimate of the behavior of ψt(z), which can then be used to
compute the above rate function.
The 2-core and the Skeleton
Unfortunately, BFS is not a true branching process, and while this direct algebraic
computation might be feasible, we shall adopt a different approach which yields a more
intuitive interpretation of the corresponding rate function. For this we recall that the
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derivative ψ′(zµ) is also equal to µ2C(1), which is the fraction of endpoints of residual
degree 1 in the 2-core.
In the previous chapter, we drew a connection between the 2-core of a random graph
and the skeleton of a Galton-Watson tree, which is the sub-tree consisting all vertices which
are themselves the root of an infinite sub-tree. In particular, the skeleton is also a GW tree,
and the corresponding distribution is the same as for the 2-core.
Also, any vertex which does not belong to the skeleton of a GW tree quickly becomes
extinct, and hence the large deviation rate for a surviving branching process will be the
same as for the skeleton process. However, the rate is much easier to estimate for the
skeleton, since generation sizes are non-decreasing in the skeleton.
It can be shown rather easily that the bulk of any large deviation will occur at the
very beginning of the skeleton process, when the population size is still equal to 1. In this




As soon as the population size increases to 2, it becomes “twice as difficult” to retard the
growth rate in this way. Hence, the “easiest” way to experience a large deviation rate of c
is to have no growth for c ln q generations, and then average growth thereafter.
The probability of such a deviation is ψ′(zµ)c ln q, from which we may compute the
rate function
f(c) = −c lnψ′(zµ).
To estimate of the maximum excess path length in a random graph, we solve for f(c) = 1,
which leads to the formula c = 1− lnψ′(zµ) .
8.2.2 Upper Bound Proof Overview
The upper bound proof of theorem 8.2.1, which appears in sections 8.3 through 8.6, is
more technical than the lower bound proof. In order to achieve this upper bound, we must
show that, for any ǫ > 0, the maximum finite distance in G is w.p.h.p. at most (∆µ+ǫ) lnm.
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The basic idea is to make rigorous the large deviations argument outlined in §8.2.1,
and in so doing prove that, for any pair of vertices u, v, the probability that δ(u, v) exceeds
(∆µ + ǫ) lnm is m
−2−Ω(1), which will imply that w.p.h.p. no such pair of vertices exists.
In order to accomplish this, we must overcome the minor differences between a BFS
process and a true branching process which were described in the previous chapter. One
of these differences is that the residual distribution does not remain constant during BFS,
and in section 8.3, we derive a set of preliminary technical lemmas, which are designed to
deal with issues related to the slight changes in residual distribution.
The second source of technical difficulties is the fact that cross-edges can occur during
BFS:
• a horizontal edge is an edge connecting two endpoints in Rt(v);
• a set of diagonal edges is a set of edges which connect two or more endpoints in Rt(v)
to the same vertex.
In section 8.4, we deal individually with both kinds of cross-edges, and the result is a lower
bound on the rate of perimeter growth during BFS.
This lower bound will establish a large deviations inequality of the form Pt[rt+1(v)/rt(v) <
M ] < e−Crt(v) for any growth rate M which is less than the average residual degree M(µ),
and what is essential is that the constant C can be chosen uniformly for the entire BFS
process (until the neighborhood size reaches χ = m1/2 ln2m). Since faster perimeter growth
means less iterations until a “large” perimeter size is reached, then a lower bound on this
growth rate is appropriate for achieving an upper bound on distances and the diameter.
However, this large deviations inequality is not useful for cases when rt(v) = O(1),
and to deal with this situation we exploit the relationship between shortest paths and the
2-core described in §8.1.4. In section 8.5, we analyze the augmented 2-core BFS process,
and, using the fact that perimeter sizes in the 2-core are generally non-decreasing, we are
able to compute an upper bound in probability on the number of iterations until either the
neighborhood size reaches χ or drops to 0.
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Finally, in section 8.6, we complete the upper bound proof of theorem 8.2.1. By
corollary 8.1.6, analysis of 2-core BFS in section 8.5 will yield an upper bound on the
maximum distance between any pair of vertices in the giant component. In order to complete
the upper bound proof, we must also consider the distance between vertices which do not
belong to the giant component, but it is relatively easy to show the diameter of these small
components is w.p.h.p. strictly smaller than the diameter of the giant component.
8.2.3 Lower Bound Proof Overview
The lower bound proof of theorem 8.2.1, which appears in section 8.6, is not quite as
technical as the lower bound proof, due largely to the relationship between shortest paths
and the 2-core.
In order to bound the diameter from below, it is necessary to show that w.p.h.p. there
exists a pair of vertices u, v which are separated by a distance of at least (∆µ − ǫ) lnm,
for any fixed ǫ > 0. Our strategy is to show that there must exist at least two vertices
which are connected by a path to the 2-core, but such that this path has length at least
( 1− lnψ′(zµ) − ǫ/2) lnm. Once this is established, it only remains to prove that segment of the
shortest path connecting u, v which crosses the 2-core has is not significantly shorter than
the average distance lnmM(µ) , since in this case the total path length will exceed (∆µ− ǫ) lnm.
8.3 Technical Preliminaries
Ideally, we would like to reason about the local structure of a random graph as if it were
a GW tree, as described in the previous section. Unfortunately, BFS on a random graph
is not in fact a proper branching process, and a significant portion of the technical work
in this chapter is devoted to overcoming the slight differences between the two, namely the
slight dependencies between the residual degrees of endpoints explored during BFS, along
with the fact that it is possible, however unlikely, to find a cycle in the local structure of a
random graph.
Our strategy for dealing with these “imperfections,” is to construct rigorous compar-
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isons with “perfect” and well-understood random structures such as i.i.d. random variables
and sequences of Bernoulli trials, and in this section, we develop some basic tools to accom-
plish this.
8.3.1 Sensitivity of the Residual Distribution
We begin with a technical proposition which states that, under our asymptotic as-
sumptions, a vertex set of size o(m) can only contain o(m) endpoints.
Proposition 8.3.1. For any fixed µ and ǫ > 0 there exists δ > 0 such that the following
holds.
For any endpoint partition (A,V ) satisfying
∥




< δ, and any subset B ⊆ A
satisfying |(B,V )| > (1 − δ) |A|, we have
|A(V (B))| < ǫ |A| .
Proof. This proposition is more or less an immediate consequence of the uniform summa-
bility of the residual distribution with respect to endpoint removal, which was established
in theorem 5.1.1 from chapter 5. Nevertheless, for completeness, we give an independent
(and brief) proof in terms of explicit constants.
First, for any ǫ0, we may choose J sufficiently large such that
∑
i>J µ(i) < ǫ0, and
hence by choosing δ sufficiently small, we can guarantee that





µ(A,V )(i) < ǫ0
where m = |A|. It follows that A(V (B)) can contain at most ǫ0m endpoints of residual
degree greater than J .
Moreover, any a ∈ B of residual degree J or less can only contribute J + 1 total
endpoints to A(V (B)), so the the number of endpoints in (A(V (B)) of residual degree J+1
or less is at most (J + 1)δm, and combining these two allows us to bound |A(V (B))| <
δm.
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Corollary 8.3.2. For any fixed µ and ǫ > 0 there exists δ > 0 such that the following holds.
For any endpoint partition (A,V ) satisfying
∥




< δ, and any subset B ⊆ A







Proof. By the above proposition, for arbitrary ǫ > 0, A(V (B)) can be made to contain
at most ǫ0m endpoints, and hence at least (1 − ǫ0)m endpoints retain their same residual
degree in both (A,V ) and (B,V ), and we can therefore ensure that
∥





and the claim follows by the triangle inequality.
8.3.2 Domination of Random Variables
Given distributions µ, ν on Z, we say µ dominates ν and write
µ ν
if P[xµ ≥ i] ≥ P[xν ≥ i] for all i, where xµ and xν are µ- and ν-distributed random variables,
respectively. Accordingly, for random variables x,y, we write x
d
 y if D[x]  D[y] and say
x dominates y in distribution.
We will use domination as a basic tool to derive lower bounds on large deviation
probabilities by comparing an “imperfect” random variable x to a well-understood random
variable y. In this case, if we can prove that x  y, then any lower bound of the form
P[y ≥ c] > 1 − ǫ immediately transfers to the random variable x.
Domination can also be expressed in terms of the cumulative distribution function




since we have, by definition, µ  ν if and only if Fµ(i) ≤ Fν(i) for all i. Also, note that
µ ν if and only if the random variables xµ and xν can be coupled in such a way that that
P[xµ ≥ xν ] = 1.
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Domination of Sums of Random Variables
It is easy to see that if µ1  ν1 and µ2  ν2, then
xµ1 + xµ2
d
 xν1 + xν2 ,
where the above random variables are all independent. The following proposition generalizes
this observation.
Proposition 8.3.3. Let (y0, . . . ,yT ) be a random process with y0 = 0, and let µ be a
distribution such that Dt [∆yt+1]  µ always for all 0 ≤ t ≤ T − 1. Then yT dominates in
distribution the sum of T i.i.d. µ-distributed random variables.
Proof. By induction, it suffices to prove that for a pair of random variables y1,y2, and for
distributions µ1, µ2, if that y1  µ1, and D[y2 | y1]  µ2 always then
y1 + y2
d
 xµ1 + xµ2
where as usual xµ1 and xµ2 are independent.
In this case, for any y such that P[y1 = y] > 0, and for any s, we have
P[y1 + y2 > s | y1 = y] ≥ P[xµ2 > s− y] = 1 − Fµ2(s− y),
where as above Fµ2 denotes the cumulative distribution function. Hence
P[y1 + y2 > s] = E [P[y1 + y2 > s | y1]] ≥ E[1 − Fµ2(s− y1)],
and since Fµ2 is non-decreasing, then
P[y1 + y2 > s] ≥ E[1 − Fµ2(s − xµ1)] = P[xµ1 + xµ2 > s].
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Domination and Bernoulli Trials
Recall that a Bernoulli trial is simply a random variable which takes values in the dis-
crete set {0, 1}. The distribution of a Bernoulli random variable can thus be described by a
single parameter p = P[z = 1]. Also, note that the sum of t i.i.d. Bernoulli random variables







Now, proposition 8.3.3 immediately implies that, for any sequence of Bernoulli trials
satisfying Pt[zt+1] ≥ p always for all t, if Zt =
∑t
i=1 zi, then
D [Zt]  Bin(t,p)
for all t.
We will often encounter cases in which a bound on the conditional probability Pt[xt+1]
only holds for t < τ , where τ is an optional time. The following proposition allows us to
argue similarly to above in this slightly trickier situation.
Proposition 8.3.4. Consider a sequence of Bernoulli random variables z1, z2, . . . and let
Zt =
∑t
i=1 zi. Let τ be an optional time such that, for some 0 < p < 1, we have
Pt [zt+1 = 1 | τ > t] ≥ p
always for all t ≥ 0. Then for any t, r ≥ 0, we have
P[τ > t ∧ Zt ≤ r] ≤ P[xBin(t,p) ≤ r].
Proof. We define a second sequence of Bernoulli trials
yt =
{
zt if t ≤ τ
1 if t > τ ,
and we let Yt =
∑t
i=1 yt. Clearly, Pt [yt+1 = 1] ≥ p always, and thus by proposition 8.3.3,
Yt  Bin(t,p) for all t. Moreover, since Yt = Zt for t ≤ τ , then
P[τ > t ∧ Zt ≤ r] ≤ P[Yt ≤ r] ≤ P[xBin(t,p) ≤ r].
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8.3.3 The Truncated Distribution
Our methods for asymptotic parametrization guarantee the residual distribution of
G = G(A,V ) converges to a fixed limit µ; this convergence assures us that
∥





for every fixed ǫ > 0, but we do not have precise knowledge of the residual distribution
µ(A,V ). Our arguments must therefore be based on properties of the residual distribution
which hold on an entire ǫ-neighborhood of µ (or, equivalently, properties which are contin-
uous with respect to the ℓ1 norm).
In order to overcome this lack of precise knowledge about the residual distribution, we
introduce the notion of a truncated distribution. Intuitively, for any ǫ > 0, the ǫ-truncated
distribution, which we shall denote by µ[ǫ] is the lower bound for the ǫ-neighborhood of µ
with respect to the partial order of domination defined above. Now, although the residual
distribution has domain Z∗ = {0, 1, . . .}, for technical reasons, in this chapter we will extend
the domain to include the value {−1}; the purpose of this will become clear in the next
section.
The following proposition establishes the existence of the ǫ-truncated distribution,
and the proof shows how to construct µ[ǫ] explicitly.
Proposition 8.3.5. For any distribution µ on Z∗ ∪ {−1} and any ǫ > 0, there exists a
unique distribution µ[ǫ] on Z








2. every distribution ν on Z∗ ∪ {−1} with ‖µ− ν‖1 ≤ ǫ dominates µ[ǫ] (i.e. µ[ǫ]  ν).
Proof. We define the truncated distribution in by its distribution function
Fµ[ǫ](j) = max{Fµ(j) + ǫ/2, 1}
for all j ∈ Z∗ ∪ {−1}.
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|µ(i) − ν(i)| +
∞∑
i=j+1
|µ(i) − ν(i)| ≤ 2 |Fν(j) − Fµ(j)| .
If follows that if ‖µ− ν‖1 ≤ ǫ, then Fν(j) ≤ Fµ(j) + ǫ/2 for all j, and hence ν  µ[ǫ].
Intuitively, then, the truncated distribution µ[ǫ] is created by taking an amount ǫ/2
of probability weight from the top of the distribution, and and placing this weight on the
value −1.
Domination and I.I.D. Sampling
Our final proposition in this section deals with the sum of y i.i.d. random variables,
where y is itself a random variable whose distribution dominates a binomial distribution.
Proposition 8.3.6. Let µ be a distribution on Z∗∪{−1}, let r ∈ Z∗ and 0 ≤ ǫ ≤ 1, and let




















Note that since xµ + 1 ≥ 0 always, and since y
d




















(xµ[2ǫ],j + 1). (8.6)
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Now, let I1−ǫ denote a Bernoulli random variable with P[I1−ǫ = 1] = 1 − ǫ and




j=1 I1−ǫ,j, where as usual the I1−ǫ,j are independent,









I1−ǫ,j(xµ,j + 1). (8.7)
It is clear that




 xµ[2ǫ] + 1 (8.8)
by proposition 8.3.5. Equation (8.6) now follows from (8.8) and (8.7), and the proof is
complete.
8.4 Lower Bound for Growth of Endpoint Perimeters
In this section we derive a large deviations lower bound for perimeter growth during
BFS. The theorem statement is as follows.
Theorem 8.4.1. For any fixed distribution µ and any M < M(µ), there exist δ > 0 and
C > 0 such that the following statement holds.
Let H = (A,V ) be an endpoint partition satisfying ‖µH − µ‖1 < δ. For any v ∈ V
and any t ≥ 0, if |Nt(v)| < δm then
Pt [rt+1(v) < M · rt(v)] ≤ e−C·rt(v). (8.9)
What is important is that the same constant C can be used for all iterations of BFS
until the total neighborhood size exceeds δm. The proof of this theorem is organized as
follows. First, in 8.4.1, we show that it suffices to consider a single iteration of BFS, and
establish domination with respect to an arbitrary truncated distribution.
Then, in §8.4.2 and §8.4.3, we deal with the two kinds of cross-edges that cause a
BFS process to differ from a true branching process. In §8.4.4, we prove the single iteration
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version of Theorem 8.4.1, which is stated below, and this will imply the general theorem
statement above.
8.4.1 One Iteration of BFS
Due to the stability conditions on the residual distribution we are able to consider
a single iteration of BFS at a time. Recall that a subset R ⊆ A is vertex-closed if R =
A(V (R)), meaning that for any vertex v ∈ V , either all or none of the endpoints in A(v)
belong to R. Each endpoint perimeter Rt(v) is by definition vertex-closed with respect to
the endpoint partition (At(v), V ), where At(v) = A\Nt(v), and thus the general setting
for an arbitrary BFS iteration can be described in terms of a vertex-closed subset as in the
following theorem.
Theorem 8.4.2. For any fixed distribution µ and any ǫ > 0 there exists a fixed δ > 0 such
that the following statement holds.
Let H = (A,V ) be an endpoint partition satisfying ‖µH − µ‖1 < δ. For any vertex-





Assuming we are able to establish this result, the Theorem 8.4.1 can be proved as
follows.
Proof of Theorem 8.4.1. During BFS, the perimeter Rt+1(v) is precisely equal to
Rt+1(v) = A(V ( ~E(Rt(v))))\Rt(v)
by definition. Also by definition, the set Rt(v) is vertex-closed with respect to (At(v), V ),















2. |Rt(v)| < δ0 |At(v)|.
Since we are able to bound |Nt(v)| < δ |A|, for arbitrary δ > 0, both of these conditions
can be satisfied using proposition 8.3.1 and corollary 8.3.2 from §8.3.1. For the second
condition, since Rt(v) ⊆ A(V (Nt(v))), then |Rt(v)| can be made arbitrarily small due to
proposition 8.3.1, and since At(v) = A\Nt(v), then the ratio |Rt(v)| / |At(v)| can be made
arbitrarily small as well. The first condition can similarly be satisfied by due to corollary
8.3.2, again using the fact that |At| > (1 − δ) |A| for arbitrary δ > 0.
To achieve the large deviation bound in (8.9), we first claim that ǫ0 can be chosen









We may now choose J such that the partial sum MJ(µ) =
∑J
i=0 iµ(i) exceeds M , and since
clearly M(µ[ǫ0]) ≥MJ(µ) − ǫ0 − J · ǫ0, then we can ensure that M(µ[ǫ0]) > M .
Finally, due to Chernoff’s large deviation inequality (theorem 2.3.1 from chapter 2),









for some fixed constant C.
8.4.2 Horizontal Edges
A horizontal edge occurs if two endpoints in Rt(v) match to each other, and we now
derive a bound in probability on the number of horizontal edges which may occur in an
iteration of BFS. Intuitively, if we are given an subset R ⊆ A of such that |R| = r and
|A| = m and r ≤ m/2, the probability that any given endpoint ends up in a horizontal edge
is r−1m−1 < r/m.
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In this case, of course, a second endpoint is also involved in this horizontal edge. The
following lemma demonstrates that, for the purposes of establishing an upper bound, this
probability can be “shared” between both endpoints, in the sense that each endpoint can be
considered to have independently been landed in a horizontal edge with probability
√
r/m.
Lemma 8.4.3. Consider a subset R of an endpoint set A, let r = |R| and m = |A|, and














Proof. We first define








for r = |R| and let m = |A|, and similarly g(s, p, r) = P[xBin(r,p) ≥ s]. Equation (8.11) is
therefore equivalent to the statement that







holds for all s.
We proceed by induction; clearly (8.12) holds for r = 0, 1 and any s and m ≥ 2r, since
if |R| ≤ 1 then there cannot be any internally matched endpoints. Now, choose any r and
assume inductively that (8.12) holds for all triples (s′, r′,m′) where r′ < r and m′ ≥ 2r′.
We note that any given endpoint a ∈ R matches to another endpoint within R with
probability (r− 1)/(m− 1). If this occurs, then r− 2 unexposed endpoint remain in R, and
we have 2 internally matched endpoints. Otherwise, we have r − 1 remaining unexposed
endpoints in R, and no internally matched endpoint. In both cases, the total number of
unexposed endpoints remaining is m− 2. Hence, we inductively compute
f(s, r,m) =
r − 1
m− 1f(s− 2, r − 2,m− 2) +
m− r
m− 1f(s, r − 1,m− 2)





















r/m, r − 2
)








The inequality in (8.12) now follows by letting p =
√
r/m and computing
g(s, p, r) = p · g(s − 1, p, r − 1) + (1 − p) · g(s, p, r − 1)
=
(
p2 · g(s − 2, p, r − 2) + p(1 − p) · g(s− 1, p, r − 2)
)
+ (1 − p) · g(s, p, r − 1)
≥ p2 · g(s− 2, p, r − 2) + (1 − p2) · g(s, p, r − 1).
8.4.3 Diagonal Edges and Uniform Endpoint Sampling
We now consider diagonal edges, which occur if two endpoints in Rv,i match to the
same vertex outside of Nv,i. Our approach is based on the following observation. For any
integer r ≥ 0, conditional on the event that exactly r endpoints in Rt(v) match externally,
the set
S = ~E(Rt(v))\Rt(v),
will be a uniformly random subset of size r from At(v)\Rt(v).
Moreover, the size of the next perimeter in this case will be
Rt+1(v) = A(V (S))\S.
Hence, in the following lemma, we derive a probabilistic lower bound on the size of the set
A(V (S))\S, where S is a uniform sample of size r from an endpoint partition (A,V ).
Lemma 8.4.4. For any fixed distribution µ and any ǫ > 0, there exists a δ > 0 such that
the following statement holds.
Let (A,V ) be an endpoint partition satisfying
∥




< δ, and consider a uni-
formly random subset S ⊆ A of size |S| = r < δ |A|. Then the random variable |A(V (S))\S|
dominates in distribution the sum of r i.i.d. µ[ǫ]-distributed random variables.
Proof. We consider the random process (s1, . . . , sr) corresponding to sampling from A with-
out replacement, so at each step t, we choose an endpoint st uniformly at random from
A\St−1, where St = {s1, . . . , si} for t > 0 and S0 = ∅. We also define Qt = A(V (St))\St,
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and we write qt = |Qt|. The lemma states that qr dominates in distribution the sum of r
i.i.d. µ[ǫ]-distributed random variables.
At time t, we define the effective residual degree of any endpoint in A\St by
res∗t (a) =
{
−1 if a ∈ Qt;
res(a) otherwise.
We denote the distribution of effective residual degrees at time t by
νt(j) =
|{a ∈ A\St : res∗t (a) = j}|
|A\St|
,
noting that qt+1 − qt = res∗t (st+1), and therefore Dt [qt+1 − qt] = νt, where Dt is the
distribution conditional on the history (s1, . . . , st)
We now claim that, for δ sufficiently small, we have ‖νt − µ‖ < ǫ always for all t.
Indeed, since |St| = t ≤ r < δ |A|, then by corollary 8.3.2, δ can be chosen sufficiently small
that, for arbitrary ǫ0 > 0, the residual distribution at time t satisfies
∥





always. And, the actual residual degree and the effective residual degree at time t differ only
on the set Qt; since Qt is contained in at most t ≤ r < δ |A| vertices, then by proposition
8.3.1, we can again choose δ sufficiently small such that |Qt| < ǫ0 |A| always. By setting
ǫ0 appropriately, it follows that δ can be chosen sufficiently small that ‖νt − µ‖ < ǫ always
for all t.
It now follows by proposition 8.3.5 that νtµ[ǫ] always, and since Dt [qt+1 − qt] = νt,
the proof is complete due to proposition 8.3.3.
8.4.4 Proof of Theorem 8.4.2
In this section, we combine lemmas 8.4.3 and 8.4.4, to prove theorem theorem 8.4.2,
which states that δ can be chosen sufficiently small to ensure that if
∥











Proof of Theorem 8.4.2. First, let S = R\~E(R) denote the subset of R consisting of end-
points which match outside of R, and let y = |S|. For arbitrary ǫ0 > 0, we may choose δ
sufficiently small that
√
r/m < ǫ0, where m = |A|, and thus by lemma 8.4.3, we have




 Bin(r,1−ǫ0) . (8.13)
Next, let B = A\R, and by corollary 8.3.2, δ > 0 can be chosen sufficiently small to
ensure that ‖µB,V − µ‖1 < δ0 for arbitrary δ0 > 0. Conditional on y, the set of endpoints
~E(R)\R is a uniformly random subset of size y chosen from B, and thus by by lemma 8.4.4,
we have









for arbitrary ǫ1 > 0.
Since y dominates the binomial distribution Bin(r,1−ǫ0), we may invoke proposition











. The proof is
now complete since ǫ0, ǫ1 can be made arbitrarily small.
8.5 BFS and the 2-core
In this section, we analyze a BFS process which takes place in a graph with minimum
degree 2. In the next section, we will apply these results to the augmented 2-core of
an arbitrary random graph G(µ), but since the residual distribution of augmented 2-core
converges w.e.h.p. to µ2C by proposition 8.1.5, then it suffices to analyze a BFS process in
a random graph G(µ2C) with this same residual distribution, as follows.
Assumptions 8.5.1. In this section, we are considering a BFS process (rt(v)) in a random
graph G(A,V ), under the following conditions:
1. G = G(µ2C), where µ2C satisfies both M(µ2C) > 1 and µ2C(1) = 0;
2. every vertex other that (possibly) v has degree at least 2;
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3. the process is halted at the first time step T such that one of the following hold:
(a) T ≥ ln2m,
(b) rT(v) = 0,
(c) rT(v) ≥ χ, where χ = m1/2 ln2m.
We will simplify our notation by omitting the “(v)” from our notation where appropri-
ate. Note that the random time T is clearly optional, meaning that whether T = t can be
determined from the history at time t. Accordingly, conditional probabilities, expectations,
and distributions are accompanied by the assumption that t < T, meaning that Et[rt+1] is
in fact the conditional expectation Et[rt+1 | t < T].
Recall that τ (v, r) denotes the first time that rt(v) reaches r; we will accordingly
abbreviate by τ (r), and we also define a second hitting time by
ρ = ρ(v) = min{t : rt(v) = 0}. (8.15)
It is clear that, unlike τ (v, r), the hitting time ρ(v) must be finite.














Our main result in this section is the following theorem.
Theorem 8.5.1. For any distribution µ2C and any ǫ > 0, given assumptions 8.5.1:





lnm or ρ < ǫ lnm;
2. τ (χ) <∞ with probability at most m−1+o(1).
The proof of this theorem exploits the assumption the minimum degree in G is at least
2, and therefore perimeter sizes are generally non-decreasing; this monotonicity property is
established in §8.5.1.
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Then, in §8.5.2 and §8.5.3, we consider two different phases of the BFS process, and
in each one we consider “good” and “bad” iterations. Once the number of good iterations
exceeds a certain amount, we are able to conclude that either rt must be equal to 0, or else
the perimeter has grown by a specified amount. Due to the monotonicity of perimeter sizes,
“bad” iterations are not so bad after all: the progress made during “good” iterations cannot
be undone, and hence a “bad” iteration is simply a delay rather than a step backward.
Finally, in §8.5.4, we tie up some loose ends related to the small possibility that rt
never reaches χ, in which case τ (χ) = ∞.
8.5.1 Monotonicity of Perimeter Sizes
The consequences of the minimum degree assumption for monotonicity of perimeter
growth can be summarized as follows.
Lemma 8.5.2. For any µ2C , and given assumptions 8.5.1, the following hold uniformly for
t < T:
1. Pt [rt+1 < rt] = O(r
3
t/m),
2. Pt [rt+1 < rt − 2] = O(r6t /m2),
3. P [rt+1 = rt] ≤ (µ2C(1) + o(1))rt +O(r3t /m).
4. for any constant M < M(µ2C),
Pt [rt+1 < M · rt] = e−Ω(rt).
Proof. First, note that, since both rt < χ and t < ln
2m for all t < T, then clearly
|Nt(v)| = o(m) for the duration of this stopped BFS process, and hence theorem 8.4.1
is applicable with respect to the same constant C for the entire duration. Similarly, the
assumption that µ(A,V ) → µ2C , along with the halting condition, ensure that, for any
ǫ > 0, the unexposed residual distribution µt = µAt satisfies ‖µt − µ‖1 < o(1) always, and
uniformly for all t < T.
Now, for each a ∈ Rt, define a random variable yt+1(a) by letting yt+1(a) = 1 if either
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1. ~E(a) ∈ Rt, or
2. V (~E(a)) = V (~E(a′)) = u for some vertex u with deg(u) ≤ 2rt,
and yt+1(a) = 0 otherwise. We also define yt+1 =
∑
a∈Rt yt+1(a), and since every vertex
other than v has degree at least 2 by assumption, it follows that
rt+1 ≥ rt − yt+1.
Since |At| = m − o(m) by assumption, then for any given pair a, a′ ∈ Ri, we have
Pt[~E(a) = a
′] = O(1/ |At|) = O(1/m). Also, the probability that a′ and a′ match to the
same vertex u of degree at most 2rt is O(rt/m), and by considering all pairs a, a
′ ∈ Rt, it
follows that





Similarly, by considering all possible ways that at least 3 endpoints in Rt can be
involved in cross-edges of the kinds described above, we easily deduce






For the third statement of the lemma, we note that conditional probability at time t
that every endpoint in Rt matches to an endpoint of residual degree 1 outside of Rt is at
most
µt(1)
rt ≤ (µ2C(1) + o(1))rt .
And, the event rt+1 = rt can only occur if either y > 0 or if every endpoint in Rt matches
to an endpoint of residual degree 1.
The final claim is an immediate implication of theorem 8.4.1.
Corollary 8.5.3. The following hold with probability at least 1 −m−2+o(1):
1. rt+1 < rt occurs at most once for all t < T;
2. rt+1 < rt − 2 never occurs for t < T;
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Proof. For the first claim, we may define indicator random variables zt such that zt = 1 if
and only if both rt < rt−1 and t ≤ T, in which case, by the above lemma, we have
Pt[zt+1 = 1] = O(r
3
t /m).
It follows that if rt is less than, say, ln
2m, then Pt[zt+1 = 1] = m
−1+o(1).
Also, since M(µ2C) > 1, then by invoking the fourth claim of the above lemma, we
also have
Pt[zt+1 = 1] = e
−Ω(rt).
Hence if rt > ln
2m, we also have Pt[zt+1 = 1] ≤ m−1+o(1).
It follows from proposition 8.3.3 that the total number of occurrence of zt is dominated
by a binomial distribution
Bin(ln2m,m−1+o(1)),
and thus the probability of at least two occurrences is at most m−2+o(1) ln4m = m−2+o(1).
For the second claim we similarly define yt = 1 if and only if rt < rt−1 − 2 and t ≤ T,
and by the identical argument, Pt[yt+1] ≤ m−2+o(1), and we may similarly deduce that the
probability of one or more occurrences of this event is at most m−2+o(1).
8.5.2 Phase 1: 0 < rt < ln lnm
The first phase of the BFS process lasts until either rt reaches ln lnm or drops to
0. The value ln lnm is somewhat arbitrary; any non-constant function of m which grows
slower than lnm will do. In any case, a “good” iteration in this phase is simply an iteration
in which rt > rt−1, and it evident by corollary 8.5.3 that there can be at most ln lnm+ 2
good iterations in phase 1.
To account for the possibility that rt reaches 0, we define, for any r,
ρ(r) = min{ρ, τ (r)},
so ρ(r) is the first time that either rt = 0 or rt exceeds r. Phase 1 thus ends at time
ρ(ln lnm), and we may bound the duration of this phase as follows.
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Proof. For t ≥ 1, we define indicator random variables
zt =
{
1 if rt > rt−1
0 otherwise,
and we let Zt =
∑t
i=1 zt. Since rt > rt−1 whenever zt = 1, and since r0 ≥ 1, then corollary
8.5.3 implies that
P[rt ≥ Zt − 1 for all t ≤ T] = m−2+o(1),
since rt can only decrease by at most 2, and this can only occur once.
Since the maximum duration before halting is ln2m, for any t < ln2m, we have
P [ρ(ln lnm) > t ∧ Zt > ln lnm] = m−2+o(1). (8.16)
Also, by lemma 8.5.2, we have
Pt [zt+1 = 0 | ρ(ln lnm) > t] ≤ µ2C(1) + o(1)
always for all t < T. It thus follows from (8.16) and proposition 8.3.4 regarding domination
of Bernoulli trials, that







We now invoke a simple binomial inequality









and for t = c lnm, r = ln lnm, and p = µ2C(1) + o(1), we deduce







≤ mc lnµ2C (1)+o(1) +m−2+o(1).
Hence, for c = 1− lnµ2C (1) + ǫ, noting that µ2C(1) < 1 so lnµ2C(1) < 0, we conclude
P [ρ(ln lnm) > c lnm] = m−1+ǫ lnµ2C (1)+o(1) +m−2+o(1) = m−1−Ω(1).
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8.5.3 Phase 2: ln lnm < rt < χ
Next we consider neighborhood sizes ln lnm up to χ = m1/2 ln2m. In this range a
“good” iteration occurs if rt+1 > M · rt for arbitrary but fixed M < M(µ). The argument
is similar to phase 1, except that in this case, if τ (ln lnm) < ∞, then the monotonicity of
perimeter sizes implies that rt > 0 for the duration of the stopped BFS. Note also that the
stopping time T will in fact be equal to τ (χ), except in cases where τ (χ) > ln2m.
Lemma 8.5.5. For all ǫ > 0, there exists δ > 0 such that,
P
[









Proof. We begin by considering an arbitrary constant M satisfying 1 < M < M(µ); the
value of M will be specified further on. We now define
yt =
{




i=τ(ln lnm) yi. Corollary 8.5.3 implies that, with probability 1 − m−2+o(1),
rt > ln lnm − 2 for all τ (ln lnm) < t < T, which in turn implies, again with probability
1 −m−2+o(1), that
rt ≥ (ln lnm− 2)MYt > eYt lnM
assuming of course that m is sufficiently large so that ln lnm− 2 > 1.
Now, since ρ(ln lnm) = O(lnm) with probability 1 − m−1−Ω(1) then τ (ln lnm) is
either O(lnm) or infinite, also with probability 1 − m−1−Ω(1). And, as noted above if
τ (ln lnm) = ∞ then τ (χ) = ∞ as well, in which case ρ(ln lnm) = ρ(χ). In either case, for
any s ≤ ln2m−O(lnm) (since ln2m is the maximum duration before halting), we have
P
[(








= 1 −m−1−Ω(1). (8.17)
Using the large deviations bound in statement 4 of lemma 8.5.2, we now deduce that
Pt [yt+1 = 0] ≤ e−Ω(ln lnm) = o(1),
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and the convergence implicit in the “o(1)” is uniform for all t < T. Hence, by (8.17) and
proposition 8.3.4, we compute








lnχ = lnm1/2 ln2m = (1/2 + o(1)) lnm,
we set s = c lnm for a constant c > 12 lnM , and deduce




























Moreover, by making M(µ) − M arbitrarily small, we can achieve this bound for any
c = 12 lnM(µ) + ǫ.
To derive the claimed bound on τ (χ), note that if τ (ln lnm) < ∞, then rτ(ln lnm) >
ln lnm, which implies that, with probability 1 −m−2+o(1), rt > 0 for the duration of the
stopped BFS process, which means that rτ(χ) > 0, and hence it must be that case that
τ (χ) = ρ(χ) <∞.
8.5.4 The Case τ (χ) = ∞
Lemma 8.5.6. τ (χ) <∞ with probability at most m−1+o(1), and, for any fixed ǫ > 0, with
probability least m−1−Ω(1), τ (χ) = ∞ implies that ρ < ǫ lnm.
Proof. Recall that, with probability 1 − m−2+o(1), rt can only decrease once during the
halted BFS, and the decrement can have size at most 2. It follows that if rt ever reaches
3, then it must remain strictly positive for the duration. And, in this case the two lemmas
for phases 1 and 2 imply that τ (χ) <∞.
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Moreover since phase 1 cannot last more that O(lnm) iterations, then if rt drops to
0 before τ (χ), this must happen in the first O(lnm) iterations. Since the probability of a
drop from either rt = 2 or rt = 1 to rt+1 = 0 is O(1/m), then the probability that this
occurs at all is at most O(lnm/m) = m−1+o(1).
However, the fact that rt must remain bounded by 2 until ρ imposes even more severe
restrictions. Specifically, the sequence of perimeter sizes must begin with either r0 = 1 or
r0 = 2, and there can only be one increase from rt = 1 to rt+1 = 2.
For fixed ǫ > 0, in order for ρ > ǫ lnm and τ (χ) = ∞, again since ρ = O(lnm) in this
situation, then, based on the choice of ρ as well as the time of the single possible increase
in rt, there are only O(ln
2m) possible sequences of perimeter sizes (r0, . . . , rρ).
However, every one of these sequences must include at least ǫ lnm repeated perime-
ter sizes, which has probability ψ′(zµ)ǫ lnm = m−Ω(1), and also a drop to 0, which has
probability m−1+o(1). Hence in total, all possibilities combined have probability at most
m−1−Ω(1)+o(1) ln2m = m−1−Ω(1).
The proof of theorem 8.5.1 is now essentially complete.
Proof of Theorem 8.5.1. Lemmas 8.5.4 and 8.5.5 jointly establish that, with probability





lnm. Both claims of theorem 8.5.1 then
follow directly from lemma 8.5.6.
8.6 Upper Bound Proof of Theorem 8.2.1
The upper bound proof of Theorem 8.2.1 is easily pieced together from Theorem 8.5.1.
Theorem 8.6.1. Assume M(µ) > 1 and let G = G(µ). Then, for any ǫ > 0, the diameter
of G is w.p.h.p. at most (∆µ + ǫ) lnm. More specifically, the following hold w.p.h.p.:
1. the maximum finite distance between any two vertices in the giant component is at
most (∆µ + ǫ) lnm;
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2. the maximum finite distance between any two vertices which belong to neither the giant
component nor a tree component is at most ǫ lnm
3. the maximum distance between any two vertices in any tree component is at most
( 1− lnψ′(zµ) + ǫ) lnm.
8.6.1 The Giant Component and the 2-core
We first consider vertices which are connected to the 2-core, including those in the
giant component.
Proof of Claims 1 and 2. Due to proposition 8.1.1 from section 8.1, the distance between
any pair u, v such that both τ (u, χ) <∞ and τ (v, χ) <∞ is at most τ (u, χ) + τ (v, χ) + 1
w.p.h.p., and this holds simultaneously for all pairs.
As shown in proposition 8.1.3, 2-core BFS perimeters are contained in ordinary BFS
perimeters, and therefore τ (v, χ) ≤ τ 2C(v, χ), so the hitting times τ 2C(v, χ) can also be
used to achieve this upper bound.
Now, by proposition 8.1.5, the initial state of the 2-core BFS process for any vertex v
w.e.h.p. satisfies assumptions 8.5.1, assuming that v is connected to the 2-core. Hence, for
any fixed ǫ > 0, by theorem 8.5.1 with probability 1 −m−1−Ω(1), any such vertex satisfies






Since this bound in probability of 1−m−1−Ω(1), holds uniformly over all vertices, then
it holds simultaneously for all vertices with probability 1 −m−Ω(1), which is polynomially
high. In this case, we have an immediate bound on the distance between any pair of vertices
both of which satisfy τ 2C(v, χ) <∞.
It is not hard to see that any vertex with τ 2C(v, χ) <∞ belongs to the giant compo-
nent; indeed, any pair of such vertices satisfies δ(u, v) < ∞, and by theorem 8.5.1, all but
m−1+o(1) of the vertices which are connected to the 2-core also satisfy this property. Since
the 2-core itself has size Ω(m), it follows that there are Ω(m) such vertices, and hence this
must be the giant component.
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Conversely, if τ 2C(v, χ) = ∞, then ρ2C(v) < ǫ lnm, which means that v is only
connected by a path to at most ǫ lnm vertices in the 2-core. Such a vertex does not
belong to the giant component, and so if τ 2C(u, χ) < ∞, then u and v belong to different
components, so we have δ(u, v) = ∞.
In the third case, if both τ 2C(u, χ) = τ 2C(v, χ) = ∞, it may be the case that these
vertices are connected by a path. But, assuming that both of these are connected to the
2-core, the bound ρ2C(v) < ǫ lnm, implies that the most distant 2-core vertex from v is at
distance at most ǫ lnm, and therefore δ(u, v) < 2ǫ lnm in this case.
8.6.2 Tree Components
We now bound the diameter of tree components.
Proof of Claim 3. Note that if u, v belong to the same tree component, then then the aug-
mented 2-core endpoint set A2C,{u,v} consists of the ordinary 2-core endpoint set A2C , along
with a path connecting u, v which is disjoint from A2C . Also, the unexposed degrees of u, v
must satisfy
deg2C,{u,v}(u) = deg2C,{u,v}(v) = 1.
Now, if we perform BFS beginning from u in the augmented 2-core G2C,{u,v}, in order
to reveal a path of length r connecting u to v which does not connect to the 2-core, we must
encounter r− 1 consecutive endpoints of unexposed residual degree 1, and then in the r’th
iteration, we must encounter the remaining unexposed endpoint on the vertex v. Since the
fraction of endpoints of unexposed residual degree 1 is at w.e.h.p. at most µ2C(1)+o(1), then
the probability of choosing
(
1
− lnµ2C(1) + ǫ
)
lnn consecutive endpoints of residual degree 1
is m−1−Ω(1). And, the probability of then choosing the remaining endpoint on v is O(m−1),
so the overall probability is m−2−Ω(1). The lemma now follows by the considering all O(n2)
possible pairs of endpoints and invoking the first moment method.
273
8.7 Lower Bound Proof of Theorem 8.2.1
In this section we prove the lower bound of Theorem 8.2.1, which, in light of the 2-core
path decomposition, is somewhat easier than the upper bound proof.
Theorem 8.7.1. Assume M(µ) > 1 and let G(A,V ) = G(µ), and assume also that
M(µ(A,V )) →M(µ). Then, for any ǫ > 0, the diameter of G is w.p.h.p. at least (∆µ − ǫ) lnm.
8.7.1 Upper Bound on Neighborhood Sizes
The first step in the lower bound proof is to derive an upper bound on the rate of
neighborhood growth in a BFS process. The upper bound is different in nature than the
lower bound derived in section 8.4 in two ways. First, we only use the expected neigh-
borhood size to compute the bound. Second, we bound the probability that the sum of
all neighborhoods up to time t exceeds a given amount, rather than considering individual
iterations.
Lemma 8.7.2. For any 1 < M < ∞, and any ǫ > 0, there exists a δ > 0 such that the
following statement holds.
For any endpoint partition (A,V ) with |A| = m and such that M(µ(A,V )) < M + δ,









q(1 − 1/M) .
Proof. For any i ≥ 0, note that rt+1(v) is at most equal to the sum of the residual degrees
of the endpoints ~E(a) for a ∈ Rt(v) (with equality if no cross-edges occur). Hence, by

































< M + δ and
∑i
j=0 rj(v) < δm.





j=0 ri−1(v) < δm,
0 otherwise,
and we deduce that Et [qt+1(v)] ≤ qt(v)(M+ǫ) always, and therefore E [qt(v)] ≤ deg(v)(M+
ǫ)t for all i.

























(M + ǫ)i ≤ deg(v)(M + ǫ)
t
q(1 − 1/M) .
8.7.2 Average Distance in the 2-core
Next, we first prove that almost all pairs of vertices in a graph with residual distribu-
tion µ2C are connected by a path of length at least
lnn
lnM(µ) − o(ln n).
Lemma 8.7.3. Let G(A,V ) = G(µ2C), and assume that M(µ(A,V )) → M(µ) = M(µ2C),
and also that the minimum positive degree is at least 2.
For any pair of vertices u, v of degree O(1), and for any fixed ǫ > 0
P
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Proof. The upper bound proof of the diameter shows that the probability that any given
vertex does not belong to the giant component is m−1+o(1). Hence, for any given pair
u, v ∈ V , we have P[δ(u, v) <∞] = 1 −m−1+o(1).
For the lower bound on δ(u, v), we use the upper bound on neighborhood growth from














for all q < δm.
By setting q = mc for an appropriate choice of 0 < c < 1 and by making ǫ0 sufficiently





lnn we may deduce that P
[∑t
i=0 rt(v) > m
1−Ω(1)] = 1 −
m−Ω(1).
In other words, with probability 1−m−Ω(1), the first t neighborhoods have combined
size m1−Ω(1), and thus the probability that a path from v to an arbitrary vertex of degree
O(1) is exposed is also m−Ω(1). We conclude that the distance from u to v is at least t with
probability 1 −m−Ω(1).
8.7.3 Separation From the 2-core
Our final lemma shows that we can find vertices which are separated from the 2-core
by a large distance.
Lemma 8.7.4. For any 0 < c < 1− lnψ′(zµ) , w.e.h.p. there exist at least two vertices u, v
such that
1. both u, v are connected to the 2-core by a path of length at least c lnm;
2. the closest 2-core vertex to v is different from the closest 2-core vertex to u, and in
both cases the degree of this closest vertex is O(1).
Proof. We examine the behavior of the 2-core process in detail near the termination time.
Hence, let us stop the 2-core algorithm at a first time τ 0 such that the number of endpoints
of degree 1 drops below m1−δ, where δ > 0 is an arbitrary constant we shall choose further
on.
Since the number of endpoints is of residual degree 1 is o(m), using the same argument
as for the augmented 2-core in proposition 8.1.5, we deduce that the residual distribution









We now customize the 2-core process as follows. We choose a vertex v of degree 1, and
we expose the entire path from v to the closest vertex of any degree other than 2. Similar
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to the argument in the upper bound proof, the fact that µ
τ0
(1) = ψ′(zµ)±o(1) implies that
the length of the path exposed in this way is at most O(lnm) with probability m−1−Ω(1).
Also, after this path has been found, the number of vertices of degree 1 drops by either 1 or
2, depending on whether the terminal vertex has degree 1; vertices along this path change
from degree 2 to degree 0, so in the end no new vertices of degree 1 are created.
It follows that if we perform this operation repeatedly, by successively choosing initial
vertices (v1,v2, . . .) of degree 1, we have at least m
1−δ/2 different initial vertices, and the
total number of endpoints exposed is w.p.h.p. m1−δ lnm = m1−Ω(1). Let us now define an
indicator random variable zt to count the number of times that
1. the path revealed starting with vt has length at least c lnm;
2. the terminal vertex has degree in the range {3, . . . , J}, for some constant J .
Note that the probability of exposing a path of length c lnm or greater is at least
(ψ′(zµ) − o(1))c lnm = mc lnψ
′(µ)−o(1) = m−c1,
for some constant c− lnψ′(zµ) < c1 < 1. Moreover, by choosing J appropriately, we can
ensure that a constant fraction of the remaining endpoints will belong to vertices of degrees
between 3 and J , it follows that c1 can be chosen such that
Pt[zt+1 = 1] > m
−c1
for the duration of this process
It follows that the total number of occurrences of zt dominates the binomial distribu-
tion Bin(m1−δ/2,m−c1 ), and, since c1 < 1, then by choosing δ > 0 sufficiently small, we may
conclude that w.p.h.p. there are at least two such occurrences.
Finally, w.l.o.g. assume that v1,v2 are the first two vertices for which the above event
occurs. Note that the probability that both end up connected to the same terminal vertex
is O(1/m), since this vertex has constant degree. Moreover, since only m1−Ω(1) additional
endpoints are exposed until this process terminates, then the probability that no additional
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endpoints on either of these terminal vertices becomes exposed for the duration of this
process is 1 −m−Ω(1), and hence w.p.h.p. two such vertices exist.
Proof of Theorem 8.7.1. By the above lemma, for arbitrary ǫ > 0, w.p.h.p. there exist two
distinct vertices u, v which belong to the 2-core, have degree O(1) in the 2-core, and are
connected by a path of length at least
(
1
− lnψ′(zµ) − ǫ
)
lnm to a vertex of degree 1 outside
the 2-core (and such that this path does not belong to the 2-core).
Moreover, since the 2-core edge set is uniform conditional on the 2-core endpoint set,
then the fact that these vertices satisfy these properties does not affect the distribution
of the random variable δ(u, v), conditional on A2C . In this case, by lemma 8.7.3, δ(u, v)





lnm and it follows that the two corresponding
vertices of degree 1 are at distance (∆µ − ǫ) lnm.
8.8 Other Cases
We now consider generalizations of Theorem 8.2.1 to graphs of higher minimum degree.
The proofs of the generalizations in this section are quite similar to the proof of Theorem
8.2.1 given above. Hence we only offer proof sketches which describe how to adapt the
original proof to handle particular generalizations.
Recall that the term 2− lnµ2C(1) in the constant ∆µ reflects the fact that the longest
shortest path will include two long “strands” of length 1− lnµ2C(1) . Moreover, the length of
these strands is determined by the fact that the probability of repeating a neighborhood
size during 2-core BFS is µ2C(1) ± o(1) for a neighborhood of size 1.
The length of these “strands” changes when the minimum degree is at least 2. First,
obviously, the 2-core of a graph with minimum degree at least 2 is simply the entire graph,
so µ2C(1) = µ(1). More significantly, for graphs with minimum degree exactly 2, the initial
neighborhood size is also at least 2, so in order to repeat a neighborhood size, in general
we must choose 2 consecutive endpoints of residual degree 1. As a result, the longest
“strands” will have length 1−2 lnµ(1) . For graphs with minimum degree at least 3, there are
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no endpoints of residual degree either 0 or 1, and hence a neighborhood size can only be
repeated when cross-edges occur. In this case, the “strands” have length o(lnn), and the
diameter is determined by 1lnM(µ) . We now consider these two cases formally in the two
theorems stated below.
First, we consider graphs with µ(0) = 0 and µ(1) > 0. In this case, our asymptotic
assumptions are not sufficient to determine the diameter; we must also require that the
minimum degree is in fact 2, otherwise the presence of vertices of degree 1 may increase the
diameter.
Theorem 8.8.1. Let G(A,V ) = G(µ) where 0 < µ(1) < 1 and µ(0) = 0, and assume that
M(µ(A,V )) →M(µ) and and that the minimum degree in (A,V ) is 2. Then w.p.h.p.
∆(G(A,V ))
lnm




Proof Sketch. For the upper bound, we note that the first endpoint neighborhood during
BFS contains at least 2 endpoints, and the probability of repeating a neighborhood size of
2 is µ(1)2 ± o(1). Using this observation, it is straightforward to adapt the proof of lemma




−2 lnµ(1) + ǫ0
)
lnm
with probability 1−m−1−Ω(1). The only minor technicality is the fact that it is possible to
encounter a situation where the neighborhood size drops to 1 due to cross-edges. However,
the probability of such an occurrence is O(m−1) for any given BFS iteration, and hence the
probability that an endpoint neighborhood of size 1 is either preceded or followed by more
than ǫ0 lnm non-empty neighborhoods of size less than ln lnm is m
−1−Ω(1).
The lower bound proof can be modified similarly by finding a pair of vertices u, v,
such that both u and v have
(
1
−2 lnµ(1) − ǫ0
)
lnm consecutive endpoint neighborhoods of
size 2.
We now consider graphs with µ(0) = µ(1) = 0 and with minimum degree 3.
279
Theorem 8.8.2. Let G(A,V ) = G(µ) where µ(0) = µ(1) = 0, and assume that M(µ(A,V )) →






Proof Sketch. In this case, the minimum degree is at least 3, and hence the minimum
residual degree is at least 2. It follows that, for a neighborhood of size rt(v) = O(ln lnn),
we have rt+1(v) > rt(v) with probability 1− o(1) and from this we can deduce ρ(ln lnn) =
o(lnn) with probability 1−m−1−Ω(1), and the upper bound follows. And, in this situation
the lower bound follows directly from lemma 8.7.3.
8.9 Computing the Diameter for Specific Degree Distribu-
tions







from theorem 8.2.1 for two specific classes of distributions. The first is the Poisson distribu-
tion, which corresponds to the Erdős-Rényi random graphs Gn,m and Gn,p, and the second
is the power-law distribution which is used in that power-law graph model of Aiello, Chung,
and Lu [2].
8.9.1 The Diameter of Gn,p
We now consider the diameter of the classical random graph Gn,p, for p =
d
n , where
d > 1. As discussed in chapter 3, and in the appendix A, Gn,p can be simulated by specifying
a Poisson degree distribution πd, in which case the residual distribution is also Poisson, and
hence the diameter of Gn,p is given w.p.h.p. by
∆(Gn,d/n) = ∆πd lnn± o(lnn).
The p.g.f. for the Poisson distribution πd has the simple expression ψπd(z) = e
d(z−1).
The fixed point of this function is given by zπd =
−W (−de−d)
d , where the Lambert W -function
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The “average distance” between vertices in the giant component of Gn,d/n is simply
lnn/ ln d = logd n, since the average residual degree is M(πd) = d. The actual diameter
hence exceeds the average distance by 2 lnn
ln−W (de−d) . The qualitative behavior of the diameter
of sparse Gn,p can be understood by examining the plot in figure 8.1, which shows the ratio
of the diameter to the average distance as a function of the average degree.









Figure 8.1: The function
∆πd
1/ ln d as a function of the average degree d, which measures the
ratio of the diameter to the average distance in the random graph Gn,d/n.
From equation (8.18), it can be shown that ∆πd ln d→ 3 as d→ 1 and ∆πd ln d→ 1 as
d→ ∞ as the above plot suggests, and it is a simple exercise to derive increasingly accurate














8.9.2 The Diameter of Power Law Graphs
We now compute the diameter of random graphs with so-called “power-law” distribu-
tions, in which the number of vertices of degree d is proportional to d−β for a given constant
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with the zeta function ζ(β) =
∑∞
n=1 n
−β. The residual distribution is therefore given by
µβ(i) =
(i+ 1)1−β
ζ(1 − β) ,
and the corresponding p.g.f. is
ψµβ (z) =
Li(β − 1, z)
zζ(β − 1) ,





Note that both the average degree and the average residual degree decrease as β
increases. For β > 2, the average degree is O(1), so the graph is sparse, and for β > 3,
the average residual degree is O(1) so the “average distance” is Ω(lnn) In addition, the
giant component phase transition for this model occurs at the point β = 3.479..., where
M(µβ) = 1, so for β > 3.479..., the graph no longer exhibits a giant component.
Hence, the results of this chapter are relevant for the range 2 < β < 3.479. Moreover,
for 2 < β ≤ 3, the “average distance” is o(ln n), and therefore the leading constant for the
diameter is simply given by 2− lnψ′µ(zµ)
. The leading constant for the diameter of a random
power law graphs is plotted in figure as a function of β, along with the function 2− lnψ′µ(zµ)








Figure 8.2: The leading constant ∆µ for the diameter of random graphs generated by the
power law model introduced in [2], as a function of β. For β > 3, the dashed line shows the
contribution of long isolated paths, given by 2− lnψ′µ(zµ) . The dotted vertical line shows the




The k-core of the graph is the maximal induced sub-graph with minimum positive
degree at least k, and in this chapter, we study the k-core of a random graph G(A,V ).
Our method for analyzing the k-core is similar to the method employed in chapter 6 for
determining the size and degree distribution of the 2-core: we trace the execution of a
simple greedy k-core finding algorithm. As such, the analysis of the k-core returns us to the
methodology developed in chapter 4 involving topological representation and differential
equations, which was temporarily put on hold during our discussion of local structure and
the diameter in the last two chapters.
Chapter Organization
The generalization from the 2-core to the k-core, which is presented in section 9.1,
is fairly straightforward. Hence, in addition to just solving the k-core problem, we shall
also develop some more general methods which will be used in the next chapter for the
k-orientability problem.
In section 9.2, we develop certain variations of the probability generating function
(p.g.f.) which allow us to state the solution to the k-core problem in an algebraic manner
similar to the solution to the 2-core. Moreover, as with the 2-core, the solution to the k-core
for G(µ) has a natural interpretation with respect to the corresponding Galton-Watson tree,
and the variations of the p.g.f. can be used to describe both the graph property and the
GW tree property succinctly.
Finally, in section 9.3, we discuss the possibility of finding a k-core of size o(m). Unlike
the 2-core, we are able to demonstrate, that, in most cases, the k-core for k ≥ 3 must be
either giant (of size Ω(m)), or empty.
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History and Background
The k-core problem for the Erdős-Rényi random graphs Gn,m and Gn,p was first solved
by Pittel, Spencer, in Wormald [59]. The k-core problem for general degree distributions
was solved independently by Molloy [54], Cooper [22], and Janson and Luczak [38], and
Fernholz and Ramachandran [32], all using similar techniques. The presentation in this
chapter, and particularly the use of variants of the p.g.f. first appeared in [31], as part
of the analysis of the related k-orientability algorithm which will be discussed in the next
chapter.
9.1 The k-Core Process
The basic greedy algorithm for finding the k-core of a graph is almost identical to the
2-core algorithm described in chapter 6: we choose any vertex of degree i < k in a graph
G, remove this vertex along with all incident edges, and then recursively find the k-core in
the residual graph.
The CM process corresponding to this algorithm will find all of the cores in a single
process, which can be accomplished by removing an endpoint from a vertex of minimum
degree each odd time step. This process is thus an extension of the 2-core process, since at
first, all deterministically chosen endpoints will have unexposed degree 1. After the 2-core
is found, the deterministic selections may have degree either 1 or 2, until the minimum
degree reaches (at least) 3 at an even time, at which point the 3-core is found and so on.
We shall call such an endpoint removal process a CM k-core process, despite the fact
that this process is not terminated, and finds all of the cores of a random graph rather than
just one.
Algorithm 9.1.1 (CM k-core Process). Given an (even) endpoint partition (A,V ), let
A0 = A, and at each time step, remove an endpoint at+1 from At to yield At+1 = At\{at+1}
as follows:
• if t is even, choose an endpoint at+1 ∈ At with minimum unexposed degree;
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• if t is odd, choose at+1 uniformly at random from At;
In analyzing this process, we let dmint denote the minimum (positive) unexposed
degree at time t, and hence we have degt(at+1) = dmint for all even values of t < m. In
addition to the above definitions, we define random times
τ [k] = min{t : t is even and dmint ≥ k}
for each k; hence the k-core endpoint set is the set Aτ[k]. And, as for the 2-core algorithm,
conditional on Aτ [k] the k-core edge set is a uniformly distributed random matching of
Aτ[k].
As for the 2-core, the k-core process makes use of two selection methods, D (deter-
ministic) and R (random), which we describe in terms of indicator and measure processes
(It[D]) and ∆σt+1[D] = It[D]. The state at time t determines the method by which at+1
is selected, so the state is random (i.e. It[R] = 1) if t is odd, and the state is deterministic
(i.e. It[D] = 1) if t is even.
9.1.1 Solution to the CM k-Core Process
The analysis of the k-core process is quite similar to the analysis of the 2-core process.
Again we will work with the total random and deterministic weight rather the actual number
of random and deterministic steps. Recall that the incremental weight of a step at time t




m−t−1 , and the solution to this process satisfies e
−wξ = 1 − ξ.
We shall change variables as for the 2-core process by defining
xt = 1 − e−wt[R]
yt = 1 − e−wt[D].
Since random and deterministic steps alternate, we again have
xξ = yξ = 1 − e−wξ/2 = 1 −
√
1 − ξ.









for i ∈ Z∗, recalling that, by corollary 5.3.3 from chapter 5, for any endpoint removal process
for which all deterministic removals all have degree at most k (or, more precisely, such that
dσξ[D(i)] = 0 for i > k), any w.e.h.p. solution to the residual distribution must satisfy
µξ(i) = ν(xξ,yξ)(i)







Now, all deterministic removals have degree at most k − 1 before the time τ [k]. As
usual, we scale this random time by dividing by the total duration m = |A|, and hence
a solution will satisfy τ [k]/m → τ [k]. It follows that any w.e.h.p. solution must satisfy
µξ(i) = νξ(i) for all i > k − 1 and all ξ < τ [k]. Also, if τ [k] < 1, this equation extends by
continuity to ξ = τ [k], and thus we have the following proposition.
Proposition 9.1.1. For any w.e.h.p. solution to the core process such that τ [k] < 1, we
have
µτ [k](i) = ντ [k](i)
for i ≥ k − 1 and µτ [k](i) = 0 for i < k − 1.
Proof. By continuity, any solution with τ [k] < 1 must also satisfy
µτ [k](i) = lim
ξ→τ [k]−
µξ(i) = νξ(i)
for all i ≥ k−1. Also, since dminτ[k] = k, then any solution to τ [k] must satisfy λτ [k](i) = 0
for i < k, and therefore, if τ [k] < 1, we must have
µτ [k](i) =
(i+ 1)λτ [k](i+ 1)
M(λτ [k])
= 0
for i < k − 1.
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This proposition yields the exact residual distribution µτ [k] of the k-core, given the







ντ [k](i) = 1.
Hence, all possible solutions to τ [k] must satisfy the above equation. In some cases, we may
use this observation to find a unique solution to τ [k] as follows.
Proposition 9.1.2. For any distribution µ, let us define, in terms of the values νξ computed






ξk = sup{ξ ∈ [0, 1] : fk(ξ) > 1}. (9.4)
Then:
1. every w.e.h.p. solution to the k-core process with initial residual distribution µ must
satisfy fk(τ [k]) = 1, and hence τ [k] ≥ ξk;
2. if, in addition, the value ξk satisfies
ξk = inf{ξ ∈ [0, 1] : fk(ξ) > 1},
then τ [k] = ξk is the unique w.e.h.p. solution.
Proof. It is shown above that every solution to τ [k] must satisfy fk(τ [k]) = 1. Note also
that ν0(i) = µ(i), and hence fk(0) =
∑
i≥k−1 µ(i) ≤ 1. It follows that ξk is the smallest
value such that fk(ξ) = 1, and hence ξk is the smallest possible solution.







In particular, the µξ(i) cannot sum to a value greater than 1, hence if fk(ξ) > 1 we must
have τ [k] ≤ ξ, and it follows that τ [k] ≤ inf{ξ ∈ [0, 1] : fk(ξ) > 1}.
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We may thus deduce the following about the k-core of a random graph G(µ).
Theorem 9.1.3. Let G(µ) be a random graph with limiting residual distribution µ, and
define fk and νξ as in (9.2) and (9.3). If there exists a value
ξk = sup{ξ ∈ [0, 1] : fk(ξ) < 1} = inf{ξ ∈ [0, 1] : fk(ξ) > 1} (9.5)
then:
1. the k-core of G(µ) w.e.h.p. contains (1 − ξk)(m± o(m)) endpoints;
2. the unique w.e.h.p. solution to the residual distribution of the k-core is given by
µξk(i) = νξk(i) for i ≥ k − 1 and µξk(i) = 0 for i < k − 1.
Proof. Immediate.
This theorem allows us to compute the size and residual distribution of the k-core of a
random graph G(µ), provided that the value ξk in (9.5) exists. The case where the supremum
and infimum in this equation do not coincide corresponds to a threshold condition. In this
situation, there are multiple w.e.h.p. solutions to τ [k], and hence the size of the k-core
cannot be determined w.e.h.p. Moreover, it is fairly easy to see that this threshold is sharp,
in the sense that the closure of the set of distributions for which ξk exists is the entire space
Φ of distributions on Z∗, and also that these threshold cases correspond to discontinuities of
the mapping µ 7→ ξk from Φ → [0, 1]. Hence, this theorem provides an essentially complete
solution to the size and degree distribution of the k-core, given our particular methods of
asymptotic parametrization.
9.2 The k-Core and Generating Functions
In this section, we examine the solution to the k-core, as computed in Theorem 9.2.8
in more detail. Recall that, in chapter 6, we were able to express the solution to the





iµ(i). For k > 2, the k-core cannot be described in quite the same way, but
we may achieve a similar characterization by defining certain variants of the original p.g.f.
We begin by reviewing the expression for the p.g.f. of the 2-core residual distribution
derived in chapter 6. As noted above, the solution to residual distribution for any endpoint
removal process which all deterministic removals have residual degree at most d will be
given by







for all i > d, where x = xξ = e
−wξ[R] and y = yξ = e−wξ[D].
Although the ν(x,y)(i) for i ∈ Z∗ do not generally constitute a valid probability distri-
bution (since they may not sum to 1), we may nevertheless define the generating function






ψ(x+ (1 − x)z)
1 − y
in terms of the original p.g.f. ψ = ψµ.
Now, in the special case where d = 0, we may immediately compute the p.g.f. for the
actual residual distribution µξ, since in this case ν(x,y) and µξ differ only in the coordinate
µξ(0). Since this coordinate corresponds to the constant term of the generating function,
the p.g.f. for µξ will have the form
ψµξ = ψν(x,y)(z) +C
for a constant C (which depends on x and y). And, since the µξ(i) must sum to 1, then we
must have ψµξ(1) = 1, and therefore this constant C is given by C = 1 − ϕ(x,y)(1) = yy−1 .
Hence, for the special case d = 0, the p.g.f. for µξ is related to the original p.g.f. by
the functional transformation
ψµξ(z) = (α(x,y)ψ)(z) =
ψ(x+ (1 − x)z) − y
1 − y .
We also recall that the functional transformation α(x,y) can be understood intuitively in
terms of “moving the origin” from (0, 0) to the point (x, y), while leaving the top right
corner (1, 1) of the unit square fixed.
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Now, for the general k-core, the deterministic removals have residual degree at most
d = k − 2 until the k-core is found. Hence, the p.g.f. of the residual distribution µξ at any
time ξ ≤ τ [k] will differ from ν(x,y) in coordinates 0 ≤ i ≤ d. It follows that the p.g.f. of the
µξ will be of the form form
ψµξ(z) = ψν(x,y)(z) + C0 + C1z + · · · + Cdzd.
And, in this case the Ci may depend not only on x and y, but also the exact solutions
to the weighted measure processes wξ[Di] and corresponding to deterministic removals of
degree i for each i ≤ d, as well as the solution to wξ[R] (which can be computed from the
wξ[Di]). This is because, for degrees which are subject to both random and deterministic
selection, the residual distribution will generally depend on the exact times of random and
deterministic selections rather than just the total weight at time ξ.
However, in cases where deterministic selections have residual degree at most d, we
are generally only interested in using ν(x,y) to determine µξ(i) for i > d, since the lower
degrees constitute a finite-dimensional system which can be analyzed directly using other
means. Accordingly, in this section, we will introduce certain variants of the standard
probability generating function which only depend on µ(i) for i > d, and can thus be used
to algebraically ignore the lower degrees of the residual distribution.
Now, a naive approach to constructing such variants would simply be omit the first
terms µ(i)zi for i ≤ d from the summation ψµ(z) =
∑
i µ(i)z
i, but, for algebraic reasons,
we adopt a slightly different approach which involves Taylor approximations. The basic
definitions are given in §9.2.1, and basic properties are explored in §9.2.2.
In §9.2.3 and §9.2.4, we demonstrate how these variants of the p.g.f. can be used to
compute a solution to the k-core process in an almost identical manner to the 2-core in
chapter 6. Finally, in §9.2.5, we explore the connection between the k-core of a random
graph G(µ), and the corresponding structure in a Galton-Watson tree, which in this case is
an infinite (k − 1)-ary subtree.
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9.2.1 Taylor Approximations of Power Series
Definition 9.2.1. For any formal power series ψ, and any integer d ≥ 0, let us denote by
(γdψ) the d’th Taylor approximation of ψ(1) about z, so
(γ0ψ)(z) = ψ(z),
(γ1ψ)(z) = ψ(z) + (1 − z)ψ′(z),



































Corollary 9.2.2. The power series (γdψ) and (γd+1ψ) are related by








In particular, note that (γd+1ψ) is uniquely determined by (γdψ), while (γdψ) cannot
be recovered from (γd+1ψ) since the value of (γdψ)(0) is not determined by equation (9.8).
Of course, the value (γdψ)(0), then we may solve this differential equation and compute
(γdψ)(z); we omit this computation, but the correct formula












is not difficult to derive.
It is also not difficult to explicitly compute the coefficients of the power series ex-
pansion for (γdψ) in terms the coefficients of ψ(z) =
∑
i aiz
i. For our purposes, the entire
expansion is not necessary, and we will simply compute the first two terms.









′(0) = (d+ 1)ad+1.










i=0 ai. And, by





In particular, note that the term ad+1 from the original power series can be recovered
from (γdψ). And, since (γd+1ψ) is determined by (γdψ), then ad+2 can be recovered similarly




i and ϕ =
∑
i biz







and ai = bi for all i > d.
For a probability distribution µ on Z∗, we must have
∑∞
i=0 µ(i) = 1, and hence
∑d
i=0 µ(i) can be determined from the values µ(i) for i > d. This observation yields the
following corollary.
Corollary 9.2.4. For any distributions µ0, µ1, we have (γdµ0) = (γdµ1) if and only if
µ0(i) = µ1(i) for all i > d.
Proof. Immediate.
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Hence, the power series (γdψµ)(z) accomplishes our objective, which was to charac-






then, intuitively, if µ is the distribution of residual degrees of a given endpoint partition,
all endpoints of residual degrees j ≤ d are “lumped together” by the function (γdψ).
We can immediately appreciate the relevance of these p.g.f. variants to the k-core,
since in this case any endpoint of residual degree less than k − 1 (i.e. true degree less than
k) does not belong to the k-core, regardless of its actual residual degree. In this situation,
it is appropriate (and in fact preferable) to lump these endpoint together, and only consider
the total number of such endpoints, which is given by (γk−2ψµ)(0) as shown above.
9.2.2 Basic Properties of (γdψµ)
The transformations γd are valid for any formal power series, or indeed for any function
which is d times differentiable, but we are specifically interested in the case where ψ = ψµ
is the generating function for a probability distribution µ on Z∗. In section 5.4 of chapter
5, we discussed some basic properties of the p.g.f. ψµ of an arbitrary distribution µ; for
example, ψµ(z) is uniformly convergent on (−1, 1), has all non-negative derivatives on the
interval [0, 1), and satisfies ψµ(0) ≥ 0 and ψµ(1) = 1.
The variants (γdψ) of a p.g.f. ψ = ψµ satisfy certain similar, though not identical
properties. For example, it is evident that (γdψ) has the same radius of convergence as ψ,
since each of the derivatives ψ(i)(z) also have this same radius of convergence. But, as noted
above, while ψµ completely determines the entire distribution µ, (γdψµ) only determines
the weights µ(i) for i > d.
Some additional simple properties of (γdψ) are listed below.
Proposition 9.2.5. For any probability generating function ψ = ψµ and any d:
1. (γdψ)(0) ≥ 0 and (γdψ(1)) = 1;
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2. if d > c then (γdψ)(z) ≥ (γcψ)(z) for z ∈ [0, 1];
3. (γdψ)
′(z) ≥ 0 for z ∈ [0, 1);
4. if M(µ) = ψ′(1) <∞, then (γdψ)′(1) = 0 for d > 1.
Proof. For the first claim, clearly (γdψ)(0) =
∑d
i=0 µ(i) > 0, Also, since ψ has non-negative
derivatives of all orders then the Taylor approximation of ψ(1) about z < 1 must underes-
timate ψ(1) = 1, and hence (γdψ)(z) ≤ ψ(1) = 1.
The second claim is immediate, since each term (1−z)
i
i! ψ
(i)(z) is non-negative, and the








(1 − z)dψ(d+1)(z) = 0,
and hence (γdψ)
′(1) = 0.
9.2.3 Random Endpoint Removal Revisited
We now show how the Taylor approximations of the p.g.f. can be used to analyze
endpoint removal processes for which the maximum residual degree of deterministic removals
is bounded. We begin be recalling that in the 2-core algorithm, or indeed in any removal
process for which deterministic removals all have residual degree 0, the residual distribution
at time ξ is generated by
(α(xξ,yξ)ψ)(z) =
ψ(xξ + (1 − xξ)z) − yξ
1 − yξ
,
where xξ = 1 − e−wξ[R], yξ = 1 − e−wξ[D].
Moreover, since the exact values of µξ(i) for i ≥ 1 are given by
µξ(i) = ν(xξ,yξ)(i)
as discussed above. Now, in the case where all deterministic removals have degree at most
d, then we still have µξ(i) = νxξ,yξ(i) for i > d. And, since the function (γdψξ) only depends
295
the values µξ(i) for i > d, if follows that the solution will satisfy
(γdψξ)(z) = (γdα(xξ,yξ)ψ)(z)
We now have the following proposition.
Proposition 9.2.6. For any formal power series ψ, the transformations ψ 7→ (α(x,y)ψ) and
ψ 7→ (γdψ) commute, so we have
(γd(α(x,y)ψ))(z) = (α(x,y)(γdψ))(z).
Proof. Note that derivative of the function (α(x,y)ψ)(z) =
ψ(z+x−x·z)−y
1−y is given by
(α(x,y)ψ)
′(z) =
(1 − x)ψ′(x+ (1 − x)z)







































(1 − (x+ (1 − x)z))i
i!
(






It follows that we may in fact express the p.g.f. variant of a removal process as
(γdψξ)(z) = (γdα(xξ ,yξ)ψ)(z) = (α(xξ,yξ)γdψ)(z),
as stated in the following corollary.
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Corollary 9.2.7. For any endpoint removal process such that all deterministic removals in
an interval have residual degree at most d:
1. every w.e.h.p. solution to µξ satisfies
(γdψµξ)(z) = (α(xξ,yξ)γdψ)(z),
where xξ = 1 − e−wξ[R], yξ = 1 − e−wξ[D], and ψ = ψµ is the p.g.f. of the initial
distribution;
2. the fraction of endpoints of residual degree at most d asymptotically satisfies
d∑
i=0





9.2.4 A Visual Solution to the k-Core Process
As for the 2-core, the solution to the k-core process can be understood visually by
plotting the relevant p.g.f. variants. In this case, deterministic removals have degree at
most k− 2 (i.e. residual degree at most k− 1) until the time τ [k] when the k-core is found.
Hence, the relevant p.g.f. variant for the k-core part of the process is the (γk−2ψ), and we
may restate Theorem 9.2.8 in terms of generating functions as follows.
Theorem 9.2.8. Let µ be a distribution with p.g.f. ψµ = ψ, and for any d ≥ 0, let zd
denote the smallest fixed point of the function (γdψ) in the interval [0, 1]. Then, for any
k ≥ 2, the following hold w.e.h.p. for a random graph G(µ):
1. if (γk−2ψ)′(zk−2) > 1, then the k-core contains (1 − zk−2)2m± o(m) endpoints;
2. if, in addition, zk−2 < 1, then the residual distribution of the k-core converges to the
unique distribution with p.g.f. ϕ satisfying
(γk−2ϕ)(z) = (α(zk−2,zk−2)γk−2ψ)(z).
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Proof. By the corollary above, we have (γk−2ψµξ)(z) = (α(xξ ,yξ)γdψ)(z) for any ξ < τ [k],






Since random and deterministic steps alternate, we have xξ = yξ = 1−
√
1 − ξ, and therefore
any solution to τ [k] must be such that xτ [k] = yτ [k] is a fixed point in the function (γk−2ψ).
The condition (γk−2ψ)′(zk−2) > 1 ensures that (γdψ)(z) > z for z ∈ (zk−2, zk−2+ǫ), so
in this case the only possible solution corresponds to the smallest fixed point, and therefore
satisfies xτ [k] = yτ [k] = zk−2. It follows that τ [k] = 1− (1−zk−2)2, and the size of the k-core
is (1 − τ [k])m± o(m).
Also, if zk−2 < 1, the the k-core contains Ω(m) endpoints, and in this case the residual
distribution is uniquely determined by the function (γk−2ψτ [k])(z), since we have µτ [k](i) = 0
for i ≤ k − 1.
The solution to a core process can thus be understood by plotting all of the p.g.f.
variants in at once as in figure 9.1. Since (γd+1ψ)(z) ≥ γdψ(z)), then the lowest of the
curves plotted is just the original p.g.f, followed by (γ1ψ)(z) and so on. And, the sequence










Figure 9.1: The functions ψ(z), (γ1ψ)(z) and (γ2ψ)(z) for a typical distribution µ, along
with the fixed points z0, z1, z2. For this distribution, the graph G(µ) has large 2- and 3-cores,
while the 4-core is contains at most o(m) endpoints.
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9.2.5 The k-Core and Galton-Watson Trees
In chapter 7, we showed that the decomposition of a random graph in terms of its 2-
core and giant component is naturally analogous to the decomposition of a Galton-Watson
(GW) tree based on survival and extinction. The k-core of a random graph can similarly
be related to an infinite (k − 1)-ary sub-tree of a GW tree, the existence and structure of
which can be described in terms of the p.g.f. variants described above.
We first briefly recall the connection between the 2-core and survival of a GW tree.
The extinction probability of a GW tree can be computed recursively in terms of the p.g.f.
as follows. A GW tree is extinct (i.e. finite) if and only if every child of the root vertex






Hence, the extinction probability must be a fixed point of the p.g.f. In order to choose
the correct fixed point, we may take the limit as t→ ∞ of the probability of extinction after
t generations, which converges from below to the smallest fixed point zµ. And, it follows
that the survival probability is 1 − zµ.
Now, survival of a branching process is not directly related to the 2-core of a random
graph. But, intuitively, the event that a given edge belongs to the 2-core of G(µ) corresponds
to survival of the corresponding GW tree (i.e. the search tree) in both directions, and this
leads to the solution of the size of the 2-core, in terms of the fraction of the original endpoint
(or edge) set, as (1 − zµ)2.
By similar analogy, the k-core corresponds to the event that a GW tree has an infinite
(k − 1)-ary sub-tree. In this this case, an edge of G(µ) belongs to the k-core if the search
trees in both directions have “infinite” (k − 1)-ary sub-trees, since each vertex in this such
a tree will have degree k, including the edge connecting to its parent.
We may compute the probability of finding an infinite (k − 1)-ary sub-tree in a GW
tree similarly to the survival probability. Specifically, let us say a GW tree is d-extinct if
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the root vertex has at most d children which are not d-extinct. Hence, 0-extinction is just
ordinary extinction as defined above, and d-extinction is the complement of containing an


































It follows that the probability of d-extinction is a fixed point in (γdψ)(p). And, it easy to
verify that the correct fixed point in this case is also the smallest fixed point zd in (γdψ),
since once again the probability of d-extinction after t generations approaches zd from below
as t→ ∞.
As noted above, d-extinction is equivalent to not containing an infinite (d + 1)-ary
sub-tree, which is in turn related to the (d + 2)-core of a random graph. That is, for an
edge to belong to the k-core of a random graph, there must be “infinite” (k − 2)-ary trees
descending in both directions from v. Hence, the above computation corresponds to the
fraction
(1 − zk−2)2
of endpoints in a random graph which belong to the k-core.
9.3 Termination of the k-Core Process
For k ≥ 3, it is possible to demonstrate that the k-core must be either “giant” (i.e.
of size Ω(1)) or empty w.p.h.p. While there are perhaps many ways to accomplish this, we
shall make use of the results from section 6.3 from chapter 6 regarding sub-critical graphs.
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We begin by demonstrating that the exact residual degrees of endpoints below k − 1
do not affect the existence or size of the k-core of a random graph.
Proposition 9.3.1. Let H = (A,V ) be an even endpoint partition, and let H ′ = (A′, V ′)
be a second endpoint partition such that:
1. |A′| = |A|;
2. µH′(i) = µH(i) for all i > k − 2;
3. µH′(0) =
∑k−2
i=0 µH(i), and therefore µH′(i) = 0 for all 0 < i < k − 1.
Then the number of endpoints in the k-cores of G(A,V ) and G(A′, V ′) are identically dis-
tributed.
Proof. It suffices to show that the stopping time τ [k] of the core algorithm is identically
distributed for wither initial endpoint partition H or H ′. To prove this, note that for any
t < τ [k], and any i > k − 2, endpoints of residual degree i are only subject to random
selection, and it follows that for any t ≤ τ [k], the distribution of the random variables µt(i)
for i > k − 2 depend only on the initial values of µ0(i) for i > k − 2. In this case, by
assumption, these values are identical. And, τ [k] occurs at the first even time step when
∑
i>k−2 µt(i) = 1, hence τ [k] is identically distributed for either starting condition.
Using the results regarding sub-critical graphs in chapter 6, we may now establish
sufficient conditions for the k-core of G(µ) to be empty.




Then, for any random graph G = G(µ) satisfying M(µG) →M(µ), and for which the
maximum degree is m1/8−Ω(1), the k-core is empty w.p.h.p.
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Proof. By the above proposition, the probability that G has an empty k-core is the same













By proposition 6.3.2 from chapter 6, every connected component of this random graph
contains at most one cycle w.p.h.p. Hence, clearly, the k-core for k > 2 of such a graph
must be empty.
Theorem 9.3.3. Let k > 2 and let µ be a distribution such that M(µ) <∞, and
(γk−2ψµ)(z) > z
for all z ∈ [0, 1). Then, for any random graph G = G(µ) satisfying M(µG) → M(µ), and
for which the maximum degree is m1/8−Ω(1), the k-core is empty w.p.h.p.
Proof. As shown above, the unique w.e.h.p. solution to the stopping time τ [k] for such a
distribution is given by τ [k] = 1. It follows that the k-core contains at most o(m) endpoints
w.e.h.p.
To show that the k-core is actually empty, we choose an arbitrarily small but fixed
ǫ > 0, and consider the state of the core process at time ξ = (1 − ǫ)2. The distribution at
this time will satisfy
(γk−2ψξ)(z) = (α(xξ ,yξ)ψ)(z),
and therefore we have







for all i > k − 2, where xξ = yξ =
√
1 − ξ = ǫ.
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= ψ′µ(1 − ǫ).
And since ψ′µ(1) = M(µ), then by choosing ǫ sufficiently small, we can ensure that






iνξ(i) ≤M(µ) − νξ(i) < 1.
Also, since ǫ > 0 is small but constant, then the number of remaining endpoints at time ξ
is Ω(m), and therefore the maximum degree is still m1/8−Ω(1). Hence, the random graph
G(A⌊ξm⌋, V ) with limiting residual distribution µξ w.p.h.p. has an empty k-core, and it








A graph is k-orientable if its edges can be directed such that the maximum in-degree
of any vertex is at most k. In this chapter we examine the k-orientability of the random
graph G(µ) by tracing the execution of a simple k-orientation heuristic on a random input
graph.
Unlike the algorithms analyzed in the previous chapters, this k-orientation heuristic is
not guaranteed to succeed on an arbitrary input graph. Accordingly, this analysis will only
yield one-sided results about the k-orientability of the random graph G(µ). Nevertheless, for
a certain “well-behaved” class of distributions, the sufficient conditions for our k-orientation
heuristic to succeed coincide with previously known (and relatively straightforward) nec-
essary conditions for G(µ) to be k-orientable. Hence, for this particular restricted class of
distributions, we are able to resolve the k-orientability question in both directions.
This restricted class of distributions includes the Poisson distribution, which corre-
sponds to the the Erdős-Rényi random graph Gn,p. The k-orientability problem for Gn,p is
of particular interest, due to various algorithmic applications related to balanced allocation
problems. Our analysis demonstrates that the k-orientability property for Gn,p exhibits a
sharp threshold of the form
ck = sup{c : Gn,c/n is k-orientable w.p.h.p.}
= inf{c : Gn,c/n is not k-orientable w.e.h.p.}.
(10.1)
These sharp thresholds in turn yield precise formulas for the performance of algorithms
which are based on finding a k-orientation of Gn,p.
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Chapter Organization
In section 10.1, we introduce the k-orientability problem in more detail, and we discuss
some of the algorithmic applications of the k-orientability of the Erdős-Rényi random graph
Gn,p. Then, in section 10.2, we introduce our k-orientation, which involves a procedure
called excess degree reduction.
The analysis of the k-orientation heuristic for a random input graph G(µ) appears in
the last four sections of the chapter. First, in section 10.3, we derive the basic system of
differential equations which govern the execution of this heuristic on a random input graph
G(µ).
However, unlike in previous chapters, we are we are not able to solve these equations
in general form and derive simple and algebraically concise conditions which determine
whether or not the heuristic will succeed on a general random graph G(µ). Of course,
for any particular distribution µ, we may in principle attempt to solve these equations
explicitly, in section 10.4 we discuss certain techniques, based on the p.g.f. variants defined
in the previous section, which can be used to compute such a solution.
In section 10.5, we demonstrate that, if the residual distribution µ satisfies certain
regularity conditions, then the fact that our k-orientation heuristic succeeds w.p.h.p. can
be ascertained algebraically without explicitly solving differential equations. These algebraic
conditions are based solely on properties of the (k+1)-core of G(µ), and thus can be verified
directly using the results from the previous chapter. And, as noted above, for this particular
class of distributions, the success of our heuristic coincides with previously known conditions
which are necessary in order for G(µ) to be k-orientable.
Finally, in section 10.6, we show that the Poisson distribution satisfies our regularity
conditions, and this fact allows us to determine the k-orientability thresholds for Gn,p.
History and Background
Due to the algorithmic applications, the k-orientability problem for Gn,p has received
a certain amount of research attention. Until recently, the best known bounds were based
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directly on k-core results; improved lower bounds appeared in a 2004 Ph.D. thesis [51].
The algorithm in this chapter, and the solution for Gn,p appeared in [34]; the solution
for general degree distributions using the p.g.f. appeared in [31]. The k-orientability thresh-
olds for Gn,p were independently computed by Cain, Sanders, and Wormald [18] using a
different heuristic. The k-orientability thresholds computed in this chapter (and, evidently,
in [18]) confirm a conjecture by Karp and Saks [44].
As mentioned, this result has many algorithmic applications, related to the family
of balanced allocation problems (see e.g. [5, 23]). Specific applications include hashing
[26, 58, 62], parallel storage [61] and simulation of shared memory on DMM, and concurrent
accesses to parallel disks [45].
10.1 The k-Orientability Problem
As defined above, a graph is k-orientable if its edges can be directed in such a way
that the maximum in-degree is at most k. In certain cases, the k-orientability question can
be resolved immediately based on simple combinatorial arguments. For instance, since the
average in-degree of any edge-orientation of a particular graph must be precisely equal to
one-half of the ordinary average degree, then any graph with average degree strictly greater
than 2k is not k-orientable. Similarly, if G contains any induced sub-graph of average degree
strictly greater than 2k, we may once again conclude that G is not k-orientable.1
The k-orientability question is also related to the (k + 1)-core of a graph. Indeed,
it is not difficult to see that any graph is k-orientable if and only if its (k + 1)-core is k-
orientable. This is because the (k + 1)-core algorithm can be trivially modified to yield a
simple heuristic for the k-orientability problem which simply directs edges towards vertices
of degree k or less in a greedy fashion.
Accordingly, in some situations, the results on the (k + 1)-core of G(µ) from the
1In fact, although it is by no means obvious, it can be shown that this condition is both necessary and
sufficient[37]; that is, a graph G is k-orientable if and only if every induced sub-graph has average degree at
most 2k.
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previous chapter can also answer the question of whether G(µ) is k-orientable:
• if the (k + 1)-core is empty then G(µ) is k-orientable;
• if the (k + 1)-core has average degree greater than 2k, then G(µ) is not k-orientable.
Our algorithmic analysis will improve upon the first of the two bounds by establishing
conditions under which a particular k-orientation heuristic succeeds despite the fact that
G(µ) contains a non-empty (k + 1)-core. Moreover, for a certain restricted class of distri-
butions, we will demonstrate that our heuristic succeeds whenever the (k+ 1)-core of G(µ)
has average degree strictly lower than 2k, thus matching the second of these bounds.
10.1.1 k-Orientability of Gn,p
By analyzing our heuristic for a Poisson distribution, we shall demonstrate that the
random graph Gn,p exhibits a sharp k-orientability threshold of the form
ck = sup{c : Gn,c/n is k-orientable w.p.h.p.}
= inf{c : Gn,c/n is not k-orientable w.e.h.p.}.
The k-orientability threshold ck coincides with the threshold for which that (k+1)-core has
average degree 2k, and therefore the values of ck can be computed using the techniques of
the previous chapter.2
The k-orientability problem for Gn,p is of particular interest due to certain algorithmic
applications; a more comprehensive discussion of applications can be found, e.g. in [5,
23]. Applications of k-orientability generally involve variations of the following balanced
allocation problem.
2We note that the high probability guarantee for the lower bound is weaker than for the upper bound.
This is because a small number of edges can cause a graph to not be k-orientable (for instance, any graph
which contains a (2k + 1)-clique is not k-orientable). Hence, it is not possible to achieve exponentially
high probability guarantee of k-orientability. On the other hand, it is not generally possible to make a
graph k-orientable by removing a small number of edges, and hence the upper bound will indeed hold with
exponentially high probability.
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• Given m balls and n bins, each of which has a capacity of k, assume each ball is
assigned 2 bins, uniformly at random. Can we place each ball to one if its assigned
bins in such a way that none of the bins exceeds its capacity of k balls?
The relationship to the k-orientability problem can be understood as follows. Let us con-
struct a graph for which the vertex set is the set of n bins; then, for each of the m balls, we
create an edge connecting the two corresponding bins. This results in a random graph with
exactly m edges and n vertices, which is distributed similarly (though not exactly identi-
cally) to the Erdős-Rényi random graph Gn,m.
3 And, finding a solution to the balanced
allocation problem described above is equivalent to finding a k-orientation of this random
graph.
Determining the k-orientability threshold for Gn,m (or Gn,p) will also yield a tight
bound on the maximum value of m for which this problem is solvable, given k and n. Since
edge corresponds to two endpoints in a graph, so the average degree will be 2m/n, and in
this case the problem will be solvable if m < ckn/2 (or, more precisely, if m = ckn/2−Ω(n)).
While the balanced allocation problem itself is somewhat abstract, there are various
more concrete computational applications. We now discuss two specific applications.
Perfect Hashing
For this application, each ball corresponds to a key which must be stored in a hash
table, and each bin corresponds to a memory location which is able to store k data items.
Assuming the existence of two fully random hash functions, each key can therefore be as-
signed to two independent, uniformly random memory locations. If the balanced allocation
problem is solvable, then we may accommodate m keys in a table of size k ·m, by storing
each data item in one of the two locations designated by its key.
In this case, the worst-case lookup time is constant, since in order two find a particular
data item, we must search a total of at most 2k slots, corresponding to the two possible
3In fact, the random graph produced in this case would be distributed identically to the random config-
uration used in appendix A to show that Gn,m can be simulated by the configuration model.
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bins to which the key may be hashed. And, the maximum load in this case is
m/kn = ck/2k,
since 2m/n is the average degree in the corresponding graph.
Parallel Storage With Redundancy
In this application, we have n parallel disks, and we wish to store a large amount of
data (i.e. ω(n) data items) in such a way that an arbitrary set of m data items can be
retrieved with k parallel accesses.
The scheme is as follows: each data item is stored on two uniformly random drives,
again using two fully random hash functions. Then, any set of m data items will yield a
graph for which the vertex set is the set of disks, and the edge set consists of the pairs
of drives on which each of the m data items are stored. By finding a k-orientation of this
graph, each data item can be retrieved from one of its two locations in such a way that
none of the drives need to be accessed more than k times.
10.2 The Excess Degree Reduction Heuristic
In this section we present a simple recursive heuristic which attempts to find a k-
orientation in a graph G. We begin with an informal overview, and then we prove the
correctness of this heuristic in §10.2.1.
Given a graph G = (A,V,E), and a mappingK : V → N, let us define a K-orientation
to be an orientation of the edges of G such that the in-degree of each v ∈ V is at most
K(v). For a constant k, the k-orientation problem is thus a special case of the K-orientation
problem, by letting K(v) = k for all k.
For an instance of the K-orientation problem, and a particular vertex v ∈ V , we will
say that:
• v is unconstrained if deg(v) ≤ K(v);
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• v is over-constrained if deg(v) > 2K(v);
• v is partially constrained if K(v) < deg(v) ≤ 2K(v).
Our K-orientation heuristic is recursive, in that, given a graph G, and a mapping
K, the algorithm will produce a modified graph G′ and a modified in-degree constraint
K ′ : V ′ → N such that if G′ is K ′-orientable, then G is K-orientable as well. The methods
used to construct the graph G′ are based on two observations.
First, if v is unconstrained, then every every edge incident on v can be directed toward
v. In this case, we may simply choose any edge e incident on an unconstrained vertex v,
direct this edge towards v, and recursively K-orient the edges in the graph G′ = G− e.
The situation becomes non-trivial when there are no unconstrained vertices. Now, if
every vertex is over-constrained, then the graph G is evidently not K-orientable. Otherwise,
we choose a partially constrained vertex v and employ a procedure called excess degree
reduction.
Note that a partially constrained vertex has the property that at least half of its inci-
dent edges may be directed inwards. Accordingly, we shall arbitrarily choose two endpoints
a1, a2 which belong to v, with the intention of guaranteeing that at most one of a1, a2 are
ultimately directed toward v. We consider two cases:
1. {a1, a2} is an edge in G;
2. a1 and a2 are connected to two other endpoints b1, b2 in G.
In the first case, it is trivial that exactly one of {a1, a2} must be directed inward. Hence we
direct this edge in either direction, and then remove this edge from G to produce the graph
G′. We then set K ′(v) = K(v)− 1, noting that G is clearly K-orientable (if and) only if G′
is K ′-orientable.
In the second case, note that exactly one of a1, a2 will be directed inward if and only
if exactly one of the matched endpoints b1, b2 is directed inward. We can ensure that this
second condition occurs by connecting b1 and b2 with an edge. Accordingly, we remove the
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endpoints a1 and a2 and create a new edge {b1, b2} in the graph G′. And, once again, we
set K ′(v) = K(v)−1 and recursively K ′-orient the graph G′. The diagram below illustrates






Figure 10.1: The excess degree reduction heuristic for a partially constrained vertex with
deg(v) = 3 and K(v) = 2. In the first case, we may direct the loop in either direction. In
the second case, we replace two edges incident on v with a single edge as shown.
Note that, after excess degree reduction we have deg′(v) = deg(v) − 2 and K ′(v) =
K(v)− 1, and therefore after deg(v)−K(v) rounds, v will become unconstrained, in which
case we may direct all incident edges towards v as discussed above. Hence, theK-orientation
algorithm will proceed by repeatedly choosing a vertex v of minimum degree and applying
the applicable steps as follows:
1. if v is unconstrained, direct all incident edges inwards, and remove v along with these
edges;
2. if v is partially constrained, perform excess degree reduction until v is unconstrained,
and then proceed as above;
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3. if v is over-constrained terminate and and report failure.
10.2.1 Correctness and Conditional Uniformity
It is fairly easy to rigorously verify the correctness of the excess degree reduction
heuristic described above. However, the procedure used to produce the modified graph
G′ which is passed to the recursive call is not quite as simple as the modifications used
in our previous algorithmic analyses (e.g. the k-core or the giant component), so it is not
immediately obvious that this modification preserves conditional uniformity when executed
on a random input graph G(A,V ).
We now establish both of these facts formally; specifically, we will show that the
above algorithm can be used to define an endpoint removal process which computes an
upper bound on the probability that G(A,V ) is K-orientable for any in-degree constraint
K : V → N. Hence, let us define, for any (even) endpoint partition (A,V ), and any K, a
function
FK(A,V ) = P [G(A,V ) is K-orientable] .
Now, if any v ∈ V is unconstrained, meaning that deg(v) ≤ K(v), then the above
algorithm simply chooses an endpoint a ∈ A(v) and removes the edge E. This is the same
procedure that we have used in all of our previous algorithms, and thus it is easy to see
that conditional uniformity is maintained. Hence, we have the following proposition.
Lemma 10.2.1. Given (A,V ), choose v ∈ V such that deg(v) ≤ K(v), choose any a0 ∈
A(v), and choose choose a1 uniformly at random from A\{a0}. Then
FK(A,V ) = E[FK(A\{a0,a1}, V )].
Proof. In a uniformly random matching of A, the endpoint a0 will be matched to a uniformly
random neighbor a1, hence we have edge e0 = E(a)
d
= {a0,a1}. Let us thus define A′ =
A\{a0,a1}, noting that the restricted matching E(A′) = E\e0 is conditionally uniform.
Now, it is trivial that any K-orientation of G = G(A,V ) induces a K-orientation
of G′ = G − e0 d= G(A′, V ), and hence FK(A,V ) ≤ E[FK(A′, V )]. Conversely, given a
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K-orientation of G′, we may produce an orientation of G(A,V ) by directing the edge e0
towards a0 without changing the in-degree of any vertex other than v. Since v has degree
at most K(v), the in-degree of v must be at most K(v) in this orientation, and therefore
FK(A,V ) ≥ E[FK(A′, V )].
In the case where v is partially constrained, the excess degree reduction heuristic uses
a different method to modify the graph passed to the recursive call.
Lemma 10.2.2. Given (A,V ) and K : V → N, and for any v ∈ V of degree at least 2, let
K ′ denote the in-degree constraint with K ′(v) = K(v) − 1, and K ′(u) = K(u) for u 6= v.
Choose a0, a1 ∈ A(v), and let A′ = A\{a0, a1}. Then
FK(A,V ) ≥ FK ′(A′, V ).
Proof. Let G = G(A,V ), and let e0 = E(a0) and e1 = E(a1) denote the edges containing
a0 and a1, respectively. We now consider two cases depending on whether e0 = e1. First,
if e0 = e1 = {a0, a1}, then, regardless of how this edge is directed, it will contribute 1 to
the in-degree of v. In this case, G − e0 is K ′-orientable if and only if G is K-orientable.
And, conditional on the event {a0, a1} ∈ E, the restricted matching E(A′) will be uniformly
distributed and therefore
P[G(A,V ) is K-orientable | {a0, a1} ∈ E] = FK ′(A′, V ).
Otherwise, a0 and a1 match to endpoints b0,b1 ∈ A′. In this case, the edge set match-
ing E0 = E\{e0, e1} is uniformly distributed on the set of all matchings ofA′\{b0,b1}. Also,
by symmetry, b0,b1 are a uniformly distributed pair of distinct endpoints in A
′. Hence the
edge set
E′ = E0 ∪ {{b0,b1}}
is a uniformly random matching of A′, and therefore the graph G′ = (A′, V,E′) is distributed
identically to G(A′, V ).
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Now, assume that G′ is K ′-orientable, and w.l.o.g. assume that the edge {b0,b1} is
directed towards b0 in some such K
′-orientation. We may produce a K-orientation of G,
as described above, by directing {a0,b0} towards b0 and {a1,b1} towards a1. In doing so,
we increase the in-degree of the vertex v by exactly 1, and we do not change the in-degrees
of any other vertices. Hence we have a K-orientation of G(A,V ), and it follows that
P[G(A,V ) is K-orientable | {a0, a1} /∈ E] ≥ FK ′(A′, V ).
We now consider the special case where the in-degree constraint is a constant function
K(v) = k for all k, and we denote by Fk(A,V ) the probability that (A,V ) is k-orientable.
As noted above, for any vertex of degree j > k, if we perform j − k rounds of excess degree
reduction, both the degree of v and the in-degree constraint will drop to j−2(j−k) = 2k−j,
at which point v becomes unconstrained. Thus, by repeated application of lemma 10.2.2,
we have the following corollary.
Corollary 10.2.3. Let (A,V ) be an endpoint partition, and let v be any vertex of degree j
for k < j ≤ 2k. Let {a1, . . . , a2(j−k)} be a set of 2(j − k) endpoints which belong to v, and
let A′ = A− {a1, . . . , a2(j−k)} Then
Fk(A,V ) ≥ Fk(A′, V ).
Proof. Immediate.
Based on lemma 10.2.1 and corollary 10.2.3, we have now established the correctness of
the following algorithm which computes an upper bound, in expectation, on the probability
Fk(A,V ), that G(A,V ) is k-orientable.
Algorithm 10.2.1 (CM k-orientability Process). Given an (even) endpoint partition (A,V ),
repeat the following until success or failure:
1. if A is empty then terminate with success; otherwise choose a vertex v of minimum
positive degree;
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2. if deg(v) > 2k, terminate with failure;4
3. if deg(v) ≤ k, repeat the following loop until v is empty:
3a. remove an endpoint from v;
3b. remove an endpoint chosen uniformly at random;
4. if deg(v) = j for k < j ≤ 2k, first remove 2(j − k) endpoints from v; then repeat the
loop in step 3 until v is empty.
Theorem 10.2.4. The probability that the CM k-orientability process terminates with suc-
cess is at most Fk(A,V ).
Proof. Immediate.
10.2.2 Intuitive Motivation
Before we rigorously analyze this heuristic, we give some informal justification as two
why one might expect, or at least hope, that the excess degree reduction heuristic will
preform reasonably well.
First, any graph (random or otherwise) is k-orientable if and only if its (k + 1)-core
is k-orientable. The behavior of the k-orientation heuristic whenever the minimum degree
is k or less is therefore optimal: we simply choose an unconstrained vertex and direct all
incident edges inwards. Accordingly, the quality of this, or any other k-orientation heuristic,
must therefore be judged based on decisions which are made when the minimum degree is
strictly greater than k.
Also, any graph with average degree greater than 2k is not k-orientable. Hence, even
though the heuristic defined above does not fail until the minimum degree exceeds 2k, we
may as well fail as soon as the average degree exceeds 2k.
4The failure condition will be discussed further in the next section; briefly, though, any graph with mini-
mum degree 2k is k-orientable if and only if this graph is 2k-regular. Moreover, our methods of asymptotic
parametrization cannot distinguish a 2k-regular graph from a graph with o(n) vertices of degree greater
than 2k. Hence, from our perspective, we may as well consider deg(v) ≥ 2k rather than deg(v) > 2k to be
a failure condition
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Now, if the average degree is at most 2k, and the minimum degree deg(v) = j is
strictly greater than k, the typical behavior of the above heuristic is as follows. First, we
remove 2(j−k) endpoints deterministically from the vertex v, at which point the number of
remaining endpoints is j − 2(j − k) = 2k− j. Then, we alternate deterministic and random
removals until v becomes empty, and in most cases, this will result in 2k − j additional
removals of each kind, for a total of
2(j − k) + 2(2k − j) = 2k
total endpoints removed.5
Since only one vertex is removed during such an iteration, then we have a ratio of
2k endpoint removals for each vertex removal. It is therefore evident that, provided that
the average degree is at most 2k at the start of the iteration, the average degree will not
increase at the the end of the iteration. And, if the average degree is strictly less than 2k,
then such an iteration will result in a strict decrease in the average degree.
Intuitively, then, if the average degree does ultimately increase above 2k, this will not
occur during the excess degree reduction part of the heuristic. Indeed, the only iterations
which can cause an increase of the average degree are greedy iterations during which the
heuristic behaves optimally.
Of course, we cannot draw any rigorous conclusions from this observation, since the
fact that the average degree does not increase during excess degree reduction does not imply
that this heuristic is optimal. It may well be the case that, although the average degree does
not increase immediately, the modifications made during excess degree reduction indirectly
cause the average to degree to increase at some later time.
Nevertheless, at least informally, the ratio of 2k endpoints per vertex removed suggests
that this heuristic should succeed in “typical” cases. In fact, as we shall see in section 10.5,
if the residual distribution µ satisfies certain regularity conditions, then a relatively simple
5It may be the case that the number of endpoints removed is strictly less than 2k, but this occurs rarely,
and only if one of the randomly removed endpoints belongs to v. This is discussed further in the next section.
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variation of this average degree argument can be used to demonstrate that the k-orientation
heuristic will succeed on the random graph G(µ), provided that the (k+1)-core has average
degree less than 2k.
On the other hand, the success or failure of the k-orientation heuristic cannot always
be determined from the average degree of the (k+1)-core. Accordingly, our general analysis
of this heuristic, which is described in sections 10.3 and 10.4, does not rely on this average
degree argument, and instead makes use of the differential equations technique.
10.3 Differential Equations for the k-Orientability Process
In this section, we derive a system of differential equations which govern the execution
of the k-orientation process defined above. We will not discuss how to actually solve these
differential equations; this task is postponed to the next two sections.
In certain ways, the k-orientability process resembles the k-core process analyzed in
the previous chapter. In fact, whenever the minimum positive degree is at most k, the
two processes are essentially identical, since random and deterministic steps alternate, and
all deterministic selections have minimum degree. And, even when the minimum degree
exceeds k, the maximum degree of any deterministically chosen endpoint is at most 2k. It
follows that the values of µξ(i) for values of i ≥ 2k (i.e. true degree i ≥ 2k + 1) can be
computed using generating functions as described in the previous chapter, provided that we
are able to determine the relative frequency of random and deterministic steps over time.
However, unlike for the k-core process, random and deterministic steps do not always
alternate, and therefore the solutions to the processes (σt[R]) and (σt[D]) will in general be
non-trivial. Moreover, the number of random and deterministic steps do not uniquely yield
determine µξ(i) for i < 2k, since these degrees are subject to both random and deterministic
removal.
Also, at a granular level, the k-orientation algorithm is somewhat more complicated
than the algorithms we have analyzed previously. This is because the behavior of duration
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of a given iteration of the algorithm depends on the minimum degree at the start of the
iteration. And, since the minimum degree is a discrete quantity, it cannot be scaled and
represented topologically according to our standard methods.
As a result, the definition of the k-orientation process does not immediately translate
to a complete system of differential equations. We shall therefore first derive a preliminary,
but incomplete, set of differential constraints which can indeed be deduced relatively easily
from the process definition. Then, we shall refine these preliminary constraints by ruling
out certain impossible scenarios.
Overview
First, in §10.3.1, we derive some basic differential equations which describe the change
in state during a single iteration of the k-orientation algorithm. Then, in §10.3.2, we discuss
problems related to the minimum degree. In particular, since the true minimum degree
cannot be represented topologically by scaling, we shall instead define a related quantity
called the asymptotic minimum degree, which yields an upper bound on the true minimum
degree.
In §10.3.3 we shall derive certain inequalities which restrict the possible behavior
of the true minimum degree based on the asymptotic minimum degree and the residual
distribution. Then, in §10.3.4, we use these inequalities to compute the ratio dσξ [D]dσξ [R] of
deterministic to random steps as a function of the residual distribution µξ.
At this point we will in fact have a complete system of differential equations which
govern the k-orientation process. However, there are still some remaining issues which
must be addressed. First, due to the discrete dependence on the asymptotic minimum
degree, the formula for
σξ [D]
σξ [R]
as a function of µξ is not continuous. It is therefore not
immediately clear that these differential equations are stable; that is, there may be more
than one solution for a particular initial residual distribution µ. Moreover, aside from the
issue of unique solvability, the k-orientation process will often undergo transitions where
the asymptotic minimum degree and the ratio
dσξ [D]
dσξ [R]
change discontinuously, and in these
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cases, the behavior is not adequately described by differential equations. Hence, in §10.3.5
and §10.3.6, we investigate issues related to stability and transition points.
Finally, in §10.3.7 we discuss the termination of the k-orientation process. Since the
terminal behavior depends on the last o(m) steps of the algorithm, differential analysis
alone cannot guarantee successful termination. However, using results about the w.p.h.p.
non-existence of a k-core from the previous chapter, we are able to derive similar conditions
which guarantee successful termination of k-orientation process.
We then conclude this section in §10.3.8 with a formal theorem statement which
summarizes this system of differential equations and states sufficient conditions under which
the k-orientation algorithm terminates successfully on a given random input graph.
10.3.1 Basic Differential Constraints
We begin by deriving some basic differential constraints which follow immediately
from the definition of the k-orientation process. At a granular level, the behavior of this
process is most easily described in terms of a complete executions of the main loop, rather
than individual endpoint removals. We shall therefore call such a complete execution an
iteration. An iteration consists of several consecutive steps, each of which corresponds to
an individual endpoint removal.
As usual, we will keep track of time based on steps, rather than iterations; hence
the state At denotes the endpoint set after exactly t endpoints have been removed (so
|At| = |A0| − t = m − t). However, we shall also keep track of the total number of
iterations, using notation which will be introduced below.
The behavior of a single iteration obviously depends on the degree of the selected
vertex v, which is the minimum degree at the start of the iteration. We will call this the
degree of the iteration. Now, the algorithm terminates with failure if the maximum degree
ever exceeds 2k at the start of an iteration. Moreover, if the minimum degree reaches 2k,
then unless the graph is precisely 2k-regular, the heuristic will also fail. Hence, for practical
purposes, we will consider the algorithm to have failed if the minimum degree either reaches
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or exceeds 2k.
It follows that the only possible iteration degrees to consider are are 0 < j < 2k. The
following proposition describes the relationship between steps and iterations based on the
iteration degree.
Proposition 10.3.1. For any 0 < j < 2k, all but o(m) iterations of degree j w.e.h.p.
include:
1. exactly min{2j, 2k} total steps;
2. exactly min{j, 2k − j} random steps;
3. exactly one deterministic step of degree i each 1 ≤ i ≤ j.
Proof. An iteration of degree j begins with max{0, 2(j − k)} deterministic steps, each of
which removes a single endpoint from the chosen vertex v of minimum degree degt(v) = j.
After that, deterministic and random steps alternate until all endpoints which belong to
the vertex v have been removed.
Hence, unless an endpoint belonging to v is chosen uniformly at random during this
iteration, the number of deterministic steps will be exactly equal to j. And, since the degree
of v drops by 1 during each such step, then in this case we have exactly one deterministic
removal of degree i for each 1 ≤ i ≤ j.
Also, each of the last
j − max{0, 2(j − k)} = min{j, 2k − j}
deterministic steps are followed by a random step (again assuming that random removals
do not affect v), so in this case we have have min{j, 2k − j} random steps, for a total of
min{2j, 2k} steps of either kind.
Now, if one or more endpoints belonging to v are removed during random steps, then
the total number of steps of either kind may be strictly lower than the totals computed
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above. However, the probability of choosing an endpoint belonging to v during any par-
ticular random step in this iteration is at most j/ |At| = O(1/(m − t)), and it follows
immediately that this occurs o(m) times w.e.h.p. throughout the entire algorithm.
Topological Representation by Measure Processes
We will represent the number of iterations topologically using measure processes as
usual. Hence, we first define the following indicator random variables:
• It[L(j)] = 1 indicates that an new iteration of degree j begins at time t;
• It[L] =
∑2k−1
j=1 It[L(j)] = 1 indicates that an new iteration begins at time t.





thus count the total number of iterations of degree j which have which have occurred so far
(including the iteration which is in progress at time t)6, and similarly for σt[L].
For asymptotic reasoning, these processes are canonically scaled as usual by dividing
by the total duration m. Since the o(m) iterations for which the above proposition fails
to hold do not affect affect the scaled solutions, we may easily deduce w.e.h.p. constraints
which relate the values of σξ[R], σξ[D(i)], and ξ to the σξ[L(j)] for 0 < j < 2k. Since we are
primarily interested in differential analysis, we shall state these constraints in differential
form as follows.










6At a technical level, the beginning of a new iteration is the first time that an endpoint is removed
deterministically from a new vertex v, so the first iteration begins at time t = 1; and, since every iteration
lasts an even number of steps, then new iterations can only begin at odd times.
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and




hold w.e.h.p. for the k-orientation process.
Proof. Immediate.
The Unscaled Degree Distribution
We now discuss the effect of a single iteration on the state At. Now, while our ultimate
objective is to find a solution to the residual distribution process (µt), for algebraic purposes,
we will first describe the change of state in terms of the also work with the unscaled degree
distribution, which is defined by
Λt(i) = |{v ∈ V : degt(v) = i}| .
Since Λt(i) is integer-valued, we will implicitly scale Λt(i) by dividing by the duration
of the process, which is the initial number of endpoints |A| = m. Hence, a solution will
satisfy
Λ⌊ξm⌋(i)/m → Λξ(i)
The reason for dividing by the initial number of endpoints is that the measure processes
σt[i] are also implicitly scaled by dividing by m. And, the increments of Λt(i) are quite
simple to compute from step degrees, since ∆Λt(i) = ∆σt[i+ 1] − ∆σt[i], so scaling Λt(i)
in the same way yields the simple differential constraint
dΛξ(i) = dσξ[i+ 1] − dσξ[i].
It is of course trivial to recover the residual distribution µξ from Λξ, since the total
number of endpoints of residual degree 1 is (i+ 1)Λt(i+ 1), and therefore
µξ(i) =
(i+ 1)Λξ(i+ 1)
1 − ξ .
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Moreover, we will not abandon the residual distribution entirely, since residual distribu-
tion most concisely describes the degrees of random selections via the w.e.h.p. differential
constraint
dσξ[R(i)] = µξ(i− 1)dσξ [R].
By corollary 10.3.2, we can now express dΛξ(j) in terms of iteration degrees as follows.
Proposition 10.3.3. Every w.e.h.p. solution to the k-orientation process satisfies
dΛξ(j) = (µξ(j) − µξ(j − 1))dσξ [R] − dσξ[L(j)]. (10.3)
for j > 0, and
dΛξ(0) = µξ(0)dσξ [R] − dσξ[L]. (10.4)
Proof. As noted above, the degrees of random steps satisfy dσξ[R(j)] = µξ(j − 1)dσξ [R]
w.e.h.p., which accounts for the first term in the (10.3). For the second term, every iteration
of degree less than j includes no deterministic steps of degree either j or j + 1, and all but
o(m) iterations of degree greater than j include one deterministic step of each degree j and
j + 1, and therefore
dσξ[D(j + 1)] − dσξ[D(j)] = −dσξ[L(j)].
For the second equation, we note that dσξ[0] = 0, and therefore dΛξ[0] = dσξ[1]. And,
all but o(m) iterations include one deterministic step of degree 1, while random steps of
degree 1 satisfy dσξ[R(1)] = µξ(0)dσξ [R].
10.3.2 The Asymptotic Minimum Degree
By definition, the degree of an iteration beginning at time t+1 is equal to the minimum
(positive) degree at time t, which we shall denote by
dmint = min{i > 0 : Λt(i) > 0}.
However, the minimum degree is not asymptotically “visible,” since even if Λξ(i) = 0 for
0 < i < j, we may have o(m) vertices of degrees lower than j at time t = ⌊ξm⌋. Accordingly,
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we will instead work with a related quantity called the asymptotic minimum degree, which
is similarly defined by
dminξ = min{i > 0 : Λξ(i) > 0}.
Note that the asymptotic minimum degree is a function of the solution to the process,
and not the process itself. In other words, the asymptotic minimum degree cannot be
determined from the sample path, and is only meaningful in the asymptotic limit. In the
terminology of chapter 4, the condition that dminξ = j is a meta-event, which can be








As discussed above, the condition dminξ = j does not necessarily imply that the
true minimum degree satisfies dmin⌊ξm⌋ = j, and thus the relationship between dminξ and
iteration degrees is non-trivial. On the other hand, we may observe that if dminξ = j, then
we must have
Λ⌊ξm⌋(j)
m → Λξ(j) > 0, which in turn implies that Λ⌊ξm⌋(j) = Ω(m) > 0.
Therefore, the asymptotic minimum degree is an upper bound on the true minimum
degree. We may derive the following bound on iteration degrees.
Proposition 10.3.4. The constraint dσξ[L(i)] = 0 for i > dminξ holds u.a.
Proof. As noted above if dminξ = j then Λ⌊ξm⌋(j) = Ω(m); and, since the increments of the
unscaled distribution are bounded by |∆Λt(j)| ≤ 1 (always), then in this case we must also
have Λt(j) = Ω(m) for an entire neighborhood t/m ∈ (ξ − ǫ, ξ + ǫ).7 Hence, no iterations
of degree strictly greater than dminξ = j can take place in this neighborhood, and we have
dσξ[L(i)] = 0 for i > j.
7Indeed, perhaps the closest analogy to the asymptotic minimum degree which can actually be observed
from the sample path is the maximum value of dmint for t in a small neighborhood of ⌊ξm⌋. However, this
is not quite accurate, since it may be the case that dminξ = j and yet dmint < j for all t ∈ (ξ − ǫ, ξ +
ǫ)Accordingly, it is best to think of dminξ as simply a property of the solution which is only meaningful
asymptotically.
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Of course, this equation does not specify the exact values of dσξ[L(j)]/dξ for all j.
However, as we shall see, these derivatives are in fact uniquely determined by this upper
bound, along with the constraints derived above in corollary 10.3.2 and proposition 10.3.3.
The Continuation of (dminξ)
Since (dminξ) is a discrete function, the derivative is not a particularly useful tool
reasoning about its behavior in a small neighborhood of a particular point ξ. Hence, we
shall instead work with the continuation for this purpose; as defined in chapter 4, the
continuation of the function (dminξ) at a point ξ, which is denoted by
dminξ+
is the equivalence class of functions containing (dminξ), based on the relation (fξ) ≡ (gξ) if
and only if there exists ǫ > 0 such that fζ = gζ for all ζ ∈ (ξ, ξ + ǫ).
Accordingly, if dminξ+ = j then dminζ = j for j ∈ (ξ, ξ + ǫ). Of course, it is
not necessarily the case that for each ξ, there exists a constant j such that dminξ+ = j.
Nevertheless, we may still reason about the continuation using inequalities. In particular
we have the following basic proposition.
Proposition 10.3.5. The constraint dminξ+ ≤ dminξ holds u.a.
Proof. If dminξ = j then Λξ(j) > 0, and hence by continuity, Λζ(j) > 0 for j ∈ (ξ, ξ+ǫ).
We may also relate continuation dminξ+ to the differentials dΛξ(i) as follows. First,
recall that, as discussed in chapter 3, we are working with right-derivatives, meaning that,
for a function (fξ), the expression
dfξ







if this limit exists.
Similarly to the continuation, even if the right-derivative of a particular function does
not exist, we may still reason about its differential behavior using inequalities. For example,
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if dfξ > 0, then the function (fξ) must be strictly increasing at ξ, meaning that there exists
ǫ > 0 such that fζ > fξ for ζ ∈ (ξ, ξ+ ǫ). Another important fact about the right-derivative








These observations allow us to derive the following basic inequalities.
Proposition 10.3.6. The following constraints hold u.a.:
1. if dΛξ(i) > 0 then dminξ+ ≤ i;
2. if dminξ+ < i then dσξ[L(i)] = 0.
Proof. For the first claim, recall that (Λξ(i)) is a non-negative function, and hence if
dΛξ(i) > 0 then Λζ(0) > Λξ(j) ≥ 0 for ζ ∈ (ξ, ξ + ǫ), and therefore by definition dminζ ≤ j
in this interval.
For the second claim, if dminζ ≤ j holds for ζ ∈ (ξ, ξ + ǫ), then for any i > j, we
have dσζ [L(i)] = 0 in this interval. It thus follows by right-continuity that dσξ[L(i)] = 0 as
well.
10.3.3 Derived Constraints and Inequalities
The differential constraints we have derived so far are relatively elementary, in that
they all follow immediately either from the definition of the k-orientation process, or from
basic facts about continuous functions. However, by combining these constraints, we can
now derive two more powerful inequalities on the differentials dσξ[L(i)], which, as we shall
see, will ultimately yield exact expressions for
dσξ[L(i)]
dξ as function of the residual distribution
µξ and the asymptotic minimum degree dminξ.
We first consider a situation where Λξ(j) = 0 for some given degree j. In this case, the
number of vertices of degree j is o(m) (but, as noted above, not necessarily 0). And, since
every iteration of degree j removes a vertex of degree j, then the number of such iterations
327
in an interval (ξ, ξ+ǫ) is bounded above by the number of newly produced vertices of degree
j.
Since the only way to produce a new vertex of degree j is via a random removal of
degree j + 1 (i.e. residual degree j), then if Λξ(j) = 0, we may bound dσξ[L(j)] based on
µξ(j) as follows.
Proposition 10.3.7. The constraint
dσξ[L(j)] ≤ µξ(j)dσξ [R] whenever Λξ(j) = 0, (10.5)
holds w.e.h.p. for all ξ ∈ [0, 1).
Proof. Note that if Λξ(j) = 0 then µξ(j − 1) = 0, and therefore equation (10.3) from
proposition 10.3.3 yields
dΛξ(j) = µξ(j)dσξ [R] − dσξ[L(j)]. (10.6)
Since (Λξ(j)) is non-negative, then we must have dΛξ(j) ≥ 0, and therefore dσξ[L(j)] ≤
µξ(j)dσξ [R].
While the absence of vertices of degree j limits the number of possible iterations of
degree j, the presence of vertices of degree j limits the number of possible iterations of
degrees greater than j. Specifically, every random endpoint removal produces a new vertex
of degree j with probability µξ(j) > 0. And, since the degree of any iteration is equal to
the (true) minimum degree dmint, an iteration of degree j + 1 cannot occur until all lower
degree vertices have been removed. This observation allows us to derive an upper bound
on dσξ[L(j + 1)] based on µξ(j).
Proposition 10.3.8. The constraint
dσξ[L(j + 1)] ≤ max{0, dσξ [L] − dσξ[R]µξ(j)} (10.7)
holds w.e.h.p. for all ξ ∈ [0, 1).
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Proof. First, note that it suffices to prove that (10.7) holds outside of a set of measure zero,
since in this case, due to the continuity of the function (µξ(j)), this inequality will extend
to all ξ ∈ [0, 1).
Moreover, if Λξ(j) > 0, then dσξ[L(j + 1)] = 0 by proposition 10.3.4, so (10.7) holds
trivially, so it suffices to consider the case where Λξ(j) = 0.
If Λξ(j) = 0, then the differential dΛξ(j) will once again satisfy equation (10.6). Also,
since (Λξ(j)) is non-negative, then we must have dΛξ(j) ≥ 0. Now, the function (Λξ(j))
is Lipschitz continuous and therefore almost everywhere (right-) differentiable. Hence, we
may restrict our attention to values of ξ for which the right-derivative
dΛξ(j)
dξ exists. In this
case, we may assume that either dΛξ(j) = 0 or dΛξ(j) > 0.
If dΛξ(j) > 0 then we must have dminξ+ ≤ j and therefore dσξ[L(j + 1)] = 0 by the
proposition 10.3.6. Therefore, the only remaining case to consider is if both Λξ(j) = 0 and
dΛξ(j) = 0. In this situation, (10.6) yields the strict equality
dσξ[L(j)] = dσξ[R]µξ(j),




dσξ[L(i)] ≥ dσξ[L(j + 1)] + dσξ[L(j)].
10.3.4 Deterministic and Random Selections
Using the differential inequalities from propositions 10.3.7 and 10.3.8, we are now able
to compute the frequency of deterministic and random steps as a function of the residual
distribution µξ. Since dσξ[D] + dσξ[R] = dξ, then both dσξ[D] and dσξ[R] are uniquely





As usual, this expression refers to the right-derivative θξ = limǫ→0+
σξ+ǫ[D]−σξ[D]
σξ+ǫ[R]−σξ[R] . As
we shall see, for any w.e.h.p. solution to the k-orientation process, both functions (σξ[D])
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and (σξ[R]) will be right-differentiable for all ξ, and the ratio θξ will be strictly positive and
finite.
Now, by proposition 10.3.1, both dσξ[D] and dσξ[R] can be computed directly from
the dσξ[L(i)], and therefore it suffices to determine each dσξ[L(i)] based on µξ. As a first
step, we combine the two inequalities derived above as follows.
Proposition 10.3.9. The following hold w.e.h.p. whenever dminξ = j + 1:
1. dσξ[L(i)] = 0 for i /∈ {j, j + 1};
2. if µξ(j) ≥ 1min{j,2k−j} then dσξ[L(j + 1)] = 0;
3. if µξ(j) <
1
min{j,2k−j} then dσξ[L(j + 1)] > 0 and
dσξ[L(j)] = µξ(j)dσξ [R]. (10.8)
Proof. For the first claim, note that if dminξ > i+2, then Λξ(i+1) = 0, and since the residual
degree is one greater than the true degree, this means that µξ(i) = 0 as well. In this case, the
inequality (10.5) from proposition 10.3.7 immediately yields dσξ[L(i)] ≤ µξ(i)dσξ [R] = 0.
Now, the fact that dσξ[L(i)] = 0 implies that dσξ[L] = dσξ[L(j)] + dσξ[L(j + 1)], and
we may therefore express (10.7) from proposition 10.3.8 in terms of dσξ[L(j)] by
dσξ[L(j)] = dσξ[L] − dσξ[L(j + 1)]
≥ dσξ[L] − max{0, dσξ [L] − µξ(j)dσξ [R]}
≥ min{dσξ [L], µξ(j)dσξ [R]}.
Also, since dminξ = j + 1, then Λξ(j) = 0, and hence proposition 10.3.7 is applicable
and yields the opposite inequality dσξ[L(i)] ≤ µξ(j)dσξ [R]. Hence, at this point there are
only two possibilities:
1. dσξ[L(j)] < µξ(j)dσξ [R] and dσξ[L(j)] = dσξ[L] (in which case dσξ[L(j + 1)] = 0);
2. dσξ[L(j)] = µξ(j)dσξ [R].
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In order to complete the proof, we now show that only one of these two cases is possible
for any given µξ(j). First, as computed in proposition 10.3.1, all but o(m) iterations of
degree j include exactly min{j, 2k− j} random steps. It follows that, if dσξ[L(j)] = dσξ[L],
then
dσξ[R] = (min{j, 2k − j})dσξ [L(j)].
In particular, if µξ(j) ≤ 1min{j,2k−j} , then we would have
µξ(j)dσξ [R] ≤ dσξ[L(j)].
Hence, if µξ(j) ≤ 1min{j,2k−j} , the first of these two possibilities cannot occur, and thus we
must have dσξ[L(j)] = µξ(j)dσξ [R].
Moreover, even if dσξ[L(j)] < dσξ[L], the fact that iterations of degree j include
min{j, 2k − j} random steps still yields the inequality
dσξ[R] ≥ (min{j, 2k − j})dσξ [L(j)].
Therefore, if µξ(j) >
1
min{j,2k−j} , then we have
µξ(j)dσξ [R] > dσξ[L(j)],
and we can rule out the second of the two possibilities listed above.





Proposition 10.3.10. For every w.e.h.p. solution to the k-orientation process, ratio θξ =
dσξ [R]
dσξ [D]
is determined as follows:
1. if dminξ ≤ k then θξ = 1;
2. if dminξ = j + 1 > k and µξ(j) ≥ 12k−j then θξ =
j
2k−j ;
3. if dminξ = j + 1 > k and µξ(j) ≤ 12k−j , then
θξ =
j + 1 − 2kµξ(j)
2k − j − 1 . (10.9)
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Proof. First, if dminξ ≤ k, then all iterations have degree at most k, and since each such
iteration includes the same number of random and deterministic steps (as in the k-core
algorithm), then we have dσξ[D] = dσξ[R], and hence θξ = 1.
If dminξ = j + 1 > k and µξ(j) ≥ 12k−j , by proposition 10.3.9, we have dσξ[L(j)] =
dσξ[L] and dσξ[L(j+1)] = 0. Hence, by proposition 10.3.1, each iteration will include 2k−j
random steps and j deterministic steps, for a ratio of θξ =
j
2k−j .
Finally, in the non-trivial case where µξ(j) ≤ 12k−j and dminξ = j + 1 > k, first
note that iterations of degree either j + 1, j ≥ k include 2k total steps, and thus we have
dσξ[L] = dξ/2k. The frequency of random steps can therefore be expressed as
dσξ[R] = (2k − j − 1)dσξ [L(j + 1)] + (2k − j)dσξ [L(j)]
=
(
2k − j − 1
2k
)
dξ + dσξ[L(j)]. (10.10)
Moreover, in this case, proposition 10.3.9 yields the equation
dσξ[L(j)] = µξ(j)dσξ [R].




2k − j − 1
(1 − µξ(j))2k
, (10.11)









(1 − µξ(j))2k − (2k − j − 1)
2k − j − 1
=
j + 1 − 2kµξ(j)
2k − j − 1 .
10.3.5 Stability Conditions
At this point, the task of deriving a complete set of differential constraints is complete,




dξ as a function
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of the residual distribution µξ. However, the expression for θξ is a continuous function of
the residual function µξ, since θξ depends on the asymptotic minimum degree dminξ. Of
course, if dminξ ≤ k then we have θξ = 1 regardless of the actual asymptotic minimum
degree. But if dminξ > k, then a small change in µξ can, in principle, result in a change in
dminξ which in turn can discontinuously change the value of θξ.
Due to this possibility, it is not immediately evident that the system of differential
equations determined above will have a unique solution. Nevertheless, if we are able to
prove that dminξ = j+1 holds for some extended interval ξ ∈ (ζ1, ζ2), then (10.9) expresses
θξ as a Lipschitz continuous function of µξ(j). It follows that, under the assumption that
dminξ remains constant, these differential equations are indeed uniquely solvable in such
an interval.8
Accordingly, if we are able to compute a solution for some sub-interval ξ ∈ [0, ζ], and
we can demonstrate that the continuation dminζ+ = j for some fixed j, then this solution
can be extended uniquely to some larger interval ξ ∈ [0, ζ + ǫ]. We now derive conditions
which imply that dminξ+ remains constant. First, recall that the continuation satisfies the
upper bound
dminξ+ ≤ dminξ .
Intuitively, this means that the asymptotic minimum degree cannot increase “unexpect-
edly,” and we only need to guard against sudden drops in dminξ. Using the bounds on
dσξ[L(i)], we may deduce the following lower bound on dminξ+ .
Proposition 10.3.11. If dminξ > j and µξ(j) <
1
min{j,2k−j} then dminξ+ > j.
Proof. First, since the function ξ 7→ µξ(j) is continuous, there exists ǫ > 0 such that
µζ(j) <
1
min{j,2k−j} for ζ ∈ [ξ, ξ + ǫ). We claim that dminζ ≥ j + 1 in this interval.
Note that the set
X = {ζ ∈ [ξ, ξ + ǫ) : dminζ ≤ j}
8Since the system is infinite dimensional, the unique solvability is not quite immediate from the Lipschitz
condition; however, the results from previous chapters imply that, in this particular case, the infinite-
dimensionality is not an issue.
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is the inverse image of the open set (0,∞) under the continuous mapping ξ 7→∑ji=1 Λξ(i),
and hence X is an open subset of (ξ, ξ+ ǫ). Moreover, since dminξ > j by assumption, then
ξ /∈ X , and therefore X ⊆ (ξ, ξ + ǫ).
It follows that X can be expressed as the disjoint union of open intervals, and therefore,
unless X is empty, there must exist some (ξ0, ξ1) ⊆ X for which ξ0 /∈ X and therefore
dminξ0 > j.
In this case, we have dminξ+0
≤ j, and hence by right-continuity dσξ0 [L(i)] = 0 for
i > j. Moreover, since dminξ0 > j, then dσξ0 [L(i)] for i < j ≤ dminξ0 −1. Hence, the only
possible value of i such that dσξ0 [L(i)] > 0 is i = j, and thus we have dσξ0 [L] = dσξ0 [L(j)].
This immediately implies that dminξ0 must be exactly equal to j+1 since otherwise we
would have dσξ0 [L(j)] = 0 as well. However, by assumption, we have µξ0(j) <
1
min{j,2k−j} ,
and proposition 10.3.9 thus implies that dσξ0 [L(j + 1)] > 0. This is a contradiction, and
therefore such a ξ0 cannot exist in [ξ, ξ + ǫ), and it follows that X must be empty.
This lower bound, combined with the fact that dminξ+ ≤ dminξ for all ξ, yields the
following stability condition for the asymptotic minimum degree.
Corollary 10.3.12. If dminξ = j + 1 and µξ(j) <
1
min{j,2k−j} then dminξ+ = j + 1.
Proof. Immediate.
10.3.6 Transitions
Based on the stability conditions derived above, a qualitative picture of the high-level
behavior of the k-orientation process begins to emerge. We shall characterize this behavior
as follows:
• a stable interval is an open interval ξ ∈ (ζ1, ζ2) during which dminξ remains constant;
• a transition point is any ξ which does not belong to a stable interval (i.e. a discontinuity
in the function (dminξ).
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As discussed above, the ratio the ratio θξ =
dσξ [R]
dσξ[D]
depends continuously on µξ in any stable
interval, and thus these differential equations are uniquely solvable in such in interval.
Moreover, if dminξ ≤ k holds for ξ ∈ (ζ1, ζ2), then θξ = 1 will hold for this entire interval,
regardless of the exact value dminξ. For this reason, we will generally consider such an
interval to be “stable,” and we will only examine transitions which involve iteration degrees
strictly greater than k.
In principle, there are various kinds of discontinuities which can occur in the function
(dminξ), but we will restrict our attention to the following basic scenarios:
• an increasing transition, where dminξ = j + 1 and dminζ = j for ζ ∈ (ξ − ǫ, ξ);
• an decreasing transition, where dminξ = j + 1 and dminζ = j for ζ ∈ (ξ, ξ − ǫ).
As noted, these are not the only possible kinds of discontinuities; moreover, these two
kinds of transitions can occur at the same point. And, more problematically, we might
encounter essential discontinuities, for which every neighborhood (ξ, ξ + ǫ) (or (ξ − ǫ, ξ))
contains ζ1, ζ2 such that dminζ1 6= dminζ2 . However, it is not our intention to catalog and
individually rule out every possible kind of degenerate behavior, and, for our purposes, it
will suffice to analyze jump discontinuities of the kind described above.
For either of these transitions, note that value of dminξ is greater than the value of
dminζ in the adjacent open interval. This is due to the fact that, the set
{ξ : dminξ ≤ j}
is an open subset of [0, 1). As such, increasing and decreasing transitions differ qualitatively
in certain respects.
Increasing transitions can be detected by continuity from the left-hand limit µξ =
limζ→ξ− µζ . Of course, in principle, the same holds for decreasing transitions and right-
hand limits. However, the situation is not quite symmetric, since we will generally be
attempting to solve for µζ in an interval ζ ∈ (ξ, ξ + ǫ) given the value of µξ and not vice-
versa. For this reason, decreasing transitions are slightly more complicated than increasing
transitions.
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Finally, before we proceed to discuss transitions at a more rigorous level, we point out
once again that the asymptotic minimum degree depends on the solution to the process, and
cannot be determined from the sample path. Hence, a change in the asymptotic minimum
degree does not necessarily correspond to any specific event or hitting time.
Indeed, the true minimum degree dmint often changes from one iteration to the next,
and hence a change in dmint does not indicate a transition point. On the other hand,
changes on the asymptotic degree are “rare,” and typically signal a qualitative change in
behavior for the underlying process. However, since dminξ is not observable from the sample
path, then it is not generally possible to determine exactly (i.e. in which discrete time step)
this change in behavior occurs.
Increasing Transitions
As noted above, increasing transitions can be detected by left-hand limits, and thus,
from the point of view of computing a unique solution to the given system of differential
equations, there is really nothing else we need to prove. That is, if we are able to compute
a solution in some stable interval ξ ∈ (ζ1, ζ2), for which dminξ = j, this solution extends by
continuity to ζ2. If dminζ2 > j, then an increasing transition has “already occurred,” and
we may now attempt to extend the solution to an interval [ζ2, ζ2 + ǫ) using the values µζ2
and dminζ2 .
Hence, the stability conditions in §10.3.5 already provide necessary and sufficient
conditions for an increasing transition to occur. Nevertheless, we shall supplement this
analysis with the following simple proposition, which describes the possible values of µξ(j)
for which an increasing transition to dminξ = j + 1 > k can occur.
Proposition 10.3.13. Assume µξ(j) >
1
2k−j for j ≥ k and 0 < ξ < 1. Then dminξ ≤ j.
Proof. Assume the contrary, so there exists ξ ∈ (0, 1) such that µξ(j) > 12k−j and dminξ =
j + 1. In this case µξ(i) = 0 for i < j, and thus by continuity we may choose ǫ > 0 such
that




for ζ ∈ [ξ − ǫ, ξ].
Now, recall that by proposition 10.3.3, we have
dΛζ(j) = (µζ(j) − µζ(j − 1))dσξ [R] − dσζ [L(j)].
We now claim that dΛζ(j) > 0 for ζ ∈ [ξ − ǫ, ξ]. First, since every iteration of any degree
includes at least one random step, then dσζ [R] > 0, and hence we have the strict inequality
(µζ(j) − µζ(j − 1))dσζ [R] >
dσζ [R]
2k − j .




2k − j .
It follows that dΛζ(j) > 0 for ζ ∈ [ξ−ǫ, ξ], which means that Λζ(j) is strictly increasing
in this interval. This in turn implies that Λξ(j) > 0, which contradicts the assumption that
dminξ = j + 1, and the proof is complete.
In particular, this proposition implies that in order for an increasing transition to
dminξ = j + 1 > k to occur, we must have µξ(j) ≤ 12k−j . And, if this inequality is strict,
meaning that µξ(j) <
1
2k−j , then proposition 10.3.11 implies µξ+ = j + 1 as well, in which
case we have a “clean” transition between two stable intervals of different degrees (i.e. a
jump discontinuity).
Decreasing Transitions
Decreases in the asymptotic minimum degree cannot be detected by left-hand limits
in this way, and the analysis of such transitions is therefore slightly more involved. However,
based on propositions 10.3.11 and 10.3.14, we already have a certain amount of information
about decreasing transitions.
Specifically, if dminξ = j + 1 > k and µξ(j) <
1
2k−j then proposition 10.3.11 ensures




2k−j cannot hold for any ξ > 0 such that dminξ = j + 1. Hence, unless ξ = 0, the
only possible state for which a decreasing transition can occur is if µξ(j) =
1
2k−j .
Now, the fact that µξ(j) =
1
2k−j does not immediately imply a decreasing transition
(although, in “typical” cases, a decreasing transition does indeed occur). In order to deter-
mine the behavior of dminξ+ in this situation, we must take into account the values of µξ(i)
for i > j. The basic scenarios under which a decreasing transition takes place are listed in
the following proposition.
Proposition 10.3.14. Assume that dminξ = j + 1 > k. Then:
1. dminξ+ ≥ j;
2. if µξ(j) >
1
2k−j then dminξ+ = j;
3. if µξ(j) =
1
2k−j and
µξ(j + 1) >
j(2k − j − 1)
(j + 1)(2k − j)2 , (10.12)
then dminξ+ = j.
Proof. The first claim follows immediately from 10.3.11, since if dminξ = j + 1 then µξ(j −
1) = 0 and therefore dminξ+ > j−1. For the second claim, note that by proposition 10.3.14,
the conditions µξ(j) >
1
2k−j and dminξ = j + 1 > k cannot occur for ξ > 0, and hence this
is only possible in the initial state ξ = 0. In this case, by continuity, we have µζ(j) >
1
2k−j
for ζ ∈ (0, ǫ), and hence dminζ ≤ j for all such ζ, which implies that dminξ+ ≤ j. And, by
the first claim, this in turn implies that dminξ+ = j.
For the final claim, we shall prove that, under these assumptions, we must have
dµξ(j) > 0, which implies that µζ(j) >
1
2k−j in some neighborhood ζ ∈ (ξ, ξ + ǫ). If this is
indeed the case, we may then we may conclude by proposition 10.3.13 than dminζ ≤ j in
this interval, and therefore dminξ+ = j.
To establish that dµξ(j) > 0, we recall that, by proposition 10.3.9, if dminξ = j and
µξ(j) =
1






2k − j .
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Using the basic equation for the dµξ(j) in terms of random and deterministic selections
from chapter 5, we may now compute
dµξ(j) =















(j + 1)µξ(j + 1) − j
(






1 − ξ .





µξ(j), then dµξ(j) > 0. And, since
µξ(j) =
1
2k−j , this condition is equivalent to
µξ(j + 1) >
j(2k − j − 1)
(j + 1)(2k − j)2 .
Now, this proposition clearly does not cover all possible cases where µξ(j) =
1
2k−j ,
since if µξ(j+1) ≤ j(2k−j−1)(j+1)(2k−j)2 , we are once again unable to predict the continuation dminξ+ .
Nevertheless, it is relatively straightforward to continue along these lines and determine
dminξ+ for a progressively larger set of specific situations. For instance, as one would expect,
it can be shown that if the inequality in (10.12) is reversed, so µξ(j + 1) <
j(2k−j−1)
(j+1)(2k−j)2 ,
then dminξ+ = j + 1 (although this fact is not quite immediate, and the proof requires
more effort than for the above proposition). And, if strict equality holds, we must examine
µξ(j + 2), and so on.
However, for the purposes of this chapter, proposition 10.3.14 will suffice. This is
because in “typical” situations, if µξ(j) =
1
2k−j we will in fact have µξ(j+1) >
j(2k−j−1)
(j+1)(2k−j)2 ,
and thus a decreasing transition will take place. Quite informally, this is because, in order
for µξ(j) to reach the transitional value
1
2k−j in the first place, dµζ(j) will (in “most” cases)
have been strictly positive some neighborhood ζ ∈ (ξ− ǫ, ξ). And, unless dµζ(j) drops to 0
at exactly the same time that µξ(j) reaches
1
2k−j , the inequality (10.12) will be satisfied.
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10.3.7 Termination
In principle, by solving the system of differential equations derived above, we may
compute a solution to µξ for all ξ ∈ [0, 1) which corresponds to the sample path of the k-
orientation algorithm on a random input path. However, ultimately, all we are interested is
whether this algorithm terminates successfully, and this information cannot be ascertained
from the values µξ for ξ ∈ [0, 1).
On one hand, if the asymptotic minimum degree increases to 2k at some point ξ < 1,
then we may conclude that the k-orientation heuristic terminates with failure.9 Of course,
this not imply that the input graph G(µ) is not k-orientable, since our heuristic is not
guaranteed to succeed on all k-orientable graphs. But, it does imply that the k-orientability
of G(µ) cannot be determined using this particular methodology.
On the other hand, if the solution to (µξ) extends to all ξ ∈ [0, 1) without dminξ
ever reaching 2k, this does not imply that the algorithm terminates successfully. All we
can conclude is that w.e.h.p., for any fixed ǫ > 0, the algorithm does not fail at any time
t < (1 − ǫ)m.
In order to show that the algorithm actually terminates successfully, some additional
work is required. In fact, the condition that dminξ < 2k for all ξ ∈ [0, 1) is not sufficient
to imply successful termination. In order to conclude that the algorithm terminates suc-
cessfully, we require not only that dminξ < 2k, but also that dminξ drops down to k and
remains at most k for some fixed interval ξ ∈ (1 − ǫ, 1).
Proposition 10.3.15. Let µ be a distribution with first moment M(µ) <∞,10 and assume
9This is not quite immediate, since even if dminξ = 2k, the graph may be k-orientable if every remaining
vertex has degree exactly 2k. It is not difficult to show that this cannot occur for any ξ < 1; that is, if dminξ
reaches 2k at some ξ < 1 then we must have Λξ(2k) < 1 (unless both ξ = 0 and Λξ(2k) = 1 by specification),
and therefore the average degree is strictly greater than 2k, so the heuristic fails. We omit the proof of this
fact, since, as mentioned above, the failure of this heuristic does not imply that G(µ) is not k-orientable, so
we are only interested in conditions which imply that the heuristic succeeds.
10The assumption M(µ) < ∞ may appear redundant, since any graph with average degree greater than
2k is no k-orientable. However, M(µ) is the first moment of the residual distribution, which corresponds
to the second moment of the degree distribution by M(µ) = M2(λ)/M(λ), and hence it is quite possible to
have M(µ) = ∞ even if the average true degree satisfies M(λ) < 2k.
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that there exists a fixed ǫ > 0 such that every w.e.h.p. solution to the k-orientability process
satisfies dminξ ≤ k for all ξ ∈ (1 − ǫ, 1).
Then any random graph G = G(µ) for which the maximum degree is O(m1/8−Ω(1)),
and such that M(µG) →M(µ), is k-orientable w.p.h.p.
Proof. Note that in this case, we have θξ = 1 for ξ ∈ (1 − ξ, 1), and hence random and
deterministic steps alternate as in the core algorithm. Moreover, the fact that dminξ ≤ k
for ξ ∈ (1− ǫ, 1) implies that the residual distribution µζ at time ζ = 1− ǫ is such that the
(k + 1)-core of the random graph G(µζ) has size o(m) w.e.h.p.
And, as shown in the previous chapter, the degree bound of O(m1/8−Ω(1)) implies that
the k-core of this graph is w.p.h.p. empty, and hence the k-orientability process terminates
successfully w.p.h.p.
10.3.8 A Formal Theorem Statement
We conclude this chapter with a formal statement which describes the entire system
of differential equations which governs the k-orientation process.
Theorem 10.3.16. Consider the following system of differential equations.
• The state consists of:
1. non-negative R-valued functions (µξ(i)) for i ∈ Z∗, (σξ[R]), and (σξ[D]), each of
which have domain ξ ∈ [0, 1);
2. the discrete function (dminξ) defined by
dminξ = min{i ≥ 1 : µξ(i− 1) > 0};
3. the equations σξ[R] + σξ[D] = ξ and
∑∞
i=0 µξ(i) = 1 hold for all ξ.
• For ξ > 0, the differential equations are:
1. if dminξ ≤ k then dσξ [R]dσξ [D] = 1;
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j + 1 − 2kµξ(j)
2k − j − 1 (10.13)
3. if i < dminξ −1 then dµξ(i) = 0;
4. if i ≥ dminξ then
dµξ(i) =
((i+ 1)µξ(i+ 1) − iµξ(i)) dσξ[R] + µξ(i)dσξ [D]
1 − ξ . (10.14)
For a given distribution µ with first moment M(µ) < ∞, assume that every solution
to the above system of differential equations, with initial condition µ0 = µ, satisfies:
1. dminξ < 2k for ξ ∈ [0, 1), and
2. dminξ ≤ k for ξ ∈ (1 − ǫ, 1), for some fixed ǫ > 0.
Then the k-orientation heuristic succeeds w.p.h.p. for a random graph G = G(µ)
satisfying M(µG) →M(µ), and with maximum degree m1/8−Ω(1).
Proof. This is more or less immediate due to the various differential constraints derived
throughout the section. In particular, the non-differential constraints hold by definition:
σξ[R]+σξ[D] = ξ is clear since every step is either deterministic or random, and
∑∞
i=0 µξ(i) =
1 holds since the residual distribution is a proper probability distribution.
We may review the source of the four differential constraints listed above as follows.
First, if dminξ ≤ k, random and deterministic steps alternate, so we have θξ = dσξ[D]dσξ[R] = 1. If
dminξ = j+1 > k, then (10.13) follows from proposition 10.3.10, provided the µξ(j) ≤ 12k−j .
And, by proposition 10.3.13, for any ξ > 0 such that dminξ = j + 1 > k, we must indeed
have µξ(j) ≤ 12k−j , hence this equation covers all possible cases.
The third constraint, that dµξ(i) = 0 for i < dminξ −1 is not quite immediate.
However, since dminξ+ ≥ dminξ −1 by proposition 10.3.14, we must at least have µζ(i) = 0
for ζ ∈ (ξ, ξ + ǫ) when i < dminξ −2, which implies that dµξ(i) = 0. For the case i = j − 1,
since true degree is one greater than residual degree, it suffices to show that dΛξ(j) = 0.
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In this case, we recall that, due to the fact that µξ(j − 1) = 0, we have
dΛξ(j) = µξ(j)dσξ [R] − dσξ[L(j)].
Again, if dminξ = j+1 for ξ > 0, then µξ(j) ≤ 1min{j,2k−j} , in which case proposition 10.3.9
implies that dσξ[L(j)] = µξ(j)dσξ [R], and therefore dΛξ(j) = 0.
Now, we note that these differential equations do not explicitly determine dµξ(j) when
j + 1 = dminξ. But, using the fact that the µξ(i) must sum to 1, along with the constraint
dµξ(i) = 0 for i < j, we may compute




Finally, by proposition 10.3.15, if the asymptotic minimum degree never reaches 2k,
and also dminξ ≤ k for ξ ∈ (1−ǫ, 1), then proposition 10.3.15 implies successful termination.
10.4 Solving the System of Differential Equations
Theorem 10.3.16 constitutes a set of conditions which are sufficient (but not (neces-
sarily) necessary) to establish that a random graph G(µ) is w.p.h.p. k-orientable. However,
for any given distribution µ, in order to verify these conditions, we must actually solve
these differential equations and then show that the asymptotic minimum degree satisfies
dminξ ≤ k for some interval ξ ∈ (1 − ǫ, 1). Hence, while in principle we might consider
the problem of determining the outcome of the k-orientation heuristic to be “solved,” in
practice, some additional work is required if we wish to actually invoke this theorem.
Moreover, the system of differential equations from theorem 10.3.16 is not particularly
“easy” to solve. As usual, we have the issue of infinite-dimensionality, but based on the
techniques developed in previous chapters, this issue is not overly problematic. A more
substantial difficulty is the fact that the expression for θξ =
dσξ[D]
dσξ [R]
is not continuous as a
function of µξ. In fact, although in the previous section, we were able to show that, in
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“typical” situations, the continuation dminξ+ is constant, and therefore these differential
equations are stable, we have not covered all possible transitional scenarios. Hence, based
on our current results, we cannot guarantee that this system of differential equations is
uniquely solvable.
Due to these complications, we are not able to solve these differential equations in
general form. In the next section, we will show that, for a certain restricted class of distri-
butions, the fact that the k-orientation heuristic will succeed for the random graph G(µ)
can be verified algebraically without explicitly solving any differential equations. However,
for an arbitrary residual distribution µ, at present, the best technique we can offer for de-
termining the outcome of this heuristic is to actually solve these differential equations on a
case by case basis.
In this section, we discuss certain methods for computing such a solution. These
methods make use of the Taylor approximations of the probability generating function which
were introduced in the previous chapter for the purpose of studying the k-core of G(µ). As
we shall see, despite the fact that the system of differential equations from theorem 10.3.16
is both infinite-dimensional and discontinuous, using these techniques, finding a solution is
not intractably difficult (in most cases).
Nevertheless, as noted above, we are not able to find a “clean” general solution for
an arbitrary distribution µ, and hence we will not attempt to produce a rigorous theorem
statement which determines whether the k-orientation will succeed based on algebraic prop-
erties of µ. Indeed, sufficient conditions for the success of this heuristic have already been
derived in theorem 10.3.16. In this section, our objective is merely to illustrate, primarily by
example, how generating functions can be used to verify the conditions of theorem 10.3.16
for a given residual distribution µ.
10.4.1 Overall Strategy
At a high level, the execution of the k-orientation can be characterized in terms
of stable intervals, during which the asymptotic minimum degree remains constant, and
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transition points, which are discontinuities in the discrete function (dminξ). Moreover,




continuous as a function of µξ(j). Accordingly, our strategy for solving this system of
differential equations is to compute a solution piecewise, one stable interval at a time.
For a number of reasons, our current set of rigorous results cannot guarantee that this
piecewise solution strategy will succeed for every possible choice of residual distribution µ.
These issues are briefly touched upon below; for now, we shall give an overview of how this
strategy will work in “well-behaved” situations.
At the outset, we are faced which what appears to be a “Catch-22” situation: in order
to show that an interval (0, ζ) is stable, we must compute µξ in for ξ ∈ (0, ζ), but we cannot
perform this computation without first assuming that this interval is indeed stable. We
may resolve this problem as follows. The stability and transitional conditions from §10.3.5
and §10.3.6 will (in most cases) allow us to determine the continuation dmin0+ based on
the initial state µ0. And, if are able to show that dmin0+ is equal to a given constant, then,
by definition, there must exist some stable interval ξ ∈ (0, ǫ).
Of course, we cannot yet determine how far this stable interval extends. But, we do
know that its length is strictly positive. Therefore, we will temporarily ignore the question
of how long dminξ remains constant. Instead, we will simply compute a preliminary solution
to µξ for all ξ ∈ (0, 1) under the assumption the entire interval ξ ∈ (0, 1) is stable.
Now, in any stable interval for which dminξ = j+1, we have dσξ[L(i)] = 0 for i > j+1,
which implies that deterministic selections have degree at most j + 1 (i.e. residual degree
at most j). In this case, we may compute the values of µξ(i) for i > j using the methods
from the previous chapter (specifically corollary 9.2.7) provided that we can determine the
(weighted) total number of deterministic and random selections. Moreover, the fact that
dminξ = j+ 1 also implies that µξ(i) = 0 for i < j, and therefore we may compute the only
remaining coordinate of the residual distribution by





Hence, in any stable interval, corollary 9.2.7 will yield a formula for µξ(j) based on
random and deterministic selections. And, by equation (10.9) from proposition 10.3.10 we
also have a formula for the ratio θξ =
dσξ [D]
dσξ [R]
as a Lipschitz continuous function of µξ(j).
Combining these two formulas thus results in a finite-dimensional system of differential
equations which can be solved routinely.
This will yield a preliminary solution to µξ for all ξ ∈ (0, 1), under the assumption
that dminξ = j + 1 for this entire interval. Now, this assumption will typically not hold,
but, this preliminary solution will allow us to detect the first transition point ζ. Indeed,
proposition 10.3.11 implies that a transition cannot occur while 0 < µξ(j) <
1
2k−j , and our




At this point, we can repeat this entire procedure to compute a solution in a second
stable interval ξ ∈ (ζ, ζ1) based on the transitional state µζ , and so on.
Potential Difficulties
As noted above, based on our current set of rigorous results, we cannot guarantee
that this strategy will succeed for any choice of residual distribution µ. Of course, there are
various practical concerns which might prevent us from actually carrying out the computa-
tions outlined above. However, there are also certain theoretical issues which we have left
unresolved and which, in principle, might imply that this piecewise solution strategy can
fail in theory as well as practice.
First, since proposition 10.3.14 does not cover all possible transitional scenarios, we
might encounter a state where the continuation dminξ+ cannot be determined from the
residual distribution µξ. Now, in §10.3.6, we claim to have covered the “majority” of
transitional scenarios, and it appears straightforward to generalize proposition 10.3.13 to
determine dminξ+ in cases which we have not covered. Nevertheless, these are both non-
rigorous claims, and therefore we cannot, at this point, rule out the possibility that the
solution will enter a state µξ for which dminξ+ cannot be determined, even in theory, from
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the residual distribution.
Second, the piecewise solution strategy will evidently only succeed if there are finitely
many transition points, and, based on our current results, we cannot guarantee that this
must be the case. Again, non-rigorous arguments suggest that an infinite number of tran-
sition points is not a possibility. Briefly, this is because if the number of transition points
is infinite, then they must accumulate somewhere in [0, 1]. This accumulation point will in
turn be an essential discontinuity in the discrete function (dminξ). Now, if it is indeed the
case that proposition 10.3.13 can be generalized to show that the continuation dminξ+ must
be equal to a fixed constant for any state µξ, this would rule out the possibility of essential
right-discontinuities. And, it “appears” that essential left-discontinuities can be ruled out
similarly. But, this argument has not been made rigorous (either in this chapter or on
“scratch paper”), and therefore we cannot formally discount the possibility of encountering
an essential discontinuity.
In any case, even if our intuition is correct and neither of these theoretical problems
turn out to be fatal, in practice, the strategy outlined above might nevertheless be infeasible
for certain choices of µ. Indeed, as a practical matter, if a given solution exhibits, say,
1010 transition points, then the fact that there exists a unique solution with finitely many
transition points is largely irrelevant. Either way, we will not be able to compute a piecewise
solution, and if we wish to determine the outcome of the k-orientation heuristic, we are going
to have to use a different technique.
As such, we will not concern ourselves with the possibility of degenerate behavior, and
instead we will simply show how to compute a solution to this system of differential equations
under “favorable” conditions. Indeed, we are ultimately only interested in whether the
asymptotic minimum degree remains bounded by dminξ ≤ k for some interval ξ ∈ (1− ǫ, 1),
and there are obviously other possible strategies for attempting to establish this fact without
explicitly computing µξ for all ξ ∈ [0, 1). Hence, if we encounter a particularly difficult case,
our efforts are better spent trying to develop a different method for predicting this terminal
behavior, rather than proving that it is theoretically possible to compute a solution through
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brute force.
10.4.2 Solution in a Stable Interval
We now explain how the generating functions technique from the previous chapter
can be used to compute a solution to the system of differential equations governing the
k-orientation process for a single stable interval. For simplicity, we will consider a stable
interval ξ ∈ (0, ζ), but we note that this is without loss of generality, since the same
technique can be used for any stable interval ξ ∈ (ζ1, ζ2) by changing variables appropriately
We begin by reviewing some basic definitions and results from the previous chapter.





We also make use of two functional transformations of an arbitrary (real-analytic) function
ψ(z). First, for any j, we denote the j’th Taylor approximation of ψ(1) about z by







where ψ(i)(z) denotes the i’the derivative. Also, for any (x, y) ∈ R2, we define
(α(x,y)ψ)(z) =
ψ(x+ z − x · z) − y
1 − y .
Typically we will have both x, y < 1, in which case this transformation corresponds to
“moving the origin” from the point (0, 1) to (x, y) and rescaling the unit square as described
in chapter 6.
Using corollary 9.2.7 of the previous chapter, for any removal process satisfying
dσξ[D(i)] for i > j + 1, these tools can be used to determine the residual distribution
µξ as follows. First, recall that the total random and deterministic weight, as defined in




1−ξ and similarly for wξ[D]. We then change variables
by defining
xξ = 1 − e−wξ[R] and yξ = 1 − e−wξ[D].
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Provided that dσξ[D(i)] = 0 for i > j + 1 during an interval ξ ∈ (0, ζ), then every w.e.h.p.
solution to µξ will satisfy
(γjψµξ)(z) = (α(xξ ,yξ)γjψµ)(z). (10.15)





For the k-orientability process, if dminξ = j + 1 > k for ξ ∈ (0, ζ), then we the condition
dσξ[D(i)] = 0 for i > j + 1 will hold in this interval, and hence this formula is applicable.
Moreover, dminξ = j+1 also implies that µξ(i) = 0 for i < j, and hence this formula yields




Therefore, provided that we can compute xξ and yξ, every coordinate of the residual
distribution can be determined precisely using generating functions in this way. Since xξ
and yξ depend on the ratio θξ of deterministic to random steps, a complete solution in a
stable interval can be computed as follows.
Proposition 10.4.1. For any distribution µ, and any j ≥ k let us denote the j’th variant
of the p.g.f. ψµ defined above by ϕj(z) = (γjψµ)(z).
And, let y(x) denote the (unique) solution to the differential equation
y′(x) =
y(x) − 2kϕj(x)−j−12k−j−1
1 − x (10.17)
for x ∈ [0, 1), with initial condition y(0) = 0.
If the distribution µ is such that the k-orientation process satisfies dmin0+ = j + 1
when the initial state is µ0 = 0, then:
1. there exists a stable interval ξ ∈ (0, ζ) for which that dminξ = j + 1;
2. the equation yξ = y(xξ) holds for ξ ∈ [0, ζ);
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Proof. First, the fact that dmin0+ = j+1 implies that there exists some such stable interval
(0, ǫ), and the only question is how long this stable interval lasts. Moreover, during this
stable interval, µξ(j) is determined by (10.16) as discussed above. Hence, the ratio of
deterministic to random steps is
θξ =
j + 1 − 2kµξ(j)
2k − j + 1 =





2k − j + 1 .
Since xξ = 1 − e−wξ[R], then we may compute
dxξ = e
−wξ[R]dwξ [R] = (1 − xξ)dwξ[R],



























(j + 1)(1 − yξ) − 2k(ϕj(xξ) − yξ)





We may therefore express yξ as a function of xξ by y : xξ 7→ yξ, and since y0 = x0 = 0, this
function must satisfy (10.17) with initial condition y(0) = 0.
Finally, by proposition 10.3.11, this stable interval must extend until either µζ(j) = 0
or µζ(j) =
1
2k−j . Using (10.16), we easily verify that the case µζ(j) = 0 corresponds to












When we reach the transition point ζ, by changing variables appropriately, we may
use the same technique to compute µξ in the next stable interval (ζ, ζ1). The change of
variables is fairly routine, so we will not go into too much detail.
However, we note that if ζ is an increasing transition, and the asymptotic minimum
degree increases to dminζ = j + 2, then the condition dσξ[D(i)] = 0 for i > j + 2 will hold
in first stable interval as well as the second. In this case, the distribution µζ will satisfy
(γj+1ψµζ )(z) = (α(xξ ,yξ)γj+1ψµ)(z),
and thus we may use the function ϕj+1(z) = (γj+1ψµ)(z) to compute the solution for this
stable interval, using the same differential equations as proposition 10.4.1 (and, of course,
substituting dminξ = j + 2 for dminξ = j + 1 in these equations).
If ζ is a decreasing transition, the function ϕj−1 cannot be computed in the same way.
But, in this case, we have µζ(j − 1) = 0, and hence
(γj−1ψµζ )(0) = 0.
It follows that the function ϕj−1 must satisfy (α(xζ ,yζ)ϕj−1)(0) = 0, and therefore
ϕj−1(xζ) = yζ .
We may thus reconstruct the function ϕj−1(z) from ϕj(z) in this interval using the
differential equation
ϕj(z) = ϕj−1(z) +
(1 − z)ϕ′j−1(z)
j
from corollary 9.2.7 from the previous chapter. Hence, even for a decreasing transition, it
is not necessary to start “from scratch” for this second stable interval.
10.4.3 An Example
We now illustrate how proposition 10.4.1 can be used to compute a complete solution
to the k-orientation process. For this illustrative example, we will consider the case k = 3,
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and we will use the Poisson distribution with mean 5.72 as our residual distribution. This
graph G(µ) in this case corresponds to the the Erdős-Rényi random graph Gn,p with p =
5.72. Also, the 4-core of such a graph has average degree 5.963 (as we may compute using
the results of the previous chapter), which is somewhat close to maximum possible average
degree of 6 for any 3-orientable graph.
As for the k-core algorithm (as well as the giant component from chapter 6), the
solution is best understood visually by actually plotting the relevant generating functions,
along with the trajectory of the point (xξ, yξ) which represents the total weight of random
and deterministic steps as the algorithm executes.
Now, if dminξ ≤ k = 3, then the ratio θξ of deterministic and random steps is equal
to 1, so it is not necessary to take the exact value of dminξ into account. And, if dminξ
reaches 2k = 6, then the algorithm fails. Hence, there are only three situations to consider:
dminξ ≤ 3, dminξ = 4, and dminξ = 5. For these three cases, the relevant p.g.f. variants
are ϕ2, ϕ3, and ϕ4, respectively.
The algorithm begins with dminξ ≤ 3, and in this case
we have θξ = 1, since random and deterministic steps al-
ternate as in the k-core algorithm. This yields the simple
differential equation y′(x) = 1−y(x)1−x , and since initially
y0 = x0 = 0, then the point (xξ, yξ) moves in a straight
line of slope 1 from (0, 0) to (1, 1). This continues until
the trajectory intersects the curve ϕ2(x), at which point






At this point, the ratio of deterministic to random selec-
tions is no longer 1. Instead, we must use equation (10.17)
to compute this ratio. With j+1 = 4 and k = 3, we thus
have y′(x) = y(x)−3ϕ3(x)+21−x . This trajectory continues un-
til µξ(3) =
ϕ3(xξ)−yξ
1−yξ , reaches either 0 or
1
2k−j = 1/3. In
this particular case the first condition occurs before the
second, and a transition to dminξ = 5 occurs at the point
where the trajectory intersects the curve ϕ3.







For dminξ = 5, the analysis is the same, except that
we now use the function ϕ4 and the trajectory is given
by y′(x) = y(x)−6ϕ4(x)+51−x . Note that, if dminξ reaches 6,
since in this case this case 6 = 2k. Hence, if the tra-
jectory intersects the curve ϕ4, we have a failure. For
the parameters we have chosen, this does not occur;





2·3−4 = 1/2, and the dminξ drops
back down to 4.






A new complication now arises: in order to track the al-
gorithm with dminξ = 4, we need the curve ϕ3. This
curve cannot be computed directly from the initial resid-
ual distribution, since endpoints of residual degree 4 have
been subject to deterministic selection while dminξ was
equal to 5. However, as described above, we can recon-
struct this function algebraically using ϕ4, combined with
the fact that µξ(3) = 0, and therefore ϕ3(xξ) = yξ, at
the decreasing transition point. We then proceed with
dminξ = 4 until the next decreasing transition.







We are now back to dminξ = 3 ≤ k, and therefore θξ =
1, so the trajectory once again moves in a straight line
towards the point (1, 1). We thus reconstruct the function
ϕ3 from ϕ4 and plot this straight line, which extends all
the way until termination.








Since dminξ ≤ k holds for all ξ in the last stable interval, then proposition 10.3.15
implies that the algorithm terminates successfully w.p.h.p. The entire execution of the k-
orientation heuristic in this example, along with the relevant generating functions, is shown
in figure 10.2.
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Figure 10.2: The execution of the k-orientation heuristic for k = 3, where µ is the Poisson
distribution with mean 5.72. In this case, there are 4 transition points, and the algorithm
terminates successfully.
10.5 k-Orientability for a Specific Family of Distributions
The generating functions technique described above greatly facilitates the task of ex-
plicitly solving the system of differential equations in theorem 10.3.16. Nevertheless, we
still do not have a completely satisfactory solution to the k-orientability problem. Indeed,
theorem 10.3.16 can generally only provide one-sided results, since the failure of this par-
ticular heuristic does not imply that G(µ) is not k-orientable. Moreover, the ability to
solve these differential equations on a case by case basis does not provide any high-level
insight into what general characteristics of a residual distribution µ determine whether the
corresponding random G(µ) is k-orientable.
In this section we shall show that, if certain regularity conditions are imposed on
µ, these two issues can be overcome. For this restricted class of distributions, we will
demonstrate that the k-orientation heuristic will succeed provided that the average degree
of the (k + 1)-core of G(µ) is strictly less than 2k. Now, if the (k + 1)-core of G(µ) is
has average degree strictly greater than 2k, then we may immediately conclude of G(µ)
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is not k-orientable. Hence, for this particular class of distributions, the k-orientability
property exhibits a sharp threshold. Moreover, using the techniques of the previous chapter,
the average degree of the (k + 1)-core can be computed fairly easily without solving any
differential equations, and thus we have a relatively concise algebraic characterization of
this k-orientability threshold.
The argument used to achieve this result is based on the behavior of the average
degree. When the excess degree reduction heuristic was introduced in section 10.2, as
informal justification, we observed that iterations of degree greater than k typically result
in a ratio of 2k endpoints per vertex removed. And, if the average degree is strictly less
than 2k, this will cause the average degree to decrease each iteration.
In fact, due to proposition 10.3.1, the ratio of 2k endpoints per vertex holds for all
but o(m) iterations of degree i ≥ k. Moreover, if the asymptotic minimum degree satisfies
dminξ > k, we have dσξ[L(i)] = 0 for i ≤ k, which in turn implies that, as long as dminξ
remains strictly greater than k, all but o(m) iterations will have degree k or greater, and
thus the average degree will decrease.
In particular, if the average degree is strictly less than 2k when dminξ first reaches k
(i.e. when the (k+1)-core is found), then the average degree will decrease while k < dminξ <
2k. Now, obviously, if the average degree is decreasing, then it will remain below 2k, and
hence the minimum degree must remain below 2k as well. Moreover, the ratio 2k endpoints
per vertex can not go on indefinitely, since eventually we will run out of endpoints. Thus,
in this case, dminξ must at some point drop back down to k.
When this occurs, it is no longer necessarily the case that the average degree decreases
each iteration. However, as we shall see, by placing relatively simple restrictions on the
residual distribution µ, we can guarantee that, once a decreasing transition of the form
dminξ = k+1 and dminξ+ = k occurs, the asymptotic minimum degree will satisfy dminζ ≤
k for all ζ ∈ (ξ, 1). And, by proposition 10.3.15, this implies that the k-orientation heuristic
terminates successfully w.p.h.p.
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whenever the sum in the denominator is positive. Intuitively, for a residual distribution µ,
the value µ∗(i) represents the number of endpoints of residual degree i, as a fraction of the
total number of endpoints of residual distribution at least i. In terms of the values µ∗(i),
the conditions which guarantee the behavior described above are the following.
Theorem 10.5.1. Let µ be a distribution with M(µ) <∞, and such that:
1. the (k + 1)-core of G(µ) w.e.h.p. has average degree less than 2k;
2. µ∗(i+ 1) ≥ µ∗(i) for all i > k.
Then any random graph G = G(µ) with maximum degree O(m1/8−Ω(1)), and satisfying
M(µG) →M(µ), is w.p.h.p. k-orientable.
The proof of this theorem is organized as follows. First, we some preliminary lemmas
related to the condition µ∗(i+ 1) ≥ µ∗(i) in §10.5.1 and §10.5.2. Then, in §10.5.3, we make
rigorous the average degree argument discussed above. We then combine these lemmas in
§10.5.4
10.5.1 The Condition µ∗(i+ 1) ≥ µ∗(i)
We begin with the following lemma, which lists two key consequences of the condition
µ∗(i+ 1) ≥ µ∗(i).
Lemma 10.5.2. If µ∗(i+ 1) ≥ µ∗(i) holds initially then:
1. µ∗ξ(i+ 1) ≥ µ∗ξ(i) holds for all i and all ξ ∈ [0, 1);
2. for any i and ξ ∈ [0, 1) such that dminξ < i and µ∗ξ(i) < 1, we have dµ∗ξ(i) > 0.
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Proof. We first compute the change ∂µ
∗(i)
∂wξ[R]
in µ∗ξ(i) during random selections. For this
purpose, let us define ρξ(i) =
∑
j≥i µξ(i), and as usual we have
∂µ(i)
∂wξ[R]




























− iµ∗ξ(i) + i(µ∗ξ(i))2,
and, since ρξ(i+ 1) = ρξ(i) − µξ(i), then this yields
∂µ∗(i)
∂wξ[R]
= (1 − µ∗ξ(i)) ((i+ 1)µ∗t (i+ 1) − iµ∗t (i)) . (10.20)
Now, if µ∗ξ(i + 1) ≥ µ∗ξ(i), then this quantity is strictly positive unless µ∗ξ(i) = 1.
And, since endpoints of residual degree i are subject only to random selection whenever
dminξ ≤ i, then in this case we have dµ∗ξ(i) > 0. Hence, the second claim follows from the
first.
To prove the first claim, we consider three cases. First, if dminξ ≤ i, then both µ∗ξ(i+1)
and µ∗ξ(i) only change during random selections. Second if dminξ = i + 1, then µ
∗
ξ(i) only
changes during random selections; but, in this situation, deterministic selections of degree
i+1 (i.e. residual degree i) can only decrease µ∗ξ(i), and therefore increase µ
∗
ξ(i+1)−µ∗ξ(i).
And in the third case, if dminξ ≥ i+1, then µ∗ξ(i) = µξ(i) = 0, and hence clearly µ∗ξ(i+1) ≥
µ∗ξ(i).
It therefore suffices to prove that
∂
∂wξ[R]
µ∗ξ(i+ 1) − µ∗ξ(i) ≥ 0.
To simplify this computation, let us define r0 = µ
∗
ξ(i), r1 = µ
∗








µ∗ξ(i+ 1) − µ∗ξ(i)
)
= (1 − r1)((i+ 2)r2 − (i+ 1)r1) − (1 − r0)((i + 1)r1 − ir0)
=
(
(i+ 2)r2 + ir0
)
− r1r2 − (i+ 1)r1(r2 − r1) + r1r0 − ir0(r1 − r0)
=
(




(i+ 1)(r2 − r1) + (r2 − r0)
)
− ir0(r1 − r0)
≥
(
(i+ 2)r2 + ir0
)
− (i+ 2)r1 − ir0
≥ 0.
10.5.2 Decreasing Transitions
We now demonstrate that the condition µ∗(i+1) ≥ µ∗(i) implies that, for any j+1 ≥ k,
once a decreasing transition from dminξ = j + 1 to dminξ+ = j occurs, the asymptotic
minimum degree cannot increase back up to j + 1.
Lemma 10.5.3. If µ∗(i+1) ≥ µ∗(i) holds initially then, for any j > k, there exists at most
one ξ ∈ [0, 1) such that dminξ = j+1 and dminξ+ = j, and in this case, we have dminζ < j
for all ζ ∈ (ξ, 1).
Proof. By proposition 10.3.13 any ξ ∈ (0, 1) with µξ(j) > 12k−j , must satisfy dminξ ≤ j.
And, if dminξ = j + 1, then we have µξ(i) = 0 for i < j and in this case µ
∗
ξ(j) = µξ(j). It
follows that dminξ ≤ j holds whenever µ∗ξ(j) > 12k−j as well.
Moreover, as shown above, dµ∗ξ(j) > 0 whenever dminξ ≤ j, and it follows that µ∗ξ
is strictly increasing for all values of ξ ∈ (0, 1) for which µ∗ξ(j) > 12k−j . Hence, once µ∗ξ(j)




2k−j and therefore dminζ ≤ j for all ζ ∈ (ξ, 1).
Finally, by proposition 10.3.11, if dminξ = j + 1 and dminξ+ = j, then we must have
µξ(j) ≥ 12k−j . In this situation, since dminξ+ ≤ j then we have dµ∗ζ(j) > 0 for ζ in some
neighborhood (ξ, ξ + ǫ), and it follows that µ∗ζ(j) >
1
2k−j in this neighborhood. Hence, as
shown above µ∗ζ(j) must remain above
1
2k−j for ζ ∈ (ξ, 1).
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10.5.3 The Average Positive Degree
The average positive degree of an endpoint partition (A,V ) can be computed by
dividing the total number of endpoints |A| = m by the total number of vertices of degree 1
or greater, which is
∑






Since we are scaling Λt(i) by dividing by the size of the original endpoint set, the





The following lemma confirms that, if the average positive degree is less than 2k and dminξ >
k, then this quantity is decreasing, and therefore the asymptotic minimum degree must drop
back down to k at some point before termination.
Lemma 10.5.4. Assume that there exists ξ < 1 such that 1−ξ2k <
∑
i>0 Λξ(i) and dminξ ≥
k + 1. Then there exists ξ < ζ < 1 such that dminζ ≤ k.
Proof. Since
∑∞




= −dΛξ(0). And, since all
but o(m) iterations of degree j ≥ k include 2k steps, and reduce Λt(0) by exactly 1, we
have
dΛξ(0) = dσξ[L] =
dξ
2k













and hence the condition 1−ξ2k <
∑
i>0 Λξ(i) continues to hold until dminξ drops below k (or
reaches 2k).
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Moreover, since the total number of endpoints (scaled by 1/m) is given by








i>0 Λξ(i). It follows that
dminξ < k must occur before dminξ ≥ 2k.
Finally, note that, if dminζ ≥ k holds for all ζ ∈ (ξ, 1), then for ǫ = 1−ξ2k −
∑
i>0 Λξ(i) >






− ǫ < 0,
which is a contradiction and therefore dminζ < k must occur for some ζ < 1 − ǫ.
10.5.4 Proof of Theorem 10.5.1
The proof of theorem 10.5.1 is now relatively straightforward.
Proof of Theorem 10.5.1. By assumption, the (k + 1)-core of degree G(µ) has average pos-
itive degree strictly less than 2k. Since the k-orientability and the (k + 1)-core processes
coincide until dmint reaches (k + 1). This implies that the average positive degree at the
first point ζ at which dminζ ≥ k + 1 is strictly less than 2k.
Hence, by lemma 10.5.4, there exists some ξ > ζ dminξ < k. Moreover, in order for
such a ξ to exists, there must occur a transition from dminξ0 = k + 1 to dminξ+0
= k, at
some time ξ0 < ξ. Hence, by lemma 10.5.3, it follows that dminξ ≤ k for all ξ ∈ (ζ0, 1). By
proposition 10.3.15, this implies that G(µ) is w.p.h.p. k-orientable.
10.6 k-Orientability Thresholds for Gn,p
As discussed above, the k-orientability thresholds for the Erdős-Rényi random graphs
Gn,p are particularly significant due to algorithmic applications. We now use the results of
the previous section to compute these thresholds.
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Recall that Gn,p with average degree p = d/n can be simulated by the configuration





and in this case the residual distribution will also be Poisson. Hence, it order to deter-
mine the k-orientability thresholds for Gn,p, all that remains is to show that the Poisson
distribution satisfies the conditions the Theorem 10.5.1.
Theorem 10.6.1. For any k > 1, k-orientability threshold for the Erdős-Rényi random
graph Gn,p coincides with the threshold at which the (k+1) core has average positive degree
2k.
Proof. It suffices to show that the Poisson distribution satisfies the property that π∗d(i+1) ≥















































Using this theorem, it is not difficult to explicitly compute the k-orientability thresh-
olds for Gn,p; the values ck for k = {2, 3, 4, 5}, alongside the thresholds for emergence of a







Table 10.1: The k-orientability threshold for Gn,d/n for small values of k. In this table
d = ck gives the k-orientability threshold we establish, and d = dk gives the threshold for
the emergence of the (k + 1) core, which is the naive lower bound for k-orientability.
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Chapter 11
Independent Sets in Random 3-regular Graphs
An independent set in a graph G is a subset of vertices, no two of which are adjacent,
and the independence number of G is the size of a maximum independent set. Computing
the independence number of a graph is a classical NP-hard optimization problem, in this
section, we consider the the independent set problem for the special case of random 3-regular
graphs.
The algorithm analysis of 3-regular graphs is easier in certain ways than for general
random graphs, since the degree and residual distributions are trivial: we have λ(3) = 1 and
µ(2) = 1. This makes it possible to analyze more sophisticated algorithms, since we will not
encounter infinite systems of differential equations; in fact, in many cases, the analysis can
be reduced to a single differential equation in one variable. As such, 3-regular graphs are a
useful testing ground for heuristics, as in many cases the limiting factor is our imagination
rather than the algebraic difficulty of finding a solution.
For the independent set problem, the ease of analysis is counterbalanced by inher-
ent combinatorial difficulty. In fact, unlike in the previous chapters, we will not attempt
to determine the independence number with asymptotic precision; instead we will merely
compute a lower bound on the independence number. For sparse random graphs, the
independence number is generally of order O(n), and hence the relevant quantity is the in-
dependence ratio, which is the ratio of the independence number to the number of vertices.
At present, the best lower and upper bounds for the independence ratio of random
3-regular graphs are 0.4328 . . . and 0.4615 . . ., respectively. The lower bound was achieved
by algorithmic analysis of a greedy heuristic by Frieze and Suen [36]. In this chapter, we will
review this greedy heuristic, and reproduce this lower bound. Then, we present a slightly
stronger heuristic, which achieves a lower bound of 0.43946 . . .. In absolute terms, this
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represents an improvement of just 0.0064 . . . over the current bound; however, given that
the distance between the lower and upper bounds is currently 0.0287 . . ., this new bound
reduces the gap by approximately 22%.
Chapter Organization
Since the analysis of our heuristic is similar to the analysis of the greedy heuristic,
we first develop a general technique for deriving lower bounds in the independence ratio of
random 3-regular graphs using heuristics. Specifically, theorem 11.1.1 in section 11.4 will
allow us to translate certain attributes of an independent set heuristic to lower bounds more
or less automatically.
We then proceed to analyze two particular heuristics using this framework. First,
in section 11.2, we analyze the greedy heuristic, and in so doing we reproduce the result
of Frieze and Suen. Then, in section 11.3, we introduce a more powerful heuristic which
achieves the stronger lower bound. Finally, in section 11.4, we discuss possible general-
izations of this technique, and we propose two open problems related to the limitations of
greedy heuristics for finding independent sets in random regular graphs.
History and Background
As noted, the current lower bound for the independence ratio of a random 3-regular
graph is due to an algorithmic analysis of the greedy heuristic by Frieze and Suen [36]. The
upper bound of 0.4615 is due to Bollobás [12], and appears in his book [13]. Frieze and Suen
cite a stronger upper bound of 0.4591, also attributed to the book of Bollobás , but this
stronger bound does not appear in the copy of [13] owned by this author. To complicate
matters, the newer edition of [13] mentions the result of Frieze and Suen, but as an upper
bound (mistakenly) rather than a lower bound.
In any case, the potential controversy regarding the upper bound does not affect the
present discussion, which deals with the lower bound. The methodology of this chapter is
similar to that of Frieze and Suen, in that both involve algorithmic analysis of a heuristic.
Our improved lower bound is due to a stronger heuristic; this result has yet been written
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as an individual paper.
11.1 General Methodology
For any graph G, let us denote by Γ(G) the size of the largest independent set in
G; the ratio of Γ(G) to the vertex set |V | is the independence ratio, which we denote
by γ(G) = Γ(G)/ |V |. Our ultimate objective is to compute the independence ratio of a
random 3-regular graph. However, this is a very difficult problem, and we will not actually
determine this value precisely, and instead we will only attempt to compute lower bounds.
It is not known whether the independence ratio of a random 3-regular graph in fact
converges w.e.h.p. (or even a.a.s.) to a constant, although it is widely believed that this is
the case. Nevertheless, an asymptotic lower bound on the independence ratio can be defined
as follows: letting G(3) denote an asymptotic random 3-regular graph, and we define the
quantity
γ = sup{q : γ(G(3)) ≥ q w.e.h.p.}.
As noted above, it is not known, though widely conjectured, that γ is also an upper
bound for the independence ratio γ(G(3)). Nevertheless, with some abuse of terminology, we
will simply refer to γ without qualification as the w.e.h.p. independence ratio of a 3-regular
graph. At present, the best lower and upper bounds for γ are 0.4328 . . . < γ < 0.4615 . . .,
and our objective in this chapter is to improve on this lower bound.
Our approach is to trace the execution of a simple heuristic on a random input graph.
We thus define an independent set (i-set) heuristic to be a pair of (possibly random) map-
pings α, β from the set G of graphs to the sets G and N such that, for any G, we have
Γ(G) ≥ Γ(α(G)) + β(G). (11.1)
The execution path of such a heuristic is thus a sequence (Gt) of graphs such that Gt+1 =
α(Gt), which terminates at the time τ when Gτ is an empty graph. And, such an execution
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A simple example of an i-set heuristic is the following: choose an arbitrary vertex v,
add v to the independent set, and remove v and all of its neighbors from G to yield β(G).
In this case, we have β(G) = 1 for any (non-empty) graph, since exactly one vertex is added
to the independent set each iteration. In general, though, it is not necessary to actually
add vertices to construct an independent set explicitly in this way, as long as the inequality
in (11.1) is satisfied.
As usual, we will work with heuristics which, when executed on a random input graph
G, preserve the uniform distribution of α(G), conditional on its endpoint partition (or,
equivalently, on its degree sequence). In this case we may simply describe a heuristic in
terms of its action on an endpoint partition. The mappings α and β are replaced by random
mappings α : H → H and β : H → N, and the inequality in (11.1) relating the independence
numbers of G to α(G) yields the following relationship between the distributions of the
independence number of random graphs:
Γ(G(H))
d
 Γ(G(α(H))) + β(H).
In this expression, the symbol
d
 denotes domination in distribution, meaning that for
any i, the probability that Γ(G(H)) ≥ i is greater than or equal to the probability that
Γ(G(α(H))) + β(H) ≥ i. Accordingly, by tracing the execution of such a heuristic, we may
compute a lower bound in probability on Γ(G(H)).
11.1.1 Asymptotic Representation
As defined in chapter 3, the observable process corresponding to the execution of an
i-set heuristic the a random sequence (Ht) of endpoint partitions Ht = (At,Vt), where
Ht+1
d
= α(Ht). Since we are only considering 3-regular graphs, we will not make use of
our general topological representation of an endpoint partition by its degree and residual
distribution. Instead, we will make use of only four parameters:
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1. the number of endpoints, which we denote by mt;
2. the number of non-empty vertices, which we denote by nt;
3. the number of vertices of degree 1, which we denote by Λt;
4. the number of vertices currently added to the independent set, which we denote by
qt.
Also, rather than counting the number of individual endpoint removals as we have
done previously, we will instead simply keep track of the total number of iterations of a
heuristic. Hence, the state Ht at time t is represents the endpoint partition resulting from
t applications of the random mapping α : H → H, and the first three parameters above are
functions of Ht.





As noted above, an i-set heuristic does not actually need to “add” vertices to the inde-
pendent set; all that is necessary is that the inequality in (11.1) is satisfied. Accordingly,
qt can be more precisely defined as the amount by which the independence number of the
original graph is guaranteed to exceed the independence number of graph after t iterations
of the heuristic. Nevertheless, for simplicity of exposition, we will continue to refer to qt as
the current “size” of the independent set, rather than using more precise but less succinct
terminology.
It is clear that the first three of these parameters completely specify an endpoint
partition with maximum degree 3, modulo the number of empty vertices. During the
execution of a heuristic, we will scale all four of these parameters, as well as the time
coordinate, by dividing by the initial number of vertices n = n0, so a solution will satisfy
m⌊ξn⌋/n0 → mξ and similarly for nt, qt, and Λt. Note, then, that in the initial state, we
have n0 = n0/n0 = 1, m0 = m0/n0 = 3, Λ0 = and q0 = 0.
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Unlike the algorithms we have analyzed previously, the duration of a heuristic is not
specified exactly, since the number of vertices removed each iteration is itself a random
variable, and therefore the termination time will also be random. We will represent this
termination time again by scaling by the initial number of vertices, and hence the solution
to τ will be a constant τ such that τ/n→ τ .
The number of vertices added to the independent set by such a heuristic will be the
terminal value qτ . And, since qτ is implicitly scaled by dividing by the initial number of
endpoints, the independence ratio computed by such a heuristic is the terminal value qτ of
the solution to this process. It follows that the w.e.h.p. solution to qτ for any such heuristic
yields a lower bound on the independence ration γ of random 3-regular graphs.
Reduction to One Dimension
As described above, there are four parameters which we must take into account when
analyzing an i-set heuristic. However, the asymptotic behavior of such a heuristic can in
fact be described in terms of just one parameter as follows.
First, the number of vertices of degree 1 will remain Λt = o(n) w.e.h.p. throughout
the execution of a the heuristic. This is because, if we ever encounter a vertex of degree
1, we may simply add this vertex to the independent set and remove its neighbor, and we
may continue to do this until no vertices of degree 1 remain. Hence, vertices of degree 1
will never accumulate, and every w.e.h.p. solution will satisfy Λξ = 0 for all ξ. Second, the
current size of the independent set qt does not affect the execution path of the algorithm,
since the heuristic will behave the same way regardless current value of qt.
This leaves us with two relevant parameters: mt and nt. However, the exact values
of mt and nt do not generally affect the structure of the random graph; what matters is
the the ratio of the two. Specifically, the average (positive) degree at time t = ⌊ξn⌋ is
asymptotically given by mξ/nξ, and since the number of vertices of degree 1 is o(n), then
we have 2λξ(2)+3λξ(3) = mξ/nξ and λξ(2)+λξ(3) = 1. It is therefore trivial to recover the
degree distribution, as well as the residual distribution, from the ratio mξ/nξ of endpoints
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to vertices.
For algebraic purposes, we will in fact work with the inverse of the average degree,
which we denote by
zt = nt/mt.
This is because the residual distribution is more easily computed in terms of the inverse of
the average degree: assuming that the number of vertices of degree 1 is exactly 0, then the
number of endpoints of residual degree 1 (i.e. true degree 2) must be equal to
2(3nt − mt).
Hence, the residual distribution can be recovered by the parameter zξ = nξ/mξ by
µξ(1) = 6zξ − 2
µξ(2) = 3 − 6zξ
M(µ) = 4 − 6zξ .
11.1.2 General Solution to I-Set Heuristics
For the heuristics we will study, the expected increments of the three asymptotically
“visible” parameters mξ, nξ, and qξ will be functions of the inverse average degree zξ =
nξ/mξ. In order to invoke the differential equations method, we must therefore express the





Note that the sign is reversed in the first two of these equations; this is because both mξ and
nξ decrease over time as vertices and endpoints are removed, while qξ increases as vertices
are added to the independent set. Hence, all three of the functions f, g, h will be positive
(or at least non-negative).
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Since there are relatively few variables involved, we are able to find a general solution
to the terminal value of qτ of the size of the independent set found a particular heuristic in
terms of the functions f , g, and h. This will free us to explore possible heuristics, and then
apply a single formula to derive the corresponding bound γ ≥ qτ on the independence ratio
of G(3).
Theorem 11.1.1. Assume there is a uniformity preserving i-set heuristic which satisfies
the differential constrains in (11.2), along with dΛξ = 0, and assume further that:
1. for any ǫ > 0, the functions f , g, and h are Lipschitz continuous for z ∈ [2 + ǫ, 3];
2. zf(z) > g(z) for all z ∈ [1/3, 1/2).




























Note that the condition zf(z) > g(z) ensures that dzξ > 0 whenever zξ < 1/2. It follows
that zξ will be strictly increasing, and we may change variables and express our solution as
a function of z ∈ [1, 3/2].
Since nξ = zξ ·mξ, then the relevant quantities are mξ and qξ, and we may compute














To simplify our notation, we express mξ and qξ as functions m(z) and q(z) such that
m(zξ) = mξ and q(zξ) = qξ for any time ξ. The above equations thus yield
m′(z) =
−m(z)




z − g(z)/f(z) . (11.5)
Note that the signs of the above derivatives are opposites: q(z) increases with z,
while m(z) decreases with z. This is because, as noted above, we initially have z0 = 1/3,
m0 = m(1/3) = 3, and q0 = q(1/3) = 0, and as time passes both zξ and qξ increase, while
mξ decreases. Of course, this is of little consequence, since we may reverse the signs and
solve these equations in whatever direction we choose.
The Lipschitz conditions on f, g ensure that (11.4) has a unique solution satisfying
the initial condition m(1/3) = 3, which extends to any interval z ∈ [1/3, 1/2 − ǫ], and this
unique solution extends to all of extends to all of z ∈ [1/3, 1/2). The graph of this solution
represents the set of all possible pairs (zξ,mξ) = (zξ,m(zξ)) which occur in a solution to
the process, since mξ is decreasing as a function of ξ, then the terminal state occurs when
m(z) = 0.
The ordinary linear differential equation (11.4) with initial condition m(1/3) = 3 has






since in this case m′(z) = −m(z)r′(z) = −m(z)z−g(z)/f(z) . Note also that 0 < r(z) < ∞ for
z ∈ [1/3, 1/2), and it follows that m(z) > 0 for z < 1/2, so the terminal state must satisfy
zτ = 1/2.
Now, it may be the case that r(1/2) <∞, in which case m(1/2) > 0. In this situation,
there will be a time τ0 at which zτ0 = 1/2 and mτ0 > 0; and, this this time τ0 will precede
the actual termination time τ of the heuristic.
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If this occurs, we cannot analyze the state for times ξ > τ0 using the variable zξ, since












z − g(z)/f(z) dz,
in equation (11.3) nevertheless yields the value qτ0, which represents the number of vertices
added to the independent set at the time τ0 when zτ0 reaches 1/2. And, since this qτ ≥ qτ0 ,
this yields a lower bound on γ. For the heuristics we analyze, we will have τ0 = τ , and
therefore the above integral will in fact compute the value of qτ correctly, which yields the
best possible bound on γ achievable by that particular algorithm.
For any given heuristic, this theorem yields an essentially automated method for
computing the corresponding lower bound on γ, assuming that we are able to compute
the functions f , g, and h in (11.2). Moreover, since we have already solved the relevant
differential equation in the proof of this theorem, then the bound on γ in equation (11.3)
can be found just by computing two definite integrals. While this may not be “easy” in all
cases, it is certainly a tractable problem, since even if the functions involved are particularly
unpleasant, we may compute a solution numerically.
On the other hand, this theorem does not yield a simple intuitive interpretation of
the resulting bound on γ. Hence, we now give a slightly different account of this formula.
For any z ∈ [1/3, 1/2], let us denote by Hz an asymptotic endpoint partition with minimum
degree 2, maximum degree 2, and inverse average degree n/m → z, so Hz corresponds to
the state of an i-set heuristic when zξ = nξ/mξ = z.
For such an endpoint partition, let us define
γ(z) = sup{q : γ(G(Hz)) ≥ q}.
That this function is well-defined, and γ = γ(1/3) is the independence ratio of a random
3-regular graph. At this point we will not attempt to rigorously establish any non-trivial
properties of this function. However, the corollary to theorem (11.1.1) we prove below im-
plies that γ(z) is strictly decreasing; intuitively, this is because a lower value of z corresponds
to a higher average degree, which would suggest a lower independence ratio.
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It does not appear difficult to argue that γ(z) must be also be continuous, but this is
not essential to our analysis, and hence we will not attempt a proof. On the other hand,
it not intuitively clear whether or not γ(z) is differentiable (although, if γ(z) is monotonic,
then it must be differentiable outside a null set). A “best guess” is that γ(z) is at least
piecewise differentiable, though perhaps not continuously differentiable on all of [1/3, 1/2].
In any case, we may speak of the derivative of γ(z) for the purpose of establishing
lower bounds; for instance, for given y ∈ (1/3, 1/2), a bound of γ′(y) ≥ c indicates that
lim inf
ǫ→0
γ′(y + ǫ) − γ′(y)
ǫ
≥ c.
Theorem 11.1.1 can be understood in terms of the derivative of γ(z) in the following manner.
Corollary 11.1.2. Given the conditions of Theorem 11.1.1, the function γ(z) satisfies
z2γ′(z) ≤ γ(z) − h(z)/g(z)
f(z)/g(z) − 1/z . (11.6)
for all z ∈ (1/3, 1/2)
Proof. Consider executing this heuristic such that z0 = y for some fixed y ∈ (1/3, 1/2), and
stopping at after ǫn steps for some small but fixed ǫ. At this time, the (scaled) number
of vertices, the inverse average degree, and the (scaled) size of the independent set will be
given asymptotically by nǫ, zǫ, and qǫ, respectively. Also, the execution of this heuristic
will satisfy the differential constraints in (11.2).
In particular, the independence ratio of the graph which remains at termination is
asymptotically (at least) γ(zǫ) w.e.h.p. by assumption, and since there are nǫ vertices re-
maining, then there will be a total of γ(zǫ)nǫ vertices in such a maximum independent set.
Hence, by combining this independent set with the number of vertices already added by
our heuristic, the independence ratio of our original graph is at least
qǫ + γ(zǫ)nǫ,
This is clearly a lower bound on γ(y), and by taking the limit as ǫ→ 0, we have
lim
ǫ→0













= y2(f(y) − g(y)/y)
and this yields an inequality
−γ′(y)y2(f(y) − g(y)/y) + g(y)γ(y) − h(y) ≥ 0
from which we may compute




f(y)/g(y) − 1/y .
In order to make use of the differential equation (11.6) to compute γ = γ(1/3), we
must know the value of γ(z) for some z ∈ [1/3, 1/2]. Although we omit the proof, it is not
difficult to see that γ(1/2) = 1/2. This is because if z = m/n = 1/2, then every vertex in
the graph must have degree 2. The structure of such a graph is the disjoint union of cycles,
and it can be shown that that all but o(n) vertices will belong to a cycle of length Ω(n).
And, since a cycle of length j has independence number ⌊j/2⌋, then approximately one half
of the vertices in such a long cycle can be placed into an independent set.
The value of γ can therefore be computed by solving (11.6) with initial condition
γ(1/2) = 1/2; in fact, the general solution for γ = γ(1/3) to this equation will coincide
with the value computed in Theorem 11.1.1.1 However, since we already have an explicit
solution, we will not make use of this alternate (and equivalent) method of computing γ
except for intuitive purposes.
1There is one case where the solution to (11.6) and the value computed in (11.3) do not coincide. This
occurs if the function r(z) in (11.3) does not satisfy r(1/2) = ∞. In this situation, the heuristic will reach
average degree 1/zτ0 = 2 before termination, and (11.3) does not take into account vertices added to the
independent set during the interval [τ0, τ ] when zτ = 1/2. Hence, in this case, (11.6) will yield a stronger
bound than (11.3).
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Intuitively, the differential equation (11.6) can be understood as follows. First, a
smaller value of γ′(z) corresponds to a larger independent set, since γ(1/2) = 1/2, and
γ(1/3) = 1/2 −
∫ 1/2
z=1/3 γ(z). Hence, a better i-set heuristic will yield a lower value of γ
′(z)
as computed above.
There are two relevant quantities in equation (11.6): the ratios h(z)/g(z), and f(z)/g(z).
The value h(z)/g(z) = dqξ/dnξ represents the rate at which vertices are added to the in-
dependent set relative to the rate at which vertices are being removed from the graph. So,
if the value of h(z)/g(z) were to remain constant for all z, then the size of the resulting
independent set would be precisely h(z)/g(z).
However, h(z)/g(z) does not remain constant: as z increases, the average degree
m/n = 1/z decreases, and hence it becomes easier to fit more vertices in an independent
set. As a consequence, for any reasonable heuristic, the ratio h(z)/g(z) will increase with
z.
The ratio f(z)/g(z) in the denominator of (11.6) represents the average number of
endpoints which are removed from the graph for every vertex removed. And, the larger
the value of f(z)/g(z), the more rapidly the average degree m/n = 1/z will decrease. It is
therefore preferable to make the ratio f(z)/g(z) as large as possible, since in this case, the
algorithm will spend less time in the more difficult regions of the parameter space where
the average degree m/n is large.
Informally, then, an ideal heuristic will maximize both h(z)/g(z) and f(z)/g(z), so
as to increase the size of the independent set quickly, while simultaneously reducing the
average degree as quickly as possible. Note, though, that the value of γ(z) also appears
on the right-hand side of (11.6), and therefore the ideal trade-off between h(z)/g(z) and
f(z)/g(z) will depend on the actual size of the maximal independent set. Of course, we
do not know the value of γ(z); but, if we are given a lower bound on γ(z), this equation
can tell us immediately, based on the values of f(z)/g(z) and h(z)/g(z), whether a given
heuristic will improve upon this bound.
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11.1.3 Computing Differential Constraints
We now describe how to compute the functions f , g, and h in equation (11.2) for a
particular i-set heuristic. First, recall that, although there are only 3 asymptotically visible
parameters, there is one additional parameter Λt, which counts the number of vertices of
degree 1. And, although Λt remains o(n) throughout the execution of a heuristic, we must
nevertheless take vertices of degree 1 into account when computing the differential equations
which govern the execution.
In order to apply the differential equations method, these four parameters must satisfy
Lipschitz conditions. Also, the heuristic must preserve the conditional uniformity when
executed on a random input graph. Accordingly, we shall say an i-set heuristic is regular if:
1. conditional uniformity is preserved;
2. the increments of mt, nt, qt, and Λt are bounded by a constant C.
For a regular i-set heuristic, expected increments of these four parameters can be
translated into w.e.h.p. differential constraints using martingale concentration as usual. In
particular, if a regular i-set heuristic does not affect the number of vertices of degree 1 (i.e.
so ∆Λt = 0), then we may use the expected increments of of the other three parameters to
compute these differential constraints as follows.






for continuous functions f , g, and h, and within an additive factor of ±o(1).
Then the differential constraints in (11.2) hold w.e.h.p.
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Proof. In this case we have the differential constraint dΛξ = 0 and therefore Λξ = 0 w.e.h.p.
for all ξ. Hence, the only parameters which change non-negligibly throughout the process
are mt, nt, and qt, which will satisfy the differential constraints in (11.2) by martingale
concentration.
Proposition 11.1.3 is of course only applicable to heuristics which do not affect the
number of vertices of degree 1. However, it is difficult to directly create heuristics which
satisfy this property; indeed, anytime we remove a random endpoint, the probability of
creating a vertex of degree 1 is equal to probability µt(1) of choosing an endpoint of residual
degree 1.
As mentioned above, these vertices of degree 1 can be greedily added to the indepen-
dent set, so Λt never grows larger than o(n). The procedure vertices of degree 1 are present
is the following:
1. choose any vertex v of degree 1;
2. remove v along with its neighbor u;
3. remove all edges incident on the neighboring vertex u.
We shall call this the greedy degree-1 heuristic. It is clear that conditional uniformity
is preserved by this heuristic, since we are simply removing the edge incident on the chosen
vertex v. We now compute the expected increments of our four parameters during one
iteration of this greedy heuristic.
Proposition 11.1.4. The greedy degree-1 heuristic produces expected changes of
Et[∆mt+1] = −f1(zt) f1(z) = 2(5 − 6z)
Et[∆nt+1] = −g1(zt) g1(z) = −2
Et[∆qt+1] = h1(zt) h1(z) = 1
Et[∆Λt+1] = −k1(zt) k1(z) = (3 − 6z)2
within an additive factor of ±o(1), and assuming that 0 < Λt = o(n).
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Proof. It is trivial that exactly 1 vertex is added to the independent set. Also, with prob-
ability 1 − o(1), exactly 2 vertices are removed: the selected vertex v of degree 1, and its
neighbor. An additional vertex may be removed if one of the randomly selected endpoints
happens to belong to a vertex of degree 1, but this occurs with probability o(1), and does
not contribute to the asymptotic estimate.
We may compute the number of endpoints removed as follows. First, we remove
the single endpoint belonging to v along with its match. Then, we remove all endpoints
belonging to the neighbor of v, along with their matches. The expect number of additional
endpoints belonging to the neighbor of v is asymptotically M(µ) = 4 − 6z. And, the
probability that any of these endpoints match to each other is o(1), so each one accounts
for two additional expected endpoint removals, for a total of
2 + 2M(µ) = 10 − 12z.
For the number of vertices of degree 1, clearly one such vertex is removed initially.
Additional vertices of degree 1 may be created during the random removals, since with
probability µ(1) = 6z−2, a randomly selected endpoint will produce a new vertex of degree
1. There are M(µ) such random selections in expectation, so we compute
M(µ)µ(1) − 1 = (4 − 6z)(6z − 2) − 1 = 36z2 + 36z − 9
= −(3 − 6z)2.
It is not difficult to see that this heuristic is optimal, meaning that the independence
number of any graph G which contains a vertex v of degree 1 is exactly 1 greater then the
independence number of the graph G′ with this vertex and its neighbor removed. We will
therefore employ the greedy degree-1 heuristic described above above whenever vertices of
degree 1 are present.
Now, since the maximum degree is 3, then there are only two other possibilities for
the minimum degree. Moreover, minimum degree 3 occurs only at the very beginning of
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the algorithm, since we can only have minimum degree 3 if mξ/nξ = 1/zξ = 3, and this
only occurs for ξ = 0, assuming that dzξ > 0. Accordingly, an i-set heuristic of this kind
can be completely specified by the behavior when the minimum degree is exactly 2.







whenever the minimum degree is exactly 2, within an additive factor of ±o(1), and such
that the functions f∗, g∗, h∗, k∗ are continuous.
Then execution of this heuristic, combined with the greedy degree-1 heuristic whenever












h(z) = h∗(z) + g1(z)j(z),
(11.8)
where
j(z) = k∗(z)/k1(z) = k
∗(z)/(3 − 6z)2.
Proof. Let us denote by σt[L(1)] and σt[L(2)] the total number of iterations in the time
interval {1, . . . , t} for which the minimum degree is 1 and 2, respectively. Since each iteration
of degree 2 increases Λt by k
∗(zt) in expectation, while each iteration of degree 1 increases
Λt by k1(zt), we have the differential constraint
dΛξ = k
∗(zξ)dσξ[L(2)] − k1(zξ)dσξ [L(1)].




It follows that each iteration of the given heuristic will be followed in expectation by j(zξ)







dξ, hence the differential constraints on the parameter mξ can be
computed by







And, the differential constraints on nξ and qξ can be computed identically.
Note that the differential constraints in (11.8) are not exactly identical to those in
(11.2) which were used in Theorem 11.1.1. However, the lower bound on γ computed in
(11.3) only depends on the fractions g(z)/f(z) and h(z)/f(z), and therefore the factor of
(1+j(z)) in the denominator of the three expressions in (11.8) will cancel. Hence the bound
in Theorem 11.1.1 can be computed directly using the functions f , g, and h defined above.
11.2 The Greedy Heuristic
We now use the machinery from the previous chapter to reproduce the result of Frieze
and Suen, which establishes a lower bound on the independence ratio γ of a random 3-
regular graph by tracing the execution of the greedy heuristic.
This heuristic is quite simple:
1. choose a vertex v of minimum degree:
2. if there are any loops incident on v, simply remove v from the graph, along with all
incident edges;
3. otherwise, add v to the independent set, and remove v from the graph along with all
of its neighbors.
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By analyzing the executing of this heuristic on a random input graph, we will achieve the
following bound.
Theorem 11.2.1. The greedy heuristic establishes a bound of
γ ≥ 6 ln(3/2) − 2 = 0.43279 . . .
on the independence ratio of a random 3-regular graph.
As with the greedy degree-1 heuristic, it is clear that this heuristic preserves condi-
tional uniformity, since every edge exposed by the heuristic is subsequently removed, and
hence the remaining endpoints will be matched uniformly at random. In order to invoke
Theorem 11.1.1, we must therefore compute the expected increments of the four parameters.
Lemma 11.2.2. The greedy heuristic satisfies
Et[∆mt+1] = −f∗(zt) f∗(z) = 2f1(z) = 4(5 − 6z)






∗(z) = 2 − 2k1(z) = 2 − (3 − 6z)2
within an additive factor of o(1), whenever Λt = 0.
Proof. The analysis is similar to the greedy degree-1 heuristic. First, unless the two end-
points belonging to v match to each other (which occurs with probability o(1)), one vertex
is added to the independent set and exactly three vertices are removed: the selected vertex
v and its two neighbors. We thus have h∗(z) = 1 and g∗(z) = 3.
For the number of endpoints removed, we first count 4 endpoints (again with proba-
bility 1− o(1)) for the two edges incident on v. And, since each of the matched vertices has
expected residual degree M(µ) = 4−6z, then expected number of additional edges removed
is approximately 2(4 − 6z), for a total of
f∗(z) = 4 + 4(4 − 6z) = 20 − 24z = 2f1(z)
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expected endpoint removals, within an additive factor of ±o(1).
Also, for each of these 2M(µ) edges removed, a new vertex if degree 1 is created if
the matched endpoint has residual degree 1. This occurs with probability µ(1) = (6z − 2)
for each edge, and hence in expectation, each iteration creates
k∗(z) = 2M(µ)µ(1) = 2(4 − 6z)(6z − 2) = 2(−36z2 + 36z − 8)
= 2 − (3 − 6z)2
= 2 − 2k1(z)
new vertices of degree 1 (again within ±o(1)).
It is now routine, if somewhat tedious, to compute the lower bound on γ.
Proof of Theorem 11.2.1. In order to invoke Theorem 11.1.1, it is first necessary compute
the fractions g(z)/f(z) and h(z)/f(z) for the functions functions f , g, and h from equation
(11.8) of proposition 11.1.5









3k1(z) + 2(2 − 2k1(z))
(2k1(z) + 2 − 2k1(z))f1(z)
=
4 − (3 − 6z)2
4(5 − 6z)
=
−36z2 + 36z − 5
4(5 − 6z)
=













y − g(y)/f(y)dy = −2(ln(1 − 2z) + ln 3),
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to compute
m(z) = 3e−r(z) = 27(1 − 2z)2 = 3(3 − 6z)2.
For a “sanity check,” we may confirm that m(1/3) = 3 and m(1/2) = 0.










2 − (3 − 6z)2
4(5 − 6z) .
We now have
m(z)
z − g(z)/f(z) =
3(3 − 6z)2
(1 − 2z)/4 = 36(3 − 6z)
and therefore
m(z)h(z)/f(z)


































− 6(4 − 9)
12
− 10/6 − ln 2 − ln 3
6
)
= 6 ln(3/2) − 2.
11.3 An Improved Heuristic
We now introduce a slightly modified greedy heuristic which achieves a better lower
bound on the independence ratio γ of 3-regular graphs. The basic idea is as follows. The
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greedy heuristic defined above simply chooses a vertex v of minimum degree and adds it to
the independent set. Now, if the minimum degree is 1, then this operation is optimal and
cannot be improved. However, if the minimum degree is 2, then adding v to the independent
set may yield a sub-optimal independent set.
Ideally, then, when the minimum degree is 2, we would prefer to incorporate some
additional information into the decision of whether or not v belongs in our independent set.
One possible way to accomplish this is to explore a small neighborhood of v before making
our decision. Unfortunately, if we do this, we risk violating the conditional uniformity of
the unexposed portion of the graph, which complicates the analysis of the algorithm.
However, note that, once we add v to our independent set, a small neighborhood
of v becomes exposed in any case, since both edges incident on v, as well as all of the
edges incident on the neighbors of v are exposed and then removed. Accordingly, since this
information is going to be revealed regardless, we might as well expose these edges before
making a decision about v, rather than afterwords, when it is too late to make use of this
information. The question, then, is how this information can be used to make a better
decision about v.
Our modified greedy heuristic will only take into account two pieces of information
in addition to the degree of v: the degrees of both of the neighbors of v. Hence, before
deciding what to do about v, we first expose both edges incident on v. Now, if both of
these neighbors have degree 3, we will simply add v to the independent set as in the greedy
algorithm.
However, if at least one of these neighbors also has degree 2, then the decision to add v
to the independent set is somewhat arbitrary and premature; indeed, if u and v are adjacent,
and both have degree 2, then there is no a priori reason to add v to the independent set
rather than u. Hence, rather than simply adding v to the independent set in this case,
we will proceed in a slightly different manner, based on the following observation about
maximum independent sets in such a situation.
Proposition 11.3.1. Let G be a graph with two adjacent vertices u, v of degree 2, and let
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u1, v1 denote the other neighbors of v and v, respectively. Then
Γ(G) = Γ(G′) + 1,
where G′ is the induced sub-graph of G on the vertex set V \{u, v}, along with an edge
connecting u1 and v1.
Proof. We first prove that Γ(G) ≥ Γ(G′) + 1, so let W ′ be any maximum independent set
in G′. Since u1 and v1 are connected by an edge, then at most one these vertices belong to
W ′. W.l.o.g., we may assume that v1 /∈ W ′, and in this case the set W = W ∪ {v} is an
independent set in G of size |W ′| + 1 = Γ(G′) + 1.
For the reverse implication, it suffices to prove that there exists a maximum indepen-
dent W set of G which contains either u or v, since in this case, only one of u1 or v1 can
belong to this independent set, and therefore the same vertex subset yields an independent
set of size |W | − 1 in G′. To prove this let W be any independent set of G which does not
contain either u or v. We may create a new independent set if size at least |W | by adding
the vertex v and removing the vertex v1 (if in fact v1 ∈W ). This new independent set will
have the same size as W , and will contain v, and the proof is complete.
Accordingly, when the minimum degree is 2, our modified greedy heuristic will choose
a vertex v of minimum degree and proceed as follows:
1. if the two endpoints belonging to v are matched to each other, simply remove v from
the graph;
2. if both neighbors have degree 3, then add v to the independent set, and remove v,
both neighbors, and all incident edges;
3. if at least one neighbor u has degree 2:
(a) remove u and v, and the edge connecting them;
(b) create a new edge connecting the neighbors u1 and v1 of u and v;
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(c) increase the independence number by 1.
Note that, unlike in the greedy heuristic, we are not actually adding any vertices to
the independent set of one of the neighbors has degree 1. We are simply establishing a
bound relating the independence numbers of G and the modified graph G′. Intuitively, this
heuristic somewhat resembles the k-orientability heuristic from the previous chapter, since
we are essentially postponing the decision as to which vertex belongs to the independent
set until after the recursive call to the modified graph G′ has completed.
Also, note that, as with the greedy degree-1 heuristic, the modified heuristic above is
optimal unless the vertex v has two neighbors of degree 3. Informally, then, this heuristic is
strictly superior to the greedy heuristic, since in the only situation in which these heuristics
differ is when v has at least one neighbor of degree 2, in which case the modified heuristic
behaves optimally, while the greedy heuristic does not. Accordingly, it is perhaps expected
that this heuristic achieves a stronger lower bound on γ.
Theorem 11.3.2. The modified greedy heuristic establishes a bound of
γ ≥ 1181
2688
= 0.43936 . . .
on the independence ratio of a random 3-regular graph.
Unlike for the greedy heuristic, it is not entirely trivial that conditional uniformity is
preserved, since we are no longer simply removing edges as they become exposed. Hence,
before computing expected increments, we first establish conditional uniformity.
Lemma 11.3.3. The modified greedy heuristic preserves conditional uniformity.
Proof. The proof is similar to the proof of conditional uniformity for the k-orientation
heuristic from the previous chapter. Hence, let v denote the vertex of degree 2 chosen
by the heuristic, and we consider the three possible outcomes of a single iteration of the
heuristic. Now, clearly, if a loop is found on v, then removing this loop preserves conditional
uniformity; also, if both neighbors have degree 3, then we are simply removing exposed edges
from the graph as usual, and hence in this case conditional uniformity is maintained as well.
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We must therefore deal with the third possible outcome, which occurs when at least
one neighbor has degree 2. We denote the relevant vertices and endpoints at this point as
follows:
• u denotes the selected neighbor of v with degree 2;
• u1 and v1 denote the additional neighbors of u, and v, respectively;
• a0 and a1 denote the (unexposed) endpoints on u and u1 which match to each other;
• b1 denotes the (exposed) endpoint on v1 which matches to v.
Note that both neighbors of v may have degree 2; in this case we may arbitrarily designate
one of these as the vertex u which will be removed by the heuristic.
Also, in order to determine the degrees of the neighbors of v, at this point we have
already exposed both edges incident on v. However, the endpoints a0 and a1 which connect
u to its neighbor u1 remain unexposed at this time. And, while our state of information
includes the identity of the vertices u, u1, and v1, as well as the endpoint a0, the vertex u1
and the endpoint a1 remain unknown. The the state after the two edges incident on v have
been exposed, but previous to making structural modifications, is illustrated in figure 11.1.
u1 u v v1
??
a1 a0 b1
Figure 11.1: The state of the modified greedy heuristic previous to structural modifications;
the edge connecting a0 and a1 remains unexposed at this time, and the identity of the vertex
u1 is unknown.
At this point the heuristic removes the vertices u and v, and creates a new edge
connecting v1 and v2. Now, one way to accomplish this is to simply create a new edge
connecting the endpoints a1 and b1. However, since we do not know the identity of a1 at
this time, then this method
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In order to preserve conditional uniformity, though, we may perform these modifi-
cations by replacing the exposed endpoint b1 on v1, with the unexposed endpoint a0 on
u, and in this way the edge {a0,a1} remains unexposed. This method does not expose
any additional endpoints, and in fact the identity of the endpoint a0 (as well as the vertex
u1) remains unknown after this procedure. The state after the structural modifications is






Figure 11.2: The state of the modified greedy heuristic after structural modifications; the
greyed out vertices and endpoints are removed, and the endpoint a0, which previously
belonged to the vertex u, is re-assigned to the vertex v1. Note that the edge connecting a0
and a1 is still unexposed, and the identity of the vertex u1 is still unknown.
Hence, this heuristic preserves conditional uniformity, and we now proceed to compute
the expected increments of the 4 parameters mt, nt, qt, and Λt.
Lemma 11.3.4. The modified greedy heuristic achieves expected increments of
Et[∆mt+1] = −f∗(zt) f∗(z) = 4 + 8k1(z) = 4 + 8(3 − 6z)2






∗(z) = 4k1(z)(6z − 2) = 4(3 − 6z)2(6z − 2),
whenever the minimum degree is 2, and within an additive factor of ±o(1).
Proof. For simplicity, we ignore the additive factor of ±o(1) in our computations which
arises from various approximations and minor dependencies; in particular, probability of
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encountering a loop or a set of parallel edges during any given iteration is o(1) we may
ignore this possibility and still achieve the desired accuracy of approximation.
Now, the probability that a randomly selected endpoint belongs to a vertex of degree
3 (i.e. has residual degree 2) is equal to µ(2) = (3−6z). The vertex v chosen by the heuristic
has two neighbors, and hence the probability that both have degree 3 is
µ(2)2 = (3 − 6z)2 = (3 − 6z)2 = k1(z).
In this case, as with the greedy heuristic, we remove v along with both of its neighbors, for
a total of 3 vertices. And, since each neighbor has 2 additional incident edges, a total of 6
edges and therefore 12 endpoints are removed.
Otherwise, with probability 1 − µ(2)2, at least one neighbor has degree 2, in which
case we we simply remove 2 vertices and 4 endpoints as shown above. It follows that the
expected number of vertices removed is
g∗(z) = 3(k1(z) + 2(1 − k1(z) = 2 + k1(z),
and the expected number of endpoints removed is
f∗(z) = 12k1(z) + 4(1 − k1(z)) = 4 + 8k1(z).
And, clearly, unless a loop occurs, exactly one vertex is added to the independent set, so
h∗(z) = 1.
Finally, if at least one neighbor has degree 2, than all of the vertices which remain in
the graph retain their original degree, so in this case no new vertices of degree 1 are created.
Otherwise, if both neighbors have degree 3, then 4 additional endpoints are removed uni-
formly at random, corresponding to the 4 additional edges incident on these two neighbors.
Each one of these creates a new vertex of degree 1 with probability µ(1) = 6z − 2, and
therefore the expected number of such vertices is
k∗(z) = 4k1(z)(6z − 2),
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As with the greedy heuristic analyzed above, the remaining portion of the proof of
Theorem 11.3.2 involves routine computations.
Proof of Theorem 11.2.1. We first compute the fraction
j(z) = k∗(z)/k1(z) =
4k1(z)(6z − 2)
k1(z)
= 4(6z − 2).
Next, we examine the adjusted expected increments f(z), g(z), and h(z) from equation
(11.8) proposition 11.1.5. In this case, the function f(z) = f∗(z) + f1(z)j(z) has a simple
expression:
f(z) = f∗(z) + f1(z)j(z) = 4(1 + 2k1(z) + 2(6z − 2)(5 − 6z))
= 4(1 + 2(3 − 6z)2 + 2(6z − 2)(5 − 6z))
= 4(12z − 1). (11.9)
Since
g(z) = g∗(z) + g1(z)j(z) = k1(z) + 2 + 8(6z − 2)
= (3 − 6z)2 + 2 + 8(6z − 2),
then we may also obtain a reasonably simple expression for z − g(z)/f(z):
z − g(z)/f(z) = z − (3 − 6z)
2 + 2 + 8(6z − 2)
4(12z − 1)
=
4z(12z − 1) − (3 − 6z)2 − (48z − 14)
4(12z − 1)
=
12z2 − 16z + 5
4(12z − 1)
=
(1 − 2z)(5 − 6z)
4(12z − 1) . (11.10)
Therefore
1
z − g(z)/f(z) =
4(12z − 1)
(1 − 2z)(5 − 6z) =
10
1 − 2z −
54
5 − 6z ,
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y − g(y)/f(y) = 9 ln(5 − 6z) − 5 ln(1 − 2z) − 14 ln 3.
This yields the following expression for m(z):
m(z) = 3e−r(z) = 315(5 − 6z)−9(1 − 2z)5
=
310(3 − 6z)5
(5 − 6z)9 . (11.11)
Again, for a “sanity check,” we confirm that m(1/3) = 3103−915 = 3 and m(1/2) =
3102−905 = 0.
Next, we compute
h(z) = h∗(z) + h1(z)j(z) = 1 + 4(6z − 2)
= 24z − 7,
which combined with (11.9) and (11.10) yields
h(z)/f(z)










(1 − 2z)(5 − 6z) .
By Theorem (11.1.1), the lower bound on γ is achieved by integrating m(z)h(z)/f(z)z−g(z)/f(z)
from z = 1/3 to z = 1/2, and using the above equation, along with the expression (11.11)
for m(z), we have
m(z)h(z)/f(z)
z − g(z)/f(z) =
311(24z − 7)(3 − 6z)4
(z − 6z)10 , . (11.12)
In order to integrate the right hand side of (11.12), we change variables and let
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y = (5 − 6z):
∫ 1/2
z=1/3
311(24z − 7)(3 − 6z)4
(5 − 6z)10 dz =
∫ 2
y=3


























































Computing a solution is now a manner of ordinary arithmetic, and since the limits of




























In decimal form, this yields a bound of γ ≥ 0.43936 . . .
11.4 Generalizations and Open Questions
Due to the ease of solving the systems differential equations involved, random 3-regular
graphs provide an opportunity to push the limits of the algorithmic method without getting
bogged down by infinite systems of differential equations. The technical problems related
to convergence etc. are all relatively trivial, and thus we are free to explore the limits
of the algorithmic method. As such, we now discuss various possible generalizations and
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open problems, many of which would prove quite difficult in the general setting of the
configuration model, but are perhaps more approachable for 3-regular graphs.
11.4.1 Marginal Improvements
It is fairly evident that the modified greedy heuristic introduced in section 11.3 is not
optimal, and in fact it does not appear difficult to improve upon the lower bound computed
above using the same basic techniques.
Specifically, recall that the modified greedy heuristic behaves optimally unless the
vertex v of degree 2 has two neighbors of degree 3. Now, in this situation, any maximal
independent set must contain either v or one of its neighbors. And, it is easy to see that
there exists a maximal independent set which contains either v or both neighbors.
Without additional information, it appears preferable to add v to the independent
set, rather than one or both of the neighbors. Intuitively, this is because adding v to the
independent set achieves a ratio of 1 independent vertex per 3 removed vertices, while adding
both neighbors results in 2 independent set vertices and a total of 7 vertices removed, for a
ratio of 2/7 < 1/3.
Of course, as noted in section 11.4, the optimal heuristic behavior does not depend
only on the ratio independent set vertices to total vertices removed. In order to truly decide
which behavior is preferable, we must revisit the inequality in (11.6):
z2γ′(z) ≤ γ(z) − h(z)/g(z)
f(z)/g(z) − 1/z .
In addition to the ratio h(z)/g(z) of independent set vertices to vertices removed, this
expression also depends on the ratio f(z)/g(z) of endpoints to vertices removed, as well as
the optimal independence ratio γ(z) given the current value of z = n/m. Moreover, even
this expression does not accurately determine which choice is preferable, since it assumes
that no additional vertices of degree 1 are created by the heuristic. In order to make the best
possible decision given the current state information, we must also take into account the
fact that each time we remove an endpoint uniformly at random, a new vertex of degree 1
is created with probability µ(1) = 6z−2, and then adjust the above expression accordingly.
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We omit the proof in this informally discussion, but it can be shown that, given only
the fact that v has degree 2 and both neighbors have degree 3, it is indeed preferable to
add the vertex v to the independent set rather than both neighbors. However, if we were to
expose a slightly larger neighborhood of v before making this decision, the situation might
change. For example, suppose that all 4 of the second generation neighbors of the vertex v
also have degree 3; this situation is illustrated in figure 11.3. In this case, for a number of
reasons, it is less apparent that adding v to the independent set is the best choice, and the
optimal behavior will most likely depend on the value of z and γ(z) in the above equation.
Figure 11.3: In this situation, it might be unwise to add v to the independent set, despite
the fact that both neighbors have degree 3.
And, as we continue to explore larger neighborhoods of v, the additional information
we receive will allow us to make progressively better decisions about which vertices should
be added to the independent set. We can thus imagine a class of modified greedy heuristics
which behave as follows:
1. choose a vertex v and, for a fixed constant C, expose all edges within distance C of v;
2. decide which vertices in this neighborhood belong in the independent set and which
do not;
3. remove these vertices and their neighbors, and proceed recursively.
Now, for any given constant C, it appears straightforward, though perhaps not entirely
trivial, to perform the necessary computations to decide how best to assign vertices to the
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independent set in the second step of the heuristic described above. Indeed, since there are
only finitely many possible local structures, we can proceed by “brute force” if necessary, by
simply trying every possible combination and cranking through the formula from Theorem
11.1.1 to see which yields the best result. As noted above, the best decision may depend
on both z and γ(z), but, even so, the problem of finding the best best lower bound on γ for
the above heuristic is not particularly difficult, assuming that we are willing to put in the
necessary effort.
Let us now define by γC the best lower bound on the independence ratio γ of 3-
regular graphs which can be computed by a modified greedy heuristic which explores a
neighborhood of depth C as described above. It is reasonable to expect that increasing the
depth of the local search will yield a better lower bound, and if this is the case we will have
a sequence γ1 < γ2 < γ3 < . . . γ of lower bounds to γ. And, for any fixed C, the lower
bound γC is not difficult to compute, at least in principle.
However, it is not particularly interesting to simply compute γC for progressively
larger values of C, since if the above intuition is correct, this will simply lead to a sequence
of better lower bounds, each of which requires slightly more work to compute than the last.
We thus propose the following open problem.




of the lower bounds γC < γ achievable by modified greedy heuristics as described
above.
It does not appear impossibly difficult to compute this limit, but, unlike the values γC , the
limit γ∗ cannot be determined by brute force computation alone.
Now, for various reasons which are beyond the scope of this discussion, it is extremely
unlikely that the limit γ∗ will be equal to the true independence ratio γ of random 3-regular
graphs. But, unlike any particular lower bound γC for any fixed C, the limit γ
∗ might be
considered a “natural” threshold of some sort. Hence, we offer a second open problem.
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• Open Problem 2: Does the limit γ∗ carry any structural significance?
This problem is of course open-ended, since “structural significance” not well-defined; a
more precise definition of this notion is possible but beyond the scope of this discussion.
11.4.2 Other Optimization Problems
There are typically two stages involved in the algorithmic analysis of any random graph
property: first, we must devise an algorithm which computes the given graph property, and
second, we must analyze the execution of this algorithm on a random input graph. And,
typically, analyzing the execution is the more difficult of the two tasks, since it involves
solving differential equations and so on.
However, for the special case of i-set heuristics on random 3-regular graphs, the pa-
rameter space is essentially one-dimensional, and we have been able to exploit this fact in
the form of Theorem 11.1.1, which gives a general solution to the execution of any such
heuristic based on expected increments. As a result, the second, and generally more difficult,
portion of the algorithmic analysis becomes relatively “easy,” and we are free to dedicate
more effort to creating stronger heuristics.
Theorem 11.1.1 simply represents a general solution to a certain (simple) class of
linear differential equations, translated into a form which is applicable to the analysis of
heuristics on random 3-graphs, and there is nothing about this solution which is uniquely
applicable to the independent set problem. Specifically, in order to reduce the parameter
space to a single direction, all that is necessary is that the number of vertices of degree 1
remains o(n) throughout the algorithm. For the independent set problem, this will always
be the case, since whenever one or more vertices of degree 1 are present, we may simply
greedily add such vertices to our independent set.
In general, though, the same methodology will be applicable to other optimization
problems, provided that there is some canonical method to dispose of vertices of degree
1. In this case, we may the parameter qt may represent some other quantity we wish to
optimize, and the formula computed in 11.1.1 will hold in precisely the same way. Of course,
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the exact functions f1, g1, h1, and k1 from proposition 11.1.4, as well as the formula from
proposition 11.1.5 which implicitly computes the relative frequency of iterations of degrees
1 and 2 will depend the procedure used when vertices of degree 1 are present. But, overall,
the methodology developed in section 11.4 can be applied to other optimization problems
with relatively minor modifications.
One particular problem which might be successfully analyzed using these techniques
is the dominating set problem. Recall that a dominating set in a graph is a vertex subset
W ⊆ V such that every v ∈ V is adjacent to at least on w ∈W . Finding a dominating set
of minimum size is a well-known NP-hard optimization problem.
And, as with the independent set problem, there is a simple and optimal method of
dealing with vertices of degree 1: if v has degree 1, then we may simply add its neighbor u
to the dominating set, and then remove v and u, as well as all additional neighbors of the
vertex u. As noted above, the expected increments of this operation will not be quite the
same as for the independent set heuristic, but the basic technique from section 11.4 should





Simulating Gn,m and Gn,p with the Configuration Model
The classical Erdős-Rényi random graphs Gn,m and Gn,p are models for random
simple graphs on n vertices:
• Gn,m is chosen uniformly at random from all simple graphs with m edges and n
vertices;
• in Gn,p each possible edge {u, v} occurs independently with probability p.
We show how the Erdős-Rényi random graphs can be simulated using the configuration
model.
First, recall that the “random graph” G(H) is in fact a random configuration (A,V,E).
As described in chapter 3, we may obtain an ordinary graph Ĝ = (V, Ê) from any configura-
tion G = (A,V,E) by associating a graph edge ê = (V (a1), V (a2)) with every configuration
edge e = {a1, a2}. Accordingly, the configuration model can be used to generate random
ordinary graphs Ĝ(H), and by specifying a Poisson residual distribution, we may simulate
the Erdős-Rényi random graphs as follows.
Theorem A.0.1. For fixed c > 0, let G(H) = G(πc) be an asymptotic random configuration





and also assume that the fraction λH(0) of vertices of degree 0 converges to πc(0) = e
−c.
1. Any property which is satisfied w.e.h.p. by Ĝ(H) will also by satisfied w.e.h.p. by the
Erdős-Rényi random graph Gn,m with m/n→ c/2.
2. If we are impose the additional assumptions:
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(a) the maximum degree is at most ǫ lnn for fixed ǫ > 0,
(b) the first moment Mk(µH) converges to Mk(πc) = c
k,
then any property which is satisfied w.p.h.p. by Ĝ(H) will also hold w.p.h.p. for Gn,m
with m/n→ c/2.
3. In both cases, the high-probability guarantee can be weakened; for example, any prop-
erty which is satisfied a.a.s. by G(H) will also hold a.a.s. for Gn,m.
While this theorem nomininally deals only with Gn,m, it is well-known (e.g. [13]) that
Gn,p and Gn,m are essentially equivalent; indeed, Gn,p is distributed identically to Gn,m
conditional on the number of edges, and the number of edges is the sum of independent
Bernoulli trials and is thus w.e.h.p. concentrated. When working with the configuration
model, though it is simpler to simulate Gn,m rather than Gn,p due the the fact that the
number of edges is known.
For simplicity, we shall work with ordinary graphs on the canonical n-vertex set V =
[n] = {1, . . . , n}, and we recall the following definitions:
• a simple graph is pair (V = [n], Ê), where Ê is a set of unordered pairs of distinct
vertices;












A.1 Endpoint Partitions, Configurations, and Ordinary Graphs
The endpoint configurations and configurations we work with will also be restricted to
a canonical form, in which the endpoint set is of the form A = [m] = {1, . . . ,m}. Hence, we
shall let H(n,m) denote the set of all endpoint partitions with vertex set [n] and endpoint
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set [m]. Any element of H(n,m) can thus be characterized by the mapping V : [m] → [n]
assigning endpoints to vertices. In particular, there are mn such endpoint partitions, and
we denote a uniformly random element of H(n,m) by H(n,m).
Accordingly, for even values of m, we let G(n,m) = G(H(n,m)) denote the set of
configurations with canonical endpoint partitions. The number of such configurations is
easily seen to me
|G(n,m)| = |H(n,m)| · (m− 1)!! = mn(m− 1)!!.
Of course many of these will be isomorphic, but since there are many equivalence relations,
we use the set G(n,m) as a starting point.
We let
G(n,m) = G(H(n,m))
denote the corresponding random configuration, noting that there is slight inconsistency in
this notation, since Gn,m is a random ordinary graph with exactly m edges, while G(n,m)
contains m endpoints and therefore m/2 edges. Hence, our objective is to model the Erdős-
Rényi random graph Gn,m using the simple graph Ĝ(n, 2m) corresponding to the random
configuration G(n, 2m).
We begin by noting that G(n, 2m) can be generated as follows.
Proposition A.1.1. Let (v1, . . . ,v2m) be a sequence of i.i.d. uniformly random elements
of [n] (without replacement). Then the set of graph-edges in the random ordinary graph
Ĝ(n, 2m) is distributed identically to
E(v1, . . . ,v2m) = {{v1,v2}, . . . , {v2m−1,v2m}. (A.1)
Proof. Choose a uniformly random permutation (a1, . . . ,a2m) of [m], and let (v1, . . . ,v2m)
denote a sequence of 2m i.i.d. uniformly random elements from [n] as described above.
We claim that G(n, 2m) can be generated by letting V(at) = vt for each t, and using the
matching
E = E(a1, . . . ,a2m) = {{a1,a2}, . . . , {a2m−1,a2m}}
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as the set of configuration-edges.
Clearly, the edge set is a uniformly random matching of [2m]. Also, the vertex assign-
ment V : [2m] → [n] is uniformly random, and this assignment is independent of the edge
set, and therefore this configuration is distributed identically to G(n, 2m).
The set of graph-edges in G(n, 2m) in this case is given by
Ê = {{v1,v2}, . . . , {v2m−1,v2m}},
and the proof is complete.
Corollary A.1.2. Every simple graph with m edges and n vertices occurs with equal prob-
ability as Ĝ(n, 2m), and if both n ≥ 4 and m ≤ n2/8, then the probability that Ĝ(n, 2m) is
simple is at least
e−2m(n+2m)/n
2
Proof. Since the set of graph-edges in a simple graph contains no loops or parallel edges, it
is clear that there are precisely 2mm! sequences (v1, . . . , v2m) of vertices that correspond to
each simple graph, and therefore each simple graph occurs with equal probability.
For the bound on the probability that m is simple, for each r ≤ m, let Lr denote the










loop edges which will not create a parallel edge, and hence we may compute
P[Lr+1 | Lr] =
n(n− 1) − 2r
n2
≥ 1 − n+ 2r
n2
≥ 1 − n+ 2m
n2
.
If m ≤ n2/4 and n ≥ 4
n+ 2m ≤ n+ n2/4 ≤ n2/2,
and therefore n+2m
n2
< 1/2, and we may use the approximation






















Corollary A.1.3. For any fixed c > 0, if m/n → c/2, any property which is satisfied
w.e.h.p., w.p.h.p., or a.a.s. by Ĝ(n, 2m) is also satisfied, with the same high-probability
guarantee, by the Erdős-Rényi random graph Gn,m.
Proof. Choose any property α, and note that, since every simple graph with n vertices and
m edges occurs with equal probability as Ĝ(n, 2m) then
P[α(Gn,m) = ⊤] = P[α(Ĝ(n, 2m) = ⊤ | Ĝ(n, 2m) is simple].
The probability that Ĝ(n, 2m) is simple under these assumptions is e−2m(n+2m)/n
2
= e−O(1) =
Ω(1), and it follows that
1 − P[α(Gn,m) = ⊤] = O
(
1 − P[α(Ĝ(n, 2m) = ⊤]
)
,
so any high-probability guarantee which holds for Ĝ(n, 2m) will hold for for Gn,m as well.
A.2 Poisson Convergence
Proposition A.2.1. Let λ(n,m) denote the degree distribution of the random endpoint
partition H(n,m). Then, for any fixed c ≥ 0, if m/n→ c, then λ(n,m) converges w.e.h.p.
(with respect to n) to the Poisson distribution πc in the limit as n→ ∞.
Proof. We may use the differential equations method to establish this w.e.h.p. convergence
as follows. Let λt denote the degree distribution after m random endpoints have been
added, and note that clearly ∆λt(i) ≤ 1n , since at most one vertex changes degree each
step. Also we have
Et[∆λt+1(i)] =




since λt+1 increases or decreases by 1/n if the endpoint at+1 is assigned to a vertex of degree
i− 1 or i, respectively.
We scale by dividing by n, so λξ = λ⌊ξn⌋, and thus by martingale concentration and
Doob decomposition, we have the system of differential equations
dλξ(i) = (λξ(i− 1) − λξ(i))dξ
which must be satisfied by every w.e.h.p. solution
In this case, there is no possibility of a non-analytic solution, since each finite system









= λξ(i− 1) − λξ(i).
Since the process terminates at time t = m = c/n, the unique w.e.h.p. solution to the degree
distribution at this time is λξ = πc.
Corollary A.2.2. If m/n→ c, then the residual distribution µ(n,m) of H(n,m) converges
w.e.h.p. to πc as well.











A.3 Maximum Degree and the First Moment
Proposition A.3.1. For any ǫ > 0, the maximum degree in H(n,m) with m/n → c at
most ǫ lnn w.p.h.p.
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Proof. It is clear that the degree of any given vertex in G(n,m) is binomially distributed,
and we may thus compute






If d = ǫ lnn, then this probability is n−ω(1), and the probability that this occurs for any of
the n vertices is also n−ω(1).
Since M(µ) = M2(λ)M(λ) , in order to establish convergence of the first moment of the
residual distribution, it suffices to show convergence of the second moment of the degree
distribution.
Proposition A.3.2. If m/n→ c, then the second moment M2(λ(n,m)) converges w.p.h.p.
to c2.
Proof. Again we consider the process λt in which one endpoint is added each step, and we
let τ denote the first time that the maximum degree exceeds lnn. By the above proposition,
this never occurs and therefore τ = m w.p.h.p.









Since only one vertex vt changes degree each step, then
∆M2(λt+1) =






and since vt is chosen uniformly at random, it follows that
Et[∆M2(λt+1)] = 2M(λt) = 2t/n.
Since we have stopped the process when the maximum degree exceeds lnn, the the
increments of this process are bounded by lnn/n, and hence Azuma’s inequality implies
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that the terminal value concentrates around it expectation w.p.h.p., and hence we have the
w.p.h.p. differential constraint
dM2(λξ) = 2ξdξ,
which has solution M2(λξ) = ξ
2, and therefore if m/n = c, the second factorial moment
converges w.p.h.p. to c2.
The proof of Theorem A.0.1 is essentially a summary of the above propositions. Before
we give the proof, we point out that the maximum degree bound and the convergence of the
first moment of the residual distribution both hold with stronger than polynomially high
probability, but w.p.h.p. condition is all we need in this dissertation. Also, higher moments
of the residual distribution can be shown to converge using essentially the same argument,
but again this is unnecessary for our purposes.
Proof of Theorem A.0.1. By corollary A.1.3, high-probability guarantees for Gn,m (and
therefore Gn,p) can be achieved using the random configuration G(n, 2m), provided that
m/n → c/2. In this case, the degree and residual distribution of G(n, 2m) will both con-
verge w.e.h.p. to the Poisson distribution. Also, the bound on the maximum degree and the
convergence of first moment M(µ) hold w.p.h.p. Hence, of G(πc) can be shown to satisfy
a given property either w.e.h.p., or w.p.h.p. with the additional assumptions of the degree
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