Balanced vertex weightings and arborescences  by Berman, K.A
JOURP~AL OF COMBINATORIAL THEORY, Series B 42, 274301 (1987) 
Balanced Vertex Weightings and Arborescences 
K. A. BERMAN 
Department oj” Computer Science, University of Cincinnati, 
Cincinnati, Ohio 45221 
Communicated by the Managing Editors 
September 21, 1984 
Let D be a digraph with vertex set Y and let (r, +, 0) be any Abelian group. A 
weighting b of the vertices with elements of r is balanced if for every vertex v the 
weight on v is “the average” of the weights on the vertices in the out-neighborhood 
of D, i.e., d+(u) b(u) = xb(w) where the summation is over all vertices M’ in the out- 
neighborhood of u and d + (0) denotes the out-degree of U. The set B(r) of all balan- 
ced vertex weightings determines a group. Let a, denote the number of spanning in 
arborescences rooted at vertex v and let a=gcd{a,.I IJE V}. In this paper we show 
that a has a unique factorization R= Mu G(~ 1. ct,, such that E, is a multiple of g,+ , , 
i= 1, 2,..., m- 1 and such that for every Abelian group r B(T) ZTX Qa,) x 
... x T(a,), where T(a,) = {gErlx,g=O). As a corollary, we obtain the charac- 
terization of the group of bicycles over f given in (Berman, SIAM J. Algebraic 
Discrete Methods 7 (lY86), l-12). We also obtain many results about the 
arborescence numbers including a new proof of Tutte’s trinity theorem and two 
formulae for a,. cc: 1987 Academy Press. Inc. 
1. INTRODUCTION 
In this paper we develop a theory of balanced vertex weightings of 
graphs and digraphs. There are many natural examples of balanced vertex 
weightings in graph theory such as the potentials on the vertices of an elec- 
trical network, the vertex weighting corresponding to a bicycle, i.e., a cycle 
which is also a cocycle, and certain colorings of graphs. We present a 
characterization of the group of balanced vertex weightings over an 
Abelian group. This characterization determines a factorization of the num- 
ber a,, of spanning arborescences rooted at a vertex u which we call the 
principal factorization of a,. Employing the principal factorization we are 
able to extend and obtain easy proofs of some known theorems on the 
spanning arborescence numbers such as Tutte’s trinity theorem. Further we 
obtain many new results including two formulae for a,. 
Let D be a diagraph with vertex set I/= V(D) and arc set E= E(D). We 
permit multiple arcs but not loops. Let (r, +, 0) be any Abelian group and 
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let W,(T) denote the set of all vertex weightings over r, i.e., all mappings 
from V into r. The set W,(T) determines a group where addition is given 
by 
for f,,f2~ W,(T) and VE I/. Similarly the set W,(T) of all arc weightings 
over r determines a group. 
The out-neighborhood N+(v) of a vertex v is the multi-set of all vertices 
w  E V such that w  is the head of an arc having tail U. Vertex w  occurs ,U 
times in N+(v), where p is the number of arcs with tail v and head w. Let 
d+(v) denote the out-degree of vertex v. A weighting b of the vertices over 
r is balanced at vertex v if 
d+(v) b(v)= c b(w) 
WE Mvt(lJ) 
(1.1) 
where the summation over the null set is taken to be zero, i.e., if N+(v) is 
empty then b is necessarily balanced at vertex v. (When taking the sum 
over a multi-set we sum over an element ,U times where p is the number of 
times that element occurs in the multi-set.) Weighting b is balanced if it is 
balanced at every vertex. Weighting b is v-balanced if it is balanced at every 
vertex except possibly at vertex v. Let B(T) and B,(T) denote the set of all 
balanced vertex weightings and the set of all v-balanced vertex weightings 
over I’, respectively. Then B(r) and B,(T) are subgroups of W,(r). 
The concept of a balanced vertex weighting of a digraph generalizes the 
concept of a balanced vertex weighting of an undirected graph. Let G be an 
undirected graph. The neighborhood N(v) of Q vertex v is the multi-set of all 
vertices w  adjacent to v. Vertex w  occurs /J times in N(v) where p is the 
number of edges joining v and w. Let d(v) denote the degree of vertex v. A 
weighting b of the vertices of G over r is balanced at vertex v if 
d(v) b(v)= 1 b(w). 
iLEN 
(1.2) 
With the undirected graph G we associate a digraph G on the same vertex 
set obtained from G by replacing each edge e with two arcs e+ and e- 
joining the same two vertices as e but having opposite orientation. The 
following proposition follows trivially from the definitions. 
PROPOSITION 1.1. A vertex weighting of an undirected graph G over an 
Abelian group is balanced at vertex v iff the corresponding vertex weighting 
of its associated digraph C? is balanced at v. 
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For a reference to balanced vertex weightings of undirected graphs see 
c31. 
An (in) arborescence rooted at at vertex v of digraph D is a tree A of D 
containing vertex u such that there is a directed path in A from every vertex 
of A to v. An arborescence is spanning if it contains every vertex of D. Let 
a, denote the number of spanning arborescences rooted at vertex U. We wiil 
refer to (a,1 v E V} as the spanning arborescence numbers. Let a be the 
greatest common divisor (gcd) over the spanning arborescence numbers, 
i.e., c( = gcd{a, 1 v E V}. We define the gcd over a multiset of zeroes to be 
zero, i.e., if a, = 0 for all vertices v then a = 0. 
Let Z denote the integers, For k E Z let T(k) denote the subgroup of r 
given by T(k) = {g E rl kg = O}. In Section 2 we show that CI has a unique 
factorization GI = a, ~1~. . a, such that cli is a multiple of CZ~+, ,
i = 1, 2,..., m - 1 and such that for every abelian group I- 
B(r)rrxr(rx,)x ... xr(ff,). 
As a corollary we show that the number a, of spanning arborescences 
rooted at v has a unique factorization a, = apa; ... a;(,,) such that al; is a 
multiple of a;+ 1, i = 1,2 ,..., m(u) - 1 and such that for every abelian group 
r 
B,(r) z TX r(q) x . . x r(a;nc,,). 
We call the factorization CI = a, CL~. . LY, the principal factorization of CI and 
the factorization a, = a;a;. . a$(,, the principal factorization of a,. 
In Section 3 we obtain a formula for the factors in the principal fac- 
torization of a and a,. In Section 4 we show how the main result of Sec- 
tion 2 yields the characterization of the group of bicycles over r given in 
131. 
An Eulerian digraph is a digraph which contains a directed Eulerian cir- 
cuit, i.e., a connected digraph such that the in-degree equals the out-degree 
at every vertex. Tutte showed that such a digraph has the property that the 
number a, of spanning arborescences rooted at u is the same for every ver- 
tex v. This common number is called the arborescence number. See [ 121. In 
Section 5 we show how Tutte’s result can be immediately deduced from the 
main result of Section 2. In fact we prove a stronger result. We show that 
the principal factorization of a, is also the same for every vertex v. 
In Section 6 we discuss the concept of a trinity of digraphs. Tutte’s trinity 
theorem states that the arborescence number of each digraph in a trinity is 
the same. Employing the main result of Section 2 we deduce that the 
arborescence number as well as its principal factorization is the same for 
each digraph of a trinity. 
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In Section 7 we obtain a formula for the number of balanced vertex 
weightings over Z,. In Sections 8 and 9 we obtain formulae for a and a,. In 
Section 10 we extend the concept of a balanced vertex weighting to 
weighted digraphs, i.e., digraphs whose arcs are weighted with elements of 
a commutative ring .B. We obtain generalizations of many of the results in 
the previous sections. Finally in Section 11 we discuss electrical and “leaky” 
electrical networks. We show how the main result of Section 10 implies the 
uniqueness of a solution to the equations for an electrical network. 
2. CHARACTERIZATION THEOREM 
Let (r, +, 0) be any Abelian group. For k E Z, let T(k) denote the sub- 
group of r given by T(k) = {g E rj kg = O}. The following theorem gives a 
characterization up to isomorphism of the group B(T) of balanced vertex 
weightings over K 
THEOREM 2.1. Let D be a digraph and let CI be the greatest common 
divisor over the spanning arborescence numbers. Then CI has a unique fac- 
torlzatlon cI = a, u2 . . . a, such that a, is a multiple of c++ 1, i = 1, 2 ,..., m - 1, 
and such that for every Abelian group r the group B(T) of balanced vertex 
weightings over r satisfies 
qr)s~r(~,)~ ... xr(a,). (2.1) 
ProoJ: We prove the theorem with the aid of the matrix-arborescence 
theorem and three lemmas. Let V= {vr, v~,..., v,} denote the vertices of D. 
The generalized Kirchhoff matrix or Tutte matrix is the n x n matrix 
K = (k,) defined by kii = (out-degree of vertex vi) ig (1,2,... n} and 
k,= -(the number of arcs with tail vi and head v,) i, Jo (1, 2,..., n}, i#j. 
Let W[i:j] denote the matrix obtained from K by stroking out row i and 
column j. The following classical result is known as the matrix-arborescence 
theorem. 
THEoREM(matrix-arborescence). The number a, of spanning (in) 
arborescences rooted at vertex vi equals the ijth cofactor of K for any 
je (1, 2 ,..., n}, i.e., 
a,= (-l)‘+jdet W[i:j]. (2.2) 
For references to the matrix-arborescence theorem see [‘7, 12, 151. 
Let M = (m,) be any n x n integer matrix. For r an Abelian group let r” 
be the group obtained by taking the direct product of r with itself n times. 
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Let H(Ml, r) denote the set of all x = (x,, x2,..., x,) E r” satisfying the 
homogeneous equations 
$I mQxj=o (i= 1, 2 )...) n). 
We will represent these equations in matrix notation by 
Mx’ = 0, XEP. 
(x’ denotes the transpose of x.) Clearly H(M!, r) is a subgroup of r’. 
LEMMA 2.2. Let K be the Tutte matrix. A weighting b of the vertices over 
r is balanced iff (b(v,), b(u2j,..., b(v,)) EH(K, I-). 
Lemma 2.2 follows immediately from the definition of a balanced vertex 
weighting and the definition of the Tutte matrix. 
It, is a classical result that there exist invertible n x n integer matrices EJ 
and Q (i.e., det IP = )1 and det Q = +l) and a diagonal integer matrix D 
with diagonal entries d,, A?,..., d, such that di> 8 and di divides di+ 1, 
i= 1,2,..., n - 1 (by convention 0 divides 0) and such that 
Ml = mDc!L (2.3) 
The non-negative integers d,, d2,..., d, are the invariant factors of Ml. This 
result for integer matrices is a special case of a more general result for 
matrices over a principal ideal domain. See [S]. 
LEMMA 2.3. Let d,, d2,..., d, be the invariant factors of an integer matrix 
Ml. Then 
H(M,f)=r(d,)xr(d2)x ... xT(d,). (2.4) 
ProoJ: For x E P let x’ = Qx’. Now 
Mx’=O 
0 (PDQ)x’ = 0 
0 Dx’ = 0. 
The last step follows since P is invertible. Since Q is invertible it follows 
that H(M, ZJ z H(D, r). It is immediate that H(D, ZJ = T(d,) x 
T(d,) x ... x T(d,). This proves the lemma. 
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LEMMA 2.4. Let x1, x2 ,..., x, be positive integers greater than 1 such that 
xi is a multiple of xi+ , , i= 1, 2 ,... i r - 1, and let yl, yZ ,..., yS be positive 
integers greater than 1 such that yi is a multiple of yi+ 1, i= 1, 2,..., s - 1. 
For r an Abelian group set X(T) = Z(x,) x r(x?) x ... x T(x,) and set 
w)=m,w(h)x ... x r( y,). Then X(T) z Y(T) for every Abelian 
group f iff r = s and xi = yi, i = 1, 2 ,..., r ( =s). 
A proof of this lemma is given in [33. 
We are now ready to prove the theorem. Let d,, d2,..., d, be the invariant 
factors of the Tuttle matrix K. Since the elements in each row of K sum to 
zero it follows that det K = 0. Thus d, = 0. By a result in [IS] the product 
d,d,.. . d,, _, is the gcd over all the minors of size n - 1, i.e., over all the 
first order cofactors. Hence by the matrix-arborescence theorem, 
“=d,d,...d,_,. Set cli = d, _ i, i = 1,2 ,..., n - 1. Let m be the highest index 
i such that xi/l. (If a=1 then set m=l.) Then GI=CI~CQ~~~CI,. Since d, 
divides di+l, i= 1, 2 ,..., n - 1 we have that cli is a multiple of ai+ :, 
i = 1, 2,..., m - 1. By Lemma 2.3, H(K, r) z T(d,) x T(d,) . r(d,J. Noting 
that T(d,) = r, since d,, = 0 and T(d,) = (0) for j< n -m, since 
dj=anpj= 1 forj<n-m, we have that H(K, r)grxT(a,)x ... xr(a,). 
But by Lemma 2.2, B(T) E H(K, r). Hence B(T) E Tx T(c1i) x . . . x T(a,). 
The fact that the factorization c1= clla2 .. GE, is unique follows from 
Lemma 2.4. This proves Theorem 2.1. 
We will call the factorization a = CI~ CQ. . . IX, the principal factorization of 
a. Note that CI has a principal factorization even if a = 0. 
COROLLARY 2.5. Let D be a digraph having a, spanning arborescences 
rooted at vertex v. Then a, has a unique factorization a, = a”;a; . . . a;,,, such 
that a: is a multiple of a;, 1, i = 1, 2 ,..., m(v), and such that for every Abelian 
group r the group B,(T) of v-balanced vertex weightings over r satisfies 
B,(r)rrxr(q)x ... xr(a;,,,). (2.5) 
Proof Consider the digraph 0: obtained from D by adding a new ver- 
tex v’ and a new arc e, with tail v and head v’. Observe that there is no 
spanning (in) arborescence rooted at the any vertex of 0: except at v’. 
(This is true since there are no arcs with tail u’ and hence there is no direc- 
ted path from v’ to any other vertex.) Further it is clear that the number of 
spanning arborescences in D, with root v’ equals a,. Therefore if CZ’ denotes 
the gcd over the spanning arborescence numbers of 0: then a’= a,. It is 
easily verified that a vertex weighting over r of 0: is balanced iff the 
weighting restricted to the vertices of D is a v-balanced vertex weighting 
over r of 0. (Note that vertex v’ is automatically balanced in 0: since 
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there are no arcs with tail v’.) With the above observations the corollary 
follows from Theorem 2.1 applied to the digraph Db. 
We will call the factorization a, = ap a; * . . a;, the principal factorization of 
4. 
A vertex weighting is constant if the weight on every vertex is the same. 
Clearly a constant vertex weighting is balanced. The following corollary 
gives a necessary and sufficient condition for the existence of a non- 
constant, balanced vertex weighting. By convention the order of an infinite 
group divides zero. 
COROLLARY 2.6. Let D be a digraph and let I- be an Abelian group. Then 
there exists a non-constant, balanced vertex weighting over r iff r contains a 
nontrivial subgroup whose order divides the number a, of spanning 
arborescences rooted at v for every vertex v. 
Proof: Let C(T) denote the group of ail constant vertex weightings over 
r. There exists a nonconstant, balanced vertex weighting over r iff 
B(T) # C(T), i.e., iff B(T) k r. First suppose there exists a nonconstant 
balanced vertex weighting over r. By Theorem 2.1, B(T) zz TX 
r(a,)x ... xr(a,) where cli is a multiple of a,+,, i= 1, 2,...,m- 1. It 
follows that T(a,) is nontrivial, i.e., r(a, ) contains a non-zero element g. 
By definition c(i g = 0. Hence the order of the cyclic subgroup C of r 
generated by the element g divides CI~. Since CI~ divides sl the order of C 
divides CI. But CI = gcd(a, ( v E V}. Therefore the order of C divides a, for 
every vertex v. 
Conversely, suppose r contains a nontrivial, subgroup S hose order 
divides the number a, of spanning arborescences rooted at v for every ver- 
tex v. Then the order of S divides ~1. Let g E S, g#O. Then ag = 0 or 
equivalently (a I a2 . . . cc,)g =O. This implies that either a,, g =0 or there 
exists a j, 1 6 j < m such that CZ,(M~+, . . . CI, g) = 0 and g’ = aj+ i . . . ~1, g # 0. 
If the former case is true then T(cc,) is nontrivial since it contains the non- 
zero element g and if the latter case is true then r(ai) is nontrivial since it 
contains the nonzero element g’. In either case Theorem 2.1 implies that 
B(T) Z& r, i.e., there exists a nonconstant, balanced vertex weighting 
over r. 
COROLLARY 2.1. Let p be a prime number and let U, denote the integers 
mod p. Then there exists a nonconstant, balanced vertex weighting over Z, 
lff p divides the number a, of spanning arborescences rooted at v for every 
vertex v. 
Corollary 2.7 follows immediately from Corollary 2.6. 
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3. FORMULA FOR THE FACTORS IN THE PRINCIPAL FACTORIZATION 
In this section we obtain formulae for the factors in the principal fac- 
torization of c( and the principal factorization of a, in terms of k- 
arborescences. Assign a linear order to the vertex set V. Let Vk denote the 
collection of all subsets of V’ of cardinality k. Consider two sets 
R= (r i, r2 ,..., rk) and S= {s,, s2 ,..., sk 1 from Vk (not necessarily disjoint) 
such that ri<ri+l and si<si+l, i= 1, 2,..., k - 1. A k-arborescence with root 
set R and coroot set S is a set of k arborescences A = (A i, AZ,..., A,} hav- 
ing the following properties: (i) the arborescences A,, AZ,...: Ak are pairwise 
vertex disjoint and together span the vertices, (ii) vertex rr is the root vertex 
of arborescence Ai, i = 1, 2 ,..., k (iii) for some permutation cr of { 1: 2 ,..., k) 
vertex sj lies in arborescence A,,(,,, i= 1, 2,..., k. The sign of k-arborescence 
A is given by 
sign(A) = sign(a) (3.1) 
where sign(a) denotes the sign of the permutation rs. Let z%‘~,~ denote the 
set of ail k-arborescences with root set R and coroot set S and set 
a R,S = 1 sign(A) (3.2) 
A t ~R.S 
where the summation is over all the k-arborescences A from &‘R,s. For 
k = 1, 2,..., n set 
Yk = gcd {aR,S 1 R, SE -&Sk). (3.3) 
THEOREM 3.1. Let D be a digraph and let a denote the gcd over the span- 
ning arborescence numbers. If x has principal factorization c1= a, a2 CI, 
then 
ai = Y;/Yi+ I> (3.4) 
i = 1, 2,..., m where yi is defined by (3.3). By convention O/O = 0, i.e., ui = 0 if 
yi=o. 
ProoJ Consider the Tutte matrix K. For R, SE YG, 1 d k<n- 1, let 
K[R : S] denote the matrix obtained from 06 by stroking out the rows 
corresponding to the vertices in R and the columns corresponding to the 
vertices in S. The following result called the all minors matrix-arborescence 
theorem (see [S, 71) is a generalization of the matrix-arborescence theorem. 
THEOREM (AMMA). aR.S = F det 06 [R : S]. 
282 K. A.BERMAN 
The actual sign on the right-hand side is given in [S, 71 but we omit it 
here since it is not needed in our proof. 
We now prove Theorem 3.1. Let d,, d2,..., d, be the invariant factors of 
the Tutte matrix K. Let dj be the gcd over all the minors of I-6 of size i, 
i = 1, 2,..., n. Set d,= 1. A result in [S] states that 
di=AJA,p, (3.5) 
i = 1, 2,..., ~1. Since ~l~=d,-;, i= 1, 2 ,..., m, Eq. (3.5) yields 
ai= A,~JA~-i- I (3.6) 
i = 1, 2,..., m. But by the all minors matrix-arborescence theorem yi = A,- I, 
i = 1, 2,..., n. Substituting in (3.6) we obtain 
i = 1, 2,..., m as stated in the theorem. 
COROLLARY 3.2. Let D be a digraph having a, spanning arborescences 
rooted at vertex v. If a, = a: a;. . . a;(,, is the principal factorization of a, then 
a: = yq/yy+ 1 (3.7) 
where yy = gcd{a,,, 1 R, SE V/k, v E R}, i = 1, 2 ,..., m(v). 
ProojY As in the proof of Corollary 2.5 we consider the digraph 0: 
obtained from D by adding a new vertex v’ and a new arc e, with tail v and 
head v’. Corollary 3.2 is obtained by applying Theorem 3.1 to the digraph 
Db and making similar observations to those made in the proof of 
Corollary 2.5. 
4. LEAKY COBOUNDARIES AND BICYCLES 
The coboundary operator 6 associated with the digraph D is the 
mapping from the group W,(T) of vertex weightings over r to the group 
W,(T) of arc weightings over r defined by 
(6f)(e) =f(h(e)) -f(t(e)) (4.1) 
for f E W,(T), e E E, where h(e) and t(e) denote the head and tail of arc e, 
respectively. A coboundary is an arc weighting g such that g = Sf for some 
vertex weighting J: 
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For v a vertex let q + (v) and u] - (u) denote the set of arcs with tail v and 
set of arcs with head v, respectively. A coboundary 1 is leaky at vertex v if 
(4.2) 
i.e., the sum of the I-weights over the arcs with tail v equals zero. (The term 
“leaky” comes from leaky electricity which we discuss in Section 10.) A 
coboundary is leaky if it is leaky at every vertex. A coboundary is v-/caky if 
it is leaky at every vertex except possibly vertex v. 
PROPOSITION 4.1. A coboundary I is leaky at vertex v $f I= 66, where b 
is a vertex weighting which is balanced at v. 
ProoJ: A coboundary 1 is leaky at vertex v iff 
1 Z(e)=0 
etv+(u) 
o c (6b)(e)=O 
eEV+lu) 
* eEz,o, (b(h(e)) - b(t(e))) = 0 
G 1 b(w) = d+(v) b(v). 
wtNf(ti) 
By definition the last step is true iff b is balanced at vertex v. This proves 
the proposition. 
Let L(T) denote the set of leaky coboundaries over r and L,(T) the set 
of v-leaky coboundaries over ZY Then L(T) and L,(T) are subgroups of the 
group W,(T) of all arc weightings over I’. By Proposition 4.1, 
L(T) = 6B(T) and L,(T) = SB,(T). 
THEOREM 4.2. Let D be a digraph and let CI be the gcd over the spanning 
arborescence numbers. If u has principal facotrization u = CI 1 uZ . . . a, then for 
any Abelian group r the group L(T) of leaky coboundaries over r satisfies 
L(r)d+,)x qa,) x ... xqa,). (4.3) 
Theorem 4.2 follows from Theorem 2.1 and Proposition 4.1 with the 
observation that the kernel of 6 is the group C(T) of constant vertex 
weightings over r. 
COROLLARY 4.3. Let D be a digraph having a, spanning arborescences 
284 K. A.BERMAN 
rooted at vertex v. If a, has principal factorization a, = a; a; ‘. . a;(“, then for 
any Abelian group I the group L,(T) of v-leaky coboundaries over I satisfies 
L,(T) s r(a;) x I(a;) x ... x I(a;,,,). (4.4) 
This corollary follows from Theorem 4.2 by considering the digraph D, 
in the same way that Corollary 2.5 followed from Theorem 2.1. 
A cycle over r is an arc weighting z over r such that for every vertex v 
1 z(e+)= 1 z(e-), (4.5) 
e+ E’I+(u) r- Ev-(D) 
i.e., the sum over the z-weights on the arcs with tail v equals the sum over 
the z-weights on the arcs with head v. A bicycle over r is a cycle over r 
which is also a coboundary. Bicycles have been studied by a number of 
authors. See [3, 6,9, 10, 111. Let Y(T) denote the set of bicycles over Z’. 
Clearly Y(r) is a subgroup of W,(T). 
Consider an undirected graph G. Let G be its associated digraph, i.e., G 
is the digraph obtained from G by replacing each edge e with two arcs e+ 
and e- joining the same two vertices as e but having opposite orientation. 
Now orient the edges of G in some way. For e an edge of G let e+ be the 
arc of G having the same orientation as e. With every edge weighting f of 
G over r we associate an arc weighting j! of G over r defined by f(e+) = 
f(e) and f(e-)= -f(e) f or e an edge of G. The following proposition is 
immediate. 
PROPOSITION 4.4. Let G be an undirected graph whose edges have been 
oriented in some way and let 6 be the digraph defined above. A weighting y 
of the edges of G over an Abelian group I is a bicycle iff the corresponding 
weighting j of the arcs of G is a leaky coboundary. 
The following corollary of Proposition 4.1 and Corollary 4.4 is a result 
from [3]. 
COROLLARY 4.5. Let G be an undirected graph and let I be any Abelian 
group. A vertex weighting b of G over I is balanced iff.for any orientation of 
the edges of G the arc weighting y = 6b is a bicycle. 
Corollary 4.5 follows immediately from Propositions 4.4 and 1.1. 
Let v be any vertex of G. There is a l-l correspondence between the 
spanning trees of G and the spanning arborescences of G rooted at vertex v. 
Therefore the number a, of spanning arborescences of G rooted at v equals 
the number z of spanning trees of G for any vertex v of G. Thus 6 = r where 
6 is the gcd over the spanning arborescence numbers of G. We define the 
principal factorization of the spanning tree number t of G to be the prin- 
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cipal factorization of oi of e. The following result from [3] follows 
immediately from Theorem 4.2 and Proposition 4.4. 
THEOREM 4.6. Let G be an (undirected) graph with t spanning trees. If 
z=2122”‘5, is the principal factorization of z then for any orientation of 
the edges of G and any Abelian group r the group Y(T) of bicycles over r 
satisfies 
Y(r) % T(z,) x T(z,) x . . ’ x T(z,). (4.6) 
5. EULERIAN DIGRAPHS 
Let D be an Eulerian digraph, i.e., a connected digraph such that the in- 
degree equals the out-degree at every vertex. Tutte showed that such a 
digraph has the property that the number a, of spanning arborescences 
rooted at vertex u is the same for every vertex u. See [12], In this section 
we prove the following stronger result. 
THEOREM 5.1. Let D be an Eulerian digraph. Then the number a, of 
spanning arborescences rooted at vertex v and its principal factorization is 
the same for every vertex v. 
ProoJ: Let d+ (0) and dP (0) denote the out-degree and in-degree of ver- 
tex v, respectively. Let b be any vertex weighting over r where r is an 
Abelian group. It is immediate that 
1 d-(u) b(u)= c C b(w). (5.1) 
UE v ut v WEN+(U) 
Since D is Eulerian d+(u) = d-(u) for all vertices U. Thus we have 
(5.2) 
Equation 5.2 implies that if b is balanced at every vertex, except possibly at 
vertex u, then it is necessarily balanced at II. Hence B,(T) = B(T). By 
Theorem 2.1, 
where a=a,a2...a, is the principal factorization of a and by 
Corollary 2.5, 
B,(r)sx r(ay)x ... x r(q,,), 
where au = aya;. . . a;(,) is the principal factorization of a,. Since B(r) = 
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B,(T) it follows from Lemma 2.4 that m = m(v), 01= a,, and ar= a;, 
i= 1,2 ,..., m. This proves the theorem. 
The arborescence number a of an Eulerian digraph and its principal fac- . 
torrzation a = a, u2 . . . a, is defined by a = a, and ui = a;, i = 1,2 ,... j m, for 
any vertex v. By Theorem 5.1 this definition is consistent. The following 
theorem is an immediate consequence of Theorems 2.1 and 4.2 and 
Lemma 2.4. 
THEOREM 5.2. Let D, and D, be any two Eulerian digraphs. For I’ an 
Abeliun group, let B,(F) and L,,(F) denote the group of balanced vertex 
weightings and the group of leaky cobounduries over I’ respectively of 
digruph Di, i= 1, 2. Then the following are equivalent: 
(i) D, and D, have the same urborescence number with the same 
principal factorization. 
(ii) B,,(U g BD2(0 
(iii) L,,(F) g L,,(F). 
6. TRINITY 
An alternating dimup A is a planar Eulerian map which is oriented such 
that the arcs around each vertex are directed alternately toward and away 
from that vertex. Dimap A has the property that its faces can be bicolored 
such that the arcs around the faces of one color are directed clockwise and 
the arcs around the faces of the other color are directed counterclockwise. 
Clearly A is an Eulerian digraph. Therefore we may speak of the 
arborescence number of A and its principal factorization. 
Let E, I’, and F denote the arc set, vertex, set, and face set of A, respec- 
tively. Let P denote the set of faces directed counterclockwise and N the set 
of faces directed clockwise. With the alternating dimap A we associate two 
alternating dimaps A, and A, as follows. In the interior of each face of P 
place a vertex. These vertices which we denote by V, will be the vertex set 
of A,. Consider any vertex v E V. Let f ‘;, f;,..., f; denote the faces from P 
which are incident with v taken counterclockwise around v. Let ui, u,,..., uk 
denote the vertices from V, contained in the interior of the- faces 
.fy, f';,? fL respectively. Join vertices ui and uifl with an arc directed 
toward ui+ i, i= 1,2,..., k where uk+ 1 = ul. Repeat this for every vertex 
v E V. The resultant dimap A, is an alternating dimap. By an analogous 
construction using the vertex set N in place of P we obtain the alternating 
dimap A,. Dimaps A, and A, are the derived alternating dimups of A. 
It is easily verified that the derived alternating dimaps of A, are A, and 
A and the derived alternating dimaps of A, are A and A,. Dimaps 
A, A,, A, are a trinity of alternating dimaps. See [l, 12, 131. 
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Trinity of alternating dimaps is a generalization of duality of planar 
maps. To see this let A4 be a planar map with dual map M’. Associated 
with the map M is the alternating dimap A defined as follows. Replace 
each edge of M with two edges such that the bivalent face created contains 
no edge in its interior and orient the edges such that these bivalent faces 
are directed clockwise. The resultant dimap & is an alternating dimap. 
Apply the same construction to the dual map M to obtain the alternating 
dimap &$’ except direct the new bivalent faces counterclockwise. It is easily 
seen that the derived alternating dimap of &? associated with the faces 
directed counterclockwise is the dimap &?’ and the derived alternating 
dimap of k associated with the faces directed clockwise is 4-valent map M 
known as the medial map of A4 and M’. Thus a-, kl, M are a trinity of 
alternating dimaps. This shows that duality is a special case of trinity. 
In [ 131, Tutte gives the following approach to trinity. Let T be a plane 
Eulerian triangulation whose vertices have been colored with the three 
colors 1, 2, 3. (A plane Eulerian triangulation is uniquely 3-colorable.) Let 
Vi, I’,, I/, be the set of vertices colored 1, 2, 3, respectively. We now con- 
struct three alternating dimaps A i, Az, A, having vertex sets I/, , V,, V,, 
respectively. 
We construct A, as follows. Bicolor the triangle faces of T black and 
white such that the outside face is colored white. This can be done since T 
is Eulerian. For XE I/, and fb a black triangle incident with x draw an arc 
of A, along a median of fb to the midpoint of the opposite side. Continue 
the arc along a median of the adjacent white face f,, to the opposite vertex 
y. It is clear that y E I’, . Thus we have a dimap A,. It is immediate that A, 
is an alternating dimap. By similar constructions using vertex sets V, and 
V, in place of V, we obtain alternating dimaps A, and A,. 
We now define mappings or2, crZ3, (Eli. Let E,, E,, E, be the arc sets of 
A,, A,, A,, respectively. Then cri2 is the mapping from E, to E, defined as 
follows. An arc e E E, intersects two arcs from E, in the above construction, 
one at the center of a black triangle and another at the center of a white 
triangle. Let cT&e) be the arc from E, which intersects e at the center of a 
black triangle. Similarly define mappings g‘23 and rr3i. 
In [ 131, Tutte shows that A,, A,, A, are a trinity of alternating dimaps. 
Further, given any trinity of alternating dimaps there exists a plane 
Eulerian triangulation which yields them by the above construction. 
Tutte’s trinity theorem states that each dimap of a trinity of alternating 
dimaps has the same arborescence number. We prove the following 
stronger result. 
THEOREM 6.1. Each dimap of a trinity of alternating dimaps has the Same 
arborescence number with the same principal factorization. 
Proof. We first prove the following lemma. 
582bi42/3-3 
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LEMMA 6.2. Let A be an alternating dimap and let r be an Abelian 
group. Then a weighting I of the arcs of A over r is a leaky coboundary iff 
for each vertex v the sum of the l-weights over all the arcs with tail v is zero 
and for each face f the sum of the l-weights on all the arcs incident with f is 
zero. 
ProoJ It is well known and easily verified that a weighting I of the arcs 
of a planar dimap is a coboundary iff for each face f the sum of the 
Z-weights on the arcs directed clockwise around f minus the sum of 
the Z-weights on the arcs directed counterclockwise equals zero. Since A is 
an alternating dimap the arcs incident with a face f are either all directed 
clockwise around f or all directed counterclockwise around J: Therefore I 
is a coboundary iff for every face f the sum of the l-weights over all the 
arcs incident with f is zero. By definition a coboundary I is leaky iff for 
every vertex v the sum of the Z-weights over all the arcs with tail v is zero. 
This proves the lemma. 
We now prove the theorem. Let A,, A,, A, be a trinity of alternating 
dimaps. Let Vi, E,, Fj denote the vertex set, arc set and face set of dimap 
Ai, respectively, and let P, and Ni denote the set of faces of Ai directed 
counterclockwise and clockwise, respectively, i= 1,2, 3. For I a weighting 
of the arcs of A, over an Abelian group r let p,,(Z) be the weighting of the 
arcs of A, over r defined by 
h2(W) = 4aii’(e)) (6.1) 
for e E E,. It is easily verified that oIz maps (i) the set of arcs incident with 
a face from P, onto the set of arcs having tail v for some vertex v from V,, 
(ii) the set of arcs incident with a face from N, onto the set of arcs incident 
with a face from P,, (iii) the set of arcs having tail v where o is a vertex 
from V, onto the set of arcs incident with a face from N,. But by 
Lemma 6.2 this implies that hi2 maps a leaky coboundary of A, onto a 
leaky coboundary of AZ, i.e., p12 is an isomorphism from the group LAl(ZJ 
of leaky coboundaries over r in A, to the group LAZ(r) of leaky coboun- 
daries over r in A,. By Theorem 5.2, LA,(r) g L,,(T) implies that A, and 
A, have the same arborescence number with the same principal fac- 
torization. Similarly A, and A, have the same arborescence number with 
the same principal factorization. This proves the theorem. 
7. FORMULA FOR THE NUMBER OF BALANCED VERTEX k-WEIGHTINGS 
Let k be a positive integer greater than 1. A k-weighting is weighting over 
Z,, the integers mod k. The following theorem gives a formula for the 
number P(k) of balanced vertex k-weightings. 
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THEOREM 7.1. Let D be a digraph and let a = a, a2. ’ . CI, be the principal 
factorization of CI where a is the gcd over the arborescence numbers. Then the 
number P(k) of balanced vertex k-weightings is given by 
P(k) = k fi gcd(u,, k). 
i=l 
(7.1) 
ProoJ: Let j be any nonnegative integer. It is easily verified that the car- 
dinality of Z,(j) = {g E Z, 1 jg = O> equals gcd(j, k). By ‘Theorem 2.1 we 
have 
B(k) = IWJ 
= l‘GX~k(~,)X ..’ XU%r)l 
=k fi gcd(a,, k). 
i=l 
This proves the theorem. 
A k-coboundary is a coboundary over Z,. The following corollary gives a 
formula for the number A(k) of leaky k-coboundaries. 
COROLLARY 7.2. The number L(k) of leaky k-coboundaries is given by 
A(k) = r’i gcd(a,, k). (7.2) 
,=l 
Corollary 7.2 follows immediately from Theorem 7.1 and Proposition 4.1. 
COROLLARY 7.3. Let G be an undirected graph and let z = 7l ~~~~~ z, 
be the principal factorization of z, where z is the spanning tree number of G. 
Then the number c(k) of k-bicycles is given by 
i(k) = fi gcd(zi, k). 
i=l 
(7.3) 
Corollary 7.3 follows from Corollary 7.2 and Proposition 4.4. 
COROLLARY 7.4. For any integer k 3 2 and any vertex v the number A(k) 
of leaky k-coboundaries divides the number a, of spanning arborescences 
rooted at v. Further if k is a multiple of a then I(k) = u. 
Corollary 7.4 is an immediate consequence of Corollary 7.2. 
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8. IRREDUCIBLE LEAKY ~COBOUNDARIES 
The group L(Z,) of leaky k-coboundaries determines a module over Z,, 
where scalar multiplication is given by 
for p E Z,, I E L(Z,), and e E E. Suppose k = k, k, where k,, k, 3 2. A leaky 
k-coboundary I is reducible to a leaky k,-coboundary I, if I = k, I,. A leaky 
k-coboundary is irreducible if it is non-zero and not reducible. 
THEOREM 8.1. Let D be a digraph and let k be an integer, k > 2. Zf there 
exists an irreducible leaky k-coboundary then k divides the number a, of 
spanning arborescences rooted at vertex v for any vertex v. 
Proof: Suppose there exists an irreducible leaky k-coboundary 1. The 
set S= {$ j p E Z,} is a subgroup of the group L(Z,) of all leaky k- 
coboundaries. Since I is irreducible the order of S equals k. By Lagrange’s 
theorem the order of S divides the order of L(Z,), i.e., k divides l(k). The 
theorem now follows from Corollary 7.4. 
COROLLARY 8.2. Let D be a digraph whose vertices can be partitioned 
into k classes C,, C2,..., Ck such that for VE Ci the out-neighbourhood of v  
either consists only of vertices from Ci or consists of vertices from Ci and 
exactly ri vertices from each of the other classes for some positive integer ri, 
i = 1, 2,..., k. If k is odd then k divides the number a, of spanning arborescen- 
ces root at v for every vertex v. If k is even then k/2 divides a, for every 
vertex v. 
ProoJ First suppose k is odd. Let b be the vertex k-weighting such that 
b(v) = i if v E Cj, i = 1, 2,..., k (b(v) = 0 if v E C,.) We show that b is balan- 
ced. Consider any vertex v and suppose that v belongs to class Ci. Let 
d+(v) denote the out-degree of v and let s(v) denote the number of arcs 
with tail v and head in class Ci. Clearly d+(v) =s(v) + r,(k - 1). Thus 
rj=s(v)-d+(v) (mod k). If the vertices in the out-neighborhood of v all 
belong to Cj then clearly b is balanced at v. Otherwise we have 
c b(u)=s(v)b(v)+ri((‘~‘j)-b(v)) 
utN+(b) ,=l 
= s(v) b(v) + (s(v) - d+(v)) !%!+b(v) 
> 
= d+(v) b(v). 
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Thus b is a balanced vertex k-weighting and 6b is a leaky k-coboundary. 
Since 6b has weight 1 for at least one arc with tail v, 6b is irreducible. 
Therefore by Theorem 8.1, k divides a, for every vertex v. The argument is 
the same in the case when k is even except that k(k - 1)/2 is not congruent 
to zero mod k. However it is congruent to zero mod k/2, and we may con- 
clude that 6b is an irreducible leaky k/2-coboundary. Therefore by 
Theorem 8.1, k/2 divides a, for every vertex v. This proves Corollary 8.2. 
A k-coloring of the vertices of an undirected graph G is regular if for 
every vertex v the k - 1 colors different from the color of u each occur the 
same number of times among the vertices in the neighborhood of v. The 
unique 3-coloring of a plane Eulerian triangulation is one example of a 
regular coloring. Another example is the vertex k-coloring of the line graph 
of a k-valent graph G corresponding to an edge k-coloring of G. 
COROLLARY 8.3. If an (undirected) graph G has a regular k-coloring and 
k is odd then k divides the number z of spanning trees of G. If G has a regular 
k-coloring and k is even then k/2 divides t. 
Corollary 8.3 is obtained from Corollary 8.2 by considering the digraph 
G (i:e., the digraph obtained from G by replacing each edge e with two arcs 
joining the same two vertices as e but having opposite orientation). 
There are only a finite number of positive integers k for which there 
exists an irreducible leaky k-coboundary. This is true since by Theorem 8.1 
there exist irreducible leaky k-coboundaries only for those k which are 
divisors of ~1. Let y(k) denote the number of irreducible leaky k-coboun- 
daries and set y( 1) = I. 
THEOREM 8.4. Let D be a digraph and let a be the gcd over the spanning 
arborescence numbers. Then the total number of irreducible leaky k-coboun- 
daries over all positive integers k equals SI, i.e., 
x= f y(k). 
x-=1 
Proof: We prove Theorem 8.2 with the aid of the following lemma. 
LEMMA 8.5. For k a positive integer, k 3 2, let I(k) ana’ y(k) denote the 
number of leaky k-coboundaries and the number of irreducible leaky k- 
coboundaries, respectively. Let 9(k) denote the set of positive divisors of k 
and set y( 1) = 1. Then 
A(k) = 1 y(d). 
deS3(k) 
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Lemma 8.5 follows immediately from the fact that every leaky k-coboun- 
dary which is not irreducible is reducible to a unique irreducible leaky d- 
coboundary for some divisor d of k. The zero leaky k-coboundary is 
counted by y( 1). 
We now prove the theorem. By Lemma 8.5, 
But by Theorem 8.1, y(k) = 0 if k is not a divisor of LX Therefore 
Iv(a) = f y(k). 
k=l 
By Corollary 7.4, cx = A(E). The theorem follows. 
By applying Theorem 8.4 to the digraph 0: (i.e., the digraph obtained 
from D by adding a new vertex v’ and a new arc e, with tail v and head v’) 
we obtain the following formula for the number of spanning arborescences 
rooted at v. 
COROLLARV 8.6. Let D be a digraph having a, spanning arborescences 
rooted at vertex v. Then the total number of irreducible v-leaky k-coboun- 
daries over all positive integers k equals a,, i.e., 
k=l 
where y,(k) denotes the number of irreducible v-leaky k-coboundaries, k 3 2, 
and y,( 1) = 1. 
By applying Theorem 8.4 to the digraph @ associated with an undirected 
graph G and invoking Proposition 4.4 we obtain the following formula for 
the spanning tree number z from [3]. 
COROLLARY 8.7. Let G be an (undirected) graph having z spanning trees. 
Let r(k) denote the number of irreducible k-bicycles, k>2, and set 5(l) = 1. 
Then the total number of irreducible k-bicycles over all positive integers k 
equals z, i.e., 
k=l 
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9. PRIME FACTORIZATION FORMULAE FOR CI AND a, 
For convenience we will denote the module L(Z,) of leaky k-coboun- 
daries by L(k). Let p be a positive prime number and i a positive integer. 
The set pL(p’)= {pll /EL($)} is a submodule of L(p’). Consider the 
quotient module 
L( Pi) L(p’) =-----y- 
PL(P ) 
(9.1) 
i.e., E( pi) consists on congruence classes of elements of L(p’) where two 
leaky pi-coboundaries I, and I, are congruent if I, - I, = p13 for some leaky 
pi-coboundary I,. The quotient module z(p’) is a vector space over the 
field of integers mod p. Let p( pi) denote the dimension of E( p’), i.e., 
p( pi) = dim(E( p’)). (9.2) 
For k a positive integer let r,(k) denote the exponent of the highest power 
of p that divides k. 
PROPOSITION 9.1. Let D be a digraph having at least one spanning 
arborescence and let c( be the gcd over the spanning arborescence numbers. 
Then p( pi) 3 p( p’) for i < j. Further p( pi) = 0 for all i > Ed. 
ProoJ: Let i and j be positive integers such that i < j. Since Qp’) is a 
vector space over Z, the cardinality of L(p’) equals ppCp’), i.e., 
It( = ppCp’). Similarly JL(p’)I = p p(p”. With every leaky pj-coboundary I 
we associate a leaky ptcoboundary I’ given by Z’(e) = l(e) (mod pi) for e an 
edge of D. It is immediate that the mapping which takes f to t’ is an injec- 
tive mapping from E( p’) to I( pi). This implies that /I( p’)l > IL( p’)l. 
Hence p( pi) 3 p(p’). By Theorem 8.1 there are no irreducible leaky pi- 
coboundaries for any i> ~~(a). This implies that L(p’) contains only the 
zero vector. Thus p( pi) = 0. This proves the proposition. 
THEOREM 9.2. Let D be a digraph with at least one spanning 
arborescence and let a be the gcd over the spanning arborescence numbers. If 
p(p’) is defined by (9.2) then 
u= n P P(P)+P(PZ)+ 
where the product is over the set 9 of all positive primes p. 
ProoJ: We need the following lemma. 
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LEMMA 9.3. Let y(k) denote the number of irreducible leaky k-coboun- 
daries. If r and s are two relatively prime positive integers then 
ytrs) = r(r) Y(S). (9.4) 
Proof Since Zrs = Z,@ Z, (where @ denotes the direct sum of two 
rings) we have that L(rs) = L(r) @ L(s) (where @ denotes the direct sum of 
two modules). The underlying set is L(r) x L(s), i.e., 1 E L(r)@ L(s) iff 
I(e) = I,(e) x l,(e), e E E, for some 1, E L(r) and 1, E L(s). Lemma 9.3 follows 
from the fact that the direct product 1, x I, corresponds to an irreducible 
leaky rs-coboundary iff I, is an irreducible leaky r-coboundary and I, is an 
irreducible leaky s-coboundary. 
We now prove the theorem. By Lemma 8.5 
A(pi)= 1 +y(p)+y(p2)+ ... +y(pj). (9.5) 
Since L(p’) is a vector space over <P of dimension p( pi) we have that 
lL(p’)l = ppCp’). Also it is clear that IL( pi)1 = I,(p’)//z(p’- ‘). It follows that 
4Pi) = P P(J”),?( pi- ‘). By induction we obtain 
4Pi) = P dP)+P(P2)+ “’ +P(P’) (9.6) 
Equations (9.5) and (9.6) imply 
1 + y(p) + y(p”) + . . = pP(P)+P(P2)+ "', (9.7) 
It follows from Lemma 9.3 that 
n (1 +Y(P)+Y(P~)+ . ..I= f  y(k). 
PEb k=l 
But by Theorem 8.4, 
a= ‘f y(k). 
k=l 
(9.8) 
(9.9) 
Theorem 9.2 follows from Eqs. (9.7), (9.8), and (9.9). 
For v a vertex of D let L,(p’) denote the module of u-leaky pi- 
coboundaries, and let L,(p’) be the quotient module 
L,(p’) xp#. 
u 
(9.10) 
Then E,(p’) is a vector space over Z,. Let p,(p’) denote the dimension of 
L,( pi), i.e., 
ALP’) = dim(L,(p’)). (9.11) 
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By applying Theorem 9.2 to the digraph 0: (i.e., the digraph obtained 
from D by adding a new vertex v’ and a new arc e, with tail v and head v’), 
we obtain the following formula for the prime factorization of a,. 
COROLLARY 9.4. Let D be a digraph having a, spanning arborescences 
rooted at vertex v, where a, > 0. Ifp,(p’) is defined by (9.11) then 
a,= n P PdP)+P,(P*)+ ... (9.12) 
PEP 
where the product is over the set 9 of all positive primes p. 
Let Y(p’) denote the module of p’-bicycles, i.e., and let F( p’) be the 
quotient module 
F( pi) = Y( PiI 
PYO’ 
(9.13) 
Then F( pi) is a vector space over L,. Let 6(p’) denote the dimension of 
F( p’), i.e., 
6( p’) = dim( P( p’)). (9.14) 
By applying Theorem 9.2 to the digraph G associated with an undirected 
graph G and invoking Proposition 4.4 we obtain the following formula 
from [3] for the prime factorization of the spanning tree number t. 
COROLLARY 9.5. Let G be connected graph having t spanning trees. If 
6(p’) is defined by (9.14) then 
where the product is over the set 9 of all positive primes. 
10. BALANCED VERTEX WEICHTINGS OF WEIGHTED I~IGRAPHS 
Many of the concepts and theorems of the previous sections can be 
generalized to weighted digraphs. Let w  be an arc weighting of a digraph D 
over a commutative ring &!. Consider any module M over 9. A vertex 
weighting b of D over M is balanced at vertex v with respect to the 
weighting o if 
( Ea) Mel) b(v) = ,,,E,) o(e) b(w) (10.1) 
e=“W 
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where the summation on the left is over the set q +(v) of all arcs with tail u 
and the summation on the right is over all the vertices in the out- 
neighborhood N+(u) of v. The case when D is an unweighted digraph is 
equivalent to the case when %! = Z and o(e) = 1 for all arcs e. In this case 
the module M is an Abelian group and Eq. (10.1) reduces to Eq. (1.1) of 
Section 1. The set B,(M) of all balanced vertex weightings over M with 
respect to w  forms a module over 9 where addition is given by 
(b, + b*)(v) = b,(v) + b,(v) 
and scalar multiplication by 
for b,, b’, b E B,(M), ~1 E 9, and u E V. 
A coboundary I over M is leaky at vertex v with respect to o if 
1 o(e+) Z(e+)=O (10.2) 
where the summation is over the set y+(v) of all arcs e+ with tail v. A 
coboundary is leaky with respect to o if it is leaky at every vertex. The 
following proposition generalizes Proposition 4.1. 
PROPOSITION 10.1. Let D be a digraph and let o be a weighting of the 
arcs over a commutative ring 9. Let M be a module over 9?. A weighting b of 
the vertices over M is balanced at vertex v with respect to u iff the coboun- 
dary 6b is leaky at vertex v with respect to co. 
The proof is analogous to that of Proposition 4.1 and is left to the 
reader. 
Let a, denote the set of spanning arborescences rooted at vertex v. Set 
a,(u)= C n u(e). (10.3) 
AtCZ, eeA 
In the case when &! is a principal ideal domain (PID), Theorem 2.1 has the 
following generalization to weighted digraphs. For r E 2 let M(r) denote 
the submodule of M given by {x E M 1 rx = 01. 
THEOREM 10.2. Let D be a digraph with vertex set V and let o be a 
weighting of the arcs over 9 where 9 is a PID. Let 
a(w) ~gcd{a,(o) / v E V} where a,(w) is given by (10.3). Then a(~) has a 
factorization U(W) = at(o) ~~(0) ... U,(U), unique up to multiplication by 
units such that a,(o) is a multiple of cli+,(o), i = 1, 2,..., m - 1 and such that 
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for any module M over 92 the module B,(M) of balanced vertex weightings 
over M with respect to o satisfies 
B,(M)EMMOM(~,(~))@ ... @M(a,,(o)). (10.4) 
The proof of Theorem 10.2 is analogous to the proof of Theorem 2.1 
except that the weighted matrix-arborescence theorem is employed in place 
of the matrix-arborescence theorem and results about the invariant factors 
of matrices over a PID replace the results about the invariant factors of 
integer matrices. For references to the weighted matrix-arborescence 
theorem see [7, 151. For a reference to results on the invariant factors of 
matrices over a PID see [8]. We call the factorization a(o) = 
al(o) q(w)... a,(w) a principal factorization of U(O). It is unique up to 
multiplication by units. 
Theorem 10.2 and Proposition 10.1 immediately imply the following 
result about the module of leaky coboundaries. 
COROLLARY 10.3. Let D be a digraph and o a weighting of the arcs over 
3 where 8 is a PZD. Let a(o) = al(w) aJo). . . a,(o) be a principal fac- 
torization of a(o). For M any module over 92 the module L,(M) of leaky 
coboundaries over M with respect to o satisfies 
L,(M) “= M(q(o)) 0 M(do)) 0 . . 0 M(Qw)). (10.5) 
Let Yyk denote the collection of all subsets of k vertices. Let GZR,S denote 
the set of all k-arborescences with root set R and coroot set S. Set 
a R.S = sign A JJ o(A) . 
etA 
(10.6) 
The following theorem is a generalization of Theorem 3.1 to weighted 
digraphs. 
THEOREM 10.4. Let CC(O) = al(w) q(o) ... a,,(o) be a principal fuc- 
torization of a(w). Then 
%(W) = Yi(~MYi+ 1(m)) (10.7) 
where JJ~(O)E gcd(a,,,(co) 1 R, SE%}, i= 1, 2 ,..., m. By convention O/0=0, 
i.e., a,(o) = 0 if y,(o) = 0. 
The proof of Theorem 10.4 is analogous to the proof of Theorem 3.1 
except that we employ the weighted version of the all minors matrix- 
arborescence theorem ([S]). 
Many other results from the previous sections have natural 
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generalizations to weighted digraphs where the weights on the arcs are 
elements of a PID. The generalization of Corollary 2.5 determines a prin- 
cipal factorization of a,(w). Let G be an undirected graph and let o be a 
weighting of the edges over 9. Let Y denote the set of spanning trees and 
set 
r(u)= c n u(e). (10.8) 
TtF PST 
The generalization of Theorem 4.6 to weighted graphs determines a prin- 
cipal factorization of z(o). 
11. ELECTRICAL AND LEAKY ELECTRICAL NETWORKS 
Let G be a graph representing an electrical network, i.e., the edges of G 
represent wires (or resistors) and the vertices represent junctions. The 
current enters the network from a source such as a battery at a vertex u 
called the source and leaves at a vertex w called the sink. For e an edge let 
C(e), I(e), and V(e) denote the conductivity, current, and voltage of edge e, 
respectively. The conductivities of the edges are positive real numbers and 
the currents and voltages are nonnegative real numbers. With each vertex v 
we associate a nonnegative real number P(v) called the potential of v. 
Orient the edges of G such that the direction of an edge indicates the direc- 
tion in which the current flows. Then C, Z, V, and P obey the following 
laws: 
(i) Kirchhoff 3 current Law. For every vertex v different from the 
source u and sink w the sum of the currents on the arcs having head u 
equals the sum of the currents on the arcs having tail 2). 
(ii) Kirchhoff’s voltage law. V= 6P, i.e., for any circuit the sum of 
the voltages of the arcs pointing in one direction around the circuit equals 
the sum of the voltages of the arcs pointing in the other direction. 
(iii) Ohm’s law. I= CV. 
Tutte discovered a mathematical generalization of an electrical network 
called a “leaky” electrical network which he applied to the theory of dis- 
secting an equilateral triangle into equilateral triangles. See [4, 12, 141. In 
leaky electricity Kirchhoffs voltage law and Ohm’s law remain the same 
but Kirchhoffs current law is replaced by 
(i’) Leaky current law. For every vertex v different from the source 
u and the sink w the sum of the currents on the arcs having tail v is zero. 
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We see that a leaky electrical network is a mathematica.l generalization 
of an electrical network as follows. Consider an electrical network G with 
conductivity C, current 1, voltage V, and potential P. With G we associate 
the digraph (? obtained from G by replacing each edge e with two arcs e+ 
and e- joining the same two vertices as e such that e+ is directed the same 
as the current flow through e and e- is directed opposite to the current 
flow through e. Define the arc weightings c, i, p and the vertex weighting 
p of G as follows: For e an edge of G set c(e+) = C(e) and (?(e-) = C(e), 
i(e+) = I(e) and I(e-) = -I(e), @e+) = V(e) and p(e-) = -V(e). For u a 
vertex set p(v) = P(v). It is immediate that the laws of leaky electricity are 
obeyed by c, 1, p, and P in i?. 
A uw-balanced vertex weighting is a vertex weighting which is balanced at 
every vertex except possibly u and w. A uw-leaky coboundary is a coboun- 
dary which is leaky at every vertex except possibly u and w. 
PROPOSITION 11.1. Let C, I, V, and P denote the conductivity, current, 
voltage, and potential of a leaky electrical network with source u and sink w. 
Then P is a uw-balanced vertex weighting over the reals iw with respect to C 
and V is a uw-leaky coboundary over [w with respect to C. 
Prooj: It is immediate from the laws of leaky electricity and the 
definition of a uw-leaky coboundary that the voltage V is a uw-leaky 
coboundary over IF8 with respect to C. It follows from Proposition 10.1 that 
the potential P is a uw-balanced vertex weighting over W with respect to C. 
Let D be a digraph and let o be a weighting of the arcs over A? where 9 
is a PID. For u, w  two vertices of D let 
Y;“Egcd{a&m) 1 R, SE~~,U, WER} 
where a,& o) is defined by (10.6) and Y.k denote the collection of all sub- 
sets of k vertices, k = 2, 3 ,..., n. Set 
(11.1) 
i = I,2 ,..., n - 1 and let m denote the largest index i such that M;‘~(u) is not 
a unit. By convention O/O = 0, i.e., a?(o) = 0 if y;“‘(o) = 0. The following 
theorem characterizes up to isomorphism the module Ly(M) of uw-leaky 
coboundaries over M with respect to w. 
THEOREM 11.2. Let D be a digraph and let co be a weighting of the arcs 
over 9 where 9 is a principal ideal domain. Let ayW(w) be defined by (11.1). 
Then ap(o) is a multiple of rx;; ,(o), i= 2, 3,..., m - 1, and for any module 
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M over % the module L:(M) of uw-leaky coboundaries over M with respect 
to 0 satisfies 
Lyy”(M) E MO M(a,““(o)) @ @ M(cc~(w)). (11.2) 
ProoJ: Let DLW be the digraph obtained by D by adding two new ver- 
tices u’ and w’ and two new arcs e, and e, such that e, has tail u and head 
u’ and e, has tail w  and head w’. Assign weight 1 to both e, and e,. 
Theorem 11.2 is immediately obtained by applying Corollary 10.3 and 
Theorem 10.4 to the digraph D:,,. 
The total current of a leaky electrical network is the sum of the currents 
on all the arcs with tail u where u is the source. If the total current is 
changed by multiplying by p then the current and voltage on each edge is 
multiplied by p. Theorem 11.2 implies the following result to Tutte. 
THEOREM 11.3 (Tutte). Let D be a leaky electrical network with source 
u and sink w having at least one 2-arborescence with roots at u and w. Then 
for a given total current there is a unique solution to the equations defining 
the three laws of leaky electricity. 
Proof: Let L”,“‘(R) denote the module of leaky uw-coboundaries over 
the reals R with respect to the conductivity C. (Actually Lct”(Lw) is a vector 
space.) It is sufficient to show that L?(R) z R. By Theorem 11.2, L”,“‘(R) = 
R @ R(cq’( C)) 0 . . . @ R(az(C)). Clearly R(r) = (0) if r #O and R(0) = R. 
With this observation and the fact that m;“‘(C) is a multiple of ayw(C), 
i = 3, 4,..., m it follows that L”,(R)= R iff a;“(C)#O. But 
a~“(C)=gcd(ai,,,;,i,,)(C) 1 x, YE V(D)}. Hence c$~(C)#O iff there exist 
vertices x, y such that aiU,wl,ir,?ii(C)#O. Now a~,,~~~,,.~(C) equals the 
product of the conductivities of the edges of A over all the 2-arborescences 
A with roots at u and w. Since by hypothesis there exists at least one-2- 
arborescence with roots at u and w  and since all the conductivities are 
positive it follows that aiU,wi,iU,w) (C) # 0. Thus a!$“( C) # 0. This proves the 
theorem. 
As a corollary of Theorem 3.1 we have the following classical result. 
COROLLARY 11.4. Let G be an electrical network. Then there is a unique 
solution to the equations determined by Kirchhoff’s current and voltage laws 
and Ohm’s law. 
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