For every quiver with symmetrizer, there is an extended quiver with superpotential, whose Jacobian algebra is the generalized preprojective algebra of Geiß, Leclerc, and Schröer [GLS17]. In this paper, we study the cohomological Hall algebra of Kontsevich and Soibelman associated to this quiver with potential. In particular, using dimensional reduction, we provide a shuffle formula of this cohomological Hall algebra. In the case when the quiver with symmetrizer comes from a symmetrizable Cartan matrix, we prove that this shuffle algebra satisfies the relations of the Yangian associated to this Cartan matrix. 1 2 Y. YANG AND G. ZHAO When the Cartan matrix is symmetric, and the symmetrizer {l ij = l} has the same order l ≥ 1, the COHA is expected to be related to an lth zastava space from the work of Mirković [Mirk14, § 3.4]. When l = 1, a spherical subalgebra of the COHA without torus equivariant parameters is isomorphic to a local line bundle on the I-colored configuration space of points on C, i.e., the moduli of finite subschemes of C × I [MYZ18]. This line bundle is obtained from restricting the tautological line bundle O(1) on the loop Grassmannian of the adjoint group via the Abel-Jacobi map [MYZ18]. Turning on the equivariant parameters gives a quantization of this line bundle.
Introduction
Let Q = (I, H) be a quiver, with I the set of vertices, and H the set of arrows. The symmetrizer of the quiver Q is a collection of positive integers L := {l ij ∈ N | i, j ∈ I, and there is an arrow from i to j}.
Associated to the quiver with symmetrizer (Q, L), Geiß, Leclerc, and Schröer defined a generalized preprojective algebra [GLS17] .
Let Q be the extended quiver of Q. The set of vertices of Q is I, and the set of arrows is The generalized preprojective algebra associated to (Q, L) is the Jacobian algebra of ( Q, tr(W L )) [GLS17] . The representation variety of the Jacobian algebra of ( Q, tr(W L )) is the critical locus of tr W L . This variety has been studied in detail in loc. cit..
The Jacobian algebra is naturally endowed with the structure of a DG-algebra [G06] . In particular, the representation variety is naturally endowed with a complex of constructible sheaves, which is the vanishing cycle of the potential function tr(W L ). The cohomology of the representation variety valued in this vanishing cycle complex has the structure of an algebra, constructed by Kontsevich and Soibelman [KS11] , called the cohomological Hall algebra (COHA). In the present paper, we study this cohomological Hall algebra.
In the case when the quiver with symmetrizer comes from a symmetrizable Cartan matrix, we prove that the COHA gives the positive part of the Yangian associated to the corresponding symmetrizable Kac-Moody algebra. The proof uses similar calculations as in [YZ14, § 7] and [YZ16] , where the latter significantly replies on [D17, Appendix A].
The cohomological Hall algebra
In this section, we first review the cohomological Hall algebra (COHA) associated to a quiver with potential that defined by Kontsevich and Soibelman [KS11, Section 7]. We then introduce the extended quiver with potential that is of particular interest in this paper.
2.1. The COHA. Let Γ = (Γ 0 , Γ 1 ) be a quiver, where Γ 0 is the set of vertices, and Γ 1 the set of arrows. For each h ∈ Γ 1 , let in(h) be the incoming vertex and out(h) be the outgoing vertex. We denote the path algebra of Γ by CΓ. Let W be a potential of Γ, that is, W = u c u u with c u ∈ C, and u's are cycles in Γ.
Given a cycle u = a 1 . . . a n and an arrow a ∈ Γ 1 . The cyclic derivative is defined to be ∂u ∂a = i:a i =a a i+1 . . . a n a 1 . . . a i−1 ∈ CΓ as an element of CΓ. We extend the cyclic derivative to the potential by linearity.
For any dimension vector
The group G v := i∈I GL v i acts on the representation space M Γ,v via conjugation.
For a quiver with potential (Γ, W ) and dimension vector v ∈ N Γ 0 , denote by tr(W ) v the function on M Γ,v given by the trace of the potential. Let Crit(tr W v ) be the critical locus of tr W v . Let ϕ tr Wv be the vanishing cycle complex on M Γ,v associated to the function tr(W ) v , which is support on Crit(tr W v ). For a G-variety X, denote by H * c,G (X) be the equivariant cohomology with compact support. Let H * c,Gv (X) ∨ be its Verdier dual. Similar for cohomology valued in a complex of sheaves.
There is an algebra structure on 
is called a symmetrizer of the quiver Q. For a quiver Q with a symmetrizer L, we define a potential of Q to be (1)
The cyclic derivatives of W L are
We consider a weight function of Q:
. so that z 1 and z 2 scale h and h * respectively with weights m h and m h * for each h ∈ H, and z 3 scales B i for each i ∈ I with weight m i .
The action of (z 1 , z 2 , z 3 ) ∈ (G m ) 3 preserves the potential function W L , if and only if
In particular, (6) m i l ij = m j l ji , for any i, j ∈ I In the present paper, we make the assumption that there exists such a function m, such that the condition (6) holds. Let D be a torus endowed with a map a : D → (G m ) 3 such that any element (z 1 , z 2 , z 3 ) in the image of a satisfies the condition (5). Thus, the torus D acts on M Q,v which preserves the potential function W L .
We now give an example of one choice of D and {m h , m h * , m i | i ∈ I, h ∈ H} that satisfy the above assumptions.
Example 2.1. Let (Q, L) be a quiver with symmetrizer. Assume here Q has no oriented cycles. Let {m i ∈ Z, i ∈ I} be a set of integers, such that the condition (6) holds. For a pair of vertices i, j ∈ I, denote the number m i l ij = m j l ji by d. Let n be the number of arrows from i to j. We fix a numbering h 1 , · · · , h n of these arrows, and let m hp := (n + 2 − 2p)d, m h * p := (−n + 2p)d, for p = 1, · · · , n.
Consider the embedding
The assumption (5) follows from the equality m h + m h * − 2m in(h) l in(h),out(h) = 2d − 2d = 0. This torus action will be used in the construction of Yangians associated to symmetrizable Cartan matrices in § 5.
With D satisfying condition (5), the Hall multiplication of Kontsevich and Soibelman is equivariant with respect to this D-action. Therefore, we have the following equivariant COHA
The shuffle algebra
In this section, we define the shuffle algebra associated to the COHA H( Q, W L ). In the shuffle algebra considered in this section, there are quantization parameters t 1 , t 2 , t 3 . Geometrically these parameters come from the torus D ֒→ (G m ) 3 action on representation space of the quiver Q.
3.1. The definition. To begin with, we fix some notations. Let (Q, L) be a quiver with symmetrizer. We fix a weight function m : I ⊔ H ⊔ H op → Z. Let v = (v i ) i∈I ∈ N I be a dimension vector of Q and S v := i∈I S v i be the product of symmetric groups. There is a natural action of S v on the variables {λ i s | i ∈ I, s = 1, . . . , v i } by permutation. For any pair (p, q) of positive integers, let Sh(p, q) be the subset of S p+q consisting of (p, q)-shuffles (permutations of {1, · · · , p + q} that preserve the relative order of {1, · · · , p} and {p + 1, · · · , p + q}).
Given dimension vectors
. We now define the shuffle algebra SH associated to the data (Q, L, m). The shuffle algebra SH is an
..,v i . We will also consider specializations of the equivariant parameters, i.e., algebraic homomorphisms C[t 1 , t 2 , t 3 ] → A, for some algebra A. We assume the weight function m is compatible with the specialization in the sense that that
Identifying C[t 1 , t 2 , t 3 ] with H Gm 3 (pt), then in the presence of a : D → G m 3 , the specialization C[t 1 , t 2 , t 3 ] → A can be taken to be H Gm 3 (pt) → H D (pt) =: A induced by a. Condition (8) on the specialization is then equivalent to the condition (6) on a.
For any v 1 and v 2 ∈ N I , we consider
and (10)
The multiplication of
We show in § 3.2 that SH endowed with the above multiplication is an associative algebra. Note that although fac 1 has a denominator, the symmetrization over shuffle elements creates zeros on the numerator which cancels the poles introduced by the denominators. Therefore, the shuffle product is well-defined without introducing any localization.
3.2. COHA and dimension reduction. In this section, we take into account the torus D-action on the representation space of Q and study the COHA H D ( Q, W L ). We first give a description of H D ( Q, W L ) in terms of the Borel-Moore homology with Q-coefficient. This is achieved by the dimensional reduction in Appendix A.
In the setting of Appendix A, we take Γ to be Q, the potential to be W L . We take the cut to be H, the set of arrows of the original quiver Q. Let Q\H be the quiver that obtained from Q by removing H. Hence the set of vertices of Q\H is I, and its set of arrows is
Consider the quotient of the path algebra C( Q \ H) by the relation
The representation variety of this quotient algebra is then
h * , for any h ∈ H}.
As a consequence of Theorem
, where the multiplication of the latter is described in appendix.
Remark 3.1. We expect a version of J Q\H,v with framing can be defined, together with suitable stability conditions, so that the cohomology groups of the stable framed representations carry representations of the double of the COHA.
1 The fac1 in the present paper and fac1 in [YZ14, §3.1] differ by a sign (−1) i∈I v i
The shuffle formula in the present paper is deduced from a 3-dimensional COHA, while the one in [YZ14] is obtained from a 2-dimensional COHA. This sign naturally occurs when comparing the dimensional reduction of a 3d COHA to a 2d COHA [YZ16, §5.1].
3.3.
Relation with the shuffle algebra. We compute H D ( Q, W L ) in terms of the shuffle algebra in §3.1. The main result in this section is the following.
The proof uses Appendix A. Here we follow the notations therein.
The bottom row is a map of modules over H BM
By the equivariant localization, the map i * induces an isomorphism when base changed from C[Lie T ] to C(Lie T ).
Remark 3.3. In the proof below, we identify the shuffle product on SH with a geometrically defined binary operation on
The map in Theorem 3.2 is given by i * . In particular, up to localization in the sense above, this map becomes an isomorphism of algebras.
Proof of Theorem 3.2. With notations as in Appendix A, the first row of Diagram (25) becomes
The first row of (26) becomes
, for any h ∈ H},
where pr :
The Hall multiplication m crit of the former is identified as
of the latter. In particular, the latter is associative.
we have the binary operation defined by
which intertwines the above binary operations (12) and (13). Now we identify the target with SH, and (13) with (11). This follows from the same calculation of the Thom classes of ι, i 1 , and i 2 as in [YZ14, § 1.4]. More precisely, the pushforward ι * is the same as multiplication by e(ι). The normal bundle to i 1 and i 2 are identified with
respectively, where R(r) is the tautological bundle of Grass(r, ∞). Let e(i) be the equivariant Euler class of the normal bundle of i and let {λ i s } s=1,...,v i be the Chern roots of the tautological bundle R(v i ). Thus, we have
The denominator of fac 1 and the averaging over all the shuffle Sh(v 1 , v 2 ) come from pushing-forward from a Grassmannian bundle.
In the above we see one more time that (13) being well-defined without introducing denominators. The operation (12) is associative, and hence remains so after localization in the sense of Remark 3.3. On the other hand, the natural map from H BM Gv×D (M Q,v , Q) to its localization is injective. In particular, (13) is associative after localization, and hence is so before localization. This shows that SH is an algebra. The argument above then implies that i * is an algebra homomorphism.
Generalized Cartan matrix
In this section, we consider a symmetrizable Cartan matrix. We associated to a Cartan matrix with symmetrizer a quiver with symmetrizer. 4.1. The potential associated to the Cartan matrix. Let A = (a ij ) 1≤i,j≤n be a symmetrizable generalized Cartan matrix. Thus, a ii = 2 for all 1 ≤ i ≤ n; a ij ≤ 0 for any 1 ≤ i = j ≤ n; a ij = 0 if and only if a ji = 0, and there exists a diagonal matrix D = diag(d 1 , · · · , d n ) with positive integer entries such that DA is symmetric. In other words, we have d i a ij = d j a ji for any 1 ≤ i, j ≤ n. We call the pair (A, D) a Cartan matrix with symmetrizer.
Start with a Cartan matrix with symmetrizer (A, D). We construct a quiver with symmetrizer as follows. The set of vertices is I = {1, 2, · · · , n}. For any i < j ∈ I, the number of arrows from i to j is | gcd(a ij , a ji )|.
We choose the symmetrizer of the quiver to be l ij := | a ij gcd(a ij , a ji ) |.
Thus, there exist weights m i = d i such that m i l ij = m j l ji , since DA is symmetric.
The following remark is kindly pointed out to us by Hiraku Nakajima.
Remark 4.1. When the Cartan matrix A in the present paper is taken to be the transpose of the Cartan matrix in [GLS17] , the quiver with potential
h * h in (1) agrees with the quiver with potential in [GLS17, §1.7.3], with l ij in the present paper equal to f ij of loc. cit. for any i, j ∈ I. The vanishing of the cyclic derivatives (2), (3), (4) gives the relations (P2) and (P3) of [GLS17, Section 1.4]. In particular, the Yangian constructed in § 5 is the Yangian of the Langlands dual to the Lie algebra constructed in loc cit..
Starting from the same quiver with potential, the Lie algebra associated to it in [NW19, HL16] is Langlands dual to that of [GLS17] , thus it is the same Lie algebra as in the present paper.
4.2.
A sign twist. We define a sign-twisted shuffle algebra SH. As a C[ ]-module, SH is the same as SH. The weight function m and the specialization t 1 = t 2 = /2, and t 3 = − are given as in Example 2.1, in particular, we have m i = d i , for i = 1, 2, · · · , n. Define
For simplicity, we write the multiplication of SH as ⋆. The multiplication of
Shuffle presentation of a Yangian for symmetrizable Cartan matrix
5.1. The Yangian. Let g A,D be the symmetrizable Kac-Moody Lie algebra associated to the Cartan matrix A with symmetrizer D. In this section we assume the collection of integers (d i ) i∈I to be relatively prime. Let (Q, L) be a quiver with symmetrizer corresponding to g A,D . Without raising confusions, we will also write g A,D as g Q .
Recall that the Yangian of g Q , denoted by Y (g Q ), is an associative algebra over Q[ ], generated by the variables x ± k,r , h k,r , (k ∈ I, r ∈ N), subject to certain relations. Let Y + (g Q ) be the algebra generated by the elements x + k,r , for k ∈ I, r ∈ N. Define the generating series
The following is a complete set of relations defining Y + (g Q ):
, for any k, l ∈ I. 1−a kl ) ), x + l (v)] · · · ]]] = 0, for k = l ∈ I. (Y2) 5.2. Main result. We prove the following.
Theorem 5.1. The assignment
extends to a well-defined algebra homomorphism Y + (g Q ) → SH| t 1 =t 2 = /2,t 3 =− .
In order to prove Theorem 5.1, we need to verify the relations (Y1) and (Y2) in the algebra SH.
The proof is similar as that of [YZ14, Theorem 7.1], taking into account the shuffle formulas in the present setting. Nevertheless, for the convenience of the readers, we include the proof here, which occupies the rest of this section.
The quadratic relation (Y1)
. We now check the relation (Y1) in the shuffle algebra. We have
where the equality means the expansion of the rational function u−λ (k) at u = ∞.
To check the quadratic relation (Y1), it suffices to show
We first consider the case when k = l. We spell out the formula of the multiplication SH e k ⊗ SH e l → SH e k +e l as a map
]. Plugging-in v 1 = e k , and v 2 = e l to (14), we have fac 1 = 1. If there is no arrow between k and l, then both sides of (17) are zero. Without loss of generality, we assume there are n arrows from k to l. As in Example 2.1, we have n = | gcd(a kl , a lk )|, d = m k l kl = | d k a kl gcd(a kl , a lk ) |, thus a := nd = −d k a kl = −d l a lk , and the weights m are : m hp := a + 2d − 2pd m h * p := −a + 2pd, for p = 1, · · · , n. Let S be the set of integers {a, a − 2d, a − 4d, . . . , −a + 4, −a + 2d}. Then, S = {m hp | 1 ≤ p ≤ n} = {m h * p | 1 ≤ p ≤ n}. Set S ′ := {a − 2d, a − 4d, . . . , −a + 2d}, we then have
Plugging the weight function m into (15), we have fac 2 = m∈S (λ (l) − λ (k) + m 2 ). Therefore, by the shuffle formula (16), the Hall multiplication is given by
Similarly, the multiplication SH e l ⊗ SH e k → SH e k +e l is given by
Plugging into equation (17), (Y1) becomes the following identity
Canceling the common factor
the equality (18) becomes
Both sides of the above identity are equal to a u−v+λ (l) −λ (k) (u−λ (k) )(v−λ (l) ) . This shows the relation (Y1) for the case when k = l.
We now check the relation (Y1) when k = l. A similar calculation using the shuffle formula (16) shows that equation (17) becomes the following identity in
It is straightforward to show that both sides of the above identity can be simplified to
This completes the proof of relation (Y1) for k = l.
5.2.2.
The Serre relation (Y2). By an argument similar to [Nak01, § 10.4], to show (Y2), without loss of generality it suffices to check
where x ⋆n = x ⋆ x ⋆ · · · ⋆ x, the shuffle product of n-copies of x. We use the shuffle formula (16) to check the Serre relation (Y2 ′ ).
For any i, j, let λ i,j = λ i − λ j . By the shuffle formula (16), we have the recurrence relation
.
Therefore, inductively, we get a formula of (x k,0 ) ⋆n :
Note that k = l. By the shuffle formula (16), the multiplication SH ne k ⊗ SH e l → SH ne k +e l is given by
where S = {a, a − 2d, a − 4d, . . . , −a + 4d, −a + 2d}. Here again we write a = −d k a kl .
For the multiplication SH pe k +e l ⊗ SH qe k → SH e l +(p+q)e k , considered as a map
Plugging the formulas of (19) (20) into (21) with q = 1 − a kl − p, we get
Re-arranging the above summation, we have:
Note that the factor
is independent of σ ∈ S 1−a kl , hence a common factor. Here again S ′ = {a−2d, a−4d, . . . , −a+2d}. Let λ
. After canceling the above common factor, to show the Serre relation (Y2 ′ ), it suffices to show
The identity (22) is [YZ14, Corollary A2]. This proves (Y2).
Remark 5.2. Note that for non-simply laced Cartan matrix A, when a kl = a lk , the Serre relation (Y2) is asymmetric switching k and l. This is reflected in the fact that in (22), the last factor
is different switching k and l. In addition, although the number a is the same, the decompositions a = −a kl d k and a = −a lk d l used in the proof above are different switching k and l.
Appendix A. Review of dimensional reduction
In this section, we review a dimensional reduction procedure that describes the cohomological Hall algebra in the presence of a cut. Such a dimensional reduction on the level of cohomology groups is obtained by Davison [D17, Appendix A], which is the main ingredient here.
This procedure is used in a similar setting in the proof of [YZ16, Theorem 1.5]. In the present paper, we need a more general version of the statement. For the convenience of the readers, we briefly review this argument in present generality. The argument in loc. cit. mostly go through in the setting, with the only minimal changes in the proof of [YZ16, Lemma 2.1], which is reproved as Lemma A.1 in the present generality.
Let Γ = (Γ 0 , Γ 1 ) be a quiver, and W be the potential. In general, a cut C of (Γ, W ) is a subset C ⊂ Γ 1 such that W is homogeneous of degree 1 with respect to the grading defined on arrows by deg a = 1 : a ∈ C, 0 : a / ∈ C.
Consider the quotient of the path algebra C(Γ\C) by the relations {∂W /∂a | a ∈ C}. The representation variety of this quotient algebra is denoted by
Note that J Γ\C,v is singular in general. Consider the trivial vector bundle π : Y = X × A n → X carrying a scaling G m action on the fiber A n . Let f : Y = X × A n → A 1 be a G m -equivariant function with respect to the natural scaling G m action on the target. For simplicity we assume f −1 (0) ⊃ Crit(f ). Define Z ⊂ X to be the reduced scheme consisting of points z ∈ X, such that π −1 (z) ⊂ f −1 (0). To summarize the We have a commutative diagram (25)
where p 1 = id ×p C , and i 1 = id ×η C . The vertical maps are natural inclusions, and p 1 , i 1 are the restrictions of p 1 , i 1 .
Identify
. For x ∈ M Γ\C,v , the cyclic derivative ∂W/∂a(x) is an element in M C op ,v , for any a ∈ C. Thus, for any l ∈ M C,v , we have the pairing (∂W/∂a(x), l) = tr(∂W/∂a(x) · l).
Recall that p C op :
There are two maps ι : M Γ\C,v 1 × M Γ\C,v 2 ֒→ Y, given by x → (x, (∂W /∂a) a∈C (x)) ω : M Γ\C,v 1 ,v 2 → Y, given by x → (p Γ\C (x), (∂W /∂a) a∈C (x)).
They fit into the following commutative diagram. where the map ω is the restriction of ω.
Note that by introducing the variety Y, the left square of the diagram (26) is Cartesian. In other words, there is a natural isomorphism
Indeed,
Theorem A.2. There is an isomorphism of graded vector spaces H D (Γ, W ) ∼ = v∈N Γ 0 H BM Gv×D (J Γ\C,v × M C,v , Q), under which the multiplication m crit on H D (Γ, W ) is equal to
The maps in the composition are the following.
(1) The Künneth morphism H BM Gv 1 ×D (J Γ\C,v 1 ×M C,v 1 )⊗H BM Gv 2 ×D (J Γ\C,v 2 ×M C,v 2 ) → H BM L (J Γ\C,v 1 × J Γ\C,v 2 × M C,v 1 × M C,v 2 ). Here the tensor is over H BM D (pt).
(2) i 1 * • p 1 * :
Let e(ι) be the equivariant Euler class of the normal bundle of ι. We have the following map
].
(4) The pushforward (i 2 × id M C,v ) * :
• i 1 * • p 1 * a priori is only defined after inverting e(ι). However, it follows from Theorem A.2 that it is well-defined before localization.
The proof now follows verbatim from [YZ16, § 2]. 
