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Abstract
One proves that the moving interface of a two-phase Stefan problem
on Ω ⊂ Rd, d = 1, 2, 3, is controllable at the end time T by a Neumann
boundary controller u. The phase-transition region is a mushy region
{σut ; 0 ≤ t ≤ T} of a modified Stefan problem and the main result
amounts to saying that, for each Lebesque measurable set Ω∗ with
positive measure, there is u ∈ L2((0, T ) × ∂Ω) such that Ω∗ ⊂ σuT . To
this aim, one uses an optimal control approach combined with Carle-
man’s inequality and the Kakutani fixed point theorem.
Keywords: Stefan problem, phase transition, mushy region, Carle-
man’s inequality.
MSC 2010 Classification: 80A22, 94B05, 93C10.
1 Introduction
The heat conduction in a bounded, open domain Ω ⊂ Rd, d = 1, 2, 3, with
two-phase transition (ice-water) is described by the classical Stefan problem
∂θ
∂t
− k1∆θ = 0 in Q− = {(t, x) ∈ Q; θ(t, x) < 0},
∂θ
∂t
− k2∆θ = 0 in Q+ = {(t, x) ∈ Q; θ(t, x) > 0},
(k2∇xθ
+(t, x)− k1∇xθ
−(t, x)) · nx(t, x) = −ρ
on S = {(t, x) ∈ Q, θ−(t, x) = 0},
θ(0, x) = θ0(x), x ∈ Ω.
(1.1)
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Here θ = θ(t, x) is the temperature in (t, x) ∈ Q = (0, T )×Ω, (nt, nx) is the
outward normal to S with θ+ = θ in Q+, θ
− = θ in Q−. Moreover, k1, k2 are
heat conductivities in solid and liquid regions and ρ > 0 is the latent heat.
If Γ = ∂Ω is the boundary of Ω, which is assumed smooth (of class C1, for
instance), and a heat flux u is applied on Γ, then the Neumann boundary
condition
∂θ
∂ν
= u on Σ = (0, T )× Γ (1.2)
should be added to (1.1). (Here ∂θ
∂ν
= ∇θ · ν and ν is the outward normal
to Γ.) In the following, u ∈ L1(Σ) is a boundary controller.
If we denote by β : R→ R the enthalpy of system, that is,
β(r) =

k1r ∀ r < 0,
0 ∀ r ∈ [0, ρ),
k2(r − ρ) ∀ r > ρ,
(1.3)
one can rewrite (1.1) as
∂
∂t
β−1(θ)−∆θ = 0 in D′(Q),
θ(0) = θ0 in Ω,
∂θ
∂ν
= u on Σ.
(1.4)
Equivalently (see [3], [4], [7], [13]),
∂y
∂t
−∆β(y) = 0 in Q,
y(0) = y0 = β
−1(θ0) in Ω,
∂
∂ν
(β(y)) = u on Σ,
(1.5)
where β(y) = θ.
It turns out that (see, e.g., [4], [13]) that, for each u ∈ L2(Σ) and y0 ∈
L2(Ω), equation (1.5) has a unique weak (variational) solution y = u. If the
interface S = Su = {(t, x); θ(t, x) = 0} = {(t, x); yu(t, x) ∈ [0, 8]} is smooth,
we may represent it as
S =
⋃
t∈[0,T ]
Γut , Γ
u
t = {x ∈ Ω; θ
u(t, x) = 0} = {x ∈ Ω; yu(t, x) ∈ [0, ρ]},
where Γut is a smooth moving boundary.
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The standard controllability problem of the moving boundary Γut is the
following:
Given a surface Γ∗ ⊂ Ω, find u∗ ∈ L2(Σ) such that Γu
∗
T = Γ
∗.
This problem is very important in technology (continuous casting of steel, for
instance) and was intensively studied in the last decades (see, e.g., [14], [16]).
Most of the results refer to the numerical treatment of such controllability
problem with a few exceptions including [4], [5], [8], [10]. We note, for
instance, that such a real time feedback controller in 1−D is designed in [6]
is designed. However, in general, the problem remained open.
On the other hand, it should be mentioned that the above classical Stefan
model of phase transition is quite inappropriate to describe the real physical
process which exhibits superheating and leads so to unstability of the phase-
change surface S. (See, e.g., [1], [11].) In fact, a more realistic model is the
melting process with three regions: the solid one, Qt−={x ∈ Ω; θ(t, x) < −µ},
the liquid, Qt+ = {x ∈ Ω; θ(t, x) > µ} and the mushy region σt = {x ∈ Ω;
|θ(t, x)| ≤ µ}, where the temperature θ equals to melting temperature, while
the substance (the ice or water in our case) is neither pure solid nor pure
liquid. Thus, in reality, the interface Γut is no more a smooth surface but the
mushy regionσt = σ
u
t equivalently represented as
σut = {x ∈ Ω;−µ ≤ y
u(t, x) ≤ ρ+ µ}. (1.6)
Then the controllability problem for the moving boundary Γut reduces to the
more realistic situation of the controllability of mushy region σut . Namely,
given T > 0 and Ω∗ ⊂ Ω, find u∗ ∈ L2(Σ) such that distH(σ
u∗
T ,Ω
∗) = 0.
(distH is the Hausdorff-Pompeiu distance.)
Here, we shall prove (Theorem 3.1) a slightly weaker version of this pro-
blem. Namely,
Given Ω∗ ⊂ Ω, there is u∗ ∈ L2(Σ) such that Ω∗ ⊂ σu
∗
T .
As a matter of fact, this result will be proven for a regular modified version
of (1.1) which reduces to (1.1) on pure liquid and solid regions. This model
will be presented and analyzed in Section 2 and the regularity of its solu-
tion (Ho¨lder continuity) necessary to give a meaning to this phase-transition
model represents much of the substance of this work.
Notations. Ω is an open and bounded domain with smooth boundary Γ,
Q = (0, T ) × Ω, Σ = (0, T ) × Γ; Lp(Ω), Lp(Q) and Lp(Σ), 1 ≤ p ≤ ∞, are
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the Lp-Lebesgue integrable functions on Ω, Q and Σ, respectively, with the
norms denoted | · |p, ‖ · ‖Lp(Q) and ‖ · ‖Lp(Σ). Denote by W
1
p (Ω), 1 ≤ p ≤ ∞,
the Sobolev space
{
y ∈ Lp(Ω); ∂y
∂x1
∈ Lp(Ω), i = 1, 2, , ..., d
}
and by V the
space H1(Ω) = W 12 (Ω) =
{
y ∈ L2(Ω); ∂y
∂xi
∈ L2(Ω), i = 1, ..., d
}
with the
norm ‖y‖V = (|y|
2
2+ |∇y|
2
2)
1
2 . Here, ∇y =
{
∂y
∂xi
}d
i=1
are taken in the sense of
the distributions space D′(Ω) on Ω. We denote also by V ′ the dual (H1(Ω))′
of H1(Ω).
W 2ℓ,ℓq (Q) is the space of all y ∈ L
q(Q) such that ∂
r
∂tr
∂s
∂xj
y ∈ Lq, j = 1, ..., d,
for any r, s such that 2r + s ≤ 2ℓ. (Here ℓ is integer.) Similarly, there are
defined the Sobolev spaces W 2ℓ,ℓq (Σ) on Σ. These definitions extend to the
noninteger ℓ > 0. (See, e.g., [12], p. 81.)
We denote by W 1,∞(Q) the space {y ∈ L∞(Q; ∂y
∂t
, ∂y
∂xi
∈ L∞(Q),
i = 1, ..., d}. (Here and everywhere in the following, the derivatives are taken
in the sense of distributions.)
Given a Banach space X with the norm ‖ · ‖X , we denote by C([0, T ];X)
the space of X-valued continuous functions y : [0, T ] → X with the stan-
dard supremum norm ‖ · ‖C([0,T ];X). By L
2(0, T ;X), we denote the space of
X-valued measurable functions y : (0, T ) → X such that ‖y‖X ∈ L
2(0, T ).
By W 1,2([0, T ];V ′) we denote the infinite dimensional Sobolev space{
y ∈ L2(0, T ;V ′),
dy
dt
∈ L2(0, T ;V ′)
}
,
where d
dt
is taken in the sense of V ′-valued distributions on (0, T ).
2 The Stefan two-phase system with mushy
region
We shall study here a two-phase transition model of the form (1.1) with
mushy region. Namely, we can consider the system
∂y
∂t
− div(Hλ(y)∇y) = 0 in Q,
Hλ(y)∇y · ν = u on Σ,
y(0) = y0 in Ω,
(2.1)
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where
Hλ(y)(t, x) =
1
λ
∫ t+λ
t
ds
∫
Ω
hλ(y(s, x− λξ))ϕ(ξ)dξ, (t, x) ∈ Q. (2.2)
Here, λ > 0, ϕ ∈ C∞0 (R
d) is a standard mollifier, that is,
ϕ(x) = 0 for |x| ≥ 1, ϕ ≥ 0,
∫
Rd
ϕ(x)dx = 1,
and hλ : R→ R is a smooth approximation of β
′. More precisely,
hλ(r) =

k1 for r < −λ
α,
k2 for r > ρ+ λ
α,
gλ(r) for − λ
α ≤ r ≤ ρ+ λα,
(2.3)
where gλ ∈ C
1[−λα, ρ+ λα] is such that
gλ(−λ
α) = k1, gλ(ρ+ λ
α) = k2, gλ(r) = λ
α, ∀ r ∈ [0, ρ], (2.4)
|g′λ(r)| ≤ k
∗λ−α, λα ≤ gλ(r) ≤ k
∗, ∀ r ∈ [−λα, ρ+ λα]. (2.5)
Here k∗ = max{k1, k2} and α ∈ (0, 1) is a parameter which will be made
precise later on. Everywhere in the following, λ is positive and sufficiently
small such that k∗ − λα > 0.
By (2.3)-(2.5) we see that, for λ→ 0,
Hλ(y)→ β
′(y) in L1(Q), ∀ y ∈ L2(Q),
and so, formally, we may view (2.1) as an approximation to equation (1.5).
However, the problem of the convergence of solutions to (2.1) to the solution
y to (1.5) though is interesting in itself will not be addressed here. We shall
see later in (Proposition 2.3) that equation (2.1) is a model of the Stefan
problem with mushy region discussed in Section 1.
We shall discuss first the existence for equation (2.1) and its relationship
with the two-phase Stefan problem.
Definition 2.1. The function y : Q → R is said to be a weak solution to
equation (2.1) if
y ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;V ) ∩W 1,2([0, T ];V ′), (2.6)
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ddt
∫
Ω
y(t, x)ψ(x)dx+
∫
Ω
Hλ(y)(t, x)∇y(t, x) · ∇ψ(x)dx
=
∫
Γ
u(t, x)ψ)(x)dx, ∀ψ ∈ V, i.e. t ∈ (0, T ),
(2.7)
y(0, x) = y0(x), a.e. x ∈ Ω, (2.8)
where V = H1(Ω), V ′ = (H1(Ω))′.
Proposition 2.2. Let y0 ∈ L
2(Ω), λ > 0, and u ∈ y = yu. Then there is a
unique weak solution y = yu to equation (2.1) and one has
|y(t)|22 + λ
α
∫ t
0
‖y(s)‖2V ds ≤ C(|y0|
2
2 + λ
−α‖u‖2L2(σ)), (2.9)
∫ T
0
∥∥∥∥dydt (t)
∥∥∥∥2
V ′
dt ≤ Cλ−α(|y0|
2
2 + λ
−α‖u‖2L2(Σ)), (2.10)
where C is independent of λ. Assume further that y0 ∈ V . Then
|y(t, x)−y(s, ξ)| ≤ C(Ω0)λ
− 13α
2 (‖y0‖V+‖u‖L2(Σ))(|t−s|
1
2+|x−ξ|
1
2 ),
∀(t, x), (s, ξ) ∈ Q0 = [0, T ]× Ω0,
(2.11)
where Ω0 is any open set such that Ω0 ⊂ Ω0.
Proof. 1◦. Existence. We set
KM =
{
z ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;V ) ∩W 1,2([0, T ];V ′);
‖z‖C([0,T ];L2(Ω)) + ‖z‖L2(0,T ;V ) +
∥∥∥∥dzdt
∥∥∥∥
L2(0,T ;V ′)
≤M
}
.
For each z ∈ KM , the linear parabolic equation
∂y
∂t
− div(Hλ(z)∇y) = 0 in Q,
Hλ(z)∇y, ν = u on Σ,
y(0) = y0 in Ω,
(2.12)
has a unique solution y = Φ(z) ∈ C([0, T ];L2(Ω))∩L2(0, T ;V )∩W 1,2([0, T ];V ′),
that is,
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ddt
∫
Ω
y(t, x)ψ(x)dx+
∫
Ω
Hλ(z)(t, x)∇y(t, x) · ∇ψ(x)dx
=
∫
Γ
u(t, x)ψ(x)dx, ∀ψ ∈ V, a.e. t ∈ (0, T ).
(2.13)
Moreover, recalling that Hλ ≥ λ
α, a.e. on Q, we get by (2.13)
1
2
|y(t)|22 + λ
α
∫ t
0
|∇y(s)|22ds ≤
1
2
|y0|
2
2 +
∫ t
0
∫
Γ
u(s, x)y(s, z)ds dx
and, by the trace theorem, this yields
‖y(t)‖2
C([0,T ];L2(Ω)) + 2λ
α‖∇y|2
L2(0,T ;L2(Ω))
≤ |y0|
2
2 + λ
−α‖u‖2
L2(Σ) + λ
α‖y‖2
L2(0,t;L2(Γ)), ∀ t ∈ [0, T ],
and so, by the trace theorem we get
‖y(t)‖2C([0,T ];L2(Ω)) + λ
α
∫ t
0
‖y(s)‖2V ≤ C(|y0|
2
2 + λ
−α‖u‖2L2(Σ)). (2.14)
Moreover, since ‖Hλ(t)‖L∞(Q) ≤ k
∗, we see by (2.13) that∥∥∥∥ ddt y(t)
∥∥∥∥
V ′
≤ C(|∇y(t)|2 + ‖u(t)‖L2(Γ)), ∀ t ∈ [0, T ],
and, therefore, by (2.14) we have∫ T
0
∥∥∥∥ ddt y
∥∥∥∥2
V ′
dt ≤ Cλ−α(|y0|
2
2 + λ
−α‖u‖2L2(Σ)), (2.15)
where C is independent of λ. Hence, for M sufficiently large, Φ(KM ) ⊂ KM .
Since φ is continuous in L2(Q)-norm and by the Aubin-Lions compactness
theorem (see, e.g., [13], p. 61) KM is compact in
2(Q), by Schauder’s fixed
point theorem there is y ∈ KM such that Φ(y) = y. Clearly, y is a solution
to (2.1) and also estimate (2.9) follows.
2◦. Uniqueness. If y1, y1 are two weak solutions to (2.1), we have, for y =
y1 − y2,
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∂y
∂t
− div(Hλ(y1)∇y)− div(Hλ(y)∇y1) = 0 in Q,
(Hλ(y1)∇y +Hλ(y)∇y1) · ν = 0 on Σ,
y(0) = 0 in Ω.
This yields
1
2
d
dt
|y(t)|22 +
∫
Ω
Hλ(y1)(t, x)|∇y(t, x)|
2dx
=
∫
Ω
Hλ(y)(t, x)∇y1(t, x) · ∇y(t, x)dx, a.e. t ∈ (0, T ).
Since Hλ ≥ λ
−α, a.e. in Q, we get
|y(t)|22 + 2λ
−α
∫ t
0
|∇y(s)|22dx ≤ C
∫ t
0
|y(s)|2|∇y(s)|2ds, ∀ t ∈ (0, T ),
which implies y ≡ 0, as claimed.
3◦. Regularity. Assume now that y0 ∈ H
1(Ω) and consider the arbitrary open
subsets Ω1,Ω2 of Ω such that Ω0 ⊂ Ω1, Ω1 ⊂ Ω2, Ω2 ⊂ Ω. Assume that the
boundary ∂Ω0 as well as that of Ω1,Ω2 are smooth (of class C
2, for instance).
Let X ∈ C∞0 (Ω) be such that X = 1 on Ω2 and let y˜ = X y. We have by
(2.1) that
∂y˜
∂t
−Hλ(y)∆y˜ = g in Q,
y˜ = 0 on Σ,
y˜(0) = y0X in Ω,
(2.16)
where
g = −y∇Hλ(y) · ∇X − 2Hλ(y)∇y · ∇X −Hλ(y)y∆X . (2.17)
To this end, we shall use a bootstrap argument and that (2.11) holds. We
are going to prove that y is Ho¨lder continuous of order 1
2
on Q0 = (0, T )×Ω0.
Namely, by (2.16) and (2.17), we shall prove first that
‖y‖W 2,1
3
2
(Q) ≤ C(Ω0, y0, u)λ
−2α, ∀λ ∈ (0, k∗) (2.18)
and we shall use this estimate to show that
‖y‖W 2,1
2
(Q1)
≤ C(Ω0, y0, u)λ
−6α (2.19)
and, finally, that
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‖y‖
W
2,1
3
(Q0)
≤ C(Ω0, y0, u)λ
− 13α
2 , (2.20)
which will lead to the desired estimate (2.11). Here and everywhere in the
following,
C(Ω0, y0, u) = CC
∗(‖y0‖V + ‖u0‖L2(Σ)),
where C∗ = C(Ω0,Ω1,Ω2) is fixed (but depends of Ω0,Ω1,Ω2) and C is a
constant which is independent of λ, Ωi, i = 0, 1, 2, but will change from one
estimate to another.
We note first that, by (2.5) and (2.17), we have
|g| ≤ C∗(|y| |∇Hλ(y)|+ |∇y|+ |y|), a.e. in Q. (2.21)
On the other hand, by (2.2) and (2.5) we see that
|∇Hλ(y)(t, x)| Cλ
−1−α
∫ t+λ
t
ds
∫
[|ξ|≤1]
|∇y(s, x− λξ)|dξ
≤ Cλ−1−d−α
∫ t+λ
t
ds
∫
[|x−ξ|≤λ]
|∇y(s, ξ)|dξ
≤ Cλ−
d
2
−α
(
1
λ
∫ t+λ
t
ds
∫
[|x−ξ|≤λ]
|∇y(s, ξ)|2dξ
) 1
2
.
(2.22)
This yields∫
Q
|∇Hλ(y)(t, x)|
2dt dx
≤ Cλ−2α
∫ T
0
1
λ
∫ t+λ
t
ds
∫
[|ξ−ξ|≤λ]
|∇y(s, ξ)|2dξ dt
≤ Cλ−2α
∫
Q
|∇y(t, x)|2dt dx.
(2.23)
On the other hand, by (2.9) we have
|y(t)|22 +
∫ T
0
‖y(t)‖2V dt ≤ Cλ
−2α(|y0|
2
2 + ‖u‖
2
L2(Σ)) ≤ (C(Ω0, y0, u))
2λ−2α
(2.24)
and so, by (2.23), this yields
‖∇Hλ(y)‖L2(Q) ≤ C(Ω0, y0, u)λ
−2α. (2.25)
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Then, by (2.21), (2.23), (2.24), we get by the Sobolev embedding theorem
combined with Ho¨lder’s inequality∫
Q
|g|
3
2dt dx ≤ C
∫
Q
|∇Hλ(y)|
3
2 |y|
3
2dt dx+ C
∫
Q
(|∇y|
3
2 + |y|
3
2 )dt dx
≤
∫ T
0
|∇Hλ(t)|
3
2
2 |y(t)|
3
2
6 dt+ (C(Ω), y0, u))
3
2λ−
3α
2
≤ (C(Ω0, y0, u))
3
2λ−
3α
2 + ‖∇Hλ(y)‖
3
2
L2(Q)‖y(t)‖
3
2
V
≤ (C(Ω0, y0, u))
3
2λ−3α.
Hence, by (2.21), it follows that g ∈ L
3
2 (Q) and
‖g‖
L
2
3
(Q) ≤ C(Ω0, y0, u)
−2α.
Then, by (2.16) it follows that y˜ ∈ W 2,13
2
(Q) and (see, e.g., [12], p. 342)
‖y˜‖W 1,2
3
2
(Q) ≤ Cλ
−α(‖g‖
L
3
2 (Q)
+ ‖X y0‖
W
2
3
3
2
(Ω)
) ≤ C(Ω0, y0, u)λ
−3α.
Taking into account that y˜ = y on Q2, we get (2.18), as claimed.
For simplicity, in the following we shall just write C instead of C(Ω0, y0, u).
To prove (2.19), we note first that, since W 2,13
2
(Q2) ⊂ L
∞(Q2) in 3 − D, we
have by (2.18)
‖y‖L∞(Q2) ≤ Cλ
−3α. (2.26)
Now, we denote again by y˜ the function X y, where X ∈ C∞0 (Ω2) is such that
X = 1 on Ω1. Taking into account (2.21) and (2.25), we get
|g| ≤ C(|∇Hλ(y)|+ 1)λ
−3α + |∇y|, a.e. in Q2,
and, therefore, by (2.24)
‖g‖L2(Q2) ≤ Cλ
−3α(‖∇Hλ(y)‖L2(Q2) + 1) + Cλ
−α.
On the other hand, by (2.22) we get, as above (see (2.23)-(2.25)),
‖∇Hλ(y)‖L2(Q2) ≤ Cλ
−2α.
This yields
‖g‖L2(Q2) ≤ Cλ
−5α
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and, again by (2.16), we infer that y˜ = W 2,12 (Q2) and
‖y˜‖W 2,1
2
(Q2)
≤ Cλ−6α
and so (2.19) follows.
We also note for later use that, by (2.16) taken in Q2, it also follows
‖∇y˜(t)‖L2(Ω2) + λ
−α
∫ t
0
‖∆y˜(s)‖2L2(Ω2)ds ≤ ‖g‖L2(Q2) + ‖y0X‖W 12 (Ω2)
and so
‖∇y(t)‖L2(Ω1) ≤ ‖∇y˜(t)‖L2(Ω2) ≤ Cλ
−5α, ∀ t ∈ [0, t]. (2.27)
Now, we take y˜ = X y, where X ∈ C∞0 (Ω1) and X = 1 on Ω0. By (2.26),
we have as above
|g| ≤ C(|∇Hλ(y)|+ 1)λ
−3α + |∇y|, a.e. in Q1,
and, therefore,
‖g‖L3(Q1) ≤ Cλ
−3α(‖∇Hλ(y)‖L3(Q1) + 1) + C‖∇y‖L3(Q1). (2.28)
On the other hand, by interpolating between L2 and L6, we have
‖∇y(t)‖L3(Ω1) ≤ ‖∇y(t)‖
3
4
L2(Ω1)
‖∇y(t)‖
1
4
L6(Ω1)
≤ C‖∇y(t)‖
3
4
L2(Ω1)
‖∇y(t)‖
1
4
H1(Ω1)
.
By (2.24), (2.27), this yields∫ T
0
‖∇y(t)‖3L3(Ω1)dt ≤ T‖∇y‖
4
L∞(0,T ;L2(Ω1))
∫ T
0
‖y(t)‖
3
4
H1(Ω1)
dt ≤ Cλ−
9α
2 .
Equivalently,
‖∇y‖L3(Q1) ≤ Cλ
− 3α
2 . (2.29)
On the other hand, by (2.22) we have
|∇Hλ(y)(t, x)|
3 ≤ Cλ−3(α+d+1)
(∫ t+lbb
t
ds
∫
[|x−ξ|≤λ]
|∇y(s, ξ)|dξ
)3
≤ Cλ−3(α+1)−d
(
1
λ
∫ y+λ
t
ds
(∫
[|x−ξ|≤λ]
|∇y(s, ξ)|3dξ
) 1
3
)3
≤ Cλ−3α−d
1
λ
∫ t+λ
t
ds
∫
[|x−0ξ|≤λ]
|∇y(s, ξ)|3dξ, ∀(t, x) ∈ Q1.
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This yields (see (2.29))
‖∇Hλ(y)‖L3(Q1) ≤ Cλ
−α‖∇y‖L3(Q1) ≤ Cλ
− 5α
2
and so, by (2.28), we have
‖g‖L3(Q1) ≤ Cλ
− 11α
2 .
Then, once again by equation (2.16) taken inQ1, we infer that y˜ ∈ W
2,1
3 (Q1) and
(see [12], p. 342)
‖y˜‖W 2,1
3
(Q1)
≤ Cλ−
13α
2 ,
which implies (2.20), as claimed.
Then, by (2.20) and Lemma 3.3 in [12], p. 80, we infer that y is Ho¨lder
continuous of order 1
2
on Q0 and that (2.11) follows. 
Let Ω0 be as above an open subdomain of Ω with smooth boundary ∂Ω0
such that Ω0 ⊂ Ω and λ ∈ (0, 1) sufficiently small such that
dist(Ω0,Γ) ≥ λ.
We have
Proposition 2.3. Let y = yu be the solution to equation (2.1) for u ∈ L2(Σ)
and y0 ∈ H
1(Ω). Then, for α ∈ (0, (26)−1), we have
∂y
∂t
− k1∆y = 0 in {(t, x) ∈ Q0; y(t, x) ≤ −2λ
1
4}, (2.30)
∂y
∂t
− k2∆y = 0 in {(t, x) ∈ Q0; y(t, x) ≥ ρ+ 2λ
1
4}. (2.31)
This means that σut = {x ∈ Ω; −2λ
1
4 ≤ yu(t, x) ≤ ρ+2λ
1
4} can be viewed
as a mushy set of system (1.1).
Proof. By (2.2), we have
Hλ(y)(t, x) =
1
λ
∫ t+λ
t
ds
∫
[|ξ|≤1]
hλ(y(s, x− λξ))ϕ(ξ)dξ
= hλ(y(t, x)) + Fλ(t, x), ∀(t, x) ∈ Q0,
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where
|Fλ(t, x)| ≤
1
λ
∫
[|t−s|≤λ;|ξ|≤1]
|hλ(s, x− λξ)− hλ(y(t, x))|ds dξ.
By (2.11), we have
|y(s, x− λξ)− y(t, x)| ≤ C(Ω0)(|t− s|
1
2 + |x− ξ|
1
2 )λ−
13α
2
for (x, t) ∈ Q0, |ξ| ≤ 1. Taking into account that 13α <
1
2
, this yields
Fλ(t, x) = 0 and Hλ(y)(t, x) = hλ(y(t, x)) = k1 for y(t, x) ≤ −2λ
1
4 and λ
sufficiently small. Similarly, follows (2.31). 
In terms of the temperature θ (as in (1.1)), it follows by (2.18)-(2.19) that
∂θ
∂t
− k1∆θ = 0 in {(t, x) ∈ Q0; θ(t, x) ≤ −2λ
1
4}
∂θ
∂t
− k1∆θ = 0 in {(t, x) ∈ Q0; θ(t, x) ≥ ρ+ 2λ
1
4},
while ∇θ = Hλ(y)∇y in
σut = {x ∈ Ω0; |θ(t, x)| ≤ 2λ
1
4} ∪ (Ω \ Ω0),
where y = yu is the solution to (2.1). This means that σut can be viewed as
the mushy region of the phase transition process described by equation (2.1).
It should be emphasized that in formulation (1.5) of equation (1.1) the fact
that the function β−1 is discontinuous in origin implies that the flux q of θ
has a jump ρ on the free boundary S = {θ = 0}. By replacing in (1.1) the
function β(y) by a smooth version Hλ(y), the temperature flux q is replaced
by a ”mild” phase transition with a mushy region σut which separates the
solid and liquid regions.
One also should mention that (2.1) is only one of possible models of the
phase transition with mushy region. Another popular model is that intro-
duced by G. Caginalp [7], which is described by the phase-field system and
from which one gets to the limit problem (1.1). The model considered here,
that is (2.1), is different and remains on the physical grounds of two-phase
transition mechanism.
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3 The controllability result
Everywhere in the following, the constants λ and µ are positive and arbitra-
rily small but fixed. For u ∈ L2(Σ), denote as above by yu the solution to a
system corresponding to y0 ∈ L
2(Ω). Finally, σut is the set
σut = {x ∈ Ω;−2µ ≤ y
u(t, x) ≤ ρ+ 2µ}, t ∈ [0, T ]. (3.1)
Theorem 3.1. Let T > 0 and Ω∗ be a Lebesgue measurable subset of Ω with
positive measure. Then, under assumptions (2.3)-(2.5), there is a controller
u∗ ∈ L2(Σ) such that
Ω∗ ⊂ σu
∗
T . (3.2)
We note that, for µ = 2λ
1
4 and 0 < α < (26)−1, it follows by Proposition
2.3 that σut is just the mushy set {x ⊂ Ω; −2λ
1
4 ≤ yu(t, x) ≤ ρ + 2λ
1
4} of
system (1.1). Then, by Theorem 3.1, we have
Corollary 3.2. Assume that α ∈ (0, (26)−1). Then, for every Lebesgue mea-
surable set Ω∗ ⊂ Ω with positive measure, there is u∗ ∈ L2(Σ) such that
Ω∗ ⊂ {x ∈ Ω; −2λ
1
4 ≤ yu
∗
(T, x) ≤ ρ+ 2λ
1
4}.
Proof of Theorem 3.1. We shall prove first (3.2) for the linear control
system
∂y
∂t
− div(Hλ(z)∇y) = 0 in Q,
Hλ(z)∇y · ν = u on Σ,
y(0) = y0 in Ω,
(3.3)
where z ∈ L2(0, T ;V ) is arbitrary but fixed.
Denote by yu,z ∈ L2(0, T ;V ) ∩ C([0, T ];L2(Ω);V ) ∩ W 1,2([0, T ];V ′) the
solution to (3.3). We have
Lemma 3.3. There is u∗ ∈ L2(Σ) such that
Ω∗ ⊂ σu
∗,z
T = {x ∈ Ω;−µ ≤ y
u∗,z(T, x) ≤ ρ+ µ}. (3.4)
Moreover, one has
|yu
∗,z(t)|22 + λ
α
∫ t
0
|∇yu
∗,z(s)|22ds ≤ C
(
|y0|
2
2 + λ
−α
∫ t
0
∫
Γ
|u∗|2ds dx
)
, (3.5)
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∫ T
0
∣∣∣∣ ddt yu∗,z(t)
∣∣∣∣2
V ′
dt ≤ Cλ−α(|y0|
2
2 + λ
−α‖u‖2L2(Σ)), (3.6)
‖u∗‖L2(Σ) ≤ Cλ
−α|u0|2, (3.7)
where C is independent of λ.
Proof. For each ε > 0 consider the minimization problem
Min
{1
2
‖u‖2L2(Σ) +
1
2ε
∫
Ω∗
((yu,z(T, x) + µ)−)2
+((yu,z(T, x)− ρ− µ)+)2dx
}
.
(3.8)
It is easily seen by estimates (2.9), (2.10) that there is a unique solution uε
to problem (3.8). We set yu,z = yε and note that by the first order optimality
conditions in (3.8) we have
uε = pε on Σ, (3.9)
where pε ∈ L
2(0, T ;V ) ∩ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′) is the solution to
the dual backward system
∂pε
∂t
+ div(Hλ(z)∇pε) = 0 in Q,
∂pε
∂ν
= 0 on Σ,
pε(t) =
1
ε
1Ω∗((yε(T ) + µ)
− − (yε(T )− ρ− µ)
+) in Ω,
(3.10)
where 1Ω∗ is the characteristic function of Ω
∗. By (3.3), where u = uε,
yu,z = yε, and by system (3.10) we get∫
Σ
u2ε dt dx = −
∫
Ω
pε(0, x)y0(x)dx+
∫
Ω
pε(T, x)yε(T, x)dx = −
∫
Ω
pε(0, x)y0(x)
+
1
ε
∫
Ω∗
yε(T, x)((yε(T, x) + µ)
− − (yε(T, x)− ρ− µ)
+)dx.
This yields∫
Σ
u2ε dt dx+
1
ε
∫
Ω∗
(((yε(T, x) + µ)
−)2 + ((yε(T, x)− ρ− µ)
+)2dx
≤
∫
Ω
pε(0, x)y0(x)dx ≤ |pε(0)|2|y0|2, ∀ ε > 0.
(3.11)
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On the other hand, we have the following Carleman’s type inequality for the
solution pε to equation (3.10)
|pε(0)|2 ≤ Cλ
−α‖pε‖L2(Σ), ∀ ε > 0, (3.12)
where C is independent of ε and λ.
Here is the proof. It is well known that, for each y¯0 ∈ L
2(Ω), there is a
boundary controller u ∈ L2(Σ) such that the corresponding solution y¯u,z in
T and
‖u‖L2(Σ) ≤ C‖Hλ(z)‖W 1,∞(Q)|y0|2 ≤ Cλ
−1|y¯0|2, ∀y¯0 ∈ L
2(Ω), (3.13)
where C is independent of z and y0 because, by (2.2) and (2.5), we have the
estimate
‖Hλ(t)‖L∞(Q) + ‖∇Hλ(t)‖L∞(Q) ≤ k
∗(m(Ω) + λ−α‖∇z‖L2(Q)).
In fact, the above boundary controllability result follows in a standard way
by the Carleman inequality for linear parabolic equations with W 1,∞(Q)
coefficients (see, e.g., [2], [9]) and applies neatly to system (3.10). Then
(3.12) follows by (3.13) by a duality argument. Indeed, we see by (3.10) and
(3.3) that∫
Ω
y¯0(x)pε(0, x)dx =
∫
Ω
y¯u,z(T, x)pε(T, x)dx+
∫
Σ
u(t, x)pε(t, x)dx
=
∫
Σ
u(t, x)pε(t, x)dt dx.
(3.14)
Then, since y¯0 is arbitrary in L
2(Ω), it follows by (3.13), (3.14) that (3.12)
holds.
Now, taking into account (3.9) and substituting (3.12) in (3.11), we get
the estimate∫
Σ
|uε|
2dt dx+
1
ε
∫
Ω∗
(((yε(T, x)+µ)
−)2+((yε(T, x)−ρ−µ)
−)2)dx
≤ Cλ−2α|y0|
2
2.
(3.15)
Then, for ε→ 0, we have
‖(yε(T ) + µ)
−‖L2(Ω∗) + ‖(yε(T )− ρ− µ)
+‖L2(Ω∗) → 0 (3.16)
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and, on a subsequence {ε} → 0,
uε → u
∗ weakly in L2(Σ). (3.17)
Moreover, by (2.9), (2.10) we have
‖yε‖
2
C([0,T ];L2(Ω))+
∫ t
0
(
|∇yε(s)|
2
2 +
∥∥∥∥dyεds (s)
∥∥∥∥2
V ′
)
ds ≤ C(1+λ−2α)|y0|
2
2 (3.18)
and so, again by the Aubin-Lions compactness theorem, we have on a sub-
sequence {ε} → 0
yε → y
u∗,z weakly in L2(0, T ;V ), strongly in L2(Q)
dyε
dt
→
d
dt
yu
∗,z weakly in L2(0, T ;V ′)
yε(t) → y
u∗,z(t) weakly in L2(Ω), uniformly in t ∈ [0, T ].
Then, by (3.16), we get
(yu
∗,z(T ) + µ)− = 0, (yu
∗,z(T )− ρ− µ)+ = 0, a.e. on Ω∗,
and so (3.4) follows. Moreover, estimates (3.5)-(3.7) follow by (3.15) and
(3.18). 
Proof of Theorem 3.1 (continued). Consider the set
K = {z ∈ L2(Q); ‖z‖L2(Q) ≤ N},
where N > 0 will be made precise later on. By Lemma 3.3 we know that,
for each z ∈ K, there is at least one u ∈ L2(Σ) such that
− µ ≤ yu,z(T ) ≤ ρ+ µ, a.e. in Ω∗, (3.19)
‖u‖L2(Σ) ≤ Cλ
−α|y0|2, (3.20)
where C is independent of λ and y0.
We denote by Ψ(z) ⊂ L2(Q) the set of all yu,z satisfying (3.19), (3.20).
The multivalued operator Ψ : K → L2(Q) is upper-semicontinuous. (Since
Ψ(K) is relatively compact, this property is equivalent with the fact that it
is strongly closed in L2(Q)× L2(Q).) Moreover, by (2.14), we have
‖yu,z‖C([0,T ];L2(Ω)) + λ
α
∫ t
0
‖yu,z(s)‖2V ds ≤ C|y0|
2
2(1 + λ
−α) (3.21)
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and, as seen earlier (see (2.15)),∫ T
0
∥∥∥∥ ddt yu,z(t)
∥∥∥∥2
V ′
dt ≤ Cλ−α(|y0|
2
2 + λ
−α‖u‖2
L2(Σ)
≤ Cλ−α(1 + λ−α)|y0|
2
2.
(3.22)
By (3.21), (3.22), it follows that Ψ(K) ⊂ K for N sufficiently large and
also, by the compactness theorem mentioned above, that Ψ(K) is a relatively
compact set in L2(Q). Then, by the Kakutani fixed point theorem (see, e.g.,
[4], p. 7) there is y∗ ∈ K such that y∗ ∈ Ψ(y∗). Hence, there is u∗ ∈ L2(Σ)
such that yu
∗
(T ) ∈ [−µ, ρ + µ], a.e. in Ω∗. This completes the proof of
Theorem 3.1. 
Remark 3.4. The controller u∗ as well as the corresponding mushy set Ωu
∗,z
T
are dependent of Ω∗ and so a realistic controlling process is that where the
set Ω∗ is sufficiently thin. Though the controllability theorem established
above is not constructive, it leads to the theoretical conclusion that the mo-
ving interface of the two-Stefan problem is controllable. On the other hand,
the optimal control problem (3.8) with the state system (2.1) provides an
approximating solution for the controllability problem.
One could take the minimization problem (3.8) with z = y and the state
system (2.1) as an approximating control problem for (3.1) though there
are some technical problems regarding the convergence in this case of the
solution uε.
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