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Abstract—The objective of the present paper is to provide
a methodology where the functional characteristics of a dis-
tributed engineering system can be obtained by merging domain-
dependent knowledge at run-time. We focus on distributed
control systems where computing nodes are related to the
physical environment in which they operate via sensors/actuators.
The knowledge representation is formally expressed with a
mereological approach where a structural mereology describes
the physical environment and a functional mereology identifies
available engineering goals for each computing node. During the
design step, a mechanism based on Formal Concept Analysis
(FCA) allows to generate the resulting goal mereology. The
concept of goal is refined with sub-concepts in the multilevel
structure. Because computing nodes depend on each other for
goals to be achieved, an agent-based method is proposed to
establish dynamically the dependencies among distributed nodes.
This method is centered on a fusion mechanism involving the
functional mereologies of appropriate nodes. We use an example
from an open-channel hydraulic system controlling the water
level to motivate and illustrate the model. Although it is limited
to the engineering systems, this approach can be reused in related
domains where the goal representation can be expressed as a
triple including an action, a role and a physical entity.
I. INTRODUCTION
Engineering services are a new paradigm for building dis-
tributed control applications. In this article, given a global
service that a control unit should achieve, we propose first
to formalize and to subdivide the service into a hierarchy of
elementary services. Then we intend to identify on a formal
basis (i.e., a fusion process) dependent services (in a network
of control units) which are required to achieve the global
service. We consider a network composed of intelligent nodes
which are either sensing their physical environment or/and
acting upon it and which are able to exchange information
with each other [2][3]. These intelligent nodes arranged with
a computing part and I/O capabilities, will be referred to
as Intelligent Instruments (II) in the following. To get II
to become autonomous nodes, the basic idea consists in
the decomposition of a global service into a hierarchy of
sub-services which can be distributed over the network of
II. As a consequence, dependence relations emerge between
distributed services. The key element to dynamically extract
these dependencies holds in the knowledge representation of
the service concept. A previous work [14] has suggested a
representation centered on a teleological approach where each
service is related to the goal concept.
In order to automate the goal decomposition and the goal
fusion processes, we suggest a two-phase sequence. In a first
step, we propose to identify the goal hierarchy through formal
concept analysis and a mereological approach. In a second
step, inter-dependencies between distributed hierarchies of
goals are highlighted through a fusion process. All theses
steps involve a mereological framework. The main purpose
of mereology [1] is to identify the parts that particular entities
can exhibit and the way those parts are inter-related [18].
Broadly speaking, the ontological representation provides a
robust basis for inter-operability and information sharing. In
the ontological approach, the choice of a formal modelling
basis is either set theory or mereology. Some authors [19]
consider that set theory which is an abstraction is unable to
describe reality which is not an abstraction. Moreover, the
relations between entities are not set-theoretic in nature [17],
therefore a mereological approach is investigated. While the
state variables are semantically described with a physical role
and a physical entity, each goal (or sub-goal) is a composite
concept which is made of atomic concepts such as action,
physical role and physical entity. We introduce successively
universal goals composed with action and physical role, which
are generic and re-usable, and particular goals composed of
action, physical role and physical entity which are related to
the application. Particular goals are derived either from user
inputs or from universal goals extracted from libraries. For
each instrument, the goal mereology is deduced from rules
applied to the user inputs through an intelligent GUI. At run-
time, an agent-based implementation operates the fusion of
appropriate mereologies to solve dynamically dependencies
between distributed goals (i.e., distributed services).
In a second section, we discuss the selection of the relevant
concepts involved in II. In the third section, we introduce the
real-world application which will serve as a support for a clear
understanding of the fusion process. The fourth section recalls
the principles underlying the structural mereology. The fifth
section is dedicated to the goal modelling where the concepts
of universal and particular goals are introduced and describes
the conceptual goal-subgoal hierarchy dedicated to distributed
II. Rough outlines for the implementation of the fusion process
are proposed. Related work are discussed in the last section.
II. KNOWLEDGE REPRESENTATION FOR PHYSICAL
PROCESSES IN DISTRIBUTED CONTROL SYSTEMS
Important ideas that have emerged in the formalization of
limited domains of knowledge and reasoning, are the introduc-
tion of an explicit ontology [4] and an explicit representation
of context [6]. These results have entailed a basic idea, i.e.,
the knowledge representation is tailored to a representational
knowledge base which structures and relates words of the engi-
neering language. In related areas such as Process Knowledge
Bases [5], the authors suggest that complete information about
an engineering or computer information system is expressed
with three types of knowledge (i.e., structural, functional
and behavioral knowledges). We adopt this representation for
distributed II where the knowledge about the system will be
divided into three parts and their related knowledge:
• structural knowledge – knowledge about physical objects
and their physical relations
• functional knowledge – knowledge about the purpose and
the way the physical role of objects are used.
• behavioral knowledge – knowledge about the changes in
the environment and relations between states and events.
The structural knowledge describes the physical environment
of sensors/actuators and relies on theories applied to engi-
neering processes [7]. For physical processes, this knowledge
is centered on two concepts, i.e., the physical entity and the
physical role or quantity [8]. In II, the functional knowledge,
through its teleological part, is represented by the concept
of goal (sub-goal), while the dynamic part is related to
the concept of action [14]. In order to capture the various
objectives that the engineering system should achieve, goals
must represent different abstraction levels, and a hierarchical
representation such as mereology is a well-suited formalism to
express these levels. The notion of universal goal relating an
action verb and a physical role is introduced and, by adding an
extensional item (i.e., the physical entity) and domain-based
rules to the universal goal, the particular goals are defined. In
order to allow reuse and hierarchical conceptual clustering of
goals, a goal mereology is derived. This mereology is elicited
during the design step from the interaction with the user. At
run-time, each situated agent is responsible from the gathering
of dependent sub-goals in some of the II. A dedicated rule-
based process extracts the appropriate sub-goals and their
mereological wholes.
III. AN EXAMPLE OF DISTRIBUTED CONTROL
APPLICATION
To illustrate the fusion process between distributed instru-
ments, we propose a case study which concerns an open-
channel hydraulic system controlled with (at least) two in-
telligent instruments as shown in figure 1. The instruments
are connected with a CAN network. Each II used in the
open-channel irrigation channel is located near a water gate.
Each instrument performs two pressure measurements from
Fig. 1. The canal application with two Intelligent control nodes
a Pitot tube and is able to react accordingly and to modify
the gate position with the help of a brushless motor. The
Pitot tube allows two pressure measurements, a static pressure
in spatial areas denoted SFArea11 or SFArea21, and a
dynamic pressure measurement in areas denoted DFArea12
or DFArea22. The local area surrounding the two previous is
respectively referred as WaterArea1 and WaterArea2 for
the first and the second instrument. Goals are user-defined
through the graphical GUI. All functions handle variables
whose semantic contents are extracted from the structural
mereology. A global goal is downloaded in the second in-
strument, where the objective is to achieve this intended goal.
For this purpose, the situated agent must first discover which
services on another instrument are required and then produce
the appropriate goal hierarchy with relevant goals to achieve.
Notice that the fusion process is not intended to merge the
whole mereologies from different instruments, but only to
merge the relevant parts of the local mereologies that are
required to achieve the global goal.
IV. THE STRUCTURAL MEREOLOGY
The physical environment is first described through a GUI
during the design step to identify the physical entities which
are hierarchically and formally related through the mereo-
logical logic. To describe the physical behavior of physical
entities, we must express the way these entities interact. As
suggested in [7] the physical interactions are the result of
energetic physical processes that occur in physical entities.
Whatever two entities are able to exchange energy, they are
said to be connected. Therefore, the mereology is extended
with a topology where connections highlight the energy paths
between physical entities. This approach extracts in a local
database, energy paths stretching between computing nodes in
the physical environment. The corresponding mereo-topology
is reported on figure 2.
Fig. 2. The structural mereo-topology for the canal application (2 II)
V. THE GOAL HIERARCHY
A. Sub-goal representation
In the context of intelligent instruments, any functional
concept will be described by a (sub-)goal definition1 which
is related to the intensional aspect of function [9] and some
possible actions (at least one) in order to fulfill the intended
(sub-)goal [10][11]. Representation of intended goals as ”to
do X” has been used by several researchers [12][13] and we
extend that textual definition. We have made an explicit use of
the mereology for the representation level and Formal Concept
Analysis (FCA) for the concept level. The sub-goal modelling
requires first to describe sub-goal representation (i.e., data
structures), and secondly to define how these concepts are
related.
Definition 1: An universal sub-goal item belongs to the
relation J ⊆ R×A, where A, and R are the respective finite
sets associated with the respective sorts of verbs describing
elementary actions and the sort of physical roles (physical
quantities or control/monitoring roles).
The potential action is added to the physical role which
describes the intensional part of the universal sub-goal 2. A
small number of pre-defined generic verbs which describe
a limited set of appropriate elementary actions [14] related
with standard roles, creates elementary sub-goals which can
be joined to form more complex goals within conceptual
hierarchies. Examples of elementary universal sub-goals:
g1 = (pressure, to acquire)
g2 = (position, to move)
g3 = (speed, to compute)
The set of objects, i.e., physical entities extracted from the
structural mereology is related to the objects properties, i.e.,
their physical roles. A set of objects and their attributes
represents relevant information and knowledge about the en-
vironment. Therefore, one can introduce a variable concept
relating physical entities with their physical role (physical
quantity).
Examples of physical variables concepts:
({SFArea1, DFArea1}, {Pressure})
({WaterArea1}, {level, speed})
1assuming the teleological interpretation of functions
2This description corresponds formally to that of a context item
Similarly, the universal goal definition is extended with an
extensional part (i.e., the physical entity) to generate particular
sub-goals from physical variables and universal sub-goals
contexts.
Definition 2: A particular sub-goal concept gi is a triple
such as :
gi = (ai,
⋃
j
rij ,
⋃
k
ϕik) (1)
where ai denotes an elementary action,
⋃
j rij , a set of
physical roles (at least one) and
⋃
k ϕik, a set of physical
entities (at least one) concerned by the action ai.
Some examples of particular sub-goals :
g1 = ({to acquire}, {pressure}, {SFArea1})
g3 = ({to compute}, {speed, level}, {WaterArea1})
Ontologies can be analyzed with FCA techniques [15] and
this work has been extended with mereology. In FCA, each
concept is expressed as a unit of thought comprising two parts,
its extension and its intension. FCA produces a conceptual
hierarchy of the domain by exploring all possible formal
concepts for which relationships between properties and ob-
jects hold [16]. The resulting concept lattice, also known as
Galois Lattice, can be considered as a semantic net providing
both a conceptual hierarchy of objects and a representation of
possible implications between properties.
B. The conceptual goal hierarchy
The goal mereology is derived from the subsumption hierar-
chy of conceptual scales where the many-level architecture of
conceptual scales [20] is extended taking into consideration
the mereological nature of the extents. Higher level scales
which relates scales on a higher level of abstraction provide
information about hierarchy and help to derive a hierarchy
like the mereology. Considering the particular sub-goals the
particular goals and modes corresponding to the user intents,
the ontological nature of the extents (i.e., the physical entities)
and some basic assumptions, one can automatically produce
the relevant instrument functional context. This context is
required to produce the final concept lattice from which the
functional mereology is extracted.
Let us consider the formal context C = (Φ, G, F ), where G
denotes the set of relevant particular sub-goals and F ⊆ Φ×G,
a binary relation which holds between physical entities and
particular sub-goals. As suggested in [20], the set of sub-
goals is extended with hierarchical conceptual scales such as
the intent includes sub-goals, goals (i.e., services) and the
instrument scale (highest level). Higher level scales define a
partially ordered set (G,) provided that the set G contains
exactly the minimal elements of G. Hierarchical conceptual
scales are filled according to information input by the user
concerning goals definitions. Then the conceptual hierarchy
highlights required inter-relations between concepts. For the
open-channel irrigation canal, three services are introduced by
the user, related to their sub-goals:
G1 = ({to measure}, {speed, level}, {WaterArea1})
G2 = ({to control}, {speed}, {WaterArea1})
TABLE I
INSTRUMENT FUNCTIONAL CONTEXT FOR THE OPEN-CHANNEL IRRIGATION CANAL
F g1 g2 g3 g4 g5 g6 g7 G1 G2 G3 II1
(pressure, SFArea1) x x x x
(pressure, DFArea1) x x x x
(speed, WaterArea1) x x x x x x
(level, WaterArea1) x x x x x
(position, Gate1) x x x x
(speed, ?) x x x
G3 = ({to manuallyMove}, {position}, {Gate1})
g1 = ({to acquire}, {pressure}, {SFArea1})
g2 = ({to acquire}, {pressure}, {DFArea1})
g3 = ({to compute}, {speed, level}, {WaterArea1})
g4 = ({to send}, {speed, level}, {WaterArea1})
g5 = ({to compare}, {speed}, {WaterArea1, ?})
g6 = ({to move}, {position}, {Gate1})
g7 = ({to receive}, {speed}, {?})
From this information, the functional context is built, where
goals and sub-goals denote the intensional part and variables
conceptual pairs denotes the extensional part. The instrument
level expresses the functional knowledge about the instru-
ments’goals and sub-goals that are achievable with the help of
local variables. This level encapsulates all locally-achievable
goals.
II1 = ({to control}, {speed, level}, {Env1})
From the users’point of view, two initial levels are defined
while the formal concept analysis enhanced by a mereological
translation may result in an arbitrary number of intermediary
levels. The functional context results in a concept lattice which
is finally transformed in a partial order by some elementary
rules:
rule 1: to reduce the labelling [21] which provides that each
object and each attribute is entered once in the lattice.
rule 2: emphasize differences between wholes and parts
through identical variables use i.e., {G3, g6} will
result in P (g6, G3)
rule 3: extract common parts between set items, i.e., overlap
relations.
rule 4: create for each node a concept labelled with the
intension of the lattice node [22]
rule 5: remove the bottom element
In the reduced hierarchy, goals are mereologically ordered
according to their physical entity extent3 and generate the
V ar-mereology of the instrument. In this mereology, a first
hierarchy of goals reflects the sub-goals’use of variables until
the node Instr. We notice that the goal G2 subsumes the
instrument node, which corresponds to the fact that G2 re-
quires external information whereas the instrument only deals
with its local structural mereology. This entails that external
information will be necessary at run-time. The common node
g3, g4, g5 points out that these goals share a common variable
concept, i.e., ({speed}, {WaterArea1}). As a consequence,
3other classifications are possible, using different object types.
goals g3, g4, g5 overlap according to the V ar-mereology. The
reduced lattice is reported on figure 3 and the resulting
mereology is sketched in figure 4 (sub-goals overlaps are not
detailed for clarification). The current environment developed
g3, g4, g5
g6 g1 g2 g3, g4
G3 G1 g7
II1 g5
G2
Fig. 3. The reduced lattice for the open-channel irrigation canal
Fig. 4. The mereology for the instrument 2
with an open full Java version including XProlog code and
libraries. The meta-description of the instrument is shared with
other applications II at run-time.
C. The goal fusion process
From the previous mereology, goals are hierarchically
ordered according to their amount of required variables.
Goals which contain a question mark as physical entity
need external variables. Therefore external goals are needed
which are able to capture the missing resources, i.e., the
physical entity. Goals (or sub-goals) with missing entities are
referred to as non-reified goals. In fact, the missing resource
is shared with an external goal, and the challenge boils
down to an identification problem with particular goals. As
particular goals are mereological entities, the shared entities
are translated in overlap operations. As a consequence, the
key element of the algorithm is the identification process of
overlapping goals or sub-goals with constraints. Following
the identification process, related goals (i.e., services) are
extracted and their restricted fusion4 with the local goal is
achieved. A multi-agent system implements the algorithm
sketched in figure 5 on the basis of a message passing protocol
between instruments. To illustrate the fusion process, we
Fig. 5. The fusion process algorithm
propose a scenario using the physical environment described
in section 3.
Initial problem: A global goal, namely G2, is assigned to
instrument 2. In other words, the challenge is to regulate the
water level from II2. To satisfy that goal, a sound hierarchy is
proposed (see section 4) which highlights that external goals
from II2 are required. The objective of the present section
is to discover which external goal(s) is (are) required and to
add dynamically this knowledge to the database of II2.
step 1:Location of related instruments. The situated agent
in II2 looks for the instrument(s) with which there
exists an energy path extracted from the Structural
mereology. The answer is II1.
step 2:Discovering relevant local subgoals. Exploring the
local mereology in II2, the agent notices that G2
overlaps II2 (see figure 4), which means that G2
requires external sub-goals to complete. In this case,
sub-goals g7 and g5 needs external data to be
achieved.
step 3:External sub-goals extraction. Rule: the local sub-
goals (from step 2) having missing physical entities
overlap the external sub-goals producing variables
on the network with the same physical role and
which belong to a related II (step 1). The resulting
relation is here, O(g5, g
′
4
), as this sub-goals share the
semantic variable ({speed}, {WaterArea2}).
4it means that only the required part of the external mereology is merged
with the local one.
step 4:External service recovering. The high-level goals are
deduced from overlapping and part-of axioms as
follows:
O(g5, g
′
4
) ∧ P (g5, G2) ∧ P (g
′
4
, G′
1
) → O(G2, G
′
1
).
This result shows that service G2 on instrument 2 needs
the service G′
1
on instrument 1 in order to be achieved.
In concrete terms, II1 performs two pressure measurements,
computes the resulting water speeds and levels and sends
the results to II2 (i.e., G′
1
). Instrument 2 activates goal G2,
that is, it performs two pressure measurements, computes
the resulting water speeds and levels, compares them to the
results from II1 and finally, reacts on gate 2 according to
the comparison of distributed measurements. The summarized
fusion of mereologies is reported on figure 6. Notice that,
in order to clarify the explanation, only relevant overlaps are
detailed on the figure.
Fig. 6. The fusion process for mereologies of instruments 1 and 2
VI. RELATED WORK
In process Control Systems Design, dedicated tools such
as described in [26] gathers and structures the requirements
for Process Control Systems in a two-phases method. First
goals are identified, classified and then combined together
to deliver a complete goal model. In the second phase, the
goal model is translated into B specifications [28] through a
state-transition diagram. Unfortunately, the goal description is
rather poor first due to a lack of formalization to describe
goals relations, secondly because there are no distinctions
within the goal model between intended goals and their way
of achievement and finally, the model is not suitable to support
distributed applications involving dynamic goal knowledge. In
[23] an acquisition assistant is proposed which operationalizes
the goals with constraints. The structure of goals does not
allow further reasoning and no automated support is provided.
More recently, in [24] goals are represented by verbs with
parameters, each of them playing a special role such as
target entities affected by the goal, resources needed for the
goal achievement, ... Some tools are based on temporal logic
and offer refinement techniques to link goals [25]. For more
general frameworks, [27] describes a logic of goals based on
their relationship types, but goals are only represented with a
label, and the reasoning is elicited from their relations only. In
this article, we have emphasized a conceptual representation
of goals that serves as a basis for mereologic fusion.
VII. CONCLUSION
Intelligent Instruments are obviously intended for physicians
or engineers. The proposed automatization of appropriate
teleologic information is crucial to ensure the proper function
of distributed control systems. In addition, there is a growing
need for a structured knowledge base to allow both reuse and
distributed reasoning at run-time. The bottom-up approach
classifies concept-subconcept relations with conceptual scales
and allows to obtain automatically the resulting mereology
of goal-subgoals that holds for a given instrument. With this
representation agents may reason about actions at multiple
levels of granularity, provided that the consistency between
goal levels is achieved by mereological axioms. Moreover, the
goal hierarchy provides vertical traceability from high-level
concerns to low-level technical details. Goal formalization
allows refinements to be proved sound and complete. Due to
the modular knowledge representation, complex applications
can be divided into smaller sub-applications across several
instruments which interact each other to exchange appropriate
information in so-called fusion processes. Unfortunately,
this model is not complete because it doesn’t take into
account the causal nature of engineering functions. As
a consequence, additional logic is needed for composing
partial-order planning and hierarchical task network planning.
Future efforts include such a formal modelling for reasoning
about interactions with the plan and resolving conflicts.
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