Introduction
The research on artificial neural network (ANN) was started when a group of researchers conducted by neurologist and mathematician Warren McCulloch and Walter Pitts [1] . The researchers had demonstrated that ANNs are trying to model the learning processes of human brain based in logical methods. The same principle applied in biological neurons in the brain where ANN consists of small processing units known as Artificial Neurons, which can be trained to perform very complex calculations. Moreover, it is known that as human being, we learn how to write, read, understand speech, recognize and distinguish color and patterns by learning from examples. As matter of fact, the same way with ANNs where ANNs are trained rather than programmed.
ANN is used in widespread area of applications including the field of data mining, finance, process control, flight security, medical, marketing, pattern recognition, forecasting, and regression problems [2, 3, 4, 5] . Among many algorithms used in ANN, the most popular training algorithms is back propagation (BP) algorithm.
The BP learning is known for the establishment of the process and become the most standard method where the algorithm can adjust weight and biases for training an ANNs in many domains. The BP network learns by iteratively processing a set of training data or samples of data. The weights as parameter are modified to minimize the network's classification and actual classification for each set of training data. The network starts the process by propagating the error in forward direction which is the transfer of net output from input layer to hidden layer and next output layer. The error between the target output and the actual output is compared at output layer which makes the network back propagates into the input layer with the tuning weight parameter value.
Although the BP algorithm is one of the most widely used algorithm in neural network models [6] , it also has their drawbacks such as very slow convergence or in other words slow convergence of learning algorithm as stated by Manjun [7] . Based on the steepest descent technique of the training process it can easily get stuck at local minima and the performances are decreasing when it applied on large scale applications such as pattern recognition and artificial intelligence problems [8] .Thus, improvement on BP had getting attention from researchers and those improvements are crucial in order to overcome those limitations.
There have been many researchers that contribute to the improvement of BP such as the use of adaptive gain proposed by Nazri [9] followed by a research by Norhamreeza [10] that proposed a new procedure that change the parameter of gain adaptively as well as momentum and learning rate. Some of this research was based on the adaptive learning parameters, e.g. the Quickprop [11] , the RPROP [12] , delta-bar-delta rule [13] ,and Extended delta-bar-delta rule [14] . Combinations of different techniques can often lead to an improvement in global optimization methods [15] .
Since the accuracy of the training and testing process is depending on the weight updation in the BP algorithm, Grzenda and Macukow [16] shows that by selecting the weight domain adaptively, it will increases the accuracy in the classification aspects. Meanwhile, Yu and Wilamowski [17] demonstrated that the used of second order algorithms such as Newton algorithm and Levernberg Marquardt (LM) algorithm also can produced better result which can converge faster than using first order algorithms. Furthermore, Aziz et al. [18, 19] also produced a very good result of using particle swarm optimization in training Elman neural network.
It is demonstrated that the combination of optimal parameters with second order method performed better and faster results as compared to the first order method. Therrefire, this research implements the advantages of Second Order Methods such as Conjugate Gradient Fletcher-Reeves (CGFR) and Conjugate Gradient Polak Ribiere (CGPR) and Quasi-Newton methods of DavidonFeltcher-Powell (DFP) and Broyden-Fletcher-GoldfarbShanno (BFGS) together with the optimal 'gain' parameter which we name it as CGFR-AG, CGPR-AG, DFP-AG and BFGS-AG respectively.
The remaining of this paper is organized as follows: Section two describes the most commonly used of Second Order Methods and the implementation of the proposed algorithm. In Section three, the results from the simulation testing are analyses in order to identify the algorithms that perform better on five benchmark data. In Section four, the last section concludes the research findings.
Numerical Model
There are two types of second order methods that are very famous and used by researchers in neural networks. The first method is conjugate gradient methods that used to minimize quadratic function of:
Which is similar to solve b AX = , where A is known as a positive definite matrix. The process is computed in iterative sequence of n steps which requires performing n exact linesearches along the conjugate directions. Basically, conjugate gradient methods are used to find the nearest local minimum of a function with the computed gradient along a search direction. Summarizing all points, the methods are known as quadratic termination where a quadratic function as Equation (1) is minimized in at most sequence number of iterations.
The method replaced the previous steepest descent technique as it has drawback in terms of finding the local minimum which requires many iterations to be computed. Based on the formula stated in conjugate gradient algorithms by Fletcher and Powel and Fletcher-Reeves the positive definite quadratic function of n variables in iterations, will take n steps in order to minimize the error which generates the conjugate directions for search of the local minimum. Based on the research proposed by Nazri [9] they showed that BP algorithm had improved further with the use of adaptive gain by new weight vector and new gain vector which are calculated to minimize the number of epochs by the update of error with respect to weight and gain computed in the previous epoch. BP use gradient descent rule: Thus, in this research it is noticed that the new gain value for the next epoch can also be computed by added of the old value of gain with the updated gain in current epoch as in Equation (6); 
The function f is quadratic:
CGPR [18] satisfies condition a) and c) where:
With the added of gain ( n c ) the parameter for CGPRis The second type of second order methods is QuasiNewton method. Since the most crucial limitations of the back propagation algorithm is that the errors easily get stuck at local minima. Therefore it is a crucial to identify the properties in second order methods that can solve those limitations. The condition such as first derivatives and the gradient is 0 = g where, the second derivatives which are the computation of Hessian matrix are positive in Quasi-Newton equation is known as the inverse of matrix n H as:
Where n H satisfies Equation ( The error function value with respect to weight ) ( n W E can be computed by;
In terms of minimization search direction, this method minimize along line between current point and the previous point by using line search technique with the added parameter of learning rate. Lastly, the convergence test is evaluated based on some indicators. For the QuasiNewton to perform reducing in error, the error with respect to weight which is greater than the convergence tolerance will then indicate that the testing is finished as represent in Equation (19) .
Considering the effectiveness of both methods together with the proposed adaptive gain, therefore this research proposed an improved method by implementing the proposed adaptive gain into both of second order methods. The pseudo-code for the proposed methods with the implementation on CGFR and CGPR are given as follow:
Start
Step 1
Randomly initialize the weight vector, the gradient vector g 0 to zero. Set the first search Step 4 Calculate a new gradient based search direction:
Step 5 Step 7
Calculate the optimal value for learning rate n η by using line search technique.
Step 8
Update
Step 9
The new gradient vector
Step 10
The new gradient based search direction:
Step 11 Set 1 + = n n and go to Step 2.
Whereas, the pseudo-code for the proposed methods with the implementation on DFP and BFGS are given as follow:
Start
Randomly, initialize the initial weight vector w(0) and initialize a positive definite of the Hessian matrix H(0). Set a convergence tolerance CT.
Step 2
Compute the gradient based search direction at step by taking into account variation
Step 3
Calculate the optimal value for n η by using line search technique.
Step 4
Update 
Step 6
Update the inverse matrix
Step 7
Compute the error function
Step 8
If ) ( n w E > CT go to Step 2, else stop.
Results and Discussion
The simulation testing was programmed by using Matlab R2012b software.The testing was conducted by setting fixed number of 5 hidden nodes, 0.7 learning rates, 0.3 momentum, 0.01 of target error and maximum of 5000 epochs. The performances are measured in terms of lowest number of epochs, lowest CPU Time and highest accuracy.
The simulation testing was done on five benchmarks dataset from UCI Machine Learning Repository (UCIMLR) which are Glass [25] , Horse [26] , 7Bit Parity [27, 28] , Indian Liver Patient [26] and Lung Cancer [29] . The following ten algorithms were analyzed and simulated for each problem. For every problem selected, 50 different trials were run. The performance in terms of epochs numbers is validated in terms of lowest number of epochs which indicates the greater performance where the convergence rate are faster as the mean square error reached during that cycle or epochs process. Meanwhile, the lowest CPU time also indicates better performance since the CPU process takes shorter time in order the algorithm to converge. Besides, the highest accuracy will give better result in terms of how much the algorithm gives the correct output based on the input processed. At the of this simulation, the simulation results such as the mean of the number of iterations (mean), the standard deviation (SD), and the number of failures are recorded.
Glass Classification problem
First classification problem dataset is Glass dataset. It contains 214 instances and 10 attributes such as Magnesium, Aluminium, Silicon, Potassium and others. There are 9 inputs and 6 outputs. The data was used to predict type of glass such as tableware, containers and headlamps. Moreover, the datasets was applied in the criminological investigation where at the scene of the crime, the glass left can be used as evidence. Table 1 demonstrates that the proposed methods outperform other methods in terms of number of epochs and CPU time.As we can see that the proposed DFP-AG and CGPR-AG reached the lowest epoch numbers which indicates better performance as compared to BP-AG.Numerically, both methods are 55 times faster and only need 42 epochs to reach target error as compared to BP-AG with 2335 epochs. Meanwhile, CGFR-AG takes 14 shortest time to converge with 2.86 seconds which is nearly 0.96 improvement ratio when compared to CGFR.
In terms of accuracy, the highest accuracy was achieved at 80.75% by CGFR and 80.53% by CGFR-AG methods. Meanwhile, the proposed QN methods of BFGS-AG performed better with 3.14 percent when compared to BFGS. Although second order methods without gain parameter perform better, yet the proposed CGFR-AG performs 10.42% better than BP-AG. However, it is noticed that of all methods in this problem, the proposed CGFR-AG method was the fastest second order method with shortest CPU time and highest accuracy. 
Horse Classification problem
The benchmark dataset contains 368 instances with 300 used for training and the rest for testing. Besides, it has 28 numbers of attributes which related to horse physical information such as age, surgery, pulse and others. The source of the dataset was created by Mary McLeish and Matt Cecile from Department of Computer Science of University of Guelph in Ontario, Canada.
The disparity between the convergence rate of first and second order methods for Horse classification problem is illustrated in Table 2 . The result clearly demonstrates that algorithms which implement the proposed method exhibit very good average performance in order to reach the target error particularly when it is compared with BP method. The proposed method DFP-AG took only 54 iterations to converge as compared to BP-AG method with 2728 iterations which is a significant improvement with 50 times less epochs. Meanwhile, the lowest CPU time is achieved when the proposed CGFR-AG methods are implemented with 4.05 seconds in results with difference of 1.08 when compared to CGFR. Whereas, the proposed CGPR-AG required only 4.23 seconds faster when compared to CGPR.
At the same time, the proposed CGFR-AG performs better with nearly 46 times shortest in CPU time than BP method. In terms of accuracy, CGFR-AG is the only methods that achieved the highest percentage of accuracy of 75.53 when compared to the other Second Order Methods with adaptive gain and it increase nearly 3 % as compared to CGFR. At the same time, the highest accuracy among all methods tested was achieved by CGPR with 77.33 % which is 2.18 % higher than CGPR-AG. Meanwhile, CGFR-AG and CGPR-AG have the accuracy of 75.53% and 75.15% respectively which shows the better performance of the proposed methodas compared to the BP-AG methods with the accuracy of 71.90. The proposed CGFR-AG is the best second order method in the classification problems since it has highest accuracy and lowest CPU Time. 
7Bit Parity Classification problem
The dataset consist of a mixture of even and odd parity tuples. It contains 128 instances where the network structural design has 7 inputs 5 hidden neurons in the hidden layer, and 1 output in the output layer. It has forty connection weights and six biases. Table 3 shows the summary of algorithms' performance for 7Bit Parity dataset. In terms of epochs, BFGS gives better performance among all methods with lowest number of 53 epochs. Besides, DFP-AG performs better followed by CGPR-AG methods with the values of 73 and 76 numbers of epochs respectively out of 5000 epochs tested as compared to other methods. Meanwhile, the proposed CGFR-AG performs 4 times better as compared with BP methods where CGFR-AG needs 1065 epochs compare to BP with 4709 epochs.
In other aspects, the performance in terms of lowest CPU time is recorded by using the proposed CGPR-AG with 4.97 seconds followed by BP-AG with 5.31 seconds. Next, DFP-AG and CGFR-AG performs 8.03 seconds and 13.34 seconds better when compared to DFP and CGFR respectively.
In terms of accuracy, the highest accuracy is achieved by using the methods of the proposed BP-AG with 
Indian Liver Patient Disease(ILPD)
The benchmark dataset contain of 583 instances where 416 are the liver patient records and 167 non liver patient records. It also contains 10 attributes such as age and gender of patients. The dataset was taken from north east of Andhra Pradesh, India. The dataset was used to identify whether the patient has the liver disease. Table 4 shows the summary of performances of all algorithms for ILPD classification. In terms of average number of epochs, all second order methods with adaptive gain perform better as compared to all methods without gain and BP methods. As we can see that the proposed CGPR-AG, DFP-AG and BFGS-AG are lowest in epoch numbers which indicates their better performance when compared to BP-AG. Numerically, all three proposed methods are 82 times faster and only need 60 epochs to reach target error as compared to BP with 4957 epochs. Meanwhile, the proposed CGFR-AG performs better with difference of 22 epochs when compared to CGFR and 78 times better than BP methods.
Another performance aspect which demonstrates significant improvement is CPU Time, all proposed methods also performs better. Based on Table 3 , the proposed CGPR-AG performs better 60 time shortest than BP-AG with 5.38 seconds followed by CGFR-AG, DFP-AG and BFGS-AG with 5.49, 11.03 and 11.12 seconds respectively. Thus, the proposed CGPR-AG performs 12 times shortest than BP-AG and 17 times shortest than BP.
In terms of accuracy, CGPR performs better with accuracy of 66.63% which is 1.83% higher than CGPR-AG and 3.31% higher than BP-AG. Next, CGFR-AG and BFGS-AG both are 4.14% and 0.54% better in accuracy when compared with CGFR and BFGS. The proposed CGPR-AG is the best second order methods since it converge with shortest CPU time and require less iteration to converge. 
Lung Cancer
The benchmark dataset were created by Stefan Aeberhard on 1st May 1992 which consists of 32 numbers of instances and 56 numbers of attributes. The data was published in journal "Optimal Discriminant Plane for a Small Number of Samples and Design Method of Classifier on the Plane", by Hong, Z.Q. and Yang, J.Y in pattern recognition application on 1991. Table 5 shows summary of algorithm's performances for Lung cancer classification. The result clearly shows that algorithms which implement proposed method exhibit good average performance in order to reach target error. As we can see that DFP-AG is 60 times faster as compared to BP-AG. The proposed method of DFP-AG only needs 48 iterations to converge as compared to BP-AG method with 2909 iterations.
Meanwhile, the lowest CPU time is recorded when the proposed CGPR-AG methods are implemented with 5.73 seconds in results with 0.43 seconds better when compared to CGPR and 16 times faster than BP. While, CGFR performs 76.15 seconds which is better with nearly 1.2 times when compared with BP.
The highest accuracy achievedwere 73.50% by using the methods of BP-AG followed by CGPR-AG with 69.03% with difference of 4.47%. The proposed CGPR-AG is the best second order methods since it require less number of epochs and lowest CPU time to converge. 
