We show that the conjugacy problem in a wreath product A B is uniform-TC 0 -Turing-reducible to the conjugacy problem in the factors A and B and the power problem in B. If B is torsion free, the power problem in B can be replaced by the slightly weaker cyclic submonoid membership problem in B. Moreover, if A is abelian, the cyclic subgroup membership problem suffices, which itself is uniform-AC 0 -many-one-reducible to the conjugacy problem in A B. Furthermore, under certain natural conditions, we give a uniform TC 0 Turing reduction from the power problem in A B to the power problems of A and B. Together with our first result, this yields a uniform TC 0 solution to the conjugacy problem in iterated wreath products of abelian groups -and, by the Magnus embedding, also in free solvable groups.
Introduction
The conjugacy problem is one of Dehn's fundamental algorithmic problems in group theory [3] . It asks on input of two group elements (given as words over a fixed set of generators) whether they are conjugate. The conjugacy problem can be seen as a generalization of the word problem, which on input of one word asks whether it represents the identity element of the group. In recent years the conjugacy problem gained an increasingly important role in non-commutative cryptography; see for example [2, 5, 10, 24, 28] . These applications use the fact that it is easy to create elements which are conjugate, but to check whether two given elements are conjugate might be difficult even if the word problem is easy. In fact, there are groups where the word problem is decidable in polynomial time, but the conjugacy problem is undecidable [17] . Moreover, there are natural classes, like polycyclic groups, which have a word problem in uniform TC 0 [23] , but the conjugacy problem not even known to be in NP. Another example for such a huge contrast is the Baumslag group, whose word problem is decidable in polynomial time, but the conjugacy problem is conjectured to be non-elementary [4] .
The class TC 0 is a very low complexity class consisting of those problems that can be recognized by a family of constant-depth and polynomial-size Boolean circuits which may also use majority gates. We only consider (Dlogtime-)uniform TC 0 (and subsequently simply write TC 0 for uniform TC 0 ). The word problem of abelian groups as well as integer arithmetic (iterated addition, multiplication, division) are problems in TC 0 . However, there are not many groups known to have conjugacy problem in TC 0 . Indeed, without the results of this paper, the Baumslag-Solitar groups BS 1,q [4] and nilpotent groups [21] are the only natural examples we are aware of. On the other hand, there is a wide range of groups having word problem in TC 0 : all polycyclic groups [23] and, more generally, by a recent result all solvable linear groups [11] . Also iterated wreath products of abelian groups are known to have word problem in TC 0 [12] .
The study of the conjugacy problem in wreath products has quite a long history: in [16] Matthews proved that a wreath product A B has decidable conjugacy problem if, and only if, both A and B have decidable conjugacy problem and B has decidable cyclic subgroup membership problem (note that in [16] this is called power problem). As a consequence, she obtained a solution to the conjugacy problem in free metabelian groups. Kargapolov and Remeslennikov generalized the result by establishing decidability of the conjugacy problem in free solvable groups of arbitrary degree [9] .
A few years later Remeslennikov and Sokolov [22] also generalized Matthews' results to iterated wreath products by solving the cyclic subgroup membership problem in these groups. They also showed that the Magnus embedding [15] of free solvable groups into iterated wreath products of abelian groups preserves conjugacy -thus, giving a new proof for decidability of the conjugacy problem in free solvable groups.
Later, in [18] a polynomial time algorithm for the conjugacy problem in free solvable groups has been given and in [25] it is shown that for iterated wreath products of abelian groups Matthews' criterion [16] can be actually checked in polynomial time.
In [20] this has been further improved to LOGCFL. Recently, in [6] , Matthews' result has been generalized to a wider class of groups without giving precise complexity bounds -see the discussion in the last section.
In this work we use the same techniques as in [16, 20, 25] to give a precise complexity version of Matthews' result. Moreover, we extend the result of [20, 25] in several directions. As in [20] , at some points we need a stronger hypothesis than in [16] though: it is not sufficient to assume that the cyclic subgroup membership problem is decidable in TC 0 in order to reduce the conjugacy problem in a wreath product to the factors. Instead, we need the stronger power problem to be in TC 0 : on input of two group elements b and c compute an integer k such that b k = c. More precisely, we establish the following results: -The word problem of A B is uniform-AC 0 -Turing-reducible to the word problems of A and B. -There is a uniform TC 0 Turing reduction from the conjugacy problem in A B
to the conjugacy problems in A and B together with the power problem in B. If B is torsion-free, the power problem can be replaced by the cyclic submonoid membership problem; if A is abelian, the power problem can be replaced by the cyclic subgroup membership problem. -The cyclic subgroup membership problem in B is AC 0 -reducible to the conjugacy problem in A B and, if A is non-abelian, then also the cyclic submonoid membership problem in B is AC 0 -reducible to the conjugacy problem in A B -Suppose the orders of torsion elements of B are β-smooth for some β ∈ N.
Then, the power problem in A B is uniform-TC 0 -Turing-reducible to the power problems in A and B. As a corollary we obtain that iterated wreath products of abelian groups have conjugacy problem in uniform TC 0 . Using the Magnus embedding [15, 22] , also the conjugacy problem in free solvable groups is in uniform TC 0 .
Notice that images of group elements under the Magnus embedding can be computed in TC 0 (since any image under homomorphisms of finitely generated monoids can be computed in TC 0 [13] ). Thus, for free solvable groups as well as for iterated wreath products of abelian groups, our results nail down the complexity of conjugacy precisely. This is because the word problem in Z is already hard for TC 0 (and so the conjugacy problem in free solvable groups is TC 0 -complete). Also for wreath products A B with A abelian or B torsion-free, we have a tight complexity bound because in this case there is a reduction from the cyclic subgroup membership problem (resp. cyclic submonoid membership problem) in B to the conjugacy problem in A B.
To solve the conjugacy problem, we first deal with the word problem. For a free solvable group of degree d, we obtain a circuit of majority depth d. It is not clear how a circuit of smaller majority depth could be constructed. On the other hand, [18] presents an algorithm for the word problem running in cubic time for arbitrary solvability degree. This gives rise to the question whether the depth (or the size) of circuits for the word and conjugacy problem of free solvable groups could be bounded uniformly independent of the degree. Note that a negative answer to this question would imply that TC 0 = NC 1 .
We want to emphasize that throughout we assume that the groups are finitely generated. As wreath products we consider only restricted wreath products, that is the underlying functions are required to have finite support. (This is a natural restriction because unrestricted wreath products are uncountable, in general. In particular, there is no way to represent every element as a finite input for some algorithm -so any algorithmic problem could be defined only for a proper subset of the whole group and complexity questions depend very much on the encoding of elements.)
Outline Section 2 introduces some notation and recalls some basic facts on complexity. Then in Section 3, we define wreath products and discuss the solution to the word problem. Sections 4 and 5, the main parts, examine the conjugacy problem in wreath products resp. iterated wreath products. In order to do so, we deal with the power problem in iterated wreath products in Section 5. Finally, in Section 6, we discuss some open problems. This work is the full version of the conference paper [19] . It contains all proofs, some more examples and a slightly stronger version of Theorem 2.
Preliminaries
Words An alphabet is a (finite or infinite) set ; an element a ∈ is called a letter. The free monoid over is denoted by * ; its elements are finite sequences of letters and they are called words. The multiplication of the monoid is the concatenation of words. The identity element is the empty word .
Groups
We consider a finitely generated group G together with a surjective homomorphism η : * → G (a monoid presentation) for some finite alphabet . Throughout, all groups we consider are finitely generated even if not mentioned explicitly. In order to keep notation simple, we suppress the homomorphism η and consider words also as group elements. We write w = G w as a shorthand for η(w) = η(w ) and w ∈ G A instead of η(w) ∈ η(A) for A ⊆ * and w, w ∈ * . Whenever it is clear that we deal with group elements g, h ∈ G, we simply write g = h for equality in G. We always assume that = G −1 . We say two group elements g, h ∈ G are conjugate, and we write g ∼ h, if there exists an element x ∈ G such that g x = x −1 gx = h. Similarly, we say two words u and v in generators of G are conjugate, and we write u ∼ G v, if the elements of G represented by u and v are conjugate as elements of G. We denote by ord(g) the order of a group element g (i.e., the smallest positive integer d such that g d = 1, or ∞ if no such integer exists). For g ∈ G, the cyclic subgroup generated by g is denoted by g . A d-fold commutator is a group element of the form x −1 y −1 xy for (d − 1)-fold commutators x and y; a 0-fold commutator is any group element. The free solvable group of degree d is the group subject only to the relations that all d-fold commutators are trivial. 
Complexity

Computational Problems in Group Theory
Let G be a group with finite generating set . We define the following algorithmic problems in group theory.
-The word problem WP(G) of G, is the set of all words representing the identity in G. -The conjugacy problem CP(G) is the set of all pairs (v, w) such that v ∼ G w.
-Thecyclic subgroup membership problem CSGMP(G): the set of all pairs (v, w) such that w ∈ v (i. e., there is some k ∈ Z with v k = G w). -The cyclic submonoid membership problem CSMMP(G): the set of all pairs (v, w) such that w ∈ G {v} * (i. e., there is some k ∈ N with v k = G w). -The power problem PP(G): on input of some (v, w) ∈ * × * decide whether there is some k ∈ Z such that v k = G w and, in the "yes" case, compute this k in binary representation. If v has finite order in G, the computed k has to be the smallest non-negative such k.
Whereas the first four of these problems are decision problems, the last one is an actual computation problem. Be aware that sometimes in literature the power problem is defined as what we refer to as cyclic subgroup membership problem.
Circuit Classes
The class AC 0 is defined as the class of functions computed by families of circuits of constant depth and polynomial size with unbounded fan-in Boolean gates (and, or, not). TC 0 additionally allows majority gates. A majority gate (denoted by Maj) returns 1 if the number of 1s in its input is greater than or equal to the number of 0s. In the following, we always assume that the alphabets and are encoded over the binary alphabet {0, 1} such that each letter uses the same number of bits. Moreover, we assume that also the empty word has such a encoding over {0, 1}, which is denoted by as well (be aware of the slight ambiguity). The empty word letter is used to pad outputs of circuits to fit the full number of output bits; still we do not forbid to use it in the middle. We say a function f is AC 0 -computable (resp. TC 0 -computable) if f ∈ AC 0 (resp. f ∈ TC 0 ). In the following, we only consider Dlogtime-uniform circuit families. Dlogtimeuniform means that there is a deterministic Turing machine that decides in time O(log n) on input of two gate numbers (given in binary) and the string 1 n whether there is a wire between the two gates in the n-input circuit and also decides of which type each gate is. Note that the binary encoding of the gate numbers requires only O(log n) bits -thus, the Turing machine is allowed to use time linear in the length of the encodings of the gates. For more details on these definitions we refer to [26] . In order to keep notation simple we write AC 0 (resp. TC 0 ) for Dlogtime-uniform AC 0 (resp. Dlogtime-uniform TC 0 ) throughout. We have the following inclusions (note that even TC 0 ⊆ P is not known to be strict):
The following facts are well-known and will be used in the following without further reference: -Barrington, Immerman, and Straubing [1] showed that TC 0 = FO(+, * , Maj), i. e., TC 0 comprises exactly those languages which are defined by some first order formula with majority quantifiers where positions may be compared using +, * and <. In particular, if we can give a formula with majority quantifiers using only addition and multiplication predicates, we do not need to worry about uniformity. -Homomorphisms can be computed in TC 0 [13] : on input of two alphabets and (coded over the binary alphabet), a list of pairs (a, v a ) with a ∈ and v a ∈ * such that each a ∈ occurs in precisely one pair, and a word w ∈ * , the image φ(w) under the homomorphism φ defined by φ(a) = v a can be computed in TC 0 . Moreover, if φ is length-multiplying (that is φ(a) and φ(b) have the same length for all a, b ∈ ), the computation is in AC 0 . Note that by padding with the empty-word letter , we can assume that all homomorphisms are length-multiplying. -Iterated addition is the following problem: given n numbers a 1 , . . . , a n (in binary), compute n i=1 a i (as binary number). This is well-known to be in TC 0 .
Example 1 Finitely generated abelian groups have word problem in TC 0 : the word problem of Z is in TC 0 using iterated addition (summing up numbers 1 and −1), the word problem of finite cyclic groups is in TC 0 by iterated addition and then calculating modulo; and, finally, a word in a direct product is the identity if, and only if, it is the identity in all components.
equipped with a total order on the keys k i such that it can be decided in TC 0 whether k i < k j . We assume that all pairs (k i , v i ) are encoded with the same number of bits. It is a standard fact that the problem of sorting the list according to the keys is in TC 0 (i.e., the desired output is a list (k π (1) ,
We briefly describe a circuit family to do so: The first layer compares all pairs of keys k i , k j in parallel. The next layer for all i and j computes a predicate P (i, j) which is true if, and only if, |{ | k < k i }| = j . The latter is computed by iterated addition. As a final step the j -th output pair is set to (k i , v i ) if, and only if, P (i, j) is true.
Reductions Let K ⊆ * and L ⊆ * be languages and C a complexity class.
-reducible to a function g if there is a Dlogtime-uniform family of AC 0 circuits computing f which, in addition to the Boolean gates, may also use oracle gates for g (i.e., gates which on input x output g(x)). This is expressed by [26] ).
Remark 1
The cyclic subgroup membership problem, in particular, allows to solve the word problem: some group element is in the cyclic subgroup generated by the identity if, and only if, it is the identity. Moreover, the cyclic subgroup membership problem for (v, w) can be decided by two calls to the cyclic submonoid membership problem (for (v, w) as well as for (v −1 , w)). Also, the power problem is a stronger version of the cyclic submonoid membership problem (simply check the sign of the output of the power problem). Thus, we have
Moreover, an algorithm for the power problem allows us to decide whether an element is of finite order (just compute the k such that g k = G g −1 -if this is a positive number, then g is of finite order, otherwise not).
Example 3 Let BS 1,2 = a, t tat −1 = a 2 be the Baumslag-Solitar group. The conjugacy problem of BS 1,2 is in TC 0 by [4] . Moreover, let us show that the power problem is also in TC 0 : [4] . Any word of length n over the generators can be transformed in TC 0 to a pair (r, m) with m ≤ n and r can be written down with O(n) bits in binary. Let (r, m) and (s, q) be two such inputs for the power problem. We wish to decide whether there is some with (r, m) = (s, q):
then the only possibility for is = q/m. If this is not an integer, then there is no such . If it is, one needs to check whether it satisfies (r, m) = (s, q).
Because is bounded by the input length, this can be done in TC 0 using the circuit for the word problem [4, 23] . Now let q = 0. If also s = 0, then the solution is = 0. So let s = 0. If m = 0, clearly there is no solution, so we are in the case q = m = 0 and r, s = 0. But now, again we simply need to compute = s/r (this can be done in TC 0 using Hesse's circuit for division [7, 8] ). If it is an integer, the power problem has the solution , otherwise, it does not have a solution.
Notice that this example shows that there are natural groups where the power problem can be solved in TC 0 , but -because of the exponential distortion of the subgroup a -the solution to the power problem can only be returned if encoded in binary.
Wreath Products and the Word Problem
Let A and B be groups. For a function f : B → A the support of f is defined as supp(f ) = {b ∈ B | f (b) = 1}. For two groups A and B, the set of functions from B to A with finite support is denoted by A (B) ; it forms a group under point-wise multiplication. Mapping a ∈ A to the function
gives an embedding of A into A (B) . In what follows we identify A with its image in A (B) . The wreath product A B of A and B is defined as the semi-direct product B A (B) , where the action of
. Note that this is also referred to as restricted wreath product. We identify B and A (B) (and hence also A) with their canonical images in A B. Thus, for the multiplication in A B we have the following rules
for b, c ∈ B and f, g ∈ A (B) , where f −1 is the point-wise inverse (i. e.,
. Let A and B be fixed generating sets of A and B, correspondingly. Then, A B is generated by = A ∪ B (using the embedding (1) of A into A B) . Given a word w ∈ * of length n, we can group it as w = a 1 b 1 · · · a m b m with a i ∈ * A , b i ∈ * B and m ≤ n. Introducing factors bb −1 ∈ * B , we can rewrite this as follows:
m . Note that, in this setting, a c andãc commute for all a,ã ∈ A and c =c ∈ B. Therefore, we can reorder this product to ensure that the exponents are distinct: whenever we have 
Furthermore, f is completely given by the set of pairs
In the following, we always assume that a function f ∈ A (B) is represented as a list of pairs f = ((b 1 ,ã 1 
The order of the pairs does not matter -but they are written down in some order. We also assume for an input w of length n, that k = m = n and that every wordb i ,ã i has length n. This is achieved by padding with pairs (ε, ε) (where is the letter representing the empty word).
Lemma 1 Let A and B be finitely generated groups and let G = A B. Then there is a family of AC 0 (WP(A), WP(B)) circuits which on input
and f is encoded as described in the preceding paragraph.
Proof For an input word w = w 1 · · · w n ∈ * , we first calculate the image under the projection π B : a → for a ∈ A . Since is a letter in our alphabet, this is a length-preserving homomorphism, and thus, can be computed in AC 0 [13] . We have b = π B (w). Next, define the following equivalence relation ≈ on {1, . . . , n}:
After the computation of π B it can be checked for all pairs i, j in parallel whether i ≈ j using n 2 oracle calls to the word problem of B. Let [i] denote the equivalence class of i. Now, b −1 w is in the (finite) direct product [i] A π B (w i+1 ···w n ) ≤ A (B) (this is well-defined by the definition of ≈). The projection to the component associated to [i] is computed by replacing all w j by whenever w j ∈ B or j ≈ i. As before, this computation is in AC 0 . As a representative of [i], we choose the smallest i ∈ [i]. Now, the preliminary output is the pair (b, (f 1 , . . . , f n )) with
otherwise.
Up to the calculation of ≈, everything can be done in
. This requires an additional layer of calls to the word problem of A.
If we assign appropriate gate numbers corresponding to the description of our circuit (e. g. concatenation of the number of the layer and the indices i, j ), it is easy to see that it can be checked in linear time on input of two binary gate numbers whether the two gates are connected. This establishes uniformity of the circuit.
Theorem 1 WP(A B) ∈ AC 0 (WP(A), WP(B)).
Proof This is an immediate consequence of Lemma 1 since (b, f ) = G 1 if, and only if, b = B 1 (can be checked using the word problem of B) and f = ((ε, ε) , . . . , (ε, ε)).
Note that Theorem 1 is a stronger version of [27] where NC 1 reducibility is shown. 
Let S d,r denote the free solvable group of degree d and rank r. The Magnus embedding [15] is an embedding S d,r → Z r S d−1,r . By iterating the construction, we obtain an embedding S d,r → Z r d 1. For the purpose of this paper, the explicit definition of the homomorphism is not relevant -it suffices to know that it is an embedding and that it preserves conjugacy [22] . The following corollary is also a consequence of [12] since a wreath product can be embedded into the corresponding block product. Proof The first statement follows from Theorem 1 because finitely generated abelian groups have word problem in TC 0 (see Example 1). The second statement then follows by the Magnus embedding [15] and the fact that homomorphisms can be computed in TC 0 . The hardness part is simply due to the fact that a non-trivial free solvable group has an element of infinite order, i.e., a subgroup Z, whose word problem is hard for TC 0 .
Corollary 1 Let
Remark 2 For a TC 0 circuit, the majority depth is defined as the maximal number of majority gates on any path from an input to an output gate (see e. g. [14] ). Assume that WP(A), WP(B) ∈ TC 0 . The circuit in the proof of Lemma 1 contains one layer of oracle gates to the word problem of B followed by a layer of oracle gates to the word problem of A. The additional check for b = B 1 in the proof of Theorem 1 can be done in parallel to the computation of Lemma 1; thus, it can be viewed as part of the layer of oracle gates for WP(B). Since Lemma 1 is an AC 0 reduction, the majority depth of the resulting circuit is at most m A +m B where m A (resp. m B ) is the majority depth of the circuit family for WP(A) (resp. WP(B)).
Starting with the word problem of a free abelian group Z r , which is in TC 0 with majority depth one, we see inductively that a d-fold iterated wreath product Z r d 1 -and thus the free solvable group of degree d -has word problem in TC 0 with majority depth at most d. On the other hand, we do not see a method to improve this bound any further. In [12] a similar observation was stated for iterated block products (into which wreath products can be embedded). There the question was raised how the depth of the circuit for the word problem (or more general any problem recognized by the block product) is related to the number of block products in an iterated block product (the so-called block-depth).
Question 1 Can the word problem of a free solvable group of degree d be decided in TC 0 with majority depth less than d?
A negative answer to Question 1 would imply a negative answer to the analog question for iterated block products (the converse is not clear). Moreover, we want to point out that Question 1 is related to an important question in complexity theory: as outlined in [14] , a negative answer would imply that TC 0 = NC 1 . Nevertheless, the following observations point rather toward a positive answer of Question 1: the word problem of free solvable groups is decidable in cubic time -regardless of the solvability degree d [18, 25] . Moreover, the circuit for linear solvable groups (not for free solvable groups with d > 2) from [11] can be arranged with majority depth bounded uniformly for all groups. This is because every matrix entry in a product of upper triangular matrices can be obtained as iterated addition of iterated multiplications of the entries of the original matrices (for the precise formula, see [11] ). These operations have circuits of uniformly bounded depth (also for finitely generated field extensions). Hence, only the size of the circuits, but not the depth, depends on the solvability degree.
The Conjugacy Problem in Wreath Products
In order to give a TC 0 reduction of the conjugacy problem of A B to the conjugacy problems of A and B and the power problem of B, we follow Matthews' outline [16] , where the same reduction was done for decidability. For deciding conjugacy of two elements (b, f ), (c, g) in a wreath product A B we will study the behavior of f and g on cosets of b ≤ B . For b, d, t ∈ B, f ∈ A (B) , and t ∈ T , we define
which is an element of A. We denote π 
Lemma 2 The computation of π (d) t,b (f ) is in TC 0 (PP(B)). More precisely, the input is b, d, t ∈ *
B and a function f = ((b 1 , a 1 ) , . . . , (b n , a n )), the output is π
(d) t,b (f ) given as a word over A . Moreover, -if B is torsion-free, then it is in TC 0 (CSMMP(B)), -if A is abelian, then it is in TC 0 (CSGMP(B)).
Proof One needs to check for all j whether t −1 b j d ∈ b (for (b j , a j ) ∈ f ) and if so, the respective power k j such that t −1 b j d = b k j has to be computed. For all j this can be done in parallel using oracle gates for the power problem of B. The next step is to sort the tuples (b j , a j ) with t −1 b j d ∈ b according to their power k j . This can be done in TC 0 as described in Example 2. The output π b j , a j ) . Thus, it suffices to decide for given j and j whether k j ≤ k j (where k j is defined analogously to k j ). Since we assumed that b has infinite order, we have k j ≤ k j if, and only if, A full system of b -coset representatives is a set T ⊆ B of such that t b ∩t b = ∅ for t = t ∈ T and B = T b . In [16] , Matthews provides the following criterion for testing whether two elements of a wreath product are conjugate.
Proposition 1 ([16, Prop. 3.5 and 3.6]) Let A and B be groups. Two elements x = (b, f ) and y = (c, g) in A B are conjugate if, and only if, there exists d ∈ B such that -db = cd in B and -if ord(b) is finite, π t,b (f ) is conjugate to π (d) t,b (g) for all t ∈ T , -if ord(b) is infinite, π t,b (f ) is equal to π (d) t,b (g) for all t ∈ T , where T is a full system of b -coset representatives. Example 4 Let G = Z 2 Z be the Lamplighter group and let (b, f ), (c, g)
2 . We can view f and g as finite subsets of Z (i.e., we identify f with supp(f )). Now the point-wise addition in Z 
Proposition 1 tells us that (b, f ) ∼ (c, g) if, and only if, b = c and there is some
for all t ∈ T (or equivalently for all t ∈ Z).
In particular, (1, f ) ∼ (1, g) as soon as |f | ≡ |g| mod 2 and (0, f ) ∼ (0, g) if, and only if, there is some x ∈ Z with f = g + x.
In order to derive a criterion for conjugacy, which is more suitable for working in TC 0 or LOGCFL, [20] follows the outline of [16] . For completeness, we will give a similar criterion in Proposition 2 and we will show how it follows from Proposition 1.
Lemma 3 Let c, d, e, r, s ∈ B with d c = e c and r c = s c . Then for every g ∈ A (B) , we have π (d) r,c (g) ∼ π (e) s,c (g) and, if c has infinite order, we have π (d) r,c (g) = π (e) s,c (g).
Proof Since d c = e c and r c = s c , there are integers p, q for which d = ec p and r = sc q ; hence,
In the infinite order case, the last product in the above equation is equal to 
Proof We have to show that the conditions of Proposition 2 imply the condition of Proposition 1. The proof follows the one of [16, Thm. B] . Let T be the full system of b -coset representatives of Proposition 1.
First, observe that by Lemma 3 the condition of Proposition 1 is invariant under change of the system of representatives T . Moreover, we can add multiple representatives of one coset to T (i.e., we do not need to require that t b ∩ t b = ∅ for t = t ∈ T ) as long as T b = B, without changing the condition of Proposition 1. Hence, we can assume that T ⊆ T and
Let us show that 
The converse implication follows immediately from (3) and Proposition 1.
Theorem 2 Let A and B be finitely generated groups. We have -CP(A B) ∈ TC 0 (CP(A), CP(B), PP(B)), -CP(A B) ∈ TC 0 (CP(A), CP(B), CSMMP(B)) if B is torsion-free, -CP(A B) ∈ TC 0 (CP(A), CP(B), CSGMP(B)) if A is abelian.
Proof By Lemma 1, we may assume that the input is given as two pairs (b, f ) and (c, g). As before we write supp(f ) = {b 1 , . . . , b n } and supp(g) = {β 1 , . . . , β m }. By Lemma 2, we can assume that π t ,b (f ), π (d) t ,b (g), and π s,c (g) for d ∈ {β −1 1 t, . . . , β −1 m t}, s ∈ supp(g), and t, t ∈ T are part of the input. Now, let us describe an AC 0 -circuit with oracle calls to the word and conjugacy problems of A and B which evaluates the criterion of Proposition 2. If A is nonabelian and B has torsion it also uses oracle gates for PP(B).
First, one call to the conjugacy problem in B is performed for determining whether b and c are conjugate. Then, in the next stage the two cases can be distinguished by at most | T | calls to the word problem of A. Now, case (i) is simply a conjunction of calls to the word problem of A. Case (ii) is a disjunction over all possible values for d; for each value of d it is again a conjunction of one call to the word problem of B and several calls to the word problem of A (case (ii a)) or the conjugacy problem in A (case (ii b)). Cases (ii a) and (ii b) can be distinguished using the power problem in B. If B is torsion-free, then the word problem suffices because in this case ord(b) < ∞ if, and only if, b = B 1. If A is abelian, then the conditions (ii a) and (ii b) are equivalent, i.e., we are always in case (ii a) and there is no need for a check whether ord(b) < ∞. To be more explicit, we can write down the circuit as a formula (for the general non-abelian case):
Corollary 2 Let A and B be finitely generated groups and
Proof Immediate consequence of Theorem 2 by induction.
Notice that A d B is not abelian (for non-trivial A and B). Hence, it does not
The following quite trivial observation turns out to be very useful.
Lemma 4
Let G be finitely generated by and let the orders of its torsion elements be uniformly bounded. Suppose there is a polynomial p(n) such that for every w ∈ * which is non-torsion, the inequality k ≤ p(||w k ||) is satisfied, where ||w k || denotes the geodesic length of the group element w k . Then PP(G) ∈ AC 0 (WP(G)).
Proof Let D be a bound on the orders of torsion elements of G. For input words v, w ∈ * for the power problem, simply test whether v k = G w for all k with −p(|w|) ≤ k ≤ max{p(|w|), D} in parallel using the word problem of G.
The second condition of Lemma 4 means that there is a uniform polynomial bound on the distortion of infinite cyclic subgroups. This is satisfied by abelian groups (with p being linear). Since the conjugacy problem in abelian groups is in TC 0 (as it is the word problem), we obtain the following corollary of Theorem 2. Notice that Theorem 3 shows that in the cases that A is abelian or B torsion-free Theorem 2 is the best possible result one could expect. However, it is totally unclear how PP(B) could be reduced to CP(A B) in TC 0 (even if the answer to the power problem is guaranteed to have polynomial size). Thus, there remains the possibility that Theorem 2 could be strengthened in the general case.
Corollary 3 Let
Proof The first statement is simply due to the observation that the construction in [16, Thm. B] can be computed in AC 0 . We repeat the argument here: fix some a ∈ * A with a = A 1. For b, c ∈ * B , the function f ∈ A (B) is defined by 
Note that in the case c = 1, technically g is not well-defined; however, the group element a 1 a c 2 is a valid input which can be written down (and in this case g(1) = g(c) = a 1 a 2 ), so the reduction is still defined.
We have π 1,b (f ) = a 1 a 2 and π t,b (f ) = 1 for t ∈ b . For g, according to Proposition 2 (iii), we have to consider π 
, c} if, and only if, c = B b k with k ≥ 0. Therefore, by Proposition 2, (b, f ) ∼ (b, g) if, and only if, c ∈ G {b} * .
Conjugacy and Power Problem in Left-Iterated Wreath Products
In order to solve the conjugacy problem in left-iterated wreath products, we also need to solve the power problem in wreath products. In general, we do not know whether the power problem in a wreath product is in TC 0 given that the power problem of the factors is in TC 0 . The issue is that when dealing with torsion it might be necessary to compute greatest common divisors -which is not known to be in TC 0 . By restricting torsion elements to have only smooth orders, we circumvent this issue. Recall that a number is called β-smooth for some β ∈ N if it only contains prime factors less than or equal to β. Note that we are not aware of any finitely generated group with word problem in TC 0 and torsion elements whose orders are not β-smooth for any β. On the other hand, there are recursively presented such groups: for instance, take the infinite direct sum of cyclic groups of arbitrary order.
We say (t 1 , . . . , t m ) is a list of b -coset representatives if the t i represent pairwise distinct b -cosets.
Lemma 6
The following problems are in TC 0 (PP(B)): ((b 1 , a 1 ) , . . . , (b n , a n )) ∈ A (B) ((b 1 , a 1 ) , . . . , (b n , a n )) ∈ A (B) 1 , a 1 ) ,1 , a i,1 ), . . . , (e i,n i , a i,n i ) ) with e i,j ∈ Z (encoded in binary), e i,1 < · · · < e i,n i and a i,j ∈ * A such that
We assume that all the words in the output of the circuit of Lemma 6 are encoded with the same number of bits (the number of bits is a fixed polynomial in the number of input bits depending only on the group B).
Proof ( For the proof of Theorem 4, we need some more notation: for k > 0, b ∈ B, and f ∈ A (B) , we define f (b,k) (b,k) ). Then we have
Lemma 7 Let e 1 , . . . , e n ∈ Z with e 1 < · · · < e n and a 1 , . . . , a n ∈ A and b, t ∈ B. Furthermore, let f (tb e i ) = a i for i = 1, . . . , n and f (c) = 1 for all other c ∈ B.
Here, we set e 0 = −∞ and e n+1 = ∞. Note that a i · · · a j −1 is possibly the empty product.
( because all other f (c) are trivial)
for i = min {ν | e ν ≥ − (k − 1)} and j = max {ν | e ν ≤ } + 1. Thus, e i−1 < − (k − 1) ≤ e i and likewise e j −1 ≤ ≤ e j − 1.
Lemma 8 The following problem is in TC 0 (PP(B)):
Input: a function f = ((b 1 , a 1 ) , . . . , (b n , a n )) ∈ A (B) , b, t ∈ * B such that supp(f ) ⊆ t b and k, ∈ Z (in binary).
Compute
Proof By Lemma 6, we can compute a representation ((e 1 , a 1 ) , . . . , (e n , a n )) with e 1 < · · · < e n of f such that f (tb e i ) = a i for all i and f (c) = 1, otherwise. By Lemma 7, f (b, k) (tb e ν ) is of the form a i · · · a j −1 for appropriate i and j . The indices i and j can be found by evaluating the inequality max{e j −1 , e i−1 +k} ≤ e ν ≤ min{e i + k − 1, e j − 1} -that is a simple Boolean combination of comparisons of integers (integers can be compared in TC 0 e.g. by subtracting them and then checking the sign). Since k might be too large, this cannot be done by simply applying the word problem. Nevertheless, we only need to establish equality of functions in A (B) . We show that it suffices to check equality on certain (polynomially many) "test points". In the case that b has finite order K, we know that if there is a solution to the power problem it must be in k + KZ. Now, similar techniques as in the infinite order case can be applied to find the solution.
Proof By Lemma 1, we may assume that the input is given as two pairs (b, f ) and (c, g). We aim to compute some k such that (b, f ) k = (c, g) if there exists such k. We describe a circuit in several stages. It will use oracle gates for PP(A), PP(B) as well as sorting in TC 0 and integer arithmetic. As in the previous proofs it is straightforward to assign gate numbers such that on input of two gate numbers it can be decided in linear time whether there is a wire connecting them. As a first step, the power problem in B is applied to determine whether there is some k with b k = c. If there the answer is "no", then the over all answer is "no". Otherwise, we distinguish the two cases that b is of finite order and that b is of infinite order (which can be distinguished by using the power problem).
First assume that b has infinite order. Let k be the answer for the power problem in b and c, i. e., k is the unique integer with b k = B c. Now, it remains to check whether (b, f ) k = (c, g). This cannot be done by simply applying the word prob-lem because k might be exponentially large (we know that it is bounded by some exponential function because it can be computed in TC 0 ). Without loss of generality, we may assume that k > 0. Indeed, if k < 0, we can replace (c, g) by (c, g) −1 and, if k = 0, we only need to check whether g = 0 in order to establish -coset representatives (t 1 , . . . , t m ) can be computed in TC 0 (PP(B) ) such that supp(f ) ⊆ {t 1 , . . . , t m } · b . Because of (4), also supp (f (b,k) 
Because f (b,k) = g if, and only if, they agree on every b-coset, we can assume that supp(f ), supp(g) ⊆ t b for some t ∈ B -the general case is then simply a conjunction over all coset representatives. By Lemma 6(iii), we can compute representations ((e 1 , a 1 ) , . . . , (e n , a n )) with e 1 < · · · < e n (resp. ((e 1 , a 1 ) , . . . , (e n , a n )) with e 1 < · · · < e n ) of f (resp. g) such that f (tb e i ) = a i for all i and f (c) = 1, otherwise (and likewise for g).
Lemma 7 allows us to compare f (b,k) and g for equality. We do this in two steps: first we check for all tb e ν ∈ supp(g) (i.e., for ν = 1, . . . , n ) whether f (b,k) (tb e ν ) = A g(tb e ν ). We can find f (b,k) (tb e ν ) by Lemma 8. Now it remains to check whether f (b,k) (tb e ν ) = A a ν = g(tb e ν ) using oracle gates for the word problem of A. For all ν this can be done in parallel.
At this point, we know that f (b,k) and g agree on supp(g). The second step is to check that supp(f (b,k) ) ⊆ supp(g). Since supp (f (b,k) ) might be exponentially large, we have to use a different strategy than a point-wise check. Instead, we do the following for all 1 ≤ i ≤ j ≤ n + 1 in parallel:
-Check whether a i · · · a j −1 = A 1 (can be checked with oracle gates for WP(A)).
If not, then there are two possibilities: -If min e i + k − 1, e j − 1 − max e j −1 , e i−1 + k > n, then by Lemma 7 supp(f (b,k) ) > n ≥ |supp(g)|; thus, we know that f (b,k) = g. -Otherwise, test for all satisfying max e j −1 , e i−1 + k ≤ ≤ min e i + k − 1, e j − 1 whether there is some ν with = e ν (since it is a simple disjunction over equality tests of integers, it can be done in TC 0 ). If there is some which is not equal to any e ν , then supp(f (b,k) ) ⊆ supp(g).
If none of the above cases refutes that f (b,k) = g, then we know that indeed f (b,k) = g. Now, let b have finite order K and let 0 ≤ k < K with b k = c -i. e., k is the solution to the power problem for b and c. As remarked before, also K can be computed by using the the oracle for power problem of For ∈ , let K denote the order of α i and let k ∈ Z such that α k i = (g(tb ) · f (b,k) (tb ) −1 ) b −k (i.e., the solution to the power problem). We obtain a system of congruences x ≡ k mod K (here congruent modulo ∞ means equality). Since the K are all β-smooth, they can be factored in TC 0 and a solution (if there is one) of this system can be determined in TC 0 (see e.g. [29, Lem. 27] ) with the help of Hesse's division circuit [7, 8] using the Chinese remainder theorem. We do this also for all coset representatives in parallel. In the end, we either see
is not a power of f (b,K) , or we obtain a list of solutions x 1 , . . . , x m ∈ Z, which give rise to a system of congruences which can be solved like in the preceding paragraph. Proof As before, the power problem of abelian groups is in TC 0 because of Lemma 4 and the conjugacy problem is trivially in TC 0 . Also the order of torsion elements is bounded by some constant. For solvable Baumslag-Solitar groups the power problem is in TC 0 by Example 3 and the conjugacy problem is in TC 0 by [4] . Moreover, Baumslag-Solitar groups are torsion-free.
Corollary 4 Let
By repeated application of Theorem 2, Lemma 5, and Theorem 4, we obtain the first statement of Corollary 4. The second statement follows since the Magnus embedding preserves conjugacy [22] (that means two elements are conjugate in the free solvable group if, and only if, their images under the Magnus embedding are conjugate).
Remark 3
In [21] it is shown that also nilpotent groups have power problem and conjugacy problem in TC 0 and that the orders of torsion elements are uniformly bounded. Thus, also iterated wreath products of nilpotent groups have conjugacy problem in TC 0 . For more details see [21] .
Conclusion and Open Problem
As already discussed in Question 1, an important open problem is the dependency of the depth of the circuits for the word problem on the solvability degree.
We have seen how to solve the conjugacy problem in a wreath product in TC 0 with oracle calls to the conjugacy problems of both factors and the power problem (resp. cyclic submonoid/subgroup membership problem) in the second factor. However, we do not have a reduction from the power problem in the second factor to the conjugacy problem in the wreath product: even if A is non-abelian, we only know that the cyclic submonoid membership problem is necessary to solve the conjugacy problem in the wreath product.
Question 2 Is CP(A B) ∈ TC 0 (CP(A), CP(B), CSMMP(B)) in general?
For iterated wreath products we needed the power problem to be in TC 0 in order to show that the conjugacy problem is in TC 0 . One reason was that we only could reduce the power problem in the wreath product to the power problems in the factors. However, we have seen that in torsion-free groups, we do not need the power problem to solve conjugacy, as the cyclic submonoid membership problem is sufficient. Therefore, it would be interesting to reduce the cyclic submonoid membership problem in a wreath product to the same problem in its factors. 
