Introduction
Let us recall the following result due to H. Brezis (see [12] ). . Then u n converges to the unique solution u of the equation −∆u + |u| q−1 u = f .
If f = 0, an example of functions f n satisfying condition (1.1) is that of a sequence of nonnegative L ∞ (Ω) functions converging in the weak * topology of measures to δ 0 , the Dirac mass concentrated at the origin. In this case, u n converges to zero. The result of Theorem 1.1 is strongly connected with a theorem by P. Benilan and H. Brezis (see [12] ), which states that the problem . On the other hand (see [4] and [12] The "dividing range"
basically depends on two facts: the linearity of the laplacian operator (i.e., the dependence of order 1 with respect to the gradient of u), and the fact that the Dirac delta is a measure which is concentrated on a point: a set of zero N -capacity (see below for the definition of r-capacity).
The question is now the following: suppose that we have a measure λ which is concentrated on a set E of zero r-capacity and a function g in L 1 (Ω); suppose to have a sequence {f n } of functions which converges to λ in the weak * topology of measures, and a sequence g n which converges to g in L 1 (Ω). Under which conditions on q and r does the sequence u n of solutions of problems like (1.2) converge to a solution of (1.2) with datum g? And if we substitute the laplacian operator with a more general, nonlinear, monotone operator of order p − 1 (like for example the p-laplacian), how does q depends on p and r?
In this paper, we will give an answer to these questions. Before that, let us state the assumptions that will hold throughout the paper.
Let Ω be a bounded, open subset of R N , N > 2. Let p be a real number, with 1 < p < N , and let p be its conjugate Hölder exponent (i.e., 1/p + 1/p = 1). Let a : Ω × R N → R N be a Carathéodory function (i.e., a(·, ξ) is measurable on Ω for every ξ in R N , and a(x, ·) is continuous on R N for almost every x in Ω), such that the following holds:
3)
[a(x, ξ) − a(x, η)] · (ξ − η) > 0 , (1.5) for almost every x in Ω, for every ξ, η in R N , with ξ = η, where α and β are two positive constants, and b is a nonnegative function in L p (Ω).
Let us define the differential operator
Under assumptions (1.3), (1.4) and (1.5), A is a uniformly elliptic, coercive and pseudomonotone operator acting from W 1,p 0 (Ω) to its dual W −1,p (Ω), and so it is surjective (see [22] ).
Let q > 1 be a real number, and let f belong to W −1,p (Ω). Then, since the operator is monotone, there exists a unique solution u in W 1,p 0 (Ω) of the following nonlinear elliptic problem (see [22] ) 6) in the sense that
Definition 1.2 Let r be a real number, with r > 1. Let K be a compact subset of Ω. The r-capacity of K with respect to Ω is defined as:
where χ K is the characteristic function of K; we will use the convention that inf ∅ = +∞. The r-capacity of any open subset A of Ω is then defined by:
and the r-capacity of any Borelian set B ⊂ Ω by
Let λ be a bounded Radon measure on Ω. We say that λ is concentrated on a set E if λ(B) = λ(B ∩ E) for every Borelian subset B of Ω. Thanks to the Hahn decomposition theorem, given a signed Radon measure λ on Ω, we can decompose it as the difference of two nonnegative, mutually singular, Radon measures:
If λ is concentrated on a set E, as a consequence of the fact that λ + and λ − are mutually singular, we have that λ + is concentrated on a set E + , λ − is concentrated on a set E − , and E + ∩ E − = ∅. Given a Radon measure λ, decomposed as λ + − λ − , we will consider approximations f n of λ made in the following way:
where {f 8) for every function ϕ which is continuous and bounded on Ω. We explicitly remark that f + n and f − n may not be the positive and negative parts of f n (that is to say, their supports may not be disjoint). Observe that choosing ϕ ≡ 1 in (1.8) we obtain
If k > 0, we define
the truncature at levels ±k.
Since we are going to deal with rather general operators and measures, the concept of solution in the sense of distributions of problems like (1.6) may turn out to be not convenient in order to prove uniqueness of solutions. Moreover, we will deal with functions that may not belong to Sobolev spaces, so that we need to give a suitable definition of "gradient" for functions that enjoy some properties. We will define the gradient of u as the function v, and we will denote it by v = ∇u. If u belongs to W 1,1 0 (Ω), then this gradient coincides with the usual gradient in distributional sense.
We now give, following [3] , a definition of solution for problems like (1.6) but with L 1 (Ω) data.
and
, and for every k > 0.
We recall the following result (see [3] , Theorem 6.1 and Theorem 5.1).
Then there exists a unique entropy solution of (1.10).
We can now state our first result, which in some sense generalizes Theorem 1.1. Theorem 1.6 Let p < r ≤ N , and let λ = λ + − λ − be a bounded Radon measure concentrated on a set E of zero r-capacity. Let f n = f
functions that converges to λ in the sense of (1.8). Let g be a function in L 1 (Ω), and let g n be a sequence of L ∞ (Ω) functions which converges to g weakly in 11) and let u n be the solution in W
(1.12)
Then, as n tends to infinity,
, where u is the unique entropy solution of (1.10) with datum g. Moreover,
The preceding theorem can be seen as a nonexistence result for problem (1.6): if the measure λ is concentrated on a set of zero r-capacity, and if q is sufficiently large, then there exists no solution of the equation with datum λ, in the sense that if one looks for solutions obtained for approximation of (1.6), then one does not find a "reasonable" solution. This fact is strictly related to the results of [2] and [20] , where, for the linear case, a necessary and sufficient condition for the existence of a solution is given. More precisely, the equation
has a solution if and only if µ belongs to L 1 (Ω)+W −2,q (Ω), or, equivalently, if and only if µ is "absolutely continuous" with respect to the (2, q )-capacity, which is defined as in Definition 1.2, but using the norm of functions in W 2,q 0 (Ω), and that we will denote by cap 2,q . In order to point out the relations between the two results, we recall that, by [1] , Theorem 5.5.1, we have, for every set E,
Thus, if a measure µ is concentrated on a set of r-capacity zero, and r > 2q (i.e., q > r r−2 , see (1.11) for p = 2), then µ is not absolutely continuous with respect to the (2, q )-capacity, and so (in the linear case) there is no solution to equation (1.6).
The result of [24] is also strictly related to Theorem 1.6. Indeed, in that paper it is proved that if Σ is a C ∞ manifold of dimension d contained in Ω, then every function u belonging to C 2 (Ω\Σ) which satisfies
, can be extended to a C 1 function in the whole of Ω. In other words, Σ is a removable singularity for the problem. The link with the result of Theorem 1.6 is given by the fact that the ( can be true, but our proof fails for technical reasons: see Section 2.
Remark 1.9
In the case r = N , the lower bound on q given by Theorem 1.6 becomes q >
, then there exists a solution in the sense of distributions of (1.6) for every bounded Radon measure as datum: see [5] , Theorem 3 for the case p > 2 − 1 N , and use the ideas in [3] to extend the proof to the general case. Remark 1.10 Some remarks on the bounds on r given by Theorem 1.6 are in order. It is clear that r cannot be larger than N since for every ε > 0 there are no sets of zero (N + ε)-capacity. If r < p, then a measure concentrated on a set E of zero r-capacity can be an element of the dual space W −1,p (Ω), so that there exists a solution of (1.6). As an example, take λ as the Hausdorff two-dimensional measure concentrated on a two-dimensional disk E contained in Ω, a subset of R 4 ; it can be easily seen that the 2-capacity of E is zero. On the other hand, we recall (see [25] , Theorem 4.7.5) that a nonnegative measure µ belongs to W −1,p (Ω) if and only if we have
(1.14)
Hence, λ belongs to W −1,p (Ω) for every 2 < p < 4.
What does it happen if r = p? Theorem 1.6 states that we need to take q = +∞, so that in this case problem (1.10) has no meaning. Let us recall the following result (see [10] for the case g in W −1,p (Ω), and [16] for the case g in L 1 (Ω)).
, and let {u m } be the sequence of entropy solutions of the following problems:
(1.15)
Then u m converges to u as m tends to infinity, where u is the unique solution of the variational inequality
Thus, if the datum is a measure which is concentrated on a set of zero p-capacity plus a function in L 1 (Ω), one has to expect that the same result of Theorem 1.6 holds true for the corresponding variational inequality. And indeed, we have the following theorem.
that converges to λ in the sense of (1.8). Let u n be the unique solution of the variational inequality
(1.17)
Then u n converges strongly in W 1,p 0 (Ω) to u as n tends to infinity, where u is the unique solution of the variational inequality
(1.18) Remark 1.13 As a consequence of the previous theorem, the measures concentrated on sets of zero p-capacity "disappear" passing to the limit in the approximation process. This fact will allow to characterize the measures for which the variational inequality has a "standard" solution (see Remark 3.2). Remark 1.14 If g = G = 0, a similar result is that of [23] , where it is proved that if Σ is a C ∞ manifold of dimension N − 2 (so that its 2-capacity is zero), and if u is a solution in C 1 (Ω\Σ) of
with h(x, s) having superexponential growth with respect to s, then u belongs to C 1 (Ω). That is to say, Σ is an eliminable singularity for u if the nonlinear term grows very fast with respect to u; and, actually, variational inequalities can be seen as nonlinear problems as the one above, with h(s) = +∞ if |s| > 1, and h(s) = 0 for |s| ≤ 1.
The plan of the paper is as follows: we will prove Theorem 1.6 in the next section, where we will also construct a particular sequence of cut-off functions, built after the measure λ, which are suitable for our purposes. The third section will be devoted to the proof of Theorem 1.12.
Nonlinear equations
In the following we will denote by c several constants which do not depend on the data of the problem, and whose values may change from line to line.
Before giving the proof of Theorem 1.6, we need to construct, as in [18] , a sequence of suitable cut-off functions, built after λ and E. 
Proof. We follow the lines of [18] . We recall that λ + and λ − are concentrated on two disjoint subsets E + and E − whose r-capacity is zero. Moreover, since λ + and λ − are Radon measures, for every δ > 0 there exist two compact sets K 
which is the first of (2.2); the second is obtained similarly. Finally, observing that A
which is the first one of (2.3), and similarly for the second.
Similarly, if the quantity we are considering does not depend one or more of the three parameters n, m and δ, we will omit the dependence from it in ω. 
with continuous embedding, for every ρ > 1 and for every ε in (0, ρ − 1).
The following two results are rather technical and will be used in the proof of Theorem 1.6. Lemma 2.5 Let ρ > 0, and let {v n } be a sequence of functions bounded in M ρ (Ω). Suppose that, for every k > 0, we have
for some positive constant c. Then {|∇v n |} is bounded in M s (Ω), with
Proof. We follow the lines of the proof of [3] , Lemma 4.2. Let σ be a fixed positive real number. We have, for every k > 0,
Moreover,
Since by the assumptions on v n there exists a positive constant c such that 
for some positive constant c. Then there exists a subsequence, still denoted by v n , and a measurable function v, such that v n converges to v almost everywhere in Ω.
Proof. See [3] , Proof of Theorem 6.1, Step 2.
Proof of Theorem 1.6. We will follow some of the ideas contained in [18] when dealing with nonlinear elliptic equations with measure data.
Step 1: A priori estimates.
, we can choose it as test function in the weak formulation of (1.12). We get, using (1.3), (1.9), and the boundedness of {g n } in L 1 (Ω),
for some positive constant c. Dropping the first, nonnegative term of the left hand side of the preceding inequality, we have
This implies k q meas {|u n | ≥ k} ≤ c ,
and so, using (2.7),
The boundedness of u n in M q (Ω), and Lemma 2.5, which can be applied since (2.6) also implies that can be smaller than 1, so that we may not have any estimate on u n in some Sobolev space.
Using again (2.9), by Lemma 2.6, and up to some subsequence still denoted by u n , u n converges almost everywhere to a measurable function u, and so T k (u n ) converges almost everywhere to T k (u).
Moreover, (2.9) implies that {T k (u n )} is bounded in W 1,p 0 (Ω), so that, by the weak lower semicontinuity of the norm, T k (u) belongs to W 1,p 0 (Ω) for every k > 0, and thus u has a gradient ∇u in the sense of Definition 1.3.
As for the gradients of u n , we remark that u n is the solution of the equation A(u n ) = f + n − f − n + g n − |u n | q−1 u n , and that the right hand side is bounded in L 1 (Ω) by (1.9) and (2.8). By a result in [6] , this implies that, up to subsequences, ∇u n converges almost everywhere to ∇u.
From now on, we will suppose to have already extracted from u n a subsequence (which we still denote by u n ), with the properties we have proved before. Observe that, as a consequence of the a priori estimates on ∇u n , of the almost everywhere convergence of ∇u n , and of the assumption (1.4) on a, we have
, and the same result clearly holds for the sequence {|∇u n | p−1 }.
Step 2: Energy estimates. 
We will only prove (2.12), since the proof of (2.13) is identical. We choose β m (u n ) (1 − Ψ δ ) as test function in the weak formulation of (1.12), where β m (s) is defined as
(2.14)
We obtain, using the fact that the derivative of β m (s) is different from zero only where m < s < 2m,
We have, by (2.11), by Egorov theorem, and since β m (u n ) converges to β m (u) almost everywhere in Ω and in the weak * topology of L ∞ (Ω),
and the last passage is due to the fact that β m (u) converges to zero in the weak * topology of L ∞ (Ω) as m tends to infinity. For the same reason, we have (F ) = ω(n, m) .
Finally, by (2.2) and (2.3),
Since (A) and −(E) are nonnegative, and since
we get (2.12).
Step 3: Passing to the limit.
We are now ready to conclude the proof of Theorem 1.6, showing that u is the entropy solution of (1.10) with datum g.
Let ϕ be a function in W
, let k > 0, and choose T k (u n − ϕ)(1 − Ψ δ ) as test function in the weak formulation of (1.12). We get
Using (2.11), and (2.1), we get
Using (2.2) and (2.3), we obtain
It is then easy to see that
so that we only have to deal with (A) and (B). Let m > k + M be fixed. We then have
It is easily seen that
We then have, by (2.12),
and, by (2.13),
Finally, we have
Since the integrand function in (J) is nonnegative, and converges almost everywhere in Ω to [a(x, ∇u) − a(x, ∇ϕ)] · ∇T k (u − ϕ), as n tends to infinity and then δ tends to zero, Fatou lemma implies
so that, putting together the results for (J) and (K), we have
Summing up the results we have obtained so far, we have
and so u is the entropy solution of (1.10). Observe that, since the solution u does not depend on the subsequences we have extracted, then the whole sequence u n converges to u.
To conclude the proof of the theorem, it only remains to prove (1.13). In order to do this, we choose a test function ϕ ∈ C ∞ c (Ω) in the weak formulation of (1.12). We get
Thanks to (2.11), and to the assumptions on f n and g n , we have
Since the entropy solution of (1.10) is also a distributional solution of the same problem (see [3] , Corollary 4.3), we have for the same ϕ,
and so we have proved that (1.13) holds for every ϕ in C ∞ c (Ω). Since |u n | q−1 u n is bounded in L 1 (Ω), (1.13) can then be extended by density to the functions in C 0 c (Ω).
Variational inequalites
We give now the proof of Theorem 1.12.
Proof of Theorem 1.12.
Choosing v = 0 in (1.17), and using (1.3), we get
Using the Young inequality we have
so that, by (1.9), and since |u n | ≤ 1,
Hence, {u n } is bounded in W 1,p 0 (Ω). Thus, up to a subsequence, still denoted by u n , u n converges weakly in W 1,p 0 (Ω) to some function w which is easily seen to belong to K.
Step 2: Near the support of λ.
We have
; it is clear that v belongs to W 
Since {u n } is bounded in W 1,p 0 (Ω), the sequence {|a(x, ∇u n )|} is bounded in L p (Ω) by (1.4), so that, up to a subsequence still denoted by u n , a(x, ∇u n ) converges weakly to some σ in (L p (Ω)) N . Thus, since 1 − u n converges weakly * in L ∞ (Ω) to 1 − w, we have 
since ψ + δ converges to zero in the weak * topology of L ∞ (Ω). We then have
again because ψ + δ converges to zero in the weak * topology of L ∞ (Ω), and
due to the strong convergence to zero of ψ
by (2.3). Thus we have, since (F) is nonnegative,
which is (3.1). Formula (3.2) is obtained in the same way, choosing as test
Step 3: Far from the support of λ.
We have 
Summing up, we get
Using the boundedness of {|a(x, ∇u n )|} in L p (Ω), and reasoning as in Step 2, it is easy to see that
On the other hand, we have, by (2.2) and (2.3),
The same technique implies
Thus, since (A) is nonnegative, we have
which is (3.3).
Step 4. Passing to the limit.
We have to prove that u n converges strongly to u in W 1,p 0 (Ω). This will be true, thanks to the assumptions on a, and to a result in [11] (see also [15] ), if we prove that 
The first one is an ω(n, δ) by (3.1) and (3.2); the second is an ω(δ) since ψ 
always because Ψ δ converges to zero in the weak * topology of L ∞ (Ω). Finally, for the fourth we have, by Hölder's inequality, by (1.4) , and by the boundedness of {u n } in W
since u belongs to W 1,p 0 (Ω), and Ψ δ converges to zero in the weak * topology of L ∞ (Ω). This proves that u n converges to u strongly in W 1,p 0 (Ω). Since the limit is independent of the subsequence extracted, the whole sequence u n converges to u, and so the proof of the theorem is finished.
Remark 3.1 Suppose now that there exists a function j : Ω × R N → R, convex with respect to ξ, such that a(x, ξ) = ∇ ξ j(x, ξ), and such that
for almost every x in Ω, for every ξ in R N , where θ and Θ are positive constants. Then the unique solution u of problem (1.18) is the unique minimum point on K of the functional
It is indeed easy to see that, since K is a subset of L ∞ (Ω), then J is bounded from below on K. Observe that J is not defined on the whole W . Remark 3.2 The result of Theorem 1.12 allows to characterize the set of Radon measures such that the variational inequality (1.18) has a solution. Indeed, let us recall the following decomposition theorem (see [19] , Lemma 2.1, and [7] , Theorem 2.1). Theorem 3.3 Let µ be a Radon measure on Ω, and let 1 < p ≤ N . Then µ can be decomposed in a unique way as µ 0 + λ, where 1) µ 0 is zero on the sets of zero p-capacity;
2) λ is concentrated on a set E of zero p-capacity.
Moreover, a Radon measure µ 0 on Ω is zero on the sets of zero p-capacity if and only if it belongs to L 1 (Ω) + W −1,p (Ω).
Thus, every measure µ on Ω can be decomposed as
with g in L  1 (Ω), G in (L p (Ω)) N and λ concentrated on a set E of zero pcapacity. The result of Theorem 1.12 thus states that, given a bounded Radon measure µ decomposed as µ 0 + λ, and then reasoning by approximation, only the µ 0 part "survives", while the λ part disappears in the passage to the limit. Thus, one can only consider data which are zero on the sets of zero p-capacity, that is, elements in L 1 (Ω) + W −1,p (Ω).
Another possible approach to the existence of solutions for variational inequalities with measure data can be found in [17] where, in the linear case, and by means of duality techniques, a new definition of solution is given. As in our case, if the measure is concentrated on a set of zero 2-capacity, the solution found is zero.
Remark 3.4 If g = G = 0, then Theorem 1.12 states that u n converges stronlgy to zero in W 1,p 0 (Ω). A similar result has been obtained in [8] , where the same phenomenon occurs for the sequence u n of solutions of the following nonlinear (model) problem
with f n as in the statement of Theorem 1.12. This "degeneration" of the sequence u n is also connected with the results of a recent paper by H. Brezis and L. Nirenberg, concerning eliminable singularities for the same problem (see [13] ).
