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INTRODUÇÃO 
Em diversas indúst.z-ias:, um determinado mat.e:r-ial é produzido 
em peças de tamanho padrão pr-é-fixados. Em geral a encomenda por 
est.e mater-ial é feit.a para peças de t.amanhos: menores. Trat.a-:s:e de 
um import.ant.e problema de otimização denominado Problema do Cor-t.e. 
Ou seja, o problema de det.erminar esquemas de cor-t.e para dividir a 
peça padrão em peças menores:, de t.al forma que o cus:t.o de produção 
seja minimizado. Se apenas a l.ar-guz.a {ou o comprimento) das peças 
é considerada no problema do cor-t.e, t.em-se o Problema do Cort.e 
Unidimensional, que ocorre principalmente nas indúst.rias de papel, 
barras de ferro, papelão, et.c. O Problema do Co:r-t.e Bidimensional 
est.á presente quando duas dimensões: <por exemplo comprimento e 
largura) :s:ão consider-adas e t.em aplicaçeJ'es nas indúst-rias de 
vidro~ aço~ móveis, r-oupas, diat;ramação de jornais~ et..c. 
O objet-ivo do present-e trabalho é fazer um estudo do Problema 
do Corte Bidimensional, assim como desenvolver e implementar 
algor-itmos para r-esolvê-lo. Par-a r-ealizar- esi...e est..udo é necessár-io 
o conheciment-o de conceitos e técnicas de resolução de pr-oblemas 
relacionados: tais como: Problema da Mochila <Kanapsack Problem) e 
suas variações, e o Prooblem.a. do Corte Unidimensional. 
No capit-ulo I são resumidos os resultados da Programação 
Linear usados no desenvolvimento dos capit.ulos seguintes. o 
capitulo II é dedicado ao estudo do Problema da Mochila. Nos 
capitulas UI e IV são est..udados os Prooblemas do Cort.e 
vi i 
Unidimensional e Bidimensional, :r-espect.ivament.e. Finalmen'Le no 
capi t.ulo V são apr-esentados: as r-esultados computacionais da 
implementação de algor-it.mas para r-esolver o Pr-oblema do Co:r-te 
Bidimensional. 
vi i i 
CAPtTULO I 
1 - PROGRAMAÇÃO LINEAR 
Os diversos problemas: de Programa.ção Mat.emát.iaa t.rat.ados 
neste trabalho são estudados com o auxilio da Programação Linear-. 
Estes problemas: possuem car-act.el."is:rt..ic.as: própria.s t.ais como: i} 
número de variáveis muit.o superior ao número de r-est.rições; iD 
colunas da mat.riz de resrt..riç5es compast.a por números inteiros 
posi t.i vos; iiD variáveis e r-estr-ições canalizadas:. As 
caract.ei"ist.icas i) e iD indicam o u.s:o do rnét.odp Simplex conjug-ado 
a t.écnicas de geração de colunas~ enquanto iii} indica o uso de 
técnicas de canalização. Nas próximas seções são resumidos alguns 
result.ados: da Programação Linear e descri tas adapt.ações do mét.odo 
Simplex par-a trabalhar- com as car-act.erist.ica.s acima. 
Em 1984, K.arma.rkar UG, prõpos um mét.odo proojet.ivo par-a 
resolver programas lineares que tem se mos:t.r-ado mais eficient.e do 
qu.a o mét.odo Simplex par-a pr-oblem.as de grande port.e. Ent.:ret..ant.o, 
nos problemas t.rat.ados no p:resent.e t.:rabalho, apenas: uma par-t.e da 
mat.r-iz de rest.r-içees é armazenada, ou seja, não se d.ispee do 
int.er-ior da região fact.ivel e po:rt.ant.o não é pos:sivel resolvê-los: 
at.:ravés dos mét.odos de pont.o int.erior. 
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1.1 - FORMULAÇÃO E ALGUNS RESULTADOS 
Um problema de Programação Linear padr-ão consist..e em 
determinar x Cvet.or- n x 1) t.al que: 
p min ex 
s.a Ax = b {1_1) 
X 
" 
o 
onde A mat.riz m X n com post.o m 
c vet.or 1 X n 
b vet.or m 
" 
1 
As:s:ociado a cada Problema de Programação Linear 1 exis:t.e um 
out.ro problema chamado Problema Dual. Se um problema Prima! é da 
!"arma (1.1) então o problema dual cor-res:pondent.e consis:t.e em 
determinar rr Cvet.or m x 1) t.al que: 
D max nb 
s:.a rrA ::5 c 
rr irres:t.rit.o 
Um vet.or x. é primai fact.ível se Ax = b e x ~ O; uma solução 
primai :íact.ivel • • • x é 6t.1ma se ex :$_ ex para t.odo X f'act.ivel. Uma 
base B é uma s:ubmat.riz não singular de A com m colunas. Supondo, 
sem perda de generalidade, que é f"eit.a uma reordenação nas colunas 
de A convertendo-a em [ B N l, ent.ão as soluções básicas 
associadas a B s:ão expressas por : X 
B 
= o 
_, 
err=cB. 
B 
Abaixo e:s:t.ão descrit.os: os principais: resultados relacionando 
os p:roblemas p:rimal e dual. [BaJ 
2 
TEOREMA FRACO DA DUALIDADE - Se x e n são duas: soluç5es fact.iveis 
para os problemas P e O respect.ivament.e, ent.ão: 
ex ;:: nb. 
COROLÁRIO DO TEOREMA FRACO - Se * * x e rr são 
com: 
ent.ão são soluç5es ót.imas:. 
* ex = 
soluções íact.iveis 
TEOREMA FUNDAMENTAL DA DUALIDADE - Se um dos problemas P ou D 
possui solução ót.ima ent.ão o out.ro problema t.ambém possui solução 
ót.ima e o valor da função objetivo é o mesmo. 
TEOREMA DAS FOLGAS COMPLEMENTARES - As soluç5es fact.iveis * X * e 1l -
são ót.imas: se e soment.e se satisfazem as condições: de folga 
complement.ar: 
* * (c. 1l A. ) X. ~ o j ~ 1 .. n 
J J J 
onde A. é a 
J 
coluna j da mat.riz A-
L2 - MlóTODOS DE SOLUÇÃO 
L2.1 - MlóTODO SIMPLEX REVISADO !Mul 
1) INICIALIZAÇÃO - Seja o problema C1.1). Suponha que uma solução 
básica íact.ivel CSBF) inicial associada a uma base 8 seja 
conhecida. Tal solução, se exist.e~ pode ser encont.rada at.ravés do 
mét.odo das penalidades (grande M) ou das duas fases . 
3 
2) OTIMALIDADE Para a melhorar a SBF atual, é necessár-io 
encont.r-aro uma variável não-básica com cu.s:t.o roelat.ivo sat.isf"azendo: 
c = c - rr A < O (1.2) 
• • • 
onde rr é solução do s:ist.ema 
n: B = {1.3) 
Se não exist.e variável não-básica s:at.isfazendo <1.2), pare; a 
solução at.ual é ót.ima. 
3) TESTE DA RAZÃO - A escolha da coluna que irá deixar a base é 
Ieit.a primeiro resolvendo o s:ist.ema : 
B y = A 
• 
(1.4) 
Se y ::5 O pare; a solução é ilimitada. Caso cont.:rároio, encontre 
urn indice r que s:at.is:raz 
-
onde: b = x 
B 
= min { h./ y, , y, > O }. 
L LG LQ 
' 
4> ATUALIZAÇÃO - A at.ualização é f'"ei t.a, retirando 
da base e colocando em seu lugar a coluna A . 
• 
corrente é obt.ida resolvendo o sist.ema. : 
Volt.e para 2). 
4 
a coluna A 
B <r> 
A nova solução 
(1.5) 
Os sistemas de equações lineares (1.3), (1.5) podem 
ser resolvidos através da matriz B-1 explicita ou escrita como um 
produto de matrizes. o algorit.mo simplex implementado nes:t.e 
trabalho resolve os sistemas lineares at.ravés da fatoração de 
Cholesky da mat.riz BB t 
FATORAÇÃO DE CHOLESKY 
Seja B urna rnat.riz bâsica. BB l é uma mat.riz positiva definida 
e portanto pode ser decomposta em um produto de matrizes da forma: 
BB' l = LL , onde L é t.riârl€ular in:f"erior. No presente trabalho L é 
chamada fator de Cholesky da matriz BB t associado à base B. 
Uma rnat.riz quadrada Q é uma matriz ort.o~onal, se QQ t = I. Como 
8 é uma mat.riz não singular, ent.ão existe uma matriz ortogonal Q 
t.al que 
L = BQ 
pois 
Seja um vetor Ak com componente a j k;:<! O. Se para algum i iJl!. j 
exis:t.e um glement.o ;.t. O t ent.ão g}g podg s:gr reduzido a Zêro 
pré-mult.iplicando o vetor Ak por uma mat.riz de rot.ação de Oi vens. 
ls:t.o é: 
<a _a , y, a .. a , O, a .. a ) 
tk (j-tl k (j+tl k (i.-:ll k (1.-+il k km 
onde: 
5 
o o 
I o o 
o o 
o ... o c o ... o s O ... O 
pJ o o ~ 
' o I o 
o o 
o ... o -s o ... o c o ... o 
o o 
o o I 
o o 
I = matriz identidade, O = mat.r-iz nula, y 
c ~ 
Assim, para oht.er o Iat..or de Cholesky L associado a uma dada 
base B pode se utilizar- rot.ações de givens, is:t.o é, 
i = 2 .. m, t.ransíor-mando os 
elementos da coluna 1 abaixo da diagonal em zero. Em seguida 
pré-mult.iplicar a mat.r-iz r-esu!t.ant.e pol' uma sequência de mat.rizes 
p2 > i 
' 
3 .. m, t.Pans:for-mando os elementos da coluna 2 abaixo da 
dia~onal em zero. O processo é repetido m-3 vezes obt.endo como 
result.ado uma mat.riz t.riângular superior. Finalmente a t.I"anspost.a 
dest.a mat..I'iZ é o ía:t...or de Cholesky associado à m.a:t..riz B. 
Resolver um sist.ema de equações na forma: 
By ~ b 
usando fat..or-ação de Cholesky da Mat..riz BBt, consist..e em pr-imeir-o 
resolver em v, por suhst..it.uição, o sist..ema t..riângular-: 
Lv = b 
6 
e ent .. ão encon'Lrar o vetor u resolvendo, t.ambém por s:ubst..i'Luição., 
A solução do sist.ema By = b é ' y = B u~ pais: 
L v ' l =b-+LLu=b-+BBu= b ..,. By = b. 
O mesmo raciacinio É! válido para um sist.ema na forma : nB = c. 
A cada it.eração do simplex t.emos uma mudança na mat.riz básica 
B. Refat.orar a ma'Lriz básica a cada i t.eração um esforço 
cornpu'Lacianal que pode ser e vi t.ada fazendo apenas a atualização do 
fat.or de Cholesky associado á base B. 
ATUALIZAÇÃO DO F ATOR DE CHOLESKY 
Seja B a presente base e L o fator de Choles:ky associado. 
Suponha que A é a coluna que vai ent.rar na base e A a coluna que 
. ' 
vai sair. Se B é a nova base, ent.ão: 
"'"' l l t_ l BB = BB - A A + A A 
r r ,;; ,. 
onde cada um.a das: ma.t.rizss A A l ' A A 'Lem pos:'Lo 1. O fat.or de 
' ' •• 
Cho!esky associado à nova base é obt.ido em duas etapas: 
1~ etapa - E: obt..ido o fat.or de Choles:ky da matriz BB'- A A t_ Seja 
' . R = L . Encont.re o vetor p que resolve o s1stema: 
7 
(1,6) 
Cons:t.:r-ua uma mat.r-iz F na Col"ma: 
<m+:llX(m+ :1 l 
o o . o 
I' = p R 
Pl'é-mult.iplique F por- mat.:r-izes de rot.ações de Givens: P~ , i = m+1, 
m .. 2. Ist..o anula o:s: element.os da coluna 1 de F sem alt.erar a 
es:t.rut.ur-a t.riâ:ngular- superior de R. A mat.r-iz res:ult.ant.e é: 
onde: y = 1, 
o o o 
Q p R Q 
-t- ~ 
mas, Q Q=I, ent.ao: 
v 
o 
R 
o 
R t é fat.or- de Cholesky de BBt-A A t pois: 
' ' 
o ... o 
R ]= 
v 
o 
R 
o 
o o o o o . o v 
p R = Q o R p R 
o 
8 
t pt R 
p p 1-..2::--_.:::_1 
R = L t- l vr R R+vv 
e port..ant.o: 
t z t 1) p p = y . Lembrando que R é o :fat..or de Cholesky associado a B, 
e é abt.ido at.ravés: de : QBl = R t.emos: de acordo com <1.6) que p é 
a r-és:ima coluna de Q, s:e for- considerado que 
coluna de B. Como Q é ort.ogonal temos que: y 2 = p lp = 1. 
2) P 'R D d <1 6) = ;y v = v. e acor o com . v = 
3) R'R t = v v + R'R 
é a r--ésima 
-c-RR t v v -, provando que R é o f'at.or de Cholesky 
a 2:. et.apa - Aqui, o fat.or de Cholesky obt.ido ao final da primeira 
et.apa é mod.ilicado 
~ 
~, 
paraR, o f ator de Choles:ky associado a nova 
base B. Cons:t.rua a mat.riz E na forma: 
<m-+:Uxm 
R 
E = 
Pr-é-mult.iplique E poro uma sequência de mat.rizes de rot.aç<:íes de 
Givens: pJ 
m+ :l' 
j = t .. m. lst.o anula os elementos da linha m+i de E 
preservando a es:t.rut.ura t.riângular superior de R. A mat.riz E é 
t.ransf'orrnada em: 
9 
At A 
e R é o f'"at.or de Cholesky associado a B pois:: 
Q = 
( ] 'lo .. a][ A o ] [R' jA_ ] R [ A R = R A' o 
• 
R:' A A' At A R + ~ R R 
• • 
At A BBt - A A' A A' R R = + 
c c • • 
1.2.2 - ME:TODO SIMPLEX REVISADO COM GERAÇÃO DE COLUNAS [La] 
Exis:t.em problemas: de Programação Linear onde a mat.r-iz de 
r-estrições A possui o número de colunas muit.o superior ao número 
de linhas e não é pos:sivel resolv~-los pêlo mêt.odo Simple:x: usual 
10 
devido à impossibilidade de ar-mazenar- explicit.ament.e a mat.riz. Se 
a matriz A possui uma est..rut.Ul"a t.al que dado um vet.or de preços n 
exis:t.e um algo roi t.mo feficient.e' para det.erminar ou UJna. coluna A 
sat.is:f"azendo: 
c = c nA < O 
o • • 
ou que não exis:t.e t..al coluna, ent..ão é possivel resolver o problema 
pelo mét.odo Simplex Revisado com geração de colunas. Em ger-al 
procura-se resolver, a cada it..eroação do Simplex, o pr-oblema: 
c = min <c. 
j J 
rrA. , onde 
J 
A. 
J 
é uma coluna de A} 
se c ~ O não exist..e candidat.a a ent.raro na base . 
• 
Es:t..e mét..odo cons:ist..e nas seguint..es modificaç8es do mét..odo 
Simplex Revisado (seção 1.2.1): 
2) OTIMALIDADE Par-a verificar- se é possivel melhorar a SBF 
at..ual, é ncess:ároio encont.roar- uma coluna não básica que s:at.isf"az : 
c = min { c. -
" 
A. } 
• J J j 
onde rr é solução do sist.erna 
Tl 8 = c B 
Nos problemas t..rat.ados nest.e t.rabalho 
t.omar: 
c = c-
• • 
" A 
• 
= min < 
j 
é equivalente a resolver o problema: 
11 
c. - Tl 
J 
c. é 
J 
A. } 
J 
const.ant.e. Ent.ão 
max rr A. 
J 
s:.a A . é uma coluna da mat.r-iz A . 
J 
Se c < O ent.ão A é candidat.a a ent.r-ar- na base. Caso 
• • 
cont.r-ário, par-e; a solução at.ual é ót.ima. 
1.2.3 - Mt:TODO SIMPLEX PARA VARIÁVEIS CANALIZADAS [KHl 
Se o pr-oblema de Pro~r-amação Linear a ser resolvido t.em 
algumas variáveis limit.adas superior-ment.e é possivel modificar o 
mét.odo Simplex para considerar est.as r-est.r-ições implicit.ament.e 
diminuindo o número de linhas e colunas da base. 
Seja o PL: 
min ex 
s.a Ax = b 
"· "' 
o j = 1. .n 
J
"· 
:5 u. j 
J J 
= 1 .. t., t. :5 n 
Seja 8 uma submat.r-iz não singular de A com m colunas. 
Supondo, sem perda de generalidade que é feit.a uma reor-denação nas 
colunas de A convertendo-a em [ B L U 1, ent.ão as soluções 
básicas associadas a B são expr-essas por- : x
8 
= b , 
" L 
= o, 
-i. - -:1. -i. 
x =u err=cB ;ondeb=B b-B Uu 
U U B U 
As modificações necessár-ias no mét.odo s:implex se resumem a; 
2) OTIMALIDADE - Dada uma base B fact.ivel <ist.o é, O ::::; X 
B 
a escolha da variável não básica ca.n.di.dat.a a ent.r-ar- na base é 
f e i t.a considerando dois con junt.os: 
12 
'*' ={j 
' 
'*' =<j 2 
c_ < O e j e N } 
J 
c_ > O e j E U } 
J 
se lllu 111 = 0 pare; a solução at.ual é ót.ima. Caso contrário 
' 2 
selecione s E Wu 
'*' 
para entrar na base e laça 
' 
2 
{ 1 se s E '*' 6 ' = 
-1 se s E 
'*' 2 
3) TESTE DA RAZÃO Para Calcular o novo valor da variável 
candidat.a a ent.rar na base, escolha h. como: 
!:> = min { b/ly. I 
1 L l. S 
' 
óy_ > o } 
,. 
!:. = min < <u . 
2 B ( 1. > t; )/ 1 y 1, 6y. < a > L L~ \.e 
' 
h.=min{!::.,l::.,u 
' 2 • 
} 
onde B<D é o inctice da i-ésima variável básica. 
4) ATUALIZAÇÃO - A at.ualização é leit.a em duas et.apas. Primeiro é 
at.ualizado o valor das variáveis: 
x =x +6t. 
• • 
b =b -6/,y 
13 
Se b. = u • ent.ão a base não muda, e inicia-se nova it.eração. Em 
s 
caso cont.rário~ a decisão da variável que v-=ri sair da base é íeit.a 
escolhendo r E lJr u lJr , onde: 
9 • 
>I' = { i y ) o e b. = o ) 9 ,. 
' 
>I' = { i y < o e b = u. ) 
• 
,. 
' ' 
Ent.ão a base é at.ualizada ret.irando a r-ésima coluna 
e colocando em seu lu~ar a coluna A . 
s 
1.2.4 - PROGRAMAÇÃO FRACIONÁRIA [Lal 
básica A 
e< r } 
Par-a at.gnder alguns requisít.os da indúst.ria, muit.as vezes a 
íormulação do problema de cort.e envolve a minimização da razão de 
duas íunções lineares. Est.a si t.uação ocorre no problema do cort.e 
quando se deseja minimizar a perda relat.iva e há t.olerância na 
demanda (cap. IID. Nest.a seção é most.rado que sob cert.as 
condições o mét.odo Simplex pode ser modificado para resolver o 
problema. 
Seja o problema de Programação Fracionária: 
min 
s,a 
onde zJ.(x) 
f(}.l) 
Ax :S b 
X 2: 0 
e z
2 {x) = 2 C X + (l 
Oeíindo a reg-ião fact.ivel como: 
S = { X Ax :$ b, x 2: 0 } 
pode-se enunciar o seguint.e t.eorema: 
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(1.7) 
TEOREMA 1.2.1 - Suponha que S é limit.ado~ e que 
, 
z (X) ) 0~~ X E S, 
ent.ão f' assume seu valor minimo em um pont.o extremo de S. 
Com est.e result .. ado, ver prova em Lasdon [La]~ é possiv.el 
resolver o problema <1.7) percorrendo os pont.os extremos do 
conjunt.o $ de íorma que ao passar de um pont.o extremo para out.ro 
a íunção objet.ivo não aumente de valor (ou seja, usar a est.rat.égia 
do mét.odo Simplex). Considere agora o seguinte t..eorema: 
TEOREMA 1.2.2 Seja :f(x) = z 1 (>Ü / 
, 
z (x), delinida no 
Sejam um pont.o X e S e v uma dada direção. Suponha que: 
, 
a) z (>!) > O, \L "' E S; 
b) x + o.v e S para alsurn int.ervalo O { Ct :5 6~ 6 > O; 
c) g-<0) c 
df< "' + etv) 
de< < o 
«=0 
conjunto $. 
Ent.ão hC.:x) = f'{x + OtV) é monótona decrescente para t..odo O < 01. < ó. 
Prova: Pelas suposições a) e b), h{cü é cont.inua e diferenciável 
no int.ervalo [0, 61. O t.eorema est..ará demonstr-ado se íor provado 
que: 
dh{a) 
g{Ot) = < O ém ro, 61. 
de< 
Diferenciando h(oe:): 
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d 1 -z Cx + CIV) 
g(a) = c ) da . -
z Cx + av) 
. -
z Cx + CIV) z 1 <v> 1 -z Cx + av) z 2 <v) 
= 
• - 2 [ z <x + av) 1 
. - . [ z <x } + az (v) J z.t. (v) -
= 
• - 1 
z <x> * z (v) 1 - • z <x> * z <v> 
como, gCO) = 
ent.ão: gCot) = g(Q) ( O, para ot E [Q, Ó ]. 
[ z 2 <; + av) 12 
Com est.e resultado, par-a encont.rar um novo pont..o ext.remo com 
valor da função objet..ivo menor, bast.a caminhar na direção da 
derivada direcional negat.iva. Se para algum pont.o ext.remo t.odas as 
derivadas direcionais forem não negat.ivas, ent.ão est.e pont.o 
ext.remo é ót.imo. 
Para escolher o novo pont.o ext.remo que melhora a função 
objet.ivo é necessário ent.ão calcular as derivadas direcionais c. 
J 
dí/ jJ}{_ (f" reescrit.a em função das variáveis não básicas), x. 
J J 
variável não-básica. Se c. < O para alguma variável não-básica. 
J 
ent.ão a função objet.ivo pode ser melhorada. Senão a solução atual 
é ót..ima. 
Seja o conjunt.o de restrições: 
Ax = b .. .. B:x +N:x =b 
B N 
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com as: variáveis básicas escrit.as em função das nâ:o-básicas: 
Considere agora duas funções objet.ivos: 
z
1 {x) < < = c X = c 
• 
z
2 (x) 2 2 = c 
" 
= c 
• 
Reescrevendo-as:, usando <1.8): 
2( ) c2b Z X = 
• 
fazendo 
-< 
z = 
-2 
z = 
t.em-s . .e: 
< 
- c 
• 
2 
c 
• 
c'b 
• 
2 
c 8 b, 
B- 1 Nx 
N 
• +c 
N 
+ c2 
N 
" N 
X 
N 
-· 
< 
rr
1 A. c. = c j J J 
-2 2 
rr
2A. c = c j j J 
z
1 (x) 
-· + = z 
z
2 (x) = 
-2 
z + 
X 
• 
X 
• 
' 
' 
_, 
c 
N 
-2 
c 
N 
Calculando ent.ão, as d-erivadas dir-ecionais: 
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+ c 
< 
X 
N N 
+ c 
2 
X 
N N 
< c 1 B-1 
" 
= 
• 
2 2 -· 
" 
= c B B 
" N 
" N 
C1.B) 
(1.9) 
(1.10) 
c. = 
J 
= 
-z 
z 
_, 
c. 
J 
[ 
ih<. 
J 
-, 
-z 
z c. 
J 
(1.11> 
-z Jz z 
Assim, para resolver um problema de Programação Fracionária 
que sat.isf"aça condições do TEOREMA 1.2.1, aplica-se o 
algorit.mo Simplex Revisado (s:eção 1.2.1) considerando o cálculo 
dos cu.s:t.os: relat.ivos das variáveis não-básicas f"eit.os at.ravés da 
equação (1.11). Supondo que não há degeneração, a função objet.ivo 
decresce a cada it.eraçãot nenhuma base é repet.ida, e uma solução 
ót.ima é obt.ida em um número f"init.o de it.erações:. 
18 
CAPíTULO 11 
2 - O PROBLEMA DA MOCHILA 
Considere uma mochila com capacidade limit..ada e diversos 
i t..ens com pesos e valores conhecidos. O problema da mochila 
consist.e em det.erminar um subconjunt.o desses it.ens cujo peso 
t..ot.al não exceda a capacidade da mochila e cujo valor t.ot.al seja o 
maior possiveL 
Apesar de apresent.ar a mais simples est.rut.ura para um 
programa int.eiro, o problema da mochila t.em sido est.udado 
int.ensivament.e porque: 
a) modela muit.os problemas prát.icos t.ais como: seleção de projet.os 
ou inves:t.iment.os: de capit.al, problemas de alocação/orçament.o ; 
b) aparece como um subproblema na modelagem de vários problemas 
com est.rut.ura mais complexa t.ais como: o cort.e unidimensional e o 
cort.e bidimensional, t.ra-t.ados nos próximos capit.ulos. 
Os mét.odos mais usados para resolver o PROBLEMA DA MOCHILA 
são 
a) Enumeração implicit.a O de us:o mais írequent.e é o mét.odo 
"Backt.rakin~" (os s:ubproblemas. são resolvidos à. medida que vão 
sendo gerados). Também é ut.ilizado o mét.odo Particionar- e Limit.ar 
{"branch and bound" - os subproblemas gerados são armazenados em 
uma list..a para serem resolvidos post.eriorment.e>. Os limit.ant.es são 
obt.idos at.ravés: da relaxação do problema em programação linear, da 
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relaxação J.agrangeana, ou da relaxação por subst.it.uição. 
b) Programação Dinâmica. 
c) Heurist.icas São usadas ou quando não êxist.e um algo ri t.mo 
exat..o ou quando exist..e apenas algoroit.mos não e:ficient.es. 
Serão apresent.ados nest.e capit.ulo as seguint.es variações 
dest.e problema: 
2.1 - Mochila 0/1 (0/1 K&n.apsack) 
2.2 - Mochila Int.eiro (Jnt.egero Ka.naps:ack) 
2.3 - Múlt.iplas Mochilas <Mult.iple Kanapsacks) 
2.4 - Número Mini mo de Mochilas (Bin Packing ). 
Nos capi t.ulos 111 e IV será discut.ido o problema da Mochila 
Mult.idimensional <Mult.idim~msional K.anapsack) onde a cada it.em é 
associado um valor- e diversas: dimensí::ies: (largura, e 
largura/compriment.o). 
2.1 - O PROBLEMA DA MOCHILA 0/1 [MTl 
Suponha que o conjunt.o de n it.ens é t.al que não exist..em dois 
it.ens com o mesmo par de valor e peso. lst.o implica que existem 
apenas duas possibilidades para cada it.em: ser colocado ou não 
dent.roo da mochila. Mat.emát.icament.e, o PROBLEMA DA MOCHILA 0/1 CPM) 
pode ser :formulado at.ravés do seguint.e programa linear int.eiro: 
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}:V, Yc 
' 
s:.a LPc Yc 
' Y, E IB 
onde: 
v.= valor- do it.em i <int.eir-o posit.ivo) 
' 
p. = peso do it.em i <int.eiro positivo) 
' 
C = capacidade da mochila 
1B = < O, 1 > 
s c (2.1) 
(2.2) 
y_= O (1) indica que o it.em i foi excluído (incluido) na mochila. 
' 
De maneira compacta podemos escrever: 
PM rn.ax < vy py :S C, y E [8n } 
Como o peso e o v alar de cada i t.em são posi t.i vos considere 
sem perda de ~ener-alidade que: 
max < p. } < C 
' 
e 
' 
São apresent.ados a seguir- limit.ant.es para o problema, 
pr-ocediment.os de redução do número de variáveis, e dois mét.odos de 
resolução para o pr-oblema. 
2.1.1 - LIMITANTES 
Os limit.ant.es superior-es para o problema desenvolvidos nest.a 
seção são baseados na relaxação do problema em prosrama linear e 
na relaxação lagrangeana. 
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Suponha que os i~ens es~ão ordenados em ordem não decrescen~e 
de valor por unidade de peso~ ou seja: 
e defina por it.em crit.iao o it.em s que s:at.isfaz: 
k 
s = min { k : ~ P. > C } 
i.f:l L 
(2.3) 
A relaxação do Problema da mochila 0/1 em um programa linear 
é: 
PM max { vy py ::s; c, o ::s; y :S 1, } 
t.ambém chamado o PROBLEMA DA MOCHILA CONTíNUO CPM ): 
L 
As condições de folgas complemen~ares (seção 1.1>, a 
res~rição C2.2> e a orden~ção dos it.ens de acordo com (2.3) 
permitem escrever uma solução ót.irna para PM da forma: 
L 
Y, = 1 i = 1 .. s-1 
Y, = o i = s+1 .. n 
·-· 
Y. = C/p onde c = <C - lP > 
• i.=:l L 
A p.art.ir des:t.a solução, diversos lirnit.ant.es superiores para 
PM podem ser deduzidos. O mais simples, ob~ido dire~amen~e da 
solução ót.ima do problema cont.inuo é: 
(2.4) 
onde zCP> denot.a o valor ót.irno de um problema P e L r J é o piso de 
r; ist.o é, o maior int.eiro menor ou ig-ual a r. 
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Um limit.ant.e superior melhor pode ser obt.ido considerando-se 
ou não a inserção do it.em s na mochila. Se o it.em crit.ico não é 
inserido, o valor da solução não eKCede a: 
que corres:ponde à inserção do element.o com maior razão v. /p .. Se o 
' ' 
it.em crit.ico é ens~n: .. id.o , pelo menos um dos primeiros s-1 it.ens é 
removido, assim a melhor solução será dada por-: 
+v -
s 
onde se sup5e que o elemento retirado possui ex.at.arnent.e o valor 
necessário de p i. <ist.o é p - C ) e o pior valor possivel de 
s 
v./p. 
' ' 
<ist.o é v /p ). O límit.ant.e é ent.ão: 
~-i. lõ:-i. 
u
2 
= max <b
1
, b
2
} 
As considerações íeit.as para se 
exploradas para se encont.rar límit.ant.es 
chegar 
mais 
<2.5) 
a podem ser 
rest.ri t.i vos que u e 
t 
u . Resolvendo o PROBLEMA DA MOCHILA CONTINUO com a rest.rição 
2 
adicional de 
b 3 = lz<PML com ys= O}J 
b 4 = Lz<PML com ys= i}J 
o limi t.ant.e é ent.ão 
u = ma:x { b ' b >. 
3 3 4 
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Out..ros limit..ant.es superiores podem ser determinados por meio 
da relaxação lagrang-eana. Dado À. > O, a relaxação lagrangeana de 
PM é definida por: 
ou: 
onde 
P~: max { vy + ).{C - py) 
PMÀ.: max { Ã.C + ~y) n y E IB } 
v.= v- À.p .. Uma 
1.. i. 1.. 
• • solução ót.ima y = {y i.) de PMÀ. é: 
[ 1 v. > o ' • y_ = o v. < o ' ' 
o ou 1 v. = o_ 
' 
Observe que est..e problema possui a propriedade de int..egralidade, 
ou seja, o valor de z<PMÀ.} não se alt..era 
r-est..rição y i= 0/1 em O ~ y i ~ 1: 
quando há r-elaxação da 
e 
). > o_ 
O valol."" minimo de z<PMÀ.) ocorr-e quando À. = 5:. = p /w 
• • 
v. > o 
' 
v = 
' 
v. < o 
' 
ent..ão pode-se afirmar que: 
i = 
o i = 
i = 
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1 .. s-1 e 
s 
s+1 .. n 
z<PM ) ~ z<PM> 
L 
pois: 
e por-t.ant.o: 
i = 1 .. s-1,s+1 .. n 
onde y é a solução ót.ima de zCP~ ) e y é a solução ót.ima de 
z<PM ) . 
.. 
Par-a obt.er uma solução int.eira par-a PM a part.ir da solução 
continua, y, é necessário fazer ou y "" O ou ent.ão 
• 
y = 
• 
1 nest.e 
últ.imo caso pelo menos uma das out.ras variáveis, digamos y i., deve 
t.omar o valor 1-y.. Se a últ.ima alt.er-nat.iva Cor execut.ada, para 
' 
i;:z!s:, t.emos:: 
zCPML com yi. ;:::: 1-y.) :::; 
' 
z(P"),_ 
mas, v 
i 
repres:ent.a um decr-escimento de 
com y. = 1-Y.) 
' ' 
zCPM:X.) co:r-respondent.e à 
mudança do valor- de y.= 
' 
par-a Y.= 
' 
1 ent.ão podemos 
escrever: 
zCPM com y. = 1-Y. ) :::; z< PM ~ 
' ' ~ 
com y. = 1~y.) 
' ' 
= zCPM;:_> 
Assim um limit.ant.e superior é: 
u = max <z(PM ) 
. .. 
c v /p ), 
• • 
= zCPM ) 
.. 
rnin <V i~s, i = Ln>j> 
At..ravés das definições dos limit.ant.es :f"eit.as: acima pode se 
provar as seguint.es relações 
1) u 
" 
u 
2 
' 
2) u 
" 
u pois b 
" 
b e b 
" 
b 
3 2 3 
' 
4 2 
:'!) u 
" 
u 
• ' 
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Embora todos estes limitantes tenham complexidade 
computacional O(n>, se os it.ens es:t.ive:r-em ordenados seus 
desempenhos médios podem ser bast.ant.e diferentes. 
Na implement.ação de um algoritmo de enumeração implicita, o 
limi t.ante a ser calculado em cada nó deve ser escolhido 
considerando-se que u ' i e u 3 podem ser f"acilment.e calculados 
pois o valor de s: geralmente muda muit.o pouco de um nó para outro, 
enquanto que u 
4 
necessit.a da avaliação 
as variáveis: corr-entes y i. não fixadas. 
2.1.2 - PROCEDIMENTOS DE REDUÇÃO 
do valor de v 
' 
para t.odas 
O númer-o de variáveis binár-ias de um determinado problema 
pode ser reduzido através: de técnicas que fixam o valor ót.imo do 
maior- número possível de variáveis. O pr-ocediment.o de redução 
vist.o aqui, part.iciona o conjunt.o N < 1 .. n } em 
s:ubconjunt.os: 
lO={ieN 
Ua{ieN 
I = N - IO U 11 
y. = O em cada solução ót.ima para PM } 
< 
y. = 1 em cada solução ót.irna. para PM } 
< 
t.rês 
O problema original pode ent.ão ser t.rans:formado na forma 
reduzida: 
A A 
PM:max{vy+v 
" 
py S C, y L e IB, i e I } 
onde: 
A v=~ v. 
. < 
< ' 
e C = C 
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Os subconjuntos 11 e 10 são construidos, considerando-se as: 
implicações de sê fazer uma variável receber valor O ou 1. Se a 
at.ribuição de um valor a = 0/1 para Y. 
' 
implica em um subp:r-oblem.a 
infact.ivel ou em uma solução ót.ima com valor in:f'erior ao de uma 
solução já conhecida, pode se concuir y.= 1-a, 
' 
desde que est.a é a 
única escolha que pode conduzir a uma solução :Cact.ivel ou melhor. 
Para o problema PM, os mais e:Cicient.es procedimentos de redução 
são obt.idos avaliando es:t.as implicações: at.ravés do cálculo de 
lirnit.ant.es superiores. 
Seja y uma solução fact.ivel para o pr-oblema PM e z seu 
A 
correspondente valor (z representa um limit.ant.e in::Cerior pa:roa o 
valor ót.imo * z ). Além disso, para i e N, seja z. 
' 
Cresp. 
limit.ant.e superior- para PM com a rest.rição adicional de 
Cresp. y. = 0). Ent.ão: 
' 
IO=<ieN 
I1=<ieN 
Z. :5 Z } 
' 
z. :::; z }. 
' 
z ) 
' 
y_= 
' 
o 
1 
A eficiência dos procedimentos de redução vai depender das 
A 
t.écnica.s: usadas: no cálculo de z, z. 
' 
e z. . Considerando 
' 
que o 
cálculo dos limit.ant.es z e z. pode ser feit.o at..ravés de resolução 
' ' 
de PM 
L 
com = 1 e PM L com = 
comput.acional O(n) para encont.rar o 
o e que ist.o requer t.empo 
i t.em cri t.ico s a 
complexidade global do procedimento de redução pode ser fixada em 
2 O<n ). 
Um bom decréscimo no t.empo médio do pr-ocedimento pode ser 
obt.ido observando que é inút.il calcular z 
' 
(:r-esp. z.) 
' 
se = 1 
(res:p. y i. = Q) na solução cor:roespondent.e ao limit.ant.e .superior do 
problema original PM. 
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A cardinalidade do subconjunt.o I pode ser decresci da 
considerando: 
IO=IOU<iei 
e, se: 
ent.ão: 
I1=I1UI. 
Est.e procediment.o de redução em I deve ser- repet.ido at.é que 
nenhuma variável mais possa ser fixada. 
2.1.3 - METODOS DE ENUMERAÇÃO IMPL!CITA 
Muitos a.i€orit.mos de enumeração implicit.a t.ªm sido propost.os 
nas: últ.imas: décadas para encont.rar a solução exat.a do PROBLEMA DA 
MOCHILA 0/1. Est.es algo ri t.mos dif"er-em nas técnicas de limi t.ação, 
na est.rat.égia de part.ição, na aplicação dos croit.érios: de 
infact.ibilidade e dominio e no cálculo dos limit.ant.es superiores. 
Os métodos mais eficientes: us:am um esquema de partição 
binár-io, onde em cada nó é selecionado um it.em ainda não f'ixado, 
gerando dois nós descendentes: com a :fixação de y i. em 1 ou O. A 
busca cont.inua na nó associado com a inserção do i-és:imo it.em na 
solução <y_ 
' 
= ist.o é, a part.iro do nó com maior limi t.ant.e 
superior-. Em seguida serão mostrados dois dos mais eficientes: 
algoritmos propostos por Horowitz e Sahni [HSl e por Max-tello e 
Tot.h [MT1l. 
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O algorit.mo propost.o em Horowit.z e Sahni [HSJ começa pela 
ordenação dos it.ens em ordem não decrescent.e de valor por unidade 
de peso. Toma como p:t'imeira solução CO:t':t'ent.e a solução do PROBLEMA 
DA MOCHILA CONTINUO com y = O. O movimento progressivo (":forward") 
s 
consiste na colocação do maior número possivel de it.ens na solução 
corrente observando a restrição (2.1). o movimento regressivo 
("backt.racking'') consiste em remover o últ.imo it.em colocado na 
solução corr-ent.e, ou seja, em ret.irar o it.em com menor valor 
v_ /p. . Enquanto o movimento progressivo é realizado, o limit.ante 
' ' 
superior u 
' 
(eq. 2.4) correspondent.e à solução corrente é 
calculado e comparado com a melhor solução at.é o moment.o de f'orma 
a verif'icar se um moviment.o progressivo pode levar a uma solução 
melhor. Se isto ocorre, ent.ão um novo moviment.o progressivo é 
realizado, senão, é f"eit.o um movimento regressivo. Quando o últ.imo 
item f"or considerado, a solução est.á complet.a e pode at.ualizar o 
valor da melhor solução at.é o momento. O algoritmo para quando não 
é possivel realizar um movimento regressivo. 
Em Mart.ello e Tot.h [MT1l o algoritmo proposto difer-e do 
anterior nos seguintes aspectos: 
i) o limit.ant.e superior u <eq. 2.5) é usado no lugar de u . 
2 ' 
ii) o movimento progressivo associado com a inserção do i-ésimo 
it.em é dividido em duas fases: const.rui:r- uma nova solução e salvar 
a solução corrente. Na primeira ías:e é definido o maior número N _ 
' 
de elementos consecutivos que podem ser inseridos na solução 
corrente a part.ir do i-ésimo item e é calculado o limit.ant.e 
superior- u 
' 
correspondente a inserção do i-ésimo item. Se é 
menor ou igual ao valor da melhor solução at.é o moment.o, o 
moviment.o regressivo ocorr-e imediat.ament.e. Se u. 
' 
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for maior a 
segunda fase, ou seja, a inser-ção dos itens do conjunto N. 
' 
na 
solução cor-r-ent.e~ é f"eit.a apenas: se o valot'> desta nova solução não 
representar o máximo que pode ser obt.ido com a inserção do i-ésimo 
it.em. Caso cont.ráz.io~ a melhor- solução até o rnoment.o é atualizada 
mas a solução corrente não~ de t'or-ma que movimentos regressivos 
nos itens do conjunto N. sejam evitados. 
' 
iiD Um procedimento particular de movimento progressivo~ é 
realizado sempre que antes do movimento regr-essivo no i-és:imo it.em 
a capacidade residual da mochila, c, não permite a inserção de 
nenhum item poster-ior ao i-ésimo. O procedimento é baseado na 
seguinte consideração: a solução cor-r-ent.e pode ser melhorada 
apenas se o i-és:imo it.em f'or- s:ubs:t.ituido por outro it.em com valor 
maior e peso menor o suf""icient.e par-a permitir sua inserção, ou por 
pelo menos dois: i tens possuindo peso total -menor ou igual a p + 
' 
C. Desta forma, geralmente é pos:s:ivel eliminar a maior part.e dos 
nós inút.eis gerados nos niveis menor-es da áz.vore de decisão. 
iv) Os limit.antes: superiores: associados aos nós da árvore de 
decisão são calculados baseado no arrn.azenament.o da informação 
relacionada com a solução corrente. Suponha que a solução corr-ent.e 
foi cons:t.ruida pela inserção do i-ésimo ao r-és:imo item, ent.ão, 
quando na t.ent.at.iva de construir uma nova solução a partir do 
j-és:imo it.em (i < j < r) nenhuma inserção ou remoção ocor-r-e para 
os it.ens que precedem o j-ésimo, é possivel inser-ir pelo menos os 
i t.ens: a part.ir do j-ésimo até o r-ésirno na solução corrent.e. 
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2.1.4 - Mf:TODOS DE PROGRAMAÇÃO DINÂMICA 
Programação Dinâmica é um rnét.odo que pode ser usado quando a 
solução de um problema pode ser obt.ida como o result.ado de uma 
:s:equência de deci.s:êíes. 
No caso do PROBLEMA DA MOCHILA 0/1 a k-ésima decisão a ser 
t.omada con.s:ist.e em at.ribuir- valor O ou 1 para a variável y k' k = 
1 . .n. 
Considere zk (c) como o valor máximo da :função objet.ivo usando 
apenas as primeiras k <k = 1 .. n) variáveis: e com limit.ação de 
capacidade c <c = 1..C}. Is:t.o é: 
P~=rnax{vy pySc,yeuf> 
onde, y 
1 
.. y k é solução ót.ima 
Da de:finição acima segue que 
ist.o é: 
PMc = max < v y : p y :S c, y e IB >, 
1 11 11 1 
z, Cc) = C : : : 
' 
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O .. p -1 
' 
de PMc 
k 
Define-se ent.ão para o k-ésimo est.~io Ck = 2 .. n) e para c = 
O .. C as seg-uint.es equações recursivas: 
= { 
z (c) 
k-< 
yk(c) = { 01 
a solução ót.ima será dada por: 
com: 
* z = 
se zk (c) = 
z CC) 
n 
ondec =c 
k-i. k 
c 
c 
z (c) 
k-< 
= o .. pk -1 
= pk .. c 
Observe que cada est.ág-io k <k= 1 .. n) pode ser ident.ificado 
por uma s:equência, sk de 
' 
pares ordenados do t.ipo ( c, zk (c)) em 
ordem cr-escent.e do valor da pr-imeira component.e do par. Caso hajam 
dois pares cC, z/C>> e <c, zéc)) t.ais que c < c e z/Õ) ~ zk (c), 
ent.ão diz-se que o par <Õ, zk <Õ>> domina o par Cc, zk (c)) e est.e 
últ.imo deve ser eliminado, pois é desnecessário. Cada es:t.ágio é 
ent.ão definido consider-ando apenas os pares não dominados e 
viáveis Cist.o é O S c S C>. Dest.a forma, a sequência Sk define uma 
f"unção ''escada'' não-decrescente. 
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Paz-a encont.r-ar- a solução ótima, Hor-owit.z e Sahni [HS1l 
apresentam o s:eguint.e algorit.mo. 
Inicialment..e é const.I"uida a s:equê!ncia s' = { {0, O>, Cp ' v >} 
' ' 
que é a solução da equação z (c). Em seguida é cons:t.:ruida a 
' 
sequência s• a partir- de e assim, sucessivamente, at.é 
considerar todos os: itens. O valor ót.imo é t.omado como sendo o 
últ.imo element.o da s:equência sn. 
Dada a sequência de p~es: do est.ágio k-t S ~ cont.rói -se a 
sequência de pares não dominados e viáveis Sk, através da união 
k-t 
adequada ("merge") de S com a sequê!ncia obt.ida somando o par 
k-t 
vk) aos pares de S . 
Tot.h [Tl pi"'opós: um algor-it.mo onde limit.ant.es: super-ior-es são 
usados para eliminar os estados que não levam a soluções ót.imas e 
os: estados inutilizados, ou seja, os: ~s:t.ados que não serão 
ut.ilizados nos estágios seguintes. o mét.odo combina ainda 
equaçêies recursivas pr-ogr-êssiva e regressiva considerando o número 
de est.ados não dominados e o valor de C. 
2.2 - PROBLEMA DA MOCHILA INTEIRO 
O problema da mochila int.eiro é uma extensão do problema 
apresent.ado na seção 2.1 onde se considera que est.ão disponivei.s 
vários it.ens com o mesmo par de valor e peso. Dest.a f'orma: 
PMI max { vy ::5 C 2n } py 1 Y E + 
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r 
Para encontrar- a solução deste problema serão apr-esentados 
seções s:eguint.es: dois métodos: Programação Dinâmica e 
Enumer-ação ímplicit.a. 
2.2.1 - LIMITANTES 
Um limit.ante superior para est.e problema pode ser obt.ido 
através: da solução do pr-oblema PMI relaxado em progr-amação linear 
CPMI ). 
L 
PMI : max { vy 
L 
< C IRn } py - , y E + 
Consider-ando que os i t.eons est.ão ordenados em ordem não 
decr-escent.e de valor por unidade de peso, ou seja de acordo com 
eq. (2.3) a solução paz.a PMIL é dada por-: 
y =c /p 
• • 
e yk = O, k = 2 .. n. 
Um limi t.ant.e superior é dado por: 
2.2.2. - ME:TODOS DE ENUMERAÇÃO IMPLíCITA 
O al€oritmo abaixo foi elabor-ado com base no algorit.mo 
proposto em Horowitz é Sahni [HSJ deoscrit.o na seção 2.1.3. 
o movimento progressivo para o pres:ent.e problema vai 
cons:i:S:t.ir em inserir o maior número possivel de cada element.o na 
solução corrente. O moviment.o regressivo será ret.ir-ar uma vez o 
últ.imo it.em inserido na solução corrente. 
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Antes de inserir um element.o na mochila, é verificado se est..a 
inserção vai melhorar o valor da solução corrente. Se não 
melhorar-, o movimento regressivo ocorre imediatamente. 
Sempre que houver uma solução complet.a, antes de efetuar o 
movimento regressivo, é verif"icado se ela pode atualizar- o valor-
da melhor solução at.é o moment.o. 
Quando nenhum movimento regressivo adicional íor possivel o 
algori t..mo t.ermina. 
2.2.3 - Mf:TODOS DE PROGRAMAÇÃO DINAMICA 
O algorit.mo aqui apresent.ado f"oi desenvolvido com base no 
algo:rit.mo para a mochila 0/1, descrit.o na seção 2.1.4. 
Considere como zk (c) o valor máximo da f"unção objet.ivo usando 
apenas: as primeiras k (k = 1 .. n) variáveis e com limit.ação de 
capacidade c Cc = 1..C). lst.o é: 
PMIC 
k = 
max { vy py 
"' 
c, y E zk } 
+ 
z (c) = zCPMI:) k 
yk (c) = yk onde, y 1. .. yk é solução ótima de PMIC k 
Da def'inição acima segue que 
PMic = max { v y : p y 5. c, y E ~ } 
:1 i :1 :1 :1 1. + 
ist.o é: 
c = o .. c 
c = o .. c 
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Ent.ão para k = 2 .• n e para c = O .. C podemos definir as 
seguint.es equações recursivas: 
max{jvk+z {c-jp) 
k- í k j = O,i..L c/pk J } 
onde zk (c) = + z {<:: - jp ) k- j_ k 
a solução ót.ima é encontrada recursivamente at.ravés de: 
Cada estágio 
ê . Sk, sequ nc1a~ de 
* z = z CC} 
n 
k = 
t.erno:s: 
1 .. n 
c 
k-• 
pode 
ordenados 
= c 
k 
c = c 
n 
* 
- y * k 
ser ident..ilicado 
do t.ipo C c, 
por 
y {c)) 
k 
uma 
em 
ordem crescente pelo valor da primeira component.e do t.erno. Caso 
hajam dois: t.el"nos: c(;, zk (.::;), yk ((;)) e (c, zk (c), yk (c)} t.ais que c 
< c e zk(~) ~ zk(c), ent.ão diz-se que o t.erno c:=-:, zk(.::;), yk(.::;)) 
domina o t.er-no (c, zk (c), yk (c)) e est.e últ.imo deve ser eliminado, 
pois é desnecessário. Cada est..ágio é ent.ão de tinido por uma 
sequência de t..erno:s: dominant..es e viáveis Gst.o é O ~ c :'5 C). 
O algo ri t.mo const.rói inicialment.e a :s:equência s' = { co, 
jv ' j) 
' 
} onde j = 2 .. L C/p ,J, solução 
Em seguida é const..ruida a sequência s' a part..ir de s' 
o, 
de 
e 
procede-se assim, suce:s:sivament..e, at..é considerar t..odos os H .. ens. O 
valor ót..imo z (C) é t..omado como sendo o últ.imo element.o da 
' . s". sequ""nc1a 
n 
Dada a sequência de t..ernos do est.ágio k-• s ' cont.rói -se 
sequências de t..ernos não dominados 
somando o t.erno < aos 
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e viáveis sk , 
J 
k-· t..ernos de S 
j = o .. L C/pk J, 
respect.i v a:ment.e. 
sk é obtido unindo as sequências 
ternos pela primeira componente. 
s• 
j observando a ordenação dos 
Na implementação realizada as seqências de ternos s• j não são 
obtidas explicitamente, apenas as sequências Slc são armazenadas. 
Slc é obtido através da união apropriada < "merge" ) de k-i S com a 
s:equência obtida pela adição do terno (pk, vk., 1) aos ternos: de 
caso s• é inicializado com o terno (0, o, Q)_ Deve-se 
ressalt.ar que na implement.ação do algorit.mo de Horowit.z e Sahni 
[HS11 para a machila 0/1 (seção 2.1.4) o conjunt.o Sk é obt.ido pela 
união k-1. k-1. apropriada de S com S E9 <pie, 
2.3 - PROBLEMA DAS MúLTIPLAS MOCHILAS [MTl 
o Problema das Múltiplas Mochilas 0/1 <PMM) é uma 
gen-eralização do problema apresentado na seção 2.1 onde estão 
diponiveis m mochilas: com capacidades C , C , ... , C _ 
1 2 m 
Este problema pode representar várias situações na indústria 
tais como: carregar m navios com n "containers", encher m 
tanques com n liquidas que não podem ser misturados, ou ainda 
cortar m itens unidimensionais em n pedaços de tamanhos 
pré-fixados: menores:. 
O problema consi:s:t.e em determinar y .. < s:e o it.em i deve ser 
J' 
incluido ou não na mochila j) de forma a maximizar o valor total 
dos it.ens incluidos: 
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m n 
PMM max j~< I v yji. ' 
s:. a 
n 
J p. ' y j i. se ' j = i .. m <2.9) 
m l y jC s 1 i = 1 .. n {2.10) 
J =1. 
yji. = 0/1 i = 1 .. n e 
j = Lm 
Fazendo m = 1 t.em-se o problema PM. 
Nest.e problema a rest.rição (2.10) implica que cada it.em pode 
ser- alocado em apenas uma das mochilas. 
E: comum :f'azer as seg-uintes suposiçeses: 
min { P, } 
i 
max { pi } 
i 
< min 
j 
< max 
j 
> max 
J 
{ c. } 
J 
{ c. } 
J 
< c. } 
J 
E considerar- t.ambém que os it.ens est.ão ordenados por valor 
especif"ico (eq. 2.3) e as mochilas: em ordem não crescente de 
capacidade: 
c- s: c. 
J J +i 
Os al.gorit.mos para o problema PMM podem ser divididos em duas 
classes dependendo dos valores de n e m. O problema é de fat.o 
di:ficil no Sênt.ido de que t.odos os algo ri t.mos conhecidos 
apresentam t.empo comput.acional não polinomial com respeito a m e n 
:fazendo com que os: algorit.mos sejam orientados para o caso de 
baixos valores: da razão n/m ou para o caso de alt.os: valores des:t..a 
razão. 
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São apresentados: a seguir linritant..es superiores: p=a o 
problema~ procediment..os: para reduzir o número de variáveis e 
alguns algori t..mos para obt.er a solução exat..a a a solução 
aproximada para o problema considerando o caso de alt..os valores da 
razão n/m. 
2.3.1 - LIMITANTES 
Dois: mét..odos: de relaxação são geralmente usados para o 
cálculo de limit..ant..es: para o problema PMM: a relaxação lagra.ngeana 
e a relaxação por s:ubs:tit..uição ("Surrogat.e relaxat.ion"). 
A relaxação lagrangeana é obt.ida at..ravés: de uma penalização 
na função objet..ivo utilizando a restrição de que cada item é 
colocado em apenas uma mochila · (2.10). Assim~ a relaxação 
lagrangeana relat.iva a um vet.or não negat.ivo À é dada por: 
l n n m PMM,_ max J. v. yji. j "· (jtj_yji - 1) (2.11) c c L :::cj_ 
n 
S. a I p. y .. ~c. j = 1..m c J' c 
yji.= 0/1 i = 1 .. n 
j = 1 .. m. 
junt..ando os: t..er>mos: comuns, a f"unção objet.ivo (2.11> pode ser 
rees:crit..a como: 
max 
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C v 
' 
À_)y __ . 
C JC 
Encontrando um valor para o vet.or À, o problema PMM relaxado pode 
ser decompost..o em uma coleção de m problemas da Mochila: 
n 
z. = I <v. À.) y j i. J ' ' 
n 
s.a I pi. yji. " c. J 
y j i. = o /1 
para j = Lm 
e o valor ót.imo par-a PMMÀ.. será dado por: 
z. 
J 
Dif"erent.e da relaxação lagTa.ngeana que :f"az com que a função 
objet.ivo absorva um conjunt.o de rest.rições, est.r-a:t..égia da 
relaxação por subst.it.uição consist.e em, como o próprio nome 
indica, subst.it.uir a conjunt.o original de l'est.l'ições pol' uma out.l'a 
rest.rição chamada de rest.rição subst.it.ut.a. 
Ent.ão, dado um vet.or não negat.ivo n, :relaxação por 
subs:t.it.uição para o problema PMM relat.iva a est.e vet.or é dada por: 
PMM 
rr 
max 
s.a 
m 1> J= :l J I. 
y ji. E 
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" 
1 
18 
v. Y .. 
C JC 
m 
\na. 
.L. J I. 
J"' :l 
i = 1 .. n 
Para obt.er- limit.ant.es bons, os valor-es dos vet.or-es 1\ e n: 
devem ser t.ornados: de forma a minimizar o valor de PM~ e PMM. 
Tl 
Es:t.e valor- par-a À pode ser encont.r-ado at.r-avés: do us:o de 
s:ubgr-adient.es; e o valor- ót.imo de n é pr-ovado por- Mart.ello e Tot.h 
[MT2l ser n.= k {k E z+> par-a i = 1 .. m. 
' 
Consider-e o problema PMM r-elaxado em progr-amação linear: 
m n 
J~i 1 v. y .. ' JC 
s. a 
J p. ' y .. :S: c JC ' j = 1 .. m 
m 
;f, y ji.. Si i = Ln 
o ,;; yji:::;: 1 i = L.n 
e j = 1 .. m 
cuja solução ót.ima primai é: 
1 i < t. 
m m l-i 
F = <2 c, 2 p,) / P, j= 1 Jl. J"'i l-=:1 i = t. 
o i > t. 
onde t. é o menor- indice que s:at.isf"az: 
e a solução dual associada: 
-
À 
= { ~' - P. {v /p ) ' l l i < t. 
' 
e: 
n:= v/p j l l 
i ~ t. 
j = t .. rn . 
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Como os valores das variáveis duais podem ser íacilment.e 
obt.idos é conveniente o seu uso para obt.er limi t.ant.es superiores 
para PMM at.ravés de PMMÀ e PMM Assim, À.= À. i = 1 .. n e rr. = rr. n • • J J 
j = 1 .. m 
Como foi vist.o, a r-elaxação lagr-angeana decompõe o problema 
PMM em uma série de problemas da mochila 0/1. De :íoi'ma similar, 
fazendo uma mudança de variáveis do t.ipo 
at.ribuindo um valor aonst.ant.e para as 
x_ 
m 
='y 
.L J~ 
r~ t 
(i 
component-es 
1 .. n), e 
de rr, a 
relaxação de subst.i t.uição pode ser expressa como um único problema 
da mochila 0/1: 
n 
max z = I v X c • 
s.a 
n m L P, X ~ L c i L=~ J =i 
X = 0/1 i = 1..n 
• 
Nenhuma duas relaxações domina a out.ra. Em 
espera-se que PMM 
rr 
ío:r-neça um limi t.ant.e melhor quando m é pequeno 
ou a I'azão n/m grande. Apesar de out.ros mult.iplicadores 
:fornecerem limit.ant.es melhores que À e rr.. o fat.o das variáveis 
duais serem f acilment.e calculadas faz com que o esforço 
comput.acional requerido para encontrar out.ros mult.iplicadores 
supere a economia obt.ida com os limit.ant.es melhores. É import.ant.e 
not.ar- que os limit.ant.es derivados de PMM:\ e 
melhores ou iguais aos obtidos por PMM . 
L 
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PMM- são sempre 
n 
2.3.2 - PROCEDIMENTOS DE REDUÇÃO E Mí:TODOS DE SOLUÇÃO 
O tamanho do problema PMM pode ser reduzido, de uma maneira 
simi1.a:r à apresentada na seção 2.1.2 através da construção dos 
conjunt.os: 
m 
I1 = {i i yji. == 1 é uma solução ót.ima para PMM> 
J =1 
m 
IO = {i \ y .,. O é uma solução ót.ima par-a PMM)-L J' J=i 
No presente caso no ent.ant.o, apenas os elementos do conjunto 
IO permi t.em a redução do t..amanho do problema (eliminando os i t.ens 
cujos indicas pertencem a 10), 11 fornece in:Cormação út.il apenas 
para reduzir o número de nós da árvore de decisão em um algoritmo 
do t.ipo particionar e limit.ar~ uma vez que ele não especifica em 
qual mochila o it.em foi inserido. Ingar-giola e Korsh ma 
apresent.am um procedimento baseado na ext.ensão da relação de 
dominância ent.re os it.ens para construir os conjuntos I1 e 10. 
São esboçados a seguir dois algorit-mos para encont.rar a 
solução exata do problema. 
O primeiro a!g-orit.mo, própost.o por Martelo e Tot..h [MT3J, é 
baseado no mét.odo particionar e limit..ar-. A cada nó é resolvido a 
relaxação lagr-angeana do problema com À. = O 
' 
para t..odo i, isto 
são resolvidos m problemas da mochilas 0/1 independentes. 
é, 
Se 
nênhum item aparece .;.m duas ou mais mochilas, foi encont..rada uma 
solução Iact.ivel para o problema e o movimento re~ressi vo é 
&fet.uado. Senão, um it.em que aparece em m' mochilas (2 :S m' :5 m) é 
selecionado e são ~erados m' nós descendentes correspondentes a 
inserção dést.<:~- it..em nas m'-1 primeiras mochilas e o m'-ésimo nó 
correspond<:~- a sua exclusão delas. Os m' limit.ant..es superiores são 
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calculados resolvendo m' problemas da mochila 0/1 e usando part.e 
das soluções encont.radas previamente nos nós anteriores. 
Em Mart.ello e Tot.h [MT2l é ut.ilizada uma t.écnica part.icular 
de busca em árvore chamada "bound and bound" que a cada nó da 
arvore de decisão calcula um limit.ant.e superior e um limit.ant.e 
inferior para o problema corrent.e. O limit.ant.e superior- sup($) 
para o problema corrente é calculado através da relaxação por 
s:ubst.it.uição de S e o limit.ant.e inferior inf($) é calculado por um 
procediment.o heur-is:t.ico que encont.ra uma solução para a primeira 
mochila, exclui os: it.ens: pert.encent.es: a es:t.a solução, encont.ra a 
solução para a seg-unda e assim por diant.e. A solução heurist.ica é 
armazenada em yjL A cada iteração, a part.ição do problema é 
feita tomando a prórima variável y . 
J ' 
que y .. 
J' 
= 1, de acordo 
com valores crescentes de j. A principal diferença ent.re est.e 
pr-ocedimento e o procediment.o part.icionar e limi t.ar padrão é que a 
fase de part.ição do problema é feit.a aqui adapt.ando a solução 
parcial at.ravés da solução obt.ida no cálculo dos limi t.ant.es 
inferiores. Ist.o for-nece duas vant.agens impor-t.ant.es: 1) para t.odo 
~ 
problema corrent.e S com s:up(S} = inf'<S>, y é uma solução ót.ima; 2) 
para S com inf'(S) < s:up(S), S é adaptado at.r-avés: da solução 
heuris:t.ica que é melhor- que a solução obt.ida por- uma sér-ie de 
moviment.os prog-ressivos adicionais. 
Os algorit.mos para a solução exat.a de PMM podem ser 
aplicados:, com um t.empo computacional aceitável, apenas para 
problemas com valor de m pequeno. No ent.ant.o, as aplicaçõoe 
prá't.icas dest.e problema geralment.e envolvem um grande número de 
variáveis, exigindo assim o uso de mét.odos: de solução mais 
adequados:: heurist.icas. 
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Fi.sk e Hung [FHJ apl"esent.am um procediment-o heurist.ico 
baseado na solução exat.a da :relaxação de subst.i"t.uição par-a PMM. 
Esse procediment-o t.ent.a inserir os it.ens do conjunt-o IRS ( IRS "" {i 
= 1, y j i. solução de PMM }) 
" 
nas mochilas. Quando um it.em não 
pudel" ser inserido em nenhuma delas, t.ent.a-se Iaze:r t.roca de it.en.s 
ent.re cada par- de mochilas (um por um, um por- dois, dois por um 
... ) at.é s:ez. encont.I'ada uma t.I'oca que ut.ilize t.ot.alment.ê o espaço 
diponivel em uma delas:. Se t.odos os it.ens do conjunt-o [RS; foram 
usados, uma solução ót.ima foi encont.r-ada; caso cont.r-ár-io a solução 
fact.ivel cor-rent.e pode sel" mêlhor-ada inserindo nas mochilas o 
maio:l" númer-o possivel de it.ens do conjunt.o fN IRS Como est.e 
algo:l"it.mo roequer- a solução exat.a para a :relaxação de s:ubst.it.uição 
do problema PMM, ele roequero no pior caso um t.empo de execução não 
polinomial. 
Mart.ello e Tot.h [MT4l apresent.am um pr-ocediment-o heuroist.ico 
baseado no pr-ocediment.o apresent.ado em Fis:k e Hung lFHl. o 
algoroit.mo consist-e de t.:r-ês et.apas: 1) det.erominar- uma solução 
inicial pr-eenchendo cada mochila com it.ens cons:ecut.ivos, iniciando 
com a mochila com menor- capacidade; 2) rearranjar a solução 
fact.ivel encont-rada f'azendo t.roca de it.ens ent.re as mochilas de 
f'orma que cada uma cont.enha it.ens com :razão valor-/peso dit'erent.es; 
3) melhorar o rearranjo da solução encont.rada, e em seguida t.ent.ar 
excluir- cada it.em da solução corrent.e e t.rocá-lo por- um ou mais 
it.ens que não estavam na solução e que levam a um melhorament-o da 
mesma. Os experiment-os comput.acionais f' e i t.os com est.e proocediment.o 
indicam que ele t.em um compo:rt.ament.o sat.ist'at.ór-io t.ant.o em t.eromos 
de t.empo de execução como em qualidade da solução encont.r-ada. 
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2.4 - PROBLEMA DO NúMERO MíNIMO DE MOCHILAS [EC, JDUGGl 
Considere agora, m mochilas com a mesma capacidade, C, e n 
i t.en.s com peso = 1..n). o problema do Númer-o Mini mo de 
Mochilas consiste em det.erminar como distribuir est.es it.ens ent.re 
as mochilas de f"or-ma a não exceder- suas capacidades e utilizando o 
meno:r númer-o possivel delas. Em g-e:ral, supõe-se que o peso dos 
i tens est.á dent.ro do intervalo <O, 11 e a capacidade das mochilas 
é c = 1 Est.e problema é um caso especial do pr-oblema do Cort.e 
Unidimensional {cap. IID. Modela dive:rsos pr-oblemas: p:rát.icos na 
ciência da computação. Alguns exemplos são: 
FORMATAÇÃO Suponha que as mochilas sejam regis:t.ros: de t.amanho 
Iixo: k bit.s, e os it.ens sejam dados: r~quel."endo kp ' kp ' 
• 2 
... , 
kp bits:. O objetivo é alocar os dados: usando o meno:r número de 
n 
regist.ros:. 
PAGINAÇÃO - Aqui as mochilas são páginas e os it..ens são segment.os 
de um pr-ogr-ama que devem aparecer em uma única página., por 
exemplo: loops, arrays, et.c. 
ALOCAÇÃO DE ARQUIVOS O obj&t.ivo é alocar- arquivos da vár-ios 
t.amanhos no menor número possível de t.rilhas no disco observando 
que os arquivos não podem sep divididos ent.re t.rilhas:. 
Serão apr-esent.ados aqui um mét.odo e}tat.o baseado na for-mulação 
do pr-oblema em progr-amação int.eira 0/1 e quat.r-o heuri:st.icas 
clássicas para o problema. 
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2.4.1 - ME:;TODO EXATO 
O método exato descr-ito a seguir- f'oi proposto em Eilon e 
Chr-istot'ides rECl, soluciona o problema fo:r-mulado 
matemáticamente da seguinte maneira: 
m n 
min ;f. ( h. 1 Y .. ) J JC 
s.a 
n 
1 P, yji. " c j = 1 .. m 
m 
J y ji. " 1 i = 1 .. n 
yjt = 0/1 i = 1 .. n 
e j = 1 .. m 
onde: 
pi. = peso do item i 
0(1) indica que o item i f" oi exclui do (incluído) da mochila j 
h. = penalidade atribuida ao se alocar itens: na mochila j, h.< h. 
J J J +:l 
O algoritmo trabalha encontrando inicialmente um limitant.e 
superiol"' z' par-a o pr-oblema por inspeção ou usando uma heuristica. 
Do conjunto de nxm variáveis é f'or-mado um subconjunto S de 
k variáveis, cada uma com valo!' O ou 1. As outras: (nxm k) 
variáveis f"icam livres. o conjunto s I'epresenta então um 
subproblema com <nxm k) variáveis, observe que como h. > O~ o 
J 
melhor valor (apesar de não necessá.riamente factivel) para as: 
var-iáveis livres é O. Este subproblema está resolvido quando é 
deter-minado o melhor valor das variáveis livres (estes valor-es 
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juntamente com os valores do elementos do conjunto S, formam uma 
solução f'act.iveD, ou quando nenhuma solução f'aat.ivel é obtida. No 
primeiro caso, a solução é guardada par-a futuras referê-ncias. 
Quando uma solução y não é factivel, é definido um 
subconjunto T com t.od.as as var-iáveis livres correspondentes a nós 
que não violam a capacidade da mochila. e o limi t.ante z 1 • Ent.ão um 
membr-o do conjunto T é transferido para o conjunto S e um novo 
s:ubproblema aparece. Neste ponto, é usado uma formulação do 
subproblema em pr-ogr-amação linear- <PL) de forma a excluir- alguns 
nós da árvore de decisão. Se a solução do PL excede z 1 , ou se a 
solução é infactivel, o nó é excluído. 
Quando a solução é fact.ivel, ver-ifica-se no conjunto S se há 
alguma var-iável que mudada para seu complemento produz um 
s:ubpr-oblema que ainda não foi r-esolvido. Se is:t.o ocor-re, est.a 
var-iável t.l'oca de valo!', as var-iáveis seguintes tornam-se livres e 
o algoritmo pr-ossegue. Caso cont.rár-io, y é a solução ót.ima. 
O método exposto acima apr-esenta um desempenho em ter-mos de 
tempo computacional mui t.o ruim, justificando a f' ato de que na 
pr-ática são usados: algoritmos: apr-oximados: par-a o problema. 
2.4.2. - Ml':TODOS HEURtSTICOS 
Como foi dit.o ant.es, algor-itmos que buscam a solução exat.a 
par-a este problema requerem um geral uma busca combinatór-ia muit.o 
lent.a, e os: algoritmos heurísticos tratados na prática enontram 
soluções muit.o próximas da ótima em um tempo comput.acional muit.as 
vezes menor. São apresent.ados a seguir quat.ro algor-itmos 
heurísticos: clássicos:. 
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Algo ri t.mo 1 <First. Fit.) Sejam as mochilas: C ~C ~ 
' 2 
... , c cada 
m 
uma com nivel de ocupação inicial zero, e os it.ens ... , 
na ordem orig-inal. Para alocar o it.em P. encont.re o menor indice j 
' 
t.al que a mochila C. es:t.eja 
J 
preenchida at.é o nível [1 :5 1 
coloque pi. em Cf O nível de Cj é ent.ão mudado para [1 + pi. 
Algo:r-it.mo 2 <Best. Fit.) Sejam .as 
uma com nivel de ocupação inicial zer-o, 
mochilas C ,C , 
' 2 
e os it.ens 
... , c 
m 
... , 
na ordem original. Para alocar o it.em p. 
' 
encont.re o menor- indice 
t.al que o nivel da mochila C. 
J 
mude para (1 1 e (l seja 
maior possivel. Coloque p. em C. e mude o nivel de C. par-a (1 + p .. 
t J J \. 
e 
j 
o 
Algori t.mo 3 (Fir.st. Fit. Decr-easing) - Or-dene- o conjunt.o de it.ens 
de :for-ma não crescent.e e aplique o Algorit.mo 1. 
Algo ri t.mo 4 <Best. Fit. Decreasing) Ordene o conjunt.o de it.ens 
de f"orma não crescent.e e aplique o Algorit.mo 2. 
Em Jonhson et. alli [JDUGGJ :foi demonst.rada uma análise do 
pior caso baseada no máximo valor, R F(k), da razão F<n)/M sobre 
o 
t.odos: os conjuntos: de it.ens pa7-a os quais M ~ k, onde F<n> E 
o 
<F'F(n), BP(n), FFD<n>, BFD<n)} é usado p=a denot.ar o número de 
mochilas obt.idas aplicando os quat.ro ólt.imos algo r-i t.mos, 
res:pect.ivarnent.e, a um conjunt.o de n it.ens: e M é um linút.ant.e para 
o 
o problema: 
M 
o 
n 
,; < E P 
' i.::::i 
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/c ) + 1 
Os au~o~es chegaram aos se~uin~es resultados: 
lim R (k) = 17/10. 
k•oo FF 
lim R (k) = 17/10 
k•a> BF 
lim R (k) = 11/9 
k•oo 
FFD 
lim R (k) = 11/9. 
k•oo 
BFF 
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CAPITULO 1II 
3 - O PROBLEMA DO CORTE UNIDIMENSIONAL 
Est.e capitulo t.r-at.a do problema do cort.e onde apenas uma 
dimensão Cl.ar-g-Ura ou compriment.o) da peça de t.amanho padrão é 
considerada par-a o cort.e. Nas pr-óximas seções são apresentadas 
f'ormulaçtíes do Problema Unidimensional, mét.odo:s: de solução e 
algumas variaç5es do mesmo. 
3.1 - FORMULAÇÃO 
O Problema do Cort.e Unidimensional consist.e em determinar-
como co:rt.ar- o menor número de peças de t..amanho padrão L~ at.endendo 
a uma demanda, b_, de it.ens de t.amanho 1., i = 1.. n, supondo que 
' ' 
exist..e uma quantidade ilimit.ada de peças de t.amanho padrão. 
Sendo X. o número de vezes que o esquema de cort.e A_ é usado, 
J J 
o p:rooblema consist.e em determinar o vet.o:I' x (m x 1) solução de: 
min 
m 
< Ex_ 
J j =:L 
Ax > b ~m } - 1 X E L 
+ 
(3.1) 
Si 
onde: 
h = ( h. ) vet.or- ( n x i ) de demanda. 
c 
A = <a .. ) mat.r-iz ( n x m ) onde cada coluna A . r-epr-esent.a um 
c J J 
esquema de cor-t.ê com a. . 
c J 
igual ao númer-o dê i tens dê dimênSÕês 1 i 
que são obt.idas nest.e esquema. 
3.2 - Mt':TODOS DE SOLUÇÃO 
Est.a f"ormulação do problêma apr-esenta duas gr-andes 
dif"iculdades: a restrição aos inteiros o gr-ande númer-o de 
esquemas de corte (colunas da matriz A ). 
Uma maneir-a de diminuir- estas dificuldades é r-elaxar a 
restr-iç~o X E em X E IR" 
+ 
resolver o programa linear 
result.ante atr-avés do método simplex revisado gerando a cada 
iteração uma coluna candidata para entrar na base (seção 1.2.2). 
Como vimos: na seção 1.3.2, a coluna cand.idat.a a ent.r-ar na 
base, A , deve sat.is::fazer: 
" 
ist.o é: 
além disso, o vet.or 
po:rt.ant.o : 
c 
• 
c min < c_ } 
J j 
= min 
j 
< 1 - n A_ } 
J 
A_, deve 
J 
descr-ever 
a .. e Z 
c J + 
52 
um esquema de cor-t.e 
Assim, o problema de encontrar a coluna com menor cus:t.o relat.ivo 
se t.orna: 
n 
max "rr.a . 
. L. 1.. 1.. 
". a 
t..=:t 
i.!:t 1 i ai :::; L 
a.E Z+ 
' 
que como vimos na seção 2.2 é o Problema da Mochila Int.eiro. 
3.3.- VARIAÇõES DO PROBLEMA 
Além do objetivo apresentado na seção anterior: 
D minimizar o núme:ro t.ot.al de peças de t.amanho padrão: 
m 
min Ex. 
j=:t J 
podem s:er associadas ao Problema do Cor-t.e Unidimensional ainda, 
dilel'ent.es f'"unções objet.ivos, dent.re as quais: 
iD minimizar a perda t.ot.al 
m 
min r;r.x. 
j= i J J 
onde r . é a perda em um esquema de cor-t.e A . dada por-: 
J J 
n 
r. 
J 
= L - E 1; a. 
. ,, 
i.=1 
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(3.2) 
iiD minimizar a perda relativa: 
min <Er.x. / 
j=i J J 
m 
Ex.} 
j=i J 
iv} maximizar o valor total dos itens cort.ados: 
n m 
max q; E 
i=i j=i 
v. 
' 
onde v. é um valor atribtúdo ao item i. 
' 
a .. 
' J 
Diferentes conjuntos de restrições são associados a est.as 
funções objet.ivos, os mais comuns são: 
i) Ax = b, 
" 
E 2" 
+ 
iD Ax 
" 
b, 
" 
E 2" 
+ 
iiD Ax :5 b, 
" 
E 2" 
+ 
i v} b' 
" 
Ax :5 b, 
" 
E 2" 
+ 
Observe que os problemas formados pela rest.rição i} combinada 
com a função objet.ivo D ou com a função objetivo iD são 
equivalentes. 
Na indústria do corte de papel, frequentemente as encomendas 
são at..end.idas: dent..ro de um int..erva.lo de t..oleráncia de mais ou 
menos 6% <Gilmore-Gomory [GG2D. Ist..o é, h, :-;::: Ax :-;::: b. Nest..e caso, 
afim de aproveit..a.r est.a t.olerância, a função objet.ivo mais: 
apropriada é minimizar a perda relativa, pois s:e forem usados os 
objet..ivos D, iD ou iv} acima a solução ót.ima t.ende a sat.isfazer 
o nivel minimo de produção. 
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Assim, se um esquema de cor-t.e A. é usado x. vezes, o problema 
é: 
ac:roescent..ando 
z 
min i ( = 
z 
2 
s.a 
J J 
m 
E "· Jj = :1. 
m 
E 
j = :1. 
Ax ;?:: b' 
Ax $ b 
X E z" 
+ 
X. 
J 
) 
X. 
J 
variáveis de !"alga em (3.6) 
equação result.ant.e de {3.5) che{!;a-se ao pr-oblema: 
min 
s. a 
z 
i 
z 
2 
Ax + s = b 
(3.5) 
(3.6) 
e subt.:roaindo a 
que é um problema de Pr-og-r-amação Fracionária com variáveis de 
folg-a canalizadas. 
m 
E x. > O para qualquer vet.o:ro de demanda b > 
j=:l J 
Observe que O, e 
que como os element..os da matriz A são todos números inteiros 
posit..ivos o conjunto de :roest..rições dest..e problema forma um 
conjunt.o limit.ado. Ou seja, est.e problema s:at..isf'az as condições do 
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t..eor-ema 1.2.1, {seção 1.2.4) e port..ant.o pode ser r-esolvido pelo 
mét.odo simplex com os cust.os r-elat.ivos calculados pala equação 
(1.11) (seção 1.2.4). 
Observe ainda que a canalização das variáveis de :f"olga pode 
ser t-rabalhada sem aument.ar o t.amanho da base do problema, usando 
o mét.odo simplex para variáveis canalizadas {seção 1.2.3). 
A única di:f"iculdade na resolução do problema est..á ent.ão no 
número alt.o de colunas da mat.:roiz A. Usando o algorit.mo simplex da 
seção 1.2.1 par-a r-esolver- o problema, a escolha da variável 
candidata a ent.l'ar na base :requer- que os cust.os r-elat.ivos sejam 
calculados pela equação {1.11), ist.o é: 
-2 
-
z c. 
c. = 
J 
J 
mas, pelas: equações <1.9) e {1.10): 
-· 1 c. = c. 
J J 
1 
( -z 
-z 
c. = 
J 
= 1 -
-1 
- 2 z c j 
2}2 
onde 1 rr z e " são soluções dos sis:t.emas: rriB = 
s:ubs:t.it.uindo {3.7) e (3.8) em C1.1D: 
c= j 
-2 
z (r. 
J 
(1 -
subst.it.uindo o valor de :ro. {eq. 3.2) em (3.9): 
J 
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• c 
B 
2 
c 
B 
{3.7) 
{3.8) 
(3.9} 
n 
-2 ) i -i z [ <L E 1 a. - rr A. l - z 
' 
' j J l=i. 
c. = 
J ( -2 )2 z 
n n {;zL -i -2 E 1 -2 E i - z z a. z "· a. 
' 
' j ' ' j i.=t i.=:l 
c = j ( -2 )2 z 
n 
-z -i E -· 2 -2 ( <z L - z [z 
" 
+ z 1 
' ' i.=i 
c. = 
J ( -2 )2 z 
f"azendo: k -2 L 
-i 
-· 
2 -2 
<1. + = z - z e 
"· 
= z 
"· 
+ z 
' ' ' 
n 
k E "· a 
' 
i. j i = :1 
c. = 
J ( -z )2 z 
for usado o crit.ério de Dant.zig 
candidat.a a ent.rar na base, t.em-se que: 
min c. = 
J 
que é equiv alent..e a 
min { k 
j 
n 
max E 
"· ' i.= 1_ 
n 
S. a E 1. 
' i.=:l 
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a 
E " 
i.= :1 
-2 >2 ( z 
' 
a. 
" 
L 
' 
a. E z 
' 
+ 
' 
a . . } 
' J 
(1 
-
rr2A 
.> 
J 
n 
-i E 2 .> z IT. a. 
' ' J i.=i 
i )] + 
" 
a. } 
' ' j 
i 
"· ) 
' 
para escolher a 
Ou seja, novamente, para gerar uma coluna candidata a ent.rar na 
base é resolvido um problema da mochila inteiro. A mudança aqui em 
relação ao método descrito na seção 3.2.1, é que rr. é função 
' 
de n' 
' 
2 
e rr_. O cálculo do cus:t.o r-elat.ivo das variáveis de !'alga é ieit.o 
' 
diret.ament.e pela equação (1.11). 
3.4 - OUTRAS VARIAÇõES DO PROBLEMA 
Freqüent.ement.e, o númer-o de itens que podem ser obtidos pelo 
cor-te de uma peça de tamanha padrão é limitado pela número de 
t'aca.s: disponiveis. Gilmore e Gomor-y [GG21 resolvem est..e problema 
pelo mét.odo simplex com geração de colunas (seção 3.2.1) 
acres:cent.ando ao problema da mochila a restriçãq: 
n 
E a. :S F 
' i= 1 
ande F é o número de facas disponíveis. 
Haes:ler [Has:11 considera no problema do cort.e além das 
pe:rdas~ o custo pela mudança do esquema de corte. For-mula ent.ão o 
problema at.:ribuinda uma penalização para mudanças: no esquema de 
cort.e e propõe um algoritmo heurístico para encontrar a solução 
ót.ima que minimiza as perdas: e o número de esquemas de corte 
necessários para atender a demanda. Em [Has1, Haesler observa que 
e:s:s:e procediment.o heuris:t.ico não trabalha bem quando o t.amanho das 
peças da demanda são grandes em relação ao tamanho da peça padrão. 
Nestes casos~ o pracediment.o de programação lineal' apresentada em 
Gilmore e Gamory [GG21 cont.inua sendo uma boa Ierramenta para 
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encont.rar- urna solução. Ba.s:t.a limit.ar- o númer-o máximo de vezes que 
uma peça i da demanda pode aparecer em um esquema de cort.e. Est.a 
r-es:t.r-ição faz com que um det.er-minado esquema. seja usado mais vezes 
e port.ant.o ao lazer o arredondamento para valores inteiros o 
número de esquemas de corte diferentes: e o número de itens: da 
demanda não atendidos é menor. 
Ferreira [Fel modifica o algoritmo apresentado em Gilmore e 
Gomory [<3<321 para resolver o problema com rest.rições adicionais 
represent.ando cortadeiras e guilhot.inas. Com seu modelo, det.ermina 
esquemas de cort.e para dividir bobinas de papel de t.amanho-padrão 
L em bobinas menores de t.amanho 1. :S L , e bobinas de tamanho 1. em 
folhas de dimensões (ot. " r.). 
' ' 
3.5 - OUTRAS FORMULAÇOES 
' ' 
Dyckhof"f" [Dyl propõe um modelo onde os itens são obt.idos: pela 
divisão da peça de cor-t.e {peças de t.amanho padrão) usando apenas 
uma f"aca, em um número ilimitado de vezes:, e onde os it.ens 
residuais (it.ens cor-tados que não f"azem part.e da demanda) 
cons:t.it.uem novas peças de cort.e. Des:t.a maneira, um esquema de 
corte é repl"esent.ado por uma es:t.I"ut.ul"a do tipo: [k, 11; isto é, a 
peça de t.amanho padrão k é cort.ada na posição 1, onde 1 é o 
t.amanho de um it.em da demanda, produzindo duas peças de tamanho 1 
e k-1. Apesar dest.a est.I"ut.ura simples, qualquer esquema de cort.e 
pode ser const.rtúdo s:uces:sivament.e. A peça de tamanho k-1, s:e não 
fizer part.e da demanda, e se k-1 > min <1.>, 
' 
será considerada 
como uma nova peça de cort.e e denominada it.em residual relevant.e. 
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Baseado nesta nova estrutura para um esquema de cort.e, o modelo é: 
Dados, 
S = { S t .. SJ,? , co junto das peças de tamanho padrão em estoque. 
c_ =:; custo da peça de tamanho padr-ão S .. 
' ' 
1L = {! .. 1 } , t.amanho dos it.ens da demanda. 
' n 
b = {b 
' 
IR=<r 
' 
b } , demanda das peças de tamanho 1. 
n ' 
r } , t.amanho dos it.ens residuais relevant.es 
' 
min <r.> ~ min <1.> 
' ' 
deseja-se det.erminar: 
y = número de peças de t..amanho padrão k (originais ou residuais) 
kl 
cort..adas: na posição 1, 1 E D.., 1 "S k, que minimizem os aust.os 
sat.isfazendo a demanda. Ist.o é: 
min 
s:. a 
onde: 
E 
LES 
- E 
ke!Bl 
+E tyk+t,k 
ke!B 
S U ~ = conjunto das peças de cort.e 
Á\t = {k. E $ U ~ ; k ) !} 
!Bl 
= {k E IL k+IeSU~> 
<C L 
= <kE []_ k < 1} 
j b. ' 1 E []_ e 1 = 1 bl = ' i O,le-n.... 
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(3.2) 
+ bt (3.3) 
1 E ([]_ u IR) ' s 
A função objet..ivo (3.2), indica que o cust..o a ser- minimizado 
é dado pelo número de peças de t.amanho padrão originais usadas, 
subt.raidas do número de it.ens r-esiduais r-elevant.es obt.idos pelo 
cor-t.e des:t.a peça e ut.ilizados para obt.er i t.ens da demanda. As 
equações de balanceament.o (3.::n, indicam que o númer-o de peças de 
cort.e (or-iginais ou residuais) disponíveis deve ser- maior- ou igual 
ao número de peças de t.amanho 1 cort.ada ( 1 e [L U IR). Não há 
necessidade de escrever es:t.as: equações para 1 E S, porque as peças 
des:t.e t.amanho est.ão disponiveis em qualquer- quant.idade. 
Compar-ando os dois modelos, Dyck.hoff CDyl observa que apesar 
dos dois modelos serem equivalent.es, eles diferem nas dimens5es. O 
número de rest.r-ições na. nova for-mulação cresce do númer-o de it.ens 
da demanda, para o númer-o de it.ens residuais relevant.es diferent.es 
das peças de t.amanho padrão, somado ao númer-o de it.ens da demanda. 
O númer-o de variáveis decr-esce do número de esquemas de cort.e 
associados a cada peça de t.amanho padrão, para o número de 
poss:iblidades de cort.ar uma vez as peças de t.amanho padrão ou 
it.ens: residuais: l'elevant.es. ~ impos:s:ivel dar est.imat.ivas válic:::l.as 
universalment.e para as dimensões dos dois modelos: uma vez que eles 
não dependem apenas do número de t.amanhos: padl'ões e do número de 
i t.ens da demanda, mas t..amhém das 
it.ens. 
re~ç5es: ent.re os t.amanhos dos 
Dyckhoff observa ainda que a nova formulação é melhor em 
t.er-mos de esforço comput.acional se exist.em várias peças de 
t.amanhos: padrões difer-ent.es, e/ou o conjunt.o de it.ens residuais: 
r-elevant.eS não t.iver- cardinalidade muit.o superior ao número de 
i t.ens da demanda. 
Es:t.a formulação possui um número menor de variáveis do que a 
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formulação ant.erior mas possui um número maior de rest.riç(lSes. No 
ent.ant.o~ relaxando a res:t.rição das variáveis assumirem valores 
inteiros, de acordo com Dyckhof"f", é possível resolver os problemas 
encont.rados na prát.ica pelo mét.odo simplex usual. 
t: bom observar t.ambém, que na prát.ica est.e modelo só funciona 
quando não exist.e rest.r-ição no número de facas. 
Finalmente, deve-se ressaltar que o problema do número minimo 
de mochilas apresentado no capitulo li corre:sponde ao seguint.e 
modelo do cort.e unidimensional: 
min<Ex. 
j=1. J 
Ax 
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= b, X E 2" } 
+ 
CAPíTULO IV 
4 - O PROBLEMA DO CORTE BIDIMENSIONAL 
O Problema do Cort.e Bidimensional aparece no processo de 
produção onde uma placa ret.ângular deve ser cort.ada em peças 
menores. Duas dimensões,. usualment.e compriment.o e largura, são 
consideradas cont.rast.ando com o problema desarit.o no 
ant.erior onde soment.e uma dimensão é considerada. 
aapit.ulo 
Encont.ram-se aplicações dest.e problema no co:rt.e de placas de 
aço, vidro, papel,. filme, plAs:t.ico, couro, t.eci_do, madeira e na 
dia~ramação de jornais e r-evist.as; assim como no carregament.o de 
caminhões e vagões de t.rens,. embora este tipo de cort.e possa ser 
considerado t.ri ou quadri-dimen.s:ional ( comprimento, largura, 
alt.ura e peso). 
O Problema do Cor-t.e Bidimen.s:ional com maior aplicação prática 
é o que considera o cort.e de uma placa ret.ângular padrão em it.ens 
ret.ângulares e t.em recebido at.enção de diversos aut.ores com 
diferent.es formulações e mét.odos de resolução. 
o present.e capit.ulo apresent.a diferent.es formulações 
mét.odos de resolução. t: dado destaque às técnicas de geração de 
colunas e são apresent.ados ainda variações do problema enfocando 
aspect.as pi"át.icos: que aparecem na indústria. 
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4.1 - FORMULAÇÃO 
O Pr-oblema do Cort.e Bidimens:ional <CB) consiste em determinar 
esquemas para cort.ar o menor número de placas ret..ângulares: de 
tamanho padrão L x W de íor-ma a at..ender uma demanda, b., de it.ens: 
' 
ret.ângul..a.r>es de dimensões 1. x w , i = 1 .. n. 
' ' 
m 
CB min < E 
j = 1 
X. 
J 
Ax 2: b, X E 
onde: 
z" } 
+ 
x = <x.> é um m-vet.or com cada componente l"epresent.ando o número 
J 
de vezes que o esqema de cort.e j é utilizado para o cort.e de uma 
placa. 
A = (a. . ) é uma (n x m>-mat.riz onde cada coluna A representa um 
' J J 
esquema de cort.e e a .. é o número de it.ens de dimensí::íes: '1_ x w. que 
t J \. l 
serão obtidos no esquema A . 
J 
b = (b. ) é um n-vet.or de demanda dos it.ens retangulares. 
' 
A exemplo do Problema do Cort.e Unidimensional, 
objet.ivo acima: 
D minimizar o número t.ot.al de peças de t.amanho padrão: 
m 
min Ex. 
j=i J 
além do 
podem ser associadas a est.e problema. ainda, diferentes funções 
objetivos dent.re as quais: 
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iD minimizar- a per-da t.ot.al 
m 
min E r-.x. 
j= :1 J J 
onde r- . é a per-da em um esquema de co:r-t.e A . dada por-: 
J J 
n 
>-= j «L x W> - [ E a .. Cl L J i. * w. ' i.=i 
iiD minimizar a perda relat.iva: 
min 
m 
<Er-.x. / 
j= t J J 
m 
Ex.> 
j=:i J 
iv) maximizar o valor t.ot.al dos it.ens cort.ados: 
n m 
max<E E 
1=:1 j=:i 
v. 
' 
onde v. é um valor at.ribuido ao it.em L 
' 
a .. 
' J 
><.) 
J 
) ]} 
Diferentes conjuntos rle restrições são associados a estas 
íunções objet.ivos, os mais comuns são: 
i) Ax = b, X E z" 
+ 
i i) Ax ?: b, 
" 
E z" 
+ 
iiD Ax 
" 
b, 
" 
E z" 
+ 
i v) b' 
" 
Ax s b, 
" 
E z" 
+ 
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4.2 - MÉTODOS DE SOLUÇÃO 
Uma maneira de resolver CB é utilizar- a programação linear. 
Para isso a rest.rição x e z" 
+ 
é relaxada em 
N 
X E IR 
+ 
Como no problema do cort.e unidimensional descrit.o 
ant.eriorment.e, a dificuldade de resolver est.e problema aonsist.e no 
número enorme de colunas da mat.riz A. Se, como no caso ant.erior, 
f'or usado o mét.odo Simplex com de ~eração de colunas, a cada 
it.er-ação o seguint.e problema deve ser- resolvido: 
GC max { rry y e { A .. A } C y um esquema de cort.e) } 
' n 
Ou seja, t.rat.a-se do problema da cor:t.e bidimensional com 
apenas uma placa disponivel para o cort.e e com objet.ivo de 
maximizar o valor t.ot.al dos it.ens cort.ados. Em cont.rast.e com o 
Problema do Cort.e Unidimensional, é dificil encontrar uma 
descrição mat.emát.ica para a r-estrição y = A. ( esquema de cort.e). 
J 
Diversos autores têm proposto métodos de solução para este 
problema. A melhor :solução para o problema CB relaxado vai 
depender diretamente da qualidade da. solução de GC. Na seção 4.3 
s:ão desenvolvidos alguns métodos para solucionar EIC. 
Para resolver o problema de minimizar a perda total (função 
objetivo iD da seção 4.1) Wang [Wl apresenta um método aproximado 
que consiste em num primeiro momento gerar as colunas da mat.riz A 1 
ou seja os esquemas de corte e rejeitar aqueles que possuem 
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uma perda de cort.e maior que UJn det.erminado va.lol' pré-fixado, por 
exemplo, uma porcent.agem da área da placa. Em seg-uida, aplicar o 
mét.odo simplex usual (seção 1.2.1) às colunas rest..ant.es. 
4.3 - GERAÇÃO DOS ESQUEMAS DE CORTE 
Gerar as colunas da mat..riz A para resolver CB é equivalente a 
encont.rar uma solução para o problema GC. Ao ger.<U- os esquemas de 
cort.e, um Cat.o a ser considerado é o t.ipo de cort.e a ser feit.o. Um 
cort.e é do tipo guilhot.ina quando é efet..uado de uma .<U-esta à 
arest.a oposta do :r-et.ãngulo, paralelo às duas arest.as rest.ant.es. 
Diversas aplicações do problema CB, como por exemplo na indóst.ria 
de vidr-o, papel, madeiJ"a, et.c, exigem est.e t.ipo de cort.e. Cort.es 
não guilhotinados ocorrem com mais frequência quando nenhum cort.e 
é realmente elet.uado, como na alocação de anúncios em jornais ou 
no car:r-egament.o de candnhões e trens. 
Um cort.e pode ser feit..o ao longo do compriment.o, paralelo à 
largura, chamado cort.e vertical ou ao longo da largura, paralelo 
ao compriment.o, cort.e horizont.al. 
O nómero de esquemas de cort.e :fact.iveis pode ser reduzido se 
as seguintes propriedades forem consideradas: 
D CORTE NORMAL OU CANôNICO - Apenas os cor-t.e.s: na placa que são 
múlt.iplos int.eiros do compriment-o ou da largur-a t.ot.al de uma ou 
mais peças devem ser considerados. Ou seja, se é Ieit.o um cort.e 
vert.ical no retângulo de dimensões p x q na posição p, ent.ão, no 
modelo de cort.e final, deve haver alguma combinação de it.ens com 
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compriment-o 1. e largura w. ::5 q~ cuja soma t.ot.al dos comprimentos 
' ' 
deve ser exat.ament.e p. Se isso não ocorre~ ent.ão um cort.e 
alt.ernat.ivo em posição menor ou igual a p pode ser feit.o levando 
ao mesmo esquema de cort.e final~ por isso de mesmo valor~ de 
acordo com a condição descrit.a acima. Um cort.e normal envolvendo 
apenas um t.ipo de ret.An€ulo é chamado cort.ê homogªnêo. 
ii) EFEITO DE SIMETRIA Com um cor-t.e vertical no retângulo dê 
dimensões p x q na posição p ~ ~ obt.em-se dois ret.ângulos de 
dimensões p ~x q e < p-p ') x q. Clarament.e, est.es dois ret.ângulos 
poderiam ser obt.idos com um cort.e em p-p ~. Essa duplicação de 
esquemas de cort.e pode ser evit.ada, para t.odo corte canônico 
não-homogêneo da placa, rest.ringindo os cort.es a posições menores 
ou iguais à met.ade da correspondente dimensão da placa. Isso reduz 
o número dê possibilidades de cort.es pela met.ade. 
iiD EFEITO DE ORDENAÇÃO Suponha que é feit.o um cort.e vertical 
no retângulo de dimensões p x q na posição p' produzindo dois 
ret.ângulos: de dimensões p'x q e ( p p') X q. Em seguida 
considere que no retângulo de dimensões ( p p') X q é feit.o um 
cort..e na posição p''• onde p'< p'' < L< p p') / 2 J' produzindo 
t.rês retângulos: <p ',q), {p' ',q), <p p ~- p' '~q). Esses mesmos 
t.rês ret.ângulos poderiam t.er sido obt.idos fazendo o cort.e p" em 
<p,q) e em seguida o corte p' em ( p -p' ',q ). Esse tipo de 
duplicação é evitado int.roduzindo uma ordenação nos cort.es t.al que 
se um ret.ãngulo é cort.ado na posição p ' 1 ent.ão t.odos os cor-tes 
subsequent..es nos dois: ret..ãngulos: res:ultant.es devem ser maiores ou 
iguais a p'. 
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A seguir são apresen~adas aUgumas ~écnicas de geração de 
colunas considerando o cort.e do t.ipo guilhotina. 
4.3.1 - MÉTODO EM DOIS ESTÁGIOS !GG31 
Uma import.an~e subclasse de esquemas de do t.ipo 
guilhotina é aquela onde os cortes são ef"e~uados em apenas dois 
e:s:t..ágios. Primeiro a placa CL, W) é dividida em f"aixas de t..amanho 
L x w. e ent.ão cada faixa é t.omada individulament.e e cort.ada em 
' 
seu comprimento. As vezes um est.ágio de ajuste é permit.ido e os 
i t.ens obtidos no 1~ e no 2~ estágio são cortados na largura para 
produzir os it.ens da defl'U,Inda. 
Assim, supondo que os it.ens estão ordenados em ordem 
crescente de largura ( w 
' 
w ,; 
2 
w )," gerar 
n 
os esquemas de 
cort.e em dois es~ágios: consis:t.e em 
1) Para t.odas as larguras w. 
' 
(i = i .. n) 
óUmo obt.ido alocando os it.ens: de t..amanho 
calcula-se 
1 .X 
J 
w. 
J 
• n 
' 
,para 
o 
w. 
J 
lado a lado em -wna faixa de comprimento L e largura 
resolvido ent.ão para cada i o seguinte problema da mochila: 
* rr. = max 
' 
s. a 
n s. + 
' " 
1 s + 
1 i. 1 
s .. e Z 
' J + 
+ 1 s < L 
k 'k 
e w. 
J 
( W. j = Í .. k 
' 
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valor 
,; w 
' 
' 
w 
i 
É 
2) A solução ótima para OC é obtida resolvendo mais um problema da 
mochila: 
max 
" 
S. a w 
t. 
O esquema de cort..e j é ent..ão: 
a .. = 
•J 
• t. 
< < 
t. 
< 
' 
E 
' 
n 
+ + • 
" t. n n 
+ + w t. :<; w 
n n 
z• 
Existem ent..ão m+1 problemas da mochila para serem :resolvidos. 
No ent..anto, é possivel resolver os m problemas da mochila que 
aparecem no estági~ i) junt..os, at..ravés do procediment..o de 
programação dinâmica descrito na seção 2.2.3. 
Port.ant.o resolver o problema GC em dois estágios consist.e 
então em primeiro calcular o valor correspondente a se alocar 
it..ens em faixas de compriment..o L e 
os itens com largura w. 
J 
w_), 
' 
largur-a 
e em 
w. 
' 
(considerando apenas 
seguida determinar a 
combinação dessas faixas que cabem dent.ro da largura W e que 
maximizam o valor total do esquema de cort.e. Em r-esumo, é 
necessário resolver apenas dois problemas da mochila. 
4.3.2 - Mt:TODO EM N-ESTAGIOS [Be11 
O método apresentado nessa seção trabalha com a restrição ao 
problema que limit.a os cortes a serem feitos em um nómero n de 
est.ágios. 
70 
Associa-se a cada estágio um tipo de corte, horizontal ou 
vertical. e importante notar, no entanto, que não é exigido que um 
cor-t.e seja efetuado a cada estágio mas, sim que a direção de corte 
seja mudada. 
Par-a formular o problema define-se as seguintes equações: 
F( k, x, y ) = valor ótimo do corte no k-ésimo estágio do it.em de 
dimensão ( x, y ) considerando que o cor-t.e no t.:' estágio foi 
horizontaL 
GC k, x, y } = valor ótimo do corte no k-ésimo estágio do item de 
dimensão ( x, y ) considerando que o corte no t.? estágio foi 
vertical . 
O valor k = O na definição acima corresponde a um estágio 
adicional de corte para ajustar um item no retângulo ( x, y }. São 
identificados quatro casos: 
1) (T = 1) Não é possivel um estágio adicionaL 
F( O, x, y ) = max { {O} U {v_ 
' 
1 = ){ ' 
' 
w 
' 
= y, i = 1..n }} 
2) <T = 2) f: possivel um estágio adicional com um corte 
horoizont.al. 
F< O, x, y ) = max { {Q} U {v;.. 
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1. = 
' 
:::; y, i = Ln }} 
3) <T = 3) ~ possível um estágio adicional com um corte verticaL 
F< O, :x, y ) = ma:x < {Q} U <v 
' 
1. ~ :X 
' 
' w. 
' 
= y, i = i .. n }} 
4) <T = 4) E: pos:s:ivel um estágio adicional t.ant.o para um cort.e 
horizont..al como vert.ical. 
F< o, x, y ) = max { {Q} U <v i 1 :5 x , w. S y, i = i..n H 
' ' 
Par-a G( O, x, y ) aparecem os: mesmos casos e por ist.o é 
idênt.ico a F< O, x, y ). 
Considerando o corte no k-ésimo estágio no retângulo ( x, y ) 
onde a direção do corte no 1::' estágio foi horizont.al existem 
apenas t.rªs: alternativas para o corte ót.ifT:!o: 
a) ~ per-mitido apenas: (se pos:s:iveD o est.ágio de ajuste em <x, y). 
b) Existe pelo menos um corte horizontal, y 
' 
, no 1~ estágio em ( 
x, y ). Se um ajuste hor-izont.al é per-mit.ido < T = 2 ou T .., 4 ), é 
necessário considerar- apenas valores y j_ ::;; y/2 ( pelo efeito de 
simetria ). 
c) Não existe um cort.e horizont.al no 1.::' estágio em < x, y ), mas: 
existe um vertical, x , no 
' 
2~ estágio. Nes:t.e caso há um esquema de 
cort.e para < x, y ) com um corte vertical no 1? e-stágio e k-1 
estágios no esquema de corte final. 
Utilizando a propr-iedade D definida na seção 4.3.1 e 
considerando que é possivel um estágio de ajuste, o conjunto de 
possíveis cortes será definido da seguinte for-ma: 
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e 
Para 
IL = [x 
' 
onde: 
k = 3 
IW = ty 
' 
onde: 
{ 
n 
X = E I. a. 1 
"' 
X 
"' 
L - k a. E , 
' ' 
3 
' i.=i 
min ( 1. , i = 1. .n) se T = 3 ou T = 
' 
1 caso contrário. 
n 
y = E w. a. , 1 :$ y :S: W - k 
. L L 4 
I. =:1 
a. 
' 
f min( w. 
k. = l 1 ' , i = 1 .. n) se T = 2 ou T = 4 
caso cont.rár ia. 
usar o cort.e normal na prog-ramação 
z+l. 
4 
dinâmica 
necessidade de def'inir ainda os seguintes conjuntos : 
pC x ) = max < O, x 
e 
q( X ) = max < o, y 
X :5 x, X E Q_ ) X $ L 
' 
y ::5 y, y w. 
há 
Ou seja, p(x) é o valor mais próximo de x dent-ro do conjunt.o de 
valores normalizados [L ( p(x} :5 x X E [_ e 
' 
p(x) = O, no caso 
' 
contrário ). Para simplificar o algoritmo define-se p(L) = L isso 
não é est.rit.arnent.e necessário uma vez que pode não existir um 
conjunt.o de it.ens cuja soma dos compriment.os seja exat.ament.e L 
Um raciocinio similar aplica-se a q Cy ) . 
Assim, restringindo os valores de x e y àqueles pert.enc.ent.es 
aos conjunt.os [L 0 (Q_ o = []__ U {L}) e [Wo 
' 
seguinte equação recursiva: 
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IW U <W» 
' 
obtém-se a 
onde: 
e 
onde: 
e 
FCk,x,y)= max { FCO, x, y ); 
F<k, x, y ) + F<k, x, q C y-y ) ) , y e !J..4 
:1. :1. :1. :1. 
GCk-1, x, y) }. 
o o k ~ 1; X E [L e y E !J..4 
e y ::5 k (y); 
' ' 
K
1 
Cy) = { y/2 
y-1 
se T = 2 ou T = 4 
caso cont.rário 
Com um raciocinio similar- ao ant.erior: 
GCk,x,y) = max { GCO, x, y ) ; 
K (x) 
z 
GCk, x,, y ) +<3(k 1 p<x-x), y), x E !L 
' ' ' 
e x ::5 k (x); 
' z 
F<k-1, x, y )} . 
!Lo o,O k ~ 1; X E e y E \l'l ; 
= { 
x-1 caso cont.rário 
x/2 se T = 3 ou T = 4 
O cort.e ót.imo em n-est.ágios: de uma placa (L x \V) será dado 
por F(n, L, W) ou G<n, L, W) se a direção de cort.e no 1::' es:t.ágio 
:Cor especificada, e max { F<n, L, \V), G<n, L, \V) } no caso 
cont.rário. O esquema de cort.e ót.imo pode ser obt.ido de uma maneira 
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simples se forem usados apont.adores para cada (k, x~ y) que 
indiquem os t.ermos da recursão que levam aos valores F<k, x, y) e 
G(k, x, y). Uma simples rot.ina de ret.rocesso é ent.ão usada para 
recuperar o esquema de cort.e associado ao valor ót.imo. 
Est.as equações recursivas envolvem O[ni!L~ I pw ... I<I0...
1
I+ji:W
1 
I)J 
operações e O<IIL, li~, I) capacidade de memória. Os result.ados 
comput.acionais apresent.ados por Beasley [Be1l sugerem que o uso de 
t..rês ou mais est.ágios não conduz a soluções significat..i vament.e 
superiores. 
4.3.3 - MÉTODO PARTICIONAR E LIMITAR m. CWJ 
o mét.odo descrit.o nest.a seção é baseado no t.l'abalho 
desenvolvido por Herz [Hl. O problema abordado aqui é GC com a 
r-est.rição adicional de um limi t..ant.e superior 7 u. , para cada i t.em 
• 
da demanda. Est.e modelo é út.il quando se deseja t.er um número 
pequeno de esquemas de cor-t.e implement.ados na produção [Has1J. 
Os esquemas de cort.e são gerados desenvolvendo um 
procediment.o de busca. em árvore onde no nó raiz as ramificações 
represent-am t.odos os possiveis cort.es na placa ret.ângular de 
dimensões L x W, e o nó ao fim de algum ramo r-epresent..a os it.ens 
produzidos pelo respectivo cort..e. A cada nó subsequent..e, um 
ret..lingulo e selecionado para :fut.uros cort.es. 
As propriedades D, iD e iiD são usadas afim de e vi t..ar a 
duplicação de um esquema de cort.e ou que o algori t.mo cort.e um 
it.em que não pert..ença à demanda. 
A pl'opl'iedade de simet.ria junt.ament.e com a pt'opl'iedade de 
ordenação dos cort.es limi t..am os cort.es vel't.icais subsequent.es a um 
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cort.e feit.o na posição x == a no ret.âng'ulo de dimensões ( p, q ) a 
serem :feit.os no maior dos retângulos result.antes, Cp-a,q), dentro 
do intervalo a :'5 x :'5 L Cp-a)/2 J. Se, L (p-a)/2 J :'5 a nenhum cort.e 
vert.ical pode ser feito nest.e ret.ângulo. 
Limit.ax- os cort.e verticais apenas ao valores de x que levam a 
esquemas de aort.es normais, implica em tomar valores de x denl.ro 
do seguinte conjunto: 
n 
X= E 1 
c 
\.=i 
a 
i 
, 1 < X :'5 L - 1, a\. e tl. e a_ 
+ c 
:'5 u. 
c 
]. 
Os resultados descrit.os acima t.ambém são válidos para o cort.e 
hor-izont.al, ent.ão es:t.es limitam-se aos valores de y pert.ecent.es ao 
conjunt.o: 
IW = [ y y = 
n 
Ew.a. 
. c c 
t=i 
, 1 :'5 y S W - 1 , a. 
c 
E;;?_ 
+ 
e a. 
c 
:'5 u. ]. 
c 
Além dessas propriedades:, para gerar t.odos os: esquemas: de 
cort.e é necessário incluir, entre t.odos os pos:siveis cort.es:, um 
cort.e artificial que deixa o retângulo int.act.o. Es:t.e cort.e, 
chamado corte zero, é ut.ilizado para indicar que não são possíveis 
cortes adicionais. 
Para diminuir o número de nós que o algoritmo percorre na 
árvore são desenvolvidos limit.ant.es superiores para o valor da 
solução. A cada nó da árvore, existem ret.ângulos que receberam o 
cort.e zero, seja IH 
o 
o conjunt.o !"armado por estes ret.ângulos:, e 
out.ros que são candidatos a futur-os cort..es:. Como o esquema de 
cort..e é normal tem-se que no esquema de cort..e f"inal, haverá apenas 
um it.em alocado a cada um dos ret.àngulos do conjunt.o []-t
0
. Um 
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limitante superior pode ser deduzido em cada. nó a partir da 
alocação 6t.ima de itens nestes r-et~gulos. Para 
limitante resolve-se o seguinte problema do transporte: 
c n 
max 
s.a 
onde: 
n = número de itens da demanda 
rr' x i k ik 
::; 1 k = 1 .. r 
::; u i = 1 .. n 
' 
r = número de ret.~gulos p.ert.ecent.es a IH 
o 
,· ; { ik rr. ' 
-ro 
se < e w_ S q 
' k 
caso contrário. 
Por causa das: restrições deste problema, x i k assume os: valores : 
xik = 0(1) caso o it.em i seja alocado ou não no ret.ângulo Cpk, qk) 
este 
Um retângulo que não recebeu cort.e zero, está disponível para 
ser cort.ado em ret.âng-ulos menores e portanto vários it.ens da 
demanda podem s:er alocadas a ele na solução final. Nessa sit.uação 
é possivel obt.er limit.ant.es resolvendo o problema do cort.e 
bidimensional irrestrito at.r-avés de um procedimento de programação 
dinâmica. Como a restrição no número máximo de it.ens da demanda é 
r-elaxada, a alocação f"eit.a pela programação dinâmica pode ser-
in:fact.ivel. Se for íact.ivel a alocação obt.ida é a melhor possível 
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e port.ant.o nenhuma ramiíicação é necessária a part.ir dest.e nó. No 
caso cont.rário, o nó é candidat.o a íut.uras ramificações. E: bom 
observar que a solução do problema irrest.rit.o não precisa ser 
calculada a cada nó, mas uma única t.abela de progr-amação dinâmica 
correspondent.e à solução do ret.ãngulo inicial < L~ W ) é calculada 
no inicio do algoritmo. A maior part.e do cálculo dos limit.ant.es 
superiores se refere à solução do problema do t.ransport.e e é Íeit.a 
apenas quando o conjunt.o [H muda. 
o 
Várias regras: de part.ição podem ser usadas em um nó, ent.re 
elas: 
- selecionar o -r-et.f:m{;;ulo de mefiOr dimensões (ou o de maior). 
selecionar o ret.ângulo cuja solução do problema irrest.ri t.o 
fornece o maior valor. 
4.3.4 - Mt:TODO HEUR1STICO [\<11 
Wang [\ri] trabalha com a ma>limização da área ocupada no 
esquema de cort.e final. E:xist.e uma rest.riçãa para o número máximo 
de cada item da demanda presente em um esquema de cort.e e o valor 
de cada it.em é igual à sua área. Seu algorit.mo realiza o processo 
inverso do cort.e~ ist.o é~ ao invés de enumerar t.odos os possiveis 
cort.es que podem ser íeit.os em uma placa, o algoritmo encontra os 
esquemas de cort.e acoplando sucessivament.e os it.ens uns aos 
out.ros. o número de combinações é reduzido r e jei t.ando os 
acoplament.os com perda superior a um det.erminado parãmet.ro 
pré-est.abelecido. 
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4.5 - VARIAÇõES DO PROBLEMA [SaJ 
At.é aqui foram vist.os alguns mét.odos básicos de resolução 
para o problema do cort.e bidimensional. No ent.ant.a, na prát.ica, 
aparecem diversas quest.ões que exigem modificações nos mét.odos 
anteriores para que possam ser aplicados. 
As quest.5es práticas do problema incluem os seguint.es casos: 
a) Orient.ação na placa, granulação ou fibras. 
b) Placas que não possuem urna qualidade uniforme ou com regi5es 
defeit.uosas. 
c) Cort.e de it.ens não ret.ângulares. 
d) Placas de vários t.amanhos. 
e) Quando se det.ermina Ôs esquemas de cort.e ót.imos, a ordem em que 
est.es esquemas serão. cor-t.ados é import.ant.e sob o pont.o de vist.a 
que difer-ent.es mont.agens são necessárias e o cust.o de cada uma é 
bas:t.ant.e signi:Cicat.ivo, podendo at.é in:Iluênciar na det.er-minação 
dos mesmos. Assim, um objet.ivo que se coloca é det.errninar os 
esquemas de cort.e minimizando as perdas e o númer-o de mont.a.gens. 
São div.ersas as :Corroas de at.acar essas quest.ões. A orient.ação 
da placa é uma consideração import.ant.e a ser :Ceit.a. No ent.ant.o, 
uma vez det.erminada a orient.ação, um mét.odo bÁSico pode ser usado. 
Uma sít.uação relat.ivament.e mais di:Cicil é quando a placa 
possui deíeit.os. Hahn [Hal e Lam [L] prop5em diíerent.es formas de 
at.acar est.e problema. Hahn usa um mét.odo em t.rês est.ágios 
semelhant.e ao mét.odo em dois est.ágios descrit.o na seção 4.3.1. Lam 
propõe um método hierárquico usando os conceit.os de "quad-cut.", 
"edge-cut.", e cort.e com guilhot.ín.a. Cada um conceit...os 
desempenhando papeis diíerent.es na det.erminação do esquema de 
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cort..e ót..imo. 
Uma íorma de simplificar o problema do cort..e de it.ens não 
ret..ângulares, é resolver o problema por um método aproximado que 
consist.e em rodear as :formas irregulares por retângulos da forma 
como segue. Os it.ens irregulares s:ão t.omadas em grupos de dois ou 
t.rês e ajustados de uma maneira que a área de perda seja 
minimizada. Esses grupos, chamados da "íorma combinada", são então 
rodeados por um it.em ret.ângular de área minima. Essas "formas 
combinadas" é que são alocadas na placa ret.ângular. O problema 
ent.ão pode ser resolvido por- um dos mét.odos descritos nas seções 
ant.eriores. 
A variação do pr-oblema introduzida pelo it..em d) acima, isto 
é, placas de vários tamanhos, pode ser resolvida a part.ir do 
mét..odo simplex com geração de colunas, basta que a cada it.eração 
se resolva o problema GC para cada um dos tamanhos de placa e se 
tome o que tiver maior valor t.ot.al. Se exist.ern muit.os t.amanhos 
diíerent.es, est.e procedimento vai exigir longo t.empo 
comput.acional. 
Os esquemas: de cort.e obt.idos at.ravés dos mét.odos da seção 4.3 
são em geral aleat.órios. A dificuldade com esquemas de cort.e 
aleatórios é que na hora de sequência-los: para o cort.e, t.r-ocar de 
um esqu.ema para out.ro, pode envolver uma mudança drást..ica de 
mont.agem. Se as placas são de t.amanhos diíerent.es, o problema :fica 
pior ainda. Esse f"at.o t.rá.s um aspect.o int.eressant.e ao problema: 
minimizar o cust.o das mont.a.gens. 
Dois mét.odos di:f"erent.es podem ser usados para resolver essa 
quest..ão. O primeiro deles, é det..erminar os esquemas de cort.e da 
maneira usual e ent.ão sequência-los de forma a minimizar o cust.o 
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das montagens. Para obter essa sequência de montagens com custo 
minimo, pode ser usado um procediment-o igual ao usado par-a o 
problema do caxeiro viajante. Cada esquema de cort.e é considerado 
como uma cidade 1 e a matriz de cust.os é determinada baseada no 
número de itens: novos cort.ados em esquemas sucessivos. Um esquema 
de cort.e artificial é adicionado para a cont.agem apropriada do 
núme:ro de it.ens novos. Esse procedimento :requer muit.o esforço 
comput.acional. 
A out.ra maneira, é obt.er os esquemas de cort.e at.r-avés de um 
procedimento que simult.aneament.e minimize o número de placas e 
cust.o de mont.agem. Alguns procediment.os: heu:rist.icos para 
solucionar- o problema com est.e objetivo são discutidos em Dyson e 
Gregory [DGl. 
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CAPíTULO V 
5 - EXPERI!':NCIAS COMPUTACIONAIS 
Com o objetivo de completar o estudo do Problema do Corte 
Bidimensional <cap-IV) foram desenvolvidos, implementados, e 
comparados t..rês algorit..mos baseados no mét..odo Simplex Revisado 
com geração de colunas <seção 1.2.2). O primeiro é o mét.odo de 
geração de colunas em dois estágios (seção 4.3.1). A par-tir dest.e 
mét.odo derivou-se mais dois mét..odos. 
São descrit..os neste caplt.ulo os principais procediment..os 
usados para geração de colunas em dois est..ágios; os algorit..mos 
derivados dest..e; e os result..ados dos t..est..es efet..uados com os t..rês 
programas. 
5.1 - GERA-COLUNA EM DOIS ESTAGIO$ 
Como vist..o na seção 4.3.1_, ~;erar um esquema de cort..e em dois 
estágios consiste em resolver n+1 problemas da Mochila Int..eiro. O 
programa implementado resolve os m primeiros problemas da mochila 
simult..aneament..e at..ravés do mét..odo de Programação Dinâmica descri t.o 
na seção 2.2.3, e o problema restant-e através do mét..odo de 
enumeração implicita desc:r-it.o na seção 2.2.2. 
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Resolvendo um pequeno exemplo com placa de dimens8es (9 x. 9) 
e t.rês it.ens de dimensões (2 x 2>, (3 x 3} e (5 x 5}, obt.ém-se com 
est.e mét.odo um esquema de cort.e do t.ipo: 
3x3 
///// / 
///// / 
///// / 
""' 
/ 
/ 
3x3 / 
/ 
. 
/ 
/ 
///////////////// 
5.2 - NOVO Mt:TODO 
Analisando o esquema de cort.e acima, not.a-se que na part.e 
h.achuriada pode ser alocado um it.em da demanda (o it.em 2x2). No 
emt.ant.o, o mét.odo em dois est.ágios cont.rói :faixas de modo que est.e 
espaço não é aproveit.ado, provocando grandes perdas na placa. 
A maneira encont.rada para reduzir t.ais perdas é considerar 
além dos it.ens: originais um conjunt.o de novos it.ens que são 
combinações de it.ens originais. Para cada largura dos it.ens 
originais são geradas t.odas as combinações de it.ens originais cuja 
largura não ult.rapasse a largura do it.em original em quest.ão e 
cujo comprimento é igual ao do it.em original de maior comprimento 
dent.re os: envolvidos em sua cons:t.ruç.ão. Por exemplo, a part.ir dos 
it.ens: 
B3 
são construidos os seg-uintes novos it.ens: 
/// 1 2xZ ~~ 1 2X2 , , 
1 "" 1 
<-2-> 
' 
,_, 
As faixas são const.ruidas ent.ão, considerando este novo conjunto 
de itens Cit.ens orig-inais + novos it.ens). 
f: claro que o número de combinações possiveis pode ser muit.o 
g-rande. Para reduzir est.e número são usadas as seguint.es regras: 
i) considera-se apenas os itens originais com valor posit.ivo; 
i i) considera-se no máximo n itens do novo conjunto, com 
comprimentos orig-inais, de maior valor. 
Com a mudança do conjunt.o de it.ens a ser considerado para a 
construção das faixas, as n primeiras mochilas do mét.odo anterior 
são resolvidas isoladamente através do mét.odo de enumeração 
implicita descrito na seção 2.2.2 . 
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5.3 - MODIFICAÇõES NO NOVO M!:TODO 
A idéia expos:t.a acima foi ainda mais explorada e as se~uint.es 
modificações :f oram f e i t.as:: 
1) Sup5e-se L e W valo:res int.eiros pequenos e 1., w. e Z . 
' ' + 
2) São cont.ruidos novos it.ens com l.aroguras: var-iando de 1 at.é VI 
Clar-gura da placa). O número de novos itens: é reduzido at.ravés das 
mesmas considerações usadas na seção anterior. 
3) São const.ruidas W faixas. 
Na implementação dest.e mét.odo, são r'esolvidas W + 1 pr-oblemas 
da mochila através do método da seção 2.2.2. E: claro que devido ao 
número de problemas da mochila que devem ser resolvidos, que ele 
t.em um t.empo comput.acional dependente da largura da placa 
considerada para o cort.e. 
5.4. - RESULTADOS 
Os programas: desenvolvidos foram identificados por: 
PROG1 - Cort.e em dois est..àgios (seção 9.1) 
PR062 - Cort.e em t.rés est.ág'ios (seção 5.2) 
PROG3 - Novo Cort.e em t.rês e:s:t.ágios (seção 5.3) 
Os esquemas de cort.e obt.idos usando PROG1, PROG2 e PR003 para 
resolver o problema: <L, W> = {9, 9) 
3>, (5, 5)} e d. = { 36, 15, 6 } são: 
' 
BS 
j. {1, 
' 
' 
w } 
l = < <2, 2}, (3, 
PROG1 - Solução obt.id.a 6.500 
/ 
2X2 / 
/ 
9x9 9x3 
/ 
ZX2 / 
/ 
///// / 
///// / 
///// / 
5x5 / 
/ 
9x9 / 
/ 
///// / 
///// / 
///// / 5X5 / 
/ 
9X9 / 
/ 
/ 
/ 
3x9 
••• 
/ 
/ ///////////////// 
PROG2 - Solução obtida 6.165 
/// /// /// /// 3x9 
zxz zxz 5x5 zxz zxz 5x5 
axa 
/ 2XZ / 9x9 
/ 
/ 
zxz / 
/ ///// ///// ///// 
PROG3 - Solução obt.ida 6.000 
/// /// ////////./// 
... 
ZX2 zxz 5x5 
5X5 
/ 
zxz / 
/ 9XO 
Zx2 / 
/ 
/ 
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Param feit.os diversos t.êst.es comparativos ent.re os t.r-~s 
programas. Os problemas t.est.e foram gerados: considerando placas de 
t..amanhos: (10 x 1!3)~ (15 x 10), (50 x 50), <1200 x 1000) e demanda 
dos itens gerada uniformemente dentro dos seguintes intervalos: 
[50, 1001, [100, 1601. Os problemas t.est.e foram gerados para 10 e 
15 itens: com dimensões geradas unif"ormente de acordo com as 
se~uint.es relações entre o comprimento e a lar~ura de cada it.em: 
Tipo 1) l,w E U1, i2l 
Tipo 2) w E U1, i2l, 1 = w + iZ/10 
Tipo 3) w e [i1, iZl, 1 = CU/\rl)*w 
Tipo 4) l,w e Ui, iZl, 1 = min <D, w = min {w} 
Tipo 6) l,w E [i1, i2]1 1 = min {1}, w = max {w} 
onde: [i1, i21 = [1, 10l, [1,50l e [300, 600l. 
Os Programas :Coram escritos em Pascal. Os test.e para 
comparação de t.empo de CPU, número de iterações do Simplex, e 
valor da solução foram realizados em microcomput..adores do t.ipo PC 
com coprocessador ar-it.mético 8087. 
Um teste compar-ativo entr-e os t.r-~s programas analizando o 
tempo de CPU e o número de it.el"ações do simplex com o número de 
itens: variando de dois em dois dentro do iut.ervalo [4, ZOl; it.ens 
do t.ipo 1 gerados: no intervalo [1, 101, com demanda no intervalo 
[60, 1001 e placa (10 x 15); apres:ent.ou os seguintes resultados 
para 5 problemas (média ± desvio padrão): 
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NúMERO DE ITERAÇõES 
N~ de i t.ens PROG1 PROG2 PROG3 
4 6.40 ± 0.54 6.40 ± 0.54 6.40 + 0.54 
6 10.40 ± 1.10 10.60 ± 1.34 10.80 ± 1.30 
8 16.40 ± 3.60 17.20 ± 4.30 17.20 ± 4.60 
10 25.00 ± 3.80 24.60 ± 2.87 25.40 ± 4.03 
12 26.20 ± 3.90 27.80 ± 2.90 31.80 ± 7.50 
14 39.60 ± 11.70 37.60 ± 9.80 40.00 ± 11.90 
16 45.00 ± 5.10 53.20 ± 3.50 57.60 ± 11.76 
18 45.80 ± 3.10 53.40 ± 8.40 56.60 ± 13.79 
20 51.60 ± 6.40 66.80 ± 13.80 63.40 ± 14.36 
TEMPO DE CPU ( ") 
N.9 de it..ens PROG1 PROG2 PROG3 
4 0.63 ± 0.08 1.07 ± o .14 2.88 ± 1.0 
6 1.43 ± o .19 2.90 ± 0.68 6.32 ± 1. 3 
8 3.38 ± 0.93 7.59 ± 1.90 13.88 ± 3.5 
10 7.51 ± 1.88 18.37 ± 5.48 58.87 ± 70.1 
12 10.38 ± 2.06 34.48 ± 8.87 136.05 ± 148.9 
14 20.13 ± 6.96 70.64 ± 25.19 200.78 ± 132.2 
16 30.80 ± 6.78 135.30 ± 46.23 469.88 ± 551.7 
18 35.98 ± 3.89 212.95 ± 117.12 555.45 ± 550.1 
20 56.26 ± 14.05 341.78 ± 187.23 683.35 ± 638.9 
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Em r-elação ao t.empo de CPU, PROC31 é menos sensível a 
alt.er-ação no númer-o de it.ens do que PROG2 e PROG3, mas só consegue 
r-esolver pr-oblemas com no máximo 30 it.ens. PROG2 e PROG3 resolvem 
problemas com at.é 50 it.ens. O t.empo de CPU médio de PROG3 t.em uma 
variânçia muit.o alt.a. Em relação ao nômero de it.eraç5es os t.rªs: 
rnét.odos apresent..am désempenho semelhant.e. 
A segunda part.e dos t.est.e foi dividida em dois gr-upos. 
Gr-upo 1 - Comparação ent.re PROG1, PROG2 e PROG3 
1) Placa <15 x 10), it.ens: do t...ipo 1 gerados no int.ervalo [1, 10] 
e demanda no int.ervalo [50, 1001. Os result.ados médios para 10 
problemas :foram: 
SOLUÇÃO OBTIDA CQUASE óTIMA> 
PRO<l1 PRO<l2 PRO<l3 
10 i t.ens 258.41 250.90 250.82 
(0 %) (- 2.91 %) (- 2.94 %) 
15 ít.ens 367.23 354.57 354 .15 
co %) (- 3.44 %) (- 3.56 %) 
TEMPO DE CPU C '') 
PRO<l1 PROG2 PROG3 
10 it.ens: 6.42 17.62 17.50 
co %) (174 .45 %) {172. 59 %) 
15 it.ens: 21.02 83.59 54.34 
co %) <229. 02 %) (158.02 %) 
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N ° DE ITERAÇõES 
PROOi PROG2 PROG3 
10 it.ens 20.50 24.20 24.50 
(0 %} ( 13.66 %) ( i3. 17 %} 
5 it.ens 36.40 43.80 42.40 
(Q %} ( 20.33 %} ( 16.48 %} 
. 
Anallzando est.es result.ados observa-se que PROG2 e PROG3 
apres:ent.am soluções melhores que PROGi, apesar do número de 
it.erações e do t.empo de CPU ser maior. PROG3 apresent.a um t.empo 
comput.acional menor que PROGZ. 
2} Mudando o t.amanho da placa pax>a <iO x 15}, PROG2 e PROG3 
continuam apresent.ando soluções melhores que PROGi, . apesar do 
número de it.erações e do t.empo de CPU ser maior-. Nes:t.e caso PROG3 
apresent.a o pior t.empo comput.acional. 
3) Para problemas t.est..e com Placa <10 x i5), demanda no int.ervalo 
[50, 1001 e 10 it.ens gerados no int.ervalo [i.- iOl com diversas 
relações ent.re o compi"iment.o e largura de cada it.em, os result.ados 
médios: para 5 problemas foram: 
SOLUÇÃO OBTIDA (QUASE óTIMA) 
PROG1 PROG2 PROG3 
t.ipo 4 239.87 239.00 238.88 
(0 %) (- o .36 %} (- o .41 %) 
-
t.ipo 5 190.89 185.44 179.39 
(0 %) (- 2.85 %) (- 6.02 %) 
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TEMPO DE CPU ( '') 
PROG1 PROG2 PROG3 
t.ipo 4 7. 04 25.24 92.57 
co %) <258.52 %) (1214.91 
t.ipo 5 7.04 23.77 67.95 
(0 %) (237 .64 %) (865 .19 % ) 
N ° DE ITERAÇõES 
PROG1 PROG2 PROG3 
t.ipo 4 23.20 28.80 26.40 
(Q %) ( 24.14 %) ( 13.79 %) 
t.ipo 5 23.60 28.00 30.60 
(Q %) ( 16.64 %) ( 29.66 %) 
Observa-se que PROG3 apresent.a para dados do t.ipo 5 uma 
solução ót.ima bem superior que PROG2 e PROGi. Enquant.o que o t.empo 
de CPU e o nómero de it.eraç<="es é bem iníerior. 
Grupo2 - Comparação ent.re PROGi e PROG2 
1) Placa (1200 x 1000), it.ens do t.ipo 1 gerados no int.ervalo 
[300, 6001 e demanda no int.ervalo [50, 1001. Como nest.e caso a 
largura de um it.em é no máximo 2 vezes maior do que a largura de 
algum out.ro it.em, PROG1 e PROG2 apresent.am a mesma solução média. 
PROG2 .;;,.present.a um t.empo de CPU maior. 
2) Placa (50 x 50), demanda no int.ervalo [50, 100l e it.ens gerados 
em dois int.ervalos: [1. 10] e [1, 501 com dive-rsas r-elaç5es ent.re 
o compriment.o e largura de cada it..em. Os result.ados médios para 5 
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problemas most.ram que PROG2 apresent.a uma solução levement.e 
superior (de 0% a 3.32 % ) que PROG1 1 com t.empo de CPU e número de 
it.eraç5es maior. PROG1 não consegue resolver problemas t.est.e com 
it.ens gerados de acor-do com o t..ipo 3 e dent.ro do int..e:rvalo [1, 
10]. lst.o se dá porque o número de element.os do conjunt.o Si. 
< 
<seção 
2.2.3) é muit..o grande e estoura a capacidade de a:rm.azenament.o da 
máquina. 
5.1 - CONCLUSÃO GERAL 
PROGZ e PROG3 ap:resent.am soluç5es melhores que PROG1 C 0% a 
6% }. Em :relação ao t.empo de CPU, PROG1 chega à solução do 
problema cerca de 3 a 5 vezes mais :rápido que PROG2 e de 3 a 11 
vezes mais :rápido que PROG3. 
Só exist.e vant..agem do uso de PROG2, ao invés de PROG1. quando 
a relação ent.:re as larguras dos it.ens é maior do que 2 1 ou o 
número de it.ens f"or supe:rior a 30. Caso cont.:rário os dois 
prog:ramas apresent.am a mesma solução. 
PROG3 semp:r.e consegue soluç5es melhores que PROG1 e PROG2, 
mas devido ao t.empo de CPU necessário para resolve:r um problema, 
seu uso é mais adequado quando a largu:ra da placa í"o:r pequena. 
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