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Entanglement not only plays a crucial role in quantum technologies, but is key to our understand-
ing of quantum correlations in many-body systems. However, in an experiment, the only way of
measuring entanglement in a generic mixed state is through reconstructive quantum tomography,
requiring an exponential number of measurements in the system size. Here, we propose a machine
learning assisted scheme to measure the entanglement between arbitrary subsystems of size NA and
NB , with O(NA +NB) measurements, and without any prior knowledge of the state. The method
exploits a neural network to learn the unknown, non-linear function relating certain measurable
moments and the logarithmic negativity. Our procedure will allow entanglement measurements in a
wide variety of systems, including strongly interacting many body systems in both equilibrium and
non-equilibrium regimes.
Introduction. – Entanglement is a key property for
many emerging quantum technologies [1–6], but also is
essential for understanding the structure of strongly cor-
related many-body systems [7, 8]. Despite its paramount
importance, only for the very limited case of a bipar-
tition of a pure state can the entanglement, quantified
by subsystem entropy, be measured in an efficient and
state-independent way [9]. There are multiple propos-
als to carry out such a scheme in various physical sys-
tems, such as optical lattices [10, 11], quantum dot ar-
rays [12] and Gaussian systems [13]. Recently, some of
these have also been experimentally realised in simulated
spin chains, for example in cold atoms [14] and photonic
chips [15]. Nonetheless, pure states are very rare: they
are not only difficult to prepare in realistic situations,
but also difficult to maintain in the presence of an en-
vironment. For example, just consider the entanglement
between: (i) optical modes traversing fibres, crucial for
quantum communication; (ii) spatially separated parts of
an extended many-body pure state, important for char-
acterizing long range entanglement [16–21]; (iii) two sys-
tems in a thermal state – in none of the above cases,
ironically, can the entanglement entropy quantify the en-
tanglement. Witnesses do exist for specific forms of en-
tanglement, but these are state-dependent and provide
only a simple yes/no answer [22–24], or bounds on the
quantity of entanglement [25–31]. However, the crucial
task of being able to accurately measure entanglement for
mixed states in an experimental setting remains open.
While for pure states bipartite entanglement is
uniquely defined by the entropy of the subsystems, for
mixed states the landscape is far more complex [32, 33].
Aside from isolated special cases such as two qubit
states [34] and bosonic Gaussian states [13, 35], only
the (logarithmic) negativity [36–39] is a computationally
tractable quantity [40]. It bounds the distillable entan-
glement and teleportation capacity [38], and is a pivotally
important quantity to estimate for both quantum tech-
nologies [32, 33, 41] and condensed matter systems [42].
Nonetheless, there is no state-independent observable
that can measure the logarithmic negativity, and thus
its experimental measurement requires full state tomog-
raphy [43] — demanding, in general, an exponential num-
ber of measurements in the system size. Recently, poly-
nomial tomography schemes have emerged, such as ten-
sor networks for lowly entangled states [41, 44], or break-
throughs in neural network state reconstruction [45, 46].
However, these may be insufficient for estimating entan-
glement, since many entanglement measures, such as the
logarithmic negativity, are not continuous [47]. Namely,
even if reconstructed state ρr approximates actual state
ρ closely, the two may have significantly different nega-
tivities [48].
Here, we put forward a machine learning assisted
scheme for accurately estimating the logarithmic nega-
tivity in a completely general and realistic setting, using
an efficient number of measurements – scaling polynomi-
ally with system size. Our estimator works for a wide
range of states, and is remarkably accurate for highly en-
tangled states. Our method is based on measuring a fi-
nite number of moments of a partially transposed density
matrix [49–51] from which we extract the entanglement
negativity using machine learning. This direct estima-
tion of negativity avoids approximate state reconstruc-
tion [41, 44–46], and represents a new front in applying
classical machine learning to quantum problems [8, 52–
55]. Moreover, we propose a new method for measuring
those moments, beyond [49–51], which is experimentally
feasible in the many-body setting, since the individual
building blocks have already been demonstrated in solid
state [56] and cold atoms [14].
Logarithmic Negativity. — Logarithmic negativity [36–
39] for a generic mixed state ρAB quantifies the entan-
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FIG. 1: Schematics: (a) Example measurement set-up for the moments, µm = Tr
[
(ρTBAB)
m
]
, here for m = 3, from which one
can extract the logarithmic negativity E between A and B. The generic mixedness of ρAB could arise from entanglement with
environment C. Here the subsystems contain NA, NB and NC particles respectively. The scheme involves three copies of the
original system, and two counter propagating sets of measurements on A and B, ordered by the shown numbers, with direction
depicted by the filled arrows. (b) Diagrammatic proof (for m = 3) of the equivalence between the moments µm and expectation
of two opposite permutations (decomposed as swaps) on A and B – from which a measurement scheme can be derived.
glement between subsystems A and B. It is defined as:
E = log2
∣∣∣ρTAAB∣∣∣ = log2 ∣∣∣ρTBAB∣∣∣ = log2∑
k
|λk| (1)
with | · | the trace norm, ρTXAB the partial transpose with
respect to subsystem X, and {λk} the eigenvalues of ρTXAB .
Because of the non-trivial dependence of E on ρAB , there
is no state-independent observable that can measure it —
generally demanding full state tomography. The {λk} are
the roots of the characteristic polynomial, P (λ)= det(λ−
ρTBAB)=
∑
n cnλ
n, where each cn is a polynomial function
of the partially transposed moments:
µm = Tr
[
(ρTBAB)
m
]
=
∑
k
λmk . (2)
In this way, full information about the spectrum {λk}
is contained in {µm}. It is known that these measuring
these moments is technically possible using m copies of
the state and controlled swap operations [49]. However,
even if these experimentally challenging operations were
available, the problem of extracting {λk} from the mo-
ments is notoriously ill-conditioned [57], with a closely
related problem being described as numerically catas-
trophic. Alongside this, an exponential number of mo-
ments respective to the size of AB are needed to exactly
solve the equations. On the other hand, to estimate the
logarithmic negativity, a precise knowledge of all λk is
not required. Since − 12 ≤ λk ≤ 1 for all k [58] and∑
k λk = 1, generically, the magnitude of the moments
quickly decreases with m, with the first few carrying the
most information. Backing up this intuition, we will show
that the moments required, {µm : m ≤ M}, to accu-
rately estimate the entanglement can number as few as
M = 3. We do this by employing machine learning to
directly map moments to logarithmic negativity, avoiding
reconstruction of the spectrum or state. Note that µ0 is
simply the dimension of the systems Hilbert space, while
µ1 = 1 in all cases. Additionally, it can be easily shown
that µ2 is equal to the purity of the state = Tr
[
ρ2AB
]
,
and as such, M ≥ 3 is needed to extract any information
about E . In this sense our method is optimal in terms of
number of copies.
Measuring the Moments of ρTBAB. – The method for
measuring the moments proposed in [49] based on 3-body
controlled swaps is practically challenging in a many-
body set-up where natural interactions are two-body.
A simpler protocol, for 4 moments only, was provided
in [51]. Here, we show that any moment in Eq. (2)
can be measured using only SWAP-operators between
the individual constituents of the m copies of the state
ρAB , namely ρ
⊗m
AB =
⊗m
c=1 ρAcBc . This general set-up is
shown in Fig. 1(a), where the mixedness of ρAB arises
from possible entanglement with a third system C, such
that ρAB = TrC |ΨABC〉 〈ΨABC | with |ΨABC〉 being a
pure tripartite state. The first step is to write the ma-
trix power as an expectation of a permutation operator,
similar to Ref. [9, 59], but here on the partially trans-
posed copies:
µm = Tr
[(
m⊗
c=1
ρ
TBc
AcBc
)
Pm
]
= Tr
[(
m⊗
c=1
ρAcBc
)
(Pm)TB
]
, (3)
where Pm is any linear combination of cyclic permutation
operators of order m and the second line makes use of the
identity Tr(ρTBABO)= Tr(ρABO
TB ), valid for any operator
O. A schematic of the equality in Eq. (3) for m = 3 is
shown in Fig. 1(b). In the appendix [84] we provide a
choice of Pm with a neat operational meaning, both for
spin and bosonic systems. For spin lattices, our choice
of Pm to measure the moments µm results to the follow-
ing steps in practice: (i) prepare m copies of the state
3ρAB ; (ii) sequentially measure a ‘forward’ sequence of
adjacent swaps, Sc,c+1A between neighbouring copies of
system A from c = 1 to m − 1; (iii) sequentially mea-
sure a ‘backward’ sequence of adjacent swaps, Sc,c−1B be-
tween neighbouring copies of system B from c = m to
2; (iv) repeat these steps in order to yield an expecta-
tion value. This procedure is also depicted for m = 3 in
Fig. 1(a). For bosonic lattices, our procedure corresponds
to the following steps: (i) prepare m copies of the state
ρAB ; (ii) Perform ‘forward’ Fourier transforms between
modes in different copies for each site in A – this can be
achieved using a series of beam splitters [60]; (iii) Perform
‘backwards’ (reverse) Fourier transform between modes
in different copies for each site in B, via reverse beam
splitter transformations; (iv) Measure the boson occupa-
tion numbers nj,c on all sites j ∈ {A,B} and all copies c
to compute φ = ei
∑
j∈{A,B},c 2picnj,c/m. (v) Repeat these
steps to obtain the expectation value µm as an average
of φ. Both procedures require O(NA + NB) measure-
ments for each m between 2 and M , and are explained
in detail in the appendix. This is in stark contrast to
tomography, which generically for qubit systems requires
22(NA+NB) measurement settings.
It is worth emphasizing the difference between our pro-
cedure, and recently proposed operational methods for
measuring Renyi entropies [10, 12, 61]. First of all, Renyi
entropies only quantify entanglement for pure states, and
cannot be used in the more general mixed state scenario.
Secondly, while for entropies the operations are only per-
formed on a single subsystem, here, one performs both
‘forward’ and ‘backward’ operations on two subsystems
at once, as explained above. Remarkably, even though
partially transposed density matrices are generically un-
physical, measurement of their moments is possible.
Machine Learning Entanglement. – We focus now on
estimating the logarithmic negativity from the informa-
tion contained in the moments, µm. One approach using
only the even moments has been proposed in the quan-
tum field theory literature [42, 62] by exploiting numer-
ical extrapolation. However, this method neglects the
odd moments and generally requires a large number of
moments and thus copies. We have developed an al-
ternative analytical method based on Chebyshev func-
tional approximation, detailed in the appendix, which
takes into account these odd moments. Indeed with the
same number of copies we find it produces more accu-
rate estimates, and thus serves as a reference quantity.
The Chebyshev expansion is analytically tractable, and
becomes accurate for large enough M , as is shown in
the appendix. Nonetheless, this expansion is based on a
linear mapping between the moments and the negativ-
ity, despite this relationship being inherently non-linear.
Therefore it is natural to think that a non-linear trans-
formation could be more optimal, and thus more efficient
for smaller M – namely fewer copies.
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FIG. 2: Machine learning entanglement. Estimated log-
arithmic negativity EMLM , using a machine learning vs. actual
logarithmic negativity E , for the same set of random states
described in the main text. Training and prediction is per-
formed using the moments µm generated from: (a) M = 3
copies; (b) M = 10 copies. The respective insets show the
distribution of error, EMLM − E .
Machine learning has recently emerged as a key tool for
modelling an unknown non-linear relationship between
sets of data. In the supervised learning paradigm, one
trains a model with a set of known inputs and their cor-
responding outputs. Once trained, the model can then be
used to predict the unknown output of new input data.
Here, we take the moments µm as the input and the loga-
rithmic negativity E as the output. Training is performed
by taking a large set of states for which µm and E can be
computed on a classical computer. This model can then
be used to predict E from a set of experimentally mea-
sured moments. The experimental system under study
motivates the choice of which training states to use, so
that they share, for example, similar entanglement fea-
tures. Among the most successful machine learning al-
gorithms for non-linear regression are supervised vector
machines [63], random decision forests [64], and deep neu-
ral networks [65, 66]. However, we have found that us-
ing the same training set for each, neural networks are
superior when it comes to predicting logarithmic nega-
tivity for a wide range of states beyond the training set.
As we show with our numerical results, neural networks
provide a very accurate method for extracting the log-
arithmic negativity with as few as M = 3 copies. The
details of our neural network construction can be found
in the appendix.
Training with Random States. – In order to train a
neural network, a set of suitable training states are re-
quired for which both the moments and logarithmic neg-
ativities are known. From an entanglement perspective,
relevant states in condensed matter physics can be clas-
sified as either area-law, or volume-law. In the first case,
the entanglement of a subsystem A with the rest is pro-
portional to the number of qubits along their boundary.
4In the second, this entanglement is instead proportional
to NA, the number of qubits in A. Area-law states arise
as low energy eigenstates of local gapped Hamiltonians,
with logarithmic corrections in critical systems. Volume-
law states however, are associated with the eigenstates
found in the mid-spectrum, and as such arise in non-
equilibrium dynamics, e.g. quantum quenches [67, 68].
Rather than concentrate on a training with a specific
model system, we initially consider the very general case
of random states. To encompass both area- and volume-
law states, we consider two classes of states |ΨABS〉: (i)
random generic pure states (R-GPS), e.g. sampled from
the Haar measure, which typically have volume-law en-
tanglement [69, 70]; (ii) random matrix product states
(R-MPS) with fixed bond dimension, which satisfy an
area-law by construction [8]. In order to generate a train-
ing set with a wide range of entanglement features, sub-
system sizes, and mixedness, we perform the following
procedure: (i) For a fixed number of qubits N , take either
a R-GPS, or R-MPS with bond dimension D. (ii) Take
different tri-partitions such that N = NA + NB + NC ,
and for each calculate µm and E for ρAB . (iii) Repeat
for different random instances, while separately varying
N and D. Further generation and training are provided
in the appendix.
Numerical Results for Random States. – To check the
performance of our neural network estimator, we take
the set of random states described in the previous section
and split this data in two, one half for training the neural
network model, and the other as ‘unseen’ test data. In
Fig. 2(a) we plot the machine learning model’s predic-
tions, EMLM , for the test data, using only M = 3 copies, in
which a high degree of accuracy is achieved. In the inset
of Fig. 2(a), we plot a histogram of the errors EMLM − E ,
which displays a very sharp peak at zero error with stan-
dard deviation ∼ 0.09 A further improvement, particu-
larly in outliers, is achieved by increasing the number of
copies M to 10, see Fig. 2(b), where the error standard
deviation decreases to ∼ 0.07 Regardless, the machine
learning method is already very accurate for extract-
ing entanglement using only three copies. The machine
learning approach works particularly well for large bond
dimension and volume-law like states – an important fact
given that these are the exact cases where efficient tomog-
raphy fails. A more detailed discussion about sensitivity
and ascribing errors to machine learning predictions can
be found in the appendix.
Numerical Results for Physical States. – We now
consider the more realistic setting of quench dynamics in
a many-body system. We take a system of N spin-1/2
particles with nearest neighbour Heisenberg Hamiltonian
H = J
∑N−1
i=1 σi · σi+1 with J the interaction strength
and σi = (σ
x
i , σ
y
i , σ
z
i ) the vector of Pauli matrices acting
on site i. The system is initialised in the (separable) Neel-
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FIG. 3: Estimating entanglement for physical states.
Logarithmic negativity, E , and its approximations, using ma-
chine learning (M = 3) and a Chebyshev expansion (M = 10,
M = 20), as a function of time Jt for the quench dynamics of
a Heisenberg spin-chain initialised in a Neel-state. A variety
of system sizes with different partitions is shown here: (a)
N = 8, NA = NB = 2. (b) N = 11, NA = 3, NB = 5; (c)
N = 20, NA = NB = 5.
state |Ψ(0)〉 = |↑↓↑ . . .〉. As the chain unitarily evolves
in time as |Ψ(t)〉 = e−iHt |Ψ(0)〉, it becomes entangled,
with an effective MPS description whose bond dimension
increases until the state is essentially volume-law [67, 68].
In Fig. 3 we plot the evolution of E and three approx-
imation methods, as functions of time for three differ-
ent choices of subsystems. The three methods are the
Chebyshev approximation with M = 10 and M = 20,
discussed in the appendix, and machine learning with
M = 3, with respective approximate entanglements
EChebM=10, EChebM=20 and EMLM=3. In Fig. 3(a) we consider a spe-
cific partition with NA = 2, NB = 2 and NC = 4. Here,
EMLM=3 and EChebM=20 are comparably accurate. For larger
subsystems, as shown in Fig. 3(b) and (c), the machine
learning approximation, using only M = 3 copies, signifi-
cantly outperforms the Chebyshev approximations, using
either M = 10 or M = 20 copies. It is remarkable that
despite being trained on a arbitrary set of random states
with no knowledge of the underlying physical system, the
evolution of E is accurately captured by the neural net-
work estimator for all partitions and times, with as few
as M = 3 copies.
In the appendix, we explore various other physical sit-
uations, including the groundstate of an XX-chain across
its phase transition, the fully symmetric W-state, and
a quench across the critical point of a transverse Ising
chain.
Conclusions. — The measurement of logarithmic
negativity in generic multi-particle mixed states (where
Renyi entropies are insufficient to quantify entanglement)
has so far relied on the complete reconstruction of a quan-
tum state, which in general requires an exponential num-
ber of measurements, and is thus limited to small system
5sizes. In this work, we have devised an alternative strat-
egy, based on machine learning, by which we can extract
the entanglement from very few measurements. These
measurements are based on two counter-propagating se-
ries of swap operators on copies of the state – techniques
for achieving this have already been demonstrated in a
number of physical set-ups ranging from quantum dot
arrays [56, 71] to cold atoms in optical lattices [14, 72].
Our method is based on learning the functional relation-
ship between these measurement outcomes — the first
few moments of the partially transposed density matrix
— and the logarithmic negativity using a neural network.
Remarkably, our method is already very accurate for as
few as three copies – making it very resource efficient and
desirable for practical applications – even for estimat-
ing the entanglement of highly entangled physical states,
such as those arising in quantum quenches.
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7Appendix
Measuring Moments in spin-1/2 Systems
Here we show that the operational procedure described in the main text allows us to measure the moments µm
for spin-1/2 systems. Let Sc,dX be the operator that swaps copies c and d on subsystem X, which can be written as
Sc,dX =
∏
j∈X Ξ
c,d
j where Ξ
c,d
j = (1 +σ
j,c·σj,d)/2. The projective measurement of Ξc,dj corresponds to a singlet triplet
measurement (ST-measurement) between spins sitting at the same site j, but different copies c and d. Indeed, Ξc,dj
has an outcome −1 for the singlet state and 1 for the triplet states. In view of this we write Sc,dX =Πc,d+ −Πc,d− where
Πc,d± correspond to the eigen-projections with corresponding eigenvalues ±1.
We now consider the case m=3 and then generalise to arbitrary m. We first perform a sequential set of ST-
measurements on copies (1, 2), with outcome β1 and then do the same measurement on copies (2, 3), with outcome
β2. We introduce the notation S
2,3
X ◦ S1,2X to describe this process. After the first measurement, the (non-normalized)
state of the system will be Π1,2β1 ρ
⊗3Π1,2β1 , while after the two sets of measurements it is Π
2,3
β2
Π1,2β1 ρ
⊗3Π1,2β1 Π
2,3
β2
. Therefore,
〈
S2,3X ◦ S1,2X
〉
=
∑
β2
∑
β1
β1β2 Tr
[
Π2,3β2 Π
1,2
β1
ρ⊗3Π1,2β1 Π
2,3
β2
]
=
∑
β1
β1 Tr
[
Π1,2β1 S
2,3
X Π
1,2
β1
ρ⊗3
]
=
1
2
(
Tr[S1,2X S
2,3
X ρ
⊗3] + Tr[S2,3X S
1,2
X ρ
⊗3]
)
= Tr(ρ3), (S1)
where we used the identity Πc,d± =(1±Sc,dX )/2.
We now generalize the above argument for higher values of m. We apply sequential ST-measurements on neigh-
bouring copies, using the notation Sm,m−1X ◦ · · · ◦ S2,3X ◦S1,2X , meaning that we first perform S1,2X and so forth. Taking
the averages one then finds that〈
Sm−1,mX ◦· · ·◦S1,2X
〉
= Tr[Pm−1,m[· · · P23[P12[ρ⊗m]]] · · · ],
where Pj,j+1[ρ]=∑βj βjΠj,j+1βj ρΠj,j+1βj . We define the operators Sa,b,c,...X recursively as: Pj+1,j [Sj,a,b,...X ] =
[Sj+1,j,a,...X +S
j,j+1,a,...
X ]/2. Then, using the cyclic property of the trace, one finds that〈
Sm−1,mX ◦· · ·◦S1,2A
〉
=22−m
∑
κ 〈SκX〉 where the κ are 2m−2 different cyclic permutation of the elements 1, . . . ,m. For
instance, for m=3 one has κ={123, 132}. In view of the above, this sequential set of ST-measurements corresponds
to the measurement of the operator PmX = 22−m
∑
κ S
κ
X .
In summary, when X is equal to both A and B, one obtains the operator, Pm defined in Eq. (S2).
As proven above, such an operator is defined according to the following recursion relations [12]: Pm =(
Sm,m−1A S
m,m−1
B Pm−1 + h.c.
)
/2. Moreover, the effect of the partial transpose on the recursion relation is as fol-
lows: (Pm)TB =
(
Sm,m−1A (Pm−1)TBS
m,m−1
B + h.c.
)
/2. We take m = 3 as an example:
(P3)TB =
(
S3,2A S
2,1
A ⊗ S2,1B S3,2B + h.c.
)
/2. (S2)
From which it can be seen, as described in the main text, that the order of measurements on A and B is reversed.
Indeed, for A, the ST-measurement is performed between copies 1 and 2, then 2 and 3, whereas for B, the ST-
measurements is performed for copies 2 and 3, then 1 and 2. Because of the non-commutative nature of these
measurements, this ordering is crucial in order to yield moments of the partially transposed state as in Eq. (S2).
From the above derivation we find that µm = Tr
[
ρ⊗mABPm
]
. The variance of the above measurement can be found
using the procedure of (S1), noting that Tr
[
Π1,2β1 S
2,3
X Π
1,2
β1
ρ⊗3
]
is the provability of getting the outcome sequence β1,
8β2. Therefore the variance is
(∆µm)
2 =
∑
βm
· · ·
∑
β1
β21 · · ·β2m Tr
[
Πm−1,mβm−1 · · ·Π
1,2
β1
ρ⊗mΠ1,2β1 · · ·Π
m−1,m
βm−1
]− µ2m =
=
∑
βm
· · ·
∑
β1
Tr
[
Πm−1,mβm−1 · · ·Π
1,2
β1
ρ⊗mΠ1,2β1 · · ·Π
m−1,m
βm−1
]− µ2m =
= 1− µ2m, (S3)
where we used the fact that β2i = 1 and
∑
βi
(Πi,i+1βi )
2 =
∑
βi
Πi,i+1βi = 1 . Repeating the experiment R times we find
the standard deviation
∆µm =
√
1− µ2m
R
. (S4)
Measuring Moments in Bosonic Systems
We show here how to measure the moments as given in Eq. (2) for a bosonic system. Unlike for the case of spin
systems, we directly choose the operator Pm as a product of specific, non-hermitian, permutations, pi, such that
PTBm =
⊗
j∈A
Vj,pi
⊗
j∈B
V Tj,pi (S5)
where Vj,pi =
∑
{nj,c} |nj,1, . . . , nj,m〉 〈pi(nj,1), . . . , pi(nj,m)|, and nj,c = 0, . . . ,∞ labels the number of bosons in copy c
and physical site j. We can write this operator in second quantized form as
Vj,pi =: e
∑
c a
†
j,caj,pi(c)−a†j,caj,c : (S6)
where : O : denotes the normal ordering of the operator O, and aj,c denotes the annihilation operator acting on site
j and copy c. We choose pi as the shift permutation such that pi(c) = c + 1. Note that V Tj,pi = Vj,pi−1 . In order to
diagonalise Vj,pi we introduce the Fourier transform, which acts independently on each site j as
a˜j,c =
1√
m
m−1∑
c′=0
e+
i2pi
m cc
′
aj,c′ , for j ∈ A,
a˜j,c =
1√
m
m−1∑
c′=0
e−
i2pi
m cc
′
aj,c′ , for j ∈ B. (S7)
After such a transformation, both the operators Vj,pi for j ∈ A and Vj,pi−1 for j ∈ B, take the form :e
∑
c(e
i2pi
m
c−1)a˜†j,ca˜j,c :.
The normal ordering can be removed by using the identity [73] :e(e
λ−1)a†a: = eλa
†a bringing Eq. (S5) to the form:
PTBm =
∏
j∈{A,B},c
e
i2pic
m a˜
†
j,ca˜j,c . (S8)
The expectation value in Eq.(2) can thus be measured in three steps. First, perform the Fourier (inverse Fourier)
transform between copies at the sites belonging to A (B), as written in Eq. (S7). Second, measure the bosonic
occupation number with outcome nj,c at every site and compute the outcome of the permutation operator as φ =
e
∑
j∈{A,B},c
i2pic
m nj,c . Finally, compute the expectation value as the average over many repeatations of the above steps:
µm = 〈φ〉.
The standard deviation can obtained from the fact that φ∗ = φ. As such (∆µm)2 = 〈φφ∗〉 − 〈φ〉2 = 1 − µ2m and
after R repetitions we find the same result of Eq. (S4).
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FIG. S1: Chebyshev approximation for estimating entanglement. Estimated logarithmic negativity EChebM , using the
Chebyshev approximation vs. actual logarithmic negativity E , for a wide range of random states and partitions. We use both
R-GPS and R-MPS states with varying bond-dimension D, and various system sizes NA, NB and NC , such that NA+NB ≤ 12
and the total length N ≤ 24. The Chebyshev approximation is calculated using the moments µm generated from: (a) M = 10
copies; (b) M = 20 copies. The respective insets show the distribution of error, EChebM − E .
Experimental Feasibility.
Our proposal for measuring logarithmic negativity can be realised in different physical set-ups. In solid state
quantum technologies the possibility of obtaining multiple copies is rapidly emerging. For example, in [74] a system of
two parallel quantum dot arrays, each with 7 sites, was realised in GaAs. Alternatively, in silicon quantum technologies,
recent proposals have put forward schemes for large two-dimensional arrays of quantum dots exploiting the well-
established CMOS technology [75]. Preparing multiple copies of strongly correlated many-body systems in such
structures would be a natural capability. In these quantum dot arrays, singlet-triplet measurements are already well
developed [56], using either charge detection through quantum point contacts, or capacitance measurement through
radio-frequency reflectometry. Since the singlet and triplet states correspond to the anti-symmetric and symmetric
subspaces respectively, they are the eigenstates of the swap operator and thus the singlet-triplet measurement outcome
can be mapped to the swap measurement outcome . The full details of the above, and its generalization to multiple
consecutive swaps, are available elsewhere in the appendix.
In optical lattices the situation is currently even more advanced, and multiple copies of many-body systems can be
easily isolated from each other in adjacent lattice rows. However, the counterpart to the solid state swap measurement
in such systems is destructive. This means that consecutive swaps cannot be measured, limiting the number of copies
to only two. Nonetheless, as explained above, our procedure is valid for whenever forward-backward measurements
that are equivalent to permutations are available. In the case of optical lattices, the Fourier transform provides such
a capability that has also been experimentally implemented [14]. This is performed by tilting alternating rows of
the lattice such that the bosons undergo a series of effective beam-splitters [10]. In our case, this operation would
need to be performed on two subsystems in forwards and backwards fashion – the formal equivalence of this to two
permutations is also detailed in the appendix. Combining these above experimental techniques for measuring the
partially transposed moments, with our machine learning method for extracting the logarithmic negativity, provides
a realistic and complete scheme for accurately estimating entanglement in general many-body systems.
One potential source of error experimentally is that the copies may not be perfectly identical. However, it can
be shown that small deviations in the fidelity of copies leads to only small changes in the moments. Since both the
Chebyshev and neural network approaches yield entanglement estimators that are smooth functions of the moments,
the overall error is therefore well controlled.
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Chebyshev Expansion
In this section, we demonstrate an analytical method, based on functional approximation, for estimating the
logarithmic negativity from the information contained in the moments, µm.
Since logarithmic negativity, E , is a function of the eigenvalues {λk}, one could try to directly reconstruct the main
features of the spectrum {λk} using a few measured moments {µm} – an approach closely related to general Hausdorff
moments problem in statistics [76]. Nonetheless, it is known from a numerical perspective that the Hausdorff problem
is unstable [57]. To avoid such instabilities, we might try an alternative approach based on functional approximation.
Considering that E = log2 Tr f(ρTBAB) with f(x) = |x|, if we can find a polynomial expansion f(x) ≈
∑M
m=0 αmx
m,
then by linearity of the trace, E = log2
∑M
m=0 αmµm, with µm as given in Eq. (2). In other words, given a polynomial
expansion of the absolute function, f(x), – i.e. the coefficients αm – one can approximate the entanglement using a
finite number of moments. A naive choice for this would be a Taylor expansion, but the non-analyticity of f(x) at x = 0
prevents convergence. On the other hand, a nearly optimal choice for approximating a function throughout an interval
rather than around a point, is a Chebyshev expansion [77]. On the interval [−1, 1], this yields f(x) ≈∑Mm=0 tmTm(x)
where the M + 1 Chebyshev polynomials Tm(x) are known m-th order polynomials. The coefficients tm are given, via
the orthogonality of Tm(x), as tm =
2−δm0
n+1
∑M
j=0 f(xj)Tm(xj), where xj = cos [pi(j+1/2)/(M+1)] are the Chebyshev
nodes. When f is defined on a different interval, one can simply linearly transform the Chebyshev points and
polynomials. Although in principle the spectrum of a generic state ρTBAB lies between −1/2 and 1, in practice it is
often much more tightly clustered. Decreasing the window size significantly improves the approximation for a fixed
M . Therefore, we need to find the minimal sized window such that all of the spectrum of a given ρTBAB is contained.
A tight guess for such a window can be found since µm =
∑
k λ
m ≥ λmmax when m is even, with λmax being the
eigenvalue with largest absolute value. Thus in our numerics, we define the window as [−a, a], with a = µ1/MM . The
quality of the Chebyshev approximation rapidly increases with M and becomes exact in the limit M →∞.
In Fig. S1(a) we plot the relationship between the real logarithmic negativity, E , and the approximated value,
EChebM , calculated using the Chebyshev expansion for M = 10 copies. The random states tested are the same as those
considered in the main numerical results text. As the figure shows, EChebM typically underestimates E , especially for
MPS states. As we discuss in the next section, we attribute this to the fact that the distribution of λk is peaked
around zero, particularly for MPS, where the Chebyshev approximation error is always negative. In the inset we plot
a histogram of the errors EChebM − E which clearly shows this negative bias. As shown in Fig. S1(b) and its inset, by
doubling the number of copies to M = 20, the accuracy of this method is significantly improved. While M = 20 is
a significant experimental requirement, we emphasize that the Chebyshev approach provides an analytical tool for
estimating E from a known expression of the moments. In particular, when the moments can be expressed in compact
form, such as for free fermionic systems [78, 79], then the Chebyshev expansion can provide an analytic formula for
E .
Generation of random states
Random generic pure states (R-GPS) have been obtained by generating random vectors with complex elements
distributed according to the normal distribution. R-GPS obtained by sampling from the Haar measure have also
been considered, though they are numerically more demanding. Nonetheless, they provide the same results. Random
Matrix Product States, R-MPS, have been obtained by writing |ψ〉 = ∑{ij}Tr[A(1),i1A(2),i2 . . . A(N),iN ] |i1, i2, . . . , iN 〉
for random tensors A
(j),i
kl , where j = 1, . . . , N , i = 0, 1, and k, l = 1, . . . , D, being D the bond dimension, with complex
elements drawn from a normal distribution.
Chebyshev Approximation Error Analysis
In this section we study in detail where the error in the Chebyshev approximation stems from and how it is related
to the spectral properties of ρTBAB . It is convenient to consider the thermodynamic limit (NA, NB  1), where one can
describe the spectrum of ρTBAB as a probability density function, ω(λ), and write the logarithmic negativity of Eq. (1)
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FIG. S2: Accuracy of the Chebyshev approximation. Distribution of the eigenvalues {λk} of ρTBAB for (a) R-GPS and
(b) R-MPS with D = 32 with NA = 5, NB = 5 and NC = 5. The dashed lines show |λ| while the solid lines show its Chebyshev
approximation for M = 10. Vertical dotted lines denote the estimated bounds on the spectrum calculated as ±µ1/MM .
as
E = log2
∫
|λ|ω(λ)dλ. (S9)
Therefore, this underlying function ω(λ) determines E , though it is not directly accessible from measurements of the
moments µm. Nonetheless, from a theoretical perspective, the study of ω(λ) for certain classes of states yields insight
into the performance of the Chebyshev approximation and machine learning approaches.
For R-GPS, |ΨABC〉, as proven in [80, 81], the spectral distribution ω(λ) tends towards a shifted Wigner semi-
circle law in the limit of large NA, NB and NC . This is described by the continuous distribution ωSC(λ) =
d2
2piσ2
√
4σ2 − (dλ− 1)2 where d = 2NA+NB and σ2 = 2NA+NB−NC , and |dλ − 1| < 2σ. An instance of the spec-
tral distribution ω(λ) is shown in Fig. S2(a) for finite values of NA, NB and NC , where one can already see a clear
semi-circular shape. As is also evident from the figure, the support of the distribution is far smaller than the theoretical
interval λk ∈ [−1/2, 1], yet the bound established above as |λk| ≤ µ1/MM quite tightly captures the real interval.
On the other hand, random states constructed using a MPS ansatz [8] with fixed bond dimension D  2NA+NB+NC
– which inherently obey an area-law – show a significantly different distribution ω(λ), with a high concentration around
0 but long tails on either side. This can be seen in Fig. S2(b) for a single R-MPS instance of ψABC . Nonetheless, the
support of this type of distribution is even more tightly bounded by |λk| ≤ µ1/MM .
In this thermodynamic limit the Chebyshev approximation can be understood from Eq. (S9), as |λ| → f(λ). The
support of ω(λ) for the two classes of states discussed above is typically very different, being much wider for R-MPS.
The effect of this wider range can be seen if we consider the error in the Chebyshev approximation, f(λ) − |λ|, as
a function of λ. By construction this error is spread roughly throughout the interval, with alternating sign. In the
case of ω(λ) for R-MPS, the peak at zero, together with the large support, concentrate a large number of eigenvalues
into a small region with the same signed error. This gives a negative bias that does not exist when ω(λ) is more even
throughout the interval, as for random pure states. Therefore, Chebyshev methods are expected to have a larger error
for area law states.
Neural Network Details
In deep neural networks, the unknown function f mapping inputs to outputs is approximated with a directed graph
organized in layers, where the first layer is the input data and the last one is the output. In our case, the input data
consists of the numbers (NA, NB , µ2, . . . , µM ), namely, the number of spins in each subsystem and the non-trivial
moments. The value s
(`)
k of the k-th node in layer ` is updated via the equation s
(`)
k =A
`
[∑
j w
(`−1)
kj s
(`−1)
j
]
, where
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A` is an appropriate (typically non-linear) activation function and w
(`−1)
kj is the weight between node k in layer `
and node j in `−1. The training procedure consists in finding the optimal weights w by minimizing a suitable cost
function.
In our numerical investigations, we use the Hyperopt [82] and Keras [83] packages to find the optimal network
structure, including the number of hidden layers. For example, for M = 3, the resulting network consists of two
hidden layers, both with rectified linear unit (ReLU) activation functions, with 100 and 56 neurons respectively. For
M = 10 however, the resulting network consists of three hidden layers, with exponential linear unit (ELU), ReLU
and linear activation functions, with 61, 87 and 47 neurons respectively.
Neural Network Error Analysis
We have seen that neural networks can provide very accurate predictions for the logarithmic negativity given only
a few moments. However, in a experimental setting it is also important to be aware of the effective size of any error
bars. We note first of all, that the question of neural networks themselves providing error estimates is an important
yet open problem. On the other hand, broad values for the error can be inferred statistically from the training process.
For example, the standard deviation in the error of the neural networks predictions for unseen test data is a good
guide — and this is exactly the standard deviation of the distributions plotted in the insets of Fig. 2. One could also
calculate the standard deviation as a function of E (i.e. windowed between E−δ, E+δ, for a small value δ) to give
a more dynamic estimate. As this data has never been used to optimise the neural network, there is every reason
to associate similar error bounds for any new experimental data use to predict E , as long it is qualitatively similar.
This similarity, in the example of the quantum quench shown in Fig. 3, is achieved by training with both area- and
volume-law entangled random states, yielding errors that roughly match those of the test data.
Another area of concern might be the effect of supplying slightly inaccurate moments, {µm}, (due to imperfect
copies or measurement error for example) to the neural network. We note however that since the neural networks
produce smooth functions of their variables, any errors are well controlled – small errors will only produce small
changes in the estimate.
Neural Network Sensitivity
Although the neural network produces a smooth output, there is the question of how much the predicted logarithmic
negativity changes if the measured moments are imprecise. We have shown very few moments are required to estimate
the entanglement accurately, and these can be measured with an effort that scales linearly with the subsystem sizes.
However, to be scalable, it is necessary that the number of repeat measurements, R, which sets the standard error
∆µm via (S4), also scales efficiently, i.e., sub-exponentially.
To give a feeling for the dependence of the logarithmic negativity estimator on the the moments µm, in Fig. S3 we
show a plot of EMLM=3 as a function of µ2 and µ3 (for fixed NA and NB which are also inputs to the neural network).
In this plot, the scatter points are real data from the random training set, while the surface is effective function of
the neural network. As can be seen, the neural network is smooth (apart from the enforced lower bound of 0), with
the vast majority of data overlaying areas with reasonable gradient.
The error in the entanglement estimation is given by the gradient of the neural network estimator with respect to
the set of input moments {µm}, multiplied by the measurement error, namely:
∆E ≈
∑
m
∆µm∂E/∂µm, (S10)
where the partial derivative denotes the neural network sensitivity. Since ∆µm ∝ R−1/2, as NA+B increases, it is
required that the ratio of the sensitivity to R remains manageable. Specifically, this requires that the sensitivity does
not diverge as the subsystem sizes grow. To probe this, we take the set of random data and compute the gradient
of EMLM=3 with respect to mu2 and mu3 for each data point in the set. In figure S4 we plot the typical gradient, the
median, as a function of total system size NA+B . As is shown, there is a roughly linear increase in sensitivity with
respect to both moments, with the absolute value in the manageable range < 30, and more accuracy required for µ3.
This confirms that the number of required measurements, R does not scale exponentially with the system sizes.
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FIG. S3: Entanglement as a function of µ2 and µ3 for the random set of density matrices with NA = NB = 5. The green points
represent the real logarithmic negativities, while the surface shows the neural network’s predictions for the whole space.
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FIG. S4: Typical gradient of the neural network estimator with respect to the measured moments µ2 and µ3.
Comparison with approximate state reconstruction methods
Unlike our method, approximate polynomial state reconstruction schemes, e.g. based tensor networks [41, 44]
or neural network states [45, 46], are normally focused on finding an approximate representation of a state that
accurately reproduces experimental observables. Let ρr be the experimentally reconstructed state from a polynomial
number of measurements and suppose that the expectation values predicted by this state are “close enough” to those
predicted by the true state ρ. This means that Tr[ρrA] ≈ Tr[ρA], for any observable A. Alternatively we may ask
that Tr[ρrMi] ≈ Tr[ρMi], for any positive operator valued measurement (POVM) Mi. Because of Helstrom’s theorem
[47] the maximal distance between the distributions obtained from the true and reconstructed state is given by the
trace distance
D(ρr, ρ) =
1
2
‖ρ− ρr‖1 = 1
2
max
{M}
∑
i
Tr[Mi(ρ− ρr)] . (S11)
Therefore, if the states ρ and ρr are close with respect to the trace distance, any expectation value obtained from
the reconstructed state is close to the true value. We may therefore assume that a “good reconstruction” has
D(ρ, ρr) ≈ 0. Although this is true for any expectation value, entanglement measures are non-analytic functions of
expectation values and, as such, may display a higher sensitivity to small errors in the reconstruction. Indeed, many
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entanglement measures are not continuous, so
D(ρ, σ)→ 0, does not imply |E(ρ)− E(σ)| → 0. (S12)
In fact, the entanglement negativity does not even satisfy the requirement of asymptotic continuity (see table 15.2
in [47]). Consider two N qubit states ρ and σ such that ‖ρ − σ‖ → 0 for large N (many particles). A measure if
asymptotically continuous if ‖ρ − σ‖1 → 0 implies |E(ρ) − E(σ)|/ log(dN ) → 0 where dN = 2N is the Hilbert space
dimension. Since the negativity does not satisfy asymptotic continuity the difference between the entanglement of two
‘close’ many-body state can diverge faster than O(log(dN )) ' O(N) for large N . Because of this important point,
the negativity obtained from states reconstructed with a polynomial number of measurements can not be considered
a valid approximation of the true negativity.
In contrast, our method avoids the intermediate step of reconstructing the quantum state and uses a polynomial
number of measurements for the sole purpose of reconstructing the negativity. As shown in the previous section, this
has the advantage that the prediction is accurate and the error is well controlled.
Additional Numerical Results
In this section we further demonstrate the ability of the neural network, trained only with random states, to
accurately predict the logarithmic negativity in several different classes of physical states. These include states likely
to be the most challenging for the neural network due to their high degree of symmetry, which is not enforced in
the random training set. We note that it is highly likely that these results could be improved even further with the
adoption of specialized training sets, chosen to match the model under study. However, for the sake of generality, we
focus here on training only with a set of random states with no underlying physical assumptions.
Ground-states through a quantum phase transition
Quantum phase transitions are a topic of interest for various fields of physics, noted for their display of various
entanglement structures. Here we study the XX-model with transverse field:
HXX =
L−1∑
i=1
(
σXi σ
X
i+1 + σ
Y
i σ
Y
i+1
)
+BZ
L∑
i=1
σZi , (S13)
where BZ denotes the magnetic field. This system undergoes a quantum phase transition at BZ = 1, above which
the system enters a phase with a separable ground-state.
In Fig. S5 we show the logarithmic negativity, exact and predicted from moments using the neural network, for a
variety of sizes of two adjacent blocks of spins within the groundstate of HXX across the transition. The spin chain is
divided into three blocks, of size NA, NB and NC . System C is traced out, then the entanglement is found between
A and B. This state is generally mixed as long as NC > 0. The neural network is exactly as defined in the main
text — trained solely with random states — and we show results for using 3 and 6 moments (copies). As can be seen
from the figure, the key features of the transition are well reproduced in both cases, with the critical point (BZ = 1)
clearly defined. While there are some fluctuations in the quantitative estimate of E for 3 copies, these are significantly
suppressed by raising the number of moments used to 6 copies. It is remarkable that the neural network can capture
the entanglement properties of these highly symmetric ground-states despite having only been trained with random
states.
W-state
Our training set is composed of random states with no imposed symmetry, in which highly entangled states represent
the largest class. As such, low-entangled, highly symmetric states should generally pose the greatest challenge. Here
we study the paradigmatic example of the W-state, which is defined as:
|WL〉 = 1√
L
(|100 · · · 0〉+ |010 · · · 0〉+ · · ·+ |000 · · · 1〉) (S14)
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FIG. S5: Entanglement estimation in the ground-state of the XX-model phase across the phase transition driven by transverse
field, BZ . The groundstate, of total length L = 20 is tri-partitioned, with two adjacent subsystems of size NA = NB and
environment size NC = L −NA + NB . The entanglement between A and B is then computed and estimated from ρAB . The
blue, orange and green lines show the true logarithmic negativity, the neural network estimated quantity with 3 copies, and
the neural network estimated quantity with 6 copies respectively.
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FIG. S6: Entanglement estimation in the W-state. We show here a representative sample of the entanglement estimation in
the W-state for various lengths (L = NA+B +NC) and partitions, as a function of subsystem A size, NA. The blue, orange and
green lines show the true logarithmic negativity, the neural network estimated quantity with 3 copies, and the neural network
estimated quantity with 6 copies respectively.
for L qubits. This state has a MPS representation with bond-dimension 2, making it one of the lowest possible
entangled many-body states. Among other symmetries, it is also fully permutationally symmetric, making it highly
distinct from the random training set. As in the previous sub-section, the W-state is divided into three blocks, of size
NA, NB and NC . System C is traced out, then the entanglement is found between A and B. This state is generally
mixed as long as NC > 0. The choice of partitions is irrelevant due to the permutation symmetry. In Fig. S6 we
plot the real logarithmic negativity and the neural network predictions using 3 and 6 copies respectively, trained as
before solely with random states. We show a few representative combinations of NA, NB and NC . Although the
overall trend is well captured by both the 3-copy and 6-copy neural network, the absolute accuracy is only reasonable
for the 6-copy scheme. Given the atypicality of the W-state with respect to the training set, it is expected that this
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FIG. S7: Estimated entanglement when quenching across the Ising phase transition at BX = 0.5. The initial state is the
groundstate at BX = 0.5 + ∆, dynamics are generated by quenching with the Hamiltonian at 0.5 −∆, taking ∆ = 0.1. The
total size is L = 20 and the tri-partition is chosen so that subsystems A and B are adjacent and of equal size. The blue and
orange lines show the true logarithmic negativity and the neural network estimated quantity with 3 copies respectively.
requirement for extra resources could be alleviated by training with more specialized states such as those with high
degree of symmetry. We also note our protocol works best for highly entangled state (> 1 ebit of entanglement unlike
the W-state here). Nonetheless neural network is easily capable of identifying when the entanglement is relatively low
(< 1 ebit of entanglement). In these cases, instead of resorting to more copies, it would also be feasible to switch to
MPS-tomography [41], which is efficient for low levels of entanglement.
Quench across a phase transition
In the main text we quench from the Neel-state (which can be thought of as the ground-states of the XXZ-model with
infinite anisotropy) to the isotropic Heisenberg point, which is the location of a Kosterlitz-Thouless phase transition.
This type of quench quickly generates volume-law entanglement, and this is accurately captured by our neural network
approach, as show in Fig. 3 of the main text. One might also consider a different quench, across a different type of
quantum phase transition. Here, we take the paradigmatic example of the transverse field Ising model:
HIsing(BX) =
L−1∑
i=1
σZi σ
Z
i+1 +BX
L∑
i=1
σXi , (S15)
where BX is the magnetic field, which induces a second order phase at the critical point BX = 0.5.
In Fig. S7 we show the logarithmic negativity as a function of time, exact and predicted from moments using the
neural network, for a variety of sizes of two adjacent blocks of spins during a quench across this phase transition.
Specifically, we take the initial state as the ground-state of HIsing(1 + δ), and evolve it with HIsing(1− δ). As before,
the spin chain is divided into three blocks, of size NA, NB and NC . System C is traced out, then the entanglement
is found between A and B. This state is generally mixed as long as NC > 0. The neural network is also the same as
before, and we only show results for 3 moments (copies) since this is already sufficient for good accuracy. This further
confirms that the training set chosen is particularly suitable for highly entangled states such as those generated in
quenches.
