In this paper, an improved grey model and scenario analysis, GA-GM(1,N) is proposed to forecast the carbon intensity in the Pearl River Delta (PRD) region, one of the most developed regions in China. Moreover, to show the advantage and feasibility of the proposed model, the forecasting results of the GA-GM(1,N) model are compared with that of a single-variable grey model (GM (1,1)) and a multivariable form (GM(1,N) ). Data from one sample period (2005)(2006)(2007)(2008)(2009)(2010)(2011)(2012) are used to develop the models, and data from another sample period (2013)(2014)(2015) are used to test them. The mean absolute percentage error (MAPE) is applied to measure the accuracy of prediction. The results show that, of the three models, GA-GM(1,N) produces the best carbon intensity forecasts, with MAPEs of 0.4-1.4% and 0.04-0.4% in the development and testing periods respectively. This indicates that the optimization of the genetic algorithm is effective. The realization of carbon reduction targets in different cities is also explored by combining grey models with scenario analysis. Only Guangzhou could achieve its reduction target under all scenarios, and it can serve as a reference for other cities. Policy recommendations are provided based on these results.
Introduction
Greenhouse gases in the atmosphere are the main cause of global warming [1] . A report from the World Bank reveals that global annual carbon emissions in 2013 reached 36 million tons, with China responsible for 29% of the total, while the USA, Europe and India contributed 15%, 10% and 7%, respectively [2] . Intentions to reduce carbon emissions have been signalled by most countries. The USA used 2005 emissions levels as a benchmark and set a greenhouse gas reduction target of 17% by 2020, while the European Union has committed to reduce its greenhouse gas emissions by 20% of the level in 1990 by 2020. China is at an intermediate stage of industrialization, and the growth of its economy still relies on energy consumption [3] . The Chinese government therefore needs to take account of economic development and energy consumption in setting its carbon reduction target. Based on 2005 levels, the carbon emissions per unit GDP ("carbon intensity") is set to decrease 40-45% by 2020.
Due to significant differences in stage of economic stage, resource endowment, strategic orientation and ecological conditions among the provinces, the national target has been disaggregated to provincial level by government. For instance, in the Thirteenth Five-Year Plan (2016-2020) a 20.5% carbon intensity reduction target was set for to Guangdong.
Literature Review
In this paper, the prediction of carbon emissions, a grey prediction model and a genetic algorithm are considered. Thus, the relevant literature is reviewed below from these three perspectives.
The Forecasting of Carbon Emissions
To meet the challenges of global warming, specific emission reduction targets have been set by most countries [7] . This has attracted a lot of research on the trends of carbon emissions and carbon intensity as this could help governments in energy planning.
Many methodologies have been put forward to solve the forecasting problem of carbon emissions. Using an improved IPTA model, Qiang et al. [8] forecasted the carbon intensity in China under three assumed scenarios. A LEAP model was constructed to predict China's carbon emissions from the electric industry in two different scenarios [9] . Sun et al. [10] introduced a hybrid model combined with extreme learning machine and particle swarm optimization method for carbon emissions prediction in Hebei Province. Now many researchers are working on whether the carbon emissions targets can be realized and to explore whether China's reduction targets could be achieved by 2020 under different economic scenarios, Zhu et al. [11] deduced the trend of carbon intensity based on economic and energy consumption prediction. The results showed that the reduction targets could be achieved in all scenarios. Xiao et al. [12] adopted a system dynamics model combined with scenario analysis to predict both China's CO 2 and carbon intensity under different policies. Taking the Provinces of Fujian and Anhui as case studies, the achievement of carbon reduction targets under different policy scenarios was researched by Wang et al. [13] .
Most such studies for China have been conducted at the national or provincial level, and few have focused on the regional or city level. Here, we explore the realization of reduction targets by forecasting trends in carbon output at these levels, for the Pearl River Delta as a whole and for each of its nine cities.
Grey Prediction Models
Various studies of carbon emission forecasting have been conducted in recent years [14, 15] . When system information is insufficient, grey models can be applied to describe the behaviour of a few outputs with little data. Compared with other methods, the grey model performs better in short-term and time series predictions [16] . It has been widely applied to the energy industry [17] , the economy [18] , management [19] and so on. Carbon emissions could be regarded as a grey system, as it they are affected by many uncertainty factors. Song Ding et al. [20] predicted Chinese carbon emissions using grey models and compared them with non-grey models. The result suggested that grey models were more suitable for carbon prediction. Here, we discuss carbon output predictions from a grey model and an improved model.
Among numerous grey models, GM(1,1) is the most common due to its simple structure: it is based on a one-step equation and has one dependent variable. To improve forecasting ability, many modified models have been suggested, optimized using different methods. For instance, an improved GM(1,1) model based on the rolling mechanism was proposed to predict Turkey's total and industrial electricity consumption [21] . The results showed that the rolling mechanism is an efficient method to increase both the prediction accuracy and the applicability of GM(1,1). Liu et al. [22] constructed a grey neural network and input-output combined forecasting model combined with GM(1,1), WPGM(1,1), PGM(1,1) and a BP neural network, in order to predict the primary energy consumption in Spanish economic sectors from 2010 to 2015 under different GDP growth scenarios.
GM(1,1) can be easily extended to a GM(1,N) model, which refers to first-order and N variables. It deals with the prediction of an uncertain dependent variable from multiple influencing factor variables. A multivariable grey model, GM(1,N), was proposed by Deng [23] , for coordinating economy, technology and society in Hubei Province. Traditionally, parameters are determined by the least squares estimation method. However, these parameters can also be calculated by other optimization methods, which may enhance the prediction performance of GM(1,N). Guo et al. [24] used a comprehensive adaptive grey model, CAGM(1,N), to forecast traffic flow and showed that the prediction accuracy of GM(1,N) is significantly improved by optimizing background values. In addition, several optimization techniques have been suggested to modify GM(1,N) models. Wang & Hao [25] proposed an improved multivariable grey model with a convolution integral (GMC(1,n)), whose optimal parameters were obtained by a non-linear optimization model. The results indicated that the optimization method can significantly improve the forecasting precision of GMC(1,n).
Genetic Algorithms
Recently, genetic algorithms (GAs) have drawn the attention of researchers due to their global optimization [26, 27] . A genetic algorithm is a stochastic optimization search algorithm that mimics natural evolution and genetic mechanisms. It was first proposed by Holland in the early 1990s [28] . Processes mimicking genetic variation and natural selection are repeated continuously until an optimal solution is gained or a stop condition is reached. The advantage of a genetic algorithm is that it can generate multiple starting points randomly in the space of feasible solutions, and start searching at the same time. The process of selection is mainly achieved by the 'fitness' function, which is used to assess the merits of a 'chromosome' in the entire population.
Genetic algorithms have been widely used in numerical optimizations in various fields, such as social networks [29] , route planning [30] , equipment parameter optimization [31] and so on. In addition, a time series model can be combined with a genetic algorithm in forecasting [32] . Indeed, a genetic algorithm has been used to optimize values produced by a grey model. In this regard, Yuan [33] introduced a genetic algorithm into a grey neural network in order to solve local convergence problems. The average errors were significantly reduced by genetic algorithm optimization of both a classical GM(1,1) model and an RBF neural network grey model. To forecast agricultural output in Taiwan, both background value optimization and a genetic algorithm were used to construct a new single-variable grey model. Evaluating the prediction accuracy of a traditional GM(1,1) model and of an improved model, the best performance was achieved by a genetic method, with mean absolute percentage errors (MAPEs) of 2.372% [34] . These studies solved the problem of single-parameter optimization in a grey system, but Choi et al. [35] reported that a genetic algorithm can also solve optimization problems with multiple parallel solutions.
For the purpose of improving forecast accuracy, this paper constructs an improved multivariable grey model based on a genetic algorithm, which is here termed GA-GM(1,N). This is used to forecast trends in carbon intensity over the next five years in Pearl River Delta, combined with scenario analysis.
Model and Methodology

GM(1,1) Model
The grey model was first proposed by Deng [36] . GM(1,1) is one of the most widely used grey models. The process of modeling is as follows:
Step 1: Accumulated generating operation.
Suppose that the original data sequence is X (0) = (x (0) (1), x (0) (2), ..., x (0) (n)), where n represents the number of samples. Its cumulative sequence is X (1) = (x (1) (1), x (1) (2), ..., x (1) (n)). The equation is as follows:
Step 2: Solve the first difference equation with the least-square method.
The difference equation is defined as follows:
where:
The whitening equation is as follows:
where a represents the development coefficient and b is called the driving coefficient. The parameters a and b are calculated by the ordinary least squares method.
Step 3: Calculate the equation solution.
The equation is defined as follows:
Suppose that X (2) = (x (2) (1), x (2) (2), ..., x (2) (n)) represents the forecast sequence, then the restored values are given by Equation (6):
The GM(1,N) is a multiple-variable grey model. The procedure of GM(1,N) are the same as in the single-variable grey model. Both single-variable and multiple-variable grey models perform a cumulative process on the original data before modelling. Then solving differential equation with the least-square method. Finally, the predicted values can be restored by the inverse accumulating 
where m represents the number of variables, and the solution of equation is as follows:
In order to build a multivariable grey model, it is first necessary to identify the main factors influencing carbon intensity. Grey relational analysis is used to obtain the grey correlation between the reference sequence and a comparison sequence through a comparison of the geometric similarity of time series data in the system. According to relevant research, this study takes GDP, population, energy consumption and industrial structure as initial correlation factors [37] [38] [39] . Industrial structure is represented by the proportion of the local economy accounted for by secondary industry. The procedures of grey relational analysis are as follows [40] :
Step 1: Transfer.
The original data need to be transformed first in order to eliminate dimensions:
Here, i = 0, x 1 i (k) represents the carbon intensity, while i > 0, x 1 i (k) are GDP, population, energy consumption and industrial structure.
Step 2: Calculate the correlation.
Suppose that the reference sequence refers to
In addition, the absolute deviation sequences are defined as
Then the correlation coefficient is calculated by Equation (10):
ρ represents the distinguish coefficient which was usually considered as 0.5 [41] . The correlation is calculated by Equation (11):
The Modelling Algorithm of GA-GM(1,N)
In this study, the multivariate grey model is improved using a genetic algorithm by optimizing the initial parameters to calculate optimal values. Through a number of iterations, the optimal parameters of GM(1,N) can be found. Then, the optimal GM(1,N) can be built based on optimized parameters, and the future data points can be forecast.
The basic steps of the genetic algorithm are selection, crossover and mutation [42] . The procedure of genetic algorithm is described as follows:
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Step 1: Produce individuals randomly in the initial population.
Suppose that the parameters of the GM(1,N) model are recorded as S 0 = (a,b 1 ,b 2 , ..., b n ), then the initial population of the genetic algorithm can be determined, where the lower bound is S l = (0.98a,0.98b 1 ,0.98b 2 , ..., 0.98b n ) and the upper bound is S u = (1.02a,1.02b 1 ,1.02b 2 , . . . ,1.02b n ).
Step 2: The fitness function is proposed to evaluate fitness value for each individual.
The fitness function can be defined as in Equation (12) [43] :
Step 3: Select the individuals based on the selection method.
Step 4: Perform crossover and mutation operation with a certain probability.
Step 5: Repeat from step 2 until the terminating condition is satisfied.
According to relevant studies on single-variable grey models optimized by a genetic algorithm [33, 34] , specific parameters are set as follows ( Using the genetic algorithm, the optimal parameters of GM(1,N) are selected with the highest fitness values. The optimization process of GA-GM(1,N) is shown in Figure 1 . Step 3: Select the individuals based on the selection method.
According to relevant studies on single-variable grey models optimized by a genetic algorithm [33] [34] , specific parameters are set as follows (Table 1) : Using the genetic algorithm, the optimal parameters of GM(1,N)are selected with the highest fitness values. The optimization process of GA-GM(1,N) is shown in Figure 1 . 
Materials
Data and Source
As one of three economic areas in China, the Pearl River Delta, which includes nine cities (Guangzhou, Shenzhen, Zhuhai, Foshan, Huizhou, Dongguan, Zhongshan, Jiangmen and Zhaoqing) is located at Guangdong Province (Figure 2) . 
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Calculation of Carbon Emissions and Carbon Intensity
Considering the absence of carbon emissions and carbon intensity data in Pearl River Delta, the relevant data were calculated using the coefficient method. The carbon emissions were calculated as follows [44] :
where C represents the carbon emissions, K is a carbon emission coefficient and E is energy output. The coefficient K changes according to the specific regions, technical conditions and energy structures. According to the Energy Institute of China National Development and Reform Committee, the utilization rate of coal is 67%. That means 0.67 tons of carbon is converted into 2.457 tons of carbon dioxide per tce. It is assumed that the K is a constant and equal to 2.457. Carbon intensity (CI) is the ratio of carbon output to GDP:
Carbon emissions and carbon intensity of the Pearl River Delta in 2005-2015 are shown in Figure  3 , with the results calculated from Equations (13) and (14). 
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Correlations between the Reference Sequence and the Comparison Sequences
The correlations between carbon intensity and its influencing factors are obtained based on grey relational analysis. The calculated values of grey relational coefficient are shown in Table 2 . Grey relational coefficient is used for determining how close between the reference sequence and the comparison sequences. The larger coefficient values means that the comparison sequences are closer to the reference sequence. With all the above absolute values, these factors are suitable to be used as dependent variables in a multivariable grey model.
Forecasting Scenarios
In order to predict the carbon intensity of each city in the Pearl River Delta from 2016 to 2020, the GM(1,N) and GA-GM(1,N) model need information about variance ratios of GDP, population, energy consumption and Industrial structure as inputs. Under The Thirteenth Five-Year Plan of Guangdong Province, the energy intensity in 2020 should be decreased by 17% from that in 2015; as yet, though, there is no target for energy consumption. Therefore, in this study, energy consumption for each city is derived from figures for GDP and energy intensity. The economic and population growth rates for each city are based on The Thirteenth Five-Year Plan and Urban Master Planning Report (Table 3 ). It is assumed that industrial structure will remain the same over the period 2011-2015. In view of actual situation of economic development, the growth rates of GDP are set to low, medium and high, represent for "Low development scenario"(LD), "Base development scenario"(BD) and "High development scenario"(HD), respectively. (Table 3) . 
Results and Discussion
Training and Testing
As non-linear models require data for fitting, eight of the 11 samples were selected as the training datasets (2005-2012), while the remaining three datasets were used for testing (2013) (2014) (2015) . In line with related research on prediction [45] , the mean absolute percentage error (MAPE) is was used to evaluate the forecasting performance of models GM (1,1), GM(1,N) and GA-GM(1,N) (Equation (15)). The accuracy of prediction can be considered high when MAPE is less than 10% [46] :
where obs i and pre i are observed values and predicted values. The MAPEs of the training set are shown in Figure 5 . The MAPEs are between 0.7% and 4.2% when using GM (1,1) ; however, these value drop to 0.4% and 1.6% when adopting GM (1,N) . The prediction accuracy of the multivariable grey model is significantly improved compared with the single-variable model for all cities except Zhongshan and Dongguan. That is to say, GM(1,N) is better at predicting carbon intensity than GM(1,1). For all regions, the MAPEs are found to be lowest with model GA-GM(1,N), falling in the range 0.4% to 1.4%. Evidently, model GA-GM(1,N) improves the prediction accuracy of GM(1,N). 
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As non-linear models require data for fitting, eight of the 11 samples were selected as the training datasets (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) , while the remaining three datasets were used for testing (2013) (2014) (2015) . In line with related research on prediction [45] , the mean absolute percentage error (MAPE) is was used to evaluate the forecasting performance of models GM (1,1), GM(1,N) and GA-GM(1,N) (Equation (15)). The accuracy of prediction can be considered high when MAPE is less than 10% [46] : The MAPEs of the testing set are shown in Figure 6 . The MAPEs of GM(1,N) are obviously lower than those of GM(1,1). The largest decline in MAPEs, of 7.8 percentage points, occurred in Foshan, while the value for the Pearl River Delta region as a whole was the smallest, at 0.1 percentage points. The MAPEs of the testing set are shown in Figure 6 . The MAPEs of GM(1,N) are obviously lower than those of GM (1,1) . The largest decline in MAPEs, of 7.8 percentage points, occurred in Foshan, while the value for the Pearl River Delta region as a whole was the smallest, at 0.1 percentage points. 
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As non-linear models require data for fitting, eight of the 11 samples were selected as the training datasets (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) , while the remaining three datasets were used for testing (2013) (2014) (2015) . In line with related research on prediction [45] , the mean absolute percentage error (MAPE) is was used to evaluate the forecasting performance of models GM (1,1), GM(1,N) and GA-GM(1,N) (Equation (15)). The accuracy of prediction can be considered high when MAPE is less than 10% [46] : The MAPEs of the testing set are shown in Figure 6 . The MAPEs of GM(1,N) are obviously lower than those of GM (1,1) . The largest decline in MAPEs, of 7.8 percentage points, occurred in Foshan, while the value for the Pearl River Delta region as a whole was the smallest, at 0.1 percentage points. As with the results of training set (above), the lowest prediction error was given by the GA-GM(1,N) model in all regions, ranging from 0.04 to 0.4%. GA-GM(1,N) performed excellently in forecasting the carbon intensity of Pearl River Delta as a whole, and all cities separately.
Comparative Analysis of Forecasting
The prediction results of the three methods are shown along with the original values in Figure 7 . The left-hand purple area shows the results from the training set (2005-2012), while the middle green one and right-hand pink area show the results from the testing set (2013-2015) and the prediction set (2016-2020), respectively. Observed values are represented by the red lines, which consist of inflection points. However, the predicted sequences obtained by model GM(1,1) are nearly smooth descending curves. This implies that the model GM(1,1) works well when the time series demonstrates a steady growth or decline but does not perform well when the data are oscillating. GM(1,N) performed better in fitting the original data, and also produced the inflection points evident in the original data. This verifies that the grey forecasting model with multiple variables gives better forecasts than the single-variable model. After optimization using the genetic algorithm method, the accuracy of forecasting was further improved. This shows that the newly proposed genetic algorithm is an attractive and effective optimization tool for forecasting carbon intensity.
Comparing the prediction stage among three models, GM(1,1) predicts a faster decline in carbon intensity than GM(1,N) and GA-GM(1,N), except for two cities, Shenzhen and Huizhou. In addition, the rates of decline predicted by the three models are lower than the actual rates in the last five years of the original data, expect for Foshan. All three forecast models predict that the rates of decline in carbon intensity will be insufficient to meet targets. As with the results of training set (above), the lowest prediction error was given by the GA-GM(1,N) model in all regions, ranging from 0.04 to 0.4%. GA-GM(1,N) performed excellently in forecasting the carbon intensity of Pearl River Delta as a whole, and all cities separately.
The prediction results of the three methods are shown along with the original values in Figure  7 . The left-hand purple area shows the results from the training set (2005-2012), while the middle green one and right-hand pink area show the results from the testing set (2013-2015) and the prediction set (2016-2020), respectively. Observed values are represented by the red lines, which consist of inflection points. However, the predicted sequences obtained by model GM(1,1) are nearly smooth descending curves. This implies that the model GM(1,1) works well when the time series demonstrates a steady growth or decline but does not perform well when the data are oscillating. GM(1,N) performed better in fitting the original data, and also produced the inflection points evident in the original data. This verifies that the grey forecasting model with multiple variables gives better forecasts than the single-variable model. After optimization using the genetic algorithm method, the accuracy of forecasting was further improved. This shows that the newly proposed genetic algorithm is an attractive and effective optimization tool for forecasting carbon intensity.
Comparing the prediction stage among three models, GM(1,1) predicts a faster decline in carbon intensity than GM(1,N) and GA-GM(1,N), except for two cities, Shenzhen and Huizhou. In addition, the rates of decline predicted by the three models are lower than the actual rates in the last five years of the original data, expect for Foshan. All three forecast models predict that the rates of decline in carbon intensity will be insufficient to meet targets. 
Analysis of Reduction Rate Based on Different Development Scenarios
In the previous section, the rates of decline in carbon intensity in all regions were decreasing, according to the predictions from all three models. In this section, model GA-GM(1,N)-the one with the greatest accuracy-is employed to forecast carbon intensity in 2020 under three economic development scenarios (shown in Table 3 ). The results are shown in Figure 8 .
Comparing predicted carbon intensity in 2020 in the different economic development scenarios, it is easy to see that the higher the level of economic development is, the more likely it is that the reduction target will be achieved; the magnitude of the decline is different, though. That is to say, decreases in carbon intensity can be achieved through economic development for both Pearl River Delta and each city. There are similar conclusions from the empirical analysis of national and regional carbon intensity of China [47] . 
Comparing predicted carbon intensity in 2020 in the different economic development scenarios, it is easy to see that the higher the level of economic development is, the more likely it is that the reduction target will be achieved; the magnitude of the decline is different, though. That is to say, decreases in carbon intensity can be achieved through economic development for both Pearl River Delta and each city. There are similar conclusions from the empirical analysis of national and regional carbon intensity of China [47] . The results indicate that the growth of the economy contributes to a reduction in carbon intensity at both national level and regional level. It is generally known that carbon intensity drops when the GDP growth rate is greater than the growth rate of carbon emissions [48] . Zhao et al. [49] believe that this is because, in developed areas, better technical/technological conditions allow for greater carbon reduction.
Under the "base development scenario", it would be difficult for any city to reach the target of 20.5%, except for Guangzhou. However, it should be noted that it could be achieved from the perspective of Pearl River Delta as a whole. This indicates that the overall objectives of the region can be achieved by particular cities taking the lead. With faster economic growth, the reduction targets will be able to be met by Shenzhen, Dongguan and Zhongshan. The GA-GM(1,N) forecast model suggests that Foshan, Zhaoqing, Zhuhai, Huizhou and Jiangmen will not be able to meet their reduction targets.
Conclusions
In light of climate change, as one of three major economic areas in China, carbon intensity reduction in the Pearl River Delta is of great importance. In this study, a multivariate grey model optimized by a genetic algorithm is proposed. First, the carbon emissions and carbon intensities of the nine cities in the Pearl River Delta were calculated for 2005-2015. Then carbon intensity was forecast based on variables of GDP, population, energy consumption and industrial structure. The forecasting performance of the three grey models were compared. Then, the rates of reduction in carbon intensity under different economic development scenarios were examined. From this, we draw the following conclusions:
(1) During the period covered by the Thirteenth Five-Year Plan, all three prediction models suggest that both carbon intensity and its variation will decline. The reduction in carbon intensity will continue, but decrease. (2) Among the three grey models, the lowest prediction errors were given with GA-GM(1,N) at both the training and the testing stages, which indicates that the prediction accuracy of a multivariate grey model is improved by using a genetic algorithm. The newly proposed genetic algorithm is an attractive and effective optimization tool for carbon intensity forecasting. (3) Under all three scenarios, of the nine cities only Guangzhou could achieve its reduction target.
It could serve as a reference or pattern for low-carbon development for other cities, particularly those that are likely to fail to meet their targets, such as Foshan, Zhaoqing, Zhuhai, Huizhou and Jiangmen. Due to the contribution of its low-carbon cities, Pearl River Delta could take the lead The results indicate that the growth of the economy contributes to a reduction in carbon intensity at both national level and regional level. It is generally known that carbon intensity drops when the GDP growth rate is greater than the growth rate of carbon emissions [48] . Zhao et al. [49] believe that this is because, in developed areas, better technical/technological conditions allow for greater carbon reduction.
(1) During the period covered by the Thirteenth Five-Year Plan, all three prediction models suggest that both carbon intensity and its variation will decline. The reduction in carbon intensity will continue, but decrease. (2) Among the three grey models, the lowest prediction errors were given with GA-GM(1,N) at both the training and the testing stages, which indicates that the prediction accuracy of a multivariate grey model is improved by using a genetic algorithm. The newly proposed genetic algorithm is an attractive and effective optimization tool for carbon intensity forecasting.
(3) Under all three scenarios, of the nine cities only Guangzhou could achieve its reduction target. It could serve as a reference or pattern for low-carbon development for other cities, particularly those that are likely to fail to meet their targets, such as Foshan, Zhaoqing, Zhuhai, Huizhou and Jiangmen. Due to the contribution of its low-carbon cities, Pearl River Delta could take the lead in achieving the reduction task of Guangdong Province under the "Base development scenario" and "High development scenario".
Because it has the highest economic income and the lowest proportion of secondary industry, Guangzhou contributed a lot in achieving the reduction target of the Pearl River Delta. This has policy implications. For cities with rapid economic development, the balance between energy consumption and economic development is the key problem. More attention should be paid to technical upgrades in order to improve energy efficiency continuously. Also, the energy structure is expected to be adjusted by increasing the proportion of non-fossil fuels, such as hydropower, wind power, nuclear power and natural gas. Within secondary industry, economic growth should be focused on high value-added industries. High-energy and high-pollution enterprises should be targeted to control regional carbon emissions. In addition, other policy instruments can also be adopted, such as carbon taxes and carbon trading.
