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1. INTRODUCTION 
Let Xni = (JTLf’,..., A$), 1 < id n, n 2 1 be I@-valued rv’s (random 
variables) with continuous df’s (distribution functions) Fni(x), x E R“ and 
continuous marginal distribution functions Fz’(xj), xi E R, 1 Q i 6 n, n > 1, 
16 j 6 k. Our aim is to establish a weak invariance theorem of the rank 
statistic 
(1.1) 
where the cni are the regression constants defined by a continuous function 
h(x) on [0, l] as 
l<i<n,nal (1.2) 
the a,(. . .) are the scores defined by a continuous function J on [0, 11” as 
qm(il ,..., i,)=J 
( 
& ,..., j--&), (i ,,..., i,)E (l,..., WI}, 
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and Rfjbi is the rank of X2) among {X2’, 1 < I< m}. We assume that the 
underlying rv’s are absolutely regular with rates 
j?(m) = O(n-“-&), E > 0. (1.3) 
Recall that the sequence {Xni} is absolutely regular if 
sup max E{ sup IP(AI(T(X~i, l~i~j))-P(A)I}=B(m)lo. nal I<j<n-m Acu(Xn,,i2j+m) 
Here cr(Xni, 1~ i<j) and o(Xni, ia j+ m) are the o-fields generated by 
(X nl,..., Xnj) and (Xn,j+m, Xn,j+m+ I,..., X,,), respectively. 
Also recall that {Xni} satisfies the strong mixing condition if 
sup n,l l<~~~nx_m CsuP{IP(AnB)-P(A)P(B)I;AEa(X,i, f<iGj), . . 
BEn(X+ i>j+m)}] =a(m)lO. 
Since a(m) < B(m), it follows that if { Xni} is absolutely regular, then it is 
also strong mixing. 
For the special case m =n, the asymptotic distribution of the statistic 
9&, was studied by Ruymgaart and van Zuijlen [S] when the random 
variables Xni are independent, and by Hare1 [S] when the random 
variables XEi are q-mixing. Here, in this paper, by adapting some of the 
ideas of Yoshihara [ 111, we prove a weak invariance theorem for the 
statistic 5&, when the random variables X,i are nonstationary absolutely 
regular. 
2. WEAK INVARIANCE OF THE RANK STATISTIC 9& 
For any x = (x,, . . . . xk) E Rk, define F,(X) as F,(X) = K’ x7= 1 Fni(X) 
and for anyj (1 <j<k) F”‘(x.)=n-’ C;= 1 F;l;j)(x,), For a score function 
J(t 1, . . . . tk) which is square”inte!grable, put 
For h defined in (1.2), put 
~n,m= f cniPZ,i= f h(k)PZ,i, m<n. (2.2) 
i=l i=l 
For any sequence of df’s {F,} on (Rk)’ with marginals F on lRk and 
assuming that J admits a derivative for each coordinate, we denote 
206 HARELANDPURI 
o*( {F,}) = lim 
i, n-r* & 
g*(x) Wx) + 2 ,g, j-Rk)2 g(x) g(y) dF,(x, Y) 
if the limit exists where 
g(x)= i J &x,, y,, 
j-1 Rk 
- F”‘(Yj)) g, (F”‘(Yl), . . . . F’k’(Yk)) WY) 
J 
+ J(F”‘(X,), . ..) flk’(Xk)) - jRk J(F”‘(Yl), ‘.‘, F’k’(Yk)) WY), 
(2.3) 
(2.4) 
where x = (x1, . . . . x,), y = (y,, . . . . yk), and F(j) is the marginal df of F, 
l<j<k. 
For every n > 1, let 
K(4=bv2 C4[ns,+(ns- CdM,p2s,+ll, (2.5) 
where 0 is the positive constant defined in (2.3), A,i= Yn,i-p,,i, and [ns] 
is the integral part of ns. The process V,(S) = { V”(s), 0 < s < 1 } belongs to 
the space C1 of all continuous functions on [0, l] on which we associate 
the usual uniform metric. 
Let F,,i,i be the df of (Xni, Xni). Then we have 
THEOREM 2.1. Suppose the sequence (Xni} is absolutely regular with rate 
(1.3). Furthermore assume that for any IE N* with 1> 1, there exists a con- 
tinuous df F, on (Wk)* with continuous marginals F on lRk and continuous 
marginals F(j) on R, 1 <j< k such that 
lim max IF (F(l)-‘(t ) C&J n 1 7 . . . . 
n-m ldi<j<n 
Fr)-‘(tk), Fy’-‘(t;), . . . . FL”-‘($)) 
- I?-i(F(‘)-‘(tl), ...) F(k)-‘(tk), I;“‘-‘(t;), ee.2 F”‘-‘(t;))l =O (2.6) 
and 
max sup IFni(x) - F(x)1 = O(nG’), where y > 1. 
l<i<n xE& 
(2.7) 
Let J be a score function having bounded second derivatives. Zf a’( {F,}) 
defined in (2.3) is strictly positive, then V, defined in (2.5) converges weakly 
in the uniform topology on Cl to the process V,, = { V,,(s), 0 6s < 1 }, where 
V,(s) = j; h(u) dW(u), O<s<l 
and W= {W(s), O<s< l> is a standard Brownian motion process and 
I*)< ~0. 
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Remark. Let the sequence {Xni} be absolutely regular, and let the 
sequence of distribution functions (F,, i, j} satisfy the following conditions: 
There exists a sequence {F,} of distribution functions defined on (Rk)2 
such that 
lim max If’n,i,j(xl, x2)-Fj-i(X,, ~211 =O for all (x,, x2) E ( Rk)2 
n-m lCi<j<n 
(2.8) 
and 
Fni = F, for all 1 < i < n, n > 1 (2.9) 
then the condition (2.6) is satisfied, and moreover, the condition (2.7) is 
not necessary for the proof of Theorem 2.1. 
3. PRELIMINARY LEMMAS 
At first we give a lemma from Yoshihara [ 1 l] which we will only use in 
the proof of Theorem 2.1 (Section 4). Let p > 1 and 1~ i, c i2 < . . . < ip < n 
be arbitrary integers. For any j (1~ j < p - l), let Pj:; ...T ‘p) be the proba- 
bility measure defined by Pj, n (il.-., i~)(~(j) x #p-j)) = p[(X,,, . . . . X,,) E A(j)] 
P[(X,,+,, . . . . X,,) E I@-“] and P,, n (iI, “” ip) be the probability beasure defined 
by 
Pb’ll,...’ qA’q = P[ (X”,) . ..) X,,) E A’P’] 
for any A(~)E(T(X,,;,, . . . . X,,), 1 <j< p, and @-~)E(T(X,~+~, . . . . X,,), 
l<j<p-1. 
LEMMA 3.1 (Yoshihara, [ll]). For every pa 1 and (iI, . . . . iP) such 
that i, < i2 < .. . <ip and any j (OGjdp-1), let h(x,, . . ..x.) be a Bore1 
function such that 
for some 6 > 0, then 
If 
4x , , . . . . xp) dP&...+ G) - 
w f w 
h(x, , . . . . xp) dPj:,’ ,..* ip) 
< 4M1’(2+6)f16’(1 +6)(ij+ 1 - ii), (3.1) 
As a special case, ifh(x,, . . . . xp) is bounded, say jh(x,, . . . . xp)l <M, then we 
can replace the right side of (3.1) by 2MB(i,+, - ii). 
68313612-S 
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Now we give preliminary results to the proof of Theorem 2.1. 
For any n (n> 1) and for any i (1 <i<n) let 
AZ= : J (&yax,, 
j=l Rk 
-cj'(xj)) 6 (Fp(x,), . ..) FLk)(Xk)) dFni(Xl, . ..) Xk) 
+ J(F!"(Xp), . ..) F;k'(X$))) - E(J(Fy'(X$'), . . . . zy'(X~~))). (3.2) 
It is obvious that E(Azi)=O. 
Consider the process L,(t) defined on C, by 
( 
Cntl 
L,(t)=n-“2 1 A,*i+(nt- [nt])A:[n,+l, 
> 
. (3.3) 
i=l 
LEMMA 3.2. Suppose that {Xni} satisfies the conditions of Theorem 2.1. 
Then the process L,,(t) converges weakly in uniform topology to a Gaussian 
process L,(t) with trajectories a.s. in C, with mean 0 and variance to*( {F,} ), 
where a’( { F,}) is defined in (2.3). 
ProoJ The process L, defines a probability measure P, on C1. From 
Theorem 8.1 of Billingsley [2], we have to prove that (i) the finite dimen- 
sional distributions of P, converge in law to normal distributions and (ii) 
P, is tight. 
First we prove (i) which is equivalent to proving that Cp= 1 n,L,(t,) 
converges in law to a normal distribution for any p E N *, any t,~ [O, 1) 
and any 1, E R (1 < I < p). Without loss of generality we can take p = 2 and 
suppose that t, < t,. 
As J and aJ/i?u, (16 j 6 k) are bounded, the sequence of rv’s { Ani} are 
uniformly bounded and we have 
[ 
Chill CnQl 
=n -1’2 C (Jl+l2)~4Zi+ C 12AZi+(nt,- [ntl])A~Cnr,,+l 
i= 1 i= [nt,] + 1 
+(nt,- C~~21b4~Cn,,,+I 1 .
We now define the sequence of rv’s (&} by 
(3.4) 
if i< [ntl] 
if [ntl] xi< [nt2] (3.5) 
if i> [nt,]. 
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Then, we have 
i A,L,(t,)=n-“2 i Bni+O(n-“2). (3.6) 
I=1 i= 1 
From Corollary 1 of Withers [9], we only have to prove that 
E(Cl= 1 B,,)‘/n converges to some constant as n + co. We have 
CM1 CWI 
+W+~2)~2 c 1 E(A,*iA$) 
i=l j=[nrl]+l 
Cnt21 Cnd 
+G c c E(A$A;). (3.7) 
i=[ntl]+l j=[nrl]+l 
As the (Azi} are uniformly bounded and using the well-known inequality 
on the moment of strong mixing rv’s (see [4, Proposition 2.8]), we obtain 
for any 6 > 0, 
++&)i, y1 y1 E(A:A;)I 
i=l j=[nr,]+l 
( 
CM 1 cm1 
6x c L@* + ‘)(j - i) M/n, 
i=l j=[nrl]+l > 
where M is a constant > 0. (3.8) 
From condition (1.3), the last expression converges to 0 as n -+ co 
for 6 sufficiently large (6 > 2/(3 + E)). It remains to prove that 
(l/n) C,!“;] Cjz,l E(A$A;) converges to some finite constant. 
We first prove the convergence by replacing J and aJ/aUj (1 < j < k) 
in the expression of Azi in (3.2) by indicator functions such as 
J(ul, . . . . u,)=l75= 1 Zca;gujsb;~ and (aJ/aUj)(u,, -., ~)=llf=, ZC~~~,~~I. 
We can then wnte 
s 
b: 
X 
4 
dFni(FI,l)-‘(U1), . ..) Fy’(Uk)) 
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- j$l JGy . . -fz F’,i(FI(“-’ / 0, n (u.) dF .(F”‘-‘(u,), . . . . F@-‘(ztk)) n 
k 
+ii 1, 
by 
f f 
6 
07 Q F$,‘)(Xll,‘)) < by] - ’ ’ ’ dF~i(F~‘-‘(u,), . . . . Fr’-l(uk)) 
I= 1 4 4 
where C,i is equal to the sum of the first and the third terms in the decom- 
position of A$ (above). We then have 
where 
We can write 
x F”!(F;‘‘-‘(u,) F$‘(FF’-‘(II,)) dFn,i,j(F;l)-l(u,), . . . . F;k)-‘(uk)) “I 
+ F”‘@““-‘(q))] nJ n 
x dF,&F;)-‘(u,), . . . . F;k’-‘(Uk), F;‘-‘(q), . . . . F;k’-‘(Uk)) 
+Ja;...J;j;...J; 
x dF,,i,i(F;l’-‘(u,), . . . . Fy’-’ (td,), F(l)-‘(II,), . . . . Fck)-‘(ok)). n ” 
By using (2.6), (2.?), and the df’s Fni are continuous and nondecreasing, we 
deduce 
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lim max 
n-co I<i<j<n 
E(C,iC,) - t i lay --C lay ...jI 
I=1 p=l 
x z~u~dF~-~(F(‘)-’ (u,), . ..) F(qdk), P-‘(ul), . ..) PquJ) 
X dFj-i(Fcl)-‘(Ul)y e.0) F’k)m’(~,), Fcl)-‘(~l), . . . . Fck’-‘(vk)) 
$!..gj;...j; 
(= lim max IE(C,iCnj)-C,)I =O). 
n-co l<icjin 
Continuing in the same way, we obtain 
lim max IE(A$A~)-Cq+C21 =O, 
n-cc l<i-zj<n 
(3.9) 
where 
c = i Jay . . .I; uldF(Fqul), . ..) F(qQ)) 
I= 1 
+ jay . . . j ;  dF(F(l)-l(ul), . ..) F’q+)). 
We obtain a similar property if J and aJ/au, (1 < I < k) are replaced by step 
functions. 
As J and aJ/au, (1~ 16 k) are continuous, we can uniformly approach 
them by a step function and we deduce that 
lim max 
n-r* I<i<j<n E(AZA:)-JRu g(X) g(Y) dFj-i(X, Y) ~0, 
where g(x) is defined in (2.4). 
Let us denote 
P(O) =JRk g*(x) Wx) 
PCiJc2 S,, dx) g(Y) dFi(xP Y), i> 1, 
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then 
< Cnt11 1 [nr,] - 1 [nr,] -i 
nCnt,l ,C 1 di)E(A$AZ,j+i) 
I 0 j=l 
-y&j 5; WJ-i)p(i)l +q i=[;,+I IP(i)I 
+; [$I i Ip( = IA,1 + B, + c,, where cp( i) = 
1 if i=O 
r=O 2 if i # 0. 
From (3.9) we deduce that IA,1 -+ 0 and, from the well-known inequality 
(see Doukhan and Portal [4, Proposition 2.81) on moments of strong 
mixing sequences of rv’s, we deduce Ip(i)I < ~r(i)“(~+ ‘) A4 for some constant 
M>OwhichimpliesthatB,~OandC,-rO(asn~co)by(1.3)for6>~. 
It is also immediate that 
We conclude that (l/n) CF”;’ C$n_“j E(A$Az) converges to ti(CT=T p(i)) 
as n + co, where CF=; p(i) is equal to o*( {F,}) defined in (2.3). 
From (3.4)-(3.8) and (3.10), we deduce that ~(~~=, L,L,(t,))* converges 
to {(A, + A2)2 t, + Ai(t2 - t,)} e*( { F,}) which implies that CT= I A,L,(t,) 
converges in law to the normal distribution with mean 0 and variance 
{(A, + A2)2 t, + A:(t, - t,)} cr’( {F,}) and (i) is proved. 
To prove (ii), we have to verify (cf. Billingsley [2]) that Vs > 0, 3q> 0 
(0 < rl< 1 ), and an integer No such that Vn 2 No, 
PC sup IL,(t) - L,(s)1 2 El 6 E. (3.11) 
Is--rl<rl 
If ns and nt are integers, we obtain the following inequality by using 
Theorem 2.10 for q = 4 of Doukhan and Portal [4] for s c t, 
E(L,(s)-L,(t))4s m2tIW + W(m). 
Equation ( 1.3 ) entails 
+CT 
c nz2c16’(4+6)(,) = MO < +a. (3.12) 
m=O 
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If ns and nt are integers, s < t, and t-s > n-l, we have 
E&(s) - L,(t))4< 2M(t -s)Z MO. (3.13) 
From Lemma 2 of Balacheff and DuPont [l], we obtain that VE >O, 
3q> 0, and there exists an integer N,, sufhciently large such that Vn 2 No, 
where K is some constant >O. 
From the definition of L,(S) in (3.3) we obtain 
By using (3.13) and (3.14), we deduce 
P[ sup IL,(s) -L,(t)] > E] < 64MMijK~-~q~ (3.15) 
IS-WV 
and (3.11) is proved. Lemma 3.2 follows. 
We now consider the process t,(t) defined on C, by 
( 
Cntl 
&z(t)=n-1’2 i;l wCi+~,,~,,,+dnt- CntlK,rnt,+~)) b~(Pd-‘. 
(3.16) 
LEMMA 3.3. Suppose that {X,i} satisfies the conditions of Theorem 2.1. 
Then t,(t) converges weakly in uniform topology to a Gaussian process 
Lo(t) = jb h(u) dW(u) with trajectories a.s. in C,, where W is a standard 
Brownian motion process. 
Proof. From Theorem 1 of Yoshihara and Negishi [lo] we have to 
verify that 
lim lim sup P [ ,?:zn 1 5 qiAzi(a( {Fl})-’ ( 2 EM &] =O, (3.17) 
1+0 n+cc . . i=l 
where vi is any set of real numbers, q = sup, d iin vi, and 
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which implies from Theorem 12.2 of Billingsley that for q > n-*, 
Since the right side of (3.18) converges to zero as q -+ 0, (3.17) follows. 
4. PROOF OF THEOREM 2.1 
For any Jo { 1, . . . . k) and any xje R! define Y$‘(xj) as 
Yl;i’(Xj) = Z[xii Gx,] - Fl;j’(Xj). 
Let 
p’ = n,m,r --&( .C Fg’(Xni)+ l), 1~ (1, . . . . k}, 1 <m<n. 
JCm 
j#i 
$0 = n,m,r A ,I Y$)(X$)), IE (1, . . . . k}, 1 <m<n. 
J<m 
j#i 
From condition (2.7) we easily deduce that for n sufficiently large 
IB(‘) 2 - F”‘($“)I < - n,m,r n nr m+l’ (4.1) 
From the Taylor expansion, it follows that 
(4.2) 
where 
p .E 
C 
R(l) 
n.m,i n,m,t m+l 
A wlf)+ % v Rlf,;,i 1 , 1~ { 1, . . . . k}. 
So from (l.l), (2.2), (3.2), and (4.2) it follows that 
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m I  
%m - PL,,, - C CniAZl 
i=l 
< f C,i {J(Tgkiy ...) J?$J - J(Fp(Xy),..., F;k’(Xp))} 
i=l 
where 2&f, = max SUP 
;z;rk, ue[0,11 k&Y) p I . . 
x; (Fy(x,), . ..) F?‘(xk)) dFni(xl 9 a-.~ xk) I II 
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+“O 5 Icnil i i 
i=l I=1 p=l 
and, by using (4.1), 
4k2 m k 
+ MO trn + 112 iJIl IceI + ,Fl 1 v!i)l 
+ z jY, leni i Iz!&il 
I=1 
+ MO 5 I’?!il 2 5 l’Af’,,jl lz~~,ilY 
i=l I=1 p=l 
where 
X aJ (F”‘(x,), . . . . Fck’(&)) au, n R dF "1 x .( 1, .", xk) . 1 
As the coefficients c,,~, the functions aJ/ih, and the rv Z!,‘i.i are bounded, 
there exist constants Ml and M2 such that 
m 
E,, - ~L,,mz - c .j c,J,*, 
i= 1 
(4.3) 
i=l /=I p=l 
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To prove the theorem, we need at first three lemmas. 
LEMMA 4.1. Under the conditions of Theorem 2.1, the following relations 
hold 
Proof: Put 
E(( V([‘)“) = O(l), m ldl<k. (4.4) 
g,!“k Y I= (ICY,< x,, - F$(x,)) g (Ff’(x& . ..) Fik)(Xk)) 
I 
x g (Fy’(z,), . . . . Fff’(zk)) dFnj(z,, . . . . z,& 
I 
where x = (xi, . . . . xk) and y = (yi, . . . . yk). We have: 
s iWk g,!“(X, Y) dF,,(Y) = 0, vx E Rk. (4.5) 
We note 
J(‘)(i. j= 1 2 p= 1 
rn’ 3’ 3 ..*T 4, = E fi g!~j(xnilpP xnizp) 9 
p=l 1 
1 <ijp<n, 1 <j<2, 1 <p<4. 
If ijP (j=1,2,p=l,.,., 4) are mutually different, reorder {ii,} as 
l<k,<k,< ... <k,<n and put 
#“(ii,, j= 1, 2, p = 1, . . . . 4) = H(k,, . . . . k,). 
Let rnfp) be the pth largest difference among ki+ 1 - kj (j= 1, . . . . 7) if for 
some j, (1 < j, < 7, 1 < a < 2), kj8 + i - kj = m(‘). Then, from Lemma 3.1, 
(4.5), and (4.6), we obtain 
fW 1, **.,k,)=Mo i P(kj#+, - kjJ where M0 is some constant > 0 
Or=1 
and then 
c H(k 1, . . . . k,) <&Ion4 i (I+ 1)3 /?(I) = O(n*). (4.7) 
l<k,< <kg<n I= 1 
We obtain similar results in the other cases, and so from (4.6), (4.7), and 
the definition of I’:‘, we have (4.4). 
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LEMMA 4.2. Under the conditions of Theorem 2.1, the following condition 
holds 
E f (Z$)m,i)* * >I = 0(m-‘), 1 <I<k. (4.8) i=l 
Proof The proof is similar to the proof of Lemma 4.1 and is therefore 
omitted. 
LEMMA 4.3. Under the conditions of Theorem 2.1, we have VE > 0, 
P [ sup IV,(s)-i,(S)1 >E] -0 asn-co. (4.9) 
SECO.11 
ProoJ: To prove (4.9), it is sufficient to prove 
for every E > 0. 
In order to prove (4.10), from (4.3), it suffices to show that for every 
&>O 
P [ max 1 V!!J > en”‘] + 0 as n + co, I= 1, . . . . k, (4.11) 
l<??l<n 
as n + co, I= 1, . . . . k, p = 1, . . . . k. (4.12) 
From (4.4), 
P [, y;fn I V!,oI >enl’*] < (e4n2)-’ i E(( V$‘)4) = O(n-‘) 
. . ??I=1 
and, from (4.8), 
f IZx)m,il IZtA,il >en”* 
i=l 1 
< (e*n)-’ i E 5 IZz’,,il IZf$il)* 
m=l i=l 1 
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< ($n)-’ i E f (Z”’ 
IX=1 i[ 
i=l -.m.i)2]2}“2 {E[$, wAJ2]2]1’2 
< (c2n)-’ i m-1’2m-‘/2 = O(n-’ log n). 
??I=1 
So (4.11) and (4.20) hold. Thus we have the lemma. 
Theorem 2.1 now follows from Lemmas 3.3 and 4.3. 
5. APPLICATIONS 
5.1. Consider a sequence {Xni, in Z} of P-valued processes such that 
for all n E IV *, {Xni} is a Markov process with stationary transition 
probability P,(x; A), where A E Wk, ?+Y is the a-field on R, and x E Rk and 
with invariant measure pn. 
THEOREM 5.1. Let {Xni, iE Z} be a Markov process such that for every 
no N*, (X,i} is either (a) aperiodic, Harris recurrent and geometrically 
ergodic with rates 0 < pn < p,,, p0 E (0, 1) or (b) aperiodic and Doeblin 
recurrent. 
Suppose there exists a probability measure p0 on Rk and a transition 
probability P,, such that 
~Fln((--;Xl)-,~fo((-03;Xl) asn+cc (5.1) 
for all x E Rk, 
P,(x;(-a, Yl)-+P,(x;(-~, Yl) asn-+co (5.2) 
for all (x, y) E R2k, where (- 00, y] = nr= 1 (- 00, yi]. Then for the process 
V,, defined in (2.5) associated with the sequence {X,, , . . . . X,,>, with regres- 
sion constants and score functions satisfying the conditions of Theorem 2.1, 
the conclusions of this theorem (lot. cit.) hold. 
Proof (i) Suppose (a) holds. We have to show that the conditions 
(1.3), (2.8), and (2.9) are verified. From Nummelin and Tuominen [12], a 
Markov process which is aperiodic, Harris recurrent, and geometrically 
ergodic with rates pn satisfies 
I Rk IIP~Yx;-)-P~(+)II /-ddx)=O(~3 
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where (1 11 denotes the norm of total variation and PT is the m-step 
transition probability. 
From Proposition 1 of Davydov [3] we have 
and we deduce that the sequence {Xni} is absolutely regular with a 
geometrical rate p0 which implies (1.3). The conditions (2.8) and (2.9) are 
now a consequence of condition (1.3) after some computations left to the 
reader. 
(ii) Suppose (b) holds. From Davydov [3], a Markov process which 
is Doeblin recurrent and aperiodic is geometrically q-mixing. This implies 
that {X,i} is absolutely regular with a geometrical rate. 
5.2. EXAMPLE. Consider the sequence of multivariate ARMA processes 
{Xni, iEZ}, rlEN(*, 
X”i+ f An,jXn,i-j=Ei+ f, Bn,,Ei-,r (5.3) 
j=l I= 1 
where {Ed, i E N > is a k-variate white noise process, i.e., a sequence of i.i.d. 
random variables with common density function f(x), A”,{, . . . . A,,P,, 
B %m n, 1, ***, are real k x k matrices, A,,p, and B, p2 are of full rank for a 
n sufficiently large. 
From Pham and Tran [7], X,.i admits a Markovian representation 
H n =(I+‘!) l<i,j,<k r,, ’ 9 F n =(f!“!) 1 <i, j<k I,, ’ 
G, = (g{;j)), 1 < i, j < k are appropriate matrices. 
(5.4) 
We suppose that there exist matrices H = (/I,~)~ Si,jck, F = (fi,i)lS j,j~k, 
G=(gi,j)l.i,jsk, such that 
lim h!“!=h.. lim f!“!=f.. 
1. J I, I’ 1, J 4J’ 
lim g ! “ !=  g. 
n-03 1. J bJ (5.5) “-+a, n-co 
for every 1 < i, j < k. 
From Pham and Tran [7] and Mokkadem [6], if the eigenvalues of F 
are modulus strictly less than 1 and if E( [[sill “) < co for some s > 0, then the 
process X,,i is absolutely regular at an exponential rate. 
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