We determine the partitions λ for which the corresponding induced module (or Schur module in the language of Buchsbaum et. al., [1]) ∇(λ) is injective in the category of polynomial modules for a general linear group over an infinite field, equivalently which Weyl modules are projective polynomial modules. Since the problem is essentially no more difficult in the quantised case we address it at this level of generality. Expressing our results in terms of the representation theory of Hecke algebras at the parameter q we determine the partitions λ for which the corresponding Specht module is a Young module, when 1 + q = 0. In the classical case this problem was addressed by D. Hemmer, [12] . The nature of the set of partitions appearing in our solution gives a new formulation of Carter's condition on regular partitions. On the other hand, we note, in Remark 2.22, that the result on irreducible Weyl modules for the quantised Schur algebra S q (n, n), [17], Theorem 5.39, given in terms of Carter partitions, may be also used to obtain the main result presented here.
Introduction
Let K be a field and 0 = q ∈ K. Let G(n) be the corresponding quantum general linear of degree n, as in, for example [9] . Let T (n) denote the algebraic torus and B(n) the Borel subgroup, as in [9] . Each partition λ with at most n parts determines a one dimensional T (n)-module K λ and the module structure extends uniquely to give the structure of a B(n)-module. The irreducible polynomial representations of G(n) parametrised by partitions with at most n parts and we write L n (λ) for the irreducible module corresponding to the partition λ. We set ∇ n (λ) to be the induced module ind G(n) B(n) K λ . This module contains a unique copy of the irreducible module L n (λ). We write I n (λ) for the injective envelope of L n (λ) and we have an embedding of ∇ n (λ) into I n (λ). In this paper we give a combinatorial description of those λ such that this embedding is an isomorphism and so the induced module ∇ n (λ) is injective as a polynomial module. Also, considering the contravariant duals of these modules, in the sense of [11] and [9] , we describe which Weyl modules ∆ n (λ) are projective as polynomial modules of G(n). In the last section of this paper we express our results in terms of the representation theory of Hecke algebras and we determine the partitions λ for which the corresponding Specht module Sp(λ) is a Young module, in case q = −1. For another approach for the latter result in the classical case see [12] .
We deal with the preliminary material in Section 1. In Section 2 we give an explicit description of the partitions satisfying the above injectivity condition. We then show that these partitions are exactly those satisfying Carter's condition. In Section 3, we relate the forgoing material to results on Specht modules and Young modules for Hecke algebras.
Preliminaries

Combinatorics
The standard reference for the polynomial representation theory of GL n (K) is the monograph [11] . Though we work in the quantised context this reference is appropriate as the combinatorial set-up is essentially the same and we adopt the notation of [11] wherever convenient. Further details may also be found in the monograph [9] , which treats the quantised case.
By a partition we mean an infinite sequence λ = (λ 1 , λ 2 , . . .) of nonnegative integers with λ 1 ≥ λ 2 ≥ . . . and λ j = 0 for all j sufficiently large. If m is a positive integer such that λ j = 0 for j > m we identify λ with the finite sequence (λ 1 , . . . , λ m ). The length l(λ) of a partition λ = (λ 1 , λ 2 , . . .) is 0 if λ = 0 and is the positive integer m such that λ m = 0, λ m+1 = 0, if λ = 0. For a partition λ, we denote by λ ′ the transpose partition of λ. We define the degree of a partition λ = (λ 1 , λ 2 , . . .) by deg(λ) = λ 1 + λ 2 + · · · .
We set X(n) = Z n . There is a natural partial order on X(n). For λ = (λ 1 , . . . , λ n ), µ = (µ 1 , . . . , µ n ) ∈ X(n), we write λ ≤ µ if λ 1 + · · · + λ i ≤ µ 1 + · · · + µ i for i = 1, 2, . . . , n − 1 and λ 1 + · · · + λ n = µ 1 + · · · + µ n . We shall use the standard Z-basis ǫ 1 , . . . , ǫ n of X(n). Thus ǫ i = (0, . . . , 1, . . . , 0) (with 1 in the ith position), for 1 ≤ i ≤ n. We write ω i for the element ǫ 1 + · · · + ǫ i of X(n), for 1 ≤ i ≤ n, and set ω 0 = 0. We write Λ(n) for the set of n-tuples of nonnegative integers. We write X + (n) for the set of dominant n-tuples of integers, i.e., the set of elements λ = (λ 1 , . . . , λ n ) ∈ X(n) such that λ 1 ≥ · · · ≥ λ n .
We write Λ + (n) for the set of partitions into at most n-parts, i.e., Λ + (n) = X + (n) Λ(n). For a nonnegative integer r we write Λ + (n, r) for the set of partitions of r into at most n parts, i.e., the set of elements of Λ + (n) of degree r.
Rational and Polynomial Modules
Appropriate references for the set-up described here are [3] , [8] , [9] . Let K be a field. If V, W are vector spaces over K, we write V ⊗ W for the tensor product V ⊗ K W . We shall be working with the representation theory of quantum groups over K. By the category of quantum groups over K we understand the opposite category of the category of Hopf algebras over K. Less formally we shall use the expression "G is a quantum group" to indicate that we have in mind a Hopf algebra over K which we denote K[G] and call the coordinate algebra of G. We say that φ : G → H is a morphism of quantum groups over K to indicate that we have in mind a morphism of Hopf algebras over K, from K[H] to K[G], denoted φ ♯ and called the comorphism of φ. We will say H is a quantum subgroup of the quantum group G, over K, to indicate that H is a quantum group with coordinate algebra
, which we call the defining ideal of H. The inclusion morphism i : H → G is the morphism of quantum groups whose co-morphism i ♯ :
Let G be a quantum group over K. The category of left (resp. right) Gmodules is the the category of right (resp. left) K[G]-comodules. We write Mod(G) for the category of left G-modules and mod(G) for the category of finite dimensional left G-modules. We shall also call a G-module a rational G-module (by analogy with the representation theory of algebraic groups). A G-module will mean a left G-module unless indicated otherwise. For a finite dimensional G-module V the dual space V * = Hom K (V, K) has a natural G-module structure. For a finite dimensional G-module V and a non-negative integer r we write V ⊗r for the r-fold tensor product V ⊗ V ⊗ · · · ⊗ V and write V ⊗−r for the dual of V ⊗r .
Let V be a finite dimensional G-module with structure map τ :
The coefficient space cf(V ) is independent of the choice of basis and is a subcoalgebra of K [G] .
We fix 0 = q ∈ K. For a positive integer n we shall be working with the corresponding quantum general linear group G(n), as in [9] . We have a K-bialgebra A(n) given by generators c ij , 1 ≤ i, j ≤ n, subject to certain relations (depending on q), as in [9] , 0.20. The comultiplication map δ :
c ir ⊗ c rj and the augmentation map ǫ : A(n) → K satisfies ǫ(c ij ) = δ ij (the Kronecker delta), for 1 ≤ i, j ≤ n. The elements c ij will be called the coordinate elements and we define the determinant element
where sgn(π) denotes the sign of the permutation π. We form the Ore localisation A(n) dn . The comultiplication map A(n) → A(n) ⊗ A(n) and augmentation map A(n) → K extend uniquely to K-algebraic maps A(n) dn → A(n) dn ⊗ A(n) dn and A(n) dn → K, giving A(n) dn the structure of a Hopf algebra. By the quantum general linear group G(n) we mean the quantum group over K with coordinate algebra
We write T (n) for the quantum subgroup of G(n) with defining ideal generated by all c ij with 1 ≤ i, j ≤ n, i = j. We write B(n) for quantum subgroup of G(n) with defining ideal generated by all c ij with 1 ≤ i < j ≤ n. We call T (n) a maximal torus and B(n) a Borel subgroup of G(n) (by analogy with the classical case).
We now recall the weight space decomposition of a finite dimensional
11 . . .c λn nn . The elements c λ , λ ∈ X(n), are group-like and form a K-basis of K[T (n)]. For λ = (λ 1 , . . . , λ n ) ∈ X(n), we write K λ for K regarded as a (one dimensional) T (n)-module with structure map τ :
and λ ∈ X(n) we have the weight space
Moreover, we have the weight space decomposition V = λ∈X(n) V λ . We say that λ ∈ X(n) is a weight of V if V λ = 0. For each λ ∈ X + (n) there is an irreducible rational G(n)-module L n (λ) which has unique highest weight λ and such λ occurs as a weight with multiplicity one. The modules L n (λ), λ ∈ X + (n), form a complete set of pairwise non-isomorphic irreducible rational G(n)-modules. Note that for
where λ * = (−λ n , . . . , −λ 1 ). For a finite dimensional rational G(n)-module V and λ ∈ X + (n) we write [V : L n (λ)] for the multiplicity of L n (λ) as a composition factor of V .
We write D n for the one dimensional G(n)-module corresponding to the determinant. Thus D n has structure map τ : (1, 1, . . . , 1). We write E n for the natural G(n)-module. Thus E n has basis e 1 , . . . , e n , and the structure map τ :
The modules L n (λ), λ ∈ Λ + (n), form a complete set of pairwise nonisomorphic irreducible polynomial G(n)-modules. We write I n (λ) for the injective envelope of L n (λ) in the category of polynomial modules. We have a grading A(n) = ∞ r=0 A(n, r) in such a way that each c ij has degree 1. Moreover each A(n, r) is a finite dimensional subcoalgebra of A(n). The dual algebra S(n, r) is known as the q-Schur algebra. A finite dimensional G(n)-module V is polynomial of degree r if cf(V ) ≤ A(n, r). We write pol(n) (resp. pol(n, r)) for the full subcategory of mod(G(n)) whose objects are the polynomial modules (resp. the modules which are polynomial of degree r).
For an arbitrary finite dimensional polynomial G(n)-module we may write V uniquely as a direct sum V = ∞ r=0 V (r) in such a way that V (r) is polynomial of degree r, for r ≥ 0. The modules L n (λ), λ ∈ Λ + (n, r), form a complete set of pairwise non-isomorphic irreducible polynomial G(n)-modules which are polynomial of degree r. We write mod(S) for the category of left modules for a finite dimensional K-algebra S. The category pol(n, r) is naturally equivalent to the category mod(S(n, r)). It follows in particular that, for λ ∈ Λ + (n, r), the module I n (λ) is a finite dimensional module which is polynomial of degree r.
We shall also need modules induced from B(n) to G(n). (For details of the induction functor Mod(B(n)) → Mod(G(n)) see, for example, [8] ). For λ ∈ X(n) there is a unique (up to isomorphism) one dimensional B(n)-module whose restriction to T (n) is K λ . We also denote this module by K λ . The induced module ind
is finite dimensional (and its character is the Schur symmetric function corresponding to λ). The G(n)-module socle of ∇ n (λ) is L n (λ). The module ∇ n (λ) has unique highest weight λ and this weight occurs with multiplicity one.
}| is independent of the choice of the good filtration, and will be denoted (V : ∇ n (λ)).
For a partition λ we denote by [λ] the corresponding partition diagram (as in [11] ). For a positive integer l, the l-core of [λ] is the diagram obtained by removing skew l-hooks, as in [14] . If λ, µ ∈ Λ + (n, r) and [λ] and [µ] have different l-cores then the simple modules L n (λ) and L n (µ) belong to different blocks and we have in particular Ext i S(n,r) (∇(λ), ∇(µ)) = 0, for all i ≥ 0. A precise description of the blocks of the q-Schur algebras was found by Cox, see [2] , Theorem 5.3.
For λ ∈ Λ + (n) the module I n (λ) has a good filtration and we have the reciprocity formula (I n (λ) : ∇ n (µ)) = [∇ n (µ) : L n (λ)] see e.g., [8] , Section 4, (6).
For λ ∈ Λ + (n, r) we write ∆ n (λ) for the Weyl module corresponding to the partition λ. Then ∆ n (λ) is the contravariant dual of the induced module ∇ n (λ). We note by P n (λ) the projective cover of L n (λ) in the category of polynomial modules. The module P n (λ) is the contravariant dual of I n (λ).
If q is not a root of unity or if q = 1 and K has characteristic 0 then all G(n)-modules are semisimple, see e.g., [3] , (3.3.2) or [8] , Section 4, (8) and so all the polynomial modules are polynomially injective. So the problem addressed in this paper is trivial in these cases and we shall assume from now on that q is a root of unity and if q = 1 then K has positive characteristic.
Let l be the smallest positive integer such that 1 + q + · · · + q l−1 = 0. Thus l is the order of q if q = 1 and l is the characteristic of K if q = 1 and K has positive characteristic.
Connections with the Hecke algebras
We now record some connections with representations of Hecke algebra of type A. We fix a positive integer r. We write l(π) for the length of a permutation π. The Hecke algebra Hec(r) is the K-algebra with basis T w , w ∈ Sym(r), and multiplication satisfying
, and
for w, w ′ ∈ Sym(r) and a basic transposition s ∈ Sym(r). For brevity we will denote the Hecke algebra Hec(r) by H(r). Assume now n ≥ r. We have the Schur functor f : mod(S(n, r)) → mod(H(r)), see [9] , 2.1. For λ a partition of degree r we denote by Sp(λ) the corresponding (Dipper-James) Specht module and by Y (λ) the corresponding Young module of H(r). By [9] , Sections 4.4 and 4.5 we have the following results.
The functor f has the following properties :
We will need some further connections between the representations of the Schur algebras and the Hecke algebras. By [4] Corollary 8.6 we have the following.
is isomorphic to Sp(λ i ) for some partition λ i of degree r. By [6] Proposition 10.6 or alternatively by [13] Theorem 3.7.1 we have that if l ≥ 4 and V is an H(r)-module admitting a Specht filtration, then for each λ of degree r the multiplicity |{1 ≤ i ≤ s | V i /V i−1 ∼ = Sp(λ))}| is independent of the choice of the Specht filtration, i.e. these multiplicities are well defined.
Let α ∈ Λ(n, r). We write H(α) for the subalgebra (1), (iii) and (3),(ii) and by [6] Proposition 10.6, we have the following results.
The modules {Y (λ) | λ ∈ Λ + (n, r)} are pairwise non-isomorphic and are precisely (up to isomorphism) the indecomposable summands of the modules
Injective Partitions
We write X 1 (n) for the set of l-restricted partition into at most n parts, i.e., the set of elements λ = (λ 1 , . . . , λ n ) ∈ Λ + (n) such that 0 ≤ λ 1 − λ 2 , . . . , λ n−1 − λ n , λ n < l.
Let λ ∈ Λ + (n). Recall that the induced module ∇ n (λ) has simple socle L n (λ), so that ∇ n (λ) embeds in I n (λ). We are interested in the cases in which this embedding is an isomorphism. Definition 2.1. We call an element λ of Λ + (n) an injective partition for G(n), or just an injective partition relative to n, if ∇ n (λ) is injective in the category of polynomial G(n)-modules, i.e., if ∇ n (λ) = I n (λ).
Let λ, µ ∈ Λ + (n, r). We may also consider λ and µ as elements of Λ + (N ) for N ≥ n and we have [ [9] , 4.2, (6) (see [11] , (6.6e) Theorem for the classical case). We shall write simply
Remark 2.2. Let λ ∈ Λ + (n) and suppose λ has degree r. For µ ∈ Λ + (n, r) we have (I n (λ) : ∇ n (µ)) = [µ : λ]. In particular we have (I n (λ) : ∇ n (λ)) = 1 and if (I n (λ) : ∇ n (µ)
Suppose λ is injective for G(n) and N ≥ n. Let µ ∈ Λ + (N, r) and suppose µ > λ. Then µ has at most n parts, i.e., µ ∈ Λ + (n, r), and therefore [µ : λ| = 0. Thus if λ is injective for G(n) then it is injective for G(N ) for all N ≥ n.
From now on we shall simply say that a partition λ is injective if it is injective for some, and hence every, G(n) with n ≥ len(λ).
Henceforth, for a partition λ, we write simply ∇(λ) for ∇ n (λ), write L(λ) for L n (λ) and so on, with n understood to be sufficiently large, where confusion seems unlikely.
Lemma 2.3. If λ is injective and n = len(λ) then λ − ω n is injective.
Proof. We work with G(n)-modules. Suppose that µ is a partition greater than λ − ω n in the dominance order. We have
and this is 0 since µ + ω n > λ. Hence λ − ω n is injective by Remark 2.2.
Lemma 2.4. A partition λ is injective if and only if λ is a maximal weight of I(λ).
Proof. The module ∇(λ) has maximal weight λ so if λ is injective it is a maximal weight of I(λ).
Suppose conversely that λ is a maximal weight of I(λ). Let µ ∈ Λ + (n, r) with (I(λ) : ∇(µ)) = 0 and hence, by reciprocity, [µ : λ] = 0. Then µ ≥ λ and by maximality µ = λ and so λ is injective, by Remark 2.2.
Given a partition λ we may write λ uniquely in the form λ = λ 0 + lλ, where λ 0 ,λ are partitions and λ 0 is l-restricted.
It will be important for us to make a comparison with the classical case q = 1. In this case we will writeĠ(n) for G(n) and write x ij for the coordinate element c ij , 1 ≤ i, j ≤ n. We also writeL n (λ) for theĠ(n)-module L n (λ), λ ∈ X + (n).
Now we have a morphism of Hopf algebras θ :
given by θ(x ij ) = c l ij , for 1 ≤ i, j ≤ n. We write F : G(n) →Ġ(n) for the morphism of quantum groups such that F ♯ = θ. Given aĠ(n)-module V we write V F for the corresponding G(n)-module. Thus, V F as a vector space is V and if theĠ(n)-module V has structure map τ :
, where id V : V → V is the identity map on the vector space V . We have the following relationship between the irreducible modules for G(n) andĠ(n), see [9] , Section 3.2, (5).
Theorem 2.5. (Steinberg's Tensor Product Theorem) For
λ 0 ∈ X 1 (n) and λ ∈ X + (n) we have L n (λ 0 + lλ) ∼ = L n (λ 0 ) ⊗L n (λ) F .
Lemma 2.6. If λ is an injective partition for G(n) then λ 0 is injective for G(n) andλ is injective forĠ(n).
Proof. We write G 1 for the first infinitesimal subgroup of G(n).
by [10] , Lemma 3.2 (i) (and the remarks on the quantised situation in [10] , Section 5). Since∇(λ) F embeds inİ(λ) F we must have∇(λ) =İ(λ) andλ is injective forĠ(n). Let µ be a maximal weight of I(λ 0 ). Now by [10] , Lemma 3.1, I(λ 0 ) ⊗ I(λ) F has G(n)-socle L(λ) and so I(λ 0 ) ⊗İ(λ) F embeds in I(λ). Thus µ + lλ is a weight of I(λ) and so I(λ) has a maximal weight τ , say, such that τ ≥ µ + lλ. But I(λ) = ∇(λ) has unique maximal weight λ so that λ ≥ τ ≥ µ + lλ ≥ λ 0 + lλ = λ and so µ = λ 0 . Hence λ 0 is a maximal weight of I(λ 0 ) and so, by Lemma 2.4, λ 0 is injective. Lemma 2.7. Let λ be an injective partition and write λ = λ 0 + lλ, for partitions λ 0 ,λ with λ 0 being l-restricted. Then λ 0 is an l-core.
Proof. By the previous lemma we may assume λ = λ 0 , i.e., that λ is restricted. Thus I(λ) is isomorphic to its contravariant dual, see e.g., [9] We introduce some additional notation. We set δ 0 = 0 and δ n = (n, n − 1, . . . , 2, 1), for n ≥ 1. We set σ 0 = 0 and σ n = (l − 1)δ n = (n(l − 1), (n − 1)(l − 1), . . . , 2(l − 1), (l − 1)) for n ≥ 1, so that σ n = (l − 1)δ n for n ≥ 0.
We call the partitions of the form σ n , for some n ≥ 0, the Steinberg partitions. The justification for this is that in the classical case, with K an algebraically closed field of characteristic p > 0 the restriction of the GL n+1 (K)-module L(σ n ) to the special linear group SL n+1 (K) is the usual Steinberg module.
Note that, since δ n = ω n + δ n−1 we have
Remark 2.8. Suppose n ≥ 1, 0 ≤ a < l and let µ be an injective partition of length at most n. We note that λ = σ n−1 + aω n + lµ is injective. We have that ∇(σ n−1 + aω n ) = ∇(σ n−1 ) ⊗ D ⊗a n is injective as a module for the first infinitesimal subgroup G 1 of G(n) by [9] , Section 3.2, (12) (and for example [16] , II, 10.2 Proposition in the classical case). Hence by [10] , Lemma 3.2(ii), and the remarks on the quantised situation in [10] , Section 5, we have I(σ n−1 +aω n ) = ∇(σ n−1 +aω n ) and I(λ) = ∇(σ n−1 +aω n )⊗İ(µ) F = ∇(σ n−1 + aω n )⊗∇(µ) F . However, by [9] , Section 3.2, (13) (and [16] , II, 3.19 Proposition in the classical case) we have ∇(λ) = ∇(σ n−1 + aω n ) ⊗∇(µ) F so that λ = σ n−1 + aω n + lµ is injective.
Remark 2.9. Suppose λ = (λ 1 , . . . , λ n ) ∈ Λ + (n) is an l-core and λ n = l−1. Then we have λ = σ n . No doubt this is well known. We see it as follows. We may assume n ≥ 2. Certainly λ n−1 − λ n < l, for otherwise row n − 1 of the diagram of λ contains a skew l-hook. If λ n−1 < 2l − 2 then there is a skew l-hook beginning at (n − 1, λ n−1 ) and ending at (n, λ n−1 + 2 − l). Thus we have λ n−1 = 2l − 2. Now µ = λ − (l − 1)ω n is a l-core of length n − 1 with last non-zero entry l − 1. Hence we can assume inductively that µ = σ n−1 and hence
Lemma 2.10. If the partition λ is injective and len(λ 0 ) < len(λ) then λ 0 = σ n−1 , where n = len(λ).
Proof. We consider µ = λ−ω n . Note that µ has length n and µ n is congruent to −1 modulo l. Hence, writing µ = µ 0 + lμ, we have µ 0 n = l − 1. Moreover, µ is injective, by Lemma 2.3, and so µ 0 is injective by Lemma 2.6. Hence µ 0 is a core, by Lemma 2.7 and µ 0 = σ n , by Remark 2.9. Now we have λ = µ + ω n = σ n + ω n + lμ = σ n−1 + l(μ + ω n ) and so λ 0 = σ n−1 . Lemma 2.11. Let λ be a partition of length n. If λ is injective then len(λ) ≤ len(λ 0 ) + 1 and in case equality holds we have λ 0 = σ n−1 .
Proof. If len(λ) ≥ len(λ 0 ) + 1 then len(λ) > len(λ 0 ) so that n = len(λ) and len(λ 0 ) < n. Hence λ 0 = σ n−1 by Lemma 2.10 and len(λ) = len(λ 0 ) + 1.
Lemma 2.12. Suppose that the partition λ satisfies len(λ 0 ) = len(λ) and λ 0 is an l-core. If λ − ω n is injective, where n is the length of λ, then so is λ.
Proof. Suppose µ is a partition such that µ > λ and [µ : λ] = 0. Then µ also has core λ 0 and so µ has length n. Thus we may write µ = τ + ω n , for some partition τ . But then
Thus no such partition µ exists and λ is injective. 
Proof. Let n = len(λ).
We first suppose λ is injective. Thenλ is injective, by Lemma 2.6 and λ 0 is an l-core, by Lemma 2.7. We claim that also len(λ) ≤ stind l (λ 0 ) + 1.
We know that len(λ) ≤ len(λ 0 )+ 1, by Lemma 2.11. Moreover, if len(λ) = len(λ 0 ) + 1 then λ 0 = σ n−1 and so stind l (λ 0 ) = n − 1, len(λ) = n, by Lemma 2.11, and the desired conclusion holds. Now suppose that the claim is false and that λ is an injective partition of minimal degree for which it fails. Thus we have len(λ) ≤ len(λ 0 ) = n by the case already considered. Thus we must have that n ≥ 2 and that stind l (λ 0 ) = m, say, is at most n − 2. Now µ = λ − ω n = (λ 0 − ω n ) + lλ is injective, by Lemma 2.3. But we have stind l (λ 0 − ω n ) = stind l (λ 0 ) and so, by minimality
and the claim is proved. We now suppose thatλ is injective, that λ 0 is an l-core and len(λ) ≤ stind l (λ 0 ) + 1. We show that λ is injective by induction on the degree of λ.
If the Steinberg index of λ 0 is n then λ 0 = σ n and λ is injective by Remark 2.8.
If the Steinberg index of λ 0 is n − 1 then λ 0 has the form σ n−1 + aω n , for some 0 ≤ a < l and this case is also covered by Remark 2.8.
Thus we may assume that stind l (λ 0 ) < n − 1. Then len(λ) < n so that len(λ 0 ) = n. By Lemma 2.12 it is enough to show that λ − ω n is injective. But we have λ − ω n = (λ 0 − ω n ) + pλ and so stind l (λ 0 − ω n ) = stind l (λ 0 ) and we are done by induction.
This solves the problem of determining which partitions are injective for G(n). We separate out the cases. Proof. In this case allĠ(n)-modules are completely reducible so thatλ is injective forĠ(n) and the result follows from Proposition 2.14.
It remains to consider the case in which K has characteristic p > 0. A partition λ has unique base p expansion λ = i≥0 p i λ i , where each λ i is a p-restricted partition. The final results follow immediately from Proposition 2.14. 
Examples 2.18. We give here one example of a partition that is injective and one of a partition that is not for the case in which K is a field of characteristic 3 and q is a primitive 4th root of unity. We test these partitions using Corollary 2.17.
(i) Consider first the partition λ = (20, 9, 6). We write λ in the standard form λ = (8, 5, 2) + 4(3, 1, 1). We have that (8, 5, 2) is a 4-core and the partition (3, 1, 1) is a 3-core. Moreover stind 4 (8, 5, 2) = 2 and since (3, 1, 1)
has length 3 we get that λ = (20, 9, 6) is an injective partition.
(ii) Consider now the partition µ = (17, 6, 4). We write µ in the standard form (5, 2) + 4(3, 1, 1). We have that (5, 2) is a 4-core and the partition (3, 1, 1) is a 3-core. Here, stind 4 (5, 2) = 1 and since (3, 1, 1) has length 3 we get that λ = (17, 6, 4) is not an injective partition.
With these results in hand we can now describe which Weyl modules are projective in the category of the polynomial G(n)-modules. Proof. This is clear since ∆(λ) is the contravariant dual of ∇(λ) and P (λ) the contravariant dual of I(λ) (see [9] , Section 4.1).
We end this section by pointing out that our criterion for describing injective partitions also describes the set of regular partitions satisfying Carter's criterion. We now describe the "(l, p)-adic" valuation of a positive integer, where l ≥ 2 is a positive integer and p is a prime. For a positive integer r we define ν l,p (r) to be 0 if l does not divide r. If l divides r then ν l,p is 1 + ν p (r/l) (where ν p denotes the p-adic valuation on non-zero integers).
For the rest of this section p denotes the characteristic of our base field K and l is the smallest integer such that 1+q+· · ·+q l−1 = 0. As above we shall say that a partition λ is injective if the G(n)-module ∇(λ) is polynomially injective. If we wish to emphasise the roles of l and p we shall say that λ is (l, p)-injective.
We write [λ] for the diagram of a partition λ = (λ 1 , λ 2 , . . .). For (a, b) ∈ [λ] we write h λ (a,b) for the corresponding hook length (i.e.,
is the transpose of λ). Recall that a partition λ is l-regular if there is no t ≥ 0 with λ t+1 = λ t+2 = · · · = λ t+l > 0.
We shall say that an l-regular partition λ is a Carter partition, or that λ satisfies Carter's criterion, if ν l,p is constant on the hook lengths corresponding to nodes in each column of [λ], i.e., if ν l,p (h λ (a,b) ) is independent of a, for (a, b) ∈ [λ]. We shall also say that a Carter partition is a Carter partition relative to (l, p), when we wish to emphasise the roles of l and p.
We shall use repeatedly the well-known (and easy to prove) fact that a partition λ is an l-core if and only if no hook length h λ (a,b) is divisible by l.
Proposition 2.20. A partition λ is injective if and only if it is an l-regular
Carter partition.
Suppose once more that λ 0 has length n. Since λ − ω n is Carter, and hence injective, we get that λ is injective from Lemma 2.2. Hence we may assume that λ 0 has length less than n.
Consider the partition µ = (λ 2 , λ 3 , . . .) whose diagram is obtained by removing the first row of [λ] . Then µ is an l-regular Carter partition and hence injective. We write µ = µ 0 + lμ, as usual. Then the length of µ 0 is less than the length of µ, which is n − 1. This implies, by Lemma 2.11 that µ 0 = σ n−2 , i.e., we have λ 0 a = (n − a)(l − 1), for 2 ≤ a ≤ n. Now
which is divisible by l. Thus we know that h λ (1,1) is also divisible by l, i.e., l divides λ 1 + n − 1 = (λ 1 − λ 2 ) + 1 + h λ (2,1) . Hence λ 1 − λ 2 + 1 is also divisible by l and therefore λ 0 1 − λ 0 2 + 1 is divisible by l. Thus we have λ 0 1 − λ 0 2 = l − 1, λ 0 1 = (n − 1)(l − 1) and λ 0 = σ n−1 . By Proposition 2.14 we will be done if we show thatλ is a p-regular Carter partition (and hence injective). Now λ − lω n = λ 0 + l(λ − ω n ) is an l-regular Carter partition, and so injective and hence, by Proposition 2.14,λ − ω n is Carter. Thusλ is pregular and, moreover,
. It remains to prove that ν p is constant on hλ (a,1) , for 1 ≤ a ≤ n. However, we have
and ν l,p (h λ (a,1) ) is independent of a and so ν p (hλ (a,1) ) is independent of a, and we are done.
Remark 2.21. It is convenient to treat the case in which K has characteristic 0 separately. In that case we say that a partition λ is a Carter partition relative to (l, 0), if for 1
Then one may easily check that λ is injective relative to (l, 0) if and only if it is a Carter partition relative to (l, 0). Remark 2.22. The irreducible Weyl modules for the general linear group were determined by Jantzen, [15] , Teil II, 8, Satz 9, using the Jantzen sum formula. This formula was used, in the quantised case, by Mathas, Theorem 5.39, to determine the irreducible Weyl modules for the quantised Schur algebra S q (n, n). We here indicate the connection between this and our point of view. Let n be a positive integer and r ≥ 0. For λ ∈ Λ + (n, r) we write T n (λ) for the corresponding tilting module for G(n), as in [9] .
We now fix a partition λ, let r be its degree. Assume that λ is injective. Then Remark 2.2, we have [µ : λ] = 0 for every partition µ > λ. Let τ ∈ Λ(r, r). Then we have (T r (λ ′ ) : ∇ r (τ ′ )) = [τ : λ], by [9] , 4.2, (14) . It follows that we have that (T r (λ ′ ) : ∇ r (τ ′ )) is one if τ ′ = λ ′ and 0 otherwise, i.e., we have
Reversing the steps we see that if λ is a partition of degree r such that ∆ r (λ ′ ) = L r (λ ′ ) then λ is injective. Hence a partition of degree r is injective if and only if the Weyl module ∆ r (λ ′ ) for G(r), equivalently for the Schur algebra S q (r, r), is irreducible. Such partitions are described, in terms of Carter's condition, by Mathas, [17] , Theorem 5.39. Thus Mathas's Theorem may be used to describe the injective partitions. Conversely, one may use the above to give an alternative proof of Mathas's Theorem.
Specht modules which are Young modules
In this section we express our main result in terms of the representation theory of Hecke algebras and so determine the partitions λ for which the corresponding Specht module Sp(λ) is a Young module, for l ≥ 3. We give an example point out that in the case l = 2 not all such λ are injective partitions. We intend to study this phenomenon in more detail in a subsequent work. (ii) For l ≥ 4 the result follows from the fact that, for n ≥ r and a polynomial G(n)-module X of degree r with a good filtration, the Specht module multiplicities in f X agree with the corresponding ∇-module multiplicities in X (see the remarks before Proposition 1.3.3). However, we here give a different argument which also covers the case l = 3.
So let λ be a Young partition of degree r, say, and let n ≥ r. Thus we have Sp(λ) = Y (µ), for some partition µ, of degree r. Assume, for a contradiction, that λ is not injective. Then we have that µ is not injective, since for otherwise ∇(µ) = I(µ) and so Sp(µ) = Y (µ), and then Sp(λ) = Y (µ) = Sp(µ) which gives λ = µ by Lemma 1.3.2(ii).
Since µ is not injective, we have a short exact sequence 0 → ∇(µ) → I(µ) → X → 0 where X is a non-zero G(n)-module with a good filtration with sections of the form ∇(τ ), with τ ∈ Λ + (n, r), τ > µ. Applying f we obtain a short exact sequence 0 → Sp(µ) → Sp(λ) → f X → 0 where f X is a non-zero H(r)-module with a filtration whose sections have the form Sp(τ ), with τ ∈ Λ + (n, r), τ > µ. Since Hom H(r) (Sp(µ), Sp(λ)) = 0 we have µ ≥ λ, by Proposition 1.3.2 (ii). Since Hom H(r) (Sp(λ), f X) = 0 we have, by left exactness, Hom H(r) (Sp(λ), Sp(τ )) = 0, for some section Sp(τ ) of f X, and hence by Proposition 1.3.2(ii), λ ≥ τ , for some τ > µ. But now we have λ ≥ τ > µ ≥ λ, which is impossible. Therefore λ is injective and Sp(λ) = Y (λ).
Remark 3.3. We note that in [12] , Proposition 1.1, an argument is given to establish the above result in the classical case, in characteristic p ≥ 3. We needed to adopt the above, somewhat different, strategy since Hemmer's argument relies on the result [13] , 3.4.2, valid for p ≥ 5.
Example 3.4. We give here an example to point out that Proposition 3.2(ii) does not in general hold for l = 2 and we may have Sp(λ) = Y (λ) but Sp(λ) = Y (µ), for distinct partitions λ and µ. We take q = 1 and take K to be a field of characteristic 2. We will assume of the reader some familiarity with the description of the basis of the Specht modules via polytabloids and of the usual basis of the permutation modules. More details can be found in [14] . We consider the partition λ = (3, 1, 1). Writing λ in the usual form λ = λ 0 + 2λ we have (3, 1, 1) = (1, 1, 1) + 2(1) and by Corollary 2.16 this is not an injective partition, since λ 0 = (1, 1, 1) is not a 2-core. However we will show that (3, 1, 1) is a Young partition and in fact that Sp(3, 1, 1) = Y (3, 2). In order to do this we study first the injective module I(3, 2) for G(n), with n ≥ 5. It is easy to see that we have a short exact sequence 0 → ∇(3, 2) → I(3, 2) → ∇(5) → 0.
Applying the Schur functor we get 0 → Sp(3, 2) → Y (3, 2) → Sp(5) → 0.
Moreover the permutation module M (3, 2) is the direct sum M (3, 2) ∼ = Y (3, 2) ⊕ Sp(4, 1), since (4, 1) and (3, 2) have different cores. Also, we have dim Sp(3, 1, 1) = dim Y (3, 2) = 6. We identify the Specht module Sp(3, 1, 1) with a submodule of M (3, 2). The sets {i, j} with 1 ≤ i = j ≤ 5 form a basis of M (3, 2) and the polytabloids e T , with T a standard tableau of shape (3, 1, 1), form a basis of Sp(3, 1, 1). We define φ : Sp(3, 1, 1) → M (3, 2) to be the K-linear map sending the poytabloid corresponding to the standard tableau with entries 1 < i < j in its first column to the sum {1i}+{1j}+{ij}.
It is easy to see that φ commutes with the action of the symmetric group Σ 5 and that it is injective. Since the cores of (3, 1, 1) and (4, 1) are different φ gives an embedding of Sp(3, 1, 1) into the Young module Y (3, 2) . Moreover, dim Y (3, 2) = dim Sp(3, 1, 1) so that Sp(3, 1, 1) ∼ = Y (3, 2).
