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PhD Thesis
by
Yang Qin
UNIVERSITY OF SOUTHAMPTON
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE
Inspired by the network information theory, network coding was invented in 2000. Since then,
the theory and application of network coding have received intensive research and various net-
work coding schemes have been proposed and studied. It has been demonstrated that the packet-
level network coding has the potential to outperform the traditional routing strategies in packet
networks. By taking the advantages of the information carried by the packets sent to different
receivers (sinks) in a packet network, packet-level network coding is capable of reducing the
number of packets transmitted over the network. Therefore, the packet-level network coding
employs the potential for boosting the throughput of packet networks. By contrast, the symbol-
level network coding, which is also referred to as the physical-layer network coding, is capable
of exploiting interference instead of avoiding it for improving the channel capacity and/or en-
hancingthereliabilityof communications. Inthisthesis, ourfocus isonthepacket-levelnetwork
coding.
Performance of communication systems with network coding has been widely investigated
from different perspectives, mainly under the assumption that packets are reliably transmitted
over networks without errors. However, in practical communication networks, transmission
errors always occur and error-detection or error-correction techniques are required in order to
ensure reliable communications. Therefore, in this report, we focus our attention mainly on
studying the performance of the communication networks with packet-level network coding,
where Automatic Retransmission reQuest (ARQ) schemes are employed for error protection.
Three typical ARQ schemes are invoked in our research, which are the Stop-and-Wait ARQ
(SW-ARQ), Go-Back-N ARQ (GBN-ARQ) and the Selective-Repeat ARQ (SR-ARQ). Our
main concern is the impact of network coding on the throughput performance of network coding
nodes or networks containing network coding nodes. Additionally, the impact of network coding
on the delay performance of network coding nodes or coded networks is also addressed.
In a little more detail, in Chapter 3 of the thesis, we investigate the performance of the net-vi
works employing packet-level network coding, when assuming that transmission from one node
to another is not ideal and that a certain ARQ scheme is employed for error-control. Speciﬁ-
cally, the delay characteristics of general network coding node are ﬁrst analyzed. Our studies
show that, when a coding node invokes more incoming links, the average delay for success-
fully forming coded packets increases. Then, the delay performance of the Butterﬂy networks
is investigated, which shows that the delay generated by a Butterﬂy network is dominated by
the communication path containing the network coding node. Finally, the performance of the
Butterﬂy network is investigated by simulation approaches, when the Butterﬂy network employs
SW-ARQ, GBN-ARQ, or SR-ARQ for error-control. The achievable throughput, the average
delay as well as the standard deviation of the delay are considered. Our performance results
show that, when given a packet error rate Packet Error Rate (PER), the SR-ARQ scheme is ca-
pable of attaining the highest throughput and resulting in the lowest delay among these three
ARQ schemes.
In Chapter 4, the steady-state throughput of general network coding nodes is investi-
gated, when the SW-ARQ scheme is employed. We start with considering a Two-Input-Single-
Output (2ISO) network coding node without queueing buffers. Expressions for computing the
steady-state throughput is derived. Then, we extend our analysis to the general H-Input-Single-
Output (HISO) network coding nodes without queueing buffers. Finally, our analytical ap-
proaches are further extended to the HISO network coding nodes with queueing buffers. A
range of expressions for evaluating the steady-state throughput are obtained. The throughout
performance of the HISO network coding nodes is investigated by both analytical and simu-
lation approaches. Our studies in this chapter show that the throughput of a network coding
node decreases, as the number of its incoming links increases. This property implies that, in
a network coding system, the coding nodes may form the bottlenecks for information delivery.
Furthermore, the studies show that adding buffers to the network coding node may improve the
throughput performance of a network coding system.
Then, in Chapters 5 and 6, we investigate the steady-state throughput performance of the
general network coding nodes, when the GBN-ARQ in Chapter 5 or the SR-ARQ in Chapter 6
is employed. Again, analytical approaches for evaluating the steady-state throughput of the
general network coding nodes are concerned and a range of analytical results are obtained. Fur-
thermore, the throughput performance of the network coding nodes supported by the GBN-ARQ
or SR-ARQ is investigated by both simulations and numerical approaches.
Finally, in Chapter 7, the conclusions extracted from the research are summarized and the
possible directions for future research are proposed.vii
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Introduction
Network coding has attracted a lot of attention since its invention in 2000 by Ahlswede R. and
Ning Cai et al. in their celebrated article [4], which illustrates that network coding has the
potential to outperform the traditional routing strategies. This thesis consists of six chapters.
in Chapter 1 and 2 we introduce the principles of network coding and the related background
knowledge. Then, in Chapter 3-6 we investigate some issues of network coding in packet net-
works assisted by Automatic Retransmission reQuest (ARQ) schemes. Finally, in Chapter 7,
conclusions are provided and the possible directions for the future research are proposed. This
chapter provides an overview of the network coding in the context of its research background,
applications, constraints, etc. Finally, at the end of this chapter, the novel contributions of this
thesis are summarized.
1.1 Network Coding
1.1.1 Research Background
Network coding was originated in the form of the packet-level network coding [4], which is also
known as digital network coding. Packet-level network coding deals with the coding over packet
networks [5,6]. Conventionally, network information theory [7] focuses mainly on the capacity
of networks in the context of the physical layer, which is deﬁned in the Open Systems Intercon-
nection (OSI) model [8,9]. In this context, some networks, such as those can be represented by
the multiple-access channels or broadcast channels, are now well-understood. However, there
are many other networks remaining intractable from the conventional network information the-
ory point of view. The fact is that, even for some very simple networks, their capacities are very
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hard to obtain or analyze [7,10–12]. For example, the capacity of the networks represented by
various types of relay channels or by interference channels has yet not been known.
However, in modern communications, network information theory is not just limited to the
physical layer [4,13]. In practice, physical layer can never provide fully-reliable data to the
higher layers. In this case, the reliability of a network is then required to be enhanced by the
higher layers, including the data link control, network and transport layers [8]. Furthermore,
in addition to the unreliable physical layer, these layers are also required to provide protection
against possible packet losses, which are resulted from, such as, congestion due to buffer over-
ﬂows and interference due to collisions. Therefore, in communications networks, coding is also
required to be carried out at packet level on the layers higher than the physical layer, rather
than channel symbols only at physical layer. In other words, in a communications network, it is
generally not optimum or not enough to design the coding only based on the channel symbols,
which determines each node’s outgoing channel symbols through arbitrary, casual mappings of
their received symbols. Instead, optimum coding should also be able to deal with packets, where
the contents of each node’s outgoing packets are determined through arbitrary, casual mappings
of the contents of their received packets [5]. This change of design philosophy has led to the re-
search of packet-level network coding, which is also known as Digital Network Coding (DNC).
On the other hand, with the research and development of packet-level network coding,
Physical Network Coding (PNC) has been proposed [14,15], which forms a new paradigm for
research in recent years. In comparison with the packet-level network coding, which manip-
ulates data packets at the packet level, the PNC is operated at the physical (signal) level. In
principles, PNC exploits interference instead of avoiding it [16]. For example, in [14,17–32],
the summed signal received from two simultaneous transmitters are regarded as the PNC coded
signals, instead of viewing them as interferences of each other. Then, the PNC coded sig-
nals are relayed based on the strategy of, such as Amplify-and-Forward (AF) [26], Decode-
and-Forward (DF) [33–36] or DeNoise-and-Forward (DNF) [37,38], etc. Finally, at the sink
nodes, the desired signals are extracted from the relayed signals with the aid of some signal
processing algorithms. The coded signal received at the sinks can be viewed as a type of hi-
erarchical exclusive code that requires special design techniques, which have been discussed
in [21–25]. Recently, some attempts to apply PNC in the existing wireless systems, such as
Orthogonal Frequency-Division Multiple Access (OFDMA) [39], Worldwide Interoperability
for Microwave Access (WiMAX) [40] have been reported.1.1. NETWORK CODING 3
1.1.2 Applications
Network coding may ﬁnd a lot of applications in practical communications systems [41–48], in
order to improve their throughput or enhance their reliability of information delivery. In detail,
network coding may have the following typical applications.
 Wireless Sensor Network (WSN): WSN is a type of wireless networks with a lot of
sensors distributed in ﬁxed or random patterns, and connected using radio signals [49].
The wireless sensors are normally energy and resource constraint. In a WSN, each sensor
needs to transmit the observed data to a processing center in the sensor network. The
transmission is often in a multi-hop and multicast fashion. Employing packet-level net-
work coding in a WSN can make use of the multicasting nature of radio signals, as we
will describe in the example in Section 2.1 [50,51]. Moreover, if PNC is employed, the
throughput of a WSN can be further improved [14,16].
 Multicast or Broadcast Networks: Multicast network is the network where a piece of
information is sent from one or more points to a set of other points [8,52]. In this case,
there may be one or more senders, and the information is distributed to a set of receivers.
Broadcast network is the network where a piece of information is sent from one point to
all the other points. In this case, there is just one sender, but the information is sent to all
the connected receivers. In both scenarios, there are a group of receivers requesting the
same information.
In the traditional routing scheme [8, 53], multicast is performed in the way that every
receiver maintains an individual connection with the transmitters. Therefore, the trans-
mitters need to maintain parallel transmission paths with all the receivers. However, in
practice, the upstream of a multicast tree, usually has fewer branches than the down-
stream. Consequently, the upstream may form a bottleneck for the multicast or broad-
cast. When network coding in applied [41], the transmitters do not need to maintain the
parallel transmission paths connected to the receivers. Instead, a packet containing the
common information for different receivers can be passed on from upstream to down-
stream until the point, where the routes are split up to connect the receivers requesting
different information. When this happens, then, this packet is replicated and forwarded
to different directions. Therefore, by transmitting packets in the above way, the number
of branches required can be reduced for the upstream of a multicast, and the chance that
it forms a bottleneck is also reduced in comparison with the traditional routing schemes.
In [16–18,31,32], various schemes have been proposed in order to apply network cod-4 CHAPTER 1. INTRODUCTION
ing to wireless networks for better throughput. Additionally, network coding may also
improve the reliability of wireless networks as shown in [54].
 Peer-to-Peer (P2P) Networks: A P2P [8,55] computer network uses diverse connectivity
between participants in a network. It exploits the cumulative bandwidth resources of the
network participants rather than the conventional centralized resources, where a relatively
low number of servers provide the whole services or applications. P2P networks are typi-
cally used for connecting nodes via largely Ad-hoc connections [8,55]. Such networks are
useful for many purposes. As some examples, P2P principles can be used for sharing ﬁles
containing audio, video, data or anything in digital format, as well as realtime data, such
as telephony trafﬁc, etc. It can be shown that network coding techniques may be applied
in order to improve the efﬁciency of P2P networks [42–44,46–48].
1.1.3 Constraints and Problems
Network coding has the potential to increase the efﬁciency and reliability of communications
networks in comparison with the conventional routing techniques. However, there are still a lot
of challenges in the context of its theory and application.
 Resources: In the conventional networks, each intermediate node requires only simple
operations, such as “store-and-forward”. By contrast, in the network coding assisted net-
works, the nodes may need more involved operations and require higher computation
capability. Consequently, the size and cost of the nodes may increase, and more energy
may be consumed due to the on-board higher-complexity signal processing, in comparison
with that in the conventional networks. Due to this, the application of network coding in
some size and resource sensitive cases, such as in WSNs, may be limited. However, with
the advance of microelectronic techniques, the size and cost of nodes will decrease. In
the context of the energy consumption, the energy consumed by the operations at a node
may increase due to the increased signal processing, the employment of network coding
is usually capable of decreasing the energy consumed by the whole network. Therefore,
there exists a trade-off between the energy consumed due to the increased signal process-
ing at the nodes and the energy saved due to the employment of network coding. In [56],
evolutionary approaches based on a genetic algorithm are employed, in order to avoid the
computational complexity that makes the problem NP-hard. In the above paper, perfor-
mance results show great improvements over the sub-optimal solutions. In [57], a fast
resource allocation algorithm has been developed in order to take advantage of the intra-
session network coding, where packets are coded within each session. In this algorithm,1.1. NETWORK CODING 5
the total utility of multiple unicast (or multicast) sessions is maximized subject to capacity
constraints.
 Topology: According to the principles of network coding [41], network coding is capable
of taking the advantages of the correlation existing among the information ﬂows delivered
by different paths to different nodes [4]. This characteristics of network coding is similar
to that of the joint source coding, which makes use of the correlation among the sources.
Therefore, thenetwork’stopologyplaysacriticalroleinnetworkcodinganditsachievable
efﬁciency. When the topology of a network changes, the network coding scheme may also
need to be changed correspondingly. In some practical application scenarios, the topology
is ﬁxed. For example, in a wired sensor network for monitoring the temperature in a
garden, the topology does not change as long as no link failure occurs. In this case, the
network coding scheme can be designed before the deployment of the network. However,
in some other application scenarios, such as in wireless ad-hoc networks or distributed
WSNs, the topologies are dynamic. In these cases, the network coding schemes cannot
be ﬁxed before the deployment of the networks. Furthermore, in these cases, the network
coding schemes may need to be modiﬁed during the communications, in respondence to
the topology change. When network coding is applied in these types of networks, the
topologies may need to be informed to all of the nodes, which add extra overhead to
the transmitted packets [4]. In literature, the authors in [58] have proposed some coding
schemes for those networks, where the topology change is caused by link failure. In [59],
the network coding design has been considered, which integrates the network’s topology
with network coding. Additionally, the effect of network topology on network coding
design has also been considered in [60–63].
 Security: In order to make efﬁcient use of the resources, in the network coding assisted
networks, a packet for one speciﬁc sink node may also be sent to some other sink nodes,
yielding that a sink node may recover the information motivated to the other nodes. For
some applications, such as in the multicast or broadcast communications scenarios, differ-
ent sink nodes are supposed to share the information. In these cases, there is no security
problems. However, for some other applications, such as, in P2P secure communications,
security iscritical. In this typeof networks, thetraditional network coding methods, which
use veriﬁcation packets signatured by some cryptographic approaches, are not applicable.
This is because, in this case, the network may be readily attacked by sending over the
network a few corrupted packets [64].
In [65], network coding schemes have been designed by considering the security for ﬁle6 CHAPTER 1. INTRODUCTION
sharing in P2P networks. These network coding schemes may be readily extended to some
other applications, where high security is required. In [66], the authors have proposed a
network coding scheme, which is claimed to have both a low cost and a low probability of
retrieving illegally the information by wire-tappers. In this paper, it has been shown that
the trade-off existing between network cost and network security in the conventional net-
works also exists in the network coding assisted networks. In [67], the security aspects of
linear network coding have been studied. A quantity called as the wire-tap robustness has
been proposed to measure how difﬁcult an attacker to obtain the conﬁdential information
through wire-tapping. In [68], The authors have discussed a construction of the secure
network codes which are optimal for the special case, where the wiretapper may choose
to access a subset of channels of a ﬁxed network. Furthermore, the simulation results
in [66] show that network coding can be more effective than the traditional routing for
achieving low cost and secure data multicast. Additionally, in [69], the digital signature in
conjunction with network coding has been studied. This proposed scheme can simultane-
ously provide authentication and detect malicious nodes, which intentionally corrupt the
contents of the network.
 Joint Coding: In [70], a P2P communication network over discrete memoryless channels
has been considered. In the considered P2P network, there are one source node and possi-
bly more than one sink node. Information generated at the source node is multicast to each
of the sink nodes. A node is allowed to encode its received information before sending
it over an outgoing channel. The channels of different nodes are assumed independent
of each other. The nodes are also allowed to transmit messages asynchronously. The re-
sults obtained in this paper can be viewed as a network level generalization of Shannon’s
source-channel separation theorem [71], which states that feedback does not increase the
capacity of a Discrete Memoryless Channel (DMC). The studies in [70] show that a sep-
aration theorem for network coding and channel coding also exists in the communication
network as above assumed. In [72], it has been proved that, in any one-sink networks
where interference is dealt with at the Multiple-Access-Control (MAC) layer, separate
source/channel coding is optimal. Additionally, in [70], the separation theorem has also
been studied for a single-source multi-sink network. However, the separation theorem for
multi-source multi-sink scenarios with general setup remains open [70].1.2. MOTIVATION 7
1.2 Motivation
The research for the theory and applications of network coding has been carried out for many
years, however, no many feasible applications have been proposed so far. For example, even in
the case of P2P ﬁle sharing, the debate is still not clear about whether P2P ﬁle sharing is able
to beneﬁt from network coding [73], although there are several projects, such as Microsoft’s
Avalanche [45], etc., have considered the issues. Therefore, in this thesis, the following issues
are addressed.
 First, in the DNC systems considered so far, it has been mainly assumed that the data
received by the network coding nodes is free of transmission errors [41,50]. In practice,
however, data transmission suffers from noise and interference. Hence, in order to achieve
error-free transmission, error-control mechanisms are required to be implemented in com-
munication systems. Since the ARQ based error-control schemes are well developed and
widely implemented in modern communication systems and it is well-recognized that the
ARQ schemes are highly effective and efﬁcient [8], hence, in this thesis, we ﬁrst motivate
to investigate the achievable performance of the network coding systems, when various
ARQ schemes are invoked.
 In the research of DNC, networks with uni-directional links have mainly been assumed.
When the ARQ error-control schemes are employed, the effect of the feedback channels
on the achievable performance of the network coding systems also need to be studied.
 In the ARQ family, there are different types of ARQ schemes, such as, Stop-and-Wait
ARQ (SW-ARQ), Go-Back-N ARQ (GBN-ARQ), Selective-Repeat ARQ (SR-ARQ),
Hybrid Automatic Retransmission reQuest (HARQ), Multi-User ARQ (MU-ARQ) [74],
etc. In this thesis, we motivate to investigate and compare the different ARQ schemes in
conjunction with the network coding networks.
 In the context of network coding, the current research framework is mainly based on the
algebraic framework introduced in [58], which is designed for the memoryless networks
using linear network coding under the assumption of no feedback. However, when trans-
mission error is considered and when the ARQ schemes are introduced for error-control,
both feedback and on-node memory are required. Hence, in this thesis, we aim to develop
a framework for studying the performance of the network coding systems with on-node
memory and having feedback channels.8 CHAPTER 1. INTRODUCTION
1.3 Thesis Overview and Contributions
In this thesis, packet-level network coding systems assisted by various ARQ schemes, namely
the SW-ARQ, GBN-ARQ and SR-ARQ schemes, have been investigated. Besides, our attempt
of analyzing the steady-state throughput of a network coding node is one of the major novel
contributions. In detail, the main contributions of the thesis can be outlines as follows.
Chapter 2 : In this chapter, an overview is provided speciﬁcally for the packet-level network
coding in the context of its advantages and disadvantages. We ﬁrst use several introductory ex-
amples to illustrate the advantages of network coding by considering the throughput, resources,
etc. Then, three types of network coding schemes, namely the linear network coding, vector-
linear network coding and the non-linear network coding, are reviewed in the context of their
principles, and under the assumption that all the links are error-free. Furthermore, the issues
about the implementation of network coding, constraints, etc., are addressed.
Chapter 3 : Since packet-level network coding requires error-free packets, in Chapter 3, var-
ious ARQ schemes are employed in order to fulﬁl this requirement. First, a brief overview of
some typical ARQ schemes is provided. The ARQ schemes considered include, the SW-ARQ,
GBN-ARQ and the SR-ARQ schemes. Then, the delay characteristics of a general network
coding node are analyzed. It can be shown that, when a coding node invokes more incoming
links, the average delay for successfully receiving the packets for forming the outgoing coded
packets increases. Then, as an example, in this chapter, the delay performance of the Butter-
ﬂy network is investigated. A range of closed-form formulas are derived, when assuming that
the SW-ARQ scheme is employed for error-control of the data transmission. From our anal-
ysis and performance results, we ﬁnd that, in the Butterﬂy network, the average delay of the
path containing the coding node is usually signiﬁcantly higher than that of the path containing
solely the conventional nodes. Therefore, in the Butterﬂy network, the delay is dominated by
the communication path containing the network coding node. Furthermore, the performance of
the Butterﬂy network is investigated by simulation approaches, when various ARQ schemes are
employed for error-control. Speciﬁcally, three types of ARQ schemes are involved in our stud-
ies, which are the SW-ARQ, GBN-ARQ and the SR-ARQ. Their performance is characterized
by the achievable throughput, the average delay and the Standard Deviation of Delay (SDD).
Our performance results show that the achievable performance of the Butterﬂy network is de-
termined by the path containing the coding node. Among the three ARQ schemes considered,
the SR-ARQ scheme is capable of achieving the best throughput and delay performance, but1.3. THESIS OVERVIEW AND CONTRIBUTIONS 9
demands the highest complexity. By contrast, the SW-ARQ achieves the worst throughput and
delay performance, but requires the lowest complexity.
Chapter 4 : This chapter studies the steady-state throughput of the network coding nodes when
theSW-ARQschemeisassumed. WeﬁrstdemonstratethattheTwo-Input-Single-Output(2ISO)
coding node without queuing buffers can be modeled by a Finite State Machine (FSM) operating
in the principles of discrete-time Markov chain. Then, the steady-state throughput of the 2ISO
network coding node without queueing buffers is derived. Based on the studies for the 2ISO
network coding nodes, then, we extend our analysis to the H-Input-Single-Output (HISO) net-
work coding nodes without buffers as well as to the HISO network coding nodes with buffers.
Furthermore, the steady-state throughput performance of the various network coding nodes is
investigated by both simulation and numerical approaches. Our studies in this chapter show
that, given the same Packet Error Rate (PER), a larger number of incoming links to a coding
node results in a smaller achievable throughput. This property implies that, in a network coding
system, the coding nodes may form the bottlenecks for information delivery. However, when
given the other conditions, the throughput performance of the network coding nodes with queue-
ing buffers is improved in comparison with that of the network coding nodes without queueing
buffers. For the network coding nodes with queueing buffers, our studies show that the through-
put performance improves as the buffer size increases. Finally, for the network coding nodes
with queueing buffers, when given the total buffer of a network coding node, there exists an
optimum buffer allocation, which results in the highest throughput.
Chapter 5 : In this chapter, the steady-state throughput of the HISO network coding nodes
assisted by the GBN-ARQ scheme is investigated. Expressions for computing the steady-state
throughput are derived by assuming that each of the incoming links has a unit of buffer to store
the received packets and the outgoing link has a buffer of arbitrary size to store the packets to be
transmitted. Speciﬁcally, the operations, properties and transitionprobability of a HISO network
coding node supported by the GBN-ARQ transmission scheme is analyzed in detail, with the aid
of a delay variable as deﬁned. By modeling the operations of a network coding node as a FSM,
we derive the transition matrix deﬁned as P P P = P P P0 +P P P+, where the transitions contained in P P P0
do not yield throughput, while those represented byP P P+ generate throughput. In this chapter, we
evaluate the steady-state throughput of the HISO network coding nodes based onP P P. Finally, the
throughput performance of the network coding nodes employing the GBN-ARQ with different
numbers of input links is investigated by both simulation and numerical approaches. Our studies
also show that the steady-state throughput of the network coding node increases, as the size of10 CHAPTER 1. INTRODUCTION
the transmission windows of the incoming links increases.
Chapter 6 : As in Chapter 4 and Chapter 5, in this chapter, the steady-state throughput of the
HISO network coding nodes assisted by the SR-ARQ scheme is investigated. Again, the expres-
sions for computing the steady-state throughput are obtained by modeling the operations of the
HISO network coding node as a FSM. The steady-state throughput performance is investigated
by both simulation and analytical approaches. In contrast to the network coding nodes supported
by the GBN-ARQ, as considered in Chapter 5, since, for SR-ARQ supported network coding
nodes, throughput may be generated either in the ﬁrst half of a transition or in the second half
of a transition, the matrix P P P+ needs to be further decomposed into P P P+ =P P P+0
P P P+00
, where P P P+0
corresponds to the ﬁrst half of a transition and P P P+00
to the second half, respectively. Our studies
and performance results demonstrate that the simulation results converge well to the numeri-
cal results, which justiﬁes the effectiveness of our analytical expressions derived. Furthermore,
as the cases of the GBN-ARQ the steady-state throughput of the SR-ARQ supported network
coding nodes increases, as the size of the transmission windows increases.
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Overview of Network Coding
Network coding deals with the coding over networks [5]. The principles of network coding as
well as its advantages can be illustrated by the following simple examples.
2.1 Examples
In this section, some simple examples are provided in order to demonstrate the basic concepts
and principles of network coding, as well as the beneﬁts of employment of network coding. For
simplicity, the following assumptions are employed.
1) One-hop transmission from one node to another takes one time slot;
2) Every link has one unit of capacity, i.e., only one bit is transmitted over a link within every
time slot;
3) Every node has inﬁnite memory. This assumption implies that every node is capable of
storing the information received and is also capable of tracking back to the very beginning,
whenever necessary.
Let us ﬁrst illustrate the beneﬁts of employment of network coding.
2.1.1 Beneﬁts
The beneﬁts of introducing network coding into networks is multifold. Below, the beneﬁts are
demonstrated in the context of throughput, resources, etc, of networks.
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2.1.1.1 Throughput Improvement
AB
C
D
EF
b1 b2
Fig. 2.1: A butterﬂy-stylized network with two source nodes A and B, where the source node A sends b1
to a sink node F, while the source node B sends b2 to a sink node E.
The network considered in our ﬁrst example is normally known as the butterﬂy network in
network coding related literature, e.g. [4]. The network has a structure as shown in Fig. 2.1. It
employs two source nodes, A and B, and also two sink nodes, E and F. Node A aims to send a
data bit b1 to node F, while node B wants to send a data bit b2 to node E, as shown in Fig. 2.1.
When the network shown in Fig. 2.1 is operated based on the conventional routing scheme,
the data transmission may be illustrated by Table 2.1, where two source nodes A and B sent two
data bits b1 and b2 to two sink nodes F and E, respectively. As shown in Table 2.1, during the
ﬁrst time-slot, nodes A and B send b1 and b2 to C within the ﬁrst time-slot. Since it is assumed
that the link capacity is 1 bit per transmission, node C is incapable of transmitting the two bits
received simultaneously. Instead, node C sends b1 to node D using the second time-slot, while
sends b2 to node D using the third time-slot. Since node F is free to receive within the third
time-slot, b1 is hence transmitted from node D to node F within the third time-slot. Finally,
within the fourth time-slot, b2 is sent by node D to node E.
From the above information conveying process, we can ﬁnd that two data bits, b1 and b2,
are transmitted using a total of four time-slots. Hence, the throughput of the butterﬂy network
using the conventional routing scheme is 0:5(= 2=4) bits per time-slot.
Let us below show that the butterﬂy network is capable of achieving a throughput of
0:667(= 2=3) bits per time-slot, when the packet-level network coding is employed. The cor-
responding operations are shown in Fig. 2.2, which also are summarized in Table 2.2. To be
more speciﬁc, within the ﬁrst time-slot, node A broadcasts b1 to nodeC and node E, while node
B broadcasts b2 to node C and node F. After node C receives two bits b1 and b2, it computes
their convolution, yielding b3 = b1b2. Then, node C transmits b3 to node D using the second
time-slot, while node D forwards b3 to nodes E and F using the third time-slot. Finally, after2.1. EXAMPLES 15
nodes E and F obtain b3 = b1b2, node E recovers b2 according to b2 = b1b3 and node F
recovers b1 according to b1 = b2 b3. Explicitly, the butterﬂy network using network coding
is capable of achieving a throughput of 0:667(= 2=3) bits per time-slot. Therefore, network
coding employs the potential to improve the throughput of networks.
AB
C
D
EF
b2
b1
b1 ⊕ b2
b1 ⊕ b2
b2
b1 ⊕ b2
b1
b1 b2
Fig. 2.2: The butterﬂy network with two source nodes, A and B, and two sink nodes, E and F, where two
bits, b1 and b2 are transmitted from A and B to F and E, based on network coding.
Time slot b1 b2
0 A B
1 A !C B !C
2 C ! D C
3 D ! F C ! D
4 F D ! E
Table 2.1: Data transmission in a butterﬂy network using conventional routing, where two source nodes
A and B send two data bits b1 and b2 to the sink nodes F and E, respectively.
Time slot b1 b2 b3 = b1b2
0 A B
1 A !C, A ! E B !C, B ! F
2 E F C ! D
3 E F D ! E, D ! F
Table 2.2: Data transmission in a butterﬂy network using network coding, where two source nodes A and
B send two data bits b1 and b2 to sink nodes F and E, respectively.
2.1.1.2 Saving Resources in Wireless Networks
In this subsection, an example is introduced to demonstrate how network coding may be em-
ployed for saving wireless resources [50].16 CHAPTER 2. OVERVIEW OF NETWORK CODING
In this example, we consider the scenario that node A and node C exchange their data bits
with the aid of a intermediate node B [50]. Let, at the zeroth time-slot, node A has a data bit
b1 and node B has a data bit b2. For this type of network, in addition to the assumptions made
before for the Butterﬂy network, the following assumptions are introduced for simplicity [50]:
1) A node can only communicate with its adjacent nodes (neighbor nodes) by one hop, and
its transmission has no inﬂuence on the nodes that are not its neighbors;
2) Once a node transmits, it broadcasts the signal to all its neighbor nodes, which are not
allowed to transmit at the same time;
3) Given a receiving node, there is only one of its neighbor nodes transmitting. Hence, the
reception is interference free.
AB C
b1
Time Slot 1
AB C
b1 b1
Time Slot 2
AB C
b2
Time Slot 3
AB C
b2 b2
Time Slot 4
Fig. 2.3: Illustration of the data transmission procedure in a relay network, where node A sends b1 to
nodeC and nodeC sends b2 to node A, with the aid of node B using store-and-forward.
Based on the above assumptions, then when the conventional data transmission is consid-
ered, the data exchange procedure can be shown as Fig. 2.3. Node A sends b1 to node B in
the ﬁrst time-slot. The intermediate node B receives it and then broadcasts it using the second
time-slot to nodes A and C. In the third and fourth time-slots, b2 is sent from node C to node A
in the same way as sending b1 from node A to node C. Therefore, a total of four time-slots are
required.
Time Slot 3
AB C
b1
Time Slot 1
AB C
b2
Time Slot 2
AB C
b3 = b1 ⊕ b2 b3 = b1 ⊕ b2
Fig. 2.4: Illustration of the data transmission procedure in a relay network using network coding, where
node A sends b1 to nodeC and nodeC sends b2 to node A.2.2. NETWORK CODING SCHEMES 17
With the help of network coding, as shown in Fig. 2.4, the transmission time can be reduced
to three time-slots. In detail, in the ﬁrst time-slot, node A sends b1 to node B. In the second
time-slot, nodeC sends b2 to node B. After node B receives b1 and b2, it computes b3 = b1b2,
which is broadcasted to both nodes A and C using the third time-slot. After receiving b3, node
A recovers b2 using b2 = b1 b3, while node C recovers b1 using b1 = b2 b3. Explicitly,
the whole communications procedure needs only three time-slots. Hence, in comparison with
the conventional transmission scheme shown in Fig. 2.3, using network coding can save one
time-slot.
Furthermore, if we assume that every transmission consumes one unit of energy. Then,
the conventional scheme without using network coding requires four units of energy, while the
scheme with network coding requires only three transmissions. Therefore, by introducing net-
work coding, one unit of energy can be saved.
From the above two simple examples, we may be implied that network coding employs the
potential to improve the performance of networks, in comparison with the conventional routing
schemes. Below, we provide an overview of different network coding schemes.
2.2 Network Coding Schemes
In this section, we provide an overview of the network coding, considering the issues including
network coding schemes, complexity, design challenges, etc. Network coding may be described
as a coding problem, which, for a given network G G G and an alphabet S S S, ﬁnds the input-to-output
relationships for all the nodes [4,14]. The inputs and outputs of a node are not necessarily from
the same set nor do they come from the same alphabet S S S [4,14,50,75].
Depending on the linearity, network coding can be classiﬁed as linear network coding,
vector linear network coding and non-linear network coding.
In the following subsections, we provide a review for the principles of linear network cod-
ing, vector linear network coding and non-linear network coding, respectively. In our discussion,
as an example, the butterﬂy network as shown in Fig. 2.5 is introduced, where the source node,
vS, transmits two packets, x1 and x2, to the two sink nodes, vE and vF, through multicasting
approach. Note again that each edge has a unit capacity and sends one packet per time-slot,
regardless of the length of a time-slot. Furthermore, it is assumed that all the links are error-free
in data transmission.18 CHAPTER 2. OVERVIEW OF NETWORK CODING
Request X1 and X2
vA vB
vC
vD
vE vF
vS
X1 X2
Request X1 and X2
Fig. 2.5: A butterﬂy network with one source nodes, vS, sending two packets, X1 and X2, to two sink
nodes, vE and vF.
2.2.1 Linear Network Coding [1]
In the context of the linear network coding, every message generated by a unit rate time-discrete
information source is represented by an element of a base ﬁeld F [4,50]. For example, if the
message is binary, we have a ﬁeld F = GF(2), where GF(Q) denotes a Galois Field with Q
elements. Eachofthesourcenodessendsoutitsmessagesthroughitsoutgoingedges, onepacket
per edge per time-slot. Except the source nodes, the other non-source nodes receive messages
from their incoming edges. For the intermediate nodes in the network, their outgoing messages
are formed by the linear combination of their incoming messages over the ﬁeld F. Finally, at the
sink nodes, the original messages are recovered with some linear processing [4,50,58].
From the above description, we know that in a network using linear network coding, the
message to be transmitted over an outgoing edge of a node is the linear combination of the
messages input to this node. The network coding having this linear combination characteristics
is linear network coding [50,58].
Fig. 2.6 shows a possible linear network coding scheme for the butterﬂy network shown
in Fig. 2.5. As shown in Fig. 2.6, the two unit rate messages, expressed as x1;x2, are generated
by the information sources, X1 and X2, both x1 and x2 take values from the ﬁeld F = GF(2).
As shown in Fig. 2.6, message x1 is directly sent to the sink node vE via the route, eX1vS !2.2. NETWORK CODING SCHEMES 19
Requests x1 and x2
vA vB
vC
vD
vE vF
vS
X1 X2
x1 x2
x2
x2
x2 x1 ⊕ x2
x1
x1
x1 ⊕ x2
x1
Requests x1 and x2
Fig. 2.6: A butterﬂy network with one source node, vS, multicasting messages, x1 and x2, to both sink
nodes, vE and vF, using linear network coding.
evSvA ! evAvE, where exy denote an edge from node x to node y, using three time-slots. Message
x2 is directly sent to the sink node vF via the route eX2vS ! evSvB ! evBvF also using three time-
slots. As shown in Fig. 2.6, both the messages x1 and x2 are also sent to node vC via the route
eX1vS !evSvA !evAvC for x1 and eX2vS !evSvB !evBvC for x2, respectively. This procedure needs
three time-slots. At node vC, x1 and x2 are linearly combined to form x1x2 based on modulo-2
addition over the ﬁeld F = GF(2). The output x1x2 is then sent to the sink nodes, vE and vF,
via the route evCvD ! evDvE and evCvD ! evDvF, respectively, using two time-slots. Finally, the
sink node vE recovers x2 by the operation x2 = x1(x1x2), while the sink node vF recovers
x1 based on the operation x1 = x2(x1x2). Therefore, both of the sink nodes, vE and vF, can
obtain the messages x1 and x2. The total transmission time is ﬁve time-slots.
From the principles of linear network coding [50,58], as shown in Fig. 2.6, we can see that
themessagetransmittedoveranedgeisrepresentedbyascalarvariableinadeﬁnedﬁeld. Instead
of the scalar-presented message, the message associated with an edge can also be represented as
a vector, yielding vector-linear network coding, which is now analyzed.20 CHAPTER 2. OVERVIEW OF NETWORK CODING
2.2.2 Vector-Linear Network Coding
For the vector-linear network coding, a message generated by a unit rate time-discrete informa-
tion source is represented by an element in an L-dimensional space FL
Q over a ﬁeld FQ. Each
of the source nodes sends out its messages through its outgoing edges, one packet per edge per
time-slot. Except the source nodes, the other non-source nodes receive messages from their in-
coming edges. For the intermediate nodes in the network, their outgoing messages are formed
by the vector-based linear combination of their incoming messages over the ﬁeld FL
Q. Finally, at
the sink nodes, the original messages are recovered with some vector-linear processing deﬁned.
From the above description, we can know that, in a network using vector-linear network
coding, the message to be transmitted over an outgoing edge of a node is the vector-based linear
combination of the messages input to this node. The network coding having this vector-linear
combination characteristics is referred to as the vector-linear network coding.
x2
vA vB
vC
vD
vE vF
vS
X1 X2
x1 x2
x2
x2 x1 ⊕ x2
x1
x1 ⊕ x2
requests x1 and x2 requests x1 and x2
x1
x2
x1
x1
Fig. 2.7: A butterﬂy network, where the source node vS multicasts x1 and x2 to the sink nodes vE and vF
based on vector-linear network coding.
As an example, Fig. 2.7 shows a possible vector-linear network coding scheme for the
Butterﬂy network shown in Fig. 2.5. As shown in Fig. 2.7, the information sources X1 and X2
generate the unit rate messages, x1 and x2, which, for example, are assumed to be the 2-length
column vectors chosen from the vector space F2
2 over F2 = GF(2). More speciﬁcally, let x1 and2.2. NETWORK CODING SCHEMES 21
x2 be expressed as
x1 =

b1
b2

(2.1)
x2 =

b3
b4

(2.2)
where b1, b2, b3 and b4 are binary and take values in the Galois Field F2 = GF(2). When
the vector-linear network coding, the addition operator  is deﬁned as,
x1x2 =

b1
b2



b3
b4

=

b1b3
b2b4

(2.3)
which is also a linear operation.
As shown in Fig. 2.7, the message of x1 is directly sent to the sink node vE via the route
eX1vS !evSvA !evAvE usingthreetime-slots, themessageofx2 isdirectlysenttothesinknodevF
via the route eX2vS ! evSvB ! evBvF, again, using three time-slots. As shown in Fig. 2.7, both the
messages x1 and x2 are also sent by vA and vB to vertex vC via the routes eX1vS ! evSvA ! evAvC
and eX2vS ! evSvB ! evBvC, respectively, using three time-slots. At the intermediate node vC,
x1 and x2 are linearly combined forming x1 x2. After the combining, x1 x2 is then sent
to the sink nodes vE and vF via the routes evCvD ! evDvE and evCvD ! evDvF, respectively. The
transmission from vC to vE or from vC to vF requires two time-slots. After the sink node vE
receives both x1 and x1 x2, vE can recover x2 by using the operation x2 = x1 (x1 x2).
By contrast, when the sink node vF obtain both x2 and x1x2, it recovers x1 by the operation
x1 = x2 (x1 x2). Therefore, both the sink nodes vE and vF are capable of obtaining the
messages x1 and x2. The total of time for multicasting is ﬁve time-slots.
So far, we have shown the principles of two types of linear-network coding schemes,
namely the linear network coding and the vector-linear network coding. Network coding may
alsobeoperatedbasedonnon-linearapproaches, yieldingnon-linearnetworkcoding[76], which
is now discussed in the next subsection.
2.2.3 Non-linear Network Coding
In contrast to the linear network coding or vector-linear network coding, non-linear operations
may be invoked for encoding at a node, resulting in the non-linear network coding [41]. In the
context of the non-linear network coding, every message generated by a unit rate time-discrete
information source is represented by an element chosen from a set. The elements in a set do22 CHAPTER 2. OVERVIEW OF NETWORK CODING
not have to form a ﬁeld, as in the linear network coding. Each of the source nodes sends out its
messagesthroughitsoutgoingedges, onepacketperedgepertime-slot. Exceptthesourcenodes,
the other non-source nodes receive messages from their incoming edges. For the intermediate
nodes in the network, their outgoing messages are formed by the deﬁned non-linear combination
of their incoming messages. Finally, at the sink nodes, the original messages are recovered with
some non-linear processing deﬁned.
From the above description, we can know that, in a network using non-linear network cod-
ing, a message to be transmitted over an outgoing edge of a node is the non-linear combination
of the messages input to this node. The network coding having this non-linear combination
characteristics is called as the non-linear network coding.
d = x1  x2
vA vB
vC
vD
vE vF
vS
X1 X2
x1 x2
x2
x2
x2
x1
x1
x1  x2
Requests x1 and x2 Requests x1 and x2
x1
Fig. 2.8: A butterﬂy network, where the source node vS multicasts two messages x1 and x2 to the sink
nodes vE and vF based on non-linear network coding.
x1
x2 0 1
0 1 0
1 0 1
Table 2.3: One possible non-linear network coding for the butterﬂy network broadcasting. This table
gives the value of d shown in Figure 2.8, determined by x1 and x2.
Fig. 2.8 shows an example, which employs the non-linear network coding in the Butterﬂy2.2. NETWORK CODING SCHEMES 23
x1
d
0 1
0 1 0
1 0 1
x2
d
0 1
0 1 0
1 0 1
Table 2.4: Left: (a) Decoding table for x2 based on the values of x1 and d received at receiver vE.
Right: (b) Decoding table for x1 based on the values of x2 and d received at receiver vF.
Decoding tables for x2 and x1, which are decoded at the sink node vE and decoded at the sink
node vF, respectively.
network shown in Fig. 2.5. Within the zeroth time-slot, two messages x1;x2 generated at unit
rate information sources X1 and X2, where x1 and x2 take values 0 or 1. As shown in Fig. 2.8,
the message x1 is directly sent to the sink node vE via the route eX1vS ! evSvA ! evAvE, and,
simultaneously, the message x2 is directly sent to the sink node vF via the route eX2vS ! evSvB !
evBvF. Furthermore, both of the messages x1 and x2 are also sent to the intermediate node vC
via the routes eX1vS ! evSvA ! evAvC and eX2vS ! evSvB ! evBvC, respectively. At the intermediate
node vC, x1 and x2 are non-linearly combined to form the output d = x1 x2, where  is a
non-linear operation, for example, as shown in Table 2.3. As shown in Fig. 2.8, d = x1 
x2 is sent by vC to the sink nodes vE and vF via the routes evCvD ! evDvE and evCvD ! evDvF,
respectively. Finally, after vE and vF obtain d, vE and vF recover the values of x2 and x1 based
on the operations shown in Table 2.4(a) and Table 2.4(b), respectively.
From Table 2.3, we can know that the non-linear operation used by Fig. 2.8 is the “Not
Exclusive Or” function (XOR). Hence, the decoding equations for x2 and x1 can be expressed as
At sink node vE: x2 = x1 XOR d = x1d (2.4)
At sink node vF: x1 = x2 XOR d = x2d (2.5)
It can be readily shown that both x2 atVE and x1 atVF can be successfully recovered. Note
that, in this section, the alphabet size used is assumed to be 2. If an alphabet size larger than 2 is
employed, other non-linear operations, such as NOR or OR, may also be used by the non-linear
network coding schemes. Furthermore, the Physical Network Coding (PNC) schemes are often
non-linear network coding schemes. As shown in [14], PNC schemes often involve the sum
operation in the real ﬁeld or complex ﬁeld, rather than the Galois ﬁeld.
So far, three types of network coding schemes have been brieﬂy reviewed. As can be
seen from the examples, the main difference among the linear network coding, vector-linear24 CHAPTER 2. OVERVIEW OF NETWORK CODING
network coding and the non-linear network coding lies in the constraints on the operations used
for encoding and decoding, as well as on the types of operators involved in the operations.
Specially, in a linear network coding scheme, each coding node applies linear combination,
such as the bitwise  (XOR) in binary representation, of its inputs in order to generate the
outputs. By contrast, in a non-linear network coding scheme, a coding node is free to combine
its inputs based on any non-linear, such as the NOR [77], operation, provided that the operation
is one-to-one invertible.
2.3 Network Coding for General Networks
The reference [4] has discovered that the min-cut max-ﬂow theorem [78] in graph theory also
holds in the context of network coding, as a network coding problem can be interrelated by a
graph. The min-cut max-ﬂow theorem speciﬁcally for network coding, which is called the Main
Network Coding Theorem [4], is stated as follows.
Theorem 1 (Main Network Coding Theorem [4]). Consider a directed acyclic graph with unit
capacity edges, H unit rate sources located on the same vertex of the graph and M sink nodes.
Assume that the value of the min-cut to each sink node is H. Then there exists a multicast
transmission scheme over a large enough ﬁnite ﬁeld FQ with a number of Q elements, in which
intermediate network nodes linearly combine their incoming information symbols over FQ, that
delivers the information from the sources simultaneously to each receiver at a rate equaling H.
This theorem implies that the maximum achievable rate of a network is determined by a cut
between the source node and the receiver with the minimal capacity. This theorem also implies
that for a rate that is less or equal to the maximum achievable rate of a network, there exists a
linear network coding scheme for the network.
By contrast, for the network conﬁgurations where the network coding min-cut max-ﬂow
theorem [4] does not stand, it has been recognized [4,79] that there are no solutions when con-
sidering linear network coding. However, in this case, there might be coding solutions based on
vector-linear network coding or non-linear network coding, when we loosen the constraints on
the network coding [75]. Moreover, network coding may beneﬁt from alphabet size reduction,
when using the vector-linear network coding or non-linear network coding, instead of linear net-
work coding [76]. Note that the alphabet of a coding scheme is a set, such asS S S, of symbols used
to encode the information to be transmitted. The size of the alphabet is the number of symbols
contained in the set S S S, which is an important parameter of a network coding scheme. Generally,
the coding complexity increases, as the alphabet size increases.2.3. NETWORK CODING FOR GENERAL NETWORKS 25
In more detail, it has been proved in [41] that, when the size of the alphabet is sufﬁciently
large, there always exists at least one linear network coding solution for a given network coding
problem. However, when the alphabet size becomes large, some practical issues need to be
considered. Firstly, when binary signalling is used for transmission, transmitting a symbol taken
from a large alphabet size needs more time than transmitting a symbol chosen from a smaller
alphabet size. In this case, when a network coding is based on an large size alphabet, a sink
node may have to wait for a long time before it starts decoding a message. Consequently, the
network latency may become high. Secondly, when a node computes the values of functions
over a large alphabet size, it may need a lot of memory in order to store the symbols received
from its incoming edges. Thirdly, a smaller size alphabet may reduce the complexity of edge
functions. Finally, when using a large alphabet size, a network failure during transmission of a
symbol may cause the loss of many data bits.
Therefore, as long as a network coding solution can be obtained, a smaller alphabet size
is preferred, in order to reduce the complexity and increase the reliability of the network. It
has been proved in [80] that, in the context of network coding for a multicast network, the
minimum necessary alphabet size is O(
p
M) and it is a tight bound, where M is the number of
sink nodes. However, an alphabet size of O(
p
M) is not generally sufﬁcient, it is only sufﬁcient
for a certain type of networks, as constructed in [80]. Furthermore, it has been recognized that
determining the smallest alphabet size for network coding is Nondeterministic Polynomial-time
Hard (NP-Hard) [75,76].
Once a proper alphabet is determined, network codes can be designed. In literature, the
approaches for systematically designing vector-linear and non-linear network coding schemes
are unavailable. However, there are a range of algorithms [50, 58, 81], that can be invoked
for design of linear network codes. Speciﬁcally, the common steps for designing linear network
codes for networks with H source nodes and M sink nodes can be generally described as follows:
1) For every sink node, ﬁnd a number of H edge-disjoint paths connecting the H source
nodes to this sink node.
2) Identify the coding points in the network.
To be more speciﬁc, the algorithms for ﬁnding linear network codes may be categorized into
centralized and decentralized algorithms. The design of centralized algorithms requires global
information of the entire network, while the design of the decentralized algorithms is not depen-
dent on the global information of the entire network considered. In [50], a centralized greedy
algorithm called Linear Information Flow (LIF) algorithm has been employed to search for so-
lutions of linear network codes. While in [81], a decentralized algorithm has been proposed,26 CHAPTER 2. OVERVIEW OF NETWORK CODING
which ﬁnds effective linear network coding schemes by linearly and randomly combining the
inputs of a node. After the combining, the result is sent out. It has been shown in [81] that
there is a high probability to ﬁnd good linear network codes based on this design approach, es-
pecially, when the alphabet size is sufﬁciently large. Note that, both the algorithm in [50] and
the algorithm in [81] assume acyclic networks.
2.4 Summary and Conclusions
This chapter provides brief overview of network coding. First, two examples have been provided
with the focus on the the advantages of network coding over the traditional routing schemes.
Then, three main types of network coding, namely the linear network coding, vector-linear net-
work coding and the non-linear network coding, have been demonstrated, in the context of the
butterﬂy network. Among the three types of network coding schemes considered, the non-linear
network coding scheme has the potential to achieve the best performance [75]. However, there
are no systematic or well-deﬁned algorithms to design the non-linear network coding schemes.
The linear network coding scheme is the simplest. However, it may need to be operated with a
large alphabet size. When considering these issues, the vector linear network coding may con-
stitute a network coding scheme, which achieves the trade-off between the above two schemes.
Finally, the effect of alphabet size on network coding has been addressed. The material in this
chapter does not provide any new results and is intended to provide the background knowledge
for understanding the rest of the thesis.Chapter3
Packet-Level Network Coding in
Interfering Environment
Packet-level network coding deals with the problems of coding over packet networks. It has
been recognized that the network coding assisted routing has the potential to outperform the
conventional routing [4,5]. Performance of communication systems with network coding has
been investigated, when assuming that packets are conveyed error free in the networks [50].
However, in practical communication networks, errors always occur and Error Detection (ED)
or error-correction techniques are often required in order to ensure reliable communications [5,
82]. Therefore, in this chapter, we motivate to study the throughput of the network systems
employing network coding, where communications between each pair of nodes are based on the
Automatic Retransmission reQuest (ARQ) data transmission scheme [8,83,84].
In real communication networks, the packets transmitted over nodes are often corrupted
by interference such as noise and interfering signal, or even get lost due to high interference or
severe fading, when communicating over wireless channels. In order to achieve reliable com-
munication, generally, two main types of schemes can be employed to mitigate the transmission
errors or losses, which are the Forward Error Correction (FEC) and ARQ. Ideally, these two
schemes are expected to fulﬁll the assumptions required by the packet-level network coding and
to make sure that all the layers below the network layer are transparent to the network layer.
Network coding with feedback has ﬁrst been studied in [85]. In [86], the problems of
applying ARQ techniques to network coding have been addressed, which suggest to add an
extra network coding layer into the Transmission Control Protocol/Internet Protocol (TCP/IP)
stack in order to introduce network coding into the existing Internet infrastructure. This has been
further studied in [87]. Similarly, in [88], the authors have also considered the practical issues
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of integrating network coding and ARQ schemes. In [89] a random network coding framework
employing Hybrid Automatic Retransmission reQuest (HARQ) scheme has been proposed for
real-time media broadcast over single-hop wireless networks. In [90], a new coding scheme for
multicasting multiple sources over a general noisy network is presented. Furthermore, in [91],
buffers have been invoked in the study of network coding in order to overcome the problem
that packets for coding may arrive asynchronously. In [92], the performance of various ARQ
schemes for network coding has been compared in the context of Ad-hoc networks. In addition,
in [93–97], several new ARQ have been proposed based on the cooperative nature of network
coding.
In this chapter, we ﬁrst provide a brief overview of the ARQ transmission schemes. Then
we design and study the packet-level network coding in conjunction with some ARQ schemes.
Performance of the network coding schemes is investigated, when various ARQ schemes are
considered. Finally, we provide a range of performance results to characterize the performance
of the ARQ assisted network coding schemes.
3.1 Automatic Repeat Request
Automatic Retransmission reQuest (ARQ) [3], is an error-control method for data transmission,
which uses acknowledgments and timeouts to achieve reliable data transmission over an unreli-
able channel (link). The unreliability in communications is often measured by errors and losses.
In order to overcome the transmission unreliability, ARQ schemes often employ the following
mechanisms: ED, ACKnowledgement (ACK), retransmission after timeout and Negative AC-
Knowledgement (NACK). To be more speciﬁc, after receiving a packet from the transmitter, an
acknowledgment message (ACK) or negative acknowledgement (NACK) is sent by the receiver
to the transmitter to inform the correct or incorrect reception of a packet. If the transmitter
does not receive an acknowledgment before the timeout, which is a time-duration, or when the
transmitter receives a NACK, it retransmits the packet. This process may continue until the
transmitter receives an acknowledgment or a predeﬁned number of retransmissions is reached.
ARQ protocols include many different schemes. Below we discuss the principles of the Stop-
and-Wait ARQ (SW-ARQ), Go-Back-N ARQ (GBN-ARQ), Selective-Repeat ARQ (SR-ARQ)
and HARQ.3.1. AUTOMATIC REPEAT REQUEST 29
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ACK 0 lost:
Fig. 3.1: An example illustrating SW-ARQ [2,3].
3.1.1 Stop-and-Wait Automatic Repeat Request
SW-ARQ is the simplest ARQ method. Its operation principles can be described with the aid
of Fig. 3.1. The transmitter transmits a single packet and then waits for ACK/NACK. No other
data packets can be sent until the receiver’s feedback arrives at the transmitter. At the receiver,
if the errors are detected by the receiver, the receiver discards the corrupted packet and sends a
NACK to the transmitter, in order to inform the transmitter to retransmit the corrupted packet.
On the other hand, if a packet is lost during the transmission, the receiver will certainly not
respond, since it is not aware of the transmission. In this case, if the transmitter does not receive
a feedback (ACK or NACK) from the receiver within the timeout period, the packet is then
retransmitted by the transmitter.30 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
The timeout approach may cause the problem of receiving duplicate packets. Under the
SW-ARQ, the receiver may receive duplicate packets in the following occasions. First, when
the transmission medium has a long latency, which results in that the transmitter’s timeout runs
out before receiving the ACK. In this case, the transmitter retransmits the same packet. Second,
if a packet is delivered correctly but the ACK is corrupted or lost in feedback, then the trans-
mitter will time out and retransmit the correctly-delivered packet. In both of the above cases,
the receiver receives two copies of the same packet, and sends an ACK for each one. Further-
more. in the ﬁrst case, the transmitter receives two ACKs for the same packet. This may cause
problem, since the transmitter may instead assume that the second ACK is for the next packet
in the sequence. In order to avoid this problem, the most common solution is to deﬁne a one bit
sequence number in the header of each of packets. This sequence number alternates (from 0 to
1 or the other way) in subsequent packets. When the receiver feeds back an ACK, it includes the
sequence number of the next packet that it expects. In this way, the receiver can detect the du-
plicated packets by checking whether the packet sequence numbers alternate. If two subsequent
packets have the same sequence number, i.e. the second packet is a duplicate of the ﬁrst one,
then the second packet is discarded. Similarly, if two subsequent ACKs have the same sequence
number, it means that they are acknowledging the same packet.
Fig. 3.1 shows an example of the SW-ARQ scheme with node A as the transmitter and
node B as the receiver. As shown in Fig. 3.1, the communication starts with node A sending
packet 0 to node B. Node B detects that packet 0 is corrupted. Then, node B discards packet 0
andfeedsbackNACK0torequestaretransmissionofpacket0. UponreceivingNACK0, nodeA
retransmits packet 0. Node B receives the retransmission of packet 0 correctly and acknowledges
it with ACK 1 to request the subsequent packet. Subsequently, packet 1 is sent by the node A
and correctly received by node B. Note that, the sequence number alternates (from 0 to 1 or the
other way) in subsequent packets as described before. Hence, node B acknowledges packet 1
with ACK 0 to request packet 0 from node A. Upon receiving ACK 0, node A sends packet 0.
But packet 0 is lost on its way to node B. After waiting for the acknowledgement corresponding
to packet 0 for a predeﬁned timeout period, node A retransmits packet 0. This time, packet 0 is
correctly received and acknowledged with ACK 1 by node B. When node A receives ACK 1,
node A sends packet 0. Packet 1 arrives at node B without errors, but the corresponding ACK 0
is lost during transmission. Node A waits for a predeﬁned timeout period and still does not
receive the acknowledgement for packet 1, it then retransmits packet 1. Node B receives packet 1
correctly. Node B is aware that the sequence number of the last correctly received packet is 1
which is the same as that of the previous packet. Node B then deduces that the last packet 1 is a
duplicate of the previous one, it then discards one of them and keeps the other.3.1. AUTOMATIC REPEAT REQUEST 31
SW-ARQ is inefﬁcient in comparison with some other ARQ schemes, because the time
between two transmitting packets is at least twice the transmit time, even when both the data
and the ACK are received successfully. Let us below discuss the GBN-ARQ and the SR-ARQ,
both of which have higher efﬁciency than the SW-ARQ.
3.1.2 Go-Back-N Automatic Repeat Request
Discarded packets
ACK 1
ACK 2
1 2 0 3 4 5 2 3 4 5 6 7 0
0 1 E D D D 2 3 4 5 6
ACK 6
ACK 5
ACK 4
ACK 3
NACK 2
Error
Fig. 3.2: An example illustrating GBN-ARQ [2,3].
In the context of the GBN-ARQ, the transmitter continues to send a number of packets
speciﬁed by a transmission window without regarding to the feedbacks from the receiver. With
the GBN-ARQ, after each transmission, the transmitter sets an ACK timer for each of the pack-
ets transmitted. Once the transmission of a packet is timeout or is conﬁrmed in error by a NACK,
the transmitter retransmits the packet as well as all its subsequent packets transmitted. In more
detail, the GBN-ARQ carries out the following operations, if packets or feedbacks are not suc-
cessfully delivered [3]. Here, we assume that node A transmits packet i to node B. First, if packet
i is corrupted or lost, there are corresponding three types of operations:
 If packet i is corrupted in transmission and node B detects the error and discards the
corrupted packet i, then B sends back NACK indicating that packet i is rejected. When A
receives this NACK, it retransmits this packet and all the subsequent packets transmitted
after packet i. After the retransmission, A proceeds to transmit the other packets that wait
in the queue.
 If packet i is lost during its transmission from A to B and A subsequently transmits packet
(i+1), then B receives packet (i+1) and ﬁnds that it is out of order since B is expect-
ing packet i. In this case, B feeds back a NACK i. After receiving the NACK, A then
retransmits packet i as well as the following packets.32 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
 If packet i is lost during its transmission and A does not transmit the subsequent packets,
then B receives nothing and will hence not respond. Consequently, at node A, the timeout
will be activated to retransmit packet i.
When node A transmits the ith packet to node B, if the corresponding ACK is corrupted or
lost, two types of operations may occur:
 If node B receives packet (i+1) and feeds back the (i+1)th ACK. If this ACK is cor-
rectly conveyed, node A believes that packet (i+1) as well as all the previous packets
transmitted, including packet i, are correct.
 If node A does not receive any feedback before the timeout, it then retransmits packet i
and all the subsequent packets that have been transmitted. After the retransmission, node
A may proceed to transmit some other packets not transmitted yet.
Finally, when node A transmits packet i to node B, if the corresponding NACK is corrupted
or lost, node A will eventually become timeout. In this case, node A retransmits packet i and all
the subsequent packets transmitted. After the retransmission, node A may proceed to transmit
the other packets not transmitted yet.
Fig. 3.2 shows an example of the GBN-ARQ scheme, when assuming a 3-bit sequence
numbered from 0 to 7. As shown in Fig. 3.2, the transmitter ﬁrst sends packet 0, which takes
two time-slots to arrive at the receiver. During the time that packet 0 is being transmitted,
the transmitter also sends packets 1;2;, until the number of unacknowledged packets in the
transmitter’s buffer reaches eight or a NACK is received from the receiver. On the other hand,
as shown in Fig. 3.2, in the second time-slot (numbered from the zeroth time-slot), packet 0 is
received by the receiver correctly. Hence, the receiver feeds back ACK 1 to acknowledge packet
0. Similarly, packet 1 is correctly received and acknowledged in the third time-slot. In the fourth
time-slot, the receiver detects that packet 2 is corrupted during the transmission. It then feeds
back NACK 2 to request a retransmission for packet 2. The NACK 2 requires two time-slots
to inform the transmitter, and the retransmission of packet 2 requires another two time-slots
to reach the receiver, which means in the ﬁfth to seventh time-slots. During these time-slots,
although packet 3  5 are correctly received, they are discarded, according to the GBN-ARQ
scheme. As shown in Fig. 3.2, from the ninth time-slot, the receiver acknowledges each of the
correctly received packet i with ACK i+1. Note that, in Fig. 3.2, the number x in an ACK
or a NACK means that the receiver has successfully received packet (x 1), but requires the
transmission or retransmission of packet x.
The GBN-ARQ can make more efﬁcient use of a connection than the SW-ARQ, since
instead of waiting for an acknowledgment for each packet as in the SW-ARQ, the GBN-ARQ3.1. AUTOMATIC REPEAT REQUEST 33
scheme continues sending packets until receiving a NACK or time out. However, under the
GBN-ARQ, one packet may also be sent duplicately. For example, if a packet is correctly
received, but its ACK is lost or corrupted, then this packet and all its subsequent packets in the
transmission window will be retransmitted, resulting in that the correctly received packets are
retransmitted. In order to avoid this problem, SR-ARQ may be used, which is now analyzed in
the next section.
3.1.3 Selective Repeat Automatic Repeat Request
receiver
1 2 0 3 4 5 6 7
0 1 E 6
NACK 2
Error
2
ACK 0
ACK 1
ACK 5
ACK 4
2
ACK 2
3 4 5
ACK 3
0
Buffered by Packets 2−5
released
Fig. 3.3: An example illustrating SR-ARQ [2,3]
When the SR-ARQ is employed, only the packets conﬁrmed in error by NACKs or of
timeout are retransmitted. In comparison, Fig. 3.3 shows the transmission ﬂow of a SR-ARQ,
which has the same error pattern as that shown in Fig. 3.2. As shown in Fig. 3.3, only the
erroneous packet (packet 2) is retransmitted. By contrast, as shown in Fig. 3.2, the erroneous
packet (packet 2) and its subsequent packets (packets 3  5) are all retransmitted, no matter
whether they are received correctly or incorrectly. Therefore, the SR-ARQ can minimize the
number of retransmissions and provide higher efﬁciency. However, the cost for the SR-ARQ is
that the receiver has to keep tracking of the packets that have been received in error, resulting in
increased complexity. Furthermore, the transmitter and receiver has to have more complicated
logic, in order to ensure that the information carried by the packets is delivered in the right order.
3.1.4 Hybrid Automatic Repeat Request
HARQ represents the variations of the ordinary ARQ methods, as the three discussed in the
previous sections. In the ordinary ARQ, only ED is used at the receiver. By contrast, in an34 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
HARQ scheme, usually both FEC and ED are used. As a result, HARQ can perform better
than the ordinary ARQ, especially, in some relatively poor communication environments [2,
83]. In good communication environments, however, the HARQ may yield signiﬁcantly lower
throughput than the ordinary ARQ, due to the introduced redundancy for FEC [2,83].
The simplest version of HARQ is referred as the Type I HARQ [2,83], where each packet
contains both ED and FEC information. In the Type I HARQ when a coded packet is received,
the receiver ﬁrst decodes the packet using the error-correction code. If the channel quality is
good enough, all the transmission errors, if there are any, will be corrected by the FEC. However,
if the channel is poor, resulting in that the transmission errors are not correctable but detectable,
then the received data is discarded and a retransmission is requested by the receiver.
InamoresophisticatedformofTypeIIHARQ[98,99], ﬁrst, onlythepartoftheredundancy
for ED is transmitted with the data packet. If the packet is received correctly by the ED, the
receiver sends an ACK and the transmission of the packet is completed. Otherwise, the receiver
asks the transmitter to send the rest of the redundancy, in order to correct the errors. If the
errors can be now corrected, then the receiver sends the transmitter an ACK and completes the
transmission of the packet. However, if the errors still cannot be corrected, an NACK is fed back
to the transmitter to request retransmission of the packet.
In comparison with the Type I HARQ, which suffers from capacity loss in good commu-
nication environments, the Type II HARQ does not experience this problem, because the parity
bits for FEC are transmitted only when the received packet is detected in error. In general, when
the communication condition is good, the Type II HARQ is capable of performing as good as
the ordinary ARQ, which do not use error correction coding.
Having reviewed the basic principles of a range of ARQ schemes, let us now consider the
packet-level network coding aided by the various ARQ schemes.
3.2 Automatic Repeat Request Assisted Packet-Level Net-
work Coding
In packet-level network coding, it is usually assumed that packets are error free [4]. In practice,
this can be guaranteed by the error-control operated at the layers below the network layer, where
the network coding is carried out [5]. Explicitly, ARQ is one of the error-control schemes that
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3.2.1 Operation of ARQ-Assisted Packet-Level Network Coding
When assuming no cross-layer knowledge, a logical structure diagram for a general node with
ARQ-assisted packet-level network coding can be shown in Fig. 3.4. Each of the forward chan-
nels and feedback channels in the diagram is assumed to be a Discrete Memoryless Chan-
nel (DMC) with constant delay. This diagram is suitable for the scenarios, such as Peer-to-
Peer (P2P) networks, where each of the nodes in the network is the source of some packets and
may also accept some packets from other nodes. Additionally, it may represent an intermediate
node, which relays packets for some other nodes [42].
As shown in Fig. 3.4, packets at the coding node either come from the external node and are
received through the incoming link(s), or are generated from the internal information source(s)
at the coding node. There is a buffer for temporarily storing the packets have not been success-
fully delivered. Once a coded packet is successfully delivered, the buffer storing this packet
is then released for storing the other packets. The ARQ-based transmission is reﬂected by the
ARQ transmitter connected to the outgoing link. Each outgoing link has an ARQ transmitter.
Correspondingly, each incoming link has one ARQ receiver responsible for receiving control.
The status of a link is maintained by both the ARQ transmitter and the ARQ receiver. Note that,
the link status is deﬁned by the status of the sliding windows for transmission and reception, the
content of the packets being transmitted, etc.
To be more speciﬁc, the ARQ-based transmission in the context of Fig. 3.4 can be described
by the following steps.
1) The received packets from the ARQ receivers of the incoming links and the locally gener-
ated packets are stored into the buffer.
2) Once all the required packets are prepared, the coding unit encodes the packets, forming
new outgoing packets, according to the requests from the ARQ transmitters of the coding
node and/or the information sinks.
3) The new outgoing packets are sent to the ARQ transmitters and/or the information sinks.
4) The ARQ transmitters send the new outgoing packets via the outgoing links to the other
nodes based on a given ARQ scheme.
5) Repeat steps 1-4 for transmitting the other packets.36 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
3.2.2 Complexity
Since the “average” complexity of an ARQ-assisted network coding scheme is dependent of
the average number of transmissions for successfully delivery of a packet, below we derive this
average number of transmissions, when the various ARQ schemes are respectively employed.
Let pe denote the packet error probability, and let bSW, bGBN and bSR denote the average num-
ber of transmissions for successfully transmitting one packet, when the SW-ARQ, GBN-ARQ
and SR-ARQ are respectively employed. Then, for the SW-ARQ and the SR-ARQ, according
to [83], we have
bSW =bSR = 1(1  pe)+2 pe(1  pe)+3 pe
2(1  pe)+4 pe
3(1  pe)+
=
¥
å
i=1
pi 1
e (1  pe)
=
1
1  pe
: (3.1)
By contrast, when the GBN-ARQ scheme [83] is employed, we have,
bGBN =1(1  pe)+(WGBN +1) pe(1  pe)+(2WGBN +1) pe
2(1  pe)
+(3WGBN +1) pe
3(1  pe)+
=
¥
å
i=1
[(i 1)WGBN +1]pi 1
e (1  pe)
=1 WGBN +
WGBN
1  pe
(3.2)
whereWGBN denotes the size of the sliding window used by the GBN-ARQ scheme.
Let K denote the local coding kernel [79] and kT
i the ith column of K, which corresponds
to the ith outgoing link. Let xin denote the input packet vector to be encoded by the coding
kernel K. Furthermore, let ˜ Ki denote the number of non-zero items in kT
i . Then, for generating
a coded packet, the average numbers of multiplications and additions can be calculated, which
are summarized in Table 3.1 for the SW-ARQ, GBN-ARQ and SR-ARQ, respectively.
Operations Number of Number of
Multiplications Additions
SW-ARQ / SR-ARQ
˜ Ki
(1 pe)
˜ Ki 1
(1 pe)
GBN-ARQ (1 WGBN + WGBN
1 pe ) ˜ Ki (1 WGBN + WGBN
1 pe )( ˜ Ki 1)
Table 3.1: Average number of multiplications and additions for the SW-ARQ, GBN-ARQ and SR-ARQ.3.2. AUTOMATIC REPEAT REQUEST ASSISTED PACKET-LEVEL NETWORK CODING 37
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As we can see from Table 3.1, the average number of multiplications/additions increases, as
the packet error rate pe increases. In other words, the complexity of the coding node increases,
as pe increases. Furthermore, if pe is too high and close to one, then too much computation
burden may be imposed on the coding node, making its complexity extreme.
3.3 Analysis of Average Delay
One of the typical differences between a network with network coding and a traditional network
is that, in a network coding assisted network, there exist both coding nodes and non-coding
nodes. Therefore, in order to analyze the average delay of a network employing network coding,
the impact of the coding nodes needs to be analyzed. Then , the average delay of a butterﬂy
network is analyzed in detail as an example.
Burst 2
X1
1 2 3
1 2 3
1 2 3 X2
··· Burst 1
v3
v1
v2 t = 0
···
Arriving Time (t)
Burst
Combined
t = 0
···
Arriving Time (t)
Fig. 3.5: Illustration of packet transmission at a network coding node.
Inouranalysis, weassumethatallthepacketsaretransmittedinaslottedsynchronousman-
ner. The packets generated at different sources in the same time-slot as well as the coded packets
formed by these packets from the same generation of packets, which, as shown in Fig. 3.5, are
marked with the same generation number, such as 1, 2, 3, etc. In Fig. 3.5, the solid lines rep-
resent the links, which are delay-free and error-free. As shown in Fig. 3.5, burst 1 and burst 2
are generated at information source X1 and X2, respectively, which are transmitted to the coding
node v3 by the source nodes v1 and v2. At the coding node v3, the packets received from v1 and
v2 are encoded to form the coded packets, which are transmitted over the outgoing link, as shown
in Fig. 3.5. We assume that all the links have the same Round trip time (RTT), which is denoted
as T and deﬁned as the time-duration between a packet being sent out from the transmitter to
the feedback arriving back to the transmitter [8].
Let us start with considering a coding node with two incoming links and one outgoing link,
asshowninFig.3.6, whereweassumethatallthelinksareoperatedundertheSW-ARQstrategy.
We assume that each of the incoming and outgoing links is a Binary Symmetric Channel (BSC)
with a packet error probability of pe [7]. Furthermore, we assume that packets x1 and x2 enter
the network at the same time, and there are no other packets before x1 and x2. Based on the3.3. ANALYSIS OF AVERAGE DELAY 39
Coding Node Out
In2
In1
Fig. 3.6: A coding node with two incoming links and one outgoing link.
above assumptions, the probability that a packet can be successfully formed at the coding node
after N transmissions can be expressed as
P
SW ARQ
2 (N) = Pr(S(x1) = N)Pr(S(x2)  N 1)+Pr(S(x1)  N 1)Pr(S(x2) = N)
+Pr(S(x1) = N)Pr(S(x2) = N) (3.3)
where S(xi) = m; i = 1;2, denotes the event that xi is successfully delivered to the coding node
after m transmissions and the subscript 2 in P
SW ARQ
2 (N) indicates the two-input scenario. Cor-
respondingly, S(xi  m) denotes the event that xi is successfully delivered after 1;2;:::, or, m
transmissions. It can be shown that in (3.3)
Pr(S(x1) = N)Pr(S(x2)  N 1) = Pr(S(x1)  N 1)Pr(S(x2) = N)
=pN 1
e (1  pe)
"
N 1
å
n=1
pn 1
e (1  pe)
#
=pN 1
e (1  pe)2
N 1
å
n=1
pn 1
e = pN 1
e (1  pe)(1  pN 1
e ) (3.4)
The third term in (3.3) can be expressed as
Pr(S(x1) = N)Pr(S(x2) = N) = pN 1
e (1  pe)pN 1
e (1  pe) = p2N 2
e (1  pe)2 (3.5)
Consequently, when substituting (3.4) and (3.5) into (3.3), the probability that two packets are
successfully delivered to the coding node after N transmissions can be expressed as
P
SW ARQ
2 (N) = 2pN 1
e (1  pe)(1  pN 1
e )+ p2N 2
e (1  pe)2
= (1  pe)pN 1
e (2  pN 1
e   pN
e ): (3.6)
After considering a network coding node of Fig. 3.6 having two incoming links and one
outgoing link, we now analyze a network coding node having three incoming links and one40 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
Out Coding Node
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Fig. 3.7: A coding node with three incoming links and one outgoing link.
outgoing link, as shown in Fig. 3.7. It can be shown that the probability of the event that three
packets are successfully delivered to the coding node after N transmissions can be expressed
with respect to P
SW ARQ
2 (N) of (3.6).
Let x1, x2 and x3 be the three packets to be conveyed by the three incoming links of Fig. 3.7.
Then following the analysis for Fig. 3.6, we have
P
SW ARQ
3 (N) = Pr(S(x3) = N)Pr(S(x1;x2)  N 1)+Pr(S(x3)  N 1)Pr(S(x1;x2) = N)
+Pr(S(x3) = N)Pr(S(x1;x2) = N) (3.7)
where S(x1;x2) = i represents the event that x1 and x2 are successfully delivered to the coding
node after i transmissions, which has the probability P
SW ARQ
2 (i) given by (3.6). Therefore, with
the aid of (3.6), (3.6) can be written as
P
SW ARQ
3 (N) = pN 1
e (1  pe)
N 1
å
n=1
P
SW ARQ
2 (n)+P
SW ARQ
2 (N)
N 1
å
n=1
pn 1
e (1  pe)
+ pN 1
e (1  pe)P
SW ARQ
2 (N) (3.8)
which implies that P
SW ARQ
3 (N) can be evaluated by ﬁrst evaluating P
SW ARQ
2 (N). Furthermore,
substituting (3.6) into (3.8) gives
P
SW ARQ
3 (N) = (1  pe)pN 3
e
 
3p2
e + p2N
e  3pN+1
e  3pN+2
e + p2N+1
e + p2N+2
e

: (3.9)
It can be shown that P
SW ARQ
3 (N) < P
SW ARQ
2 (N), when 0 < pe < 1.
The above analysis can be extended to the general case, where a network coding node has
K incoming links. In this case, the network coding node needs K packets, x1;x2;:::;xK, to
form a coded packet. The probability that all the K packets are successfully delivered to the
coding node after N transmissions can be evaluated by the following recursive approach. Let
P
SW ARQ
K 1 (n) = Pr(S(x1;x2;:::;xK 1) = n) denote the probability that the ﬁrst K 1 packets are
correctly delivered to the coding node after n transmissions. Then, the probability that all the K3.3. ANALYSIS OF AVERAGE DELAY 41
packets are correctly delivered to the coding node after N transmissions can be expressed as
P
SW ARQ
K (N) = Pr(S(xK) = N)Pr(S(x1;x2;:::;xK 1)  N 1)
+Pr(S(xK)  N 1)Pr(S(x1;x2;:::;xK 1) = N)
+Pr(S(xK) = N)Pr(S(x1;x2;:::;xK 1) = N) (3.10)
UponapplyingtheprobabilityforPr(S(xk) = m)andP
SW ARQ
K 1 (N)=Pr(S(x1;x2;:::;xK 1)  N 1)
in the above equation, we obtain
P
SW ARQ
K (N) = pN 1
e (1  pe)
 
N 1
å
n=1
P
SW ARQ
K 1 (n)
!
+P
SW ARQ
K 1 (N)
 
N 1
å
n=1
pn 1
e (1  pe)
!
+ pN 1
e (1  pe)P
SW ARQ
K 1 (N): (3.11)
Therefore, given P
SW ARQ
2 (n), P
SW ARQ
K (N) for K = 3;4;::: can be readily evaluated by the
above recursion equation.
Below we analyze the average time required to successfully transmit a generation of pack-
ets, expressed as x1;x2;:::;xK, from the head of the incoming links to the network coding node.
Let us again start with the coding node with two incoming links. The average time (normalized
by the Round Trip Time (RTT)) required to deliver successfully the two packets x1 and x2 to the
coding node can be expressed as
T
SW ARQ
2 =
¥
å
n=1
nP
SW ARQ
2 (n): (3.12)
Upon applying (3.6) into the above equation and some simpliﬁcation, we obtain
T
SW ARQ
2 =
1+2pe
1  p2
e
: (3.13)
By contrast, for a conventional node without using network coding, which only “store-and-
forward” the packets, the time delay for a packet to pass a node is only caused by the SW-ARQ
scheme, which can be expressed as
TSF SW ARQ =
¥
å
n=1
n pn 1
e (1  pe) (3.14)
=
1
1  pe
: (3.15)42 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
Therefore, the ratio of the above-concerned two delays is
T
SW ARQ
2
TSF SW ARQ =
1+2pe
1 p2
e
1
1 pe
= 1+
pe
1+ pe
(3.16)
Explicitly, the ratio is greater than 1, provided that pe  0, implying that a network coding node
always introduces extra average delay, in comparison with the conventional node.
In the general case where a coding node has K incoming links, it can be shown that the
average delay can be expressed as
T
SW ARQ
K =
¥
å
n=1
nP
SW ARQ
K (n) (3.17)
which can be evaluated with the aid of the recursion equation of (3.11). Let us now analyze
speciﬁcally the delay of the Butterﬂy network.
3.3.1 Delay Analysis Example for Butterﬂy Network
In this section, we speciﬁcally analyze the delay of the Butterﬂy network, as shown in Fig. 3.8,
assisted by the simplest SW-ARQ scheme. In our analysis, we assume that at the source nodes
there are always packets to transmit and that the processing time at a node can be ignored.
Furthermore, for simplicity, we assume that both x1 and x2 in Fig. 3.8 take values in the ﬁeld
F = GF(2). The operational principles of the Butterﬂy network was detailed in Section 2.2 of
Chapter 2.
Based on the above assumptions, the time required for successfully delivering one packet
over a link obeys the geometric distribution [100] expressed as
Pr

T
SW ARQ
S = nTR

= pn 1
e (1  pe), n = 1;2;3; : (3.18)
Let Tx denote the time delay that packet x experiences. Let in Fig. 3.8, the delays expe-
rienced by the packets x1 and x2 transmitted from the source node vS to the sink node vE be
denoted by Tx1 and Tx2, respectively. Furthermore, let the delay corresponding to the transmis-
sion over the link evi;vj, which is the link connecting nodes vi and vj, be denoted by Tij. Then,
we have
Tij = nijTR; (3.19)3.3. ANALYSIS OF AVERAGE DELAY 43
x2
vA vB
vC
vD
vE vF
vS
X1 X2
x1 x2
x2
x2
x2 x1 ⊕ x2
x1
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x1 ⊕ x2
x1
Requests x1 and x2 Requests x1 and x2
x1 x2 x1
Fig. 3.8: A butterﬂy network with one source node vS multicasting messages x1 and x2 to both sink nodes
vE and vF using linear network coding.
where nij denote the number of transmissions required by evi;vj. Additionally, according to
Fig. 3.8, Tx1 and Tx2 can be expressed as
Tx1 = TSA+TAE = (nSA+nAE)TR; (3.20)
Tx2 = maxf(TSA+TAE);maxf(TSA+TAC);(TSB+TBC)g+TCD+TDEg
= maxf(nSA+nAE);maxf(nSA+nAC);(nSB+nBC)g+nCD+nDEgTR; (3.21)
where TSA, TAE, TAC, TSB, TBC, TCD and TDE are the delays caused by the links evS;vA, evA;vE,
evA;vC, evS;vB, evB;vC, evC;vD and evD;vE, respectively. Hence, the average delays of Tx1 and Tx2 can
be expressed as
E[Tx1] = E[TSA+TAE] = E[nSA+nAE]TR (3.22)
E[Tx2] = E[maxf(TSA+TAE);maxf(TSA+TAC);(TSB+TBC)g+TCD+TDEg]
= E[maxf(nSA+nAE);maxf(nSA+nAC);(nSB+nBC)g+nCD+nDEg]TR (3.23)44 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
where E[] denote the mathematical expectation. Let in the above equations,
Y = nSA+nAE (3.24)
Z = maxf(nSA+nAC);(nSB+nBC)g+nCD+nDE (3.25)
X = maxfY;Zg: (3.26)
Then, the average delay imposed by the Butterﬂy network is given by
E[Tx] = TRE[X] = TRå
n
nfX(n) (3.27)
where fX(n) is the Probability Mass Function (PMF) of the random variable X. Let the
Cumulative Distribution Function (CDF) of the random variable X be denoted by FX(n), Then,
fX(n) can be expressed as
fX(n) = FX(n) FX(n 1): (3.28)
In Y and Z, there is one common term nSA. This makes Y and Z correlated. However,
the delay is dominated by Z, which means that Y and Z are independent by approximation.
Therefore, according to the theory of probability [101], when given (3.26) we have
FX(n)  FY(n)FZ(n): (3.29)
From (3.26) to (3.29), we can see that, in order to derive the average delay of the Butterﬂy
network, we need ﬁrst to derive the distribution functions of FY(n) and FZ(n) or their probability
mass functions fY(n) and fZ(n).
Given the Packet Error Rate (PER) of pe, the probability mass function of the random
variable nij can be expressed as
fnij(n) = pn 1
e (1  pe): (3.30)
Hence, the CDF of nij can be expressed as
Fnij(n) =
n
å
m=1
fnij(m) =
n
å
m=1
pm 1
e (1  pe) = 1  pn
e: (3.31)
Assuming that links evi;vj and evi0;vj0 are two adjacent links, we can derive the PMF of the random3.3. ANALYSIS OF AVERAGE DELAY 45
variable n = nij+ni0 j0, which is
fn(n) =
n 1
å
nij=1
fni0 j0(n nij)fnij(nij): (3.32)
Therefore, for Tx1 = TSA+TAE, based on (3.32), we correspondingly have
fnSA+nAE(n) =
n 1
å
nAE=1
[p
(n nAE) 1
e (1  pe)][p
(nAE) 1
e (1  pe)] (3.33)
=
n 1
å
nAE=1
(1  pe)2pn 2
e = (n 1)(1  pe)2pn 2
e : (3.34)
Hence, the mean of Tx1 can be expressed as
E[Tx1] = TR
¥
å
n=2
[n fnSA+nAE(n)] (3.35)
Upon applying (3.34) into (3.35), we can readily obtain
E[Tx1] =
2TR
1  pe
: (3.36)
For the delay Tx2, let us ﬁrst calculate the probability distribution function of the random
variableY = nSA+nAE. Based on (3.32) and (3.34), the PMF fY(n) can be expressed as
fY(n) = fnSA+nAE(n) = (1  pe)2(n 1)pn 2
e : (3.37)
Hence, the CDF ofY can be expressed as
FY(n) =
n
å
m=2
fY(m) =
n
å
m=2
(m 1)(1  pe)2pm 2
e
= (1  pe)2
n
å
m=2
(m 1)pm 2
e = 1 npn 1
e +(n 1)pn
e: (3.38)
Similarly, we can derive the probability distribution function of Y = nSB +nBC, which is
the same as (3.38).
Let us now analyze the probability distribution function of the random variable Z, which is46 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
deﬁned in (3.25). Let
U = maxf(nSA+nAC);(nSB+nBC)g (3.39)
V = nCD+nDE (3.40)
Then, we can write Z =U +V and its PMF satisﬁes
fZ(n) =å
nU
fU(nU)fV(n nU): (3.41)
In (3.41), fU(nU) can be derived from
fU(nU) = FU(nU) FU(nU  1) (3.42)
where the CDF FU(n) can be expressed as
FU(nU) = FnSA+nAC(nU)FnSB+nBC(nU): (3.43)
Consequently, we have
FU(nU) = [1 nUpnU 1
e +(nU  1)pnU
e ]2: (3.44)
Furthermore, from (3.42) we can obtain
fU(nU) = [1 npn 1
e +(n 1)pn
e]2 [1 (n 1)pn 2
e +(n 2)pn 1
e ]2: (3.45)
The PMF of fV(n) is given by (3.34). Consequently, when applying (3.34) and (3.45) into
(3.41), the PMF of the random variable Z can be derived, as
fZ(n) =
(1  pe)pn 6
e
3
[3p2
e +57p3
e  15p4
e +3p5
e  n( 8p2
e +42p3
e  42p4
e +8p5
e)
 n2(6p2
e  18p3
e +18p4
e  6p5
e) n3( p2
e +3p3
e  3p4
e + p5
e)
  pn
e(3 6n+3n2)+ pn+1
e (15 24n+3n2)  pn+2
e (33 3n2)  pn+3
e (27 18n+3n2)]:
(3.46)
Furthermore, the probability distribution function of the random variable Z can be derived,3.3. ANALYSIS OF AVERAGE DELAY 47
which can be expressed as
FZ(n) = n2p 4+2n
e +
 27npn
e +15n2pn
e  3n3pn
e
3pe
+
1
3
 
3 3pn
e +8npn
e  6n2pn
e +n3pn
e

+
 6pn
e +npn
e +3n2pn
e  n3pn
e +6p2n
e +18np2n
e  6n2p2n
e
3p3
e
+
 27pn
e +18npn
e  12n2pn
e +3n3pn
e +27p2n
e  18np2n
e +3n2p2n
e
3p2
e
: (3.47)
Finally, upon substituting FY(n) of (3.38) and FZ(n) of (3.47) into (3.29), the probability distri-
bution function of the random variable X, representing the delay of Tx2 can be expressed as
FX(n)   n3p 5+3n +
 30npn
e +15n2pn
e  3n3pn
e +30np2n
e  50n2p2n
e +24n3p2n
e  4n4p2n
e
3pe
+
1
3
 
3 6pn
e +11npn
e  6n2pn
e +n3pn
e +3p2n
e  11np2n
e +14n2p2n
e  7n3p2n
e +n4p2n
e

+
 6pn
e +npn
e +3n2pn
e  n3pn
e +12p2n
e +38np2n
e  26n2p2n
e
3p2
e
+
16n3p2n
e  4n4p2n
e  6p3n
e  39np3n
e +42n2p3n
e  9n3p3n
e
3p3
e
+
 27pn
e +18npn
e  12n2pn
e +3n3pn
e +54p2n
e  63np2n
e +60n2p2n
e
3p2
e
+
 30n3p2n
e +6n4p2n
e  27p3n
e +45np3n
e  21n2p3n
e +3n3p3n
e
3p2
e
+
6np2n
e +2n2p2n
e  3n3p2n
e +n4p2n
e  6np3n
e  21n2p3n
e +9n3p3n
e
3p4
e
: (3.48)48 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
Correspondingly, the PMF of the random variable X is given by
fX(n) 
1
3
p 1+n
e
 
24 56n+24n2 4n3+30npn
e  50n2pn
e +24n3pn
e  4n4pn
e

+
1
3
pn
e
 
 6+11n 6n2+n3+3pn
e  11npn
e +14n2pn
e  7n3pn
e +n4pn
e

+
1
3
p 3+n
e
 
54 50n+24n2 4n3+120pn
e  180npn
e
+120n2pn
e  24n3pn
e  6p2n
e  39np2n
e +42n2p2n
e  9n3p2n
e

+
1
3
p 7+n
e
 
24p2n
e  63np2n
e +48n2p2n
e  9n3p2n
e

+
1
3
p 5+n
e
 
72pn
e  154npn
e +98n2pn
e  32n3pn
e +4n4pn
e
+96p2n
e  96np2n
e +30n2p2n
e  6n3p2n
e

+
1
3
p 2+n
e
 
 75+87n 36n2+6n3+18pn
e +npn
e +19n2pn
e  19n3pn
e
+5n4pn
e  27p2n
e +45np2n
e  21n2p2n
e +3n3p2n
e

+
1
3
p 8+n
e
 
 3p2n
e +9np2n
e  9n2p2n
e +3n3p2n
e

+
1
3
p 6+n
e
 
11npn
e  17n2pn
e +7n3pn
e  n4pn
e  84p2n
e +150np2n
e  69n2p2n
e +9n3p2n
e

+
1
3
p 4+n
e
 
3+8n 6n2+n3 213pn
e +303npn
e  184n2pn
e +51n3pn
e
 5n4pn
e  6np2n
e  21n2p2n
e +9n3p2n
e

: (3.49)
Finally, upon applying (3.49) into (3.27), we can obtain the mean delay of x2, which is
E[Tx2] 
2TR
(1  pe)(1+ pe)5(1+ pe+ p2
e)
4

2+19pe+87p2
e +260p3
e +558p4
e +918p5
e
+1186p6
e +1218p7
e +993p8
e +641p9
e +318p10
e +116p11
e +28p12
e +4p13
e

: (3.50)
From (3.49), we can observe that in the ideal case where all the links are error-free, i.e.,
pe = 0, then the delay of E[Tx2] = 4TR, as expected. In this case, the average delay of packets
through the Butterﬂy network is also 4TR. By contrast, when pe > 0, the average delay of
packets through the Butterﬂy network is E[Tx2], which is higher than 4TR. Note furthermore that
the average delay derived in thi s section represents the minimum average delay. This is because
in our analysis no queuing is assumed.
Fig. 3.9 depicts the “minimum” average delay performance of the Butterﬂy network, when
the PER varies from 0 to 0:5, both numerical and simulation results are provided. Let D denote3.3. ANALYSIS OF AVERAGE DELAY 49
the “minimum” average delay of a conventional four-hop link using SW-ARQ, which is drawn
in Fig. 3.9 as a reference in order to compare the network coding scheme with the conventional
“store-and-forward” scheme. It can be readily derived that the minimum average delay of the
four-hop link is D = 4TR
1 pe. From the results of Fig. 3.9, we can have the following observations.
First, the simulation results justify our analytical results obtained in this section. Second, the
“minimum” average delay of the path from source X2 to sink 2 is always larger than that of the
path from source X1 to sink 1, both of which increase, as pe grows. Furthermore, the “minimum”
averagedelayofthepathfromsourceX2 tosink2isalwayslargerthanD, when pe >0, implying
that the coding operation introduces extra delay. Finally, Fig. 3.9 shows that the difference
between the minimum average delay D and that of the path from source X2 to sink 2 increases,
as pe increases.
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Fig. 3.9: Minimum average delay versus packet error rate.50 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
3.4 Performance Results
In the previous section, the delay performance of the Butterﬂy network has been analyzed,
speciﬁcally, when the SW-ARQ is considered. It can be seen that the analysis is highly in-
volved. For this sake, in this section, we study both the throughput and the delay performance
of the Butterﬂy network, when various ARQ schemes are employed. The throughput and delay
performance of these schemes are also compared. First, let us give the details of our simulation
setup.
3.4.1 Simulation Setup
Sink 2
vA vB
vC
vD
vE vF
vS
X1 X2
x1 x2
x2
x2
x2 x1 ⊕ x2
x1
x1
x1 ⊕ x2
x1
Requests x1 and x2 Requests x1 and x2
y1,vF y2,vF
Sourcee 1 Sourcee 2
Sink 1
Fig. 3.10: The Butterﬂy network used for simulation, where packets generated at the information sources
X1 and X2 are sent from sources X1 and X2 to sink 1 and sink 2, respectively.
In this chapter, the simulations are based on C++ [102] using the IT++ packages [103].
The network topology used in our simulations is shown in Fig. 3.10, where packets generated
at the information sources X1 and X2 are sent from the sources 1 and 2 to the sinks 1 and 2,
respectively. We assume that each link is a BSC channel with a PER pe.3.4. PERFORMANCE RESULTS 51
Three types of performance are concerned, which are the average packet delay, throughput
and the maximum packet throughput. Note that, here, the throughput is the measure of the
average number of packets sent from a speciﬁc source to a speciﬁc sink, while the maximum
throughput is the possible average number of packets sent from a speciﬁc source to a speciﬁc
sink. Hence, the maximum throughput represents the upper-bound of the throughput.
In our simulations, when the GBN-ARQ and SR-ARQ schemes are used, a window of
size eight packets is a assumed to be used by their transmitters. Furthermore, the size of the
receiver window of the SR-ARQ is also assumed to be eight packets. For both the GBN-ARQ
and SR-ARQ schemes, the transmission interval is assumed to be 1
4 RTT, implying that, in each
RTT, the transmitter can send four packets.
The performance of the network is characterized in the context of two types of network
trafﬁcs, named as bursts and streams (or trains), respectively, which have the following deﬁni-
tions.
Deﬁnition 1. A packet stream (train) is a train of packets with an inﬁnite number of packets.
Deﬁnition 2. A packet burst consists of a certain number of packets, which arrive at or leave a
system in a relatively short period.
Arriving Time (t)
···
Interarrival Time
Packet Duration
N Packets
Burst Duration
t =0
Fig. 3.11: A packet burst.
Conceptually, a packet burst can be shown as that in Fig. 3.11, while a packet stream is
shown in Fig. 3.12. The structures of a packet stream and a packet burst are similar, except
that a packet burst has a ﬁnite number of packet, while a packet stream has an inﬁnite number of
packets. As shown in Fig. 3.11 and Fig. 3.12, the packet duration is the time duration of a packet,
which is neglected in our simulations, since we assume short packets transmitted in high-speed52 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
··· ···
Interarrival Time
Packet Duration t = 0 Arriving Time (t)
···
Fig. 3.12: A packet stream.
networks. The interarrival time between two adjacent packets is the time between the end of a
packet to the start of the next packet. Because the time duration of a packet is assumed to be
zero, the interarrival time is hence equal to the time from a packet to the next packet.
The difference of a system in response to the above-mentioned two types of trafﬁc is that,
if a packet burst arrives at a system that is idle, the packet burst will then activate the system and
make it through a transient process. By contrast, if a packet train arrives, the packet train will
make the system go from the transient state to the steady state, provided that the steady state of
the system exists.
Inthissection, thesteady-stateperformanceisexaminedassociatedwithtwodifferenttypes
of arrival trafﬁcs (patterns), namely uniform arrival trafﬁc, as shown in Fig. 3.13(b) and Poisson
arrival trafﬁc, as shown in Fig. 3.13(c). Furthermore, the maximum throughput of the system
is investigated, which is achieved by the trafﬁc shown in Fig. 3.13(a), where all the packets are
ready at t = 0. As shown in Fig. 3.13(b), the intervals between any two adjacent packets are the
same. By contrast, the interval between any two adjacent packets in Fig. 3.13(c) is a random
variable. In Fig. 3.13(b), let TU denote the interarrival time of the uniform arrival packets and
lU denote the arrival rate of the packets. Then we have
lU =
1
TU
: (3.51)
Finally, in Fig. 3.13(c), we assume that packets arrive at the system obeys a Poisson process. Let
TP denotetheinterarrivaltimebetweentwoadjacentpacketsandlP denotethearrivalrate. Then,
the interval TP obeys the exponential distribution with the Probability Density Function (PDF)
fTP(t) =

lPe lPt for t  0
0 for t < 0
(3.52)
By contrast, in this section, the transient-state performance is examined in the context of
three types of packet bursts, which are shown in Fig. 3.14(a), (b) and (c), respectively. For the
ﬁrst type, all the N packets are ready at the start of transmission. For the second type, packets3.4. PERFORMANCE RESULTS 53
Arriving Time (t) t =0
··· ··· ···
Packet Duration
··· ···
Fixed Interarrival Time
Packet Duration t = 0 Arriving Time (t)
···
Packet Duration
Exponential Interarrival Time
t = 0 Arriving Time (t)
··· ··· ···
Fig. 3.13: Three types of arrival patterns of packet streams for studying the steady-state performance:
(a) Top: All the packets are ready att =0. This is the arrival pattern for studying the maximum
throughput of the network.
(b) Middle: Packets arriving at the input of the system follow a uniform arrival pattern.
(c) Bottom: Packets arriving at the input of the system follow a Poisson arrival pattern.
arrive one-by-one with a constant interarrival time. Finally, for the third type, the interarrival
time of the packets follows an exponential distribution with the PDF given by (3.52).
Despite of the above-mentioned differences, packet streams and packets bursts behave sim-
ilarly in the time domain. In Fig. 3.15(a) and Fig. 3.15(b), a pair of packet streams and a pair
of packet bursts are illustrated. As shown in Fig. 3.15(a) and Fig. 3.15(b), the packets with the
same generation numbers are assumed to arrive at the source node vS at the same time. Let us
now demonstrate the performance results.54 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.14: Three types of arrival patterns of packet bursts for studying the transient-state performance:
(a) Top: N packets are ready at t = 0.
(b) Middle: Packets arrive with a constant interval.
(c) Bottom: Packets arrival intervals obey the exponential distribution.3.4. PERFORMANCE RESULTS 55
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Fig. 3.15: A pair of packet streams and a pair of packet bursts arrive at the source node, respectively:
(a) Top: Illustration of a pair of packet streams.
(b) Bottom: Illustration of a pair of packet bursts.
3.4.2 Performance Results When Transmitting Packet Streams
3.4.2.1 Maximum Throughput for Different ARQ Schemes
As discussed in the previous section, the maximum throughput is achieved by the packet stream
shown in Fig. 3.13(a). In this section, we assume that two packet streams each with a total of
NTotal = 10000 packets are sent from the source nodes to the sink nodes. The ﬁrst packet stream
is sent from source X1 to sink 1 and the second packet stream is sent from source X2 to sink 2.
In the two different streams the packets with the same generation number are assumed to arrive
at the system at the same time. This assumption corresponds to the case that one information
source with a given information rate divides the data stream into two substreams, each with half
of the rate. In our simulations, observation starts when the ﬁrst 100 packets in the streams are
received, so that the system enters the steady state. The performance is only measured based on
the last 9900 packets.
The maximum throughput for the three types of ARQ schemes versus PER situations is
shown in Fig. 3.16, where the throughput was normalized by the RTT. As seen in Fig. 3.16,56 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.16: The maximum throughput of the Butterﬂy network operated at in steady-state in different
packet error rate situations.
in an error-free situation corresponding to pe = 0, the system with any of the ARQ schemes is
capable of achieving the maximum throughput that the ARQ scheme can achieve. Speciﬁcally,
for the GBN-ARQ and SR-ARQ schemes, the maximum throughput can be reached is four
packets per RTT. For the SW-ARQ scheme, the maximum throughput is one packet per RTT.
As shown in Fig. 3.16, when pe > 0, the SR-ARQ achieves the highest throughput among
the three schemes, while the SW-ARQ achieves the lowest throughput. As shown in Fig. 3.16,
when the pe is very low, the GBN-ARQ scheme is capable of achieving a similar throughput as
the SR-ARQ scheme. However, when pe increases, the throughput of the GBN-ARQ converges
to that achieved by the SW-ARQ scheme.
As shown in Fig. 3.16, the attainable throughput decreases, as the PER increases. Further-
more, from Fig. 3.16, we can see that, for any ARQ scheme, the throughput from source X1 to
sink 1 is higher than that from source X2 to sink 2. This is because, as seen in Fig. 3.8, there are
only two hops from source X1 to sink 1, but there are four hops from source X2 to sink 2.
3.4.2.2 Steady-State Throughput for Uniform Arrival Packets
The steady-state throughput measured at sinks 1 and 2 are shown in Fig. 3.17 - Fig. 3.20 for the
Butterﬂy network, when the packets generated at the sources have an uniform interarrival time.3.4. PERFORMANCE RESULTS 57
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Fig. 3.17: Steady-state throughput versus packet error rate where packets arrive at the source nodes in a
uniform arrival pattern with the arrival rate arrival rate lU = 0:25 (packets/RTT).
From Fig. 3.17 we can observe that, at the packet rate of lU = 0:25, for all the three ARQ
schemes, the throughput of the path from source X1 to sink 1 and that of the path from source X2
to sink 2 are nearly the same, when the PER is relatively low enough. The throughputs achieved
byboththeSW-ARQandGBN-ARQschemesstartdecreasing, whenthePERreaches0:6, while
the throughput attained by the SR-ARQ scheme stays unchanged within all the considered PER
range. Furthermore, for both the SW-ARQ and GBN-ARQ schemes, the throughput from source
X2 to sink 2 decreases faster than that from source X1 to sink 1. Additionally, at the relatively
high PER, the scheme SW-ARQ has lower throughput than the GBN-ARQ scheme.
Fig. 3.18 shows the steady-state throughput performance of the Butterﬂy networks, when
the packet streams arrive at the source node in a uniform pattern with the rate lU = 1. As
shown in Fig. 3.18, for both the path from source X1 to sink 1 and that from source X2 to sink
2, the throughput of the SR-ARQ can be retained the same, provided that the PER is lower
than 0:6. For both the paths, the GBN-ARQ scheme achieves the same throughput, when the
PER is lower than 0:2. Finally, for the SW-ARQ scheme, the throughput decreases, as the PER
increases from 0. The throughput of the GBN-ARQ scheme starts decreasing from pe = 0:2 for
the path from source X2 to sink 2 and from around pe  0:3 for the path from source X1 to sink
1. The throughput of the SR-ARQ scheme starts decreasing from pe  0:6 for both the paths.
Furthermore, as seen in Fig. 3.18, for all the ARQ schemes considered, the throughput of the58 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.18: Steady-state throughput versus packet error rate, when packets arrive at the source nodes in a
uniform arrival pattern with the arrival rate lU = 1 (packets/RTT).
path from source X2 to sink 2 is lower than that of the path from source X1 to sink 1, if these
throughput values are different.
Fig. 3.19 and Fig. 3.20 show the throughput performance of the Butterﬂy networks, when
the packet streams arrive at the source node in a uniform pattern with the rate lU = 4 (Fig. 3.19)
and lU = 8 (Fig. 3.20). First, it can be observed that, in these cases, the throughput perfor-
mance shown in Fig. 3.19 and Fig. 3.20 are already very similar to the maximum throughput
performance shown in Fig. 3.16. When pe = 0, the networks with the GBN-ARQ and SR-ARQ
schemes are fully loaded, while the network with the SW-ARQ scheme is over loaded. Corre-
spondingly, the throughput achieved by the GBN-ARQ and SR-ARQ is four packets per RTT,
while that by the SW-ARQ is one packet per RTT. When pe > 0, the networks with all the three
ARQ schemes are over-loaded.
3.4.2.3 Steady-State Throughput for Poisson Arrival Packets
The steady-state throughput of the two paths of the Butterﬂy network, as shown in Fig. 3.8, is
studied in Figs. 3.21-3.24, respectively, when assuming that the packet arrival processes at the
source are modeled by the Poisson processes with different arrival rates.
As the results in Fig. 3.21 show, when the packet arrival rate is lP = 0:25, all the three3.4. PERFORMANCE RESULTS 59
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Fig. 3.19: Steady-state throughput versus packet error rate when packets arrive at the source nodes in a
uniform arrival pattern with the arrival rate lU = 4 (packets/RTT).
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Fig. 3.20: Steady-state throughput versus packet error rate when packets arrive at the source nodes in a
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Fig. 3.21: Steady-state throughput versus packet error rate performance of the Butterﬂy network, when
packets arrive at the source node follow a Poisson process with the arrival rate lP = 0:25
(packets/RTT).
ARQ schemes may maintain a similar throughput for both the path from source X1 to sink 1 and
the path from source X2 to sink 2, provided that the PER is sufﬁciently low, such as pe  0:5.
However, the throughputs of the SW-ARQ and GBN-ARQ schemes start to decrease from the
PER pe = 0:5, while the throughput of the SR-ARQ scheme stays constant over the whole PER
range considered. Again, when the throughputs of the two paths are different, as shown in
Fig. 3.21, for both the SW-ARQ and GBN-ARQ schemes, the throughput from source X2 to
sink 2 is lower than that from source X1 to sink 1. The SW-ARQ attains the lowest throughput
among the three schemes considered.
Fig. 3.22 shows the throughput versus PER performance of the two paths in the Butterﬂy
network, when the packet arrival rate is lP = 1. From the results of Fig. 3.22, we observe that,
for both the GBN-ARQ and SR-ARQ schemes, both the paths can tolerate a small PER without
decreasing the throughput. By contrast, the throughput of the SW-ARQ scheme starts decreasing
from the PER pe =0. The throughput of the GBN-ARQ scheme starts decreasing from pe 0:2
for the path from source X2 to sink 2 and from around pe  0:3 for the path from source X1 to
sink 1. As shown in 3.22, the throughput of the SR-ARQ scheme starts decreasing from pe 0:6
for both the paths. Finally, when the throughputs of the two paths are different, the throughput
of the path from source X1 to sink 1 is higher than that of the path from source X2 to sink 2,3.4. PERFORMANCE RESULTS 61
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Fig. 3.22: Steady-state throughput versus packet error rate performance of the Butterﬂy network, when
packets arrive at the source node follow a Poisson process with the arrival rate lP = 1 (pack-
ets/RTT).
again, because the ﬁrst path has less hops than the second path.
Finally, in Figs. 3.23 and 3.24 the throughput versus PER performance is shown, when the
packet arrival rate is lP = 4 for Fig. 3.23 and lP = 8 for Fig. 3.24. Due to the high arrival
rate, the throughput achieved in Figs. 3.23 and 3.24 is very similar to the maximum throughput
shown in Fig. 3.16. Speciﬁcally, when pe = 0, both the paths with the GBN-ARQ or SR-ARQ
scheme are capable of attaining a throughput of four packets per RTT. By contrast, at pe =0, the
SW-ARQ scheme can only achieve its maximum throughput of one packet per RTT. As shown
in Figs. 3.23 and 3.24, for all the three types of ARQ schemes, the throughput decreases as the
PER increases. As the PER increases from pe = 0, the throughput of the GBN-ARQ scheme
decreases much faster than that of the SR-ARQ scheme. The throughput of the GBN-ARQ
scheme ﬁnally converges to that of the SW-ARQ scheme, as the PER becomes very high.62 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.23: Steady-state throughput versus packet error rate performance of the Butterﬂy network, when
packets arrive at the source node follow a Poisson process with the arrival rate lP = 4 (pack-
ets/RTT).
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Fig. 3.24: Steady-state throughput versus packet error rate performance of the Butterﬂy network, when
packets arrive at the source node follow a Poisson process with the arrival rate lP = 8 (pack-
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3.4.3 Performance Results When Transmitting Bursts
In this section, we assume that two packet bursts each with N packets are sent from the source
nodes to the corresponding sink nodes. One of the packet bursts is sent from source X1 to sink 1
and the other packet burst is sent from source X2 to sink 2. In the two parallel bursts, the packets
with the same generation serial number are assumed to arrive at the system at the same time.
In our simulations, the observation starts at t = 0 and ends at the moment, when all the packets
are successfully received by the sinks. The main concern in this section is the time spent by
each of the two bursts to go through the Butterﬂy network. This time is deﬁned as the average
delay, which is the average time from the moment that a packet arrives at the source node to
the moment that the packet is successfully received by a speciﬁc sink. Note that, in a more
complicated network, one packet may be multicasted to different information sinks. In this case,
the delays along different paths may be different.
3.4.3.1 Average Delay: Packet Bursts Are Ready at t = 0
First, let us consider the delay performance of the two paths, as shown in Fig. 3.8, when assum-
ing that the packet bursts are ready at t = 0 and the burst length is 16. The delay versus PER
performance is shown in Fig. 3.25 for various ARQ schemes. Furthermore, both of the paths are
considered.
First, let us focus on the average delay of the ﬁrst path from source X1 to sink 1. As shown
in Fig. 3.8, the path from source X1 to sink 1 consists of two concatenated ARQ links. As shown
in Fig. 3.25, the average delay for SR-ARQ and GBN-ARQ schemes are signiﬁcantly lower
than that for the SW-ARQ scheme. This is because, with the SR-ARQ or GBN-ARQ scheme,
as shown in Section 3.1 the transmitter is allowed to transmit the following packets, when it is
still waiting for the acknowledgement for the previous transmitted packets. By contrast, when
the SW-ARQ scheme is employed, the transmitter does not transmit the next packet, until the
current packet is positively acknowledged by an ACK. As shown in Fig. 3.25, the average delay
for the GBN-ARQ scheme is lower than that for the SW-ARQ scheme, but higher than that of
the SR-ARQ scheme. However, when the PER is very low, the average delay of the GBN-ARQ
scheme is close to that of the SR-ARQ scheme. Furthermore, for all the three ARQ schemes,
their average delays increase dramatically, as the PER increases.
By contrast, for the path from source X2 to sink 2, as shown in Fig. 3.25, the average delay
performance is similar to that of the path from source X1 to sink 1 for all the ARQ schemes
considered. However, for each of the ARQ schemes, at a given PER, the average delay of the
path from source X2 to sink 2 is higher than that of the path from source X1 to sink 1, again,64 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.25: The average delay performance of the Butterﬂy network, when the packet bursts are ready at
t = 0.
because the second path has more hops than the ﬁrst path. Furthermore, for both the paths, the
average delay increases noticeably, as the PER increases.
In addition to the average delay as shown in Fig. 3.25, in Fig. 3.26, the standard deviation
of the delay is illustrated. The delay of a burst is explicitly a random variable, which is denoted
by TP. Let T1
P, T2
P,  TM
P denote the M observations of TP. Then, the standard deviation sP of
TP is expressed as
sP =
s
1
M
M
å
i=1
(Ti
P E[TP])2 (3.53)
where E[TP] denotes the average delay, which is approximately evaluated by
E[TP] 
1
M
M
å
i=1
Ti
P (3.54)3.4. PERFORMANCE RESULTS 65
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Fig. 3.26: Standard deviation of the delay generated by the Butterﬂy network.
Therefore, we have
sP 
v u u t 1
M
M
å
i=1
"
Ti
P 
 
1
M
M
å
i=1
Ti
P
!#2
: (3.55)
From Fig. 3.26 we observe that, the SR-ARQ scheme results in the lowest standard devi-
ation of delay, which is signiﬁcantly lower than that of the SW-ARQ and GBN-ARQ schemes.
The standard deviation of the delay for the GBN-ARQ scheme is lower than that of the SW-ARQ
scheme, but is higher than that of the SR-ARQ scheme. As shown in Fig. 3.26, for all the three
types of ARQ schemes, the path from source X2 to sink 2, which is associated with a coding
node, always has a slightly higher standard deviation of delay than the path from source X1 to
sink 1, which contains only “store-and-forward” nodes. Furthermore, from Fig. 3.26, it can be
seen that the standard deviation of delay increases as the PER increases, and the slopes of the
standard deviation curves increase as the PER increases.
From the performance results obtained so far, we can see that the SR-ARQ scheme provides
the best performance among the three ARQ schemes considered, when taking into account of
the maximum steady-state throughput, the average delay as well as the standard deviation of
delay. Hence, the SR-ARQ scheme may be the best choice among the three ARQ schemes for66 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
the packet-level network coding, although the logic control of the SR-ARQ scheme is much
more complicated than that of the SW-ARQ or GBN-ARQ schemes.
3.4.3.2 Average Delay: Packets Arrival with a Constant Interarrival
In Fig. 3.14(b), the type of burst, where all the packets arrive at the source with a constant
interarrival, is shown. Let TU denote the interarrival between two adjacent packets and NU
denote the number of packets in one burst. Then, the time duration of the burst is (NU  1)TU.
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Fig. 3.27: Average delay versus packet error rate performance of the Butterﬂy network with different
ARQ schemes.
Fig. 3.27 shows the average delay of both the path from source X1 to sink 1 and the path
from source X2 to sink 2. The duration of the burst sent from each path can be calculated, which
is
1
lU
(NU  1) = 415 = 60 (RTT): (3.56)
When pe = 0, each packet needs one RTT to be transmitted from source X1 to sink 1, and each
packet needs two RTTs from source X2 to sink 2. Therefore, at pe =0, the delay for transmitting
the burst from source X1 to sink 1 is 60+1 = 61 RTTs, and the delay for transmitting the burst
from source X2 to sink 2 is 60+2 = 62 RTTs. As seen in Fig. 3.27, as the PER increases,3.4. PERFORMANCE RESULTS 67
for each path, all the three ARQ schemes have a similar delay performance, when the PER is
relatively low, such as pe  0:5. When pe > 0:5, the average delay increases signiﬁcantly, as pe
increases. In this region, for each of the two paths, the SW-ARQ scheme generates the highest
delay, while the SR-ARQ scheme yields the lowest delay. Furthermore, for each of the ARQ
schemes, the average delay of the path from source X2 to sink 2 is longer than that of the path
from source X1 to sink 1.
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Fig. 3.28: Average delay versus packet error rate performance of the Butterﬂy network with different
ARQ schemes.
Fig. 3.28 shows the average delay for both the path from source X1 to sink 1 and the path
from source X2 to sink 2, when assuming the arrival rate lU = 1. In this case, the duration of the
burst sent by each path is
1
lU
(NU  1) = 115 = 15 (RTT): (3.57)
Correspondingly, as seen in Fig. 3.28, at pe = 0, the delay of the path from source X1 to sink 1
is 15+1 = 16 RTTs, while the delay of the path from source X2 to sink 2 is 15+2 = 17 RTTs.
From Fig. 3.28, we can see that, as the PER increases, the delay of both of the paths increases.
For each of the ARQ schemes, the path from source X1 to sink 1 has a better delay performance
than the path from source X2 to sink 2. Among all the three ARQ schemes, the SR-ARQ scheme
has the best delay performance and the SW-ARQ scheme has the worst delay performance.68 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.29: Average delay versus packet error rate performance of the Butterﬂy network with different
ARQ schemes.
Finally, in Fig. 3.29, we illustrate the average delay versus the PER performance, when
the packet arrival rate is lU = 4. In this case, for the SW-ARQ, since the transmitters can
only send one packet per RTT, therefore, at pe = 0, the total time of (16 1)=1 = 15 RTTs
is required to send one burst. By contrast, for both the GBN-ARQ and SR-ARQ schemes, the
transmitters are capable to send 4 packets per RTT. Therefore the time required to send one
burst is (16 1)=4 = 3:75 RTTs. Additionally, for the SW-ARQ scheme, the delay of the path
from source X1 to sink 1 is 15+1 = 16 RTTs at pe = 0, while the delay of the path from source
X2 to sink 2 is 15+2 = 17 RTTs at pe = 0. At pe = 0, for both the GBN-ARQ and SR-ARQ
schemes, the delay of the path from source X1 to sink 1 is 3:75+1 = 4:75 RTTs, while the delay
of the path from source X2 to sink 2 is 3:75+2=5:75 RTTs. Consequently, as seen in Fig. 3.29,
at pe = 0 there is a gap between the delay of the SW-ARQ scheme and that of the other two
ARQ schemes. The other observations in Fig. 3.29 are similar as that in Fig. 3.28.
Fig. 3.30 shows the Standard Deviation of Delay (SDD) versus PER performance of both
the path from source X1 to sink 1 and the path from source X2 to sink 2, when lU = 0:25.
When pe = 0, the SDD is equal to zero for both the paths for all the three ARQ schemes. As
seen in Fig. 3.30, all the three ARQ schemes have a similar SDD performance, when the PER is
relatively low, such as pe 0:4. When pe >0:4, the SDD increases signiﬁcantly, as pe increases.
In this region, for each of the two paths, the SW-ARQ scheme generates the highest SDD, while3.4. PERFORMANCE RESULTS 69
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Fig. 3.30: Standard deviation of the delay for the Butterﬂy network with different types of ARQ schemes.
the SR-ARQ scheme yields the lowest SDD. Furthermore, it can be seen in Fig. 3.30 that, for
each of the paths, a higher PER results in a higher SDD within all the considered PER range.
Finally, the SDD of the path from source X2 to sink 2 is higher than that of the path from source
X1 to sink 1 for each of the ARQ schemes, if these SDD values are different.
Fig. 3.31 shows the SDD versus PER performance of both the path from source X1 to sink
1 and the path from source X2 to sink 2, when assuming lU = 1. When pe < 0:55, the SW-ARQ
scheme generates the highest SDD among the three ARQ schemes considered, and the SDD
values are the same for both paths. For the SW-ARQ scheme, in the region of pe = 0:62  0:75,
the SDD of the path from source X1 to sink 1 is higher than that of the path from source X2 to
sink 2, while in the rest of the range of pe = 0:55  0:8, the SDD of the path from source X2
to sink 2 is higher than that of the path from source X1 to sink 1. Furthermore, as shown in
Fig. 3.31, when pe < 0:55, the values of SDD attained by the GBN-ARQ scheme are similar
to those attained by the SR-ARQ scheme, when pe  0:1. Then, they starts increasing from
pe =0:1 and converge to those attained by the SW-ARQ scheme at pe =0:5. For the GBN-ARQ
scheme, in the region of pe = 0  0:5, the SDD of the path from source X2 to sink 2 is higher
than that of the path from source X1 to sink 1, while when pe > 0:5, the SDD of the path from
source X1 to sink 1 exceeds that of the path from source X2 to sink 2. Finally, as seen in Fig. 3.31,
the SR-ARQ scheme attains the lowest SDD among the three ARQ schemes considered within70 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.31: Standard deviation of the delay for the Butterﬂy network with different types of ARQ schemes.
the whole PER range considered. Additionally, for the SR-ARQ scheme, the SDD of the path
from source X2 to sink 2 is always higher than that of the path from source X1 to sink 1, except
for pe = 0.
Fig. 3.32 shows the SDD versus PER performance of both the path from source X1 to sink
1 and the paths of the Butterﬂy network, when assuming lU = 4. Within the whole PER range
considered, both the SW-ARQ and the GBN-ARQ schemes attain a similar SDD, with the value
of the path from source X1 to sink 1 very close to that of the path from source X2 to sink 2.
Finally, as seen in Fig. 3.32, the SR-ARQ scheme attains the lowest SDD among the three ARQ
schemes considered within the whole PER range considered. For the SR-ARQ scheme, the SDD
of path from source X2 to sink 2 is always higher than that of the path from source X1 to sink 1,
except for pe = 0.3.4. PERFORMANCE RESULTS 71
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Fig. 3.32: Standard deviation of the delay for the Butterﬂy network with different types of ARQ schemes.
3.4.3.3 Average Delay: Packets Arrival Interarrivals Obey Exponential Distribution
In Fig. 3.14(c), we have shown the type of burst, where packets arrive at the source node of
the Butterﬂy network with the interarrival time following an exponential distribution. In this
section, we illustrate the delay performance of the Butterﬂy network under this scenario.
Fig.3.33showstheaveragedelayversusPERperformanceofboththepathsoftheButterﬂy
network. As seen in Fig. 3.33, for each path and any of the three ARQ schemes, the delay
performance is similar, when pe < 0:4, the delay performance of the path from source X1 to
sink 1 is better than that of the path from source X2 to sink 2. The delay starts to increase
from pe  0:4. The delay corresponding to the SW-ARQ increases the fastest, while the delay
corresponding to the SR-ARQ grows the most slowly.
Fig.3.34showstheaveragedelayversusPERperformanceofboththepathsoftheButterﬂy
network. Different from Fig. 3.33. For each of the ARQ schemes, the path from source X1 to
sink 1 has a better delay performance than the path from source X2 to sink 2. Among the three
ARQ schemes, the SR-ARQ attains the best delay performance and the SW-ARQ yields the
worst delay performance.
Fig. 3.35 shows the delay versus PER performance of the Butterﬂy network, when the
packet arrival rate is lP = 4. When comparing with Fig. 3.34 corresponding to lP = 1, similar
observation can be obtained, except that, within the low PER region, the average delay of the72 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.33: The average delay versus packet error rate performance of the Butterﬂy network with differ-
ent ARQ schemes. Each packet burst has 16 packets with their interarrival time obeying a
exponential distribution with a rate lP = 0:25 packets per RTT.
SW-ARQ scheme is more clearly separated from that of the GBN-ARQ and of the SR-ARQ
scheme.
Fig. 3.36 shows the SDD versus PER performance of both the path from source X1 to sink
1 and the path from source X2 to sink 2, when lP = 0:25. When pe = 0, for each path, all the
three ARQ schemes attain the same SDD, with the value of the path from source X2 to sink 2
higher than that of the path from source X1 to sink 1. It can be seen in Fig. 3.36 that, for both the
paths, the SDD values attained by the SR-ARQ scheme stay almost the same from pe = 0 and
then increase from pe  0:6 as the PER grows. The SDD of the path from source X2 to sink 2
is higher than that of the path from source X1 to sink 1 within the whole PER range considered.
Furthermore, as seen in Fig. 3.36, for the GBN-ARQ scheme, the SDD values stay almost the
same from pe = 0 and then decrease from pe  0:4, as the PER grows. Again, the SDD of the
path from source 2 to sink 2 drops more steeply than that of the path from source 1 to sink 1.
From pe  0:58 to pe = 0:8, the SDD of the path from source 2 to sink 2 becomes lower than
that of the path from source 1 to sink 1. Starting from pe  0:7, the SDD of both of the paths
increases with the growth of the PER again, with the value of the path from source 2 to sink 2
growing more rapidly than that of the path from source 1 to sink 1. Finally, as shown in Fig. 3.36,
for the SW-ARQ scheme, the values of SDD stay almost the same from pe =0 and then decrease3.4. PERFORMANCE RESULTS 73
Burst size=32, P=1
0
20
40
60
80
100
120
140
A
v
e
r
a
g
e
D
e
l
a
y
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Packet Error Rate
Source 1 to Sink 1
Source 2 to Sink 2
SW-ARQ
GBN-ARQ
SR-ARQ
Fig. 3.34: The average delay versus packet error rate performance of the Butterﬂy network with differ-
ent ARQ schemes. Each packet burst has 16 packets with their interarrival time obeying a
exponential distribution with a rate lP = 1 packet per RTT.
from pe  0:1, as the PER grows, with the value of the path from source 2 to sink 2 dropping
more steeply than that of the path from source 1 to sink 1. From pe  0:48 to pe = 0:8, the SDD
of the path from source 2 to sink 2 becomes lower than that of the path from source 1 to sink 1.
From pe  0:7, the SDD of both of the paths increases with the growth of the PER again, with
the value of the path from source 2 to sink 2 growing more rapidly than that of the path from
source 1 to sink 1. Within most of the PER range considered, say pe = 0  0:78, for each path,
the SR-ARQ scheme attains the highest SDD, while the SW-ARQ scheme generates the lowest.
Within the high PER range of pe = 0:78  0:8, for each path, the SDD attained by the SW-ARQ
scheme becomes the highest, while that by the SR-ARQ becomes the lowest among the three
ARQ schemes considered.
In Fig. 3.37, the SDD versus PER performance is shown, when the packet arrival rate is
lP = 1. For both of the paths, SW-ARQ and GBN-ARQ attain a similar SDD. As seen in
Fig. 3.37, the SDD attained by the SW-ARQ and the GBN-ARQ slightly decreases in the low
PER region of pe = 0  0:1 and then increases, as the PER increases. As shown in Fig. 3.37, the
SDD attained by the SW-ARQ and the GBN-ARQ is lower than that attained by the SR-ARQ
scheme within the low PER range, but exceeds the latter from pe  0:36. For the SR-ARQ
scheme, for each of the paths, the SDD stays almost constant in the low PER range, say pe =74 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENT
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Fig. 3.35: The average delay versus packet error rate performance of the Butterﬂy network with differ-
ent ARQ schemes. Each packet burst has 16 packets with their interarrival time obeying a
exponential distribution with a rate lP = 4 packets per RTT.
0  0:4. Starting from pe  0:4, the SDD of both of the paths increases, as PER grows. For
the SR-ARQ scheme, within the whole PER range considered, the SDD value of the path from
source X2 to sink 2 is higher than that of the path from source X1 to sink 2.
Finally, in Fig. 3.38, the SDD versus PER performance is shown, when the packet arrival
rate is lP = 4. When pe = 0, for both paths, both the GBN-ARQ and the SR-ARQ schemes
attain the similar SDD while the SW-ARQ scheme generates a slightly lower SDD. As PER
increases, the SDD of both of the paths increases for all the three ARQ schemes considered,
with that attained by the SR-ARQ growing most slowly. At pe  0:05, the SDD of both of the
paths generated by the SW-ARQ scheme exceeds that attained by the SR-ARQ, and then ﬁnally
converges to that attained by the GBN-ARQ scheme at pe =0:1. Within the whole range of PER
considered, the SDD of the path from source X1 to sink 1 is almost identical to that of the path
from source X2 to sink 2 for both the SW-ARQ and the GBN-ARQ schemes. By contrast, for
the SR-ARQ scheme, the SDD of the path from source X2 to sink 2 is always higher than that of
the path from source X1 to sink 1 except at pe = 0.3.4. PERFORMANCE RESULTS 75
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Fig. 3.36: Standard deviation of the delay for the Butterﬂy network employing different ARQ schemes.
Eachpacketbursthas16packetswiththeirinterarrivaltimeobeyinganexponentialdistribution
with a rate lP = 0:25 packets per RTT.
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Fig. 3.37: Standard deviation of the delay for the Butterﬂy network employing different ARQ schemes.
Eachpacketbursthas16packetswiththeirinterarrivaltimeobeyinganexponentialdistribution
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Fig. 3.38: Standard deviation of the delay for the Butterﬂy network employing different ARQ schemes.
Eachpacketbursthas16packetswiththeirinterarrivaltimeobeyinganexponentialdistribution
with a rate lP = 4 packets per RTT.3.5. CONCLUSIONS 77
3.5 Conclusions
In this chapter, we have investigated the performance of the packet-level network coding, when
assuming that the transmission from one node to another is not ideal and that a certain ARQ
scheme is employed for error-control. Speciﬁcally, in this chapter, we have ﬁrst provided a brief
overview for some typical ARQ schemes, including the SW-ARQ, GBN-ARQ and the SR-ARQ
schemes. Then, the delay characteristics of a general network coding node has been analyzed,
which shows that, when a coding node invokes more incoming links, the average delay for
successfully receiving the packets from the incoming links and forming the outgoing packets
increases.
In the Butterﬂy network, there are two types of paths. The ﬁrst type includes only the con-
ventional “store-and-forward” nodes, such as the path vS ! vA ! vE in Fig. 3.8. The other type
includes both the conventional “store-and-forward” nodes and the network coding nodes, such
as the path vS !vA !vC !vD !vE. Therefore, as an example, in this chapter, the delay perfor-
mance of the above-mentioned two types of paths in the Butterﬂy network has been investigated
and closed-form formulas have been obtained, when assuming that the SW-ARQ scheme is em-
ployed for error-control of the data transmission. From our analysis and performance results,
we can ﬁnd that the average delay of the path containing the coding node is usually signiﬁcantly
higher than that of the path containing only the conventional nodes. Therefore, in the Butterﬂy
network, the delay is dominated by the communication path containing the coding node.
Finally, in Section 3.4, the performance of the Butterﬂy network has been investigated
by simulation approaches, when the Butterﬂy network employed various ARQ schemes for
error-control. Speciﬁcally, three types of ARQ schemes have been considered, which are the
SW-ARQ, GBN-ARQ and SR-ARQ. Their performance is characterized by the achievable
throughput, the average delay and the SDD. Our performance results show that the achiev-
able performance of the Butterﬂy network is determined by the path containing the coding node.
Among the three ARQ schemes considered, the SR-ARQ scheme is capable of achieving the
best throughput and delay performance, but yields the highest complexity. By contrast, the
SW-ARQ achieves the worst throughput and delay performance, but has the lowest complexity.78 CHAPTER 3. PACKET-LEVEL NETWORK CODING IN INTERFERING ENVIRONMENTChapter4
Steady-State Throughput Analysis for
Network Coding Nodes Employing
SW-ARQ
In the previous chapter, we have investigated the performance of network coding nodes of
the Butterﬂy networks. Speciﬁcally, under the assumption of employing the Stop-and-Wait
ARQ (SW-ARQ), the delay performance of the network coding nodes with various number of
incoming links and one outgoing link has ﬁrst been analyzed. Then, the delay performance of
the Butterﬂy networks is analyzed. Finally, in Section 3.4, both the throughput and delay perfor-
mance of the Butterﬂy networks employing the SW-ARQ, Go-Back-N ARQ (GBN-ARQ) and
the Selective-Repeat ARQ (SR-ARQ) are investigated and compared based on the simulation
results.
From the performance results shown in Chapter 3, we can see that, in a network with
network coding nodes, the throughput of the network is mainly constrained by the throughput
of the coding nodes. Therefore, in this and the following two chapters, we will focus on the
throughput performance achievable by a general network coding node, when the SW-ARQ,
GBN-ARQ and the SR-ARQ schemes are employed, respectively.
Speciﬁcally, in this chapter we motivate to study the steady-state throughput of the general
network coding nodes, where communications between two nodes are based on the SW-ARQ
data transmission scheme [8,83,84]. First, we consider the SW-ARQ schemes [2,3], when both
the transmitter and the receiver of a link store only the packet being transmitted, which require
only one buffer respectively. Therefore, for convenience of description, we refer to this type of
network coding node as the network coding node without queueing buffers. By contrast, if each
7980
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of the links of the network coding node is associated with a buffer having a size higher than one,
then, we refer to the network coding node as the network coding node with queueing buffers.
To be more speciﬁc, in this chapter, the steady-state throughput of the general network cod-
ing node is analyzed, where the coding node is associated with H-Input-Single-Output (HISO)
links. Therefore, we refer to it as the HISO network coding node. We ﬁrst analyze in detail the
operations, properties and steady-state throughput of a Two-Input-Single-Output (2ISO) net-
work coding node without queueing buffers, which is supported by the SW-ARQ transmission
scheme. Our analysis shows that the operation of network coding nodes can be modeled by a
Finite-State-Machine (FSM) working in the principles of discrete-time Markov chain, which is
convenient for analyzing the steady-state throughput. Then, the analytical approaches for de-
riving the steady-state throughput of the 2ISO network coding node without queueing buffers is
extended for the general HISO network coding nodes without queueing buffers. Moreover, the
above analytical approaches is further extended for the general HISO network coding nodes with
queueing buffers. From our analysis, a range of expressions are derived. Finally, the throughput
performance of the network coding nodes with different numbers of input links and queueing
buffers is investigated by both simulation and numerical approaches. Our performance results
demonstrate that the simulation results converge well to the numerical results, which justiﬁes
the effectiveness of our analytical expressions derived. Furthermore, it is worthy of mentioning
that our analytical approaches and the expressions derived in this chapter are general, which are
independent of the speciﬁc network coding algorithms employed.
4.1 Throughput of Network Coding Nodes without Queueing
Buffers
4.1.1 Throughput of Two-Input-Single-Output Network Coding Node
4.1.1.1 System Models
The system considered in this section is shown in Fig. 4.1. Node A is a source node residing
the two information sources X1 and X2, which generate the packets to be transmitted. Node B is
a 2ISO node employing packet-level network coding. Node C is a sink node receiving packets
from node B. As shown in Fig. 4.1, Link l0 connects node B and node C, while Links l1 and
l2 are the two links from node A to node B, which connect the sources X1 and X2 with node
B, respectively. We assume that packets are transmitted based on the SW-ARQ strategy by the
links l0, l1 and l2.4.1. THROUGHPUT OF NETWORK CODING NODES WITHOUT QUEUEING BUFFERS 81
Node C
link 1: l1
link 2: l2
b0
b1
b2
link 0: l0
Node B
X1
X2
Node A
Fig. 4.1: A network coding node B with two incoming links l1, l2 and one outgoing link l0.
At node B of Fig. 4.1, b0 denotes the buffer that stores the outstanding packet being trans-
mittedbyl0. Bycontrast, b1 andb2 arethebuffersthatstorethepacketshavingbeensuccessfully
received by links l1 and l2, respectively. In Fig. 4.1, the network coding operation is presented by
. Note that, as mentioned our study previously is independent of the speciﬁc network coding
employed and is suitable for any types of network coding operations.
In order to carry out the analysis, the following assumptions are adopted.
 The system is operated in a synchronous manner.
 The sources X1 and X2 always have packets to send. The nth packets generated by X1 and
X2 are denoted as x1(n) and x2(n), respectively.
 Each of the links l0; l1 and l2 is divided into two channels: the forward channel and the
feedback channel. The forward channel is assumed to be a binary symmetric channel.
The probability that a detectable packet error occurs is denoted as p0, p1 or p2 for the link
l0, l1 or l2, respectively. We assume that the undetectable packet errors can be neglected,
which is usually true, since for most error-control codes adopted in practical communi-
cations systems, the probability of undetectable error is very small, in comparison with
the probability of detectable error. Furthermore, we assume that the feedback channel is
perfect without yielding transmission errors or losses.
 Let T denote the Round Trip Time (RTT), which is the time duration between a node
sends a packet and it receives a conﬁrmation signal. We assume that half of a RTT, i.e.,
T=2, is required for transmitting a packet from one node to another by the corresponding
forward channel. Similarly, half a RTT is required for sending a conﬁrmation signal from
one node to another by the corresponding feedback channel.82
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 Finally, buffer b0; b1 or b2 can store only one packet. When both x1(n) and x2(n) are
ready and stored in b1 and b2, once b0 is empty, x1(n) and x2(n) are encoded to form
x0(n), which is immediately stored into b0. At the same time, the buffers b1 and b2 are
released for receiving the following packets.
Based on the above assumptions, the operations at the nodes of A, B and C at time t =
mT; m = 0;1;::: or t = (m  1
2)T; m = 1;2;::: can be described as follows.
1) First, at t = 0, the source node A transmits x1(0) and x2(0), respectively, through links l1
and l2 to node B. Correspondingly, the outstanding packet is set to x1(0) for source X1 and
x2(0), no new packets are transmitted until both packets x1(0) and x2(0) are conﬁrmed by
ACKnowledgement (ACK)s.
2) Assume that a packet x1(n) (or x2(n)) is transmitted by node A to node B at time t =
(m 1)T; m = 1;2;:::, this packet arrives at node B through the forward channel of link
l1 (or l2) at time t = (m 1=2)T after half a RTT. Upon receiving this packet, node
B checks whether the packet x1(n) (or x2(n)) is corrupted during the transmission and
whether the buffer b1 (or b2) is available to store. If the received packet is corrupted or
the buffer b1 (or b2) is still occupied by the last packet x1(n 1) (or x2(n 1)), a Negative
ACKnowledgement (NACK) is sent back through the feedback channel of link l1 (or l2)
to X1 (or X2) of node A. Otherwise, node B sends an ACK to node A and, simultaneously,
stores x1(n) (or x2(n)) into buffer b1 (or b2).
In the context of the sink node C, if there is a packet x0(n) transmitted by node B at
t = (m 1)T, this packet is received by node C from the forward channel of link l0 at
time t = (m 1=2)T. In this case, the outstanding packet of node B is set to x0(n), which
is stored temporally in buffer b0. Upon receiving this packet, node C checks whether the
packet is corrupted during the transmission. If the packet is corrupted, a NACK is fed
back to node B. By contrast, if the packet is assumed to be correct, then x0(n) is accepted
by node C and nodeC sends an ACK to node B using the feedback channel of link l0.
3) At t = mT, nodes A and B check the feedback channels to see whether the last transmitted
packets are successfully conveyed. Speciﬁcally, for the source X1 (or X2) of node A, if an
ACK is received from the feedback channel of link l1 (or l2) while the outstanding packet
is x1(n) (or x2(n)), then node A transmits the next packet x1(n+1) (or x2(n+1)) from
source X1 (or X2). Simultaneously, the outstanding packet for X1 (or X2) is set to x1(n+1)
(or x2(n+1)). However, if a NACK is received from the feedback channel of link l1 (or4.1. THROUGHPUT OF NETWORK CODING NODES WITHOUT QUEUEING BUFFERS 83
l2) while the outstanding packet for source X1 (or X2) is x1(n) (or x2(n)), then the packet
x1(n) (or x2(n)) is retransmitted to node B through the forward channel of link l1 (or l2).
For the coding node B, if an ACK is received from the feedback channel of link l0 while
the outstanding packet stored in b0 is x0(n), then node B executes one of the following two
actions, according to the contents of b1 and b2:
 If both b1 and b2 are full, node B updates the outgoing packet from x0(n) to x0(n+1)
by encoding the contents of b1 and b2. Simultaneously, x0(n+1) is transmitted from
node B to node C through the forward channel of link l0.
 If either b1 or b2 is empty, or both b1 and b2 are empty, node B only releases the
buffer b0.
Bycontrast, ifaNACKisreceivedfromthefeedbackchanneloflinkl0 whiletheoutstand-
ing packet stored in b0 is x0(n), then node B retransmits x0(n) over the forward channel of
link l0 and retains x0(n) as its outstanding packet.
According to our above discussion, explicitly, the system model of Fig. 4.1 ﬁts well the
coding path in the butterﬂy network, as shown in Fig. 4.2, associated with the following as-
sumptions:
 The two links from sources X1 and X2 to node B are two links that employ end-to-end
SW-ARQ transmission scheme associated with a RTT of T.
 Node C has an inﬁnite buffer capacity for storing received packets. In other words, node
C rejects a received packet only if the packet is detected in error.
4.1.1.2 Finite-State Machine Modeling of Operations at Network Coding Node
In this section, we ﬁrst show that a Finite-State Machine (FSM) can be employed to represent
the network coding system shown in Fig. 4.1. Then, we illustrate that this Finite State Machine
(FSM) is a representation of a stationary Markov process. Therefore, the steady-state throughput
of the system can be analyzed, where the steady-state throughput is deﬁned as the packet rate
received at nodeC.
Let us ﬁrst analyze the throughput of node B, which is the rate that packets pass through
node B. Let Qi = f0;1g; i = 0;1;2; be a set containing the two states of bi; i = 0;1;2; where
qi = 0 corresponds to the state that bi is occupied, while qi = 1 indicates that bi is available to
store new packet. Then, the state of node B at every t = mT is determined by the triple S(m) =84
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S2
X1 X2
B
C
x1(n) x2(n)
x1(n) x2(n)
x1(n − 1)
x2(n − 1)
⊕
l1 l2
l0
A
S1
Fig. 4.2: Schema of butterﬂy network. It can be seen that the two-input-one-output coding node model
shown in Fig. 4.1 forms the coding path of the butterﬂy network.
[q2(m);q1(m);q0(m)], where qi(m) 2 Qi for i = 0;1;2. Let S0;S1;:::;S7 denote the states of
nodeBcorrespondingtoallthepossiblecombinationsofthetripleS(m)=[q2(m);q1(m);q0(m)],
which are listed in Table 4.1.
Note that, it can be shown that, when m is an integer, node B does not enter state
(q2(m);q1(m);q0(m)) = S1, which can be explained in detail as follows.
Theorem 2. When m 2 R+, (q2(m);q1(m);q0(m)) 6= S1.
Proof. Let us assume that the state of node B at time t = mT is S(m) = S1. Then, according
to the operation procedure described in Section 4.1.1.1, we must have q1(m 1=2) = 0 and
q2(m 1=2)=0. However, q0(m 1=2) may take value ‘0’ or ‘1’, which results in the following
cases.
1) q0(m  1
2) = 1: Since q0(m) = 1, then at t = mT packets in b1 and b2 should be encoded
into a new packet and stored into b0, making q0(m) = 0. Simultaneously, both the buffers
State S(m) State S(m)
S0 (0;0;0) S4 (1;0;0)
S1 (0;0;1) S5 (1;0;1)
S2 (0;1;0) S6 (1;1;0)
S3 (0;1;1) S7 (1;1;1)
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of b1 and b2 are released for receiving the following packets, yielding q1(m)=1; q2(m)=
1. Hence, the state of node B at t = mT should be S(m) = S6, which contradicts to the
assumption of S(m) = S1.
2) q0(m 1=2)= 0 and node B receives an ACK at t =mT: In this case, buffer b0 is released
at t = mT. The packets in b1 and b2 are encoded to form a new packet and stored into b0
making q0(m) = 0. Since both b1 and b2 are available for receiving the following packets,
we have q1(m)=1; q2(m)=1. Hence, the state of node B att =mT is S(m)=S6, instead
of S(m) = S1 as assumed.
3) q0(m 1=2) = 0 and node B receives a NACK at t = mT: In this case, node B needs to
retransmit the packet stored in b0 and q0(m) = 0. Furthermore, q1(m) = 0; q2(m) = 0,
since both b1 and b2 cannot be released at t = mT. Hence, the state of node B in this case
is S(m) = S0, which, again, contradicts to the assumption of S(m) = S1.
From the above analysis, we can be implied that, when q1(m 1=2) = 0 and q2(m 1=2) = 0,
q0(m) = 0 for any cases, implying that b0 is always occupied at t = mT.
1
: Combining packets from b1 and b2 into a new packet in b0
0 0.5 1 1.5 2
0
0
0
Time (RTT)
3 2.5 3.5
···
Sends ACK
Sends ACK
Sends ACK
Sends NACK
Buﬀer full
Sends ACK
Receives NACK Receives ACK
Sends NACK
Sends NACK
b2
b1
b0
(1,1,1) (0,0,1) (1,1,0) (0,1,0) (0,1,0) (0,0,0) (1,1,0) (1,1,0)
S7 S1 S6 S2 S2 S0 S6 S6
States:
0
1
0
1 1
1
0 1
Fig. 4.3: Illustration of state transition of node B.
As an example, Fig. 4.3 demonstrates the state transition of note B with the time, which is
explained in detail as follows.
1) Let us assume that at t = 0 the state of node B is S(0) = S7, which corresponds to the fully
idle state. At t = 0, node A sends packets x1(0) and x2(0) to node B from sources X1 and
X2, respectively.86
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2) At t = T=2, x1(0) and x2(0) are received by node B without any errors and, hence, x1(0)
and x2(0) are stored in b1 and b2 and node B sends correspondingly the ACKs to node A.
In this case, the state of node B at t = T=2 changes to S(1=2) = S1.
3) At t = T, node B encodes x1(0) and x2(0) into x0(0), which is stored into b0 and is also
sent to node C. Correspondingly, the state of node B is set to S(1) = S6. At t = T, node A
receives the ACKs for x1(0) and x2(0). Hence, node A sends x1(1) and x2(1) from sources
X1 and X2 to node B at t = T.
4) As seen in Fig. 4.3, at t = 1:5T, x1(1) is received by node B without error, but x2(1) is
received in error. Hence, node B sends node A an ACK for x1(1) and a NACK for request-
ing a retransmission of x2(1). Correspondingly, the state of node B becomes S(1:5) = S2.
Furthermore, it can be implied from Fig. 4.3 that transmission errors are detected in x0(1)
by node C. Thus, node C sends back node B a NACK to request retransmission of x0(0)
at t = 1:5T.
5) At t = 2T, node B receives a NACK for x0(0) from nodeC and retransmits x0(0) over the
forward channel of l0. At the same time, node A receives an ACK for X1(1) and a NACK
for x2(1) from node B. Hence, node A transmits a new packet x1(2) over the forward
channel of link l1 and retransmits x2(1) over the forward channel of link l2. At t = 2T the
state of node B remains unchanged and is S(2) = S2.
6) At t = 2:5T, x1(2) arrives at node B without error but ﬁnds b1 is occupied. Thus, node B
sends a NACK along the feedback channel of link l1. At the same time, x2(1) is received
by node B without error. Therefore, node B sends an ACK to node A and stores x2(1) into
b2, making the state of b2 change from 1 to 0. Furthermore, at t = 2:5T, x0(1) arrives
at node C without error. Therefore, node C sends an ACK to node B using the feedback
channel of l0. From the above analysis, it can be seen that the state of node B at t = 2:5T
is S(2:5) = S0.
7) At t = 3T, node A receives a NACK for x1(2) and an ACK for x2(1), hence, node A
retransmits x1(2) and transmits a new packet x2(2) over the forward channels of links l1
and l2, respectively. At t = 3T, node B receives an ACK for x0(0) from the feedback
channel of link l0. Hence, node B encodes x1(1) and x2(1) into x0(1) and then stores it
into b0 as well as sends it to node C. Based on the above analysis, the state of node B at
t = 3T is S(3) = S6.
8) As shown in Fig. 4.3, at t = 3:5T, both x1(2) and x2(2) are detected by node B with4.1. THROUGHPUT OF NETWORK CODING NODES WITHOUT QUEUEING BUFFERS 87
transmission errors. Hence, both packets are rejected by node B and hence the states of b1
and b2 do not change. Since b0 is still occupied by x0(1) at t = 3:5T, the state of node B
at t = 3T is still S(3:5) = S6.
The state of node B at other times can be analyzed in the same way as above. Explicitly, the
network coding operations at node B can be described by a ﬁnite-state machine with eight states,
one of which is never entered in practice. Let us below analyze the steady-state throughput of
the coding node B.
4.1.1.3 Throughput Analysis
From the analysis in Section 4.1.1.2, we can know that the throughput analysis of node B can be
carried out by considering only the integer values of m. This is because, as seen in Fig. 4.3 and
the corresponding description, a packet can possibly be successfully delivered at t = mT only
when m is an integer. Furthermore, as demonstrated in Section 4.1.1.2, when m is an integer, the
state of node B will never enter the state S1. Therefore, in our analysis below we assume that m
is an integer and we do not consider the state S1.
Let Pi(m) denote the probability that the state of node B is Si at time t = mT. Let p p p(m) =
[P0(m);P2(m); ;P7(m)]
T, whichdoesnotcontainP1(m)sinceP1(m)isalwayszero. Explicitly,
we have å
7
i=0;2Pi(m)=1. Let us assume that the system starts with an idle state S(0)=S7. Then
we have
p p p(0) = [0;0;0;0;0;0;1]T: (4.1)
Let Pi;j(m)=P[S(m+1)=SjjS(m)=Si]; i; j =0;2; ;7, denote the transition probability
from state Si at t = mT to state Sj at t = (m+1)T. Pi;j(m) can be derived based on the buffer
states in Si and Sj as well as the probabilities that links l0, l1 and l2 successfully deliver their
packets. Speciﬁcally, let Di; i=0;1;2; denote the event that link li successfully delivers a packet
and P[Di]= ¯ pi, while ¯ Di denote the event that li fails to deliver a packet on link li and P[ ¯ Di]= pi.
Explicitly, pi = 1  ¯ pi. Then, it can be shown that we have
P0;0(m) =P[S(m+1) = S0jS(m) = S0] = P[ ¯ D0] = p0 (4.2)
P0;2(m) =P[S(m+1) = S2jS(m) = S0] = 0 (4.3)
. . .
P7;7(m) =P[S(m+1) = S7jS(m) = S7] = P[ ¯ D1]P[ ¯ D2] = p1p2 (4.4)88
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From the above equations, we can see that fPi;j(m)g’s are independent of m, implying that
fPi;j(m)g are time-invariant. Therefore, in our forthcoming discourse the index m associated
with the transition probabilities is dropped for convenience.
With the aid of (4.2)-(4.4), it can be shown that the transition matrix can be expressed as
P P P =
2
6 6 6 6 6 6 6 6
4
p0 0 0 0 0 p0 0
p0p1 p0p1 p0p1 0 0 p0p1 0
0 0 p1 0 0 p1 0
p0p2 0 0 p0p2 p0p2 p0p2 0
0 0 0 0 p2 p2 0
p0p1p2 p0p1p2 p0p1p2 p0p1p2 p0p1p2 p0p1p2+ p0p1p2 p0p1p2
0 0 p1p2 0 p1p2 p1p2 p1p2
3
7
7 7 7 7 7 7 7
5
(4.5)
.
Using the law of total probability [101], the probability Pj(m+1) can be expressed as
Pj(m+1) =
7
å
i=0;2
Pi;jPi(m); j = 0;2;:::;7 (4.6)
which can be expressed in vector form as
p p p(m+1) =P P PTp p p(m) (4.7)
representing a recursive equation. Hence, it can be readily shown that p p p(m) can be expressed as
p p p(m) =(P P PT)mp p p(0); m = 0;1;::: (4.8)
As shown in (4.5), the sum of each row of P P P equals one. Hence, P P PT is a left stochas-
tic matrix [101], whose limit of limm!¥(P P PT)m exists, according to the Perron-Frobenius theo-
rem [101,104]. Therefore, when m ! ¥, the Markov process becomes stationary [2] and yields
p p p(m+1) =p p p(m): (4.9)
Let p p p = [p0;p2; ;p7]T = limm!¥p p p(m). Then, the steady-state probabilities p p p can be
obtained by solving the equation
p p p =P P PTp p p (4.10)4.1. THROUGHPUT OF NETWORK CODING NODES WITHOUT QUEUEING BUFFERS 89
associated with the constraint å
7
i=0;2pi(m) = 1. Equation (4.10) shows that p p p is the right eigen-
vector of matrix P P PT associated with an eigenvalue one. Therefore, p p p can be evaluated with the
aid of the methods for solving the eigenvector problem [101,104].
Finally, when reaching the steady-state, the throughput of the 2ISO network coding node
of Fig. 4.1 or of the 2ISO network coding branch of Fig. 4.2 is the rate that the encoded packets
are successfully conveyed from node B to nodeC. This rate is also equal to the rate that packets
in b1 and b2 are encoded and forwarded to b0. When this rate is normalized by T of the RTT,
the throughput is then equal to the probability that the packets are forwarded from node b1 and
b2 to b0.
From the operation principles as described in Section 4.1.1.1, we can know that the state
Si; i6=1;6, say, att =mT alwayschangestoS6 att =(m+1)T, whenthepacketsinb1 andb2 are
encoded and the result is forwarded to b0 at t = (m+1)T. Otherwise, the state at t = (m+1)T
will never be S6. By contrast, when S(m) = S6, then S(m+1) = S6 in the following two cases.
First, if all the packets transmitted att =mT are correctly conveyed, which results in that the two
packets received by node B are encoded and the result is forwarded to b0 at t = (m+1)T. These
operations yield the state S6 and has the probability of p0p1p2, or if all the packets transmitted
at t = mT are detected in errors - which makes node B retains its previous state S6. In the above
two cases, however, only the former event makes contribution to the throughput. Therefore,
when considering all the above events, the normalized throughput of the 2ISO network coding
node can be expressed as
R =P0(¥)P0;6+P2(¥)P2;6+P3(¥)P3;6+P4(¥)P4;6
+P5(¥)P5;6+P6(¥)p0p1p2+P7(¥)P7;6
=p0P0;6+p2P2;6+p3P3;6+p4P4;6+p5P5;6+p6p0p1p2+p7P7;6 (4.11)
where piPi;6; i 6= 6; is the probability of the event that the current state is Si, which transits to S6
at the next time. Let us now consider a general network coding node having multiple incoming
channels.
4.1.2 Throughput of H-Input-Single-Output Network Coding Nodes
In this section, we extend our study in the last section to a general HISO network coding node,
where each link has only one buffer. The network coding assisted system considered is shown
in Fig. 4.4. As Fig. 4.1 for the 2ISO system, the system of Fig. 4.4 is also constituted by three
nodes, A, BandC. However, inFig.4.4nodeAaccommodatesH numberofinformationsources,90
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Node C b0
link 0: l0
Node B
Node A
link 1: l1
link H: lH
b1 X1
b2 X2
bH XH
. . . . . .
Fig. 4.4: A network coding node B with H incoming links l1;l2;:::;lH and one outgoing link l0.
X1;X2;:::;XH, whichareconnectedwiththecodingnodeBthroughH links, l1;l2;:::;lH. Again,
we assume that each link consists of a forward channel and a feedback channel. In Fig. 4.4 node
C is a sink node, which is connected with node B by one link l0. Finally, in Fig. 4.4 b0 and
b1;b2;:::;bH are the buffers for storing the outstanding packet transmitted on link l0 and the
packets received from links l1;l2;:::;lH, respectively. It is assumed that each buffer can store at
most one packet.
As the 2ISO network coding node B in Fig. 4.4, the operations of the HISO network cod-
ing node B in Fig. 4.4 can also be modeled by a Markov chain with (2H+1  1) states and a
corresponding transition matrix P P P. The throughput of the HISO network coding node can also
be analyzed in the same way as that for the 2ISO network coding node, once the state transition
matrix P P P is available. Hence, in order to analyze the throughput of the HISO network coding
node, it is essential to determine ﬁrst the state transition matrix P P P. In this section, an algorithm
is proposed for generating the state transition matrixP P P, which are described in detail as follows.
Let S(m) = [qH(m);qH 1(m); ;q0(m)] denote the state at time t = mT, where qh(m) =
1 or 0; h = 0;1;:::;H; means that bh is empty or occupied at t = mT. It can be shown that, for
the HISO network coding node, the state S(m) = [0;0;:::;0;1] does not exist, which explains
that the Markov chain has (2H+1 1) states. Let the (2H+1 1) possible states of S(m) be ex-4.1. THROUGHPUT OF NETWORK CODING NODES WITHOUT QUEUEING BUFFERS 91
pressed as S0;S2;:::;S2H+1 1, where the subscript i is the integer representation of a correspond-
ing binary representation of S(m) = [qH(m);qH 1(m); ;q0(m)], such as, S0 = [0;0;:::;0],
S2H+1 1 = [1;1;:::;1], etc.
Let the (2H+1   1)  (2H+1   1)-dimensional transition matrix be P P P =
 
Pi;j

; i; j =
0;2;:::;2H+1 1, where Pi;j =Pi;j(m)=P[S(m+1)=SjjS(m)=Si] express the transition prob-
ability from the state Si at t = mT to the state Sj at t = (m+1)T. Let S ˆ J = (1;1; ;1;0), where
ˆ J = 2(H+1)  2. Then, the algorithm for computing Pi;j can be described as follows, which is
also summarized by the ﬂow chart of Fig. 4.5.
First, Pˆ J; ˆ J corresponding to the transition probability from S(m)=S ˆ J to S(m+1)=S(m)=
S ˆ J is an exceptional case need to be considered speciﬁcally. The state changes from S(m) = S ˆ J
to S(m+1) = S(m) = S ˆ J, either if all the packets transmitted on the (H +1) links are correctly
received – which has a probability of Õ
H
k=0 pk, or if all these packets fail to be deliver – which
has a probability of Õ
H
k=0 pk. Hence, the transition probability of Pˆ J; ˆ J is given by
Pˆ J; ˆ J =
H
Õ
k=0
pk+
H
Õ
k=0
pk (4.12)
Second, the transition probability Pi; ˆ J; i=0;2;:::; ˆ J 1; ˆ J+1; can be expressed in the form
of
Pi; ˆ J =
H
Õ
h=0
fh; i = 0;2;:::; ˆ J 1; ˆ J+1 (4.13)
where, by deﬁnition,
f0 =

p0; if q0(m) = 0
1; if q0(m) = 1
fh =

1; if qh(m) = 0
ph; if qh(m) = 1 ; h  1 (4.14)
Note that, f0 may be interpreted as the probability of availability for b0 to store the next new
packet, b0 is always available (f0 = 1) at t = (m+1)T if q0(m) = 1 and is available with a
probability of f0 = p0 at t = (m+1)T if q0(m) = 0. By contrast, fh; h  1; may be interpreted
as the probability of availability of a packet at bh that can be encoded and forwarded to b0 at
t = (m+1)T. Explicitly, fh = 1 if qh(m) = 0 and fh = ph if qh(m) = 1.92
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f0 = p0
f0 = 0
f0 = p0
f0 = 1
(1,1)
(1,0)
(0,1)
(0,0)
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(q0(m),q0(m + 1))
(0,0)
(0,1)
(1,0)
(1,1)
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fh = ph
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False
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True
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k=0pk +
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k=0pk Pi,j =
QH
k=0fk
Start
False
qh(m)
h = h + 1
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q0(m)
0 1
f0 = p0 f0 = 1
h = 1
0 1
fh = 1 fh = ph
False
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S(m + 1) = S ˆ J
True False
True
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S(m + 1) = S(m)
= S ˆ J
Fig. 4.5: Illustration of the algorithm for calculating the state transition probability of a H-input-one-
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Finally, the other entries of P P P corresponding to j 6= ˆ J can be expressed in the form of
Pi;j =
H
Õ
h=0
fh; i = 0;2;:::; ˆ J+1; j = 0;2;:::; ˆ J 1; ˆ J+1 (4.15)
where, for h = 0, f0 is deﬁned as
f0 =
8
> > <
> > :
p0; if q0(m) = 0 and q0(m+1) = 0
p0; if q0(m) = 0 and q0(m+1) = 1
0; if q0(m) = 1 and q0(m+1) = 0
1; if q0(m) = 1 and q0(m+1) = 1
(4.16)
and, for h = 1;2;:::;H, we have
fh =
8
> > <
> > :
1; if qh(m) = 0 and qh(m+1) = 0
0; if qh(m) = 0 and qh(m+1) = 1
ph; if qh(m) = 1 and qh(m+1) = 0
ph; if qh(m) = 1 and qh(m+1) = 1
(4.17)
Note that, the state of node B always changes to S ˆ J after a new packet is formed and forwarded to
b0. Hence, the transition from Si to Sj with j 6= ˆ J means no new packet is formed and forwarded
to b0. When keeping this in mind, it is then not difﬁcult to follow the equations in (4.16) and
(4.17). For example, when q0(m)=0 (occupied) and q0(m+1)=0 (occupied), this event occurs
only when the packet is not successfully delivered at t = (m+1)T. Hence, we have f0 = p0.
As another example for the case of h  1, the event of qh(m) = 1 (empty) and qh(m+1) = 0
(occupied) means that bh is ﬁlled by a new packet at t = (m+1)T. Hence, the probability is
fh = ¯ ph.
After the transition probability matrix P P P is determined, the steady-state probabilities p p p can
be obtained following the equations (4.7)-(4.10). Finally, the normalized throughput of the
general HISO network coding node is the total probability of entering the state S ˆ J excluding the
probability of the erroneous event from the state S(m) = S ˆ J to the state S(m+1) = S ˆ J, which
can be expressed as
R =
2(H+1) 1
å
i=0;2
piPi; ˆ J  p ˆ J
H
Õ
h=0
ph
=
2(H+1) 1
å
i=0;2;i6= ˆ J
piPi; ˆ J +p ˆ J
H
Õ
h=0
ph: (4.18)94
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In the following section, let us extend our study in this section to the network coding node,
where each of the links has an arbitrary number of queueing buffers.
4.2 Steady-State Throughput Analysis for SW-ARQ Aided
Network Coding Nodes with Queueing Buffers
In this section, we further extend our study in the last section to the general HISO network cod-
ing nodes where each of the links has an arbitrary number of buffers. It can ban shown that the
throughput of the SW-ARQ supported general HISO network coding node with arbitrary num-
ber of queueing buffers can also be obtained by following the analysis similar to that provided
in Section 4.1.
4.2.1 System Model, Assumptions and Transmission Operations
. . .
···
b0
bH
···
···
b1
···
b2
X2
KH
K2
K1
link 0: l0
Node C
Node B
K0
Node A
link 1: l1
link H: lH
X1
XH
. . .
Fig. 4.6: A network coding node B with H incoming links l1, l2,  , lH and one outgoing link l0, where
the ith incoming link is attached to a buffer with Ki units, and the outgoing link is attached to a
buffer with Ko units.
The system considered in this section is shown in Fig. 4.6, which is the same as Fig. 4.1,
except that, instead of having just one buffer unit, in Fig. 4.6, the ith, i = 0;1;:::;H, link is
associated with a buffer of size Ki. Speciﬁcally, in Fig. 4.6, at node B, b b b0 is the buffer storing
the packets to be transmitted to node C. By contrast, b b b1;b b b2; ;b b bH are the buffers storing the4.2. STEADY-STATE THROUGHPUT ANALYSIS FOR SW-ARQ AIDED NETWORK CODING NODES
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packets received successfully from the source nodes X1;X2; ;XH. We assume that the vth,
v = 0;1;:::;H, buffer b b bv has Kv memory units, which are indexed by fuv
1;uv
2; ;uv
Kvg; each
memory unit can store one packet. Furthermore, we assume that the packets in a buffer forms
a First-In-First-Serve (FIFS) queue. In addition to the above-mentioned assumptions, the other
assumptions adopted are the same as those summarized in Section 4.1.
The operations carried out at nodes A, B and C at time t = mT; m = 0;1;::: or t = (m 
1=2)T; m = 1;2;::: can be described as follows.
 Initially att =0, the source node A transmits x1(0);x2(0); ;xH(0) through, respectively,
links l1;l2;:::;lH to node B. Correspondingly, the outstanding packet is set to xh(0) for
source Xh, where h = 1;2;:::;H.
 Assume that a packet xh(n) is transmitted by node A to node B at time t = (m 1)T; m =
1;2;:::, this packet arrives at node B through the forward channel of link lh at time t =
(m 1=2)T after half a RTT. Upon receiving this packet, node B checks whether the
packet xh(n) is corrupted during the transmission and whether b b bh has a free memory unit
available to store the packet. If the received packet is corrupted or the buffer b b bh is full, a
NACK is sent back through the feedback channel of link lh to Xh of node A. Otherwise,
node B sends an ACK to node A and, simultaneously, stores xh(n) into buffer b b bh.
For the sink node C, similarly, if there is a packet x0(n) transmitted by node B at t =
(m 1)T, this packet is received by node C from the forward channel of link l0 at time
t = (m 1=2)T. In this case, the outstanding packet of node B is set to x0(n), which is
stored temporally in buffer b b b0. Upon receiving the packet, node C checks whether the
packet is correct. If the packet is received with errors, a NACK is fed back to node B. By
contrast, if the packet is assumed to be correct, then x0(n) is accepted by nodeC and node
C sends an ACK to node B using the feedback channel of link l0.
 At t = mT, nodes A and B check the feedback channels to see whether the last transmitted
packets are successfully conveyed. Speciﬁcally, for the source Xh of node A, if an ACK
is received from the feedback channel of link lh while the outstanding packet is xh(n),
then node A transmits the next packet xh(n+1) from source Xh. Simultaneously, the
outstanding packet of Xh is changed to xh(n+1). However, if a NACK is received from
the feedback channel of link lh while the outstanding packet of Xh is xh(n), then the packet
xh(n) is retransmitted to node B and the outstanding packet does not change.
For the coding node B, the operations follow the following steps:96
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1) If an ACK is received from the feedback channel of link l0 while the outstanding
packet is x0(n), then node B sends the next packet x0(n+1), if it is ready. At the
same time, the outstanding packet is updated from x0(n) to x0(n+1) by shifting all
the packets in b b b0 by one unit to the right. By contrast, if A receives a NACK from
node C while the outstanding packet is x0(n), then node B retransmits x0(n) and
keeps the outstanding packet unchanged. Explicitly, the outstanding packet of link
l0 is the packet stored in the right-most memory unit of b b b0.
2) After updating the outstanding packet for the outgoing link l0 according to the in-
formation fed back from node C, node B checks whether there are any free memory
units in buffer b b b0. If buffer b b b0 is full, node B takes no action until t = (m+1)T.
However, if there is free memory, then node B checks all its input buffers b b b1;:::;b b bH
to see whether the packets for encoding are prepared. If yes, then the packets, say,
x1(n0); :::; xH(n0), stored in the right-most memory units of b b b1;:::;b b bH are encoded
into a new packet x0(n0), which is then stored into the bufferb b b0. Simultaneously, the
packets x1(n0); :::; xH(n0) are removed from the buffers b b b1; :::; b b bH and the other
packets in b b b1; :::; b b bH are shifted towards the right by one unit.
Let us below focus on the performance analysis of the steady-state throughput.
4.2.2 Finite-State Machine Modeling of Network Coding Node’s Opera-
tions
Let U U Uv
kv = f0;1g be a set containing the two states of uv
kv; v = 0;:::;H; kv = 1;:::;Kv, where
uv
kv = 1 corresponds to the state that the memory unit uv
kv is free to store a new packet, while
uv
kv = 0 to the state that uv
kv is occupied. Then, the state of node B at every t = mT can be
determined by
S(m) = [uH
KH uH
1 ; ;uv
kv; ;u1
K1u1
1;u0
K0u0
1] (4.19)
LetS S S=

S0;S1;:::;S2L 1
	
containsallthepossiblestatesofnodeB, representingallthepossible
combinations of the L-tuple S(m), where L = å
H
v=0Kv is the total number of memory units in
b b b0;b b b1;:::;b b bH, as explained by (4.19). The mapping of Sl to the L-tuple of (4.19) is the nature
binary mapping, i.e., l = å
H
v=0å
Kv
kv=1uv
kv2kv 1+å
v 1
i=0 Ki.
Note that, there are two types of states – which we refer to as two limitations for conve-
nience – in S S S that the coding node B will never enter. The ﬁrst limitation is that the coding node4.2. STEADY-STATE THROUGHPUT ANALYSIS FOR SW-ARQ AIDED NETWORK CODING NODES
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B never enters the states with discontinuous memory units occupied. This is because we have
assumed that the packets in b b b0;b b b1;:::;b b bH are always stored in the memory units from right to
left. The second limitation is that the coding node B never enters the states where the buffer b b b0
has free memory but the buffers b b b1;b b b2;:::;b b bH have packets prepared for encoding. These states
will not occur, since, in this case, new coded packets can be formed and stored into b b b0.
When considering only the ﬁrst limitation, it can be shown that the buffer b b bv has (Kv+1)
legitimate states, which are collected in s s sv = f111;110;:::;000g. The total number of
states of node B is hence Õ
H
v=0(Kv+1). When considering the second limitation, there are K0
cases that bufferb b b0 is not fully occupied. For each of these K0 cases, there are Õ
H
v=1Kv different
legitimatecombinationsthatanyofb b b1;b b b2;:::;b b bH hasatleastonepacketprepared. Therefore, the
number of combinations for the second limitation is Õ
H
v=0Kv. Consequently, when considering
both the limitations, the total number of legitimate states of node B is
Nls =
H
Õ
v=0
(Kv+1) 
H
Õ
v=0
Kv: (4.20)
When derive the transition matrixP P P =

Pi;j

, where Pi;j = P[S(m+1) = jjS(m) = i] denotes the
transition probability from state i to state j, we only need to consider these legitimate states.
Hence, the dimensions of P P P is (NlsNls). Let all these legitimate states form a set ˜ S S S S S S. For
convenience of description, all the indices of the legitimate states in ˜ S S S are collected into the set
L L L. Let us now analyze the probability of state transition.
4.2.3 Probability of State Transitions
It can be shown that a state transition may or may not result in throughput. To be more speciﬁc,
a state transition can only result in the following cases.
1) When a transition does not result in throughput, implying that no new coded packet is
formed, and when the output buffer b b b0 is not full, then, at least one of the input buffers
b b b1;b b b2;:::;b b bH must be empty in both the previous and current states.
2) Whenatransitionresultsinthroughput, implyingthatanewcodedpacketisformedduring
the transition, then, after the transition, the number of packets in any of the buffers that
are full in the previous state decreases by one in the current state.
3) When a state transition occurs, the difference of the number of packets in a buffer is either
zero or one.98
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Therefore, Pi;j = 0, if the state transition does not obey any one of the above conditions. Oth-
erwise, we express the state transition probability as Pi;j = P+
i;j +P0
i;j, where P+
i;j is the state
transition probability yielding throughput, while P0
i;j is the state transition probability without
yielding throughput. Let us now consider P+
i;j and P0
i;j.
Let us express the state ofb b bh att =mT as q
kh
h (m), q
kh
h (m)2s s sh; h=0;:::;H; kh =0;:::;Kh,
which is a Kh-length binary sequence starting with (Kh kh) 1’s followed by kh 0’s. Explicitly,
q0
h(m) and q
Kh
h (m) denote that the bufferb b bh is empty and full, respectively. Then, when assuming
that the state transition generates throughput provided by successfully forming a new coded
packet, the state transition probability can be expressed as
P+
i;j =
H
Õ
h=0
f+
h ; i; j 2L L L; (4.21)
where f+
h ; h = 0;1;:::;H, are the corresponding state transition probabilities of b b bh; h =
0;1;:::;H, from t = mT to t = (m+1)T, under the condition that a new coded packet is formed
during the transition. These probabilities are analyzed as follows.
On the condition that a new coded packet is added to b b b0 at t = (m+1)T, upon considering
various possible events, the conditional transition probability f+
0 can be written as
f+
0 =
8
> > <
> > :
1; if q0
0(m) ! q1
0(m+1)
p0; if q
k0
0 (m) ! q
k0+1
0 (m+1); 1  k0  K0 1
p0; if q
k0
0 (m) ! q
k0
0 (m+1); 1  k0  K0
0; else
(4.22)
where p0 and p0 are respectively the probabilities that a packet sent from node B to node C at
t = mT is incorrect and correct. Note that, ﬁrst, f+
0 = 1, if q0
0(m) ! q1
0(m+1), since there is no
transmission from node B to nodeC at t =mT, but a new coded packet is added at t =(m+1)T,
resulting in that the probability of the transition q0
0(m) ! q1
0(m+1) is one. Second, when
1  k0  K0 1, the transition of q
k0
0 (m) ! q
k0+1
0 (m+1) occurs, only when the packet sent at
t = mT to node C was in error, yielding f+
0 = p0. Finally, since a new coded packet is added
to b b b0 at t = (m+1)T, a packet should have been successfully conveyed to node C in order
for the states of b b b0 at t = mT and t = (m+1)T to retain the same, satisfying the transition
q
k0
0 (m) ! q
k0
0 (m+1). Hence, this probability is f+
0 = p0.
Remembering that one packet from each of the buffersb b b1;b b b2;:::;b b bH is removed after form-
ing a new coded packet, the conditional transition probability f+
h ; h = 1;2;:::;H, can be ex-4.2. STEADY-STATE THROUGHPUT ANALYSIS FOR SW-ARQ AIDED NETWORK CODING NODES
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pressed as
f+
h =
8
> > > <
> > > :
1; if q
Kh
h (m) ! q
Kh 1
h (m+1)
ph; if q
kh
h (m) ! q
kh 1
h (m+1); 1  kh  Kh 1
ph; if q
kh
h (m) ! q
kh
h (m+1); 0  kh  Kh 1
0; else
(4.23)
where h = 1;2;:::;H and the related terms can be explained as follows. First, if b b bh is full at
t = mT corresponding to the state q
Kh
h (m), then, no new packet is able to be added to b b bh at
t = (m+1)T, no matter the received packet is correct or incorrect. In this case, after forming
a new coded packet, the right-most packet in b b bh is deleted, making the transition from the state
q
Kh
h (m) to the state q
Kh 1
h (m+1) certain. Hence, the probability of this transition is f+
h = 1.
When 1  kh  Kh  1, the transition from the state q
kh
h (m) to the state q
kh 1
h (m+1) occurs,
only when the packet received from link h is in error. Therefore, the corresponding transition
probability is f+
h = ph. Similarly, when 0  kh  Kh 1, the transition from the state q
kh
h (m) to
q
kh
h (m+1) occurs, only when a new packet is received correctly from link h. Correspondingly,
the transition probability is f+
h = ph. For all the other cases, f+
h = 0.
The transition probability P0
i;j can be expressed as
P0
i;j =
H
Õ
h=0
f0
h; i; j 2L L L (4.24)
where f0
h; h = 0;1;:::;H, represents the corresponding transition probability occurred with the
buffer b b bh; h = 0;1;:::;H from t = mT to t = (m+1)T, under the condition that no new coded
packetisformedduringthetransition. Theconditionaltransitionprobability f0
0 canbeexpressed
as
f0
0 =
8
> > <
> > :
1; if q0
0(m) ! q0
0(m+1)
p0; if q
k0
0 (m) ! q
kh
0 (m+1); 1  k0  K0
p0; if q
k0
0 (m) ! q
kh 1
0 (m+1); 1  k0  K0
0; else
(4.25)100
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which can be explained similarly as for (4.22). The conditional transition probability f0
h can be
expressed as
f0
h =
8
> > > <
> > > :
1; if q
Kh
h (m) ! q
Kh
h (m+1)
ph; if q
kh
h (m) ! q
kh
h (m+1); 0  kh  Kh 1
ph; if q
kh
h (m) ! q
kh+1
h (m+1); 0  kh  Kh 1
0; else
(4.26)
where h = 1;2;:::;H. The explanation for (4.26) is similar as that for (4.23).
Finally, with P+
i;j and P0
i;j for all i; j 2 L L L at hand, the probability transition matrix P P P =
 
Pi;j

can be formed as P P P =

Pi;j = P+
i;j+P0
i;j

. The probability transition matrix P P P can also be
decomposed into P P P = P P P+ +P P P0, where P P P+ =

P+
i;j

and P P P0 =

P0
i;j

, respectively. Let us now
analyze the steady-state throughput of the network coding node shown in Fig. 4.6.
4.2.4 Analysis of Steady-State Throughput
As discussed in Section 4.2.2, at the times of t = mT, where m is an integer, node B can only be
at one of the states in the set ˜ S S S. Therefore, in our throughput analysis, we only need to consider
the states in ˜ S S S. Let Pi(m) denote the probability that the state of node B is Si at time t = mT,
where i 2L L L. Let p p p(m) = [Pl1(m);Pl2(m); ;PlNls(m)]T, where l1; l2;:::;lNls are respectively the
1st, 2nd, :::, Nlsth indices in L L L. Explicitly, we have
å
8l2L L L
Pl(m) = 1: (4.27)
Let us assume that the system is activated from an idle state S(0) = S2L 1. Then we have
p p p(0) = [0; ;0;1]T (4.28)
Then, using the law of total probability, we can express the probability Pj(m+1) as
Pj(m+1) = å
8i2L L L
Pi;jPi(m); j 2L L L (4.29)
where Pi;j = Pi;j(m) denotes the transition probability from state Si at t = mT to state Sj at
t = (m+1)T, which has been analyzed in Section 4.2.3. Note that, the transition probabilities
are time-invariant and independent of m. Alternatively, (4.29) with all j 2L L L can be expressed in4.2. STEADY-STATE THROUGHPUT ANALYSIS FOR SW-ARQ AIDED NETWORK CODING NODES
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vector form as
p p p(m+1) =P P PTp p p(m) (4.30)
which is a recursive equation. Hence, given p p p(0), p p p(m) can be expressed as
p p p(m) =
 
P P PTm
p p p(0); m = 1;2;::: (4.31)
As shown in (4.27), the sum of each row of P P P equals one. Hence, P P PT is a left stochas-
tic matrix [101], whose limit of limm!¥(P P PT)m exists, according to the Perron-Frobenius theo-
rem [101,104]. Therefore, when m ! ¥, the Markov process becomes stationary [2] and yields
p p p(m+1) = p p p(m) =p p p (4.32)
where p p p = [pl1;pl2; ;plNls]T = limm!¥p p p(m) and åi2L L Lpi(m) = 1. Therefore, letting m ! ¥
and applying (4.32) into (4.30), we have
p p p =P P PTp p p (4.33)
under the constraint of åi2L L Lpi(m) = 1. Equation (4.33) shows that p p p is a right eigenvector of
matrix P P PT corresponding to the eigenvalue one. Therefore, the solution to p p p can be obtained
with the aid of the methods for solving the eigenvector problem [101,104].
Finally, when reaching the steady-state, the throughput of the HISO network coding sys-
tem as shown in Fig. 4.6 can be measured by the rate that packets in buffers b b b1;b b b2; ;b b bH are
successfully encoded and forwarded to bufferb b b0. When this rate is normalized by T of the RTT,
the throughput of the network coding system is simply equal to the probability that new coded
packets are formed and forwarded to b b b0. According to the operational principles as detailed in
Section 4.2.3, the throughput is generated only when the state transitions of node B result in
the non-zero transition probabilities of
n
P+
i;j
o
, which are the non-zero elements in matrix P P P+.
Therefore, the steady-state throughput of the HISO network coding system can be expressed as
R =å
i2L L L
piå
j2L L L
P+
i;j: (4.34)
Let us now provide a range of performance results.102
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pe 0:1 0:2 0:3 0:4 0:5 0:6 0:7 0:8
p0 0:0705 0:1070 0:1282 0:1418 0:1515 0:1591 0:1656 0:1714
p2 0:0070 0:0206 0:0353 0:0489 0:0606 0:0702 0:0778 0:0836
p3 0:0705 0:1070 0:1282 0:1418 0:1515 0:1591 0:1656 0:1714
p4 0:0070 0:0206 0:0353 0:0489 0:0606 0:0702 0:0778 0:0836
p5 0:0705 0:1070 0:1282 0:1418 0:1515 0:1591 0:1656 0:1714
p6 0:7676 0:6173 0:5096 0:4279 0:3636 0:3120 0:2699 0:2351
p7 0:0070 0:0206 0:0353 0:0489 0:0606 0:0702 0:0778 0:0836
R 0:7669 0:6123 0:4958 0:4005 0:3182 0:2446 0:1773 0:1147
Table 4.2: Steady-state probabilities p p p and corresponding steady-state throughput evaluated by (4.11).
4.3 Performance Results
In this section we illustrate a range of numerical and simulation results in order to characterize
the throughput performance of the HISO network coding node and to justify our analytical
results obtained in the previous sections. In our simulation and numerical evaluation examples,
we assume that the packet error rates of all links l0, l1 ...lH are the same and equal pe.
Note that, for convenience, in all the considered cases, we assumed that all the incoming
links have the buffers of the same size Kin. The buffers size of the outgoing link is expressed as
Kout.
4.3.1 Performance Results for SW-ARQ Aided Network Coding Nodes
without Queueing Buffers
Inthischapter, thesimulationsarewritteninC++[102]andrelyontheIT++packages[103]. Let
us start with a 2ISO network with only one buffer unit connected to each link, Table 4.2 shows
the steady-state probabilities p p p as well as the normalized throughput, which were evaluated
using (4.11), for different Packet Error Rate (PER) values. As the results in Table 4.2 shown,
the normalized throughput decreases as the PER of the communication links increases.
Figs. 4.7 - 4.10 depict the normalized throughput versus the time normalized by RTT,
when the network coding node employs H = 2;3;4 and 5 incoming links, respectively. In our
simulations, the normalized throughput at t = mT was obtained as
R(m) =
N(m)
T
; m = 1;2;::: (4.35)
where N(m) represents the number of packets transmitted successfully from node B to node
C during t = 0 and t = mT. Furthermore, in Figs. 4.7 - 4.10 the corresponding steady-state4.3. PERFORMANCE RESULTS 103
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Fig. 4.7: Simulated time-variant throughput and numerically evaluated steady-state throughput for the
HISO network coding system without queueing buffers with H = 2.
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Fig. 4.8: Simulated time-variant throughput and numerically evaluated steady-state throughput for the
HISO network coding system without queueing buffers with H = 3.104
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Fig. 4.9: Simulated time-variant throughput and numerically evaluated steady-state throughput for the
HISO network coding system without queueing buffers with H = 4.
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Fig. 4.10: Simulated time-variant throughput and numerically evaluated steady-state throughput for the
HISO network coding system without queueing buffers with H = 5.4.3. PERFORMANCE RESULTS 105
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Fig. 4.11: Steady-state throughput versus packet error rate performance of the network coding system
with H = 2;3;4 or 5 incoming links and the memory space Kin = Kout = 1.
throughput evaluated by formula (4.18) are depicted for all the PER values considered.
From the results of Figs. 4.7 - 4.10, we can observe that the simulated throughput starts
at R(0) = 0, since there are no packets received by node C at t = 0. Then, the throughput ob-
tained by simulations ﬂuctuates around its corresponding steady-state throughput obtained from
evaluation of (4.18), due to insufﬁcient number of samples. Finally, the throughput obtained
by simulations converges to the theoretical steady-state throughput. The results of Figs. 4.7 -
4.10 demonstrate that our analytical results obtained in Sections 4.1.1 and 4.1.2 are effective for
evaluation of the steady-state throughput of general HISO network coding node.
Finally, in Fig. 4.11 we compare the normalized steady-state throughput versus PER per-
formance of the network coding node, when it has H = 2;3;4 and 5 incoming links. The results
of Fig. 4.11 show that, at a given PER pe, the normalized throughput decreases, when the coding
node has more incoming links. This is because, explicitly, the chance of forming a new packet
and forwarding it to buffer b0 becomes smaller, as the new packet depends on correctly receiv-
ing more packets. Additionally, from Fig. 4.11 we observe that the difference of the normalized
throughput corresponding to different number of incoming links becomes smaller, as the PER
increases.106
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Fig. 4.12: Simulated time-variant throughput and numerically evaluated steady-state throughput for the
2ISO network coding system with the memory space Kin = Kout = 2.
4.3.2 Performance Results for SW-ARQ Aided Network Coding Nodes
with Queueing Buffers
In Figs. 4.12 and 4.13, we illustrate the throughput performance of the network coding node
B with two incoming links, where the memory size for each incoming and outgoing link is
Kin = Kout = 2 and 4, respectively. Additionally, in these ﬁgures, the corresponding steady-state
throughput evaluated by using equation (4.34) is depicted. The results of Figs. 4.12 and 4.13
show that the simulated dynamic throughput converges to the steady-state throughput evaluated
by (4.34), which hence justiﬁes our analytical results. The throughput of the network coding
node decreases signiﬁcantly, if the PER increases. Furthermore, when comparing the results in
Fig. 4.12 with that in Fig. 4.13, we can ﬁnd that, for a given PER, the steady-state throughput
of using Kin = Kout = 4 is higher than that of using Kin = Kout = 2. Hence, the throughput of
a network coding system may be improved by designing the coding nodes with more memory
capacity.
Additionally, in Figs. 4.14 and 4.15, we investigate the impact of the buffers allocated
for the incoming and outgoing links of node B on the achievable throughput, when the total
buffer retains constant. Speciﬁcally, in Fig. 4.14, the coding node has two incoming links and
the total buffer is Ktotal = 12, while in Fig. 4.15, the coding node has four incoming links and4.3. PERFORMANCE RESULTS 107
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Fig. 4.13: Simulated time-variant throughput and numerically evaluated steady-state throughput for the
2ISO network coding system with the memory space Kin = Kout = 4.
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Fig. 4.14: Effect of buffers on the steady-state throughput performance of the network coding system
with H = 2. The total buffer is Ktotal = Kin2+Kout = 11.108
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Fig. 4.15: Effect of buffers on the steady-state throughput performance of the network coding system
with H = 4. The total buffer is Ktotal = Kin4+Kout = 25.
the total buffer is Ktotal = 25. From Figs. 4.14 and 4.15, we can observe that, given the total
memory space, initially, increasing the buffers allocated to the incoming links yields higher
throughput. This observation implies that, at a HISO network coding node, correctly receiving
the packets from the incoming links for forming new coded packets has critical impact on the
ﬁnal achievable throughput. However, as shown in Figs. 4.14 and 4.15, when the incoming
links have sufﬁcient buffers but the outgoing link has insufﬁcient buffer, then, the achievable
throughput is dominated by the outgoing link and decreases as the incoming links are allocated
more buffer. Therefore, when given the total buffer of a coding node, there is an optimum
buffer allocation to the incoming and outgoing links, which results in the highest throughput. As
shown in Figs. 4.14 and 4.15, this argument becomes more declared, when the frame error rate
pe decreases or/and the coding node has more incoming links.
4.4 Conclusions
Inthischapter, wehaveinvestigatedthesteady-statethroughputofgeneralnetworkcodingnodes
with or without queueing buffers, when the simple SW-ARQ transmission scheme is employed
for error-control.4.4. CONCLUSIONS 109
We have started in Section 4.1.1 with considering a 2ISO network coding node. Expres-
sionsforcomputingthesteady-statethroughputhave beenobtainedbymodelingthesystemwith
aFSM. Then inSection4.1.2, theanalyticalmethodforthe2ISO codingnodehasbeenextended
to the HISO network coding node without queueing buffers. Furthermore, in Section 4.2, we
have extended our analysis in Section 4.1 to a HISO network coding node with queueing buffers.
The steady-state throughput performance of the general network coding nodes has been inves-
tigated in Section 4.3 by both simulation and numerical approaches. From our simulation and
numerical results, it can be shown that, for the network coding nodes with or without queueing
buffers, the throughput of a coding node decreases, as the number of incoming links to the cod-
ing node increases. This property implies that, in a network coding system, the coding nodes
may form the bottlenecks for information delivery. However, when given the other conditions,
the throughput performance of the network coding nodes with queueing buffers is improved in
comparison with that of the network coding nodes without queueing buffers. For the network
coding nodes with queueing buffers, our studies show that the throughput performance has been
improved by increasing the buffer size of the links involved. Finally, for the network coding
nodes with queueing buffers, given the total buffer of a network coding node, there exists an
optimum buffer allocation, which results in the highest throughput of the network coding node.110
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Steady-State Throughput Analysis for
Network Coding Node Employing
GBN-ARQ
As discussed in Chapter 3, among the basic Automatic Retransmission reQuest (ARQ) schemes,
the Go-Back-N ARQ (GBN-ARQ) and Selective-Repeat ARQ (SR-ARQ) schemes are capable
of providing better performance than the Stop-and-Wait ARQ (SW-ARQ) scheme, while requir-
ing higher implementation complexity than the SW-ARQ scheme. In this chapter, we study the
steady-state throughput of the general network coding nodes, when communications between
two nodes are based on the GBN-ARQ. In our analysis, we assume that each link is associ-
ated with a buffer of arbitrary size. In this case, the transmitter can transmit all the packets in
the transmission window without stoping to wait for the acknowledgement for the outstanding
packets. However, when a Negative ACKnowledgement (NACK) is received by the transmitter,
the corrupted packet as well as the following packets are then all retransmitted.
As in Chapter 4, in this chapter, the steady-state throughput of the general H-Input-Single-
Output (HISO) network coding node is analyzed. The operations, properties and transition
probability of a HISO network coding node supported by the GBN-ARQ transmission scheme
are analyzed in detail. Furthermore, by modeling the operations of network coding nodes as
a Finite State Machine (FSM) working in the principles of discrete-time Markov chain, we
derive the steady-state throughput of the HISO network coding nodes. Finally, the throughput
performanceofnetworkcodingnodesemployingtheGBN-ARQwithdifferentnumbersofinput
links is investigated by both simulation and numerical approaches. Our performance results
demonstrate that the simulation results converge well to the numerical results, which justiﬁes
111112
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the effectiveness of our analytical expressions derived.
5.1 System Model, Assumptions and Transmission Operation
···
b b b0
W1
W2
···
···
WH
link 0: l0
Node B
⋆
Node C
b1
b2
bH
. . .
Node A
link 1: l1
link H: lH
. . . . . .
··· X1
X2
XH
W0
Fig. 5.1: A GBN-ARQ assisted network coding node B with H incoming links l1, l2,  , lH and one
outgoing link l0.
The system model considered in this chapter is shown in Fig. 5.1, which is constituted by
three nodes, A, B and C. Node A is a “generalized” source node with H information sources
X1;X2;:::;XH, which generate the packets to be transmitted through the system. Node B is a
HISO coding node with packet-level network coding. Finally, node C is a sink node receiving
the coded packets from node B. As shown in Fig. 5.1, there is one link l0 between nodes B and
C. Between nodes A and B, there are H links l1;l2;:::;lH, each of which connects one of the
sources X1;X2; ;XH with node B. We assume that packets are transmitted over the links based
on the GBN-ARQ scheme.
In Fig. 5.1, node B is a network coding node with the coding operation represented by ?.
At node B, b b b0 is the buffer for storing the packets to be transmitted to node C. By contrast,
b1;b2; ;bH are the buffers storing the packets successfully received respectively from the
source nodes X1;X2; ;XH.
For the sake of simplicity, we assume that the transmission window of Xh is Wh packets.
The transmitter Xh sends Wh packets before it receives a feedback corresponding to the oldest
packet in the transmission window. As seen in Fig. 5.1, at the coding node B, corresponding to
every link, such as link lh, there is a buffer for storing one received packet. If each of the H links5.1. SYSTEM MODEL, ASSUMPTIONS AND TRANSMISSION OPERATION 113
correctly receives one packet, then they are encoded, forming a packet, which is stored in b b b0.
We assume thatb b b0 can store up toW0 packets, which is the transmission window size of node B.
Note that, for simplicity, above we assumed that each of the H incoming links at node B can
only store at most one packet. The throughput under this assumption represents the lower-bound
of the throughput achievable. If each of the H links at node B is capable of storing more packets,
a higher throughput may be expected. Furthermore, if each of the H links is assumed to store
inﬁnite packets, we can obtain as upper-bound for the throughput.
In addition to the above-mentioned assumptions, the other assumptions adopted are in our
analysis summarized as follows.
 The system is operated in a synchronous manner. This assumption is valid since for the
packet-level network coding to work, it is required that the lower layers provides proper
buffering scheme to guarantee the alignment of incoming packets with the same genera-
tion.
 At the sources X1; X2;  ; XH, there are always packets ready to send. The nth packet of
the hth source Xh is denoted as xh(n).
 Each of the H links has two channels: the forward channel and the feedback channel. The
forward channel is assumed to be a Binary Symmetric Channel (BSC). The probability
of (detectable) packet errors of the hth forward channel is denoted as peh. We assume
that the undetectable packet errors can be neglected, since this probability is very small,
in comparison with the probability of detectable errors. Furthermore, we assume that the
feedback channel is perfect without yielding transmission error.
 When operated under the GBN-ARQ scheme, a transmitter is able to continuously trans-
mit more than one packets over the forward channel, before waiting for the conﬁrmation.
Similarly, the receiver is also able to feed back the same number of conﬁrmations over the
feedback channel. In this case, if we normalize the Round Trip Time (RTT) by the time
duration with respect to a single packet transmission, then, the RTT of link lh is an integer
Th, which represents the number of packets that the transmitter of link lh is able to send
before receiving a feedback from the receiver.
Furthermore, we assume that half of a RTT, i.e., Th=2, is required for transmitting a spe-
ciﬁc packet from one node to another by the corresponding forward channel. Similarly,
half of a RTT is required for sending a speciﬁc conﬁrmation signal from one node to
another by the corresponding feedback channel.114
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 When each of b1;b2; ;bH obtains one packet, expressed as x1(n);x2(n);:::;xH(n), re-
spectively, then, onceb b b0 has a free unit to store, these packets are encoded to form a packet
x0(n), which is immediately stored into b b b0. At the same time, the buffers of b1;b2; ;bH
are released for storing the following packets.
 Packets stored in the buffer b b b0 are always stored in the memory units with the smallest
possible subscripts and following the First-In-First-Serve (FIFS) operation principles.
 Buffers of the sources X1;X2;:::;XH and nodeC can store inﬁnite number of packets.
With the aid of the above assumptions, the operations of the GBN-ARQ assisted network
coding system can be described as follows.
Under the GBN-ARQ, each of the transmitters invoked is able to transmit multiple packets
within one RTT. Hence, for simplicity of description, each RTT can be divided into a number
of time-chips. Within each time-chip, a transmitter can send up to one packet to its receiver.
Similarly, in each time-chip, a receiver can feed back a signal to its transmitter.
Let us speciﬁcally consider the nth time-chip. We assume that source Xh;h = 1;2;:::;H,
has sent the packets Xh(mh);Xh(mh+1);:::;Xh(mh+Wh 1), which are the transmission win-
dow and have not been conﬁrmed. The packets that have been sent by node B to nodeC but have
not been conﬁrmed are expressed as x0(m0);x0(m0+1);:::;x0(m0+W0 1). Then, within the
nth time-chip, the operations are as follows in sequence.
 The receiver for link lh;h = 1;2;:::;H, at node B checks whether bh is empty and whether
the received packet, which is xh(mh), is correct. If bh is available for storing and xh(mh)
is correctly received, then, this receiver feeds back Xh an ACKnowledgement (ACK).
Otherwise, the receiver feeds back Xh a NACK.
Similarly, for link l0, the receiver at node C checks whether the received packets, which
is x0(m0), is correct. If it is correct, node C sends node B an ACK. Otherwise, node C
rejects the packet and sends node B a NACK.
 Forthetransmitteroflinklh;h=1;2;:::;H, ifitdetectsthatxh(mh)ispositivelyconﬁrmed
by its receiver, it then transmits a new packet xh(mh +Wh) in the nth time-chip, and the
packets in the transmission window are updated as xh(mh +1);xh(mh +2);:::;xh(mh +
Wh). Otherwise, the transmitter of link lh re-transmits all the packets in the transmission
window using the nth, (n+1)th, :::, (n+Wh 1)th time-chips. The operations of link l0
is similar as that of lh, except that the window size isW0.5.2. ANALYSIS OF STEADY-STATE THROUGHPUT 115
 Within the nth time-chip, the coding node B also checks whether encoding is possible.
Speciﬁcally, if each of b1;b1;:::;bH stores one packet and b b b0 has at least one space for
storing the new packet, then, the contents of b1;b1;:::;bH are encoded to form a packet,
which is stored in b b b0. Otherwise, no new coded packet is formed.
Let us below analyze the steady-state throughput.
5.2 Analysis of Steady-State Throughput
In this section, we ﬁrst show that an FSM can be employed to represent the network coding
system shown in Fig. 5.1. Then, the steady-state throughput of the network coding system of
Fig. 5.1 is analyzed. The steady-state throughput is deﬁned as the packet rate received by node
C, which, in the steady-state, equals the rate that the coded packets formed by node B.
5.2.1 Finite-State Machine Modeling of Network Coding Node’s Opera-
tions
Let us denote the time duration of each time-chip as Tc. Each GBN-ARQ transmitter is capable
of constantly sending packets at the highest rate of 1=Tc packets per second, and the system is
observed with respect to the time interval of Tc.
As shown in Fig. 5.1, the system consists of three nodes and H +1 links. For the sake of
convenience and simplicity, let us deﬁne some variables to describe the instantaneous state of
the whole system:
 First, letusdeﬁneadelayvariableCh =0;1;:::;Th, inordertodescribethedelaysbetween
theoriginalpacketanditsretransmittedduplicateonalinkwhichconnectsthesourcenode
Xh with the coding node B. It can be shown thatCh belongs to one of the three cases.
1) Ch = Th: the corresponding transmitter operates in the normal state, and the corre-
sponding receiver keeps receiving correct packets.
2) Ch <Th: the receiver is waiting for the expected packet to arrive from the transmitter.
3) Ch = 0: A corrupted packet arrives at the receiver, which is detected by the receiver.
The receiver sends a NACK back to the transmitter, and switches to the lock-up state
by settingCh = 0, and waits for the retransmitted duplicate of the corrupted packet.
The values of the delay variables for all the incoming links are collected into a vector
C C C = fC1;C2;:::;Ch;:::;CHg.116
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 Second, When Ch < Th, then at the end of each state transition, Ch is increased by one in
order to reﬂect the change of the delay between a corrupted packet and its correspondingly
retransmitted duplicate from one time-chip to another.
 Third, letb b b=fb1;b2;:::;bh;:::;bHg, wherebh =0indicatesthatthebufferbh isoccupied,
which bh = 1 indicates that the buffer bh is available for receiving new packet. Let us
deﬁne a scalar b0;b0 = 0;1;2;:::;W0, which denotes the number of packets in b b b0, the
buffer of the outgoing link of node B.
 Forth, let us deﬁne a vector p p p = fp1;p2;:::;pl;:::;pT0g, where pl takes a value in f0;1g.
Speciﬁcally, pT0 = 1 indicates that the node B needs to acknowledge a packet in the next
time-chip, while pT0 = 0 indicates that it does not. In each state transition, the content in
p p p is shifted to the right by one element, in the mean time, if there is a packet to transmit,
p1 is set to 1, otherwise, p1 is set to 0.
 Finally, based on the variables as above-deﬁned, we deﬁne the S S S = fC C C;b b b;b0;p p pg as a state
of the coding node B. Let S be a set containing all the possible states and the size of S
be L. Furthermore, for convenience, let us denote the i-th element in S as S S Si.
Then, we can analyze the state transition of the network coding node B, as will be detailed
below.
5.2.2 Analysis of State Transitions
Let us denote the state transition matrix asP P P =P P P0+P P P+, where the transitions represented byP P P0
do not yield throughput, while those represented byP P P+ generate throughput. Let us ﬁrst analyze
P P P0.
5.2.2.1 Calculation of P P P0
When there is no new packet encoded during a transition, the probability of transition from S S Si
to S S Sj is denoted by P0
i;j. In this case, the operations of each of the incoming links and that of the
outgoing link of the network coding node B are independent. Therefore, P0
i;j can be expressed as
P0
i;j =
H
Õ
h=0
fh; (5.1)
where fh denote the probability contributed by the link lh.5.2. ANALYSIS OF STEADY-STATE THROUGHPUT 117
Let S S Si = fC C Ci;b b bi;bi
0;p p pig, whereC C Ci = fCi
hg, b b bi = fbi
hg and p p pi = fpi
hg. Let us also deﬁne Qi
the number of ones in p p pi, i.e., the number of unconﬁrmed packets on the outgoing link of the
coding node. Furthermore, let us deﬁne p p pi
L = fpi
1;pi
2;:::;pi
l;:::;pi
T0 1g, where T0 is the RTT of
link l0. Then, fh, h = 1;:::;H in (5.1) can be determined as follows.
 If a packet is successfully received from the hth incoming link of node B, i.e., if Ci
h =
Wh;C
j
h =Wh;bi
h = 1;b
j
h = 0, then,
fh = peh (5.2)
 If a packet is received in error from the hth incoming link of node B, i.e., ifCi
h =Wh;C
j
h =
0;bi
h = b
j
h = 1, then,
fh = peh (5.3)
 If no buffer has been changed, i.e.,Ci
h <Wh;C
j
h =Ci
h+1;bi
h =b
j
h; or if an incoming packet
is rejected because the incoming buffer is occupied, i.e.,Ci
h =Wh;C
j
h =0;bi
h =b
j
h =0, then
in these two cases, we have
fh = 1 (5.4)
 For all the other cases, we have
fh = 0: (5.5)
By contrast, f0 is determined as follows.
 When the network coding node B is going to receive a feedback in the next time-chip,
which corresponds to p p pi = [p p pi
L1], then, if the number of packets stored in the outgoing
buffer decreases by one in the transition resulting in b
j
0 = bi
0 1. In this case, either the
outgoing buffer still has packets to transmit, giving bi
0 > Qi;p p pj = [1p p pi
L], or the outgoing
buffer has no more packets to send, corresponding to bi
0 = Qi;p p pj = [0p p pi
L], we have
f0 = pe0 (5.6)118
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However, if the content in the outgoing buffer remains the same before and after the tran-
sition, and the transmission on the outgoing link is re-initialized, corresponding to the case
where a NACK has been received, i.e., if b
j
0 = bi
0 = 1;p p pj = [100:::0], then, we have
f0 = pe0 (5.7)
 If the content of the outgoing buffer remains the same before and after the transition and
there is no feedback need to be responded in the transition, corresponding to b
j
0 = bi
0;p p pi =
[p p pi
L0], then, either when the outgoing buffer still has packets to transmit, yielding bi
0 >
Qi;p p pj = [1p p pi
L]; or when, the outgoing buffer has no more packets to transmit, yielding
bi
0 = Qi;p p pj = [0p p pi
L], we have
f0 = 1 (5.8)
 For all the other cases:
f0 = 0 (5.9)
5.2.2.2 Calculation of P P P+
First, if there is a new packet generated and the outgoing buffer of node B is not overﬂowed,
which requires to satisfy bi
0 <W0;b
j
1 = b
j
2 = ::: = b
j
H = 1, then P+ can be expressed as
P+
i;j =
H
Õ
h=0
fh (5.10)
where fh; h = 1;:::;H, is determined as follows.
 When the hth incoming link stays in the transmission mode and the corresponding incom-
ing buffer is available to store, which corresponds to the states,Ci
h =C
j
h =Wh;bi
h =b
j
h =1,
then
fh = peh (5.11)
 When a new packet is received from the hth incoming link of node B, but the correspond-
ing incoming buffer is full, resulting in that a NACK is sent to source Xh and the states5.2. ANALYSIS OF STEADY-STATE THROUGHPUT 119
Ci
h =Wh;C
j
h =0;bi
h =0;b
j
h =1; orthecorrespondingincominglinkisinthewaitingmode,
giving thatC
j
h =Ci
h+1;bi
h = 0;b
j
h = 1, then, we have
fh = 1 (5.12)
 For all the other cases, we have
fh = 0 (5.13)
Correspondingly, f0 is determined as follows.
 First, when there is a feedback, which needs to be responded in the next time-chip:
(p p pi = [p p pi
L1]), if the number of packets in the outgoing buffer remains the same during
the transition (b
j
0 = bi
0), and, meanwhile, if there are packets in the outgoing buffer, which
is required to be transmitted (Wi
0 > Qi;bi
0+1 > Qi;p p pj = [1p p pi
L]), and the outgoing link is
full (Wi
0 = bi
0+1 = Qi;p p pj = [0p p pi
L]), then,
f0 = pe0; (5.14)
orifthetransmissionontheoutgoinglinkisre-initialized, yieldingb
j
0 =bi
0;p p pj =[100:::0]
f0 = pe0: (5.15)
 Second, when there is no feedback required to be responded in the next time-chip (b
j
0 =
bi
0+1;p p pi = [p p pi
L0]), and, meanwhile, either if there are packets in the outgoing buffer that
need to be transmitted (Wi
0 > Qi;bi
0+1 > Qi;p p pj = [1p p pi
L]), or if the outgoing buffer is full
(Wi
0 = bi
0+1 = Qi;p p pj = [0p p pi
L]), then,
f0 = 1: (5.16)
 Finally, for all the other cases, we have
f0 = 0: (5.17)120
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Finally, with P+
i;j and P0
i;j for all i; j 2 L L L prepared, the probability transition matrix P P P =
 
Pi;j

can be formed as P P P =

Pi;j = P+
i;j+P0
i;j

. The probability transition matrix P P P can also
be decomposed into the form of P P P =P P P++P P P0, where P P P+ =

P+
i;j

and P P P0 =

P0
i;j

. Below we
analyze the steady-state throughput of the network coding node employing GBN-ARQ.
5.2.3 Steady-State Throughput
As discussed in Section 5.2.1, in the mth time-chip duration, where m is an integer, node B can
only stay in one of the states in the set S. Let Pi(m) denote the probability that the state of node
B is Si at time t = mT, where 1  i  L. Let p p p(m) = [P1(m);P2(m);:::;Pl(m):::;PL(m)]T. Fur-
thermore, let p p p = limm!¥p p p(m), where p p p = [p1;p2; ;pL]T. Then, the steady-state probability
p p p can be obtained by solving the equation
p p p =P P PTp p p (5.18)
under the constraint of å1iLpi(m) = 1.
Finally, when reaching the steady-state, the throughput of the HISO network coding sys-
tem using GBN-ARQ can be measured by the rate that packets in buffers b1;b2; ;bH are
successfully encoded and forwarded to buffer b b b0. When this rate is normalized by the length
of a time-chip, which we denote as Tc, the throughput of the network coding system equals the
probability that new coded packets are formed and forwarded to b b b0 in each time-chip. Accord-
ing to the operation principles as detailed in Section 5.1, throughput is generated, only when the
state transitions of node B result in the non-zero transition probabilities of
n
P+
i;j
o
, which are the
non-zero elements in transition matrix P P P+. Therefore, the steady-state throughput of the HISO
network coding system using GBN-ARQ can be expressed as
Rc =å
i2L L L
piå
j2L L L
P+
i;j; (5.19)
where the throughput Rc is given in the unit of number of packets per time-chip. When each of
the link in the system has the same RTT of T, where T is the number of time-chips in one RTT,
the throughput can also be expressed as RRTT = RcT, where RRTT is steady-state throughput
given in the unit of number of packets per RTT.5.3. PERFORMANCE RESULTS 121
5.3 Performance Results
In this section we provide some simulation results using C++ and the IT++ packages, in or-
der to characterize the throughput performance of the HISO network coding system using the
GBN-ARQ as shown in Fig. 5.1, and to justify our analytical results obtained in the previous
section. In our considered examples, we assumed that the Packet Error Rate (PER) of links
l0; l1; :::; lH is the same and equal to pe. We also assumed that the RTT of links l0; l1; :::; lH
is the same and equal to T. The normalized throughput at t = mT was obtained as
RRTT(m) =
N(m)
m
; m = 1;2;::: (5.20)
where N(m) represents the number of packets successfully transmitted from node B to node C
during the period from t = 0 to the mth RTT.
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Fig. 5.2: Normalized throughput of the GBN-ARQ assisted network coding system, as shown in Fig. 5.1
with T =W = 4 and H = 2.
Figs. 5.2-5.5 depict the normalized throughput performance of the network coding system
having H = 2;3;4;5 incoming links, respectively. Each of the buffers is assumed to store at a
maximum of 4 packets. The length of the transmission window for each GBN-ARQ transmitter
isW. Following the assumptions made throughout our analysis, we assumed T =W = 4, where
T is the RTT of each link, and W is the transmission window, of a GBN-ARQ transmitter.122
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GBN-ARQ, H=3, T=W=4
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Fig. 5.3: Normalized throughput of the GBN-ARQ assisted network coding system, as shown in Fig. 5.1
with T =W = 4 and H = 3.
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Fig. 5.4: Normalized throughput of the GBN-ARQ assisted network coding system, as shown in Fig. 5.1
with T =W = 4 and H = 4.5.3. PERFORMANCE RESULTS 123
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Fig. 5.5: Normalized throughput of the GBN-ARQ assisted network coding system, as shown in Fig. 5.1
with T =W = 4 and H = 5.
In these ﬁgures, the corresponding steady-state throughput evaluated from formula (5.19) is
depicted for the sake of comparison. From the results of Figs. 5.2-5.5, we can have the following
observations. First, the throughput starts from R = 0 at t = 0, and, ﬁnally, converges to the
steady-state throughput as more packets are transmitted. As shown in Figs. 5.2-5.5, throughput
obtained by simulations ﬂuctuates around its corresponding steady-state throughput obtained
from evaluation of (5.19), which is due to an insufﬁcient number of packets transmitted. Second,
the simulation results shown in Figs. 5.2-5.5 justify our analytical results obtained in Section 5.2.
Therefore, the formulas obtained are effective for evaluation of the steady-state throughput of
the HISO network coding systems employing GBN-ARQ. Third, as shown in Figs. 5.2-5.5,
the normalized throughput decreases signiﬁcantly, as the packet error rate pe increases. This is
because, as pe increases, more frequent re-transmissions are required. Finally, when comparing
the throughput results shown in Fig. 5.2- Fig. 5.5, we can ﬁnd that, for a given pe, the throughput
with a larger value of H is lower than that with a smaller value of H. In other words, the
throughput decreases, as the number of incoming links of H to the coding node increases. The
reason for this observation is obvious, as more incoming links to the coding node requires in
average more waiting time to prepare the packets for forming a new coded packet, which will
become more clear in the following ﬁgures.
In Fig. 5.6, we compare the normalized steady-state throughput against the PER, pe, for124
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Fig. 5.6: Normalized throughputs of the GBN-ARQ assisted network coding system as shown in Fig. 5.1
with T =W = 4 and H = 2;3;4;5, respectively.
the GBN-ARQ assisted network coding node B, when it has H = 2;3;4 or 5 incoming links.
Explicitly, at a given pe, the normalized throughput decreases, when the network coding node
has more incoming links. This is because the chance for the network coding node to form a new
codedpacketandforwardittobufferb b b0 becomessmaller, asacodedpacketdependsoncorrectly
receiving more packets from the incoming links. Furthermore, from Fig. 5.6 we observe that the
difference of the normalized throughput corresponding to different number of incoming links
becomes smaller, as the PER increases. Moreover, as pe increases, the number of incoming
links H becomes a less impact on the achievable throughput. Finally, Fig. 5.6 shows that the
steady-state throughput drops signiﬁcantly as the pe increases.
Finally, in Fig. 5.7 we compare the normalized steady-state throughput against the PER, pe,
for the network coding node B, using GBN-ARQ, when the number of incoming link is H = 2
and the transmission windowW =2;4;6;8, respectively. As can be seen from Fig. 5.7 at a given
pe, the throughput increases as W increases. Furthermore, as the PER pe increases, the impact
of W on the throughput becomes smaller.5.4. CONCLUSIONS 125
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Fig. 5.7: The theoretical throughputs of the system shown in Fig. 5.1 with H = 2 and T =W = 2;4;6;8
respectively.
5.4 Conclusions
In this chapter, we have investigated the steady-state throughput of the HISO network coding
nodes assisted by the GBN-ARQ scheme. Expressions for computing the steady-state through-
put of the network coding node has been analyzed by assuming that each of the incoming links
has one buffer unit to store the received packets and the outgoing link has a buffer to store the
packets to be transmitted. The steady-state throughput performance of the GBN-ARQ assisted
network coding node is investigated by both simulation and analytical approaches. It can be
shown that the simulation results justify our analytical expressions derived. Furthermore, as the
SW-ARQ scheme considered in Chapter 4, the performance results show that the throughput of
a coding node decreases, as the number of incoming links attached to the coding node increases.
This property implies that, in a network coding system, the embedded coding nodes may form
the bottlenecks for information delivery, especially, when the number of incoming links is rel-
atively high. Finally, the steady-state throughput of the network coding node increases, as the
size of the transmission windows increases.
Finally, it is worthy of noting that the main differences for the analysis of the SW-ARQ
assisted network coding network investigated in Chapter 4 and for that in this chapter for the
GBN-ARQ assisted network coding node are the related assumptions and the derivation of the126
CHAPTER 5. STEADY-STATE THROUGHPUT ANALYSIS FOR NETWORK CODING NODE
EMPLOYING GBN-ARQ
probability transition matrix. In the next chapter, we will analyze the SR-ARQ scheme by
following the similar steps.Chapter6
Steady-State Throughput Analysis for
Network Coding Node Employing
SR-ARQ
In Chapter 4, the steady-state throughput of the general network coding nodes using the Stop-
and-Wait ARQ (SW-ARQ) analyzed. By contrast, in Chapter 5, we have considered the through-
put of the general network coding nodes employing the Go-Back-N ARQ (GBN-ARQ). In this
chapter, we continue to analyze the throughput of the general H-Input-Single-Output (HISO)
network coding nodes supported by the Selective-Repeat ARQ (SR-ARQ). As pointed out in
Chapter 3, among the basic Automatic Retransmission reQuest (ARQ) schemes, the SR-ARQ
scheme is capable of providing the best performance over the other two but demanding highest
complexity.
Again, by modeling the operations of the network coding nodes using a Finite State Ma-
chine (FSM) working in the principles of discrete-time Markov chain, we derive the steady-state
throughput based on the transition probability analysis. Furthermore, the throughput perfor-
mance of network coding nodes with different number of input links is investigated by both
numerical and simulation approaches.
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Fig. 6.1: A SR-ARQ assisted network coding node B with H incoming links l1, l2,  , lH and one
outgoing link l0.
6.1 System Model, Assumptions and Transmission Opera-
tions
The system considered in this chapter is shown in Fig. 6.1, which is constituted by three nodes,
A, B andC. Node A is a source node with H information sources X1;X2;:::;XH, which generate
the packets to be transmitted through the system. Node B is a HISO coding node with packet-
level network coding. Finally, node C is a sink node receiving the coded packets from node B.
As shown in Fig. 6.1, there is only one link l0 between nodes B and C. Between nodes A and
B, there are H links l1;l2;:::;lH, each of which connects one of the sources X1;X2; ;XH with
node B. We assume that packets are transmitted over the links based on the SR-ARQ scheme.
In Fig. 6.1, node B is a packet-level network coding node with the operation represented
by ?. At node B, b b b0 is the buffer storing the packets to be transmitted to node C. By contrast,
b b b1;b b b2; ;b b bH are the buffers storing the packets received successfully from the source nodes
X1;X2; ;XH, respectively.
For simplicity, let us assume that every link features the same Round Trip Time (RTT),
which is denoted by T. Moreover, let assume that every incoming or outgoing buffer has a
transmission window of equal length, which is denoted by W. Furthermore, let us assume that
T =W.
In addition to the above-mentioned assumptions, the other assumptions adopted are sum-
marized as follows.
 The system is operated in a synchronous manner, as that in Chapter 5 for the GBN-ARQ.6.1. SYSTEM MODEL, ASSUMPTIONS AND TRANSMISSION OPERATIONS 129
 Packets at the sources X1; X2;  ; XH are always ready to send. The nth packet of the hth
source Xh is denoted as xh(n).
 Each of the H links has two channels: the forward channel and the feedback channel. The
forward channel is assumed to be a Binary Symmetric Channel (BSC). The probability
of (detectable) packet errors is denoted as ph for the hth forward channel, while the un-
detectable packet errors is neglected. Furthermore, we assume that the feedback channels
are perfect without yielding transmission errors.
 Let T denote the RTT, which is the time duration between that a node sends a packet and
that a conﬁrmation signal is received. For the SR-ARQ scheme, a transmitter is able to
transmit more than one packets into the forward channel. Similarly, the receiver is also
able to send the same number of feedbacks. Let us normalize the RTT with the time
duration of a single packet transmission, so that the RTT is presented by an integer Th for
the link lh, which is the number of packets that the transmitter sends on the link lh.
Furthermore, we assume that half of a RTT, i.e., Th=2, is required for transmitting a packet
from one node to another by the corresponding forward channel. Similarly, half a RTT is
required for sending a conﬁrmation signal from one node to another by the corresponding
feedback channel.
 When all the packets x1(n);x2(n);:::;xH(n) are ready and stored in b b b1;b b b2; ;b b bH, then,
once b b b0 has a free unit to store, these packets are encoded to form a packet x0(n),
which is immediately stored into b b b0. At the same time, the memory units storing
x1(n);x2(n); ;xH(n) are released for storing the other packets.
 Buffers of the sources X1;X2;:::;XH and nodeC can store inﬁnite number of packets.
With the aid of the above assumptions, the operation of the SR-ARQ assisted network
coding system is analyzed as follows.
Each RTT for every channel is divided into time-chips. In each time slot, a transmitter
sends one packet into the channel, if the transmitter has packets to send in its outgoing buffer.
Similarly, in each time-chip, a receiver sends an ACKnowledgement (ACK) into the feedback
channel to conﬁrm a correctly received packet or sends a Negative ACKnowledgement (NACK)
to request a retransmission for a corrupted packet. Table 6.1 describes how time is allocated
in each time-chip, where TC1;TC2;:::;TC6 are the ending points, in which each stage is com-
pleted. The upper half of Table 6.1 corresponds to the ﬁrst half of a time-chip, while the lower
half of Table 6.1 corresponds to the second half a time-chip. As shown in Table 6.1, in each130
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Table 6.1: Time allocation in a time slot.
t [0;TC1) [TC1;TC2) [TC2;TC3)
Sources Idle Idle Idle
Relay Packet Reception Packet Processing Feedback Transmission
Sink Packet Reception Packet Processing Feedback Transmission
t [TC3;TC4) [TC4;TC5) [TC5;TC6)
Sources Feedback Reception Feedback Processing Packet Transmission
Relay Feedback Reception Feedback Processing Packet Transmission
Sink Idle Idle Idle
time-chip, the relay completes the tasks of “Packet Reception”, “Packet Processing”, “Feedback
Transmission (Back to the Transmitter)”, “Feedback Reception”, “Feedback Processing” and
“Packets Transmission” sequentially. Meanwhile, while during the ﬁrst half of each time-chip
every source is idle, in the second half of each time-chip, every source completes the tasks of
“Feedback Reception”, “Feedback Processing” and “Packet Transmission”, sequentially. By
contrast, the sink executes “Packet Reception”, “Packet Processing” and “Feedback Transmis-
sion” sequentially in the ﬁrst half of each time-chip and stays idle in the second half. Specially,
in the session of “Packet Processing” at the relay, the coding node detects if there are any errors
in the packet received in the former session. If errors are present, the relay sends the feedback
of NACK back to the transmitter in the next session; otherwise, the relay sends back ACK to
the transmitter in the next session. Similarly, in the session of “Feedback Processing”, the re-
lay makes decision based on the feedback received in the last “Feedback Reception” session: if
an ACK is received, the relay marks the corresponding packet as “Conﬁrmed” in the SR-ARQ
transmitter buffer b b b0 and shifts the transmission window to the left to transmit new packets; by
contrast, if a NACK is received, the SR-ARQ transmitter marks the corresponding packet as
“To be Retransmitted” so that the corresponding packet will be retransmitted when it becomes
the the packet with the smallest generation number among those packets that are waiting to be
transmitted.
Let us below focus on the performance analysis of the steady-state throughput of the
SR-ARQ assisted packet-level network coding system.
6.2 Analysis of Steady-State Throughput
Inthissection, weﬁrstshowthataFSMcanbeemployedtorepresentthenetworkcodingsystem
shown in Fig. 6.1. Then, the steady-state throughput of the network coding system of Fig. 6.1 is6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 131
analyzed. The steady-state throughput is deﬁned as the packet rate received by node C, which,
in the steady-state, equals the rate that the coding packets formed by node B.
6.2.1 Finite-State Machine Modeling of Network Coding Node’s Opera-
tions
Let us denote the time duration of each time-chip as Tc. Each SR-ARQ transmitter is capable
of constantly and continuously sending packets at the highest rate of 1=Tc, and the system is
observed with the time interval of Tc.
As shown in Fig. 6.1, the system consists of three nodes and H +1 links. For the sake of
convenience and simplicity, let us deﬁne some variables, in order to describe the instantaneous
state of the whole system. Specially, in order to keep track of the packet transmissions on each
link, we introduce the variables referred to as the counters, which are explained in detail below.
6.2.1.1 Packet Transmission Modeling with Counters
Each counter is used to describe the state of a packet transmitted from a certain generation [79,
91] on a link. A counter indicates the remaining number of time-chips needed for a packet to
complete the transmission on a link. On each link, multiple counters are needed, if packets from
multiple generations are transmitted simultaneously. Let us explain the concept of counters.
 Let W0 be the counters needed in order to track the transmissions on the outgoing link l0,
as the outgoing buffer of the SR-ARQ transmitter has a number ofW0 units, meaning that
there are at mostW0 packets from different generations being transmitted on the outgoing
link l0 at the same time.
Let the counters corresponding to link l0 be denoted by the setC C C0 = [C1
0C2
0:::C
m0
0 :::C
W0
0 ].
The count-down counter C
m0
0 keeps track of the time elapsing from the moment when the
packet in the m0-th unit of the outgoing buffer leaves from the transmitter (the relay) to
the moment when the corresponding feedback is received by the relay.
 By contrast, 2Wh number of counters are required, in order to track the transmission state
on the hth incoming link, and the reason behind can be explained as follows. First, even
when all the Wh packets in the incoming buffer b b bh have been conﬁrmed, b b bh may still be
fully occupied, if the buffer of the SR-ARQ transmitter is full. Meanwhile, there might be
a total Wh number of packets from different generations being transmitted or waiting for
the feedbacks on the link lh. Therefore, in order to track the transmission states of all the132
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packets that have been conﬁrmed and that being in transient on link lh, a total 2Wh number
of counters are necessary for the link lh. In other words, in the worst case, the longest
causal delay of the incoming link lh has a length of 2Wh time-chips.
Let the counter set corresponding to link lh;1  h  H, be denoted by C C Ch =
[C1
hC2
h:::C
mh
h :::C
2Wh
h ]. The count-down counter C
mh
h ;1  h  H, keep track of the time
elapsing from the Event 1 to the Event 2, which are deﬁned as:
Event 1 : The feedback for the mhth packet in the incoming buffer of link lh is transmitted
by the relay.
Event 2 The packet requested in Event 1 arrives at the SR-ARQ receiver of the relay.
It can be shown that C
mh
h ;0  h  H, takes value from the set f 1;0;1;:::;Thg and the values
of C
mh
h have the following meanings:
 When C
mh
h =  1, it indicates that the corresponding counter is inactive. In this case, for
a receiver, it means that the corresponding packet has not been requested; while for a
transmitter, it means that the corresponding packet has not been sent.
 When C
mh
h = 0, it indicates that the corresponding packet has been “Conﬁrmed”. In this
case, for a receiver, it means that the corresponding packet has been received correctly;
while for a transmitter, it means that the corresponding packet has been acknowledged by
an ACK.
 0 < C
mh
h  Th, for a transmitter, it indicates that the transmitter is waiting for the corre-
sponding packet to be acknowledged either by an ACK or by a NACK. By contrast, for a
receiver, in indicates that the receiver is waiting for the requested packet to arrive.
For example, for the transmitter connected to link l0, C
m0
0 = T0 indicates that the cor-
responding packet has just been sent by the transmitter into the forward channel, while
C
m0
0 = 1 indicates that the feedback is going to arrive at the transmitter in the next time-
chip. By contrast, for a receiver connected to the incoming links lh;1  h  H, C
mh
h = Th,
indicates that a feedback has been just sent by the transmitter into the feedback channel
to request the corresponding packet, while C
mh
h = 1 indicates that the expected packet is
going to arrive at the transmitter in the next time-chip.
The value of the counter corresponding to a given generation is changed accordingly following
the following rules. When a corrupted packet arrives at the receiver, the receiver detects the
errors in the packet and sends a NACK back to the transmitter. At the same time, the corre-
sponding counter is set to C
mh
h = Th, and the receiver waits for the re-transmitted duplicate of6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 133
the corrupted packet. Furthermore, as we mentioned previously, the time duration between an
error is detected and the arrival of the retransmitted duplicate is Th, namely a RTT. Therefore,
at the end of each time-chip with 0 <C
mh
h  Th,C
mh
h decreases by 1. In this way, the delay of Th
between a corrupted packet and its corresponding retransmitted duplicate is simulated.
There are some facts, which should be noted.
1) For a normal SR-ARQ without the network coding function, Wh counters are sufﬁcient
for tracking the state of the transmitter and receiver, since once a packet is successfully
received, this packet is automatically released from the receiver. For example, in order
to track the state transitions on link l0, only a number of W0 counters are needed, as
the SR-ARQ receiver at sink node C has inﬁnite buffer capacity and therefore is always
ready to release the right-most packets received in the receiver’s buffer. By contrast, at
the SR-ARQ assisted network coding relay, even a packet is correctly received, it is not
guaranteedthatthispacketcanbepassedtothenetworkcodingencoderimmediatelysince
the buffer b b b0 of the SR-ARQ transmitter of link l0 might be full. Therefore, a number of
2Wh counters are required for links lh;1  h  H.
2) Normally, a network starts from an idle state, which means that there are no packets being
transmitted on any of the links at the beginning. Our model does not cover this special
case, since we focus on the steady-state analysis.
3) At the relay, the counting procedure for a counter at the receiver is different from that of
the transmitter in the following aspects:
Number of Counters – For a SR-ARQ receiver connected to an incoming link lh, a num-
ber of 2Wh counters are needed, while for the SR-ARQ transmitter connected to an
outgoing link, only a number ofW0 counters are needed.
Commerce of Down-Count – At a SR-ARQ receiver, counters for an incoming link
starts count-down, when a feedback leaves the relay, while counters for an outgo-
ing link starts count-down, when a packet leaves the relay.
6.2.2 Analysis of State Transitions
In the process of packet transmission modeled with the aid of counters, it can be seen that
the instantaneous state of the system can be described by the states of the counters, as well as
the number of packets in the outgoing buffer. Therefore, in order to model the system, let us
denote the number of packets in the outgoing buffer b b b0 as k. With all the H +1 sets of counters134
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C C C0;C C C1;:::;C C Ch;:::;C C CH and k, all the system parameters can be determined, including the status of
the incoming and the outgoing buffers, as well as the transmissions in the forward and feedback
channels.
All the possible states of the system form a state set, which we denote as S.
If we denote the ith element in this set as S S S(i) = [C C C
(i)
0 ;C C C
(i)
1 ;:::;C C C
(i)
h ;:::;C C C
(i)
H ;k(i)], where
C C C
(i)
0 ;C C C
(i)
1 ;:::;C C C
(i)
h ;:::;C C C
(i)
H ;k(i) are the counters and the number of packets in the outgoing buffer
in this state, respectively. On the other hand, let us denote the state of the system at the begin-
ning of the mth time-chip as S S S(m). Also, let us denote the state of the system at end of the ﬁrst
half of the mth time-chip as ˜ S S S(m). BothS S S(n) , [C C C0(m);C C C1(m);:::;C C Ch(m);:::;C C CH(m);k(m)] and
˜ S S S(m),[C C C
0
0(m);C C C
0
1(m);:::;C C C
0
h(m);:::;C C C
0
H(m);k
0
(m)] taketheirvaluesfromthesetS. Intherest
of this section, we aim to determine the probability Pi;j(m), which is the probability of the tran-
sition from the state S S S(m) =S S S(i) to the state S S S(m+1) =S S S(j). As we will see that the probability
Pi;j(n) is time-invariant. Therefore, we drop the time-chip indices for convenience and denote
it as Pi;j. Similarly, we have S S S , [C C C0;C C C1;:::;C C Ch;:::;C C CH;k] and ˜ S S S , [C C C
0
0;C C C
0
1;:::;C C C
0
h;:::;C C C
0
H;k
0
].
Specially, if at the end of the ﬁrst half of a transition, the hth incoming link of the relay is in the
state S S S(i), then the corresponding counters are denoted asC C C
0(i)
h .
We will ﬁrst calculate the probability Pi;j under the condition that there are no new packets
generated in the transition. Then we calculate the probability under the condition that there are
packets drawn from the incoming buffers to form new outgoing packets. Let us collect the prob-
abilities of the former kind into the matrix denoted by P P P0 = fP0
i;jg and collect the probabilities
of the latter kind into the matrix denoted by P P P+ = fP+
i;jg. Furthermore, let the number of new
packets generated during each transition be denoted by g g g = fgi;jg, where gi;j is the number of
new packets generated during the transition from S S S(i) to S S S(j) under the condition that there are
new packets formed in the transition. Let us calculate P P P0, P P P+ and g g g.
6.2.2.1 The Necessary Conditions for a State
First of all, let us determine which states are included in the state set S, in other words,
which states are legitimate. For a transition from S S S(i) to S S S(j) to be legitimate, it is required
that both of the states S S S(i) and S S S(j) are legitimate. Otherwise, both the probabilities of P0
i;j and
P+
i;j are equal to zero, therefore there is no need to calculate. Therefore, those combination of
[C C C
(i)
0 ;C C C
(i)
1 ;:::;C C C
(i)
h ;:::;C C C
(i)
H ;k(i)] that do not fulﬁl the the necessary conditions are omitted from
the state set S. In detail, for a state to be legitimate, it is required that the following conditions
are fulﬁlled:
1) On each incoming link, each packet has an unique generation number, meaning that in any6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 135
C C Ch, there exists no more than one counters with equal value, except those counters with a
value of zero or one.
2) There are at mostWh packets being transmitted on an incoming link, meaning that for any
C C Ch, there are at mostWh counters which take the values other than 0 and  1.
3) An incoming buffer follows the First-In-First-Serve (FIFS) principle and record the active
packets on the right-most unit. In other words, there is an  1 element inC C Ch, it must all be
the left-most element.
4) At the SR-ARQ transmitter at the relay, once a packet is conﬁrmed that it has been deliv-
ered successfully, there is no need to track it any more. Correspondingly, there does not
exist a single zero element or consecutive zero elements at the right-most part ofC C C0.
5) In the outgoing buffer, the total number of packets is always equal to or lager than the
number of active packets, yielding that k is always larger than or equal to the number
elements inC C C0, which are not  1.
6) For the SR-ARQ transmitter at the relay, whenever it is possible, the transmitter always
try to transmit or retransmit the oldest packet that needs to be transmitted. This packet can
either be a new packet or a packet that has been requested for a retransmission. Under this
assumption, an outgoing buffer, if there is no C
m0(i)
0 = 1;1  m0 W0, and if k is larger
than the number of elements inC C C0 other than  1, then, for the right-mostC
m0(i)
0 = 1, the
correspondingC
m0(j)
0 = T0.
6.2.2.2 The Calculation of P P P0
When there is no new packet encoded during a transition, the probability from S S S(i) to S S S(j) for
such case happening be denoted by P0
i;j. There are two possible cases for a zero-throughput
transition. The ﬁrst case is that the outgoing buffer is fully occupied in both the state S S S(i) and
the state S S S(j), and in the meantime, there is no packets cleared from the outgoing buffer during
this transition. The second case is that there are available buffer units in the outgoing buffer but
there is at least one right-most packet remains unconﬁrmed during this transition. Therefore,
the following necessary conditions are satisﬁed, when no throughput is generated during the
transition.
1) For everyC
mh(i)
h >1 inS S S(i), the corresponding counterC
mh(j)
h inS S S(j) must equalC
mh(i)
h  1.136
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2) Counters corresponding to the packets that have been positively conﬁrmed stay un-
changed. In other words, for every C
mh(i)
h = 0 in S S S(i), the corresponding counter C
mh(j)
h
in S S S(j) must stay 0.
When no throughput is generated during the transition, there is no interaction between the stage
before the network encoder and the stage after it, therefore P0
i;j is the product of the probabilities
of the state transition of the stage before the network encoder and that of the stage after the
encoder. Let P0
i;j be expressed by
P0
i;j =
H
Õ
h=0
fh (6.1)
where the value of fh;h = 1;:::;H, is determined by the conditions listed below, which are
broken into two cases, and explained as follows:
Case 1 When the outgoing buffer is fully occupied at both of the stateS S S(i) and the stateS S S(j), and
inthemeantime, thereisnopacketsclearedfromtheoutgoingbufferduringthistransition.
In order to qualify for this category, the system must fulﬁll the followings:
1) Theoutgoingbufferisfull. Then, thenumberofpacketsintheoutgoingbufferequals
the length of the outgoing buffer, yielding k =W0.
2) There is no inactive packets in the outgoing buffer, i.e., every packet in the out-
going buffer are being transmitted or waiting to be conﬁrmed, corresponding to
8C
m0
0 ;C
m0
0  0 (1  m0 W0).
First, let us determine fh;1  h  H.
1) If an incoming packet is received in error, then a NACK is sent back to the transmit-
ter. In this case, in an incoming buffer, ifC
mh(i)
h =1 and correspondinglyC
mh(j)
h =Th,
then
fh = ph: (6.2)
2) If an incoming packet in the buffer b b bh is correctly received, then, the corresponding
counter is set to 0. In this case, in an incoming buffer, if C
mh(i)
h = 1 and correspond-
ingly C
mh(j)
h = 0, then
fh = ph: (6.3)6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 137
3) If there is a chance to transmit a new packet or retransmit a packet that has been
requested, the transmitter transmits a packet. In this case, in an incoming buffer, if
there does not exist a C
mh(i)
h = 1 and there are a number of less than Wh buffer units
inC C C
0(i)
h which have the value other than  1, for the C
mh(i)
h =  1 with the largest mh,
C
mh(j)
h = Th, then
fh = 1: (6.4)
4) In any other cases, if the necessary conditions are fulﬁlled, then
fh = 1 (6.5)
otherwise
fh = 0: (6.6)
The probability f0 is determined as follows:
1) IftheSR-ARQtransmitterreceivesaNACK, itretransmitsthecorrespondingpacket.
In this case, in the outgoing buffer, if there is a C
m0(i)
0 = 1;1  w0  W0, and the
correspondingC
m0(j)
0 = T0, then
f0 = p0: (6.7)
2) If the SR-ARQ transmitter receives an ACK, it sets the corresponding counter to
0, indicating that the packet has been conﬁrmed. In such a case, in the a outgoing
buffer, if there is aC
m0(i)
0 = 1;1  w0 <W0, and the correspondingC
m0(j)
0 = 0, then
f0 = p0: (6.8)
3) In any other cases, if the necessary conditions of a state are fulﬁlled, then
f0 = 1 (6.9)138
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otherwise
f0 = 0: (6.10)
Case 2 There are available buffer units for storing but there is at least one right-most packet
remaining unconﬁrmed during this transition. In order to qualify the probability for this
category, the system must fulﬁll the following conditions:
1) There is still buffer units available in the outgoing buffer meaning that k <W0.
2) No right-most packets in any incoming buffers are conﬁrmed during the transition.
Alternatively, although some of the right-most packets in the incoming buffers are
conﬁrmed during the transition, at least one of them is received in error. In this case,
there does not exist any C
Wh(i)
h = 1 (1  h  H), or for at least one of the C
Wh(i)
h = 1
(1  h  H), the correspondingC
Wh(j)
h = Th.
First, let us determine fh;1  h  H.
1) If an incoming packet is received in error, the corresponding counter is set to Th. In
this case, for an incoming buffer, ifC
mh(i)
h =1, and correspondinglyC
mh(j)
h =Th, then
fh = ph: (6.11)
2) If an incoming packet in the buffer b b bh is correctly received, then the correspond-
ing counter is set to 0. In this case, in an incoming buffer, if C
mh(i)
h = 1 and, the
correspondinglyC
mh(j)
h = 0, then
fh = ph: (6.12)
3) If there is a chance to transmit a new packet or retransmit a packet that has been
requested, the transmitter transmits a packet. In this case, for the buffer b b bh, if there
does not exist a C
mh(i)
h = 1 and there are a number of less than Wh buffer units in
C C C
0(i)
h which have the value other than  1, for the C
mh(i)
h =  1 with the largest mh,
C
mh(j)
h = Th, then
fh = 1: (6.13)6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 139
4) In any other cases, if the necessary conditions are fulﬁlled, then
fh = 1 (6.14)
otherwise
fh = 0: (6.15)
The probability f0 is determined as follows:
1) If the SR-ARQ transmitter of the outgoing link receives a NACK, it retransmits the
corresponding packet. Correspondingly, when k(j) = k(i), if there is aC
m0(i)
0 = 1;1 <
w0 W0, and the correspondingC
m0(j)
0 = T0, then
f0 = p0: (6.16)
2) If the SR-ARQ transmitter of the outgoing link at the relay receives an ACK that
corresponds to the packet that is not the right-most packet in the outgoing buffer,
the SR-ARQ transmitter marks the corresponding packet as conﬁrmed. In this case,
in b b b0, when k(j) = k(i), if there is a C
m0(i)
0 = 1;1 < w0 <W0, and the corresponding
C
m0(j)
0 = 0, then
f0 = p0: (6.17)
3) If the SR-ARQ transmitter of the outgoing link at the relay receives an ACK that
corresponds to the packet that is the right-most packet in the outgoing buffer, the
SR-ARQ transmitter releases all the packets in the buffer that have been conﬁrmed,
and, simultaneously, shift all the rest of packets to the right, and all the rest of the
counters are reduced by 1. In this case, in b b b0, when k(j) < k(i), ifC
m0(i)
0 > 1;m0(i) >
W0 k(j), let us denote the number of zeros and the one on the right-most part ofC C C
(i)
h
as g
(i)
h . IfC
m0(j)
0 =C
m0 g
(i)
h (i)
0  1, then
f0 = 1: (6.18)
4) If the SR-ARQ transmitter of the outgoing link at the relay receives an ACK that
corresponds to the packet that is the right-most packet in the outgoing buffer, the140
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SR-ARQ transmitter releases all the packets in the buffer that have been conﬁrmed,
and shift all the rest of packets to the right, and marks the packets on the left of the
buffer as inactive. In this case, inb b b0, when k(j) <k(i), ifC
m0(i)
0 >1;m0(i)W0 k(j),
let us denote the number of zeros and the one on the right-most part ofC C C
(i)
h as g
(i)
h . If
C
m0(j)
0 =C
m0 g
(i)
h (i)
0  1 and C
m0 g
(i)
h (i)
0 =  1, then
f0 = 1: (6.19)
5) If the SR-ARQ transmitter of the outgoing link at the relay receives an ACK that
corresponds to the packet that is the right-most packet in the outgoing buffer, the
SR-ARQ transmitter releases all the packets in the buffer that has been conﬁrmed,
and shift all the rest of packets to the right. In this case, in the outgoing buffer, when
k(j) < k(i), if C
W0(i)
0 = 1, let us denote the number of zeros and the one on the right-
most part ofC C C
(i)
h as g
(i)
h . If one in the right-most position and the right-most zeros all
disappear inC C C
j
0 and ifC
m0(j)
0 =C
m0 g
(i)
h (i)
0  1 and C
m0 g
(i)
h (i)
0 =  1, then
f0 = p0: (6.20)
6) In any other cases, if the necessary conditions are fulﬁlled, then f0 = 1, otherwise,
f0 = 0: (6.21)
6.2.2.3 The Calculation of P P P+
When there is a new packet encoded during a transition, we denote the probability of such case
as P+
i;j. New packets can be generated either in the ﬁrst half of a time-chip or in the second half
of it, or in both of the halves. In particular, when there are available buffer units in the outgoing
buffer, if the transmissions complete for all the incoming packets of a generation in the ﬁrst
half the a time-chip, new packets are generated immediately after the transmissions complete.
Otherwise, when the outgoing buffer is fully occupied in the ﬁrst half of the time-chip, and there
are completed generations which have all the incoming packets ready in the incoming buffers,
then, if there are packets cleared in the second half of the time-chip, new packets are generated.
Therefore, the following two conditions must be fulﬁlled:
1) In the current state, if the outgoing buffer is full, the right-most packets in all the incoming
buffers must be either correctly received or have the potential to be correctly received in6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 141
the next time-chip. In this case, if k(i) =W0, then C
m0(i)
0 must equal 1 and the right-most
counter for eachC
mh(i)
h ;1  h  H must equal 1 or 0.
2) In the state S S S(i), the relay has the potential to have new packets correctly received from
the incoming links in the next time-chip. In this case, if k(i) <W0, the right-most non-zero
counter for eachC
mh(i)
h ;1  h  H must equal 1.
For the sake of convenience, as mentioned before, let us divide each time-chip into two
parts and denote the state of the system at the end of the ﬁrst half of the mth time-chip before
network coding as ˜ S S S(m), which has the following properties:
1) ˜ S S S(m) takes its value from the set S.
2) The state ˜ S S S(m) needs to fulﬁl all the requirements for a state of this category, except that,
when the outgoing buffer is not full, there can be consecutive zeros on the right-most
position inC
mh
h for 1  h  H.
Let the ˜ S S S(m) having the lth value in the set S be denoted by ˜ S S S
(l)(m). Let P+0
i;v (m) denote the
probability for the transition from the state at the beginning of the mth time-chip, S S S(m) = S S S(i),
to the state at the end of the ﬁrst half of the mth time-chip ˜ S S S(m) = S S S(v), which is the vth state
in the state set S. As we will see, the probability P+0
i;l (m) is time-invariant, therefore, we can
drop the time indices and denote the corresponding variables as P+0
i;l , ˜ S S S and ˜ S S S
(v). Let gl;j denote
the number of packets generated in the transition from the state ˜ S S S
(v) to the state S S S(j). Let us also
denote the number of consecutive zeros on the right-most side of the counter setC C C
(i)
h as g
(i)
h , so
that we have the following:
1) When the coding node receives a ACK from its feedback channel, gl;j = min(fg
(i)
h g;M0 
k(i)) where 1  h  H.
2) WhenthecodingnodereceivesaNACKfromitsfeedbackchannel, gl;j =min(fg
(i)
h g;M0 
k(i)+g
(i)
0 ) where 1  h  H.
With all the variables deﬁned above, P+0
i;l can be expressed by
P+0
i;l = f0 Õ
8h6=0;mh
f0
h;mh (6.22)
where the values of f0
h;mh;h = 1;:::;H, and f0 are determined as follows. For each f0
h;mh; h =
1;:::;H:142
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1) For a counter that is in the waiting mode, its value decreases by 1 in each time-chip. In
this case, if 1 C
mh(i)
h  Th;C
mh(v)
h =C
mh(i)
h  1 , then
f0
h;mh = 1: (6.23)
2) If an incoming packet has been received correctly, the incoming link starts retransmitting
a packet that has been requested before or transmitting a new packet. In this case, if
C
mh(i)
h = 1;C
mh(v)
h = 0 and the right-most counter equaling  1 inside the transmission
window changes to Th in the state S S S(v), then
f0
h;mh = ph: (6.24)
3) If a packet has been received in error, the SR-ARQ receiver requests a retransmission. In
this case, ifC
mh(i)
h = 1;C
mh(v)
h = Th, then
f0
h;mh = ph: (6.25)
4) In all the others cases, we have
f0
h;mh = 0: (6.26)
For f0, because the ﬁrst half-transition only considers the change in the left half of the coding
node, therefore, the counterC C C0 must stay the same during the second half of the transition. Then,
1) ifC C C
(v)
0 =C C C
(i)
0 , then
f0 = 1: (6.27)
2) Otherwise,
f0 = 0: (6.28)
Let P+00
l;j denote the probability of the transition starting from S S S(v) at the end of the ﬁrst half
to its corresponding stateS S S(j) at the beginning of the next time-chip. Then, P+00
i;l can be expressed6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 143
as
P+00
l;i = Õ
8h;mh
f00
h;mh (6.29)
where the values of f00
h;mh;h = 1;:::;H, are determined by the conditions listed below.
1) Each incoming buffer is shifted to the right by the number of the generated new packets.
Note that the countdown of a counter in the waiting mode is counted in the ﬁrst half of
each time-chip. In this case, for everyC
mh(v)
h ;mh Wh gl;j , C
mh+gl;j(j)
h =C
mh(v)
h
f00
h;mh = 1: (6.30)
2) The packets that have been conﬁrmed at the end of the ﬁrst half of the time-chip are
released. In this case, forC
mh(j)
h = 0;Wh gl;j  mh Wh, f00
h;mh = 1.
3) In all the others cases, we have f00
h;mh = 0.
By contrast, f00
0 is determined as follows:
1) IfC
W0(v)
0 = 1, and the following conditions are fulﬁlled, we have f00
0 = p0. The conditions
are:
(a) conﬁrmed packets are released and the rest of the packets in the buffer are shifted to
the right: for 1 <C
m0(v)
0  T0;C
m0(j)+gl;j g
(i)
h
0 =C
m0(v)
0  1.
(b) a new packet or the earliest requested erroneous packet is transmitted: for the right-
most C
m0(v)
0 =  1 in ˜ S S S
(v);C
m0(j)+gl;j g
(i)
h
0 = T0 in S S S(j).
(c) the packets that are already conﬁrmed but not on the right-most side of the buffer –
therefore are not released – are shifted to the right: forC
m0(v)
0 =0,C
m0(j)+gl;j g
(i)
h
0 =0.
(d) update the number of packets in the outgoing buffer: k(j) = k(i)+gl;j g
(i)
h .
(e) shift the packets in the outgoing buffer and set the empty buffer units to inactive: the
left mostW0 ki gl;j+g
(i)
h counters equal  1
2) IfC
W0(v)
0 = 1, and the following conditions are fulﬁlled, then f00
0 = p0.
(a) conﬁrmed packets are released and the rest of the packets in the buffer are shifted to
the right: for 1 <C
m0(v)
0  T0;C
m0(j)
0 =C
m0(v)
0  1.144
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(b) aretransmissionissentforthejustreceivedNACK:forC
W0(v)
0 =1in ˜ S S S
(v),C
W0(j)
0 =T0
in S S S(j).
(c) the already conﬁrmed packets that are not on the right-most side of the buffer–
therefore are not released–are shifted to the right: forC
m0(v)
0 = 0,C
m0(j)+gl;j
0 = 0.
(d) update the number of packets in the outgoing buffer: k(j) = k(i)+gl;j.
(e) shift the packets in the outgoing buffer and set the empty buffer units to inactive: the
left most M0 ki gl;j counters equal  1
3) IfC
W0(v)
0 > 1, and the following conditions are fulﬁlled,
(a) for a counter that is in the waiting mode, its value decreases by 1 in each time-chip:
8C
m0(v)
0 with 1 <C
m0(v)
0  T0 we haveC
m0(j)
0 =C
m0(v)
0  1.
(b) the counters corresponding to packets that have been ‘Conﬁrmed’ stay unchanged:
for C
m0(v)
0 = 0,C
m0(j)
0 = 0.
(c) update the number of packets in the outgoing buffer: k(j) = ki+gl;j.
(d) ifthereareunprocessedretransmissionrequests, theSR-ARQtransmitterretransmits
the oldest erroneous packet in the transmission windows; if there is not any unpro-
cessed retransmission request, the SR-ARQ transmitter transmits a new packet: for
the right-mostC
m0(v)
0 =  1;m0  k(j) in ˜ S S S
(v);C
m0(j)
0 = T0 in S S S(j).
(e) shift the packets in the outgoing buffer and set the empty buffer units to inactive: the
left mostW0 ki gl;j counters equal  1.
then
(a) if the SR-ARQ transmitter receives an ACK: ifC
m0(v)
0 = 1 in ˜ S S S
(v),C
m0(j)
0 = 0 inS S S(j),
then f00
0 = p0.
(b) if the SR-ARQ transmitter receives a NACK: if C
m0(v)
0 = T0 in ˜ S S S
(v), C
m0(j)
0 = 0 in
S S S(j), then f00
0 = p0.
4) In all the other cases, f00
0 = 0.
Let us collect all the P+0
i;j into the matrix P P P+0
=

P+0
i;j

. Similarly, let us collect all the P+00
i;j
into the matrix P P P+00
=

P+00
i;j

. Therefore, the matrix P P P+ can be expressed as P P P+ = P P P+0
P P P+00
,
which is the matrix product of the matrices P P P+0
and P P P+00
. Finally, the probability transition
matrix P P P =
 
Pi;j

can be formed as P P P =

Pi;j = P+
i;j+P0
i;j

= P P P+ +P P P0, where P P P+ =

P+
i;j

=

P+0
i;j P+00
i;j

and P P P0 =

P0
i;j

, respectively. Let us now analyze the steady-state throughput of
the network coding node shown in Fig. 6.1.6.2. ANALYSIS OF STEADY-STATE THROUGHPUT 145
6.2.3 Analysis of Steady-State Throughput
Let Pi(m) denote the probability that the state of node B is S S S(i) at the beginning of the mth time-
chip. Let p p p(m) = [P1(m);P2(m); ;PL(m)]T, where L is the size of the set S. Explicitly, we
have
L
å
l=1
Pl(m) = 1: (6.31)
Then, using the law of total probability, we can express the probability Pj(m+1) as
Pj(m+1) =
L
å
i=1
Pi;jPi(m); 0  j 2 S (6.32)
where Pi;j = Pi;j(m) denotes the transition probability from state S S S(i) at t = mTc to state S S S(j) at
t = (m+1)Tc, which has been analyzed in Section 6.2. Note that, the transition probabilities are
time-invariant and independent of m. Alternatively, (6.32) with all j 2 S can be expressed in
vector form as
p p p(m+1) =P P PTp p p(m) (6.33)
which is a recursive equation. Hence, given p p p(0), p p p(m) can be expressed as
p p p(m) =
 
P P PTm
p p p(0); m = 1;2;::: (6.34)
As shown in (6.31), the sum of each row of P P P equals one. Hence, P P PT is a left stochas-
tic matrix [101], whose limit of limm!¥(P P PT)m exists, according to the Perron-Frobenius theo-
rem [101,104]. Therefore, when m ! ¥, the Markov process becomes stationary [2] and yields
p p p(m+1) = p p p(m) =p p p (6.35)
where p p p = [p1;p2; ;pL]T = limm!¥p p p(m) and å1iLpi(m) = 1. Therefore, letting m ! ¥
and applying (6.35) into (6.33), we have
p p p =P P PTp p p (6.36)
under the constraint of å1iLpi(m) = 1. Equation (6.36) shows that p p p is a right eigenvector146
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of matrix P P PT corresponding to the eigenvalue one. Therefore, the solution to p p p can be obtained
with the aid of the methods for solving the eigenvector problem [101,104].
Finally, when reaching the steady-state, the throughput of the HISO network coding sys-
tem as shown in Fig. 6.1 can be measured by the rate that packets in buffers b b b1;b b b2; ;b b bH are
successfully encoded and forwarded to buffer b b b0. When this rate is normalized by Tc which is
the time duration of a time-chip, the throughput of the network coding system is simply equal to
the probability that new coded packets are formed and forwarded tob b b0 multiplied by the number
of packets encoded in this transition. According to the operation principles as detailed in Sec-
tion 6.2, throughput is generated only when the state transitions of node B result in the non-zero
transition probabilities of
n
P+
i;j
o
, which are the non-zero elements in matrix P P P+. Therefore, the
steady-state throughput of the HISO network coding system can be expressed as
Rc = å
1iL
pi å
1jL
P+
i;j:gi;j (6.37)
where the throughput Rc is given in the unit of number of packets per time-chip. When each of
the link in the system has the same RTT of T, where T is the number of time-chips in one RTT,
the throughput can also be express as RRTT = RcT, where RRTT is steady-state throughput given
in the unit of number of packets per RTT.
Let us now provide a range of performance results.
6.3 Performance Results
In this section we provide both some simulation results using C++ and the IT++ packages, in
order to characterize the throughput performance of the HISO network coding system as shown
in Fig. 6.1 and to justify our analytical results obtained in the previous section. In our considered
examples, we assumed that the Packet Error Rate (PER) of links l0; l1; :::; lH is the same and
equal to pe. Furthermore, we assumed that all the incoming and outgoing link have the same
RTT T. Finally, the lengths of all the incoming and outgoing links are assumed to be W. In our
simulations, the throughput is normalized by the time duration of a RTT, and therefore expressed
as
RRTT(m) =
N(m)
m
; m = 1;2;::: (6.38)
where N(m) represents the number of packets successfully transmitted from node B to node C
in the mth RTT.6.3. PERFORMANCE RESULTS 147
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Fig. 6.2: Normalized throughput of the SR-ARQ assisted network coding system, as shown in Fig. 6.1
with T =W = 4 and H = 2.
SR-ARQ, H=3, T=W=4
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Fig. 6.3: Normalized throughput of the SR-ARQ assisted network coding system, as shown in Fig. 6.1
with T =W = 4 and H = 3.148
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SR-ARQ, H=4, T=W=4
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Fig. 6.4: Normalized throughput of the SR-ARQ assisted network coding system, as shown in Fig. 6.1
with T =W = 4 and H = 4.
SR-ARQ, H=5, T=W=4
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Fig. 6.5: Normalized throughput of the SR-ARQ assisted network coding system, as shown in Fig. 6.1
with T =W = 4 and H = 5.6.3. PERFORMANCE RESULTS 149
Figs. 6.26.5 depict the normalized throughput performance of the network coding system
having H = 2;3;4;5 incoming links respectively. The length of the transmission window for
each SR-ARQ transmitter is W. Following the assumptions made throughout our discussion,
we have T = W = 4. Furthermore, in these ﬁgures, the corresponding steady-state through-
put evaluated from formula (6.37) is depicted for the sake of comparison. From the results
of Figs. 6.26.5, we can have the following observations. First, the throughput starts from
RRTT = 0 at t = 0 and converges to the steady-state throughput as more packets are transmit-
ted. The throughput obtained by simulations ﬂuctuates around its corresponding steady-state
throughput obtained from evaluation of (6.37), due to an insufﬁcient number of packets trans-
mitted. Second, the simulation results shown in Figs. 6.26.5 justify our analytical results ob-
tainedinSection6.2, whichiseffectiveforevaluationofthesteady-statethroughputoftheHISO
network coding systems assisted by SR-ARQ. Third, the normalized throughput decreases sig-
niﬁcantly, as the PER pe increases, which requires more frequently retransmissions. Finally,
when comparing the throughput results among Fig. 6.2  Fig. 6.5, we can ﬁnd that, for a given
pe, the throughput with larger H is lower than that with smaller H. In other words, the through-
put decreases, as the number of incoming links of H increases. The reason for this observation is
obvious, since more incoming links requires in average more waiting time to prepare the packets
for a new coded packet, which can be made more clear in the following observation.
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Fig. 6.6: Normalized throughput of the SR-ARQ assisted network coding node with T = W = 4 and
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In Fig. 6.6 we compare the normalized steady-state throughput against PER for the network
coding node B, when it has H = 2;3;4;5 incoming links respectively. Explicitly, at a given PER
pe, the normalized throughput decreases, when the network coding node has more incoming
links. This is because the chance of forming a new coded packet and forwarding it to buffer b b b0
becomes smaller, as the new coded packet depends on correctly receiving more packets from
the incoming links. Furthermore, from Fig. 6.6 we observe that the difference of the normalized
throughput corresponding to different number of incoming links becomes smaller, as the packet
error rate increases. Furthermore, as pe increases, the number of the incoming links H becomes
less inﬂuential on the throughput.
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Fig. 6.7: Normalized throughput of the SR-ARQ assisted network coding node with T = W = 2;4;6;8
and H = 2, respectively.
In Fig. 6.7 we compare the normalized steady-state throughput against PER for the network
coding node B, when the number of incoming link is 2 and W = 2;4;6;8 respectively. As can
be seen from Fig. 6.7, the throughput increases as the window size W increases when at a given
pe. Furthermore, as pe increases,W becomes less inﬂuential on the throughput.6.4. CONCLUSIONS 151
6.4 Conclusions
In this chapter, we have investigated the steady-state throughput of the HISO network coding
nodes assisted by the SR-ARQ scheme. Expressions for computing the steady-state throughput
have been obtained by modeling the operations of the HISO network coding node as a FSM.
The steady-state throughput performance is investigated by both simulation and analytical ap-
proaches. It can be shown that the simulation results justify our analytical expressions derived.
Furthermore, similar to the SW-ARQ and the GBN-ARQ, our performance results show that
the throughput of a coding node decreases, as the number of incoming links to the coding node
increases. Finally, it has also been shown that the steady-state throughput increases as the size
of transmission windows increases.152
CHAPTER 6. STEADY-STATE THROUGHPUT ANALYSIS FOR NETWORK CODING NODE
EMPLOYING SR-ARQChapter7
Conclusions and Future Work
7.1 Summary and Conclusions
By taking the advantages of the information conveyed in packets to different receivers in a net-
work, network coding is capable of reducing the number of packets that need to be transmitted
over the network. Therefore, network coding employs the potential for boosting the throughput
of packet networks. Performance of communication systems with network coding has widely
been investigated in recent years, when assuming that packets are conveyed error free over net-
works. However, in practice, transmission errors always occur and error-detection and error-
correction techniques are often required in order to ensure reliable communications. There-
fore, in this thesis, we have focused our attention mainly on the performance of the networks
employing packet-level network coding assisted by Automatic Retransmission reQuest (ARQ)
schemes.Based on our studies, the main conclusions can be summarized as follows.
Chapter 1 : In this chapter, the research background of network coding has ﬁrst been reviewed.
Then, potential applications of network coding, including in Wireless Sensor Network (WSN),
multicast or broadcast networks and Peer-to-Peer (P2P) networks, have been discussed with
the focus on the advantages of network coding. Moreover, it has been pointed out that there
are some constraints and problems for implementation of network coding in the context of, re-
sources, network topology and security, etc. Furthermore, our motivations for the research of
the performance of ARQ supported network coded systems is described. Finally, the outline of
the thesis is presented and the contributions are summarized.
Chapter 2 : In this chapter, ﬁrst some examples have been provided in order to illustrate that
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network coding has the potential to improve the networks’ throughput and to save the resources
in wireless networks. Then, three types of network coding schemes, namely the linear network
coding, vector-linear network coding and the non-linear network coding, have been reviewed
in the context of their principles and under the assumption that all the links are error-free. It
has been pointed out [4,79] that, for the network conﬁgurations where the network coding min-
cut max-ﬂow theorem does not stand, there are no solutions, when considering linear network
coding. However, even in this case, there might be coding solutions when vector-linear net-
work coding or non-linear network coding is employed, while relatively loose constraints on the
network coding are applied [75]. Moreover, we have illustrated that network coding may ben-
eﬁt from alphabet size reduction, when the vector-linear network coding or non-linear network
coding is used, instead of the linear network coding [76]. Additionally, from the principles of
network coding, we can be implied that, when implementing the network coding schemes as
considered, all of them may be implemented in a table look-up style, so that the linear network
coding schemes can take the advantages of simplicity and low-cost combination circuits.
Chapter 3 : In this chapter, we have investigated the performance of the packet-level network
coding systems, when assuming that the transmission from one node to another is not ideal and
that a certain ARQ scheme is employed for error-control. Speciﬁcally, in Section 3.1, we have
ﬁrst provided a brief overview for some typical ARQ schemes, including the Stop-and-Wait
ARQ (SW-ARQ), Go-Back-N ARQ (GBN-ARQ) and the Selective-Repeat ARQ (SR-ARQ)
schemes. Then, in Section 3.2, a schema of packet-level network coding node is proposed.
In Section 3.3, the delay characteristics of a general network coding node has been analyzed,
which shows that, when a coding node invokes more incoming links, the average delay for
successfully delivering packets on the incoming links and forming the outgoing coded packets
increases. Furthermore, the delay performance of the butterﬂy network supported by SW-ARQ
has been analyzed. Expressions have been derived and the performance results show that the
delay is dominated by the path containing the coding node.
Then, in Section 3.4, the performance of the Butterﬂy network has been investigated by
simulation approaches, when the Butterﬂy network employs various ARQ schemes for error-
control. Their performance is characterized by the achievable throughput, the average delay and
the standard deviation of delay. From our performance results, we can ﬁnd that, among these
three ARQ schemes, given a Packet Error Rate (PER), the SR-ARQ scheme is capable of at-
taining the highest throughput and resulting in the lowest delay. In most cases, the SW-ARQ
scheme yields the highest standard deviation of delay, while the SR-ARQ scheme has the low-
est. Therefore, we can conclude that, for the Butterﬂy network, the SR-ARQ scheme may be7.1. SUMMARY AND CONCLUSIONS 155
one of the appropriate schemes for supporting transmission. However, the SR-ARQ scheme has
the highest implementation complexity, while the SW-ARQ scheme has the lowest complexity,
among the three ARQ schemes considered.
Chapter 4 : In this chapter, we have investigated the steady-state throughput of general network
coding nodes without or with queueing buffers, when the simple SW-ARQ transmission scheme
is employed. Speciﬁcally, in this chapter, we have started with considering a Two-Input-Single-
Output (2ISO) network coding node in Section 4.1, demonstrating in detail the principles and
steps for analyzing the steady-state throughput of the network coding node based on the prin-
ciples of the Finite State Machine (FSM). Then, in Section 4.2, we have extended our analysis
to the general H-Input-Single-Output (HISO) network coding nodes without queueing buffers.
Furthermore, in Section 4.2, we have introduced queueing buffers to the HISO network coding
nodes, and analyzed their throughput. In this chapter, a range of closed-form expressions have
been obtained for various scenarios considered. The throughput performance has been investi-
gated by both analytical and simulation approaches. Our analytical results have been validated
by simulations and both simulation and numerical results have been provided and analyzed in
Section 4.3, The results show that, for any network coding nodes, the throughput of a coding
node decreases, as the number of incoming links to the coding node increases.
Furthermore, it has been shown that the more queueing buffers are available at the coding
node, the higher throughput the coding node can possibly achieve. Additionally, given a total
number of queueing buffers for a coding node, there exists an optimal allocation of queueing
buffers to the links connected to the coding node which results in that the coding node achieves
the maximum throughput.
Chapter 5 : In this chapter, we have extended the FSM-based analytical method to the HISO
network coding node, where links are equipped with the GBN-ARQ scheme. In our analysis, we
have assumed that each link is associated with a buffer. In this case, the transmitter can transmit
all the packets in the transmission window without stopping to wait for the acknowledgement for
the outstanding packets. However, when a Negative ACKnowledgement (NACK) is received by
the transmitter, then, the corrupted packet as well as its following packets are all retransmitted.
As in Chapter 4, in this chapter, the steady-state throughput of the general HISO network
coding node has been analyzed. The operations, properties and transition probability of a HISO
network coding node supported by the GBN-ARQ transmission scheme have been analyzed in
detail, with the aid of the delay variable as deﬁned. Furthermore, by modeling the operations
of the HISO network coding node as a FSM working in the principles of discrete-time Markov156 CHAPTER 7. CONCLUSIONS AND FUTURE WORK
chain, we have derived the transition matrix deﬁned as P P P =P P P0+P P P+, where the transitions rep-
resented by P P P0 do not yield throughput, while those represented by P P P+ generate throughput.
Then, the steady-state throughput of the HISO network coding nodes has been evaluated with
the help of P P P. Finally, the throughput performance of the network coding node employing the
GBN-ARQ with different numbers of input links is investigated by both simulation and numer-
ical approaches. Our performance results demonstrate that the simulation results converge well
to the numerical results, which justiﬁes the effectiveness of our analytical expressions derived.
It is also shown that, the steady-state throughput of the network coding node increases, as the
size of the transmission windows increases.
Chapter 6 : Similarly as in Chapters 4 and 5, in this chapter, we have derived the steady-state
throughput of the general HISO network coding node employing the SR-ARQ based on the
transition probability analysis. The throughput performance of the network coding node with
different number of input links is investigated by both numerical and simulation approaches.
By modeling the operations of the network coding node as a FSM working in the principles of
discrete-time Markov chain, we have analyzed the transition matrix deﬁned as P P P = P P P0 +P P P+,
where the transitions represented by P P P0 do not yield throughput, while those represented by P P P+
generate throughput. Since, for the SR-ARQ supported network coding nodes, throughput may
be generated either in the ﬁrst half of a transition, or in the second half of a transition analyzed in
this chapter, the matrix P P P+ is further decomposed into P P P+ =P P P+0
P P P+00
, where P P P+0
corresponds
to the ﬁrst half of a transition and P P P+00
to the second half, respectively. Then, with the aid of
P P P, the steady-state throughput of the HISO network coding has been investigated. Finally, the
throughput performance of the network coding nodes employing the SR-ARQ with different
numbers of input links has been investigated by both simulation and numerical approaches.
Again, our performance results demonstrate that the simulation results converge well to the
numerical results, which justiﬁes the effectiveness of our analytical expressions derived. The
performance results show that the steady-state throughput of the SR-ARQ supported network
coding nodes increases, as the size of the transmission windows increases.
7.2 Future Work
In this section, we provide some suggestions for potential future research.
1) In this thesis, the Error Detection (ED) coding has been assumed to be perfect with the
probability of undetectable errors equaling zero. However, the probability of undetectable7.2. FUTURE WORK 157
errors is not zero, although it is usually very small. Hence, it is worthy of investigating the
ﬁnal residual error rate at information sinks, when the ARQ schemes are operated based
on certain ED coding schemes.
2) Wireless ad-hoc networks have attracted signiﬁcant research interest in recent years, since
they have the potential for applications in many challenging scenarios, such as, search and
rescue operations, sensing applications, mesh networks, vehicular communications, etc.
Digital Network Coding (DNC) or Physical Network Coding (PNC) may be applied to the
wireless ad-hoc networks, in order to improve their performance in many aspects, such
as, throughput, robustness, resource saving, reliability, etc. Therefore, network coding
assisted wireless ad-hoc networking also constitutes one of the important research areas.
3) The theoretical throughput analytical methods developed in Chapters 4-6 based on FSM
is versatile in the sense that they are valid for any network coding nodes, as long as the
assumptions used in these chapters are fulﬁlled. However, as the size of the state transi-
tion matrix grows exponentially with the number of the states of the system, the involved
Eigenvalue calculation requires a huge amount of computational resources. In fact, even
withtheaidofthecarefuldesignedeliminationoftheillegitimatestatesandcomputational
resource management mechanisms, e.g., virtual memory management, page ﬁle manage-
ment [105], etc., it is still hard to scale the computation beyond the setups used in this
thesis, especially, for the SR-ARQ. Hence, in order to extend the analytical frameworks to
the more complicated networks, efﬁcient approximation approaches that demanding less
computational complexity or provide more efﬁcient eigenvalue calculation are required.
4) As the start of a road map, in this thesis, we have mainly focused on the butterﬂy network.
Our analysis may be extended to the more complex or more general networks, such as,
P2P networks, star networks, etc.
5) In this thesis, we have considered the SW-ARQ, GBN-ARQ and SR-ARQ schemes. In the
future, the same FSM model may be extended to the other ARQ schemes, such as Hybrid
Automatic Retransmission reQuest (HARQ) scheme, etc. Furthermore, for the SW-ARQ,
GBN-ARQ and the SR-ARQ schemes analyzed in Chapters 4-6, the FSM models contain
various assumptions. In the future, further research may aim at the models with more
practical and more general assumptions.
6) In Chapter 3, our analysis has mainly been focused on the throughput performance and
delay performance. In Chapters 4-6, our analysis has mainly focused on the through-158 CHAPTER 7. CONCLUSIONS AND FUTURE WORK
put performance. Other performance metrics, such as, packet loss probability, queueing
quality, etc., may be considered in future research.
7) Finally, in Chapters 4-6, the maximum throughput of the network coding nodes has been
the main concern of our analysis. We have assumed that all the incoming links are as-
sociated with the same type of queues having the same queueing parameters. One of the
important future research areas might be the performance of the network coding nodes
whose incoming links are characterized by different types of queues.Glossary
2ISO Two Input Single Output, 9
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