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Abstract: Bipartite field theories (BFTs) are a new class of 4d N = 1 quantum field
theories defined by bipartite graphs on bordered Riemann surfaces. In this paper we
derive, purely in terms of the gauge theory, the cluster transformations of face weights
under square moves in the graph. In this context, we obtain them by connecting regular
parametrizations of the master space of the associated BFTs. For BFTs on a disk, these
transformations follow from the properties of coordinates in the Grassmannian. This
represents a new addition to the list of combinatorial objects for the Grassmannian,
such as matching and matroid polytopes, that have been shown to emerge from BFT
dynamics.ar
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1 Introduction
Bipartite field theories (BFTs) are a class of 4d N = 1 gauge theories defined by
bipartite graphs on Riemann surfaces, which might have borders [1, 2]. This class of
theories contains and generalizes brane tilings on a 2-torus [3, 4].
BFTs are certainly interesting in their own right. In addition, they provide useful
intuition and insights, based on standard quantum field theory, into other problems re-
lated to bipartite graphs. Examples of such systems with a one-to-one correspondence
with BFTs include: D-branes over toric Calabi-Yau (CY) 3-folds [3–7], cluster inte-
grable systems [8–11] and scattering amplitudes in N = 4 SYM [12]. Cross-fertilization
works in both directions, and these systems can be also exploited for gaining a deeper
understanding of BFTs.
One reason connecting scattering amplitudes in planar N = 4 SYM and bipartite
graphs is that both sets of objects are related to the cell decomposition of the totally
nonnegative Grassmannian [12–15]. It then becomes natural to try to uncover objects
and properties that are important for the classification of cells in the Grassmannian
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in terms of BFTs. Considerable progress has been made on this front since the recent
inception of BFTs. Among other things, cells in the Grassmannian have been linked to
low energy equivalence classes of Seiberg dual theories [1, 2], the boundary operator on
them has been interpreted as higgsing [1], the matching and matroid polytopes have
been identified with the toric diagrams of the master space and the mesonic moduli
space [1, 16], and cluster transformations of face weights [14] have been derived in terms
of vevs of line operators in the dimensional reduction of BFTs to 3d [17]. The aim of
this paper is to extend this list by obtaining the cluster transformations of face weights
directly at the level of the BFT. We will show that cluster transformations connect
regular parametrizations of the master spaces of theories related by square moves. In
the context of scattering amplitudes, cluster transformations give rise to useful changes
of variables in on-shell forms. Furthermore, in combination with graph reduction, they
can be used to simplify the determination of leading singularities [12].
In contrast with our field theoretic approach, the discussion of cluster transforma-
tions for bipartite graphs is often phrased in terms of rather abstract concepts such as
the partition function of a dimer model [19] or the invariance of the boundary mea-
surement [14]. Given the recent irruption of these ideas in the physics literature, our
primary aim is to provide an alternative understanding of them in terms of objects
that are closer to physicists. We certainly do not claim a first time derivation of cluster
transformations, which were originally found in [18]. We hope our presentation clarifies
some subtle points to non-experts and provides another handle on cluster transforma-
tions to the physically inclined reader.
Further developments in the study of BFTs include the connection to toric CY
manifolds, a detailed study of non-planar BFTs, the relation to BPS quiver of 4d
N = 2 gauge theories and a string theory realization of some BFTs in terms of D5 and
NS5-branes [1, 16, 17].
This paper is organized as follows. §2 briefly reviews BFTs and the computation of
their master and moduli spaces. §3 discusses the BFT interpretation of square moves.
Cluster transformations for face weights are derived from regular parametrizations of
BFT master spaces in §4. We conclude in §5. Appendix A discusses the BFT treatment
of external legs of bipartite graphs.
2 BFTs in a Nutshell
Bipartite Field Theories are a general class of 4d, N = 1 quiver gauge theories whose
Lagrangians are defined by bipartite graphs on Riemann surfaces, with or without
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boundaries [1, 2]. Table 1 summarizes the dictionary connecting bipartite graphs on
Riemann surfaces and BFTs.
Graph BFT
Internal face (2n-sided) Gauge group with n flavors
External face Global symmetry group
Edge between two faces i and j Chiral multiplet in the bifundamental
representation of the groups i and j. The
orientation of the corresponding arrow is such
that it goes clockwise around white nodes and
counterclockwise around black nodes.
k-valent node Monomial in the superpotential involving k
multiplets. The signs of the terms are
(+/-) for (white/black) nodes. External nodes
do not correspond to superpotential terms.
Table 1. The dictionary connecting bipartite graphs on Riemann surfaces and BFTs.
We refer the reader to [1] for a detailed explanation of the correspondence. The
quiver for a BFT lives on the Riemann surface and is obtained by dualizing the defining
bipartite graph. Plaquettes in this quiver encode superpotential terms. The gauge and
global symmetry groups are U(Ni), where the index i runs over all faces of the graph.
The ranks Ni are constrained by anomaly cancellation. For gauge groups, the central
U(1) ⊂ U(Ni) flow to zero coupling at low energies and become global symmetries.
Figure 1 shows an example of a bipartite graph and its corresponding BFT.
Figure 1. Bipartite graph and its dual BFT. This example corresponds to the top dimensional
cell of G(2, 5).
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We will regard the chiral fields associated to edges connected to external nodes of
the graph as non-dynamical. This implies that we neither impose vanishing of their
F-terms nor integrate them out when they participate in mass terms. In the latter case,
we just consistently keep them in our analysis. There are various reasons motivating
this choice, which have been already discussed in [1, 16]. First, naive promotion of these
fields, which participate in a single superpotential term, to dynamical objects severely
constrains the moduli space of BFTs. In addition, in certain D-brane realizations of
some of these theories, external faces correspond to higher dimensional branes such
as D7-branes. The fields associated to external legs live at the intersections between
these flavor branes, which are infinite along the internal dimensions. As a result, they
are non-dynamical from a 4d viewpoint. Finally, and perhaps more importantly, this
treatment beautifully leads to the emergence of various objects in the combinatorics of
the Grassmannian from BFT dynamics. Examples include the matching and matroid
polytopes [14, 15], which are linked to the master and moduli spaces of the BFT [1, 16].
Other consistent treatments of external legs are possible, such as the one considered
in [2]. In Appendix A we collect some general remarks on the connection between
different approaches.
In [16], an alternative way of gauging anomaly free symmetries in these models was
identified, giving rise to a new class of BFTs. The discussion in the following sections
extends to those theories with small changes. For simplicity, this extended gauging will
not be considered in this paper.
2.1 Moduli Spaces of BFTs
The mesonic moduli space of a general N = 1 gauge theory, or moduli space for
short, is the space of solutions to vanishing F and D-terms. The master space is given
by the solutions to only vanishing F-terms [20], and can be regarded as an intermediate
step in the determination of the moduli space.
In this article we focus on the moduli space of Abelian BFTs. When doing so, we
consider the classical theory, in which the gauge couplings are constant and non-zero
instead of vanishing at low energies. The main reason for doing so is that the Abelian
case is directly relevant for scattering amplitudes. An Abelian BFT can be mapped
to a U(1) gauge theory living on the graph [21, 22], which also provides an alternative
formulation of the scattering problem [12].1 In addition, the Abelian case is sufficient
for capturing the equivalence graph equivalences that correspond to Seiberg duality in
the non-Abelian case. It is reasonable to expect that the moduli space of a non-Abelian
1Despite the connection between the two theories, the U(1) gauge theory on the graph should not
be confused with the corresponding Abelian BFT.
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theory with all ranks equal to N is related to the symmetric product of N copies of the
Abelian moduli space. This is indeed the case for BFTs with a D-brane interpretation.
A more general investigation of generic BFTs is desirable in order to determine whether
such simple connection holds more generally, although it is beyond the scope of this
paper. The only potential cause of differences with the well-understood D-brane case
is given by global properties of the graph. In any case, since Seiberg duality acts as a
local modification of the graph, our discussion can be promoted to non-Abelian theories
without changes.
When parametrizing the moduli space in terms of the scalar components of the
chiral fields in the theory, expressions involving negative powers are generically en-
countered. We refer to such parametrizations as irregular, since they contain poles
at the origin of some directions in field space. Explicit examples illustrating this situ-
ation are given in §4. It is thus natural to ask whether it is possible to find a regular
parametrization of the master space. By this we mean a parametrization in terms of
a new set of fields pµ such that, on the master space, all Xi can be expressed as
Xi(pµ) =
c∏
µ=1
pPiµµ , (2.1)
where P is a matrix with integer entries greater or equal to zero. The same information
can be alternatively encoded in terms of a characteristic polynomial P , in which
each term Pµ is in one-to-one correspondence with a field pµ:
P =
c∑
µ=1
Pµ, Pµ(Xi) =
∏
i
X
Piµ
i . (2.2)
While there is a one-to one correspondence between pµ and Pµ, there is a subtle differ-
ence. The Xi fields should be understood as functions of the pµ, but Pµ(Xi) is not the
result of inverting this map, which in fact is not invertible. In §4.3 we provide further
details on the interpretation of (2.2).
As a result of the restricted structure of BFT theories, whose Lagrangian is dictated
by a bipartite graph, it is always possible to find a regular parametrization of their
master space. Moreover, the fields pµ have a graphical representation and are identified
with almost perfect matchings of the bipartite graph. An almost perfect matching,
or perfect matching for brevity, p is a subset of the edges in the graph such that:
1) every internal node is the endpoint of exactly one edge in p and 2) every external
node belongs to either one or zero edges in p. In fact, Piµ can be read directly from the
graph and is equal to 1 if the edge associated to the chiral field Xi is contained in pµ
and zero otherwise, i.e.
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Piµ =
{
1 if Xi ∈ pµ
0 if Xi /∈ pµ (2.3)
The map between chiral fields and perfect matchings determined by (2.1) and (2.3)
implies that F-term equations are automatically satisfied [1, 4]. This can be understood
as follows. Every bifundamental field X0 associated to an internal edge appears in
exactly two terms in the superpotential, i.e.
W = X0P1(Xi)−X0P2(Xi) + . . . , (2.4)
where P1(Xi) and P2(Xi) are products of bifundamentals fields. The F-term equation
for X0 is given by
∂X0W = 0 ⇐⇒ P1(Xi) = P2(Xi). (2.5)
Figure 2 shows the graphical representation of this equation. Removing the edge asso-
ciated to X0, the product of edges connected to the node on the left needs to be equal
to the product of edges connected to the node on the right. Using (2.1), the F-term
equation takes the general form
∏
i∈P1
c∏
µ=1
pPiµµ =
∏
i∈P2
c∏
µ=1
pPiµµ . (2.6)
Since the two nodes under consideration are separated by a single edge, all perfect
matchings that appear on the L.H.S. of (2.6) also appear on its R.H.S.. We thus
conclude all F-term equations are satisfied.
Figure 2. Graphic representation of the F-term equations in a BFT.
The next step for determining the moduli space is to impose vanishing of D-terms.
As already said, we focus on Abelian BFTs. The transformation properties under gauge
symmetries of the Xi fields are implemented by assigning non-trivial charges to the pµ
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fields. Following (2.1), for each factor U(1)(α) of the gauge group, the corresponding
charges are given by
Q(α)(Xi) =
c∑
µ=1
PiµQ
(α)(pµ). (2.7)
These equations are used for determining an assignation of charges Q(α)(pµ) that is
consistent with the values of Q(α)(Xi) for every i and α. Such charges are typically not
unique, but the resulting moduli space is independent of how they are chosen. Gauge
invariant operators parametrizing the moduli space correspond to products of perfect
matchings that are neutral under all gauge symmetries. Extending what they do for
the master space, perfect matching of course give rise to a regular parametrization of
the moduli space.
The master and moduli spaces of Abelian BFTs are toric CY manifolds [1, 16].
The construction we have outlined beautifully fits into the gauged linear sigma model
(GLSM) realization of these geometries. In this note, however, we will mainly focus
on the field theory side of the story. It is important to emphasize that while the pµ
fields have a natural interpretation as perfect matchings of a graph, the existence and
determination of a regular parametrization of the moduli space of a BFT can be entirely
phrased in gauge theoretic terms.
The discussion in this section is sufficient for the purposes of this article. We refer
the reader to [1, 16] for further details on the calculation of master and moduli spaces
for BFTs.
3 Square Moves
In this article we will be interested in the behavior of BFTs under the square move
transformation, also referred to as urban renewal, shown in Figure 3. This operation
can be applied to any internal square face of the graph. For non-Abelian BFTs, it
corresponds to Seiberg duality [23] of the corresponding gauge group [1, 2, 4]. The
square move replaces electric quarks with magnetic quarks, introduces Seiberg mesons
and generates cubic superpotential couplings between mesons and magnetic quarks.
When the ranks of all faces are equal, gauge groups associated to square faces have
Nf = 2Nc flavors.
The moduli space is invariant under square moves for both non-Abelian BFTs, as
a consequence of Seiberg duality, and classical Abelian BFTs.
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Figure 3. Square move in a bipartite graph. We label the faces affected by the move, whose
transformation properties will be later determined.
4 Regular Parametrizations of the Master Space and Cluster
Transformations
As explained above, every BFT admits a regular parametrization of its master space.
Furthermore, the fields in this parametrization are in one-to-one correspondence with
perfect matchings of the underlying bipartite graph. We now investigate the effect of
square moves of the graph on regular parametrizations. As already mentioned, we will
focus on Abelian BFTs.
Motivated by the standard nomenclature, we refer to the theories before and after
the square move as electric and magnetic, respectively. While it is certainly straight-
forward to determine the perfect matching parametrizations of the master spaces of
both the electric and magnetic BFTs, it is natural to ask whether there is a more ef-
ficient procedure that directly produces the perfect matching parametrization for one
of the theories starting from the one for its dual. In this section we explain how clus-
ter transformations of face weights [14] provide such a map. Cluster algebras were
introduced in [24].
Since a square move is a local transformation of the graph, it is sufficient to focus
on its effect on the immediate neighborhood of the dualized gauge group. For this
reason, below we identify the minimal theory accepting square moves that can be
considered in the BFT context and discuss the field theory computation of its moduli
space in detail.
Let us emphasize that cluster transformations are well understood for quiver nodes
with an arbitrary number of arrows [18, 24]. Similarly, Seiberg duality is completely
clear for general Nf > Nc [23]. The reason for focusing on square moves is that such
transformations keep us within the class of theories which are described by bipartite
graphs, which are the objects we are interested in studying.
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4.1 The Electric Theory
Figure 4 shows the minimal theory, which can be regarded as a piece of a more compli-
cated BFT. This diagram is interpreted as Nf = 2Nc SQCD augmented by gauge invari-
ant, from the point of view of the dualized gauge group, operators Oα, α = 1, . . . , 4.2
The 2Nc flavors corresponds to chiral superfields Qi and Q˜i, i = 1, 2 where, for sim-
plicity, an additional flavor index coming from the fact that these fields are actually
bifundamental has been omitted. In the Abelian case, this is a U(1) gauge theory, with
charge 1 and −1 chiral fields Qi and Q˜i, and the four Oα operators. In addition, the
theory has a the following superpotential
Wel = −Q˜2Q1O1 + Q˜1Q1O2 − Q˜1Q2O3 + Q˜2Q2O4. (4.1)
This theory can be regarded as a piece of a larger BFT. In the full theory, the Oα
operators can correspond to either single chiral fields or products of them. Notice that it
is not possible to consistently study just a square graph, i.e. without coupling it to the
Oα operators. Naively, one would think that such a configuration corresponds to pure
Nf = 2Nc SQCD. In fact, the 2-valent nodes at the corners of the square correspond to
quadratic terms in the superpotential giving mass to all the flavors. Integrating them
out would trigger a process in which the entire square disappears.
Figure 4. The minimal electric configuration.
When computing the moduli space of the gauge theory, we will give the Oα op-
erators a special treatment: their F-terms equations are not imposed. This choice
follows from considerations that are similar to the ones mentioned in §2 for regarding
the chiral fields associated to external legs of bipartite graphs as non-dynamical [1, 16].
2In the full theory, the faces adjacent to the dualized square might be closed and hence gauged.
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Intuitively, not imposing their F-terms amounts to considering a patch in the moduli
space of the full theory.
Let us now focus on the Abelian theory and compute its moduli space. The first
step is solving F-term equations, whose space of solutions corresponds to the master
space of the theory. Vanishing of the F-terms for Q1, Q2, Q˜1, Q˜2 becomes
O2 Q˜1 = O1 Q˜2 O2Q1 = O3Q2
O3 Q˜1 = O4 Q˜2 O1Q1 = O4Q2 (4.2)
These equations can be solved in terms of a subset of the {Qi, Q˜i,Oα} variables. For
example, we can have: O2 = (O1Q˜2)/Q˜1, O3 = (O1Q1Q˜2)/(Q˜1Q2), O4 = (O1Q1)/Q2.
This is a singular parametrization, since it involves negative powers of fields.
It is straightforward to find a regular parametrization of the space of solutions of
§4.2 without making any reference to the graph underlying the gauge theory. Following
the general discussion in §2.1, it is instead possible to take a shortcut and exploit the
fact that the pµ fields are associated to perfect matchings. The theory at hand is so
simple that all perfect matchings can be determined by direct inspection of the graph.
Alternatively, one can use the systematic Kasteleyn matrix methods introduced in [1].
The perfect matching matrix P connecting pµ fields to chiral fields in the BFT takes
the form
Pe =

p1 p2 p3 p4 p5 p6 p7
O1 1 1 1 0 0 0 0
O2 1 1 0 1 0 0 0
O3 1 0 0 1 1 0 0
O4 1 0 1 0 1 0 0
Q1 0 0 0 0 1 1 0
Q˜1 0 0 1 0 0 0 1
Q2 0 1 0 0 0 1 0
Q˜2 0 0 0 1 0 0 1

. (4.3)
One should not be scared by this matrix, its sole purpose is to encode a regular
parametrization of the master space. For illustration, let us explicitly see how the
perfect matching parametrization automatically satisfies the first F-term equation in
(4.2), i.e. FQ1 = 0.
O1 = p1p2p3 , Q˜1 = p3p7
O2 = p1p2p4 , Q˜2 = p4p7
}
FQ1 : (p1p2p4)(p3p7) = (p1p2p3)(p4p7). (4.4)
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All other F-term equations are satisfied in a similar way. As explained above, D-terms
are satisfied by restricting to gauge invariant combinations of the pµ fields.
The information in (4.3) can be alternatively encoded in terms of the characteristic
polynomial
Pe = (Q1Q2 + Q˜1Q˜2) +O1O2Q2 +O1O4Q˜1 +O2O3Q˜2 +O3O4Q1 +O1O2O3O4, (4.5)
in which each term corresponds to a pµ. We have organized terms according to the Oα
content instead of following the order of columns in the matrix Pe.
4.2 The Magnetic Theory
Let us analyze the theory shown in Figure 5, which is obtained by acting on the minimal
theory with a square move. In the non-Abelian case, this model follows from a Seiberg
duality on the gauge group associated to the square face. This theory has the matter
content of usual magnetic SQCD, with the addition of the gauge invariants Oα and
superpotential
Wmag = [−M12O1 +M11O2−M21O3 +M22O4]+ q˜1q2M12− q˜1q1M11 + q˜2q2M22− q˜2q1M21,
(4.6)
where the terms in square brackets come from the electric superpotential in (4.1) and
the rest are the usual cubic terms introduced by Seiberg duality.
Figure 5. The dual of the minimal electric configuration.
Let us now focus on the Abelian version of this model. The F-term equations for
the qi, q˜i and Mij fields are
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M21 q˜2 = M11 q˜1 q˜1 q2 = O1
M12 q2 = M11 q1 q1 q˜1 = O2
M12 q˜1 = M22 q˜2 q1 q˜2 = O3
M21 q1 = M22 q2 q2 q˜2 = O4
(4.7)
A regular parametrization of the master space, the space of solutions to these equations,
is summarized by the following matrix
Pm =

p′1 p′2 p′3 p′4 p′5 p′6 p′7
O1 0 0 1 0 1 1 1
O2 0 0 0 1 1 1 1
O3 0 1 0 1 0 1 1
O4 0 1 1 0 0 1 1
M11 1 1 1 0 0 0 0
M12 1 1 0 1 0 0 0
M21 1 0 1 0 1 0 0
M22 1 0 0 1 1 0 0
q1 0 0 0 1 0 1 0
q˜1 0 0 0 0 1 0 1
q2 0 0 1 0 0 1 0
q˜2 0 1 0 0 0 0 1

. (4.8)
For example, for Fq1 we have
M21 = p
′
1p
′
3p
′
5 , q˜2 = p
′
2p
′
7
M11 = p
′
1p
′
2p
′
3 , q˜1 = p
′
5p
′
7
}
Fq1 : (p
′
1p
′
3p
′
5)(p
′
2p
′
7) = (p
′
1p
′
2p
′
3)(p
′
5p
′
7) (4.9)
All other equations in (4.7) are similarly satisfied.
As for the electric theory, the information in the matrix (4.8) can be recast in terms
of the characteristic polynomial
Pm = M11M12M21M22 +O1O2M21M22q˜1 +O1O4M11M21q2 +O2O3M12M22q1
+ O3O4M11M12q˜2 +O1O2O3O4(q1q2 + q˜1q˜2).
(4.10)
4.3 Connecting Regular Parametrizations
Let us now consider how the regular, perfect matching, parametrizations of the master
spaces of the electric and magnetic theories are related. In order to do so, it is convenient
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to study the characteristic polynomials. The only objects that are not affected by the
transformation and hence are present in both theories are the Oα operators. Then, we
have to look at (4.5) and (4.10) and compare terms with the same Oα content. This is
summarized in the (4.11), where we have included a relative normalization coefficient
Λ.
Electric Magnetic
1 Q1Q2 + Q˜1Q˜2 Λ×M11M12M21M22
O1O2 Q2 Λ×M21M22 q˜1
O1O4 Q˜1 Λ×M11M21 q2
O2O3 Q˜2 Λ×M12M22 q1
O3O4 Q2 Λ×M11M12 q˜2
O1O2O3O4 1 Λ× (q1q2 + q˜1q˜2)
(4.11)
Equating the terms on the first row determines the normalization
Λ =
Q1Q2 + Q˜1Q˜2
M11M12M21M22
. (4.12)
The next four equations give
q1 =
1
ΛM12M22
Q˜2 q˜1 =
1
ΛM21M22
Q2
q2 =
1
ΛM11M21
Q˜1 q˜2 =
1
ΛM11M12
Q1
(4.13)
Equations (4.12) and (4.13) imply the terms in the last line of (4.11) also match.
Equating the characteristic polynomials is a formal operation to connect the perfect
matching parametrizations given by (4.3) and (4.8). The physical meaning of relating
terms with the same Oα content is the following. It is straightforward to trade external
faces in the graphs above for the (sets of) external legs separating consecutive pairs,
i.e. for the Oα operators. This means that the Oα content of a term determines
the transformation properties of the corresponding perfect matching under the global
symmetries of the gauge theory, which are invariant under the duality. The simple
example we are considering also exhibits a general phenomenon which also appears
in more involved theories: the identification can occur between sets with a different
number of perfect matchings. This is the case for the first line in (4.11), with maps the
pair p6, p7 to p
′
1.
The translation between the electric and magnetic sets of perfect matchings au-
tomatically ensures the matching of all gauge invariant operators in the chiral ring of
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the dual theories. Let us illustrate this in an explicit example, given by Q1Q˜1 in the
electric theory and M11 in the magnetic one. We have:
Electric: Q1Q˜1 = (p5p6)(p3p7) = [p6p7]1 [p3]O1O4 [p5]O3O4
Magnetic: M11 = p
′
1p
′
2p
′
3 = [p
′
1]1 [p
′
3]O1O4 [p
′
2]O3O4
(4.14)
where we have used (4.3) and (4.8). In the last terms we have grouped perfect matchings
according to the corresponding Oα combinations, which are indicated by the subindices.
In order to go from the electric to the magnetic theory, we simply need to replace the
perfect matchings for each Oα content for the corresponding ones in the dual.
The master space of a BFT can be parametrized in terms of paths on the graph
[16]. For theories on a disk, it is sufficient to consider the set of loops around faces. In
addition, in this case, face variables are directly related to coordinates in the Grass-
mannian.
Our goal now is to understand the effect of square moves on face variables. Before
proceeding, let us discuss in more detail the problem at hand. We want to relate edge
weights, which are identified with vacuum expectation values for scalar components of
chiral fields, to oriented paths on graphs, of which face variables are particular examples.
To do so, it is necessary to endow edge weights with an orientation since, strictly
speaking, they do not have an inherent one (not to be confused with the bifundamental
orientation). We will refer to the resulting objects as oriented edge weights. In
a slight abuse of notation, which is frequent in both the mathematics and physics
literature, we will continue using the name of the corresponding edge to refer to the
oriented edge weights. This should not lead to confusions since it is clear that whenever
the discussion involves oriented paths, we refer to the latter. One possible systematic
convention for assigning orientations is that oriented edge weights go from white to
black nodes. With this prescription (see e.g. [21, 22] for applications of this idea),
we can write any path on the bipartite graph in terms of the oriented edge weights as
follows
v(γ) =
k−1∏
i=1
X(wi, bi)
X(wi+1, bi)
, (4.15)
where the product runs over the path γ and bi and wj denote black and white nodes.
Here, X(wi, bi) and X(wi+1, bi) are oriented edge weights, for which we explicitly indi-
cate the graph nodes connected by the corresponding edge when moving along γ instead
of employing the usual notation with subindices for the two faces they separate. Going
back and forth between the two notations is straightforward.
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We are now in a position to explain in more detail the meaning of the Pµ’s in
this context, they are oriented perfect matchings. An oriented perfect matching is
given by the product of the oriented weights for all edges in the corresponding perfect
matching pµ, as determined by (2.2). These objects can be combined to form oriented
paths.
The relations in (4.13), which were obtained from formally equating terms in the
characteristic polynomial, should not be understood as operator relations in the chiral
ring. They are, however, relations between oriented weights, i.e. relation that can
be used to determine the transformation of oriented paths in the graph under square
moves. Using (4.13) and (4.15), the face variables in the electric and magnetic theories
are given by
W = Q˜1Q˜2
Q1Q2
W ′ = q˜1q˜2
q1q2
W1 = W
∗
1Q1 W
′
1 = W
∗
1
M11M12
q˜1
W2 = W
∗
2
1
Q˜1
W ′2 = W
∗
2
q1
M21M11
W3 = W
∗
3Q2 W
′
3 = W
∗
3
M22M21
q˜2
W4 = W
∗
4
1
Q˜2
W ′4 = W
∗
4
q2
M12M22
(4.16)
Where W ∗i , i = 1, . . . , 4, indicate the pieces of the face variables that do not include
the edges involved in the square move. Plugging (4.13) into (4.16), we obtain
W ′1 = W1(1 +W ) W
′
2 = W2(1 +W
−1)−1
W ′3 = W3(1 +W ) W
′
4 = W4(1 +W
−1)−1
(4.17)
These are precisely the cluster transformations of face weights [14]. We have de-
rived them exclusively at the level of the BFT gauge theory from matching regular
parametrizations of the master spaces of the electric and magnetic theories. This behav-
ior under square moves is in fact what is required for face weights to define coordinates
of the totally non-negative Grassmannian.
A physical interpretation of face variables has been provided in [17], where they
have been related to vacuum expectation values of line operators in the 3d theories ob-
tained by dimensional reduction of the BFT on a circle. A direct understanding of them
in the 4d theory, beyond formal relations to other variables, is currently unavailable
but would be highly desirable.
5 Conclusions
In this paper we derived the cluster transformations of face weights exclusively in terms
of BFTs. We showed that they follow from connecting regular parametrizations of the
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master space of theories related by square moves. This understanding complements the
recent derivation of these transformations in terms of surface operators in dimensionally
reduced BFTs [17]. The results presented here are the latest addition to a list of
structures associated to the combinatorics of the Grassmannian, which include the
boundary operator on cells in the positive Grassmannian, and the matching and matroid
polytopes, that have been identified in terms of BFT dynamics [1, 16].
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A Comments on External Legs
In this appendix we collect a few remarks regarding external legs in BFTs. While these
facts are rather clear in the literature, it might be useful to summarize them for future
reference.
Let us first discuss the correspondence between edges in the bipartite graphs and
chiral fields, for which two approaches have been proposed. The prescription in [1]
associates a chiral field to every edge. On the other hand, according the rules in [2],
external legs connected to black external nodes do not have an associated chiral field.
The superpotential terms associated to the missing plaquettes are also absent. Figure
6 shows an example of the field content following each prescription. The connection
between the two types of theories is straightforward. One can start from the theories
in [1] and tune some of the superpotential couplings to zero, more precisely those
associated to the white nodes connected to black external nodes. In this limit, the
theories reduce to the ones in [2] plus decoupled singlets, which correspond to the legs
connected to black external nodes.
Another issue, which is intimately related to the previous paragraph, is whether the
fields for external legs are dynamical or not. Both possibilities have natural motivations
and specific implications. In §2, several reasons for considering non-dynamical external
legs were given. They range from the interest in making contact with the geometry
of the Grassmannian to general considerations regarding the implementation of global
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Figure 6. Two prescriptions for assigning chiral fields to external legs. We superimpose the
quivers over the bipartite graph. (a) Every leg corresponds to a chiral field [1]. (b) Legs
terminating on black external nodes are not associated to chiral fields. The corresponding
plaquettes are missing from the superpotential [2].
symmetry groups in terms of higher dimensional flavor D-branes. We also explained
that, with this prescription, square moves consistently implement Seiberg duality for
any internal square face, i.e. including those adjacent to external faces [1].
Let us instead consider what happens when dynamical fields are assigned to ex-
ternal legs. In this case, the analysis of Seiberg duality on square faces adjacent to
external ones is slightly different. The rule stating that legs connected to external
black nodes are not associated to chiral fields becomes necessary for consistently in-
corporating such dualities [2]. This follows from the generation of mass terms along
external legs. Summarizing the previous two paragraphs, the choice of map between
chiral fields and external legs can thus be regarded as a result of whether they are
dynamical or not.
Let us now consider general properties of string theory implementations, in those
cases in which they exist, of dynamical fields for external legs. As already mentioned,
external faces are naturally associated to higher dimensional flavor branes. The fields
under consideration would live at their intersections, which are also higher dimensional.
In order for them to become dynamical in 4d, they must have finite support in the in-
ternal dimensions. This can be simply achieved by cutting off the intersections between
flavor branes. Quite generally this requires cutting off the flavor branes themselves, re-
sulting in the gauging of the corresponding symmetries. The gauging of external faces
might be arbitrarily weak when compared to the one of internal faces. We refer the
reader to [17] for an explicit realization of this scenario. The internal volume of flavor
branes can indeed grow very rapidly with the cut off, but will remain finite for any finite
value of it. Nevertheless, this gauging imposes an important constraint on the BFT:
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external faces must be anomaly free. It is straightforward to see that the assignation of
fields to external legs of Figure 6 (b) provides a general way of satisfying this condition
for any bipartite graph. An alternative way of thinking about this assignment is that
all external legs correspond to bifundamental fields, but that extra matter needs to be
incorporated for anomaly cancellation. These additional fields have the right quantum
numbers to couple via mass terms to the legs that end on black external nodes, lifting
them at low energies.
It is amusing that one can show that the assumption of all fields in the BFT being
dynamical leads to Figure 6 (b) using two seemingly independent arguments. One of
them is based on Seiberg duality and the other one follows from general properties
expected in string theory embeddings of these theories. As we explained, there are also
reasons for not considering these fields as dynamical.
We hope our discussion clarifies the relation between the treatments in [1] and [2],
their motivations and how simple it is to switch between them.
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