In this paper, simultaneous size and topology optimization of planar and space trusses subjected to static and dynamic constraints are investigated. All the benchmark trusses consider discrete cross-sectional areas to consider the practical aspect of manufacturing. Moreover, Trusses are considered with multiple loading conditions and subjected to constraints for natural frequencies, element stresses, nodal displacements, Euler buckling criteria, and kinematic stability conditions. Truss topology optimization (TTO) can be accomplished by the removal of superfluous elements and nodes from the highly hyper static truss also known as the ground structure and results in the saving of the mass of the truss. In this method, the difficulties arise due to the singular solution and unnecessary analysis; therefore, FEA model is reformed to resolve these difficulties.
Introduction
The majority of the Truss Topology Optimization (TTO) problems reported in the literature have been considered with only stress and displacement constraints. Yet, few studies have been covered by considering frequencies and buckling constraints along with stress and displacement constraints [1] [2] [3] [4] [5] . The natural frequencies of an engineering structure are an essential parameter when such structure is subjected to the dynamic excitations [1, 6, 7] . Many engineering structures are subjected to dynamic excitation due to the working condition and certain unpredicted circumstances that may lead to unwanted vibrations [8] . Such a state becomes dangerous if the dynamic responses produce resonance; therefore, some convinced restrictions should be enforced on natural frequencies to protect an engineering structure [2, 9] . Moreover, frequency constraints increase the complexity of the TTO problems [10] . Buckling can also have consequence effect and it includes additional complexity, which makes the TTO problems more challenging [11] [12] [13] [14] [15] [16] [17] . Moreover, simultaneous consideration of natural frequencies and buckling constraints adds more limitations to the TTO problems [1] . On the contrary, these constraints cannot be ignored in order to assure practicability of a structure. Kinematic instable and invalid structures are key obstacles in the path of the TTO, therefore such structures need to identify and handle efficiently to avoid a large number of unwanted analyses.
Referable to the presence of multiple loading along with stress, displacement, buckling, frequency, kinematic stability constraints, and mixed variables the TTO problems become more challenging for optimization methods. Therefore, the search becomes implicit, nonlinear, and non-convex. Also, the TTO problem may not provide gradient-based information, hence gradient based methods may not converge to the global solution. Thus, effective optimization methods are needed to resolve such problems and researchers are constantly investigating in this arena. On the other hand, meta-heuristics do not require gradient-based information, thus non-differentiable problems can be solved. In addition, meta-heuristics can work effectively with large, highly nonlinear, and non-convex search space can handle problems with multiple variables, and can achieve the global solution. However, the meta-heuristics are subjected to low convergence and consume high computational time. Furthermore, investigation of various metaheuristics and its improvement is a growing area of interest and many satisfactory optimization results have been reported in the literature ( [18] [19] [20] [21] [22] [23] 6, 7] ). The performance of a metaheuristic can be enhanced either by modifying its features or through exert the merits of different original methods. Modification of a meta-heuristic set a good balance between exploration and exploitation so as to maintain diversity in the population, improve robustness, and convergence rate of the algorithm. Modified meta-heuristics have been proven for its outstanding reliability and efficiency to solve engineering problems, and became a striking alternative of basic algorithms. This characteristic is a strong motivation for the implementation of modified meta-heuristics in this study.
The progression of the Teaching-Learning-Based Optimization (TLBO) [24, 25] , Heat Transfer Search (HTS) [26] , Water Wave Optimization (WWO) [27] , and Passing Vehicle Search (PVS) [28] algorithms depend on characteristics of the initial as well as current population/solutions. The population may change to a small extent when the mean of the solutions is near to the best solution of the population and same is true if the current solution is close to the other randomly selected solution during the course of optimization. This state results in a premature convergence to a local optimal solution as solutions remains almost close to each other. The state in which the population does not improve further may be considered as a trapped local optimum. In such instance, the solution should be changed to search a better solution and to avoid local optima traps. Therefore, a random mutation-based search technique is introduced to answer the stated issue. Random changes to design variables of the solution are called mutation and it has been used effectively in many studies . In a proposed random mutation-based search, mutation vector is generated by a fusion of host design variables and randomly generated variables; therefore it improves the exploration of the search space. The highly heuristic nature of the random mutation-based search phase permits search to jump into non-visited regions (exploration). In this way, this phase has an additional characteristic to avoid local optima trap of the parent meta-heuristic. Moreover, the HTS, WWO, and PVS algorithms are recently developed algorithms and it is required to explore such methods for the challenging problems of structural optimization, whereas the TLBO algorithm is an effective technique and has an effective impact for different engineering optimization problems. Moreover, the considered metaheuristics have distinct search mechanisms and it is virtually impossible to forecast the influence of the modification for each of the applications and metaheuristics. Thus, the TLBO, HTS, WWO, and PVS algorithms are modified with the random mutation-based search technique to propose a Modified TLBO (MTLBO), Modified HTS (MHTS), Modified WWO (MWWO), and Modified PVS (MPVS) in this paper.
In this paper, three distinct trusses are investigated by using four basic meta-heuristics (viz., TLBO, HTS, WWO, and PVS) and four modified meta-heuristics (viz., MTLBO, MHTS, MWWO, and MPVS) by considering the overall weight as an objective function and stress, displacement, buckling, frequency, and kinematic stability as constraints. In addition, discrete cross-sectional areas are considered as design variables to ensure practicability of the structure.
Structural optimization
Structural optimization can be classified into three groups: size optimization, shape optimization, and topology optimization [51] . Size optimization deals to find the elemental crosssectional areas that contribute to the minimization of the optimization function like weight, cost, etc. Topology optimization requires more computational efforts because it deals with all the generated different topologies rather than a particular topology and results in a great saving of weight by searching finest topology [31, 22, 23] . Many researchers continuously put their efforts to investigate various optimization methods to tackle structural optimization problems.
A ground structure is set of all probable connections among nodes and these networks can be controlled by restricting element length. In the ground structure method, the operation for element removal and addition is performed such that it leads to topology optimization [52, 53] . Due to removal or addition of elements, the topology may result in a singular topology solution, which is a challenging issue of the TTO. One way to avoid singularity is to assign tiny values of the removed elements [54] but it adds unnecessary analysis due to the removed element being there in a form of microelement (element with the negligible area). To overcome the above limitations this study considers restructuring of Finite Element Analysis (FEA) model. In this method, the FEA model is restructured by removing the connectivity to the node if deleted. This method avoids unnecessary analysis of removed elements and nodes; also, it avoids the singularity. Most of the study neglects the mass at the node; however, it is necessary to consider node weight because it has an effect on the overall weight of a structure [29] .
Many studies are reported for the size optimization with various constraints such as stress, displacement, buckling, frequency, and kinematic stability. Likewise, size, shape, and/or topology optimization with only stress and displacement constraints is reported by many researchers [33, 3, 31, 29, 55, 48] . Size and shape optimization with only frequency constraints is investigated by several researchers ( [3, 56, 57, 6, 7] ). Many studies are reported for the size and shape optimization with frequency constraints, but on the other hand, structural optimization with simultaneous static and dynamic constraints has been covered by a few researchers [1, 58, 2, 3, 4, 54, 59, 5] .
Two different approaches are practiced for the TTO, depending on the different steps followed for the optimization problems such as two-stage approach and single stage (simultaneous) approach. In two-stage approach, a set of feasible topologies is investigated by considering constant cross-sectional areas during the first stage and topologies recognized during the first stage are optimized for size in the second stage [1, 2, 60] . Two-stage optimization approach may fail to reach the global optimum solution if feasible topologies identified in the first stage are not having an optimal topology. Single stage optimization approach requires more computational efforts because it deals with simultaneous size and topology optimization [31] . In this paper, Single stage optimization approach with ground structure method and restructuring of FEA model are used for the size and topology optimization.
Optimization algorithms
This comparative study comprises four basic optimization algorithms, and four modified algorithms to investigate the TTO problems. All the considered optimization algorithms are population-based meta-heuristics. These algorithms set off with a randomly generated population also known as set of solutions. The population is then updated by using a succession of different mathematical formulas, which are primarily inspired by some natural law. In addition, the proposed algorithms use greedy selection to select whether to retain the current or modified solution. It should be noted that this study does not include the removal of duplicate solutions in the TLBO, HTS, WWO, and PVS algorithms, as it requires additional function evaluations (FE). The structure of all modified algorithms are briefly summarized in the subsequent sections:
The random mutation-based search
Mutation operators comprise a random alteration of design variables during the course of optimization. The role of mutation on various meta-heuristics has been reviewed comprehensively by [32] . They also explored the effectiveness and importance of new mutation operators. [29] used a binary mutation operator in GA, whereas [30] proposed genetic adaptive search by using polynomial mutation operator. [33] used m-point-mutation of the binary structure vector to buildup topological optimal structure, whereas [31] studied a parameter-based mutation operator in real-coded GA for the TTO. Multi-objective optimization of space truss using a random design variable type mutation on GA is investigated by [34] . [35] experimentally demonstrated that mutationoriented multi-objective evolutionary algorithms are a better performer than their crossover-oriented versions for topology optimization of a continuous structure. [36] used global and local neighborhood-based mutation operators in Differential Evolutions (DE), however, original DE is based on a single point mutation strategy. [38] offered the particle-positionresetting approach, inspired by a mutation in GA, to accelerate convergence and to avoid a local optimum. 'Raining process' phase of water cycle algorithm acts similar to mutation operator in GA [37] . Moreover, the parasitism phase of the symbiotic organisms search [9] is an effective usage of random mutation search. Biogeography-based optimization algorithm also works on mutation operator phase [40, 61] . [41] used a modified mutation operation in order to eliminate the duplicate solutions in the TLBO algorithms. [42] used a Gaussian mutation in the gravitational search algorithm. [43] investigated the effectiveness of DE-mutation-strategies on tripopulation approach as hybrid DE and practical swarm optimization. [44] proposed a directional mutation operator for differential evolution. [45] applied a hybrid mutation operator on DE. [46] balanced ensemble of three mutation strategies for multi-population DE with on large-scale global optimization problems. [47] used mutation scaling factor, which automatically adjusts the values of controlling parameters to propose a sinusoidal DE. [48] proposed two new mutation rules based on the 'rand' and 'best' individuals of the population to propose a modified cuckoo search algorithm. [49] introduced a species mutation technique, which is a combination of a neighbor mutation and uniform mutation in order to improve the accuracy of solutions for TTO. This strategy has the advantage of global and local search. Moreover, four mutation operators are tested by [50] in order to enhance the performance of adaptive DE algorithm with optional external archive algorithm.
A mutation operator can help the algorithm to lead the population toward the global optimum instead of becoming trapped in local optima. Mutation is a powerful strategy to increase search diversity. In this aspect, a random mutationbased search is proposed with TLBO, HTS, WWO, and PVS algorithms in order to enhance its effectiveness and to investigate its consequence on structural optimization problems.
In random mutation-based search, a mutation vector (X i ' ) of the ith population member is produced by mutating it's jth selected design variables (j¼ 1,2,…,m). Thus, the randomly selected design variables are modified using a randomly generated number within its bounds. In this way, mutation vector is a fusion of design variables of the ith population member and a randomly generated design variable. In the next step, the functional value of a randomly selected kth population member (k a i) is compared with the functional value of the mutation vector. If mutation vector has better functional value than the kth population member, it will eliminate kth population member and acquire its position. Therefore, the random mutation-based search improves the exploration and exploitation of the search space as mutation vector is generated by a fusion of the host design variable and randomly generated variable. The highly random nature of the phase allows the search to jump into non-visited regions (exploration) so as to escape premature convergence and also permits a local search of visited regions (exploitation) to improve convergence rate. In this way, this phase improves exploration and exploitation capabilities of the parent metaheuristic. Thus, the TLBO, HTS, WWO, and PVS algorithms are modified with the mutation vector in order to improve their performance. The detail pseudo code to generate the mutation vector of ith population is given as follows:
end if end for where X i is the ith population member, j indicate the position of design variable, r j is a random integer number over [0, 1] , R is a random number over [0, 1], X' is a mutation vector, L and U are lower and upper limit on design variables respectively.
TLBO
The TLBO algorithm is a meta-heuristic, proposed by [24, 25] , which is based on the influence of a teacher on the outcomes of learners in a classroom. The classroom teachinglearning is one sort of essential track where students learn from the teacher and follow learners to improve their knowledge. The TLBO algorithm is a population-based algorithm, where the learners are viewed as the population and various subjects offered to the learners are considered as the design variables.
The TLBO algorithm initiates with a randomly generated population, where the class has 'n' number of students (i.e., population size) studying 'm' number of the subjects (i.e., design variables). In the following stage, the population is updated by the teacher phase and learner phase in each generation. Moreover, the updated solution in the TLBO algorithm is accepted only if it has a better function value. Subsequently, a worst solution of the population is replaced by the elite solution. The TLBO algorithm is explained with the aid of flow chart shown in Fig. 1 .
MTLBO
The TLBO algorithm works on the teacher phase and the learner phase. It can be understood from the teacher phase that the updated population has a great influence of the best population member considered as a teacher (X teacher ) and mean of a population (X mean ). The population is updated by interactions among the randomly selected population during the learner phase. In the progression of the optimization process, the population might change very small or retain its current position, when the population is close to the best solution (X teacher ) or mean of a population (X mean ) and even if a population (X i ) is close to the other randomly selected population member (X j , X k ). This condition may end in premature convergence as the population remains almost close to the earlier value. Thus, such condition results in premature convergence and needs to address effectively.
It is observed from the literature that the TLBO algorithm can be made more effective either by modification or hybridization [18, 20, 21, 61, 7] . This feature encouraged us to formulate the MTLBO algorithm and to investigate its effect on the TTO problems. The main contribution of this study is to propose modification strategy that is based on the mutation vector in order to diminish premature convergence. The flow chart of the MTLBO algorithm with the stepwise procedure is shown in Fig. 2 . It can be seen from the flow chart that the population is updated in each generation by the teacher phase, the learner phase of the TLBO algorithm as the main search procedure followed by the random mutation-based phase.
HTS
The HTS algorithm, proposed by [26] , works on heat transfer due to interaction within the system molecules as well as with the surrounding in order to reach a thermal equilibrium. The natural law of thermodynamics states that "Any system always try to achieve equilibrium state with its surroundings". Therefore, thermodynamically imbalance system always tries to achieve thermal equilibrium by heat transfer between the system and its surrounding. The modes of heat transfer are conduction, convection, and radiation that plays an important role in setting a thermal equilibrium. Thus, the HTS algorithm considers 'the conduction phase', 'the convection phase', and 'the radiation phase' to reach an equilibrium state. In the HTS algorithm, all three modes of heat transfer have an equal chance to transfer heat and one of the heat transfer mode is decided randomly for each generation.
The HTS algorithm initiates with a randomly generated population, where the system has 'n' number of molecules (i.e., population size) and the temperature level (i.e., design variables) is 'm'. In the next stage, the population is updated in each generation by one of the randomly selected heat transfer mode. Moreover, the updated solution in the HTS algorithm is accepted only if it has a better functional value. Subsequently, worst solutions of the population are replaced by the elite solutions. The conduction factor (CDF), the convection factor (COF), and the radiation factor (RDF) are assumed to be 2, 10, and 2 respectively as per [26] . The HTS algorithm is explained with the aid of a flow chart shown in Fig. 3 .
MHTS
As discussed earlier the HTS algorithm works on 'the conduction phase', 'the convection phase', and 'the radiation phase'. The mathematical formulation of each of the phases is given in Fig. 3 . It can be understood from each of the phases that the population may change to a small extent, when the population is close to the mean of a population (the mean temperature, X ms ) or the best population member (the surrounding temperature, X s ) and even if a population (X i ) is close to the other randomly selected population (X k ) during the course of optimization. This condition may result in premature convergence as the population remains almost close to the earlier value.
Many studies have been reported for the modified versions of various meta-heuristics to improve the effectiveness; however, the modification of HTS with different strategies is still under research. Therefore, the efforts must be put in to modify HTS which can make it effective, robust, and able to provide accurate solutions. In this aspect, the HTS algorithm is modified to a new modified meta-heuristic called the MHTS algorithm. The main contribution of this study is to propose modification strategy that is based on the mutation vector in order to diminish premature convergence. The flow chart of the MHTS algorithm with the stepwise procedure is shown in Fig. 4 . It can be seen from the flow chart that the population is updated in each generation by one of the randomly selected heat transfer mode and the random mutation-based phase. 
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WWO
The WWO algorithm, proposed by [27] , is a meta-heuristic inspired from the shallow water wave theory. The WWO algorithm mimics phenomena of water wave motion, such as propagation, refraction, and breakage. In this algorithm, low energy water waves have large wavelengths that allow making exploration capability stronger during short life cycles, whereas high energy waves have small wavelengths that allow making exploration capability stronger during long life cycles. Moreover, the progression of the WWO algorithm is controlled by various parameters viz., the wavelength (λ), the maximum 
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wave height (h max ), the wavelength reduction coefficient (α), the breaking coefficients (β max and β min ), and the maximum number of breaking directions (k max ).
The WWO algorithm initiates with a randomly generated population (i.e., waves). In the next stage, the population is updated in each generation by 'propagation operator', 'refraction operator', and 'breaking operator' respectively. Subsequently, worst solutions of the population are replaced by the elite solutions. The process is repeated until it satisfies the termination criterion. The WWO algorithm is explained with the aid of a flow chart in Fig. 5 .
MWWO
The WWO algorithm works on 'propagation operator', 'refraction operator', and 'breaking operator'. It can be seen from mathematical formulation, shown in Fig. 5 , that the population and its functional values (F(X), F(X')) might change very small, when the population (X i ) is close to the mean a population (X mean ) or the best population member (X best ) and even if the population (X i ) is close to the worse population member (X worse ) during the course of optimization. Moreover, the WWO algorithm controlling operators also depend on the population and their functional values (i.e., X mean , X best , X worse , F(X), F(X'), etc.). This phenomena may result in premature convergence to a local optimal.
[19] have proposed modified version of the WWO algorithm using variable population size to provide a better tradeoff between exploration and exploitation, however, the modification of the WWO algorithm with other strategies is still under research. Therefore, the efforts must be put in to modify WWO algorithm with other optimization techniques in order to get more effective, robust, and accurate solutions. In this aspect, the WWO algorithm is modified to a new modified metaheuristic called MWWO. The MWWO algorithm incorporates mutation vector as discussed earlier. The flow chart of the MWWO algorithm with the stepwise procedure is shown in Fig. 6 . It can be seen from the flow chart that the population is updated in each generation by one of the randomly selected water wave motion operator followed by the random mutationbased search.
PVS
The PVS algorithm, proposed by [28] , is a novel metaheuristic algorithm. The PVS algorithm mimics the vehicle passing mechanism on a two-lane highway. The most important criteria is to have a safe overtaking opportunity (passing) in a two-lane vehicle passing mechanism. This mechanism depends on many complex, interdependent parameters such as availability of gaps in the opposing traffic stream, speed, and acceleration of individual vehicles, traffic, and a driver's skill, as well as road and weather conditions. The PVS algorithm considers three types of vehicles (viz., Back Vehicle (BV), Front Vehicle (FV), and Oncoming Vehicle (OV)) on a twolane highways, which are responsible for the passing mechanism. BV intends to pass FV, however, it is only possible if FV speed is slower as compared to BV. If FV speed is higher as compared to BV, then no passing is possible. Moreover, passing depends on the position and speed of OV, and also on the distance between them and their velocities. Therefore, [28] considered various conditions as follows:
Assume three different vehicles (BV, FV, and OV) on a two-lane highway having different velocities (V 1 , V 2 , and V 3 ) with x is the distance between BV and FV, and y is the distance between FV and OV at any particular time instance. This results in two primary conditions based on the velocity of FV and BV, i.e., FV is slower than BV (V 1 4 V 3 ) and vice versa. If FV is faster than BV, then no passing is possible and BV can move with its desired velocity. Passing is possible only if FV is slower than BV. In this situation also, overtaking is only possible, if the distance from the FV at which overtaking occurs is less than the distance travelled by OV. Therefore, different conditions arise for the selected vehicles. The PVS algorithm with its different situations is explained with the aid of a flow chart in Fig. 7 .
MPVS
The modifications of the PVS algorithm with different strategies is not reported in the literature yet as it is a very recent algorithm and research is still going on to develop its modified variants. Therefore, the efforts must be put in to modify the PVS algorithm with other optimization techniques, which can be more effective, robust, and able to provide accurate solutions. It can be seen from the mathematical formulation, illustrated in Fig. 7 , that the population may change to a small extent or retain its current position when the distance between a population (X i ) to the other randomly selected population (X k or X l ) is small. This state may result in a local optima stuck as the new population (X') may not improve further. In this aspect, The random mutation-based search is incorporated into the PVS algorithm to develop the MPVS algorithm. The MPVS algorithm incorporates mutation vector as discussed earlier. The flow chart of the MPVS algorithm with the stepwise procedure is illustrated in Fig. 8 . It can be seen from the flow chart that the population is updated by various conditions of the PVS algorithm followed by the random mutation-based search.
As all the algorithms are modified by adding random mutation strategies, there is a change in the computational complexity of the algorithms. The complexity of an optimization algorithm can be characterized as time complexity and the computational complexity. This can be addressed as follows: a. Time complexity: this type of complexity deals with the time required by each mechanism such as generation of the initial population, updating solution, selection of updated solution, etc., and total time (which is the sum of all such measures). Any modification in the basic algorithm may change such measures. In this study, time consumption for the generation of the initial population is identical for all the algorithms as it works on an identical method to initialize the randomly generated populations. In addition, all the algorithms are coded with similar encoding platform. So, there is no change in the time complexity for the generation of initial solutions for basic and the modified versions of the algorithms. The time complexity for initial population/ solution generation is O(nd), where n indicate the size of the population and d is the dimension of the problem. Also, the time complexity for updating the solution for the basic and the modified algorithms also remains same as it uses the same solution updating formulas and it is also equal to O(nd). However, the time complexity for the random mutation, which is incorporated to modify the algorithms is more than the basic algorithm by O(nd). So, the modified algorithms increases the time complexity by O(nd) compared to the basic variants of the algorithms. Total time consumed by the algorithm is the sum of all the time consumed by each part of the algorithms such as initial population generation, updating the solution and selection of updated solution and the random mutation (for modified algorithms). b. Computational complexity: this type of complexity generally involves function evaluations and it is a function of population size and number of generations.
The proposed modification (the random mutation-based search) adds function evaluations equal to population size in each generation, which adds O(n) computational complexity to the basic algorithm.
However, in this study, the algorithms' stopping criteria is controlled as per a maximum number of function evaluations, which means that algorithms stops at a particular number function evaluations set as a stopping criteria.
The function evaluations of the basic algorithms can be calculated as below:
size Â number of generations ¼ 2 ng -WWO and MWWO: function evaluations are measured by using a function evaluation counter mechanism as it involves function evaluation depending on the execution of different solution updating phase, i.e., breaking, propagation and refraction.
It can be noted that the computational complexity is set identical for all the algorithms as function evaluations are used for the stopping criteria. So, the basic and the modified algorithms are stopped at same function evaluations. It is also noteworthy to note that the modified algorithms will consume less number of generations for the same function evaluations compared to the basic algorithms. This phenomenon is also reflected for the total time consumed by the basic and the modified algorithms. Total time consumed by the algorithms is the primary goal for the efficient algorithms; hence the basic and the modified algorithms are also compared for the total time by keeping fixed function evaluations.
Problem definition
The goal of the TTO is to minimize the weight of the truss by finding the best topology with optimum element crosssectional areas such that it satisfies all stated constraints. Objective function considers element mass if an element exists and constant mass at each of the nodes if the node exists. Natural frequency, element stress, nodal displacement, Euler buckling, and kinematic stability constraints are considered in this investigation as discussed in the previous sections. Moreover, discrete cross-sectional areas are adopted to study practical structures. The mathematical formulation of the TTO problem can be performed as follows:
that minimize the weight of truss; F X ð Þ where n and m are the numbers of elements and nodes of the truss respectively. The critical area is a small positive number [31] . If the cross-sectional area is smaller than the critical area, the element is assumed to be deleted from the truss. Otherwise, the element is retained in the truss. B i is a topological bit, which is '0' for absence and '1' for the presence of the truss element i. A i , ρ i , L i , E i , s i , and s i cr correspond to the crosssectional area, mass density, length, modules of elasticity, stress, and critical buckling of the element i respectively. δ j and b j are values of nodal displacement and weight of the node j respectively. f r is rth natural frequency of the truss. The superscript, 'comp' corresponds to the compressive, whereas 'max' and 'min' correspond to the maximum and minimum allowable limits respectively. k i is Euler buckling coefficient, which depends on the element cross-sectional geometry.
Truss structure is called invalid (g 6 ) if the truss has an absence of loaded node, support node, and non-erasable node ( [55] ).
In this study, kinematic stability (g 7 ) is tested in two steps as per [31] as explained below:
Step (I). Evaluate Grubler's criterion [62] to check degree of freedom of the truss:
where d ¼ 2 for planar truss and d ¼ 3 for space truss, n and m are the numbers of elements and nodes of the truss respectively, and m r is restricted number of degrees of freedom at the support nodes. The generated truss must be kinematically stable so that it does not turn into a mechanism. If the degree of freedom is non-positive, the truss is not a mechanism. If the truss is a mechanism, we penalize the solution by assigning a large value. Thereafter, the truss is not sent to FEA model for further analysis.
Step (II). Evaluate positive definiteness of the global stiffness matrix (K) [63] to check singularity of the truss. Grubler's criterion, a necessary, yet not sufficient criterion for the kinematic stability. Therefore, a check of the positive- 
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definiteness of the global stiffness matrix is still necessary [64] . Analytically, a truss is called kinematically unstable if the determinant of the stiffness matrix is zero; however, FEA model is a numerical method thus the determinant of the stiffness matrix may not be exact zero [23] . In this study, the command 'eig(K)' of MATLAB software is used to check positive definiteness of the global stiffness matrix. If the first the value of the 'eig(K)' is greater than 10 À 5 (a small number near to zero), the truss is assumed to be kinematic stable (positive-definite). If the truss is non-positive-definite, we penalize the solution by assigning a large value. Thereafter, the truss is not sent for further analysis to evaluate stresses, displacements, Euler buckling, and natural frequencies.
Penalty function approach is adapted to handle stated constraints. For no violation of the constraints, the penalty becomes zero; otherwise, the penalty is intended by following criteria [31, 2] 
where; F penalty X ð Þ ¼ ð1 þ ε 1 vÞ
where p i signifies the value of constraint violation of ith constraint, p i * is its bound, and q is an active number of constraints. The parameters ε 1 and ε 2 are selected in view of the constraint violation. Values of ε 1 and ε 2 are set as 2 in this study by investigating its effect and referring to the previous studies. The detailed graphical representation of the formulation of the TTO problem is illustrated in Fig. 9 .
Design problems and discussions
In this section, three distinct benchmark problems [1] [2] [3] [4] [5] are introduced with discrete design parameters to answer practicability of truss structures. In all of the truss problems, the cross-sections are assumed to be tubular with a ratio of mean diameter to wall thickness of approximately 10. Euler buckling Table 2 Design considerations of the 24-bar truss.
Design variables: A i , i¼ 1,2,…,24
Loading condition 1:
Loading condition 2: Table 3 Optimal discrete design parameters for the 24-bar truss (weight does not consider lumped mass). coefficient (k i , i¼ 1,2,…,n) and mass of each of the nodes (b j , j¼ 1,2,.,m) are assumed to be 4.0 and 5 kg respectively for all problems [1, 2, 6] . The discrete design variables may take any integer values within [-64, 64] , where positive integer denotes element cross-sectional number [65] , illustrated in Table 1 , and zero or a negative integer of design variable signifies removal of the element. Moreover, the search space is nearly converted into two times of design variable limits in order to reveal topology optimization as described before. As noted in the previous sections, all the problems consider stress, displacement, buckling, and frequency as constraints along with multiload conditions. The benchmark problems with the discrete cross-sectional area are introduced the first time in this study. Therefore, no experimental investigation is observed for these problems in the literature. Thus, comparison among the TLBO, MTLBO, HTS, MHTS, WWO, MWWO, PVS, and MPVS algorithms are considered in this study. The considered algorithms are measured with 100 independent runs for each problem to study the stochastic nature of the meta-heuristics. All problems are investigated by taking a population size of 50. Whereas, the large size truss (72-bar truss) is examined for the population size of 100. The TLBO, MTLBO, HTS, MHTS, PVS, and MPVS algorithms do not need other algorithm controlling parameters, whereas the WWO and MWWO algorithms consider these parameters as the maximum wave height h max ¼ 12, the wavelength reduction coefficient α ¼ 1.0026, the breaking coefficients β max ¼ 0.25, β min ¼ 0.001, and the maximum number of breaking directions k max ¼ 12. The results and discussion are explained in the subsequent sections:
A 24-bar 2-D truss
The first benchmark problem for the 24-bar planar truss is considered to investigate the influence of discrete design variables, shown in Table 1 . This problem was investigated in [1] [2] [3] [4] [5] by considering continuous design variables; however, this study investigates it for discrete design variables. The ground structure of this truss is presented in Fig. 10 . Design considerations such as multi-load conditions, constraints, and material properties are tabulated in Table 2 . The truss is subjected to a non-structural lumped mass of 500 kg at node 3.
In this section, the proposed algorithms are investigated on discrete TTO by considering a population size and function evaluations (FE max ) as 50 and 20,000 respectively. The results are obtained for 100 independent runs and the statistical results obtained in these runs are presented in 57 .1218, and 47.4631 respectively. It can be seen from the results that the MPVS algorithm performs better in order to get the best weight, mean weight, and SD of weight. Fig. 11 presents the relative virtual effect on element cross-sectional areas and best topologies on each truss obtained by various approaches. It is also observed from the figure that the MHTS, PVS, and MPVS algorithms set identical topologies. The figure also shows that best topologies obtained using the 
V.J. Savsani et al. / Journal of Computational Design and Engineering ] (]]]]) ]]]-]]]
MHTS, PVS, and MPVS algorithms need only 9 elements, whereas the HTS algorithm consumes only 8 elements out of 24 of the ground structure. Moreover, topologies obtained using the MHTS, PVS, and MPVS algorithms offer lighter weight among the considered algorithms, while the HTS algorithm designs heavier truss. Therefore, the results suggest that the optimum distribution of elements plays a significant role in the TTO. In addition, a number of elements in the truss do not have a major impact in order to obtain lighter truss. Fig. 12 presents convergence graph of mean weight obtained by the proposed algorithms of the test problem. The mean weight is computed by considering the average weight of all runs for each generation. The convergence graph indicates that the MTLBO, PVS, and MPVS algorithms converge faster and set superior solutions as compared to other algorithms. Moreover, the PVS algorithm shows early convergence nearly within 14,000 FE, but the MPVS algorithm sets the best convergence. Moreover, the MTLBO, MHTS, and MWWO algorithms have good convergence performance in comparison with their basic versions.
The algorithms are also compared based on the total time required for the intended function evaluations. Results reveal that the modified algorithms require less total time to complete the required function evaluations. Therefore, it is observed from the results and the convergence graph that the performance of the proposed modified algorithms is better as compared to their basic versions.
A 20-bar 2-D truss
The ground structure of the second benchmark problem is illustrated in Fig. 13 . This problem was optimized in [1] [2] [3] [4] [5] for continuous optimization, whereas this study investigates discrete optimization. The discrete element cross-sections, shown in Table 1 . Design considerations such as multi-load conditions, constraints, and material properties are presented in Table 4 . The truss is subjected to non-structural lumped mass of 200 kg at node 4. Table 4 Design considerations of the 20-bar truss.
Design variables: A i , i¼ 1,2,…,20
Loading condition 2: 59 .2259, and 53.7251 respectively. Therefore the MTLBO algorithm performs better in order to get better mean and SD of weight as the truss. Fig. 13 also demonstrates the relative virtual effect on element crosssectional areas and best topologies of each of the truss obtained by using various approaches. It is also observed from the figure that the MTLBO, HTS, MHTS, MWWO, PVS, and MPVS algorithms give identical topologies. Moreover, the MTLBO, HTS, MHTS, MWWO, PVS, and MPVS algorithms design lighter truss with 8 elements out of 20 in the ground structure, which clarifies that the identification of the optimum topology is the most important factor in the TTO.
Fig. 14 presents convergence graph of the mean weight for the proposed algorithms of the test problem. The convergence graph indicates that the MTLBO and MPVS algorithms converge faster and achieves good optimal results as compared to other algorithms. Moreover, the PVS algorithm shows early convergence nearly within 10,000 FE, but the MPVS algorithm sets the better results. It is also observed from the convergence graph that the MTLBO, MHTS, and MWWO algorithm have good convergence performance in comparison with their basic versions. Therefore, the performance of the proposed modified algorithms is better as compared to their basic versions in terms of statistical results, convergence and total time. 
A 72-bar 3-D truss
The ground structure of the third benchmark problem is illustrated in Fig. 15 . This problem was recently optimized in [2, 4, 5] for continuous optimization. However, this study investigates this problem for discrete optimization. The discrete element cross-sections are selected, shown in Table 1 . Design considerations such as continuous design variables, multi-load conditions, constraints, material properties, and truss geometry data are summarized in Table 6 . The elements are clustered into 16 groups (i.e., G 1 (A 1 -A [2] . The figure also states element connectivity of elements A 1 to A 18 and the rest of elements are in the similar pattern (i.e., A (i þ 18i) to A (4i þ 18i) ) for i ¼ 1,2,3, and 4). The truss is subjected to four non-structural lumped masses of 2270 kg at each of the top nodes (nodes 1-4). Fig. 16 shows convergence graph of the mean weight for the proposed algorithms of the 72-bar truss. The convergence graph indicates that the MPVS algorithm shows the fastest convergence and set better results among considered algorithm. Moreover, the PVS and MPVS algorithms show better convergence as compared to other considered meta-heuristics. It is also observed from the convergence graph that the MTLBO, MHTS, and MWWO algorithm have good convergence performance in comparison with their basic versions. Therefore, the performance of the proposed modified algorithms is better as compared to their basic versions. Result summary of the proposed algorithms is presented in Table 8 . It can be understood from the summary table the MPVS algorithm ranks first in the 24-bar truss and 20-bar truss, whereas the TLBO, MTLBO, PVS, and MPVS algorithms give ideal solutions and rank first in the 72-bar truss in order to get minimum weight. The MPVS algorithm is better in the 24-bar truss and 72-bar truss, whereas the MTLBO algorithm ranks first in the 20-bar truss in order to provide better mean weight. Moreover, the MPVS algorithm gives best SD of weight for the 24-bar truss, 20-bar truss, and 72-bar truss. Therefore, the results signify that the MPVS algorithm performs best, followed by the MTLBO algorithm among the proposed algorithms. Furthermore, it is also observed from the result tables that modified algorithms require less computational time than their basic versions.
From the results, it can be understood that the MPVS algorithm is a better-performing algorithm, but at the same time, statistical tests are also important to give rank to all the algorithms based on the obtained results by the proposed method over other comparative algorithms [66] . Therefore, the Friedman rank test is performed at the minimum, mean, SD of weight obtained by the TLBO, MTLBO, HTS, MHTS, WWO, MWWO, PVS, and MPVS algorithms respectively. Table 9 presents the Friedman rank test for the test problems. The results of the Friedman test are normalized with respect to the best value obtained, and algorithms are ranked based on the normalized value. The results indicate that the MPVS algorithm stands first, whereas the PVS and MTLBO algorithms rank second and third respectively to obtain minimum weight. The MPVS algorithm ranks first, whereas the PVS and MTLBO algorithms stand second to obtain better mean weight respectively. The MPVS, MTLBO, and PVS algorithms rank first, second, and third to obtain better SD of weight respectively. It is also observed from the results that the proposed modification has improved the performance of each of the considered algorithms significantly.
Conclusions
In this paper, the four basic meta-heuristics (viz., TLBO, HTS, WWO, and PVS) and four modified meta-heuristics (viz., MTLBO, MHTS, MWWO, and MPVS) are proposed for the TTO to design planar and space trusses with static and dynamic constraints using single stage solution approach. The discrete variables are introduced in order to consider manufacturability. The proposed algorithms are applied successfully on three benchmark problems of the TTO to investigate their performance. All benchmark problems are examined by Table 9 The Friedman rank test of minimum, mean, and SD of weight. considering, stress, displacement, buckling, frequency, and kinematic stability constraints. The simultaneous attention of the stated constraints makes the TTO problems complex and challenging, which demands effective optimization algorithms to achieve the best solution. The TTO works on the removal of superfluous elements and nodes, which ends up with a great saving in the weight and this advantage is raised up by considering the large nodal weight. In this paper, FEA model is revised, which results in a restructuring of stiffness, mass, and load matrix during the course of optimization, to avoid singularity and unnecessary analysis. The results of the Friedman rank test show that the MPVS algorithm ranks first in order to achieve lighter trusses, followed by the PVS and MTLBO algorithms. Moreover, the MPVS algorithm ranks first to obtain better mean and SD of weight respectively. The results of the MPVS algorithm are observed superior and more reliable as compared other results of the proposed algorithms. Moreover, the random mutation-based search has enhanced the exploration and exploitation capacities of the basic TLBO, HTS, WWO, and PVS algorithms.
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