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La omnipresencia de la energía eléctrica en la sociedad actual por su versátil conversión
desde (energía primaria) y en (energía nal) casi cualquier otra forma energética, su
elevado rendimiento en el transporte allá donde se necesite y en la cantidad precisada
(fraccionamiento prácticamente ilimitado), ha hecho de esta energía intermedia, del
sector eléctrico, el centro de la política energética, reejo, en denitiva, de su carácter
esencial para el funcionamiento de todos los sectores productivos. Y ya dentro de
éstos, para realizar la conversión electromecánica, el motor eléctrico de inducción, por
su sencillez, robustez, variedad de aplicaciones, etc. es por antonomasia la máquina
eléctrica más difundida en cualquier ámbito industrial, constituyendo, junto a otros
componentes, un elemento clave de los sistemas en los que se integra.
Esta supremacía del motor de inducción, naturalmente, ha hecho que desde diferen-
tes enfoques y ámbitos (académicos, industriales, etc.) se haya profundizado, desde
hace décadas, y se siga hoy, en la mejora del conocimiento cientíco y tecnológico
para diagnosticar con técnicas cada vez más renadas eventuales fallos en estas má-
quinas eléctricas, con el n de evitar interrupciones imprevistas o no programadas en
los procesos productivos en las que estas máquinas están presentes y a los que se
asocian pérdidas económicas, de competitividad en denitiva, de las empresas que las
emplean, que justican sobradamente se sigan destinando esfuerzos en conocer cada
vez mejor su funcionamiento, especialmente de las variables físicas que permiten de
forma predictiva anticiparse la materialización de un fallo. Naturalmente, esta detec-
ción debe hacerse con los métodos menos invasivos para el funcionamiento normal del
motor y tratando de minimizar el coste computacional, buscando la implantación de
soluciones en entornos reales de trabajo, esto es, trasladando el análisis del laboratorio
(tipo o-line) a la industria (on-line).
En este sentido, las técnicas de diagnóstico clásicamente más utilizadas se han ba-
sado en el análisis en régimen permanente de la corriente estatórica a través de la
transformada rápida de Fourier (FFT), al cumplir el doble criterio de no invasión y
excelente tiempo de computación. Posteriormente, desde nales del siglo XX, los es-
fuerzos investigadores se han dirigido en tratar de identicar los fallos incipientes en
régimen transitorio (basadas en análisis tiempo-frecuencia) donde existe mucha más
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información en la señal y en coherencia con la propia exigencia de la máquina. Por
contra, este enfoque requiere mayores necesidades computacionales, que sin embargo
es imprescindible reducir para dar soluciones industriales reales, y más si se quiere
aprovechar la presencia hoy ya masiva y cotidiana de los equipos electrónicos (digital
signal processor (DSP), eld programmable gate arrays (FPGAs), Microprocesado-
res, etc.)que permiten, de forma especíca, profundizar en el desarrollo de técnicas
de diagnóstico, aprovechando sus ventajas (frecuencia de muestreo, poder de cálculo,
etc.) y teniendo en cuenta su escasa capacidad de memoria. Tratar de cohonestar esta
limitación con los mayores requerimientos de memoria para realizar cálculos cada vez
más complejos ha sido, y lo sigue siendo en la actualidad, otras de las líneas principales
de investigación, en la que este trabajo ha tratado de profundizar.
Con esta nalidad, y tras hacer una revisión del estado del arte, presentar el equipa-
miento de laboratorio, los tipos de ensayos y señales que se han empleado para validar
experimentalmente las técnicas de diagnosis propuestas en este trabajo, así como jus-
ticar los inconvenientes o limitaciones de la transformada short time Fourier (STFT)
con las ventanas clásicas para el análisis de señales en régimen transitorio con nes de
diagnóstico en máquinas eléctricas rotativas en campo, se propone la selección de la
función prolate esferoidal, valorando el efecto de los parámetros que la denen, como
ventana óptima para el análisis tiempo-frecuencia de la corriente estatórica empleando
dicha transformada, así mismo se formula una propuesta para reducir el tiempo de
cómputo y la capacidad de memoria de cálculo de este análisis de esta señal movien-
do la ventana en el dominio de la frecuencia en lugar del temporal. De esta forma
se contribuye a la reducción en cuanto a tiempos de procesado y a los requisitos de
memoria necesarios sin perder calidad en lo que a la información referente al fallo se
trata, ambos factores esenciales para alcanzar la meta de que las soluciones permi-
tan su implementación en entornos industriales reales, con limitaciones de memoria o
comunicación si se trata de sistemas aislados o remotos.
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Resum
L'omnipresència de l'energia elèctrica en la societat actual pel seu versàtil conversió
des de (energia primària) i en (energia nal) qualsevol altra forma energètica, el seu
elevat rendiment en el transport allà on es necessite i en la quantitat precisada (frac-
cionament pràcticament il·limitat), ha fet d'esta energia intermèdia, del sector elèctric,
el centre de la política energètica, reectisc, en denitiva, del seu caràcter essencial
per al funcionament de tots els sectors productius. I ja dins d'estos, per a realitzar la
conversió electromecànica, el motor elèctric d'inducció, per la seua senzillesa, robuste-
sa, varietat d'aplicacions, etc. es per antonomàsia la màquina elèctrica més difosa en
qualsevol àmbit industrial, constituint, junt amb altres components, un element clau
dels sistemes en què s'integra.
Esta supremacia del motor d'inducció, naturalment, ha fet que des de diferents enfoca-
ments i àmbits (acadèmics, industrials, etc.) s'haja aprofundit, des de fa dècades, i se
seguisca hui, en la millora del coneixement cientíc i tecnològic per a diagnosticar amb
tècniques cada vegada més renades eventuals fallades en estes Màquines elèctriques,
a  d'evitar interrupcions imprevistes o no programades en els processos productius en
què estes màquines estan presents i als que s'associen pèrdues econòmiques, de com-
petitivitat en denitiva, de les empreses que les empren, que justiquen àmpliament
es continuen destinant esforços a conéixer cada vegada millor el seu funcionament,
especialment de les variables físiques que permeten de forma predictiva anticipar-se la
materialització d'una fallada. Naturalment, esta detecció ha de fer-se amb els mètodes
menys invasius per al funcionament normal del motor i tractant de minimitzar el cost
computacional, buscant la implantació de solucions en entorns reals de treball, açò és,
traslladant l'anàlisi del laboratori (tipus o-line) a la indústria (online).
En este sentit, les tècniques de diagnòstic clàssicament més utilitzades s'han basat
en l'anàlisi en règim permanent del corrent estatórica a través de la transformada
ràpida de Fourier (FFT), al complir el doble criteri de no invasió i excel·lent temps
de computació. Posteriorment, des de nals del segle XX, els esforços investigadors
s'han dirigit a tractar d'identicar les fallades incipients en règim transitori (basades
en anàlisi temps-freqüència) on hi ha molta més informació en el senyal i en cohe-
rència amb la pròpia exigència de la màquina. Per contra, este enfocament requerix
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majors necessitats computacionals, que no obstant això és imprescindible reduir per a
donar solucions industrials reals, i més si es vol aprotar la presència hui ja massiva
i quotidiana dels equips electrònics (digital signal processor (DSP), eld programable
gate array, Microprocessadors, etc.)que permeten, de forma especíca, aprofundir en el
desenrotllament de tècniques de diagnòstic, aprotant els seus avantatges (freqüència
de mostreig, poder de càlcul, etc.) i tenint en compte la seua escassa capacitat de
memòria. Tractar de cohonestar esta limitació amb els majors requeriments de me-
mòria per a realitzar càlculs cada vegada més complexos ha sigut, i ho continua sent
en l'actualitat, altres de les línies principals d'investigació, en la que este treball hi ha
tractat d'aprofundir.
Amb esta nalitat, i després de fer una revisió de l'estat de l'art, presentar l'equipament
de laboratori, els tipus d'assajos i senyals que s'han empleat per a validar experimen-
talment les tècniques de diagnosis proposades en este treball, així com justicar els
inconvenients o limitacions de la transformada short time Fourier transform (STFT)
amb les nestres clàssiques per a l'anàlisi de senyals en règim transitori amb ns de
diagnòstic en Màquines elèctriques rotatives en camp, es proposa la selecció de la
funció probatega esferoïdal, valorant l'efecte dels paràmetres que la denixen, com
a nestra òptima per a l'anàlisi temps-freqüència del corrent estatórica emprant dita
transformada, així mateix es formula una proposta per a reduir el temps de còmput i
la capacitat de memòria de càlcul d'esta anàlisi d'este senyal movent la nestra en el
domini de la freqüència en lloc del temporal. D'esta manera es contribuïx a la reducció
quant a temps de processat i als requisits de memòria necessaris sense perdre qualitat
en el que a la informació referent a la fallada es tracta, ambdós factors essencials per
a aconseguir la meta que les solucions permeten la seua implementació en entorns




The omnipresence of the electric power in today's society for its versatile conversion
from (primary energy) and in (nal energy) almost any other energetic form, its high
capacity in the transport there where he should need and in the quantity needed
(practically unlimited division), it has done of this intermediate energy, of the electrical
sector, the center of the energy policy, reection, denitively, of its essential character
for the functioning of all the productive sectors. And already inside these, to realize
the electromechanical conversion, the electrical engine of induction, for his simplicity,
hardiness, variety of applications, and so on It is par excellence the electrical machine
the most spread in any industrial area, constituting, close to other components,
Supremacy of the engine of induction, naturally, has done that from dierent approa-
ches and areas (academicians, manufacturers, etc.) it has been deepened, for decades,
and follow today, in the improvement of the scientic and technological knowledge
to diagnose with technologies increasingly rened eventual failures in these electrical
machines, in order to avoid interruptions unforeseen or not programmed in the produc-
tive processes in which these machines are present and with which economic losses are
associated, of competitiveness denitively, of the companies that use them, that justify
too continue destining eorts in knowing every time better his functioning, specially
of the physical variables that allow of predictive form to anticipate the materialization
of a failure. Naturally, this detection must be done by the least invasive methods for
the normal functioning of the engine and trying to minimize the computational cost,
looking for the implantation of solutions in royal environments of work, this is, moving
the analysis of the laboratory (type o-line) to the (on-line) industry.
In this respect, diagnostic techniques more typically used have been based on the
analysis on permanent regime of the stator current through the fast Fourier trans-
form (FFT), when the double criterion fullled of not invasion and excellent time of
computation. Subsequently, since the late twentieth century, the investigative eorts
have focused on trying to identify incipient failures transient (based on analysis time
- frequency) where there exists more information great in the sign and in coherence
with the own exigency of the machine. By contrast, this approach requires higher com-
puting needs, which nevertheless it is indispensable to reduce to give industrial royal
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solutions, and if you will take advantage of today already massive and daily presence of
electronic equipment (digital signal processor (DSP), eld programmable gate arrays
(FPGA), microprocessors, and so on) that allow, specically, further development of
diagnostic techniques, using their advantages (sampling rate, power of calculation, and
so on) and taking into account its limited memory capacity. Trying to explain away
this limitation with higher memory requirements to perform increasingly complex cal-
culations has been, and remains today, other major lines of research in this paper has
attempted to deepen.
With this aim, rst a review of the state of the art is presented. Secondly, a description
of the laboratory equipment used to perform trials as well as the signals used to ex-
perimentally validate the diagnostic techniques proposed in this dissertation is shown.
Next, drawbacks and limitations regarding the use of classical windows based on short-
time Fourier transform (STFT) in dealing with analyzing transient signals for on-line
diagnostic of rotating electrical machines are reported. To overcome these limitations
the prolate spheroidal function is proposed as the optimal window for analyzing in the
time-frequency domain of the stator current signal. In addition, a proposal to reduce
computational burden and timing is given. This proposal is based on shifting the win-
dow in the frequency to time domain. This contributes to reduce both processing time
and memory requirements without losing the quality of the information characterizing
the failure. This makes easier the implementation of our proposal in real industrial
environments where memory limitations or communication restrictions (especially in
remote or isolated systems) may be present.
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En este primer capítulo se exponen las principales razones que explican la realiza-
ción de la presente tesis doctoral. Además, se plantean los objetivos que se persiguen
y la estructura de exposición de este trabajo de investigación.
1.1 Motivación
Desde nales del siglo XIX, cuando comenzaron a desarrollarse las primeras má-
quinas eléctricas rotativas de inducción, éstas cada vez han ido adquiriendo una mayor
importancia, hasta convertirse en elementos clave de prácticamente todos los sectores
productivos, especialmente en el sector industrial. De hecho, se estima que alrededor
del 80% de la energía consumida en este sector es debida a este tipo de máquinas.
Por tanto, el mantenimiento predictivo resulta crucial para evitar paradas no progra-
madas en las líneas de producción, con las consiguientes pérdidas económicas que van
mucho más allá del propio valor intrínseco de la máquina, y deben incluir las pérdidas
económicas derivadas de la interrupción de la producción durante el tiempo que dura
la reparación o sustitución de la máquina [1].
El grupo de investigación (GI en adelante) en máquinas e instalaciones eléctricas
perteneciente al Instituto de Ingeniería Energética adscrito a la Universitat Politècnica
de València, en el seno del cual se ha realizado la presente tesis doctoral, ha estudiado
ampliamente la detección temprana de averías (asimetrías rotóricas, excentricidades,
fallos en los cojinetes, etc.) en las máquinas eléctricas rotativas de inducción, obtenien-
do unos resultados muy favorables centrados en el análisis de la corriente estatórica
como señal para la detección de averías.
El análisis de la corriente estatórica ha sido muy relevante en el campo del diag-
nóstico de máquinas eléctricas, pues se conoce que cada tipo de fallo induce o amplica
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una serie de componentes armónicas en éstas cuyas frecuencias se han determinado
teóricamente, tal como indican Cabanas et al. en [1] y que dependen de las condiciones
de funcionamiento de la máquina. Por consiguiente, las primeras técnicas desarrolladas
en este ámbito estaban basadas en el análisis del espectro de la corriente estatórica de
una máquina trabajando en régimen estacionario, obtenido a partir de la transformada
rápida de Fourier (FFT), siendo su primera aplicación de la década de los 80s [2]. No
obstante, pronto se observó que esta técnica tenía una serie de limitaciones como, por
ejemplo, el efecto leakage asociado a la componente fundamental y la necesidad de una
alta resolución del espectro. Con el n de mejorar, o tratar de limitar, dichos efectos,
numerosos grupos de investigación han propuesto diferentes avances. En concreto, el
GI, entre otras aportaciones, propuso el uso de la transformada de Hilbert con este
n [3].
Sin embargo, la mayor limitación que presentan estas técnicas es que son única-
mente válidas para el diagnóstico de máquinas trabajando en el régimen estacionario.
En el entorno industrial existe un gran abanico de aplicaciones donde las máquinas
trabajan bajo regímenes donde las condiciones no se mantienen en estado estacionario,
estando sometidas a cambios en el par mecánico de la carga, cambios en la referencia
de velocidad, arranques, paradas, etc. Del mismo modo sucede en el caso de los ge-
neradores destinados a la producción de energía eléctrica a partir de la energía eólica
al estar sometidos a continuos cambios en la velocidad debido a las uctuaciones del
viento.
Ante estas condiciones de funcionamiento existía la necesidad de desarrollar nue-
vas técnicas de diagnóstico que permitiesen conocer el estado de la máquina de una
manera able. Vista esta problemática el GI se propuso desarrollar y validar distin-
tos métodos de diagnóstico para este tipo de regímenes de funcionamiento, siendo
de especial relevancia el estudio de las corrientes estatóricas durante el transitorio de
arranque.
De aquí surgió la necesidad de utilizar herramientas que fuesen capaces de des-
componer la señal en los dominios del tiempo y de la frecuencia de manera simultánea.
La primera en ser utilizada por el GI fue la transformada de Wavelet que permite des-
componer la señal en una serie de bandas de frecuencia [48]. A partir del uso de esta
técnica el GI desarrolló otros métodos de diagnóstico basados en otras transformadas
tiempo-frecuencia como la distribución de Wigner Ville [911], la transformada de
Gabor [12], la transformada fractional Fourier [13], la transformada polinomial [14],
etc. Por otro lado y más recientemente el GI ha propuesto el uso de la frecuencia
instantánea [1518] como una nueva técnica válida para el diagnóstico de máquinas
trabajando en régimen transitorio.
Actualmente la gran mayoría de los métodos de diagnóstico están basados en el
análisis o-line. Esto quiere decir que en primer lugar se adquieren las señales (co-
rriente estatórica, velocidad, etc.) para ser tratadas y analizadas con posterioridad
utilizando programas matemáticos. Finalmente, la decisión acerca del estado de la
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máquina estaría en manos de personal altamente cualicado y entrenado capaz de in-
terpretar los resultados que, para cada condición de funcionamiento, se obtiene de las
distintas transformadas tiempo-frecuencia citadas. Adicionalmente, también se pueden
utilizar sistemas expertos y clasicadores basados en la inteligencia articial para tal
n [1924]. No obstante, tal como muchos autores sugieren, para que estos métodos
de diagnóstico tuviesen una mayor implementación a nivel industrial deberían poder
ser implementados en equipos electrónicos de señal de bajo coste para poder realizar
la monitorización continua de la máquina in situ y cuyos resultados fuesen fácilmente
interpretables por el personal de mantenimiento [25]. Sin embargo, los métodos de
diagnóstico hasta ahora citados cuentan con serias limitaciones para poder ser im-
plementadas en dispositivos electrónicos de tratamiento de señal de bajo coste. En
primer lugar, para obtener una suciente resolución es necesario adquirir las señales
durante un tiempo que puede ser prolongado (100 segundos en [3, 26]). Esto unido a
las elevadas frecuencias de muestreo (necesarias para limitar el efecto aliasing y reducir
los ltros anti-aliasing) resulta en una ingente cantidad de datos, lo que requiere unas
elevadas capacidades de memoria para el almacenamiento y procesamiento que son
poco viables en los equipos actuales. Este problema se agrava aún más si cabe, en
el uso de distribuciones tiempo-frecuencia, pues se trabaja con señales en tres dimen-
siones (tiempo, frecuencia, energía) en lugar de en las dos dimensiones del régimen
estacionario (frecuencia, energía) aumentando considerablemente el tamaño de memo-
ria necesario. Por otro lado, los algoritmos requieren un elevado poder computacional
para poder ser ejecutados en tiempo real.
De este modo, el GI siempre ha tenido como objetivo primordial que sus esfuerzos
y su trabajo de investigación culminase en equipos y métodos que pudiesen llegar a ser
implementados a nivel industrial. Con esta nalidad ha presentado ya varios algorit-
mos que permiten ser implementados en equipos electrónicos de tratamiento de señal.
Entre estos destacan los trabajos basados en el algoritmo de Teaser-Kaiser [27, 28] y
en el análisis de la envolvente reducida de la corriente [29]. Ha implementado técnicas
de diagnóstico en programmable logic controllers (PLCs) dándole un valor añadido a
estos equipos pues, además de llevar el control industrial, se encargarían de realizar
las tareas de diagnóstico [30, 31]. Por otro lado, también ha tratado de facilitar la
tarea de toma de decisiones acerca del estado de la máquina. Para ello, ha presentado
recientemente un algoritmo que permite representar, siempre en la misma localización
espectral, las componentes armónicas de fallo independientemente de las condiciones
de funcionamiento de la máquina (generador, motor, estacionario, transitorio, veloci-
dad, carga, etc.) [32]. A su vez, permite condensar la información acerca del estado
de la máquina en tan sólo 15 valores que albergan la misma información que el es-
pectro (régimen estacionario) o distribución tiempo-frecuencia (régimen transitorio)
reduciendo considerablemente los requisitos de memoria necesarios para realizar un
registro histórico acerca del estado de la máquina y por otro lado, reducir la informa-
ción que se debe transmitir en aplicaciones remotas como pueden ser las máquinas
instaladas en grandes embarcaciones o en aerogeneradores, entre otros.
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Así pues, la presente tesis doctoral, trata de continuar el extenso trabajo realizado
por el GI en el campo del diagnóstico de máquinas eléctricas rotativas con la rme
intención de ser implementadas a nivel industrial con la consiguiente mejora de los
planes de mantenimiento y la repercusión económica que ello supone.
1.2 Objetivos
La presente tesis tiene como objetivo fundamental profundizar en las técnicas de
diagnóstico de defectos en máquinas eléctricas de inducción basadas en el análisis de
la corriente estatórica con un enfoque de teoría de la señal, con una doble nalidad:
Incrementar la abilidad del diagnóstico a través de la mejora en la resolución
de la información arrojada tras la descomposición de dicha señal en los dominios
del tiempo y la frecuencia, proponiendo para ello el uso de la ventana prolate en
la STFT.
Optimizar, por minimización en este caso, los recursos computacionales, tanto
en memoria como en tiempo, necesarios para efectuar el citado análisis, a través
del movimiento de la citada ventana, en vez de en el dominio temporal, en
el frecuencial, empleando para ello la SFTT, manteniendo la calidad de los
resultados.
Todo ello, con la pretensión última de tratar de aportar soluciones en el ámbito
de la evaluación del estado de conservación de este tipo de máquinas eléctricas que
puedan ser implementadas en entornos industriales reales (on line) en dispositivos
electrónicos de tratamiento de señal autónomos, y por tanto, como una herramienta
útil en la explotación de este tipo de dispositivos.
1.3 Estructura de la tesis
El trabajo de investigación de estos años se va a presentar de acuerdo con el
siguiente orden de exposición:
En el capítulo 2 se recoge una revisión sistemática de los avances más signicati-
vos y vigentes realizados hasta la fecha en el campo del diagnóstico de máquinas
eléctricas rotativas.
Así, tras, en primer término, detallar las tipologías de defectos que se pueden
presentar en este tipo de máquinas, se pasan a relacionar y describir de forma
sucinta, pero con el rigor oportuno, las magnitudes físicas que principalmente se
vienen empleado en la literatura técnica con esta nalidad. De todas ellas, por
las razones que en dicho capítulo se detallan, esta tesis centrará su interés en
la intensidad de corriente estatórica, por lo que los apartados siguientes están
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destinados a recopilar, desde una perspectiva prioritariamente de teoría de la
señal, cuáles son las principales herramientas o técnicas matemáticas empleadas
para analizar o descomponer dicha magnitud con nes de diagnóstico en el
campo de las máquinas eléctricas, tanto en régimen permanente o estacionario
como en régimen transitorio, exponiendo para cada una de ellas sus ventajas,
usos prioritarios y limitaciones.
En el capítulo 3 se presentan los equipos, ensayos y señales a través de los cuáles
se ha procedido a establecer y validar experimentalmente las técnicas propuestas
en esta tesis.
En el siguiente capítulo, el 4, se presenta una de las técnicas más empleadas en
el análisis de señales no estacionarias.
Con un enfoque eminentemente aplicado, tras exponer las limitaciones inheren-
tes a la FFT para detectar el instante temporal en que aparecen las frecuen-
cias asociadas a fallos en una señal, se introduce la STFT, tanto formal como
intuitivamente, para a continuación mostrar las limitaciones, dicultadas e in-
convenientes que se presentan en la elección de los distintos tipos de ventanas,
y dentro de cada una de éstas, de los parámetros que las denen, así como la
problemática asociada tanto a la resolución como a las importantes necesidades
de memoria de cálculo para ser utilizada como herramienta de diagnóstico en
linea de máquinas eléctricas rotativas.
En los capítulos 5 y 6 se presentan las propuestas de esta tesis como respuesta
a dichos problema. En el primero, para mejorar la resolución del diagnóstico, se
propone el uso de la ventana prolate. Y en el segundo se persigue la minimización
de los recursos computacionales requeridos para el análisis de la señal empleando
la SFTT en lugar de la STFT, sin merma de la información que contiene la señal
original de la corriente estatórica para nes de diagnóstico del estado de una
máquina eléctrica rotativa.
En el capítulo 7, se recopila, a modo de síntesis, y de forma concisa, los resultados
derivados de este trabajo de investigación haciendo énfasis en el enfoque práctico
y aplicado perseguido desde el principio a situaciones reales (industriales), en el
que la optimización de recursos es siempre uno de los objetivos a alcanzar. En
este capítulo también se relacionan las publicaciones cientícas que han derivado
del trabajo de investigación efectuado.
Finalmente en el último capítulo 8, se proponen nuevos temas que han quedado





En este capítulo se va a realizar un estudio de la situación actual en el campo del
diagnóstico de las máquinas eléctricas rotativas de inducción. En la primera sección del
capítulo se hace un repaso de las distintas tipologías de averías que pueden acontecer
en este tipo de máquinas.
A continuación, aunque la tesis se centra en el estudio de la corriente estatórica
resulta conveniente realizar una revisión acerca de qué magnitudes se utilizan actual-
mente para el diagnóstico de la máquina. De este modo, en el siguiente punto del
estado del arte está destinado a tal n indicando las principales características, ven-
tajas e inconvenientes de las mismas. Con ello, se pretende obtener una visión de qué
otras señales podrían ser utilizadas complementariamente al análisis de la corriente
para así determinar de un manera más precisa y able el estado de la máquina.
Por otro lado, teniendo en cuenta que la tesis se centra en el diagnóstico de las
máquinas eléctricas a través del análisis de la corriente estatórica, de manera simultá-
nea a la revisión de los distintos defectos que aparecen en la máquina se incluyen las
ecuaciones que determinan las componentes armónicas que se inducen en la corriente
estatórica para cada tipo de fallo.
Finalmente en la siguiente sección se realiza una revisión de las técnicas de diag-
nóstico basadas en el análisis de la corriente tanto en el régimen estacionario como en
el transitorio.
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2.1 Fallos en las máquinas eléctricas rotativas de inducción
Las máquinas eléctricas rotativas de inducción están sometidas a defectos que
se pueden clasicar atendiendo a distintos criterios: en función del origen (eléctrico,
mecánico, etc.), en función del elemento en que se producen (estator, rotor, etc.). Por
ejemplo, en el estudio realizado por W.T. Thomson se clasican los distintos tipos de
fallos en las siguientes categorías [33]:
Fallos eléctricos en el estator provocados bien por la apertura de fases o por
cortocircuitos entre espiras, aconteciendo en un 38% de los casos.
Fallos eléctricos en el rotor, siendo similares a los producidos en el estátor en
caso de máquinas de rotor bobinado. Mientras que en el caso de máquinas con
jaula de ardilla los defectos en el rotor están provocados por roturas de barras
o de los propios anillos de cortocircuito. Este tipo de defecto constituye el 10%
de las averías.
Otros tipos de fallos son de naturaleza mecánica, esencialmente asociados al
rotor y su eje, debidos a las imperfecciones en rodamientos y cojinetes, excen-
tricidades, eje doblado y desalineamientos. Este tipo de averías representan el
40% de los casos.
Finalmente se contempla un último apartado de otros fallos reservado a averías
que no se pueden clasicar en las categorías anteriores, y que se dan en el 12%
restante.
Diferentes estudios dan resultados similares, como puede ser el estudio de la
Electric Power Research Institute (EPRI) realizado sobre 6312 motores de inducción
[34] (Figura 2.1.a) y otro realizado por el IEEE-IAS sobre otras 1141 máquinas [35]
(Figura 2.1.b).
Figura 2.1: Clasicación de fallos en función del componente de la máquina donde acontece
y frecuencia de aparición según los estudios realizados por a) EPRI [34] y b) IEEE IAS [35].
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En Figura 2.2 y Figura 2.3 se muestran sendos despieces de un motor de inducción
de rotor jaula de ardilla y rotor bobinado mostrando los principales componentes en
los que puede acontecer el fallo.
Figura 2.2: Despiece de un motor de inducción con rotor jaula de ardilla.
Fte. Cuarderno técnico de Schneider Electric.
Figura 2.3: Despiece de un motor de inducción con rotor bobinado.
Fte. Cuarderno técnico de Schneider Electric.
Atendiendo a la clasicación de fallos según estas categorías (Figura 2.4), a con-
tinuación se presenta una descripción de los mismos y sus características. Adicional-
mente, se introducen, en esta sección, las ecuaciones que modelizan las componentes
armónicas que, cada tipo de fallo, inducen en la corriente estatórica de la máquina.
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Figura 2.4: Categorías en las que se pueden clasicar los distintos tipos de fallos en la máquina
eléctrica rotativa de inducción según [33].
2.1.1 Fallos eléctricos en el estator
Los fallos en el estator son de naturaleza eléctrica y se deben, principalmente, a
dos tipos: apertura de fase y cortocircuitos entre espiras.
La apertura de una fase se produce cuando en alguna espira, por algún tipo de de-
fecto en el conductor, existe un sobrecalentamiento que acaba con la fusión del mismo.
Con la apertura de la espira se inhabilita, al menos, una rama del devanado estatórico
de una fase de la máquina. No obstante, la máquina puede seguir funcionando aunque
con un par reducido.
Por contra, el fallo originado por el cortocircuito entre espiras suele derivar en una
avería catastróca de la máquina [36]. Los cortocircuitos se producen, generalmente,
por la degradación de los materiales aislantes a lo largo de su vida útil. Este proceso,
se ve acelerado cuando la máquina trabaja bajo condiciones adversas como [37]:
Temperaturas elevadas en las bobinas y/o en el núcleo del estator debidos a
defectos en el sistema de refrigeración.
Deterioros en el núcleo del estator debidos a aojamientos de las láminas, juntas
en mal estado, etc.
Defectos en las sujeciones de los devanados.
Contaminación debida a salpicaduras de aceite (procedentes de los cojinetes), a
humedad, a suciedad, a fugas en los sistemas de refrigeración, etc.
Desequilibrios y descargas eléctricas.
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2.1.2 Fallo eléctricos en el rotor
En el caso de las máquinas eléctricas rotativas de inducción existen dos tipologías
en función de la constitución del rotor:
máquina rotativa de inducción de rotor jaula de ardilla (Figura 2.2): en este tipo
de máquina, el rotor esta constituido por una serie de barras, generalmente de
aluminio, dispuestas paralelamente y que están unidas en ambos extremos por
dos dos anillos que se denominan anillos de cortocircuito.
máquina rotativa de inducción de rotor bobinado (Figura 2.3): los devanados
rotóricos se constituyen mediante conductores bobinados situados sobre ranuras
del propio rotor. Los extremos de los distintos bobinados se pueden conectar con
el exterior mediante el uso de tres anillos rozantes.
De este modo, dependiendo el tipo de rotor se producen unos defectos distintos,
por ejemplo, en el caso de máquinas de rotor bobinado se producen el mismo tipo de
defectos que en las averías estatóricas expuestas en el punto 2.1.1. Por contra, en el
caso de máquinas con jaula de ardilla, los fallos que aparecen en el rotor son debidos
a la rotura total o parcial de las barras o de los anillos de cortocircuito. Este tipo de
avería es bastante común en máquinas de elevada potencia pues la jaula de ardilla no
se forma de una única pieza, tal como sucede en máquinas de menor potencia, sino
que la unión entre las barras y los anillos de cortocircuito se realiza por soldadura. Las
principales causas de este tipo de averías son [38]:
Esfuerzos térmicos debidos a la corriente circulantes y a posibles imperfecciones
en el material que dan origen a zonas calientes.
Esfuerzos debidos a las fuerzas electromagnéticas.
Tensiones residuales provocadas por el propio proceso de fabricación.
Esfuerzos dinámicos resultante del par en el eje, las fuerzas centrífugas y los
esfuerzos cíclicos.
Estrés ambiental que puede ser causado, por ejemplo, por el contacto con agentes
químicos.
No obstante, desde el punto de vista de la detección de defectos en el rotor, el
análisis es idéntico independientemente de la tipología constructiva (rotor bobinado o
rotor jaula de ardilla). En ambos casos, se origina una asimetría rotórica cuyo efecto se
maniesta en las corrientes estatóricas mediante la inducción de una serie de compo-










= 1, 3, 5 . . . (2.1)
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donde k es el número de orden de armónico, p el número de pares de polos,
s el deslizamiento y f la frecuencia fundamental de alimentación. El signo + hace
referencia a los armónicos generados por el campo que gira en el mismo sentido que
el rotor y el − a los que giran en el contrario. No obstante, debido al carácter discreto
del devanado, la simetría del campo y el factor de devanado causan que no todos los
armónicos sean capaces de afectar a la corriente estatórica.
Además, en la práctica, no sólo aparecen estos armónicos laterales (2.1) como
indicativo de la asimetría rotórica. Estos armónicos, a su vez, generan uctuaciones
en el par entregado u opuesto (funcionamiento en modo generador) por la máquina,
provocando oscilaciones en el mismo, y por tanto pulsaciones en la velocidad de la
máquina. Todo ello, a la vez, induce nuevos armónicos en la corriente estatórica [40].
Por ejemplo, si se analiza el armónico correspondiente a k/p = 1 y signo − en (2.1) se
obtiene el armónico lateral inferior (LSH) de la componente fundamental de corriente:
fLSH = (1− 2s)f (2.2)
Esta componente origina una pulsación en el par y, por tanto, una modulación en
la velocidad de la máquina (teniendo en cuenta que no se puede asumir una inercia
innita del grupo máquina−carga) que a su vez modula el ujo magnético a frecuencia
2sf . Esto, a su vez, provoca dos componentes armónicas en la corriente estatórica de
la máquina de frecuencias (1 + 2s)f y (1− 2s)f , coincidiendo, esta última con fLSH .
Análogamente a la fLSH a la componente (1 + 2s)f se la conoce como armónico
lateral superior (USH) siendo estas dos componentes (LSH y USH) las que se han
utilizado mayoritariamente en el campo del diagnóstico de máquinas eléctricas.
Este efecto de modulación se reproduce en cascada. De este modo, el armónico
USH a su vez genera en el rotor una componente 3sf , lo que genera nuevas bandas
de armónicos (superiores e inferiores) alrededor de la frecuencia fundamental de la
alimentación del estator [41]. Y así repetidamente, apareciendo bandas de frecuencias
alrededor de la componente fundamental, separadas entre sí, una distancia de 2sf .
Por tanto, las componentes en frecuencia resultantes se pueden modelizar según la
expresión más genérica:
fasymrot = (1 + 2ks)f k = ±1,±2,±3 . . . (2.3)
No obstante, estas componentes son indicativas de asimetría rotórica si no concu-
rren otros fenómenos como la saturación, corrientes interlaminares u otras asimetrías
magnéticas [41]. En el caso de aparecer la saturación magnética, en el rotor se in-
duce una componente de frecuencia 3sf que tiene los mismos efectos en la corriente
estatórica que la asimetría rotórica. Por otro lado, la circulación de corrientes inter-
laminares reduce signicativamente la asimetría rotórica [42] y, por tanto, se precisa
de métodos adicionales (análisis de vibraciones [43]) para detectar este tipo de defec-
12
2.1 Fallos en las máquinas eléctricas rotativas de inducción
to. Finalmente, las asimetrías magnéticas aparecen en máquinas de elevada potencia
donde la estructura del rotor está soportada mediante brazos [41].
2.1.3 Fallos mecánicos en el eje rotórico
A continuación se tratan aquellos defectos que en las distintas clasicaciones se
han encasillado dentro del grupo de defectos mecánicos que pueden aparecer en el eje
rotórico.
2.1.3.1 Excentricidad
La excentricidad en una máquina eléctrica aparece cuando la anchura del entre-
hierro entre estator y rotor no es uniforme [44]. Es un fenómeno que aparece con
bastante frecuencia en las máquinas eléctricas y que, a menudo, esta relacionado con
otros tipos de defectos [33] como fallos en rodamientos o desalineamientos, etc. Un
nivel extremo de este defecto puede conducir a la avería total de la máquina debido
al rozamiento producido entre el estator y el rotor [45].
Figura 2.5: Tipos de excentricidades.
En general se considera que existen tres tipos particulares de excentricidad: la
estática, la dinámica y la axial. No obstante, se ha determinado que los más frecuentes
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son la excentricidad estática y la dinámica [44]. A continuación se citan las principales
causas y características de los distintos tipos de excentricidad que se muestran en la
Figura 2.5.
Excentricidad estática: En el caso de excentricidad estática su principal carac-
terística es que la posición mínima de entrehierro se mantiene ja en el espacio.
Este tipo de excentricidad se debe o bien una forma ovoide del estator o bien
a desplazamientos en el eje de rotación debidos a defectos en los cojinetes o
desalineamientos en las pistas de los cojinetes.
Excentricidad dinámica: La excentricidad dinámica aparece cuando el rotor
no es perfectamente cilíndrico o bien cuando el eje de rotación no coincide con
el eje geométrico del mismo. En este caso la posición mínima del entrehierro
cambia de posición con el giro del rotor.
Excentricidad mixta: La excentricidad mixta aparece como combinación entre
la excentricidad estática y la dinámica. En este caso, el eje de rotación no coincide
con el eje geométrico ni del estator ni del rotor. Cabe destacar que tanto las
excentricidad estática como la dinámica no suelen acontecer como fenómenos
aislados en la máquina eléctrica sino que en la mayoría de los casos aparece una
combinación de ambas, dando lugar al defecto de excentricidad mixta.
Excentricidad axial: Finalmente la excentricidad axial aparece cuando el eje
longitudinal del rotor no es paralelo al eje del estator. De este modo aparece una
sucesión de diferentes grados de excentricidad a lo largo del eje de la máquina.
Por lo que respeta a las componentes armónicas que induce la excentricidad mixta
en la corriente estatórica de la máquina (teniendo que la excentricidad estática y la
dinámica no aparecen como fenómenos aislados en el seno de la máquina, sino que
suelen aparecen combinadas), diversos autores han realizado una deducción teórica de
los mismos, destacando el trabajo realizado en [46]. En este se demuestra claramente
que, en el caso de excentricidad mixta, se inducen una serie de componentes armónicas
de frecuencias fexmixta situados a una distancia fr de la componente fundamental f ,
donde fr se corresponde con la frecuencia de rotación mecánica de la máquina. De
este modo se llega a la conclusión que las componentes armónicas asociadas a la
excentricidad mixta se pueden modelizar según la siguiente ecuación:
fexmixta = f + kfr k = ±1,±2,±3 . . . (2.4)
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2.1.3.2 Cojinetes y rodamientos
Los cojinetes y rodamientos realizan la función de apoyo del rotor por sus extremos
y lo mantienen en posición dentro del estator. Por tanto, son elementos que están so-
metidos a una continua fricción y desgaste. Adicionalmente, pueden estar en contacto
con agentes externos que propician su envejecimiento. Por otro lado, los rodamientos
también están sometidos a solicitaciones térmicas y eléctricas. La continua fricción
entre las bolas y las pistas del rodamiento hace que se incremente su temperatura de
manera considerable. En cuanto a las solicitaciones eléctricas se deben tener en cuenta
las descargas eléctricas que se producen entre los elementos del rodamiento [47]. Estas
descargas son debidas a la diferencia de potencial existente entre el rotor y la carcasa
del motor que, en algunas ocasiones, es sucientemente elevado como para traspasar
la película de lubricante de los rodamientos. Todo ello hace que sean los elementos
con mayor tasa de fallos dentro de la máquina eléctrica rotativa, suponiendo hasta un
40% de los fallos [33].
A excepción de las máquinas de mayor tamaño, que utilizan cojinetes, la gran
mayoría de las máquinas eléctricas rotativas de inducción montan rodamientos. Los
rodamientos están compuestos por dos anillos, uno exterior y un interior, en cuyo inte-
rior se sitúan una serie de bolas o rodillos que giran sobre estas dos pistas mecanizadas
a estos efectos sobre el anillo (Figura 2.6).
Figura 2.6: Componentes de un rodamiento.
Habitualmente, los defectos en los cojinetes y rodamientos se detectan a través
del análisis de vibraciones. Esto se debe a que es una avería de tipo mecánico que tiene
poca inuencia en el circuito electromagnético que constituye la máquina. Por tanto
repercutirá mínimamente en el normal funcionamiento desde el punto de vista elec-
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tromagnético de la máquina y, consecuentemente, este tipo de defecto es complicado
de ser detectado mediante el análisis de la corriente. El defecto se puede producir en
cualquiera de los tres elementos que lo componen, en la pista exterior, en la interior
o bien en los elementos rodantes (Figura 2.6). De este modo, el patrón de vibracio-
nes que aparecerá dependerá de en qué elemento del rodamiento se ha producido el
fallo [1] y que dependerá de las características constructivas del mismo.
En el caso de un defecto en la supercie de los elementos rodantes, éste hará con-














donde Dc es el diámetro de la circunferencia media, Db es el diámetro de los
elementos rodantes, β es el ángulo de contacto entre los elementos rodantes y las
pistas y fr es la frecuencia de rotación.
Por otro lado, las vibraciones que aparecen si existe defecto en las pistas aparecen
cuando las bolas pasan sobre estos defectos. Esto sucede Nb veces por revolución, sien-
do Nb el número de elementos rodantes que componen el rodamiento. Las frecuencias


































Por otro lado, es posible establecer una relación entre estas vibraciones y las
corrientes estatóricas de la máquina, tal como se deduce en [48]. Además otros autores
han demostrado que las ecuaciones (2.6) y (2.7) se pueden simplicar para rodamientos
entre seis y doce bolas [49]:
fexterior = 0,4Nbfr Nb = 6, 7 . . . 12 (2.9)
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finterior = 0,6Nbfr Nb = 6, 7 . . . 12 (2.10)
2.1.3.3 Engranajes
En numerosas ocasiones la máquina eléctrica se encuentra acoplada a su carga
a través de engranajes dadas la necesidades de acondicionamiento de par y velocidad
ofrecidos por la máquina. También se utilizan habitualmente en los generadores eólicos
para adaptar las velocidades de giro de la turbina a las necesidades de la máquina eléc-
trica (multiplicadoras). Estos elementos mecánicos externos a la máquina tienen una
gran inuencia en el comportamiento eléctrico de la misma. Modican su velocidad
instantánea y producen cambios en la excentricidad de la misma haciendo que se in-
duzcan, en la corriente estatórica, distintos componentes armónicas. Defectos en estos
componentes, tales como rotura de dientes, defectos en la supercie de apoyo, etc.
se han detectado, tradicionalmente, a través del análisis de vibraciones. No obstante,
cada vez son más los investigadores que centran sus esfuerzos en detectar este tipo de
averías a través de las corrientes estatóricas [50,51].
2.1.3.4 Desequilibrios en la carga
Los desequilibrios en las máquinas eléctricas rotativas aparecen cuando la distri-
bución de cargas no es uniforme a lo largo de su eje de rotación pudiéndose distinguir
dos tipos (Figura 2.7):
desequilibrio estático: es resultado de una distribución de masas no homogénea
en el eje del rotor. Su detección es rápida y relativamente sencilla en máquinas de
eje horizontal. En este caso, cuando la máquina se desconecta de su alimentación
siempre queda detenida en la misma posición angular. La parte más pesada se
sitúa en la parte baja coincidente con la posición de mínima energía.
desequilibrio dinámico: está originada por una distribución longitudinal no
homogénea a lo largo del eje del rotor.
2.1.3.5 Desalineación
El acoplamiento de la máquina eléctrica a su carga mecánica es una tarea comple-
ja. De este modo, en la gran mayoría de los casos el acoplamiento no es perfecto, por
lo que suele aparecer una fuerza resultante tal como puede verse en la Figura 2.8. Esta
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Figura 2.7: Tipos de desequilibrio que pueden aparecer en el eje de la máquina eléctrica
rotativa.
donde E e I son parámetros constructivos de la máquina y a se calcula en función
de las distancias a1 y a2.
Figura 2.8: Fuerza resultante cuando la máquina y su carga no se encuentran perfectamente
acopladas.
Fte. Cabanas et al. [1].
2.1.4 Otros tipos de fallos
Los otros tipos fallos que suelen aparecer en las máquinas eléctricas suelen tener su
origen en elementos externos a la máquina. Cada vez es mayor el número de máquinas
eléctricas cuya conexión no es directa a la red, sino que se utiliza algún equipo para su
control, tal como pueden ser los convertidores de frecuencia. De este modo, cualquier
fallo que se produzca en la electrónica de potencia que controla la máquina puede
tener efecto en su funcionamiento. Estos equipos modican la onda de tensión que
alimenta a la máquina, siendo susceptible que en la corriente absorbida por la máquina
apareciesen componentes armónicas que, en raras ocasiones, podrían confundirse con
componentes asociados a fallos.
Por otro lado, existen ciertas situaciones que pueden dar lugar a diagnósticos
erróneos de la máquina. Por ejemplo, ciertas oscilaciones en la carga pueden provocar
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que se induciesen componentes armónicas en la corriente que se podrían confundir con
algún tipo de fallo, especialmente, con la avería por asimetría rotórica.
2.2 Magnitudes utilizadas en la detección de fallos en las
máquinas eléctricas rotativas de inducción
2.2.1 Vibraciones
Las vibraciones son debidas al movimiento oscilatorio que tienen las partículas que
conforman cualquier cuerpo sólido, pudiéndose clasicar en dos grandes conjuntos:
Vibraciones deterministas: se reproducen de manera periódica y su origen reside
en las imperfecciones de la máquina o en el propio funcionamiento de la máquina.
Gracias a su evolución periódica, éstas se pueden determinar mediante ecuaciones
matemáticas que permiten su estudio.
Vibraciones aleatorias: aparecen de manera impredecible y, por tanto, no respon-
den a ningún patrón de funcionamiento. De este modo su estudio no se puede
realizar más allá del ámbito estadístico.
Cuando en la máquina acontece algún tipo de falta, aparecen una serie de vibra-
ciones de carácter determinista o cíclico. Habitualmente, las señales de vibraciones son
adquiridas utilizando sensores de tipo acelerómetro situados en distintos puntos de la
máquina para, posteriormente, analizar si éstas son debidas a algún tipo de fallo. Para
ello, se han establecido teóricamente las ecuaciones de comportamiento de las vibra-
ciones debidas a distintos de fallos. A pesar de ser una magnitud ampliamente utilizada
en el ámbito del diagnóstico de la máquina eléctrica [5257] cuenta con una serie de
inconvenientes que limitan su implementación a nivel práctico. Entre ellos destaca que
la medición de las vibraciones requiere de sensores de elevado coste económico, insta-
lados en distintas partes de la máquina (en función del defecto que se desee localizar) y
que, en muchas ocasiones, estas partes son prácticamente inaccesibles, constituyendo
un método altamente invasivo.
2.2.2 Impedancias
Existe la posibilidad de detectar fallos en máquinas eléctricas a través de la varia-
ción de las impedancias en caso de fallo, pues aparece un desequilibrio en el sistema
trifásico. No obstante, según la teoría de las componentes simétricas, cualquier sis-
tema trifásico desequilibrado puede descomponerse en dos sistemas equilibrados, de
secuencia directa e inversa, y un conjunto de fasores de igual fase conocido como com-
ponentes homopolares [58]. De este modo, se puede calcular la impedancia de cada
secuencia como la relación entre la corriente y la tensión [59]. El estudio de las impe-
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dancias ha demostrado ser válido ante pequeños desequilibrios. No obstante, cuando
el grado de avería es considerable existen ciertos acoplamientos entre las secuencias
directa e inversa que precisan la introducción de nuevos términos en el estudio ma-
temático, elevando la complejidad del cálculo y haciendo que esta magnitud no sea
susceptible de ser utilizada en el ámbito del diagnóstico de máquinas eléctricas.
2.2.3 Flujo axial
El ujo axial se encuentra presente en todas las máquinas eléctricas producido por
las pequeñas asimetrías inherentes en su circuito electro-magnético. A estas asimetrías
hay que añadir los efectos que aparecen como consecuencia de la disposición física
de los conductores tanto en las zonas de ranura como en las cabezas de las bobinas
[58]. Todas estas componentes generan un ujo axial neto que la mayoría de los
investigadores coinciden en localizarla en el eje de la máquina [60]. De este modo, se
ha deducido teóricamente que cualquier tipo de fallo en la máquina eléctrica contribuirá
a aumentar esta componente neta de ujo axial, pudiéndose identicar el tipo de fallo
a través de ésta [61,62].
Aunque esta magnitud ha demostrado una gran validez para la detección de ave-
rías en máquinas eléctricas [63] de manera teórica, su uso a nivel práctico se encuentra
limitado por la dicultad con la que puede ser medida. Algunos autores proponen para
su medida la instalación de espiras exploradoras instaladas en el interior de la máquina,
bien en una ranura del estátor, bien situada de manera concéntrica al eje. Ambas se
realizan de manera artesanal si bien suponen un método invasivo, lo que contradice
uno de los criterios fundamentales del mantenimiento predictivo, en el que se indica
que éste se debe realizar sin alterar el normal funcionamiento de la máquina ni modi-
car su estructura. Por otro lado, otros autores concluyen que esta magnitud tendría
una mayor penetración en el campo del diagnóstico de máquinas eléctricas si pudiese
ser medida desde el exterior de la máquina [64], determinándose las características
óptimas de este sensor externo. Éste debería estar compuesto por una bobina con un
elevado número de espiras, de suciente diámetro y situada concéntricamente con el
eje de la máquina. No obstante, teniendo en cuenta su aplicación práctica, éste sensor
estaría muy limitado en el campo de las máquinas de elevada potencia como. por
ejemplo, los aerogeneradores, o a nivel industrial donde en muchas ocasiones el eje de
la máquina es inaccesible para la instalación de este tipo de sensores.
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2.2.4 Par
El par que ofrece la máquina tiene un carácter oscilante debido a los armónicos
espaciales de corriente existentes en la máquina como consecuencia de la distribución
del devanado, lo que repercute en la velocidad de la misma, haciendo que ésta también
tenga un pequeño carácter oscilatorio. Las frecuencias de oscilación para una máquina
en estado sano se han determinado teóricamente [1]. No obstante, la amplitud de
estas componentes puede verse atenuada, e incluso anulada, en función de la máquina
y su factor de devanado. Por otro lado, las componentes causadas por las variaciones
en el par mecánico aparecen más atenuadas debido al ltrado que se produce como
consecuencia de la propia inercia del sistema.
En los siguientes apartados se exponen los métodos más comunes para obtener
el par mecánico y el par electromagnético en la máquina eléctrica y cómo pueden ser
utilizados para realizar el diagnóstico de la máquina.
2.2.4.1 Par mecánico
Una vez determinada la frecuencia de oscilación del par mecánico en una máqui-
na en estado sano, el diagnóstico se debe plantear mediante la comparativa del par
ofrecido por la máquina con el patrón de la máquina sana, observándose desviaciones
si existe algún tipo de fallo. No obstante, lo que a priori parece una solución sencilla y
fácil a nivel teórica tiene una muy complicada implementación práctica. Los sensores
de medición de par tienen un coste económico muy elevado, además de tener que ser
instalados en el eje, que es una parte móvil y que en muchas aplicaciones industriales
se encuentra prácticamente inaccesible.
2.2.4.2 Par electromagnético
Dado que la medición del par mecánico resulta muy compleja, y de un elevado
coste económico, en un gran número de aplicaciones se opta por calcular el par elec-
tromagnético de la máquina. Esto se debe a que el par electromagnético se puede
determinar a partir de las medidas de corriente y tensión de la máquina. Además, se
utilizan sensores cuyo uso está ampliamente extendido en el ámbito industrial con un
coste relativamente bajo.
De este modo, el par electromagnético se puede utilizar para el diagnóstico de la
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(vBA −R(iA − iB)) · dt
(2.12)
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Donde iA, iB , iC son las corrientes instantáneas de fase estatóricas, vBA, vCA son
las tensiones instantáneas entre fases, R es la resistencia del devanado estatórico y p
el número de pares de polos.
La ecuación 2.12 se puede expresar en un sistema bifásico si se utiliza la teoría
de los fasores espaciales (d− q). Para ello, aplicando la transformada de Park, el par




· p · (Ψd · iq −Ψq · id) (2.13)
Donde p es el número de pares de polos de la máquina, id, iq son las proyecciones
del vector de corrientes sobre los ejes d y q respectivamente y Ψd y Ψq son los enlaces
de ujo totales según los ejes d y q.
2.2.5 Potencia instantánea
Otra magnitud susceptible de ser utilizada en el campo del diagnóstico de má-
quinas eléctricas es la potencia instantánea P (t). Ésta se puede deducir de las medida
de tensiones y corrientes de la máquina eléctrica mediante la expresión [66]:
P (t) =
√
3 · VL−L(t) · iL(t) (2.14)
Donde VL−L(t) es la tensión de línea y iL(t) es la corriente de línea. Por otro
lado, en [67] se indica que la potencia instantánea total se puede disgregar en dos
términos o dos potencias parciales.
P (t) = PAB(t) + PCB(t) (2.15)
Donde:



















Donde VL−L y IL son valores ecaces. No obstante, existen otras técnicas para
obtener el valor de la potencia instantánea como, por ejemplo, el sumatorio del pro-
ducto de la tensión y la corriente, para lo que se miden las tres tensiones y las tres
corrientes de fase [45], o el producto de la tensión entre dos fases por la corriente de
fase [68,69], entre otros.
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Si se procede a estudiar el espectro de la potencia instantánea, en él aparecerán
componentes armónicas resultado de la combinación de las existentes en la onda de
tensión y de las presentes en la onda de corriente lo que va a permitir reducir el
efecto leakage que aparece en el espectro de la corriente debido a la componente
fundamental [45, 68].
2.2.6 Tensiones residuales a la desconexión
Otra magnitud utilizada en el diagnóstico de la máquina eléctrica rotativa son
las tensiones residuales a la desconexión de la máquina. Una vez desconectada la
máquina de su alimentación, por el rotor de la máquina, y durante unos instantes,
siguen circulando corrientes, que crean un campo magnético giratorio, lo que provoca
que en los devanados del estator se induzcan unas tensiones residuales.
Esta tensión está formada por la componente fundamental y por una serie de
componentes armónicas espaciales que dependen de las características constructivas
de la máquina. No obstante, nada tienen que ver con las componentes que aparecerían
si existiese algún tipo de falta [70]. Por tanto, se comprueba que cuando la máquina
posee algún tipo de fallo como, por ejemplo, una asimetría rotórica [71], además de
las componentes existentes en la máquina sana, aparecen las componentes debidas al
fallo en la onda de tensión generada.
2.2.7 La corriente estatórica
De la amplía literatura cientíca existente en el campo de la diagnosis de máquinas
eléctricas rotativas se deduce que, junto con las vibraciones, la corriente estatórica
son las magnitudes más utilizadas. En el caso de estas última, su proliferación se
debe, especialmente, a que existen un elevado número de sensores, cuyo uso está muy
extendido en el ámbito industrial, y de coste asequible. Además, la gran mayoría de los
sensores permiten realizar la medida de esta magnitud de forma no invasiva, es decir,
sin alterar el normal funcionamiento del sistema eléctrico que se quiere caracterizar.
Además de estas ventajas, el factor más determinante en su rápida expansión en el
campo del diagnóstico eléctrico es que dicha magnitud contiene información relevante
acerca del estado de la máquina. Tal como se ha visto en el repaso a los fallos que
aparecen en las máquinas eléctricas rotativas, la gran mayoría de éstos produce un
aumento o induce una serie de componentes armónicas en la corriente que consume la
máquina, cuyas frecuencias características dependen de cada tipo de fallo. Por tanto,
este tipo de fallos podrán ser detectados mediante el análisis espectral de esta señal.
Para la captura de señales y posterior tratamiento, habitualmente se utilizan los
osciloscopios digitales. No obstante, estos equipos sólo permiten la medida de tensio-
nes. Por tanto, es necesario convertir la onda de corriente a una señal proporcional
de tensión y que conserve la misma información espectral que ésta. Con este n se
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utilizan una serie de sensores/equipos auxiliares que realizan dicha conversión. Entre la
gran variedad de sensores/equipos disponibles, los más utilizados habitualmente son:
Resistencias calibradas tipo "Shunt":
Consiste en medir la tensión en bornes de una resistencia calibrada de bajo
valor de impedancia y de elevada precisión a través de la cual circula la misma
corriente que por una fase del estátor. Seguidamente aplicando la ley de Ohm
se puede obtener el valor de la corriente.
Transformadores de intensidad:
En el secundario de un transformador de intensidad se puede medir la corriente
circulante por el primario multiplicado por un factor de escala. Al utilizar este
tipo de equipos hay que tener en cuenta una serie de restricciones como pueden
ser:
• Posible modicación del espectro, ya que se introducen atenuaciones y
desfases que aumentan a medida que también lo hace la frecuencia.
• El secundario del transformador debe trabajar en condiciones cercanas al
cortocircuito para evitar la saturación magnética.
Un caso especial de transformadores de intensidad son las sondas de corriente.
Las sondas de corriente son transformadores de intensidad cuyo núcleo magné-
tico puede ser abierto. Se han desarrollado para ser utilizadas directamente en
osciloscopios, son de elevada precisión y muy prácticas para la medida de co-
rriente. No es necesario modicar el circuito ni realizar ningún tipo de conexión
adicional. Solo hay que hacer pasar el conductor por el interior de su núcleo, lo
que es muy simple gracias a la parte móvil que permite la apertura del mismo.
Sondas de efecto Hall:
Son sondas cuyo funcionamiento está basado en el efecto Hall en los materia-
les conductores y semiconductores. Al circular una corriente por un conductor
sometido a un campo magnético perpendicular a él, se obtiene en bornes del
mismo una tensión, que es conocida como tensión Hall. Ésta es proporcional a
la corriente, al campo magnético y al material empleado. Las principales ventajas
de este tipo de sondas son:
• Posibilidad de medir tanto corriente continua como alterna.
• Inmunidad frente al ruido.
• Aislamiento galvánico.
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2.3 Técnicas de diagnóstico
Esta tercera sección del capítulo se dedica a hacer un repaso por las principales
técnicas de análisis de señal que se han propuesto en el campo del diagnóstico de
máquinas eléctricas rotativas de inducción. Todas estas técnicas están aplicadas al
análisis de la corriente estatórica de la máquina, por ser la señal que se va a utilizar
para desarrollar las técnicas propuestas en esta tesis doctoral. La clasicación de las
mismas se ha realizado teniendo en cuenta si se diseñan para el régimen estacionario
de funcionamiento de la máquina o bien para el régimen transitorio o no estacionario.
Por otro lado, se expondrán con mayor detalle las técnicas desarrolladas en el campo
del régimen transitorio, por ser el campo de interés de la presente tesis.
2.3.1 Régimen estacionario
2.3.1.1 Transformada de Fourier
Tradicionalmente, la técnica más utilizada para obtener cualquier señal en el do-
minio de las frecuencias ha sido la transformada de Fourier. Jean Baptiste-Joseph
Fourier demostró con sus trabajos que cualquier onda periódica (Xp) puede ser des-
compuesta como una suma innita de ondas sinusoidales de diferente frecuencia (f)







[ak cos(2πkft) + bk sin(2πkft)] (2.18)
Así pues, la transformada de Fourier permite obtener la señal en el dominio de
frecuencia. Conceptualmente, el algoritmo consiste en una convolución de la señal





Con ello, la integral no se anulará para aquellas frecuencias de las sinusoidales
(ej2πft) que coincidan con alguna componente de la señal original (x(t)), y el resultado
(X(f)) indica la contribución relativa en la señal original de dicha componente.
Esta técnica fue utilizada por primera vez en el ámbito del diagnóstico de motores
de inducción en la década de los 80 [2]. Esto fue posible gracias a la irrupción de los
osciloscopios digitales y al auge del desarrollo de ordenadores, que permitieron, por
un lado la adquisición de las señales, y por otro el procesado de las mismas en un
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periodo de tiempo asequible. Todo ello favoreció que su uso se extendiera al campo
del diagnóstico de máquinas eléctricas rotativas de inducción [2, 44,72,73].
Dicha transformada abrió la puerta del diagnóstico de máquinas a través del
análisis de la corriente estatórica siendo válida para un gran número de aplicaciones en
las que las máquinas trabajen en régimen estacionario. No obstante, tiene una serie de
limitaciones que restringen su uso en el campo del diagnóstico de máquinas eléctricas,
entre las que destacan [3]:
Régimen estacionario.
La mayor limitación de este tipo de análisis es que únicamente es válido para
realizar el tratamiento de señales estacionarias. Las funciones trigronométricas
en las que se descomponen la señal tras aplicar la transformada de Fourier no
están jadas en el tiempo. Por tanto, no es capaz de reproducir los patrones
tiempo-amplitud y tiempo-frecuencia que aparecen en una señal no estacionaria,
restringiendo su aplicabilidad a un gran número de situaciones en las que las
máquinas no trabajan en régimen estacionario.
Fuga espectral o leakage.
Este fenómeno está asociado a la inuencia de la componente fundamental que
es varios órdenes de magnitud mayor que las componentes debidas al fallo. De
este modo, si las componentes de fallo se sitúan próximas a la componente
fundamental pueden quedar ocultas por la inuencia de esta última. Este tipo
de problema es especialmente crítico en la detección de fallos por asimetría
rotórica en máquinas que trabajen a deslizamientos muy bajos [74] y ha sido
ampliamente descrito en la literatura cientíca [67,69,7577].
Los investigadores, desde el principio han hecho frente a esta problemática,
tratando de minimizarla mediante el uso de ventanas como puede ser la de
Hanning [78], Hamming [79], Bartlett [80], triangular, etc. También se apuntó,
que si se era capaz de eliminar la aportación de la componente fundamental
al espectro, se eliminaría el efecto leakage. Con esta premisa, se desarrollaron
distintos avances para suprimir la componente fundamental a través de: el uso
de ltros paso banda [81,82] o transformar la señal de corriente a un dominio en
el cuál la frecuencia fundamental se convierte en una componente continua (DC)
que puede ser eliminada. Para obtener esta nueva señal se puede utilizar, por
ejemplo, la transformada de Hilbert [8386], la proyección oblicua [87], teoría
del cambio del sistema de referencia (RFTA) [88] o las coordenadas del par
magnético [89]. Por otra parte, en otras publicaciones se propone el uso de
técnicas avanzadas de tratamiento de señal como la transformada recursiva de
Fourier (RFT) [90], la transformada cepstrum [91], la sustracción espectral [92],
o alternativamente, usar métodos en el dominio del tiempo como la distorsión
dinámica del tiempo (DTW) [93], o métodos de paso por cero (ZCT) [94,95].
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Resolución del espectro.
La resolución en frecuencia (∆f) tiene que ver con la precisión con la cuál
se pueden distinguir dos valores consecutivos de frecuencia, del espectrograma.
Haciendo un símil con los aparatos de medida, ésta indicaría el fondo de escala
que se puede utilizar para medir las distintas frecuencias.
El límite teórico de la resolución del espectro es inversamente proporcional al





La resolución debe ser adecuada para poder distinguir las componentes armóni-
cas de falta [88], incluidas las pequeñas imperfecciones inherentes a la máqui-
na [96], oscilaciones en la carga [97], etc. Por ejemplo, para detectar asimetrías
rotóricas en máquinas trabajando a muy bajos deslizamientos, la resolución míni-
ma necesaria es de 10mHz. En [98] se ha demostrando esta premisa en un motor
de 1600 kW. No obstante, esta precisión puede no ser adecuada en potencias
superiores, donde las máquinas suelen trabajar a deslizamientos muy reducidos.
Tal como se deduce de (2.20) el camino más rápido para mejorar la resolución
consiste en aumentar el tiempo durante el cual se captura la señal, obteniéndose
la resolución de 10mHz con un tiempo de ensayo de 100 segundos, tal como
se ha realizado en [3, 26, 99]. Por otro lado, otros autores centran sus esfuerzos
en mejorar la resolución, únicamente, en las bandas esperadas donde aparece-
rán las componentes de fallo [100]. Para ello, se han utilizado distintas técnicas
de tratamiento de señal como, por ejmplo, la transformada chirp-Z (chrip−z
transform (CZT)) [101104], la Zoom−FFT [99, 101], la función Music [105],
la aplicación de un subsistema invariante para la estimación de los parametros
de la señal (ESPRIT) [86,106,107], etc.
Distorsión por baja frecuencia de muestreo - aliasing
Según el teorema del muestro de Nyquist-Shannon [108, 109] el límite teórico
de frecuencias que se pueden estudiar es la mitad de la frecuencia de muestreo.
Frecuencias superiores a este límite aparecerán como señales de frecuencia menor
debido al efecto estroboscópico tal como puede verse en la Figura 2.9. Así, tal
como puede verse, si se muestrease la señal en azul a una frecuencia insuciente
se obtendría la señal en rojo de menor frecuencia induciendo a errores en el
análisis de la señal. Para reducir este efecto, una práctica habitual es el uso
de ltros analógicos anti-aliasing [81, 85, 95, 110, 111]. De hecho los equipos de
medida suelen incorporar este tipo de ltros para evitar que en la señal aparezcan
frecuencias superiores la mitad de la frecuencia de muestreo.
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Figura 2.9: Efecto aliasing de una onda debido a la inapropiada frecuencia de muestreo.
Por otro lado, otra tendencia actual, con el n de reducir el tamaño de estos
ltros, consiste en muestrear, cada vez, a frecuencias mayores y llevar a cabo el
ltrado posterior mediante el programa matemático que se utilice para analizar
la señal. Con los nuevos equipos hardware se pueden alcanzar frecuencias de
muestreo superiores a los 100 kHz [87, 112, 113]. De este modo se observa
como, paulatinamente, en los trabajos presentados en la literatura cientíca, las
frecuencias de muestreo son, cada vez, más elevadas: 20 kHz en [114], 25 kHz
en [115], 50 kHz en [116] y 100 kHz en [117].
2.3.1.2 Análisis del módulo de la señal analítica
Con el objetivo de reducir las limitaciones del análisis de Fourier expuestas ante-
riormente, y en especial tratar de reducir el efecto leakage, en la literatura cientíca
se ha propuesto el estudio del módulo de la señal analítica [3] obtenido mediante la
transformada de Hilbert (HT) y que ha sido utilizada ampliamente en el campo del
diagnóstico de máquinas eléctricas [3, 118120].
La HT de una señal real (x(t)), como puede ser la corriente estatórica de la
máquina, se dene, matemáticamente, como su convolución con la función 1/t [121]:
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Así pues, la señal analítica (~x(t)) se construye a partir de la señal original (x(t))
de la forma [122]:
~x(t) = x(t) + jHT (x(t)) = x(t) + jy(t) = A(t)ejθ(t) (2.22)
donde A(t) =
√
x(t)2 + y(t)2 y θ(t) = arctan(y(t)/x(t)), siendo A(t) la ampli-
tud y θ(t) la fase de la señal analítica.
La señal analítica tiene las siguientes propiedades clave [3]:
En el espectro de la señal analítica se anulan las frecuencias negativas mientras
se mantiene el nivel de las positivas [123].
Si se aplica la transformada a una función trigonométrica x(t) el resultado es
una función que es una versión de la original con desfase de 90o.
Las bajas frecuencias de la señal original quedan contenidas en la amplitud A(t)
mientras que las altas frecuencias se localizan en la fase θ(t).
Tal como se demuestra en [3], las componentes de fallo, especialmente las asocia-
das a asimetría rotórica, se mantiene en el módulo de la señal analítica. No obstante,
para eliminar el efecto leakage, lo que se utiliza para realizar el diagnóstico de máqui-






siendo |~ir(t)| el valor instantáneo del módulo y |~ir| el valor medio del módulo de
la señal analítica de la corriente de una fase estatórica.
En la Figura 2.10 izquierda se muestra el espectro de la corriente de una máquina
trabajando bajo distintas condiciones de carga. En ella, se puede observar como, a
bajos deslizamientos, las componentes de fallo quedan ocultas por la inuencia de la
componente fundamental. En cambio, en la Figura 2.10 derecha se puede observar el
espectro de la componente alterna del módulo de la señal analítica. En ellos, se pueden
observar fundamentalmente dos aspectos. Por un lado, la componente fundamental, y
por ende el efecto leakage, ha sido eliminada. Por otro lado se produce una traslación
en el eje de abscisas y las frecuencias de fallo aparecen situadas a f = 2ks con
k = ±1,±2,±3, etc. para el caso de rotura de barras en lugar de f = f1(1± 2ks).
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Figura 2.10: Izquierda: Espectro de la corriente estatórica en 5 ensayos experimentales dis-
tintos. Derecha: Espectro de la componente alterna del módulo de la señal analítica de la
corriente estatórica en 5 ensayos experimentales distintos.a) Máquina sana descargada y má-
quina con asimetría rotórica con cuatro condiciones distintas de carga b) descargada, c) baja
carga, d) media carga y e) carga nominal.
Fte. Puche et al. [3].
2.3.1.3 Vector extendido de Park
El método conocido como vector extendido de Park tiene el mismo objetivo que
el módulo de la señal analítica citado anteriormente, eliminar la componente funda-
mental y por ende el efecto leakage. Este se basa en realizar el análisis espectral de
la componente alterna del módulo del vector de Park. La transformada de Park es
ampliamente conocida y consiste en convertir el sistema de referencia trifásico de la
máquina (A−B−C) variable en el tiempo en un sistema bifásico (D−Q−0) que gira
en el espacio. Las componentes de dicho vector (iD y iQ) se pueden calcular, a partir































iM sin(ω1t− π/2) (2.27)
Donde iM es el valor máximo de la intensidad de fase en secuencia positiva y
ω1 = 2πf1, con f1 la frecuencia fundamental de la fuente de alimentación. De este
modo, el vector extendido de Park describiría una trayectoria circular como la de la
Figura 2.11.
Figura 2.11: Vector de Park en el caso de una máquina sana ideal.
Fte. Cruz et al. [124].
En cambio, cuando aparece algún tipo de anomalía, la amplitud del módulo varía
tal como puede verse en la Figura 2.12. Así pues, el vector extendido de Park consiste
en estudiar las frecuencias que provocan dicha modulación en la amplitud del vector.
Como puede observarse, al igual que con el módulo de la señal analítica, la componente
fundamental se convierte en una componente DC que puede ser eliminada y se obtiene
un espectro con resultados similares a los obtenidos con el módulo de la señal analítica.
Sin embargo, tiene una diferencia fundamental con respecto a esta última. El módulo de
la señal analítica únicamente precisa de la medida de una corriente estatórica mientras
que el vector de Park precisa de la medida de las tres corrientes. Por otro lado, el vector
de Park ofrece la ventaja de que no elimina las frecuencias negativas lo que permite
detectar las componentes que giran en sentido opuesto a la componente fundamental.
Permite detectar los órdenes de armónico de falta tanto positivos como negativos
31
Capítulo 2. Estado del Arte
k = ±1,±2,±3, etc. y no sólo los k > 0 como en la señal analítica. Todo ello ha
hecho que sea una técnica ampliamente utilizada en el campo del diagnóstico de
máquinas eléctricas [124129].
Figura 2.12: (a)Vector de Park en el caso de una máquina con asimetría estatórica. (b)
Representación del módulo del vector de Park a lo largo del tiempo.
Fte. Cruz et al. [124].
2.3.2 Régimen transitorio
Las técnicas hasta ahora propuestas tienen una gran limitación y es que única-
mente son válidas para el estudio de señales estacionarias [130]. No obstante, existen
un elevado número de aplicaciones donde la máquina no trabaja en condiciones cons-
tantes, es decir, están sometidos a continuos cambios en el régimen de funcionamiento
ya sea por variaciones en la carga, cambios en la velocidad de referencia, arranques
y paradas. Por tanto, existía una necesidad de desarrollar técnicas de diagnóstico pa-
ra este tipo de funcionamiento pues había una elevado número de máquinas que no
podían ser diagnosticadas correctamente.
Por otro lado, pronto se demostró que este tipo de técnicas aportaban un diag-
nóstico más able que las técnicas descritas en el régimen estacionario. Esto es debido
a que durante el régimen transitorio se analizan varios puntos de funcionamiento mien-
tras que en el régimen estacionario sólo se analiza un único punto de funcionamiento.
De hecho, si se analiza el transitorio de arranque de la máquina, se está realizando un
análisis de todos los puntos de funcionamiento en los que puede operar la máquina
normalmente.
A lo largo de los últimos años se han desarrollado un elevado número de técnicas
de diagnóstico basadas en detectar los patrones característicos de evolución de las
componentes de falta a lo largo del transitorio. En los siguientes apartados se va a
realizar un repaso de las dichas técnicas. Para ilustrar dichas técnicas se va a utilizar
la señal correspondiente al LSH debido a asimetría rotórica durante el arranque de
una máquina (Figura 3.1) que se extrajo en [131]. Este armónico se corresponde con
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el orden k = −1 en la ecuación (2.1), es decir, su frecuencia fLSH se puede obtener
según la siguiente expresión:
fLSH = (1− 2s)f (2.28)
Figura 2.13: Amplitud del armónico lateral izquierdo debido a asimetría rotórica durante el
arranque de una máquina de inducción (imagen superior). Velocidad de la máquina (centro)
y deslizamiento de la máquina durante el arranque (inferior). La línea vertical se corresponde
con el instante en el cual se alcanza el deslizamiento s = 0,5.
Fte. Riera et al. [131].
2.3.2.1 Transformada short time Fourier transform (STFT)
La STFT es la extensión natural del análisis de Fourier al régimen no estacionario.
Esta técnica consiste en ir estudiando pequeños intervalos de la señal analizada en los
que pueda considerarse prácticamente estacionaria y aplicarle la FFT. Este proceso se
repite de forma reiterada, y nalmente, con todos los espectros calculados, se obtiene
la distribución tiempo-frecuencia de la señal. De este modo, la STFT fue la primera
técnica de análisis de señales en aplicarse en el campo del diagnóstico de máquinas
eléctricas rotativas trabajando en régimen no estacionario, básicamente, por ser la
matemáticamente más simple.
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No obstante, esta tiene una serie de inconvenientes que limitan su aplicación
al campo del diagnóstico de máquinas eléctricas. Ente ellos destaca que para obtener
una resolución aceptable se precisan de unos requisitos computacionales excesivos [132]
debido a la dependencia entre la resolución en tiempo y la resolución en frecuencia.
Cuando se mejora una, empeora la otra, y viceversa, teniéndose que adoptar una so-
lución de compromiso entre ambas. Más adelante, se dedica un capítulo al completo
a esta transformada en la que se expondrán con mayor detalle sus principales caracte-
rísticas, así como sus ventajas e inconvenientes.
2.3.2.2 Transformadas wavelet
Las transformadas wavelet permiten la descomposición de la onda original en una
suma de señales acotadas en una banda de frecuencias, es decir, contienen las com-
ponentes de la onda original comprendidas en un determinado rango de frecuencias.
Este tipo de análisis ha sido ampliamente utilizado en el campo del diagnóstico de
máquinas eléctricas rotativas de inducción [68,82,132135]. El GI en concreto, la ha
presentado en diversas publicaciones cientícas demostrando la validez de las mismas
para la detección de distintos tipos de fallos. Por tanto para hacer una demostra-
ción teórico-práctica de las mismas en esta tesis se van a utilizar, como referencias
principales, los trabajos aportados por el GI en este campo [5,136], entre otros.
2.3.2.2.1. Transformada discreta de Wavelet (DWT)
Entre las transformadas wavelet, la primera en utilizarse fue la DWT. La DWT
realiza la descomposición de una señal x[n] en un coeciente de aproximación a un
determinado nivel de descomposición k, Ak[n], y k señales de detalle dj [n] con j =
1 . . . k [137]:














donde Φk y Ψj son la función de escalado al nivel k y la función wavelet al nivel
j respectivamente. Por otro lado, los coecientes aki y d
j
i se calculan utilizando el
algoritmo de codicación por sub-bandas [138]. La aplicación de este algoritmo se
puede observar en la Figura 2.14 aplicado a una señal muestreada a frecuencia fs.
Expresado de otra manera, cada señal wavelet en la que se descompone la señal
original se comporta como un ltro paso banda como el que se puede observar en
la Figura 2.15 observándose cierta superposición o solapamiento entre las bandas por
lo que el ltrado no es ideal. Asumiendo que éste fuese ideal, si se utilizase una
frecuencia de muestreo fs para capturar la señal, entonces los coecientes de detalle
dj contendrían la información de la señal en frecuencia comprendida en los intervalos:
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Figura 2.14: Coecientes de la DWT calculados con el algoritmo de codicación por sub-
bandas para un número de niveles k = 2.
Fte. Pineda et al. [13].
Figura 2.15: Proceso de ltrado realizado por la DWT










mientras que el coeciente de aproximación aj incluye las componentes de baja fre-








Para ilustrar esta descomposición, en la tabla 2.1 se muestran dos ejemplos de
la descomposición por bandas de la DWT en el caso de utilizar dos frecuencias de
muestro distintas.
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Tabla 2.1: Bandas de frecuencia de los coecientes de detalle y aproximación de la DWT en
función de la frecuencia de muestreo fs.
Fte. Riera et al. [164].
Nivel
Bandas de frecuencia
fs=5000 Hz fs=2000 Hz
d1 1250 2500 Hz 500 1000 Hz
d2 625 1250 Hz 250 500 Hz
d3 312.5 625 Hz 125 250 Hz
d4 156.25 312.5 Hz 62.5 125 Hz
d5 78.12 156.25 Hz 31.25 62.5 Hz
d6 39.06 78.12 Hz 15.625 31.25 Hz
a6 0 39.6 Hz 0 15.625 Hz
De este modo si se aplicase la DWT con cinco niveles de descomposición a la
señal sintética del LSH (Figura 3.1), se obtendría una descomposición como la de la
(Figura 2.16) en la que claramente se puede observar la evolución de dicha componente.
No obstante, este tipo de descomposición no permite la utilización de sistemas
expertos de reconocimiento automático de patrones: existen seis imágenes que deben
ser procesadas de manera simultánea para detectar el patrón correspondiente al fallo.
Una posible solución consiste en, crear una única matriz en la que cada la
contenga la evolución temporal de la señal en una banda de frecuencias, tal como
puede verse en la Figura 2.17. Además, esta matriz puede ser representada en un
imagen tiempo-frecuencia 2-D en la que la información referente a la amplitud se
determina mediante un código de colores (Figura 2.18). No obstante, esta imagen
tiene una serie de inconvenientes en los que destacan la escasa resolución frecuencias
debida al ancho jo de las bandas impuesto por la propia DWT y que la variación
sinusoidal de la señal aparece queda reejada como bandas alternas de color. De
hecho la DWT resulta útil para comprender la evolución de las componentes de fallo
pero, en cambio, no sirve de utilidad para tener una representación precisa de la señal
en el dominio tiempo-frecuencia. No obstante, estos inconvenientes se pueden reducir
con el uso de la transformada continua de wavelet (CWT).
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Figura 2.16: Descomposición DWT del armónico lateral izquierdo (LSH) debido a asimetría
rotórica. El patrón muestra una evolución clara en la que la señal aumenta en aquellos
intervalos temporales en los que la frecuencia del LSH está comprendida en las distintas
bandas.
Fte. Pineda et al. [13]
Figura 2.17: Matriz tiempo-frecuencia-amplitud del LSH generada al almacenar en cada la
de la misma una banda de frecuencias obtenida de la descomposición DWT.
Fte. Pineda et al. [13].
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Figura 2.18: Imagen 2D en la que se representa la evolución tiempo-frecuencia del LSH con
la información referente a la amplitud dispuesta mediante un código de colores.
Fte. Pineda et al. [13].
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2.3.2.2.2. Transformada continua de Wavelet (CWT)
La transformada continua de wavelet (CWT) es una descomposición que permite
vincular el dominio temporal con el domino temporal del dominio de la señal wavelet.
La forma natural de obtener dicha representación es mediante la denición de una
serie de familias de funciones que se encuentran escaladas y trasladadas en el tiempo









a > 0, b ∈ R (2.32)
donde ψ es un función conocida como la wavelet madre de carácter oscilatorio (2.33)
bien localizada tanto en tiempo como en frecuencia (2.34).
+∞∫
−∞
ψ(t)dt = ψ̂(0) = 0 (2.33)
|ψ(t)| ≤ c(1 + |t|)−1−ε,
∣∣∣ψ̂(ω)∣∣∣ ≤ c(1 + |ω|)−1−ε (2.34)
para cualquier ε > 0, donde ψ̂(ω) representa la transformada de Fourier de ψ(t). Por
otro lado, el parámetro 1/
√
a asegura que todas las wavelets ψa,b en todas las escalas
a contienen la misma energía. De este modo la CWT de una función f ∈ L2(R) se
dene como:










donde las señales wavelet madre se denen del siguiente modo para el caso de
















Tal como puede observarse en la Figura 2.19, la descomposición CWT del LSH
extrae las componentes temporales de la señal original cuyas frecuencias están com-
prendidas en la escala elegida. La Figura 2.19 ofrece una representación clara de la
evolución tiempo-frecuencia de la componente LSH. Sin embargo, dada la naturaleza
alternativa de la señal, la distribución tiempo-frecuencia aparece como una sucesión de
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bandas claras y oscuras lo que obstaculiza su utilización en sistemas de reconocimien-
to de patrones automáticos. El uso de transformada compleja continua de wavelet
(CCWT) que se introducirá en el siguiente punto es capaz de dar solución a dicho
problema.
Figura 2.19: CWT del LSH utilizando 64 niveles de escalado. Superior: Señal analizada.
Central: valor absoluto de los coecientes de la CWT con el patrón del LSH superpuesto
(linea discontinua blanca). Inferior: Recomposición de la señal obtenida utilizando un valor
de escala a = 32.
Fte. Pineda et al. [13].
2.3.2.2.3. Transformada continua compleja de Wavelet (CCWT)
La transformada compleja continua de wavelet (CCWT) se aplica del mismo modo
que la CWT pero utilizando wavelets madre complejas (2.38) para la derivada n-ésima
de la función gaussiana, en lugar de wavelets reales como las de la ecuación (2.36)
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La principal ventaja de esta transformada es que en la distribución tiempo-
frecuencia computa la envolvente del módulo de la señal en lugar del valor instantáneo
tal como puede verse en la Figura 2.20. Este hecho permite eliminar la alternancia de
bandas de las transformadas wavelet expuestas anteriormente mejorando su aplicación
en sistemas automáticos de reconocimiento de patrones. Además la representación en
tres dimensiones del LSH se muestra grácamente en la Figura 2.21 observándose
claramente la evolución teórica de esta componente armónica.
Figura 2.20: CCWT del LSH utilizando 64 valores de escalado. Superior: Señal analizada.
Central: modulo de los coecientes de la CCWT con el patrón del LSH superpuesto (linea
discontinua blanca). Inferior: transformación simple del modulo obtenido para una escala de
valor a = 32.
Fte. Pineda et al. [13].
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Figura 2.21: Imagen 3D representando la evolución tiempo-frecuencia del LSH obtenida me-
diante el módulo de la CCWT.
Fte. Pineda et al. [13].
2.3.2.3 Transformada de Wigner-Ville
El siguiente apartado se utiliza para presentar la distribución de Wigner-Ville
(WVD), que permite obtener la distribución tiempo-frecuencia de la señal. Para ello
se van a utilizar algunos de los trabajos presentados por el GI, como, por ejemplo [911].
La distribución de Wigner-Ville (WVD) es un caso particular de los tipos de distri-
buciones de Cohen que permite obtener una distribución tiempo-frecuencia calculada
mediante la correlación de la señal con una traslación en tiempo y frecuencia de ella






x (t+ τ) · x∗ (t− τ) · e−jτωdτ (2.39)
donde x∗ denota el conjugado de x. por tanto, la integral de la transformada de
Wigner-Ville es la transformada de Fourier de la señal x (t+ τ) · x∗ (t− τ) teniendo
en cuenta un retraso τ que puede ser variable. Tal como se indica, esta distribución
evita cualquier pérdida de resolución en el plano tiempo-frecuencia tal como sí ocurre,
por ejemplo, si se utilizase la short time Fourier transform [140].
Por otro lado, la energía total de la distribución puede ser calculada tanto en
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donde los valores de |x(t)|2 y |x(ω)|2 pueden interpretarse como las densidades de
energía en tiempo y en frecuencia respectivamente.
A pesar de que la WVD es más rápida computacionalmente que otras algoritmos
exponenciales y tiene una excelente resolución tiempo-frecuencia, su uso está limitado
por la aparición de interferencias externas, especialmente cuando se utilizan señales
multicomponentes. Estas interferencias, también conocidas como términos cruzados,
aparecen en la distribución en tiempos o en frecuencias donde no debería existir ener-
gía. Como consecuencia, es recomendable la computar la WVD de la señal analítica
obtenida a partir de la transformada de Hilbert de la señal real. Esto se debe a que la
señal analítica no contiene frecuencias negativas y por tanto se eliminan las posibles
interferencias entre las frecuencias positivas y negativas. Otras propuestas orientadas
a reducir el efecto de estos términos cruzados se basan en utilizar la WVD con otros
tipos de kernels como, por ejemplo, la pseudo WVD, la distribución Choi Williams o
la Zhao-Atlas-Marks.
2.3.2.4 Transformada Gabor
En este apartado se trata la transformada de Gabor, como técnica para obtener
la distribución tiempo-frecuencia de la señal, utilizada por primera vez en este ámbito
en [12].
Al contrario de lo que sucede si se aplica la transformada de Fourier (la señal se
descompone en una serie de funciones trigonométricas que no pueden reproducir los
patrones tiempo-amplitud y tiempo-frecuencia de la señal), la transformada de Gabor
se basa en expandir la señal x(t) en una serie de funciones elementales, que están
construidas a partir de un bloque elemental que se va trasladando en el tiempo y







donde las funciones elementales gm,n son
gm,n(t) = g(t− n · T )ej2π·m·Ω·t m,n ∈ Z (2.42)
para una función ja g(t), conocida como ventana sintética, y parámetros de trasla-
ción en tiempo-frecuencia T,Ω > 0. Además, es posible realizar una normalización
energética de la función ∫
|g(t)|2dt = 1 (2.43)
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Las funciones gm,n (2.42) se obtienen moviendo la ventana g a lo largo de la
cuadrícula ∆ = T ′ × Ω′ en el plano tiempo-frecuencia. De este modo, si la tanto la
función g así como su transformada de Fourier se encuentran localizadas en el origen,
entonces gm,n se encuentra localizada en (n · T , m ·Ω) en el plano tiempo-frecuencia
tal como puede verse en la Figura 2.22
Figura 2.22: Funciones elementales gm,n(t) obtenidas mediante la traslación de la función g
a lo largo de la cuadrícula ∆ = T ′ × Ω′ en el plano tiempo-frecuencia.
Fte. Riera et al. [12].





|cm,n|2 = Energy(x(t)) (2.44)
los coecientes cm,n en (2.41) se pueden interpretar como la medida de la energía
de la señal x(t) en el área del plano tiempo-frecuencia que abarca la señal gm,n. De
este modo, la elección del tipo de ventana resulta crucial para detectar las distintas
componentes armónicas presentes en la señal. Con este aspecto, existen diversos crite-
rios para seleccionar dicha ventana sintética, unos autores se decantan por seleccionar
aquella que minimice el área efectiva tiempo-frecuencia ocupada por una componen-
te [141,142], mientras que otros autores proponen por el uso de kernels separados con
distintos parámetros en distintos espacios de tiempo [143145]. Atendiendo al primer
criterio, Gabor ya en su trabajo original [146] así como en otros trabajos [12] han
propuesto el uso de la ventana Gaussiana (Figura 2.23) pues con ella se consigue la
menor area efectiva delimitada por el principio de incertidumbre. Sin embargo, otros
autores se han decantado por el uso de otras funciones elementales como pueden ser
la exponencial [147] o la chirp [148150], entre otras. Así pues, en [12] se ha utilizado
la ventana gaussiana para obtener la distribución tiempo-frecuencia del LSH debido a
barra rota durante el arranque de la máquina presentado al inicio de la sección (Figu-
ra 3.1) obteniendo los resultados que se muestran en la Figura 2.24 en el que se puede
observar de manera muy clara el patrón que sigue esta componente.
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Figura 2.23: Energía de la ventana Gausiana utilizada en [12] para la detección del LSH
debido a asimetría rotórica en 2D (superior) y en 3D (inferior).
Fte. Riera et al. [12].
Figura 2.24: Patrón tiempo-frecuencia-amplitud del LSH obtenido aplicando la transformada
de Gabor.
Fte. Riera et al. [12].
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2.3.2.5 Transformada Hilbert-Huang
La transformada de Hilbert Huang (HHT) se basa en descomponer cualquier tipo
de señal en número nito de funciones de las que, tras calcular la señal analítica de
las mismas mediante la HT, se extraen los valores de frecuencia instantánea. A estas
funciones se las conoce como funciones de modo intrínseco (IMF). Deniéndose una
IMF como una señal que tiene valor medio nulo y la diferencia entre el número de
extremos (máximos y mínimos) y el número de pasos por cero (ZC) es, como máximo
uno, es decir, |extremos−ZC| ≤ 1. Con el n de extraer estas IMF se ha desarrollado
el siguiente algoritmo iterativo:
1. En primer lugar se procede a localizar los puntos extremos de la señal, es decir,
localizar los máximos y mínimos locales de la misma.
2. A continuación, mediante una función de interpolación, se conectan los puntos
máximos locales de la señal, con lo que se genera una envolvente superior de la
señal.
3. Se procede del mismo modo que en el punto anterior con los mínimos locales,
obteniéndose una envolvente inferior de la señal.
4. Se calcula la media local como la diferencia entre la envolvente superior y la
inferior divido entre dos.
5. Se sustrae el valor medio local a la señal.
6. Se repite el proceso con la señal residuo.
El proceso iterativo prosigue hasta que se localiza una IMF. En este punto a la
señal original se le resta la IMF y se vuelve a empezar el proceso iterativo con la
señal resultante. Este proceso se repite hasta que el resultado es una señal monótona
(Rn(t)). De este modo, una vez terminado el proceso de descomposición, la señal
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pudiéndose obtener la frecuencia instantánea de la misma y utilizarla para el
diagnóstico de la máquina, mediante un diagrama tiempo-frecuencia.
La transformada de Hilbert Huang (HHT) es una técnica cuyo uso está teniendo
una gran penetración en el campo del diagnóstico de máquinas eléctricas [151]. En
[118] se utiliza para la detección de fallos en los cojinetes mientras que en [152] se
compara la HHT con la DWT para la detección de asimetrías rotóricas. Por otro
lado en [153] se utiliza para visualizar la evolución de las componentes asociadas a la
excentricidad sin llegar a observarse una evolución completa. Un caso concreto donde
está teniendo especial interés es en la detección de averías en aerogeneradores, por
ejemplo en [154] se utiliza para la detección de averías en generadores sincrónicos
mientras que en [155] se realiza una comparación entre la STFT, la CWT, la WVD
y la HHT para la detección de averías en aerogeneradores donde la máquina eléctrica
es una máquina de rotor jaula de ardilla demostrándose que la HHT es la que mejor
resultados obtiene.
2.3.2.6 Frecuencia Instantánea
Las técnicas presentadas se basan en descomponer la señal en el plano tiempo-
frecuencia para así extraer las distintas componentes armónicas y compararlas con
los patrones de fallo. En cambio, las técnicas basadas en el uso de la frecuencia ins-
tantánea (IF) se fundamentan en presentar las componentes de la señal en el plano
frecuencia-deslizamiento, teniendo en cuenta que cada componente de fallo describirá
una trayectoria denida en este plano. Cabe destacar que estas trayectorias son líneas
rectas con pendiente y valor inicial diferentes para cada tipo de falta, independiente-
mente del modo en que varíe la velocidad y las características de la máquina, lo que
le ha permitido tener una gran proliferación en el campo del diagnóstico de máquinas
eléctricas [1518,156]. Estas rectas se pueden expresar de la forma:
IF = m · s+ c (2.47)
donde m es la pendiente de la recta, s el deslizamiento y c el punto de corte con el
eje de ordenadas.
Por otro lado, la frecuencia instantánea (IF) se calcula a partir de la señal analítica







Como ejemplo de aplicación, en [18] se ha utilizado esta técnica de manera sa-
tisfactoria para el diagnóstico de asimetrías rotóricas y estatóricas en máquinas de
inducción de rotor bobinado. Y tal como puede observarse en la Figura 2.25 cuan-
do aparece un tipo de fallo en la máquina, este sigue una trayectoria inequívoca en
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el plano deslizamiento-frecuencia instantánea que permite determinar la presencia o
ausencia de fallo.
Figura 2.25: Trayectorias teóricas si existiese asimetría rotórica en la máquina, y curvas
obtenidas tras realizar el test con (a) una máquina en estado sano y (b) una máquina con
asimetría rotórica.
Fte. Vedreño et al. [18].
2.3.2.7 Otras técnicas utilizadas
En los puntos anteriores se han citado algunas de las técnicas que se han veni-
do desarrollando en el campo del diagnóstico de máquinas eléctricas en el régimen
transitorio. Se ha hecho especial hincapié en las técnicas utilizadas por el GI y que
mayor proliferación han tenido en el ámbito del diagnóstico de máquinas eléctricas.
No obstante, existen un elevado número de transformaciones que no se han expuesto
en profundidad pero que es importante destacar.
Por un lado, existen técnicas basadas en obtener un análisis en función de la
posición angular. Este tipo de técnicas están especialmente diseñadas para el estudio
de faltas donde las frecuencias características aparecen separadas de la componente
fundamental en función de la velocidad mecánica de la máquina, como son los casos
de excentricidad y de cojinetes. Estas técnicas se han presentado bajo el seudónimo
angular order tracking analysis (OT) destacando, entre las variantes existentes y más
recientes,la Vold-Kalman ltering order tracking (VKF−OT) [157], el angular domain
order tracking method (ADOT) [158] o el equal phase sampling method (ESPM) [159].
Por otro lado, las técnicas hasta ahora presentadas, se utilizan en el diagnóstico
o-line de la máquina, lo que quiere decir que las señales adquiridas serán tratadas
posteriormente con equipos informáticos para realizar el análisis oportuno. No obstan-
te, existe una tendencia que trata de desarrollar equipos que sean capaces de realizar
el diagnóstico en línea de la máquina. De este modo, estos quedarían instalados en
el mismo emplazamiento de la máquina y se encargarían de realizar una monitori-
zación continua del estado de la máquina. Para ello, estas técnicas deberían poder
ser implementadas en equipos electrónicos de bajo coste con las consiguientes limi-
taciones de poder de cálculo y capacidad de memoria. De este modo, las técnicas
desarrolladas para este tipo de equipos deberían ser computacionalmente rápidas y
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con bajos requerimientos de memoria [81, 90] para poder ser ejecutadas en tiempo
real. Diversos autores han implementado distintas técnicas en dispositivos electrónicos
tales como digital signal processors (DSPs) [74, 85, 100], FPGA [110, 160], equipos
portátiles [95,161], sensores wireless [116,162], procesadores de bajo coste [163] o sis-
temas de diagnóstico remotos. Además, existe una creciente tendencia a implementar
los algoritmos de diagnóstico en el mismo equipo que controla la electrónica de poten-
cia de los convertidores de frecuencia [164,165]. No obstante, en este último caso, se
debe prestar atención a que el proceso de diagnóstico no inuya negativamente en las
tareas de control para las que están destinados estos equipos tal como se ha puesto
de maniesto en [81,87,88,94,95,100,104,110,112,116,160164,166].
2.4 Conclusiones
En este capítulo se han expuesto los principales defectos que dan lugar a la
manifestación de fallos o averías en máquinas eléctricas rotativas. También se ha
hecho una revisión de las principales magnitudes físicas que en la literatura cientíco-
técnica se vienen empleando para el diagnóstico de los citados defectos, concluyéndose
que las técnicas basadas en el análisis de las vibraciones mecánicas junto con las
corrientes eléctricas estatóricas son las que presentan una mayor proliferación debido
a sus ventajas y a la información que contienen.
Sin perjuicio de la valiosa información que en ciertos casos puede presentar el
análisis de las vibraciones mecánicas, con carácter general, la corriente estátorica pre-
senta ciertas ventajas para el diagnóstico práctico e industrial en máquinas eléctricas
rotativas, ya que la medida de esta magnitud se puede hacer de forma no invasiva,
asequible técnica y económicamente, y contiene información muy relevante desde el
punto de vista del diagnóstico. Ahora bien, esta magnitud debe ser procesada mediante
avanzadas técnicas de análisis de señal para poder discernir la presencia o ausencia de
cada tipo de fallo. En este capítulo se han citado brevemente las principales técnicas
utilizadas en el diagnóstico de máquinas trabajando en régimen estacionario así como
sus ventajas e inconvenientes. No obstante, se ha centrado el interés en las técnicas
utilizadas para el diagnóstico de la máquina trabajando en regímenes transitorios de-
bido a las ventajas que supone. En particular, durante los procesos de arranque, la
máquina pasa por todo el rango de valores del deslizamiento (s = 1 máquina parada,
a s ' 0, con máquina cargada, en funcionamiento motor), moviéndose con éste de una
forma característica los armónicos asociados a los distintos tipos de fallos conforme a
las expresiones matemáticas recogidas en los correspondientes apartados que han sido
revisados a lo largo del capítulo lo que permite disponer de información en un amplio
rango de puntos de funcionamiento en el tiempo que dura el arranque de la máquina,
permitiendo obtener un diagnóstico más able.
Una vez expuesta la ventaja de un enfoque basado en el análisis de la señal en
régimen dinámico de la máquina, se han recogido las principales herramientas matemá-
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ticas que hasta la fecha se están empleando para efectuar dicho análisis, mostrando sus
principales limitaciones consistente, esencialmente, en su nivel de resolución, tiempo
necesarios de computación y alta capacidades de memoria que conducen a que no pue-
dan ser implementados de una forma práctica en equipos autónomos de tratamiento de
señal para realizar el diagnóstico en linea. Tratar de aportar mejoras en estos aspectos,
constituyen, por tanto, la principal motivación de este trabajo de investigación y que




El objetivo fundamental de este capítulo es proceder a presentar las características
de las señales y ensayos que, en capítulos posteriores, se utilizarán para demostrar
teórica y experimentalmente los avances en el campo del diagnóstico de máquinas
eléctricas que se presentan en esta tesis aplicados, principalmente, a la detección de
asimetrías rotóricas en máquinas eléctricas rotativas de inducción.
3.1 Señal sintética
Actualmente, la gran mayoría de técnicas de diagnóstico de máquinas eléctricas
están basadas en el análisis de la corriente estatórica de la máquina eléctrica durante el
transitorio de arranque de la misma. Habitualmente, en el caso de averías por asimetría
rotórica, lo que se pretende es detectar la evolución del armónico lateral izquierdo
(LSH) durante dicho transitorio. Si se tiene en cuenta la ecuación que determina las
frecuencias de los armónicos que se inducen en la corriente estatórica debido a la
aparición de este tipo de avería:
fasymrot = (1 + 2ks)f k = ±1,±2,±3 . . . (3.1)
el LSH se corresponde con el orden de armónico k = −1 en (3.1):
fLSH = (1− 2s)f (3.2)
Teniendo en cuenta que el deslizamiento de la máquina durante el transitorio
de arranque evoluciona desde s = 1 cuando se inicia hasta s ' 0, y las ecuaciones
características de la máquina, se ha generado una señal sintética que únicamente
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contiene el LSH debido a asimetría rotórica durante el arranque de una máquina. Esta
señal queda ilustrada en la Figura 3.1. De este modo, en la presentación de los métodos
de diagnóstico propuestos en la presente tesis, se utilizará esta señal para ilustrarlos.
Figura 3.1: Amplitud del armónico lateral izquierdo debido a asimetría rotórica durante el
arranque de una máquina de inducción (imagen superior). Velocidad de la máquina (centro)
y deslizamiento de la máquina durante el arranque (inferior). La línea vertical se corresponde
con el instante en el cual se alcanza el deslizamiento s = 0,5.
Fte. Riera et al. [131].
La evolución del LSH ha sido estudiada por Riera et al. [131]. En este trabajo la
evolución del LSH se extrae de una máquina simulada (cuyas principales características
se exponen en la Tabla 3.1) considerando únicamente los armónicos espaciales funda-
mentales de su devanado durante Tmuestreo = 2s a Fmuestreo = 5kHz. Básicamente,
el LSH iLSH(t) es una señal sinusoidal cuya amplitud (A(t)) y frecuencia (β) varían
continuamente con el deslizamiento (s) cuyo patrón se puede construir como:
iLSH(t) = A(t)e
−j2πβt2/2 (3.3)
Tal como puede verse en la Figura 3.1, la amplitud sigue un patrón característico.
En primer lugar la amplitud va decreciendo hasta que se hace nula (s = 0,5, t = 0,92).
A partir de este punto (t > 0,92) la amplitud vuelve a crecer hasta alcanzar un máximo,
momento en el cuál vuelve a decrecer hasta alcanzar el valor del régimen permanente.
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Tabla 3.1: Características de la máquina simulada para extraer el LSH.
Características nominales
Potencia 1,1 kW Tensión 230/400 V
Corriente 2,7/4,6 A cos(ϕ) 0,8
Velocidad 1410 r.p.m. Inercia 0,25 kg ·m2
La frecuencia del LSH β en (3.3) varía según la forma que se muestra en la
Figura 3.2. Inicialmente, como s = 1 la frecuencia del LSH es igual a la frecuencia de
alimentación. En este punto, la frecuencia disminuye hasta convertirse nula cuando el
deslizamiento es s = 0,5. A partir de este momento, la frecuencia vuelve a aumentar
hasta mantenerse en el valor correspondiente al régimen permanente.
Figura 3.2: Evolución de la frecuencia del LSH en función del deslizamiento.
3.2 Máquina de inducción de elevada potencia
El grupo de investigación colabora estrechamente con otros grupos de inves-
tigación tanto a nivel nacional como internacional. Fruto de una colaboración con
profesores e investigadores de la universidad de Novi Sad en Serbia se obtuvieron las
medidas de corriente estatórica de una máquina de inducción de elevada potencia cu-
yas principales características se encuentran detalladas en la Tabla 3.2 y que contaba,
en el momento de su medición, con una asimetría rotórica debida a dos roturas una
total y otra parcial de sendas barras del rotor. La máquina de inducción se encuentra
ubicada en las instalaciones de la empresa Victoria Oil dedicada a la producción de
aceite de girasol (Figura 3.3). Dicha empresa, tras detectar algunas anomalías en el
funcionamiento de la máquina, contactó con el departamento de computación y con-
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trol de la universidad de Novi Sad donde, varios de sus miembros son especialistas en
el diagnóstico de máquinas eléctricas y que a su vez se puso en contacto con el grupo
de investigación en el seno del cual se realiza la tesis doctoral con el n de ofrecer un
diagnóstico contrastado y más able.
Tabla 3.2: Características de la máquina de inducción de elevada potencia instalada en una
industria destinada a la producción de aceite de girasol en Serbia y que cuenta con una rotura
total y una parcial de dos barras en su rotor.
Características nominales
Potencia 3,15 MW Tensión 6 kV
Corriente 373 A cos(ϕ) 0,92
Frecuencia 50 Hz Velocidad 2982 r.p.m.
Tras los análisis realizados por ambos grupos de investigación se llegó a la conclu-
sión de que la máquina contaba con, al menos, una barra rotórica rota. Este diagnóstico
quedó conrmado cuando se procedió a la extracción del rotor y se observó una rotura
total y una rotura parcial de sendas barras del mismo tal como puede verse en la
Figura 3.4.
Figura 3.3: Visión general del entorno industrial y ubicación de la máquina de inducción
estudiada.
Para realizar el diagnóstico se realizó el análisis de la corriente estatórica (Figu-
ra 3.5) de la máquina durante su transitorio de arranque, siendo las características de
dicho ensayo las que se muestran en la tabla 3.3.
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Figura 3.4: Rotor de la máquina de inducción de elevada potencia estudiada (superior) y
detalle de la rotura total y rotura parcial de sendas barras de la máquina (inferior).
El trabajar con máquinas de estas magnitudes tiene un gran interés desde el
punto de vista de la validación experimental pues son las máquinas donde la avería
por asimetría rotórica tiene mayores posibilidades de aparecer. Esto es debido, al propio
proceso de fabricación de las mismas en las que la unión entre las barras del rotor y
los anillos de cortocircuito se realiza mediante soldadura. En las máquinas de menor
potencia, la jaula rotórica se genera de una sola vez mediante la inyección del material
conductor, no produciéndose, de este modo, uniones que pudiesen debilitar la jaula
y/o actuar como concentradores de tensión.
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Tabla 3.3: Características del ensayo realizado a la máquina de inducción de elevada potencia
instalada en una industria destinada a la producción de aceite de girasol en Serbia y que
cuenta con una rotura total y una parcial de barras en su rotor.
Características del ensayo
Conexión Directa a red Frecuencia 50 Hz
Tiempo ensayo 8,2 s Frecuencia muestreo 5 kHz






















Corriente estatórica de la máquina
Figura 3.5: Corriente durante el transitorio de arranque de la máquina de inducción de elevada
potencia.
3.3 Ensayos realizados en el laboratorio
Las dos señales presentadas en los apartados anteriores se reeren a situaciones
muy concretas. Ambas tratan acerca del transitorio de arranque de la máquina. En
la primera, se ha aislado la señal debida al fallo por rotura de barras, de este modo
no existe ningún otro tipo de señal que pueda generar interferencias o dicultar la
detección del mismo. En el segundo caso, se ha utilizado una aplicación industrial
real, de una máquina de elevada potencia donde este tipo de fallo es más susceptible
de aparecer. No obstante, debido al propio carácter industrial de la aplicación, no
se pueden realizar mediciones en distintos rangos de funcionamiento, sino que están
limitados a los propios de la aplicación donde queda instalada la máquina.
Sin embargo, se pretende que los avances presentados en esta tesis sean validados
ante un mayor rango de condiciones de funcionamiento, en los que se puedan modicar
distintos parámetros de funcionamiento tales como: tipo de alimentación (directa a
red o través de convertidor de frecuencia), tipo de control (lazo abierto, lazo cerrado),
niveles de carga y cambios en los mismos así como modicaciones en la velocidad de
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referencia. Para ello se van a realizar una serie de ensayos con el banco de pruebas que
se encuentra disponible en el laboratorio y cuyos principales componentes se describen
en los siguientes apartados.
3.3.1 Elementos que componen el banco de ensayos
En la Figura 3.6 su muestra un plano general del banco de ensayos que se ha
empleado para generar las señales que se van a utilizar para validar los avances pro-
puestos en esta tesis. En esta imagen se pueden observar los componentes principales
del mismo. En la parte inferior se muestran las máquinas de inducción que se pueden
ensayar. Son cuatro máquinas con distintos tipos de averías, en concreto, una se man-
tiene en el mismo estado en el que salió de fabrica, en la segunda se provocó la avería
en el rodamiento mediante la perforación de su pista exterior (Figura 3.7. I) mientras
que en otra se han instalado unos cojinetes excéntricos en el eje rotórico para provocar
una excentricidad mixta (Figura 3.7. II). Finalmente, la cuarta máquina cuenta con
una avería por rotura de barras en el rotor (Figura 3.7. III). Esta máquina, junto con
la que se conserva en las mismas condiciones que salió de fábrica son las que se van
a utilizar en la validación experimental de esta tesis.
Figura 3.6: Imagen general del banco de pruebas utilizado para generar la base de datos de
señales que se utilizan en la validación experimental de las técnicas de diagnóstico propuestas
en la tesis doctoral.
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Todas las máquinas pueden ser ensayadas con conexión a la red (a través de un
auto transformador) o a través de dos convertidores de frecuencia, uno de la marca
ABB y otro de la marca Siemens, con distintos tipos de control.
Figura 3.7: I. Avería en rodamiento por perforación del anillo exterior. II. a) cojinete original.
Anillo excéntrico externo b) e interno c). Nuevo rodamiento d) y sistema montado en el eje
del rotor e). III.- Rotor con barra rota.
Como carga mecánica (cuando la máquina se ensaya en régimen de motor) y como
generador del par mecánico (cuando la máquina se ensaya en régimen generador) se
utiliza una máquina síncrona de imanes permanentes (servomotor) controlada a través
de un convertidor de frecuencia (servodriver).
Para capturar la señales de los distintos ensayos se utiliza un osciloscopio digital.
Además, los ensayos se pueden realizar de manera autónoma ya que el banco de pruebas
se encuentra automatizado utilizándose para tal n un autómata programable y un pc
en el que se ha diseñado una pequeña aplicación SCADA.
A continuación se presentan con mayor detalle las principales características téc-
nicas de los equipos que conforman este banco de ensayos.
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3.3.1.1 Máquinas de inducción
El elemento principal del banco de pruebas es el equipo que se va a ensayar.
En este caso, se utilizaron motores de inducción de rotor tipo jaula de ardilla de la
marca Siemens, serie 1LA7090-2AA10, que se puede ver en la Figura 3.8. En todos
los ensayos realizados se ha utilizado la conexión en estrella de la máquina cuyas
principales características eléctricas pueden ser consultadas en la Tabla 3.4. Aunque
se disponen de cuatro motores con distintos tipos de avería, en el caso de la tesis,
únicamente se van a utilizar la máquina con avería por rotura de barras y la máquina
que se conserva en estado sano que se utilizará como patrón.
Figura 3.8: Máquina de inducción utilizada para realizar los ensayos en el laboratorio.
Tabla 3.4: Características de los motores de inducción
Potencia nominal 1,5kW Tensión nominal 230/400V∆/Y
Corriente nominal 5,7/3,3A∆/Y Factor de potencia 0,85
Frecuencia 50Hz Velocidad nominal 2860r.p.m.
Pares de polos 1 Deslizamiento nominal 4,67 %
Par nominal 5Nm Rendimiento 77,2 %
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3.3.1.2 Convertidores de frecuencia
Se ha realizado el ensayo de las máquinas de inducción con conexión a través de
dos convertidores de frecuencia comerciales cuyas principales características y métodos
de control utilizados se exponen a continuación.
Convertidor de frecuencia Siemens M440 (Figura 3.9 izquierda).
• Principales características:
◦ Potencia : 2 kW.
◦ Tensión de entrada: 380 - 480 V (Trifásica).
◦ Corriente de entrada: 7.5 A.
◦ Tensión de salida: 0 - tensión de entrada.
◦ Corriente de salida: 5.9 A.
◦ Frecuencia de entrada: 47 - 63 Hz.
◦ Frecuencia de salida: 0 - 650 Hz
• Métodos de control utilizados.
◦ Escalar.
◦ Escalar con compensación de deslizamiento.
◦ Vectorial sin sensor de velocidad.
• Regímenes de frecuencia utilizados.
◦ Régimen permanente a 25 Hz.
◦ Régimen permanente a 50 Hz.
◦ Rampas de frecuencia entre 25 y 50 Hz y viceversa.
Convertidor de frecuencia ABB ACS800 − 01 − 0005 − 3 + E200 + L503
(Figura 3.9 derecha):
• Principales características:
◦ Potencia: 3 kW.
◦ Tensión de entrada: 380 - 415 V (Trifásica).
◦ Corriente de entrada: 7.9 A.
◦ Tensión de salida: 0 - tensión de entrada.
◦ Corriente de salida: 8.5 A.
◦ Frecuencia de entrada: 48 - 53 Hz.
◦ Frecuencia de salida: 0 - 300 Hz
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• Métodos de control utilizados.
◦ Escalar.
◦ Control directo de par (DTC).
• Regímenes de frecuencia utilizados.
◦ Régimen permanente a 25 Hz.
◦ Régimen permanente a 50 Hz.
◦ Rampas de frecuencia entre 25 y 50 Hz y viceversa.
Figura 3.9: Convertidores de frecuencia Siemens M440 izquierda y ABB ACS800 − 01 −
0005 − 3 + E200 + L503 derecha utilizados en el banco de ensayos para controlar las
máquinas de inducción ensayadas.
3.3.1.3 Auto-transformador
Para los ensayos de la máquina con conexión directa a la red de potencia se ha
optado por hacerlo a través del auto-transformador que se muestra en la Figura 3.10. El
principal motivo es el de poder prolongar el tiempo que dura un transitorio como, por
ejemplo, de arranque, y así disponer de un tiempo de análisis de señal más prolongado.
Para ello, se reduce la tensión de alimentación de la máquina utilizando dicho equipo
y, consecuentemente, el par motor que ofrece la máquina es menor.
Un auto-transformador es una máquina eléctrica de construcción y características
similares a las de un transformador convencional. No obstante, éste únicamente cuenta
con un devanado arrollado al núcleo ferromagnético y dispone de, al menos, tres puntos
de conexión eléctrica: la entrada y salida de tensión y la tercera utilizada como punto
de conexión común entre ambas. La salida de tensión no está conectada a un punto jo
del devanado, sino que se puede desplazar a lo largo del mismo. Con ello se consigue
una selección variable del número de espiras y, por ende, de la tensión de salida.
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En los ensayos realizados con conexión a través del autotransformador se han
utilizado dos niveles de tensión:
Tensión nominal de la máquina en conexión estrella, es decir, 400 V. Para obtener
medidas de funcionamiento de la máquina ante condiciones de alimentación
nominales.
Tensión inferior a la nominal, 300 V, para tratar que los transitorios fueran de
mayor duración y poder realizar análisis de señal transitoria más prolongados.
Figura 3.10: Autotransformador utilizado en los ensayos de las máquinas eléctricas de induc-
ción.
3.3.1.4 Máquina síncrona de imanes permanentes
Como elemento para simular la carga mecánica se utiliza una máquina síncrona
de imanes permanentes que se puede ver en la Figura 3.11. Dada su versatilidad,
permite ensayar las máquinas de inducción ante un amplio abanico de condiciones de
funcionamiento. Además, está máquina unida a su controlador (servodriver), permiten
un control muy preciso del par, de la velocidad y de la posición de la máquina.
Además, la máquina lleva acoplado un sensor de tipo resolver que permite conocer
con gran precisión tanto la velocidad de giro así como la posición angular del rotor.
De este modo, utilizando este sensor no ha sido necesaria la instalación de ningún
sensor adicional. Como se ha visto en el capítulo dedicado al estado del arte, las
frecuencias de las componentes armónicas debidas a fallo que aparecen en la corriente
dependen en gran medida del deslizamiento con el que trabaja la máquina. Por tanto,
resulta necesario conocer la velocidad que gira la máquina para poder calcular tanto
el deslizamiento como la frecuencia de las componentes armónicas debidas a fallo.
Las principales características de la máquina son:
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Potencia: 4.9 kW
Par: 15.5 Nm
Velocidad nominal: 3000 r.p.m.
Frecuencia: 50 Hz
Frecuencia máxima: 200Hz
Figura 3.11: Máquina síncrona de imanes permanentes utilizada en el banco de ensayos.
3.3.1.5 Servodriver ABB ACSM1
El convertidor de frecuencia o servodriver utilizado para el control de la máquina
de síncrona de imanes permanentes es de la marca ABB modelo ACSM1−04AS−024A−4+L516
(Figura 3.12 izquierda) cuyas principales características son:
Potencia: 11 kW.
Tensión de entrada: 380 - 480 V (Trifásica).
Corriente de entrada: 17.4 - 20.2 A.
Tensión de salida: 0 - tensión de entrada.
Corriente de salida: 23.2 - 27 A.
Frecuencia de entrada: 48 - 63 Hz.
Frecuencia de salida: 0 - 500 Hz
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Figura 3.12: Izquierda: servodriver utilizado para el control de la máquina síncrona de imanes
permanentes. Derecha: módulo FEN 21 que permite obtener una señal tipo encoder a partir
de la señal resolver para la medición de la velocidad de la máquina ensayada.
El servodriver trabaja en bucle cerrado gracias a la señal que recibe del resolver
instalado en la máquina síncrona de imanes permanentes. Esto permite realizar un
control muy preciso de par, de velocidad así como de posición. En el caso de la tesis
únicamente se ha empleado el método de control de par. Este tipo de control, permite
ensayar las máquinas de inducción trabajando en régimen de motor.
Por otro lado, tal como se ha visto en el capítulo del estado del arte, para de-
terminar si las frecuencias de los armónicos que aparecen en el espectro es necesario
medir la velocidad de giro de la máquina para proceder a determinarlo. Para realizar tal
medición, no fue necesaria la instalación de sensores adicionales. El servodriver cuenta
con un módulo especial, la tarjeta FEN 21 que se puede ver en la Figura 3.12 dere-
cha. Este módulo permite generar una señal tipo encoder, de resolución programable
(en el caso de la base de datos empleada se utilizó una resolución de 720 pulsos por
revolución), a partir de la señal resolver procedente del sensor acoplado a la máquina
síncrona de imanes permanentes. Con esta señal se puede obtener una medida de la
velocidad de giro del sistema máquina de inducción a ensayar y máquina síncrona de
imanes permanentes sin necesidad de instalar sensores adicionales.
3.3.1.6 Autómata programable
El banco de ensayos se encuentra automatizado para dar mayor consistencia a los
ensayos realizados, asegurar que se pueden volver a reproducir y repetir las mismas
condiciones y permitir realizarlos de manera autónoma. Un autómata programable se
encarga de realizar la batería de ensayos que se haya programado y permite que las
condiciones de funcionamientos sean las mismas para las dos máquinas ensayadas.
Se ha optado por utilizar un autómata programable debido a sus características de
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robustez, abilidad e inmunidad que permite su utilización bajo ambientes industriales
hostiles.
El autómata programable empleado es el modelo PM583ETH de la marca ABB qie
se puede ver en la Figura 3.13. Se trata de un autómata modular, lo que permite añadir
tarjetas de entradas salidas en función de las necesidades del proceso a automatizar.
En este caso las tarjetas que se emplearon fueron:
DA501: Es una tarjeta de extensión de entradas y/o salidas. Los canales son
congurables. De este modo con el mismo módulo se dispone de entradas y
salidas de tipo tanto digital así como analógico.
DC541-CM. Es una tarjeta de 8 canales congurables pudiendo seleccionar si
actúan como entradas o bien como salidas, ambas de tipo digital.
Figura 3.13: Autómata programable (PM583ETH de ABB) utilizado para la automatización
del banco de ensayos.
En el caso del banco de ensayos utilizado, el autómata programable se encarga
de las siguientes tareas:
Control de la máquina a ensayar: a través de los convertidores de frecuencia
o del autotransformador. El autómata programable se encarga de establecer
las condiciones en las que se debe realizar el ensayo, tales como: la velocidad
(actuando sobre la frecuencia de referencia de los convertidores de frecuencia),
el sentido de giro, el nivel de tensión, etc.
Control de la carga mecánica: el autómata programable se encarga de establecer
los distintos tipos y niveles de par resistente que debe ofrecer la máquina síncrona
de imanes permanentes en los distintos ensayos.
Gestión del sistema de adquisición de señales: el autómata programable indica,
el momento preciso en el que se debe iniciar el registro de las señales y cuando
el ensayo se da por nalizado.
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Gestión de los tiempos de espera: adapta los tiempos de espera entre ensayos
de modo que ningún elemento del banco de ensayos sufriese ninguna avería por
sobrecalentamiento. Además, gestiona el tiempo entre ensayos con el n de que
el sistema encargado de registrar las señales (osciloscopio digital) contase con
el tiempo suciente para almacenarlas en el disco duro.
3.3.1.7 Ordenador
La automatización del banco de ensayos se completa con un pequeño sistema de
control y adquisición de datos (SCADA) alojado en un ordenador. Con este scada el
usuario puede realizar distintas tareas. Entre ellas destacan:
Control manual de los elementos que componen el banco de ensayos. Con esta
opción el usuario tiene acceso a cada uno de los elementos para comprobar el
correcto funcionamiento de los mismos e incluso para poder realizar un ensayo
que no estuviese programado.
Conguración de la batería de ensayos a realizar. Esta alternativa permite pro-
gramar la batería de ensayos que se va a realizar. Además, se puede establecer
a partir de qué hora se debe iniciar la realización de los ensayos. Con ello, se
realizan los ensayos en horario nocturno interriendo lo más mínimo el normal
funcionamiento del laboratorio durante las horas lectivas, evitando las molestias,
especialmente acústicas, durante el horario laboral al personal que se encuentre
presente en el laboratorio, etc.
El ordenador empleado debe cumplir con los requisitos mínimos que se estable-
cen en las características del software de programación del autómata programable, el
Control Builder Plus cuyos requisitos mínimos son:
Procesador: Pentium.
Memoria RAM: 256 MB.
Espacio disco duro: 200 MB.
Capacidad memoria temporal: 120 MB.
Sistemas operativos compatibles: Windows 7 enterprise de 32/64 bits y windows
xp de 32/64 bits.
Así pues teniendo en cuenta, estos requisitos mínimos el ordenador utilizado (Fi-
gura 3.14) contaba con las siguientes características:
Procesador: intel core (TM) i7−3632QM 2.20 GHz
Memoria RAM: 8 GB
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Capacidad disco duro: 700 GB
Sistema operativo: Windows 7 Enterpise. Service Pack 1 64 bits.
Figura 3.14: Ordenador utilizado en la automatización del banco de ensayos en la que se
puede ver una ventana de la aplicación scada diseñada.
3.3.1.8 Osciloscopio digital
El equipo seleccionado para el registro y almacenamiento de las señales de cada
ensayo es el osciloscopio digital portátil modelo DL750 de la marca Yokogawa (Figu-
ra 3.15). Cuenta con un número elevado de puertos de comuniación (serie, ethernet,
usb, etc.) a través de los cuales se pueden conectar distintos periféricos (impresoras,
teclados, disco duros externos, etc.). Además puede ser congurado como servidor ftp
a través del cuál se pueden descargar las señales adquiridas en los ensayos.
Figura 3.15: Osciloscopio digital utilizado para capturar las señales de cada ensayo.
Dicho osciloscopio tiene capacidad de captura de hasta 16 canales, en los cuales
las señales adquiridas dependerán del tipo de tarjeta insertada en el osciloscopio. En
este caso, el osciloscopio cuenta con las siguientes tarjetas instaladas (Figura 3.16):
Modelo 701250. Velocidad de 10MS/s con resolución de 12 bits. Aislado del
resto de tarjetas.
Modelo 701251. Velocidad de 1MS/s con resolución de 16 bits.
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Modelo 701255. Velocidad de 10MS/s con resolución de 12 bits.
Modelo 701260. Tarjeta para alto voltaje con velocidad de 100 kS/s y resolución
de 16 bits.
Modelo 701275. Módulo para la medida de sensores de aceleración o voltaje.
Tiene una velocidad de 100kHz y una resolución de 16 bits.
Modelo 701280. Módulo para la medida de frecuencias/velocidades a partir de
los pulsos procedentes de un encoder.
Figura 3.16: Tarjetas instaladas en el osciloscopio digital utilizado.
Durante los ensayos realizados se adquieren las siguientes señales:
Medida de las tres tensiones en bornes del motor.
Medida de las tres corrientes del motor.
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Medida de una corriente de línea del servomotor. Indicado para conocer el par
resistente ofrecido pues es proporcional a la corriente consumida.
Medida de las vibraciones del motor mediante dos sensores decalados 90o geo-
métricos.
Adquisición de los pulsos producidos por la emulación de encoder procedentes
de la tarjeta FEN-21.
Estas se han adquirido del siguiente modo:
Pulsos procedentes de la emulación de encoder de la tarjeta FEN 21 inserta-
da en el convertidor de frecuencia que controla el motor síncrono de imanes
permanentes. Señal conectada al canal 1 del osciloscopio (Tarjeta 701250).
Tensión de la fase R del motor de inducción (VR). Medidos con sonda de tensión
conectada al canal 2 del osciloscopio (Tarjeta 701250).
Tensión de la fase S del motor de inducción (VS). Medidos con sonda de tensión
conectada al canal 3 del osciloscopio (Tarjeta 701250).
Tensión de la fase T del motor de inducción (VT ). Medidos con sonda de tensión
conectada al canal 4 del osciloscopio (Tarjeta 701250).
Corriente de una fase del motor síncrono de imanes permanentes (ipar) (Propor-
cional al par ofrecido por el mismo)1. Medida con pinza amperimétrica conectada
al canal 5 del osciloscopio (Tarjeta 701260).
Corriente de la fase R del motor de inducción (iR). Medida con pinza amperi-
métrica conectada al canal 6 del osciloscopio (Tarjeta 701260).
Corriente de la fase S del motor de inducción (iS). Medida con pinza amperi-
métrica conectada al canal 7 del osciloscopio (Tarjeta 701275).
Corriente de la fase T del motor de inducción (iT ). Medida con pinza amperi-
métrica conectada al canal 9 del osciloscopio (Tarjeta 701275).
Vibraciones (1). Medidas con sensor tipo acelerómetro conectado al canal 9 del
osciloscopio (Tarjeta 701275).
Vibraciones (a 90o de (1)). Medidas con sensor tipo acelerómetro conectado al
canal 10 del osciloscopio (Tarjeta 701275).
Además de la corriente estatórica se han adquirido otros tipos de señales con el n
de poder ser utilizadas en futuras líneas de investigación así como para poder participar
1Aunque no es una medida exacta y precisa del par si se puede utilizar de modo orientativo para
distinguir entre diferentes niveles de carga
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en colaboraciones con otros grupos de investigación especializados, por ejemplo, en el
diagnóstico de máquinas eléctricas a través del análisis de vibraciones. No obstante,
como esta tesis esta basada en el análisis de las corrientes estatóricas, únicamente se
citarán los equipos utilizados para medir estas señales.
3.3.1.9 Pinza amperimétrica
Las pinzas amperimétricas (Figura 3.17) utilizadas para la medida de corrientes
son de la marca CHAUVIN ARNOUX modelo MN 60. Su instalación es rápida y
sencilla. Únicamente se precisa introducir el conductor por el interior la misma. Esto es
sencillo gracias a la parte móvil que incluyen las mismas. Las principales características
de estos sensores son:
Rango de corriente: desde 100mA hasta 200A.
Ancho de banda: ≤ 40kHz.
Categoría de protección: 600V CATIII-2, IEC1010-1.
Ratio transformación: 1A/10mV.
Precisión ≥ 98%.
Figura 3.17: Pinzas amperimétricas utilizadas para la medida de corrientes.
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3.3.2 Ensayos realizados
Se han realizado un total de 183 ensayos distintos por máquina de inducción
testada haciendo un total de 366 ensayos distintos con las 2 máquinas. A continuación
se muestran unas tablas donde se indican las principales características de estos 183
ensayos. En la Figura 3.18 se muestran el número de ensayos realizados en función
del tipo de equipo a través del cual se conecta la máquina de inducción y el tipo de
control o nivel de tensión establecido.
Figura 3.18: Ensayos realizados para cada máquina en función del tipo de equipo a través
del cual se conecta y el tipo de control o nivel de tensión utilizado.
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3.3.2.1 Ensayos con conexión a través del convertidor de frecuencia.
Tal como se expone en la descripción del banco de ensayos, éste consta de dos
convertidores de frecuencia de distinta marca y con diferentes métodos de control con
los que se han realizado los tests que se pueden ver en la Tabla 3.5.
Tabla 3.5: Ensayos realizados con conexión a través de convertidor de frecuencia si se utiliza
frecuencia constante
TIPO NIVEL DE CARGA







35% 50% 35% 50% 50%





Pulsante f=10Hz 25-70% 25-100% 25-70% 25-100%
Pulsante f=3Hz 25-70% 25-100% 25-70% 25-100%
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3.3.2.2 Ensayos con conexión a través del auto−transformador
Por otro lado, la máquina también puede ser ensayada conectada directamente
a la red a través de un autotransformador para poder variar el nivel de tensión de
alimentación. Con este tipo de conexión se han realizado los tests descritos en la
Tabla 3.6.
Tabla 3.6: Tests realizados a través del auto−transformador
TIPO NIVEL DE CARGA
DE Tensión =300V Tensión =400V






25-100% 25-100% 25-75% 25-75%
25-75% 25-50%
25-50% 25-35%
Pulsante f=10Hz 25-100% 25-70%




La transformada short time Fourier
(STFT) para el diagnóstico de
máquinas eléctricas.
4.1 Introducción
El principal problema de realizar el análisis de las señales no estacionarias con
el análisis de Fourier es que no es posible determinar en qué instante aparece cada
componente de frecuencia. Por ejemplo, si se estudia una señal como la de la parte
superior de la Figura 4.1 en la que la frecuencia de la señal va cambiando a lo largo
del tiempo hasta en 5 intervalos distintos que abarcan un tiempo de 2 segundos cada
uno de ellos. En el primer y quinto intervalo la frecuencia de la señal es la más baja
siendo de f = 2Hz. Por el contrario, en los intervalos 2 y 4 la frecuencia es la más
elevada, f = 6Hz. En cambio, el intervalo central, tiene una frecuencia intermedia de
f = 4Hz. Si a esta señal se le aplicase el análisis de Fourier, se obtendría un resultado
tal como se muestra en la parte inferor de la Figura 4.1. Con el análisis de Fourier se
observa claramente que existen las frecuencias antes mencionadas f = 2, 4, 6Hz. No
obstante, no se tiene información acerca de en qué instante en concreto apareció cada
una de ellas. Este hecho aun tiene un mayor impacto en el campo del diagnóstico de
máquinas eléctricas cuando se estudia el transitorio de arranque de las mismas.
Ante estas condiciones de funcionamiento las componentes de fallo, debidas a
asimetría rotórica, por ejemplo, se comportan tal como chirps donde la frecuencia
varía constantemente a lo largo del mismo. Si se estudia el la señal correspondiente
al LSH que se presentó en el apartado 3.1 se observa como su análisis de Fourier
75
Capítulo 4. La transformada short time Fourier (STFT) para el diagnóstico de máquinas eléctricas.
Figura 4.1: Señal en la que la frecuencia varia cada dos segundos en (superior) el dominio
del tiempo y (inferior) análisis de Fourier de la misma.
mostrado en la Figura 4.2, revela que coexisten un amplio espectro de frecuencias
que van desde los 0 hasta los 50 Hz. No obstante, con este espectro no se puede
determinar en qué instante concreto aparece cada frecuencia. Por tanto, para poder
diagnosticar la máquina es necesario obtener la distribución tiempo-frecuencia de la
señal y observar si aparece el patrón en forma de V correspondiente a este tipo de
avería.
La solución mas inmediata consistiría en trocear dicha señal en intervalos de
menor duración y realizar el análisis de Fourier de cada uno de esos intervalos (Fi-
gura 4.3). Finalmente, se obtiene la distribución tiempo-frecuencia de la señal como
la suma de todos estos análisis. La distribución tiempo frecuencia de la señal de la
Figura 4.1 puede verse en la Figura 4.4. Con esta distribución se observa claramente
en cada instante de tiempo qué frecuencia tiene la señal, obteniéndose un resultado
más dedigno de lo que ocurre en la realidad que utilizando únicamente el espectro
obtenido mediante la transformada de Fourier.
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Figura 4.2: Señal correspondiente al LSH presentado en el apartado 3.1 debido a asimetría
rotórica durante el arranque de una máquina de inducción (superior) en el dominio del tiempo
y (inferior) en el dominio de la frecuencia.
En esta idea simple, y a la vez potente, se basa la STFT. Además, gracias a
su aplicación cuasi inmediata es considerada como la extensión natural del análisis
de Fourier aplicado a señales no estacionarias. No obstante, aunque el concepto que
hay tras la STFT puede parecer simple, su aplicación resulta mucho más compleja y
tiene serias limitaciones que se deben tener muy en cuenta para su utilización en el
ámbito industrial aplicado al diagnóstico de máquinas eléctricas tal como se verá en
las secciones siguientes.
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Figura 4.3: Proceso de división de la señal en intervalos más pequeños para obtener la
distribución tiempo-frecuencia.




La idea de trocear la señal en pequeñas porciones introducida en la sección an-
terior no es del todo cierta. En realidad, en lugar de trocear la señal, la STFT se basa
en utilizar ventanas1 que enfaticen las propiedades de la señal para un cierto periodo
de tiempo y las anulen en el resto del tiempo. Así pues, para estudiar las propiedades
de la señal original x en el instante de tiempo t, se emplea una ventana h que acentúe
las propiedades de la señal en dicho instante y las suprima en el resto del tiempo. Para
ello se multiplica la señal x por la ventana h:
xt(τ) = x(τ)h(τ − t) (4.1)
siendo t el instante en el que se quiere realizar el análisis frecuencial de la señal y
τ el tiempo de procesado. La ventana debe ser minuciosamente seleccionada para que
la señal modicada xt mantenga las características de la señal original en instantes de
tiempo τ cercanos a t con la mínima inuencia de la ventana y que suprima la señal
en instantes de tiempo lejanos al de estudio:
xt(τ) ∼
{
x(τ), ∀|t− τ | ≤ ε
0, ∀|t− τ | > ε
(4.2)
Donde ε es cualquier número real que cumpla las condiciones de ser reducido y
ε > 0.
De este modo, como la señal modicada enfatiza la señal alrededor del tiempo










e−jωτx(τ)h(τ − t)dτ (4.3)
De este modo, para cada intervalo de tiempo se obtiene un espectro distinto y
el total de todos ellos es la distribución tiempo frecuencia de la señal tal como puede
verse en con mayor detalle en la Figura 4.5. En ella, se observa el proceso en el que se
basa la STFT. Este consiste, como se ha explicado, en situar una ventana centrada en
el instante de tiempo que se desea analizar de la señal y multiplicarla por ésta (Figura
4.5 izquierda). A continuación se calcula el espectro (Figura 4.5 centro). Finalmente,
el computo de todos estos espectros da como resultado nal la distribución tiempo-
frecuencia de la señal (Figura 4.5 derecha).
1El término ventana viene de la idea de que tratamos ver lo que ocurre sólo en una pequeña
porción de la señal al igual que sucede cuando miramos a través de una ventana real y sólo vemos
una, relativamente pequeña, porción del escenario. (Leon Cohen, 1995).
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De nuevo, tras exponer la demostración matemática de ésta transformada, la
aplicación de la misma puede parecer extremadamente sencilla. No obstante, esto dista
mucho de ser una armación cierta. Esta transformada tiene una serie de limitaciones
que condicionan en gran medida el grado en que esta transformada puede ser aplicada
al campo del diagnóstico de máquinas eléctricas rotativas en el ámbito industrial.
Los siguientes apartados se centran principalmente en la selección del tipo y de los
parámetros que constituyen la ventana, por un lado, y por otro en el tiempo de cómputo
de la STFT, pues el interés de la tesis doctoral está centrado, especialmente, en
optimizar ambos aspectos.
4.3.1 Selección del tipo y parámetros de la ventana
Como se ha visto, en el apartado 4.2, el proceso consiste, básicamente, en ir
multiplicando la señal por una ventana. No obstante, de aquí surge la primera cues-
tión, ¾se puede utilizar cualquier tipo de ventana?, es decir, independientemente de
la ventana utilizada ¾la distribución tiempo frecuencia será siempre la misma? y ¾esta
distribución reejará físicamente lo que sucede en la señal? La respuesta es no, el tipo
de ventana y sus parámetros inuyen en gran medida en los resultados obtenidos hasta
el punto que, en ciertas ocasiones, se puede llegar a pensar en la señal analizando la
ventana en lugar de la ventana analizando la señal. Por tanto, el tipo de ventana y sus
parámetros deben ser seleccionados minuciosamente para obtener unos resultados que
reejen fehacientemente la distribución tiempo-frecuencia real de la señal analizada.
La inuencia de la ventana está ligada al principio de incertidumbre y la caja
de Heisenberg. Dicho principio establece que la resolución en tiempo de una señal
está sujeta a su resolución en frecuencia y viceversa. En otras palabras, no se puede
construir ninguna señal donde la σt (desviación típica en tiempo) y σf (desviación
típica en frecuencia) sean arbitrariamente pequeñas sino que ambas está jada por el
principio de incertidumbre
σtσf ≥ 1/4π (4.4)
De este modo, mejorar la resolución en tiempo implica empeorar la resolución en
frecuencia y viceversa. Por tanto, es imperativo llegar a una solución de compromiso
entre ambas resoluciones teniendo en cuenta las características de la señal a utilizar
para seleccionar la ventana óptima y sus parámetros. Una ventana corta en tiempo
determinaría de manera muy precisa el instante preciso en el que la frecuencia varía
pero registrando un amplio rango de frecuencias. Por el contrario, una ventana de
larga duración y, por tanto, muy precisa en frecuencia obtendría el resultado opuesto
tal como puede observarse en el ejemplo de la Figura 4.6 extraído de [122].
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En este ejemplo se han utilizado tres ventanas gausianas de distinta duración
(Figura 4.6 a, corta; Figura 4.6 b, larga; Figura 4.6 c, solución de compromiso) para
obtener la distribución tiempo frecuencia de la señal s(t) generada como suma de una
sinusoidal y un impulso:
s(t) = ej10t + δ(t− 10) (4.5)
Al utilizar una ventana de corta duración (Figura 4.6 a) se observa que la apa-
rición del impulso se localiza de manera muy precisa en el eje temporal. En cambio
la detección de la frecuencia es muy imprecisa abarcando una zona muy amplia. En
el caso opuesto (ventana de larga duración Figura 4.6 b) se obtiene el efecto contra-
rio. Finalmente los mejores resultados se obtienen cuando se utiliza una solución de
compromiso (Figura 4.6 c). Tal como puede observarse, se determina de manera muy
precisa tanto el instante de tiempo donde aparece el impulso así como la frecuencia
del mismo.
Figura 4.6: Distribuciones tiempo-frecuencia de una señal compuesta por una frecuencia
constante más un impulso, s(t) = ej10t + δ(t− 10). En (a) se emplea una ventana de corta
duración, localizando de manera precisa el instante en qué se produce el impulso. No obstante,
es imprecisa a la hora de determinar el valor de la frecuencia del mismo dando lugar a una
amplia banda en el eje frecuencial. En (b) se usa una ventana de larga duración obteniéndose
el resultado opuesto. Finalmente, en (c) se ha utilizado una solución de compromiso que
permite localizar de manera precisa tanto el instante de tiempo en el que aparece el impulso
así como el valor de su frecuencia.
Fte. Cohen [122].
Retornando al ámbito del diagnóstico de máquinas eléctricas, a continuación se
presenta lo que sucede al analizar la señal del LSH, debido a asimetría rotórica durante
el arranque de la máquina (Figura 4.2) presentado en la sección 3.1 de la presente
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tesis mediante el uso de distintas ventanas. Para ilustrar el efecto que tiene tanto los
parámetros de la ventana así como su tipo se utilizarán tres ventanas de tipo gaussiana
y tres de tipo triangular con distintas duraciones.
Sabiendo que la ecuación que dene la ventana gaussiana es





se van a construir tres ventanas en las que el valor del parámetro α sea distinto:
ventana 1: α = 1
ventana 2: α = 5000
ventana 3: α = 125
Para el caso de las ventanas triangulares se construirán de altura unitaria y una
anchura de base, es decir, duración N :
ventana 4: N = 10000
ventana 5: N = 100
ventana 6: N = 1000
En la Figura 4.7 y Figura 4.8 se muestran las las ventanas gaussianas y triangu-
lares, respectivamente, en el dominio temporal así como en el dominio frecuencial. En
ambas se observa que las ventanas de larga duración tienen un ancho de banda muy
compacto mientras que las ventanas de corta duración tienen un ancho de banda muy
amplio. De esta manera, se puede observar que al mejorar la resolución en tiempo
(reducir la duración) se empeora la resolución frecuencial y viceversa. Por otro lado se
observa como el tipo de la ventana tiene gran inuencia en la energía concentrada en
el lóbulo principal. Tal como puede deducirse de las guras para ventanas de simular
duración: larga duración en las ventanas 1 (Figura 4.7 (a)) y 4 (Figura 4.8 (a)), corta
duración en las ventanas 2 (Figura 4.7 (b)) y 5 (Figura 4.8 (b)) y una solución de
compromiso adoptada en las ventanas 3(Figura 4.7 (c)) y 6 (Figura 4.8 (c)), la ventana
gaussiana siempre concentra una mayor cantidad de energía en su lóbulo principal.
Los resultados obtenidos tras analizar la señal del LSH con estas 6 ventanas se
puede observar en la Figura 4.9 y la Figura 4.10. Conviene recordar que esta señal es
de tipo chirp donde la frecuencia varia constantemente. En este caso, la frecuencia
varia desde 50 Hz hasta los 0 Hz cuando el deslizamiento de la máquina alcanza el
valor s = 0,5, o sea, cuando se ha cumplido, prácticamente, la mitad del transitorio
de arranque. A partir de aquí la frecuencia vuelve a incrementarse hasta estabilizarse
a su valor de régimen estacionario y que es cercana a los 50 Hz.
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Figura 4.7: Ventanas gaussianas que se van a utilizar para el análisis de la señal del LSH.
En (a) se puede ver la ventana 1, (α = 1) y su espectro en (d). Esta es una ventana de
larga duración y estrecho ancho de banda. Por el contrario en (b) se puede ver la ventana 2,
(α = 5000) y su espectro en (e) donde se tiene una situación totalmente opuesta, es decir,
es una ventana de muy corta duración pero, por contra tiene un ancho de banda bastante
amplio. Finalmente, en (c) se puede ver la ventana 3, (α = 125) y su espectro en (f), que es
una solución de compromiso.
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Figura 4.8: Ventanas triangulares que se van a utilizar para el análisis de la señal del LSH.
En (a) se puede ver la ventana 4, (N = 10000) y su espectro en (d). Esta es una ventana de
larga duración y estrecho ancho de banda. Por el contrario en (b) se puede ver la ventana 5,
(N = 100) y su espectro en (e) donde se tiene una situación totalmente opuesta, es decir,
es una ventana de muy corta duración pero, por contra tiene un ancho de banda bastante
amplio. Finalmente, en (c) se puede ver la ventana 6, (N = 1000) y su espectro en (f), que
es una solución de compromiso.
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Figura 4.9: Distribución tiempo frecuencia y amplitud de la señal del LSH obtenida si se utiliza
las distintas ventanas propuestas. En (a) se observa que sucede si se utiliza la ventana 1 que es
de tipo gaussiana y de larga duración mientras que en (c) se muestran los resultados de utilizar
la ventana 4 que es también de larga duración pero de forma triangular. Análogamente, se
presentan los resultados al utilizar ventanas de corta duración de tipo gaussiana (ventana2) en
(b) y de tipo triangular (ventana 5) en (d). Finalmente se presentan los resultados al adopatar
una solución de compromiso tanto si se utiliza una ventana de tipo gaussiana (ventana 3) en
(c) y de tipo triangular (ventana 6) en (f).
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Figura 4.10: Distribución tiempo frecuencia y amplitud en tres dimensiones de la señal del
LSH obtenida si se utiliza las distintas ventanas propuestas. En (a) se observa que sucede
si se utiliza la ventana 1 que es de tipo gaussiana y de larga duración mientras que en
(c) se muestran los resultados de utilizar la ventana 4 que es también de larga duración
pero de forma triangular. Análogamente, se presentan los resultados al utilizar ventanas de
corta duración de tipo gaussiana (ventana2) en (b) y de tipo triangular (ventana 5) en (d).
Finalmente se presentan los resultados al adopatar una solución de compromiso tanto si se
utiliza una ventana de tipo gaussiana (ventana 3) en (c) y de tipo triangular (ventana 6) en
(f).
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A la vista de los resultados, se observa como al utilizar una ventana de larga
duración Figura 4.9 (a),(d) y Figura 4.10 (a), (d) no se puede obtener información
relevante acerca de lo que ocurre con la señal. Se puede ver que están presentes todas
las frecuencias desde los 0 hasta los 50 Hz pero no se distingue en qué momento preciso
aparece cada una de ellas. Una situación similar sucede cuando se utiliza una ventana
de corta duración tal como puede verse en la Figura 4.9 (b),(e) y Figura 4.10 (b), (e).
No obstante, en esta se puede apreciar un hecho relevante, en ella se detecta de manera
muy precisa en el instante (t ' 0,92s) en el cuál la frecuencia es 0 Hz. Además se
puede apreciar ligeramente como aparece el patrón en forma de V característico de este
tipo de señal, siendo, más visible si se utiliza la ventana de tipo gaussiana (Figura 4.9
(b) y Figura 4.10 (b)) por tener una mayor concentración de energía en el lóbulo
principal.
Por otro lado, se observa como, nalmente, si se opta por utilizar una solución
de compromiso entre la resolución en frecuencia y en tiempo se obtienen, para este
tipo de señal, los mejores resultados. En la Figura 4.9 (c), (f) y Figura 4.10 (c), (f) se
puede observar cómo tanto utilizando una ventana triangular así como una gaussiana
se obtiene la distribución tiempo-frecuencia más aproximada a lo que sucede en la señal
correspondiente al LSH. No obstante, si se observan los resultados obtenidos con la
señal gaussiana (Figura 4.9 (c) y Figura 4.10 (c)) se puede concluir que este tipo de
ventana alcanza una mayor precisión que si se emplea la ventana triangular (Figura 4.9
(f) y Figura 4.10 (f)). La trayectoria que sigue esta componente de fallo aparece más
nítida si se utiliza la ventana gaussiana, la concentración de energía entorno a ella es
mayor y no aparecen prácticamente interferencias. En cambio, si se utiliza la ventana
triangular, se observa como la nitidez es menor y existe mayor dispersión de energía.
Además, aparecen una serie de componentes que discurren en trayectorias paralelas a
la componente fundamental. Éstas aparecen debidas a las propias características de
este tipo de ventana. Si se examina el espectro de esta ventana triangular utiliza en
este análisis (Figura 4.8 (f)) se pude ver como, además del lóbulo principal, aparecen
una serie de lóbulos adyacentes con una concentración de energía considerable y que
tienen su repercusión en las distintas componentes que aparecen en la distribución
tiempo-frecuencia, discurriendo de manera paralela a la componente fundamental.
En estos ejemplos se acaba de ver que, la elección del tipo de ventana, así como
de sus parámetros, resulta crucial en el campo del análisis de señales no estacionarias
en general, y en el ámbito en el que se centra esta tesis, el diagnóstico de máquinas
eléctricas, en particular. Por tanto, la primera propuesta de esta tesis se centrará en
este aspecto.
En el capítulo 5 se introducirá el tipo de ventana que obtiene mejores resultados
en el campo del diagnóstico de máquinas eléctricas. A su vez se propondrán distintos
criterios para ajustar los parámetros de la misma de manera que se obtenga la ventana
con la mejor resolución tiempo-frecuencia para analizar una corriente en función del
régimen de funcionamiento de la máquina. No obstante, antes de introducir dicha
propuesta, en el siguiente apartado se cita la segunda limitación de la STFT que
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condiciona su uso en el ámbito industrial y de la cuál se propondrá una mejora en el
capítulo 6.
4.3.2 Procesado de la señal
Al aplicar la STFT la ventana de análisis se mueve a lo largo de toda la duración
de la señal tal como puede verse en la Figura 4.5 aun en el caso de estar interesados
en sólo un pequeño intervalo de frecuencias o ancho de banda en el caso del campo
del diagnóstico de máquinas eléctricas. Por ejemplo, en caso de estudiar el transitorio
de arranque de una máquina eléctrica con avería por rotura de barras en el rotor,
la componente más estudiada, el LSH, varía su frecuencia entre 0 y 50 Hz mientras
que las frecuencias de muestreo son del orden de kHz. En caso de señales de corta
duración, mover la ventana a lo largo de toda su duración, puede no tener una gran
inuencia en el tiempo de cómputo de la distribución tiempo frecuencia. No obstante,
en el caso de señales con una duración considerable, esta técnica ralentiza, en gran
medida, el proceso de obtener la distribución tiempo-frecuencia de la señal. Por otro
lado, se obtiene una distribución tiempo-frecuencia para toda la duración de la señal
y para el ancho de banda que va desde los 0Hz hasta la mitad de la frecuencia de
muestro. Esto requiere una extensa capacidad de memoria. Todo ello hace que sea
muy complicada la implementación de este tipo de análisis en equipos electrónicos de
tratamiento de señal para realizar el diagnóstico on-line de la máquina. Visto de otra
manera, realizar la STFT es ir rellenando las posiciones de una matriz tal como la
que puede verse en la Figura 4.11 que contendrá la información correspondiente a la
distribución tiempo-frecuencia.
Figura 4.11: Matriz que contiene la información correspondiente a la distribución tiempo
frecuencia computada con la STFT.
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El proceso completo para obtener la distribución tiempo frecuencia para el diag-
nóstico de la máquina se muestra en la Figura 4.12. En primer lugar se multiplica la
señal por la ventana situada en el origen, obteniéndose una señal modicada para un
determinado intervalo de tiempo de estudio. Con esta señal modicada se computa la
FFT y se obtiene un espectro compuesto por N puntos, con N = Tmuestreo ·Fmuestreo.
El rango de frecuencias que son de interés para poder realizar el diagnóstico de la má-
quina ocupa una pequeña porción de las mismas. Por tanto, la siguiente acción consiste
en eliminar la parte del espectro que es irrelevante para el estudio del estado de la
máquina y se almacena la información que sí es necesaria para ello. En el siguiente
paso, la ventana se mueve a lo largo de la señal y se vuelve a repetir dichas acciones.
Así, paso tras paso se va obteniendo la distribución tiempo frecuencia en el intervalo
de frecuencias de interés. De esta manera, se puede ver que este proceso es ineciente
desde el punto de vista de tiempo de procesado así como de uso de memoria y res-
tringe enormemente su implementación en equipos de tratamiento de señal de bajo
coste para realizar el diagnóstico on-line de la máquina. Se deben computar un elevado
número de pasos y, por consiguiente, un elevado número de FFT (tantas como pasos)
lo que ralentiza enormemente el proceso de cálculo. Además estas FFT son de elevado
tamaño y se obtienen unos unos espectros de los cuáles se descarta la mayor parte de
la información obtenida.
Así pues, la cuestión inmediata que surge es: ¾Existe algún modo o método de
obtener la distribución tiempo-frecuencia con un coste computacional (menor tiempo
de computo y menor capacidad de memoria) para poder ser implementado en dis-
positivos electrónicos de bajo coste? La respuesta es armativa, en esta tesis, en el
capítulo 6, se propone el uso de la SFTT para solventar estos problemas habilitando la
implementación de técnicas basadas en la distribución tiempo-frecuencia en equipos
electrónicos de tratamiento de señal de bajo coste.
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Figura 4.12: Proceso realizado para obtener la distribución tiempo-frecuencia de la corriente
en el campo del diagnóstico de máquinas eléctricas a través de la STFT. Como se puede
observar, este proceso tiene N pasos, que son los mismos que el número de puntos que se han
muestreado de la corriente, con N = Tmuestreo · Fmuestreo. Cada paso consiste, a su vez en
5 acciones. En primer lugar (a), se multiplica la señal por la ventana centrada en el instante
de tiempo de interés. Una vez hecho esto, se calcula la FFT de la señal modicada (b). Con
ello, se obtiene un espectro formado por N puntos, mientras que las frecuencias que son de
interés para el diagnóstico de la máquina ocupan una pequeña porción de este espectro (c).
Por tanto, se elimina la parte del espectro irrelevante para el diagnóstico de la máquina (d)




Propuesta de selección de la ventana
óptima, la función prolate esferoidal,
y de sus parámetros para obtener la
distribución tiempo-frecuencia de la
corriente a través de la STFT
5.1 Introducción
En el capítulo 4 se ha demostrado que tanto la elección del tipo de ventana como
la selección de sus parámetros tienen una gran inuencia en la distribución tiempo-
frecuencia de la corriente. Además, considerando que la STFT de la corriente estatórica
puede denirse como [122]:
Sf (t, ω) =
∫
i(τ)h(t− τ)e−jωτdτ, (5.1)
donde i es la corriente estatórica y h es la ventana utilizada. Con ello, el espec-
trograma que se obtiene PSP (t, ω) se dene como:
PSP (t, ω) = |Sf (t, ω)|2, (5.2)
93
Capítulo 5. Propuesta de selección de la ventana óptima, la función prolate esferoidal, y de sus
parámetros para obtener la distribución tiempo-frecuencia de la corriente a través de la STFT
pudiéndose reescribir como [167]




Wi(τ, ν)Wh(τ − t, ν − ω)dτdν, (5.3)
donde Wi(t, ω) y Wh(t, ω) son la WVD de la corriente y de la ventana respecti-
vamente. Por tanto, el espectrograma puede ser considerado como el suavizado de la
WVD de la corriente por medio del uso de la ventana [168]. En otras palabras, la ven-
tana permite reducir la interferencia oscilatoria entre componentes individuales debido
a la naturaleza cuadrática de la WVD. No obstante, una mala elección de la ventana
puede hacer que el espectrograma obtenido no sea un el reejo de lo que realmente
sucede en la señal analizada. Por consiguiente, la ventana debe ser seleccionada con
el n de enfatizar la información contenida en la corriente y, al mismo tiempo, reducir
al mínimo las distorsiones en el espectrograma.
En la literatura cientíca se han considerado diversas funciones para construir la
ventana a utilizar en el análisis. Entre ellas destacan, entre otras, la ventana rectan-
gular, la ventana sync, la exponencial [147], la chirp [148150], la gaussiana [12], etc.
De hecho se puede adelantar que la ventana óptima es aquella que, para una determi-
nada duración, maximiza la cantidad de energía total en un ancho de banda concreto.
No obstante, tal como indica el principio de incertidumbre, una señal no puede ser
arbitrariamente pequeña tanto en duración (σt) como en ancho de banda (σf ) sino
que cumple con
σtσf ≥ 1/4π (5.4)
Y esta igualdad únicamente puede ser alcanzada por un pulso de tipo gaussiano de
longitud innita. Sin embargo, las señales en el mundo real tienen duración nita (una
corriente es adquirida durante un cierto tiempo para, posteriormente, ser analizada) y
una ventana gaussiana recortada no suele ser una buena opción [169]. Entonces, surge
como cuestión inmediata ¾cuál es la venta óptima? La respuesta no resulta sencilla.
Dependerá del tipo de señal a analizar y el criterio que se proponga para su selección.
Harris F. J. [170] realizó una comparativa entre distintos tipos de ventana en función
de cuatro criterios citando la ventana que mejor cumplía con cada uno de ellos:
Conseguir el menor tamaño en tiempo y en frecuencia, es decir, la que más se
aproxime a la igualdad con el principio de incertidumbre (σtσf ≥ 1/4π). Ventana
Gaussiana.
Para un tiempo dado, el lóbulo principal de la transformada de Fourier de la
ventana sea lo más estrecho posible. Ventana Dolph-Chebyshev.
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Para un tiempo dado, maximice la energía existente en un ancho de banda
determinado, o sea, consiga la mayor concentración de energía. Ventana prolate
sferoidal.
Minimizar la energía fuera de una banda de frecuencias. Ventana Barcilon-Temes.
No obstante, en este trabajo [170] se concluye que para realizar un análisis tiempo-
frecuencia de una señal no estacionaria la ventana óptima debe construirse con la
función prolate spheroidal. Por tanto, el criterio que se recomienda a tener en cuenta
para seleccionar la ventana es la de maximizar la energía para un duración y ancho de
banda determinados, tal y como se ha mencionado ut supra. Años antes, este criterio
ya había atraído el interés de tres investigadores de los laboratorios Bell: D. Slepian,
H.O. Pollack and H.J. Landau quienes realizaron un extenso trabajo que culminó con
el desarrollo de las funciones prolate esferoidales de distintos órdenes. Más concreta-
mente, David Slepian concluyó que la función prolate esferoidal de orden cero es la
óptima atendiendo a dicho criterio [171176]. Además, este tipo de funciones son rela-
tivamente sencillas de calcular [170]. Esto abría todo un campo nuevo de aplicaciones
donde utilizar este tipo de funciones para el ltrado de señales así como la transmisión
de datos. Este tipo de ventana se ha utilizado exitosamente en otros campos tales
como el diagnóstico médico por imágenes [177], transmisión inalámbrica [178], acús-
tica [179], etc. No obstante, a pesar de las ventajas que este tipo de ventana ofrece,
éstas nunca han sido utilizadas en el campo del diagnóstico de máquinas eléctricas a
través del análisis de la corriente estatórica. Por tanto, en este capítulo se estudia la
viabilidad para aplicarlas a este campo y se proponen distintos criterios para optimizar
sus parámetros en función del régimen de funcionamiento de la máquina.
5.2 Introducción teórica a las funciones prolate esferoidales
Al igual que con la distribución gaussiana, cada función prolate esferodial (PSWF),








para |ω| < Ω
2
, (5.5)
donde T es la duración y Ω es el ancho de banda. Las PSWF se denen como las






dx = λϕ(t) (5.6)
para valores propios λ = λn. Existen innitos valores propios, todos ellos reales,
positivos y menores que 1, (1 > λ0 > λ1 > · · · > λn > · · · > 0) la ecuación integral
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(5.6) determina que recortar la función ϕn(t) a ± T con una ventana rectangular
reproducirá la función ϕn(t), excepto por un factor λn. Además, el kernel de convo-
lución sin(Ωt)/πt en (5.6) representa un agudo proceso de ltrado paso banda en el
dominio de la frecuencia. Por tanto, ϕ(t) es una función de ltrado paso banda que
no contiene energía a frecuencias angulares fuera del intervalo(−Ω,Ω).
Las PSWFs tiene la remarcable propiedad de la ortogonalidad, tanto con respecto
a un nito así como a un innito rango de variables independientes [180]. Dado que
ϕn(t) compone un conjunto completo de funciones ortonormales, funciones limitadas
en ancho de banda, s(t), con el mismo ancho de banda, pueden ser expandidas en










La principal aplicación de las PSWF es el diseño de señales con una máxima
concentración de energía para un intervalo de tiempo y ancho de banda determinado.
En las siguientes secciones, dicha concentración de energía se obtiene, en primer lugar,
por separado para cada dominio y, posteriormente, en conjunto para el dominio tiempo-
frecuencia.
5.2.1 Energía de las PSWFs en un intervalo de tiempo
Dada un señal limitada en ancho de banda, s(t), ésta puede ser expandida utili-








Por otro lado, la energía de la señal ET contenida en el intervalo de tiempo











5.2 Introducción teórica a las funciones prolate esferoidales
De (5.9) y (5.10), se deduce que la fracción de energía contenida en ese intervalo










Sabiendo que λ0 es el coeciente más grande que cualquier otro λn, α se maximiza
estableciendo cada an a 0 excepto a0. Por tanto, αmax = λ0, donde λ0 depende del
producto duración y ancho de banda T · Ω. Por ejemplo, si T · Ω = 1 entonces
α ≈ 0,6. Por el contrario, si se requiere que α sea tan alto como 0,95 entonces
T ·Ω ≈ 3 [171,172]. Así, de entre todas las funciones acotadas con el mismo ancho de
banda la PSWF de orden cero, ϕ0(t), es la que maximiza la concentración de energía
en un intervalo de tiempo determinado.
5.2.2 Energía de las PSWFs en un intervalo de frecuencia (ancho de
banda)
De manera análoga, utilizando las expresiones (5.5) y (5.7), una señal, s(t),
limitada en el tiempo puede ser expandida en términos de la FFT de ϕn, ϕ̂n, que se


























Del mismo modo que en el caso anterior, la máxima fracción de energía βmax de
la señal en un ancho de banda −Ω < ω < Ω es igual a λ0. Por tanto, de entre todas
las funciones limitadas en tiempo y con la misma duración, la PSWF de orden cero,
ϕ0(t), es la maximiza la concentración de energía en dicho ancho de banda.
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5.2.3 Energía de la PSWF en dominio tiempo frecuencia
Tal como puede deducirse de las ecuaciones (5.11) y (5.14), la máxima concen-
tración de energía tanto en tiempo como en frecuencia se consigue con la PSWF de
orden cero, ϕ0(t). Del mismo modo, para la unión en el dominio tiempo frecuencia, la
PSWFs de orden cero es, al mismo tiempo, la función con el mayor producto posible









5.2.4 Las función prolate esferodial (PSWF) y el principio de
incertidumbre
El principio de incertidumbre determina que no se puede connar una función
f(t) y su transformada de Fourier F (ω) en un espacio arbitrariamente pequeño. O
















entonces para cualquier elección de t0 y ω0 se cumplirá que, T ·Ω ≥ 1/2. Por tanto,
T y Ω no pueden ser arbitrariamente pequeños. La igualdad, únicamente se conseguiría
en el caso de utilizar una función gausiana, y t0 junto con ω0 fuesen elegidos como los
valores centrales de |f(t)|2 y |F (ω)|2. Esto, aunque supone una realidad matemática,
no revela información útil para entender lo que sucede realmente. Es necesario conocer
cuánto se puede limitar simultáneamente en tiempo y en frecuencia una señal y cuál es
el precio que se debe pagar. Se precisa, por tanto, de una medida de la concentración
de f(t) y F (ω) mejor que la ofrecida por las varianzas de |f(t)|2 y |F (ω)|2. Una medida
que, siempre que sea posible, dependa del comportamiento de f(t) en un intervalo de
tiempo denido y del comportamiento de F (ω) en un ancho de banda nito.
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De este modo, tomando como punto de partida el principio de incertidumbre,
en [171] se hizo una re-denición, o adaptación del mismo, de modo que indicase la
















Ω · T ≥ Φ(α, β) (5.20)
donde Φ(α, β) queda denida de manera explícita.
Un caso especial y de sencilla comprensión es aquel que acontece cuando β = 1.
Esto indica que toda la señal F (ω) esta contenida en |ω| ≤ Ω y se anula (F (ω) = 0)
para |ω| > Ω. Partiendo de esta característica, surgen dos cuestiones inmediatas. Por
un lado, si para este valor de β, el valor α también estuviese prejado, entonces , ¾
cuál seria el mínimo producto Ω · T?. En cambio, si lo que estuviese prejado fuese
el producto Ω · T , entonces ¾ cuál seria el máximo valor de α?. Para dar respuesta a
estas cuestiones en ello [171] se introdujo la siguiente notación. La norma al cuadrado





Si se limita en tiempo la función f , entonces se obtiene una nueva función Df
que es la propia función f pero restringida a un intervalo de tiempo |t| ≤ T/2
Df =
{
f si |t| ≤ T/2
0 si |t| > T/2
(5.22)
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Por otro lado, si se restringe la función f a un ancho de banda limitado, entonces
se genera una nueva función Bf cuya transformada de Fourier es la propia transfor-























Tal como se demuestra en [181] y, recordando lo expuesto en la ecuación (5.6), si
una función esta limitada tanto en frecuencia como en tiempo entonces su energía se










Así, si una función en particular está ya limitada en frecuencia (f = Bf), entonces
||Df ||2 ≤ λ0. Por tanto, esto es justo otro caso especial del principio de incertidumbre,
si β = 1 entonces α ≤
√
λ0.
En [171] deducen y demuestran el teorema que determina que existe una función
f que cumple que ||f || = 1, ||Df || = α y ||Bf || = β, bajo las siguientes condiciones
y solo bajo ellas:
1. Si α = 0, cuando 0 ≤ β < 1
2. si 0 < α <
√
λ0, cuando 0 ≤ β ≤ 1
3. si
√
λ0 ≤ α < 1, cuando cos−1 α+ cos−1 β ≥ cos−1
√
λ0




5.2 Introducción teórica a las funciones prolate esferoidales
Los resultados de este teorema quedan ilustrados en la Figura 5.1 [171] donde se
ilustra la región permisible en el plano (α2, β2) para varios valores de c = ΩT . Para
cada valor c está región está limitada por las siguientes fronteras:
α2 = 0 para 0 ≤ β2 < 1,
β2 = 0 para 0 ≤ α2 < 1,
α2 = 1 para 0 < β2 ≤ λ0(c),
β2 = 1 para 0 < α2 ≤ λ0(c),
y la curva cos−1 α+ cos−1 β = cos−1
√
λ0(c) que se encuentra etiquetada en la
Figura 5.1 con su valor apropiado de c.
Otro fenómeno interesante es el que marca la linea α2 + β2 = 1 etiquetada con
c = 0 cuyo etiquetado cumple con lo dicho en el teorema del siguiente modo:
Si α2+β2 ≤ 1 entonces cos−1 α+cos−1 β ≥ π/2, siendo superior que cos−1
√
λ0(c)
para cualquier valor de c sin importar lo reducido que éste fuese. Físicamente esto in-
dicaría que la suma de las porciones de energía de f(t) en |t| ≤ T/2 y de F (ω) en
|ω| ≤ Ω seria inferior que el total de energía de f(t). Esto seria indicativo de que,
en realidad, no se ha establecido ningún tipo de restricción tanto en ancho de banda
Ω, así como en duración T . Esto permitiría un producto arbitrariamente pequeño de
Ω · T para esta distribución de energía. Es sólo cuando se cumple que α2 + β2 > 1
cuando las energías en |t| ≤ T/2 y en |ω| ≤ Ω suman más del total de energía, lo que
signica que existe un límite inferior no nulo para Ω · T , tal como se expone, además,
en el principio de incertidumbre.
La Figura 5.2 [171] es un detalle del límite superior de la Figura 5.1. En ella se
representa el valor propio λ0(c), el máximo valor de α2 en función de c, habiendo
jado β2 = 1. Se puede observar como λ0(c) tiende a 1 rápidamente (λ0(c) → 1)
a medida que c se va incrementando (c → +∞). Además, a modo de comparación
se incluye la representación de la proporción de energía de la función f(t) = sin Ωt/t
en |t| < T/2. Esta función, en algunas ocasiones, ha sido considerada intuitivamente
la función limitada en frecuencia que consigue la mayor concentración en tiempo. Se
puede observar que en valores bajos de λ0 esta función se comporta como la función
óptima, pero a medida que λ0 crece, esta función tiene un comportamiento peor que
la ventana óptima, ya que para conseguir los mismos valores de λ0 hay que trabajar
con productos Ω · 0T mayores.
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Figura 5.1: Posibles combinaciones de α2 y β2 para distintos ΩT .
Fte. Landau and Pollak [171].
Figura 5.2: Posibles valores de α2 si β2 = 1.
Fte. Landau and Pollak [171].
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5.3 Comparativa entre la ventana PSWF y la ventana
gaussiana














Tal como sucede con la PSWF, la FFT de la ventana gaussiana, ĥ(ω), es una











γ = 2σ2ω (5.30)
La ventana gaussiana de longitud innita es la única que consigue la igualdad en el
principio de incertidumbre (5.4). No obstante, para una duración nita y para un ancho
de banda dado, la PSWF de orden cero es la que consigue la máxima concentración
de energía en el dominio tiempo frecuencia. Por ejemplo, tal como se expone en [169],
para λ0 = 0,6, (Ω · T ≈ 1), si se utiliza la ventana PSWF de orden cero el producto
de las fracciones de energía (5.15) es (αβ)max = 0,787. Por contra, para la ventana
gaussiana, estableciendo T = σt y Ω = σω, el producto (αβ) apenas alcanza 0,466 .
De este modo, se puede comprobar que para esta limitación de duración y ancho de
banda, la ventana gaussiana consigue una concentración de energía un 41 % inferior a
la que se conseguiría con la ventana PSWF de orden cero.
La Figura 5.3 muestra una comparativa, en el dominio tiempo frecuencia, de los
átomos de una ventana PSWF de orden cero (A) y de una ventana gaussiana (B). Los
átomos correspondientes a la ventana A son rectangulares. Por el contrario, los átomos
de la ventana B se extienden en forma radial. Además, los átomos de la ventana A
ocupan menor espacio que los de la ventana B en el plano tiempo-frecuencia. Por otro
lado, tal como puede verse, la forma rectangular permite, cubrir de una manera más
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eciente todo el dominio tiempo frecuencia. Esta propiedad es especialmente útil en
el caso del diagnóstico de máquinas eléctricas, tal como se verá en puntos posteriores.
Figura 5.3: Atomos en el dominio tiempo-frecuencia de la ventana PSWF de orden cero
(arriba) y de la ventana gaussiana (abajo).
5.3.1 La secuencia prolate esferoidal discreta (DPSS) de orden cero
En los apartados anteriores se ha estado tratando con las PSWF prolate continuas.
No obstante, en el caso del mundo real, las señales que se pueden adquirir/construir,
son de tipo discreto. Por tanto, es necesario tratar con ventanas de tipo discreto. Los
familiares directos de las PSWF de carácter discreto son las secuencias prolate esferoi-
dal discretas (DPSS). Éstas mantiene las mismas propiedades que sus homónimas en
el dominio continuo, las PSWF. Por tanto, la ventana discreta que tiene una máxima
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concentración de energía en un intervalo de tiempo y ancho de banda determinado
es la ventana de tipo DPSS de orden cero [170172, 174, 175, 181]. Ésta se obtiene
utilizando todos los N grados de libertad (número de puntos muestreados) para cons-
truir la ventana w(n) de tamaño N cuya transformada W (ω) ' δ(ω) maximiza la








Como se ha visto, en el caso continuo, la función W (ω) que maximiza este ratio
es la PSWF de orden cero para un ancho de banda Ω = ωc tal como se ha visto
anteriormente. Así pues, en el dominio de la frecuencia, una PSWF se dene como





dω = λW (ω) (5.32)
donde D = 2T > 0 es la duración de la ventana w(t) en segundos. Esta ecuación
puede ser entendida como si W (ω) fuese nula fuera de su ancho de banda (destacar
que la integral va desde −ωc hasta ωc, seguida de una convolución de W (ω) con una
función sinc que, de alguna manera, limita en tiempo la ventana w(t) a una duración
de D segundos centrada en t = 0 en el dominio temporal. En notación matemática
[CHOP2ωc(W )] ∗ [T sinc(Tω)] = FT (CHOPT (IFT (CHOP2ωc(W )))) = λW
(5.33)
donde CHOPT (ω) es una operación con una ventana rectangular w(t) nula fuera
del intervalo t ∈ [−T, T ]. Así pues, la ecuación (5.32) indica que la transformada de la
ventanaW (ω) es una función propia de esta secuencia de operaciones. Esto es, ésta se
puede anular fuera del intervalo [−ωc, ωc], realizar la transformada inversa de Fourier,
anularla fuera del intervalo [−T, T ], y computar la transformada de Fourier para obte-
ner la transformada de la ventana original W (ω) multiplicada por un factor de escala
λ (el valor propio de la operación). Se podría decir que W es la extrapolación limitada
en ancho de banda del lóbulo principal. Además, la función sinc en (5.32) puede ser
considerada como el kernel de la matriz Toeplitz simétrica), y la integral de W por
este kernel se puede demonimar como el operador Toeplitz simétrico siendo un caso
especial del operador Hermítico. Y, por la teoría general de los operadores Hermíticos,
existe un número innito de funciones Wm(ω), mutuamente ortogonales, asociados,
cada uno de ellos, a valores propios reales λm. Sabiendo que λ0 se corresponde con
el mayor valor propio, entonces su función propia correspondiente, W0(ω) ↔ w0(t),
es la ventana con mayor concentración de energía en el caso continuo y, por tanto, la
ventana óptima.
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En el ámbito discreto las DPSSs pueden ser denidas como los eigenvectores de




m,n = 0, 1, 2, . . . , N − 1 (5.34)
donde N indica el número de puntos que conforma la ventana y, por tanto, indica
directamente la duración que tendrá la ventana. Por otro lado, 0 < L ≤ 1/2 indica
la proporción de energía contenida en la mitad de la ventana, αβ/2, directamente
relacionada con el producto Ω · T tal como se ha expuesto en los apartados anteriores
y cuya relación puede observarse en la Figura 5.1 y Figura 5.2. Así pues la ventana
DPSS ψk(N,L) de orden k puede obtenerse como función de dos términos N , la
longitud total de la ventana, y L que pueden ser directamente relacionados con la
duración de la ventana y con el producto Ω · T . Por tanto, a partir de este momento,
la ventana se diseñará en función de ambos parámetros, la duración T y del producto
ΩT = BT . De este modo, en los puntos susbsiguientes se empleará la DPSS de orden
cero, ψ0, calculada en función de estos parámetros, ψ0(T,Ω · T ).
5.4 Selección de los parámetros de la ventana
Una vez, seleccionado el tipo de ventana, el siguiente paso consiste en ajustar
los parámetros de la misma en términos de duración en el tiempo y concentración de
energía, ψ0(T,ΩT ). En el campo del diagnóstico de máquinas eléctricas, se han seguido
distintos criterios para seleccionar los parámetros que denen las distintas ventanas.
Por ejemplo, en [182,183] el óptimo ancho de banda en frecuencia para el análisis de
señales no estacionarias se selecciona como el raíz cuadrada del tiempo derivativo de
la frecuencia instantánea (IF) de la señal. Por otro lado en [150] se utiliza una ventana
gaussiana. En ésta sus parámetros característicos se ajustan de modo que se máximice
el solapamiento del área ocupada por una determinada componente armónica con el
área ocupuada por la ventana con el n de mejorar la trazabilidad y visibilidad de esta
componente armónica en la distribución tiempo-frecuencia. Este mismo criterio, ha
sido también utilizado en [12] para establecer los parámetros óptimos de la ventana
gaussiana para la detección del LSH debido a barra rota y excentricidad mixta durante
el arranque de una máquina de inducción. En la presente tesis, se seguirá el mismo
criterio para seleccionar los parámetros de la ventana ψ0(T,ΩT ).
En [12] queda demostrado que dicha maximización se consigue cuando se se-
lecciona una ventana que consiga el máximo solape con la trayectoria del armónico
de fallo a detectar en el plano tiempo-frecuencia. Como las señales a analizar son
transitorias, esta condición se cumple cuando la trayectoria de la componente de fallo
(en el plano tiempo-frecuencia) coincide con el ratio Ω · T de los átomos de la caja
de Heisenberg de la ventana tal como se muestra en la Figura 5.4. Esta trayectoria
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dependerá del tipo de fallo y de las condiciones de funcionamiento de la máquina. Por
ejemplo, durante el arranque de la máquina, la pendiente β de la componente LSH





donde ts=0,5 es el tiempo en el cual, durante el arranque, la máquina alcanza el
valor de deslizamiento s = 0,5. Siguiendo este criterio se procederá a la selección de
los parámetros de la ventana en los distintos casos estudiados. Así pues, los parámetros
de la DPSS de orden cero se seleccionaran de modo, que la diagonal de su caja de





Figura 5.4: Selección de los parámetros de la ventana prolate para que el ratio Ω/T de los
átomos de su caja de Heisenberg coincidan con la pendiente de la componente de fallo a
buscar. En este caso, se ha utilizado como pendiente, la que describe el armónico de fallo
LSH de barra rota durante el arranque de una máquina de inducción que se ha presentado
en el punto 3.1.
No obstante, con esta ecuación no es condición suciente para jar los parámetros
de la ventana, pues como se puede observar, el ancho de banda dependerá de la
duración y viceversa. Por tanto, es necesaio un criterio adicional que permita jar
ambos parámetros. En este caso se propone que se jen en función de la fracción de
energía que se desea concentrar en la ventana a diseñar y, por ende, a través de la
Figura 5.1 se obtiene el valor que debe tener el producto Ω ·T . Para todos los casos se
utilizará una concentración de energía cercana a uno, αβ ' 1, es decir, prácticamente
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la máxima concentración que se puede lograr. Para este nivel de concentración, si se
observa la Figura 5.1 se puede optar por Ω · T = 8. Con ello, se obtienen las dos




Ω · T = 8
(5.37)
5.5 Validación
5.5.1 Caso teórico: señal sintética del LSH debido a asimetría rotórica
El primer caso que se va a estudiar con el tipo de ventana propuesto es la onda
sintética del LSH que se ha presentado en el punto 3.1 de la presente tesis. El primer
paso, consiste en seleccionar los parámetros de la ventana a utilizar. Como se ha dicho
anteriormente la concentración de energía se va a establecer αβ ' 1 y por tanto
Ω · T = 8 (Figura 5.1). En segundo lugar es necesario determinar la pendiente que va
a tener el armónico de fallo. En este caso, tal como puede observarse en la Figura 3.1,










Así pues, teniendo en cuenta (5.38) y que Ω · T = 8, entonces
T = 383,7ms Ω = 20,85Hz (5.39)
Con ello, se construye la ventana ψ0(T = 383,7ms,Ω = 20,85Hz). Esta ventana
se puede observar en dominios de tiempo y frecuencia separados (Figura 5.5) o en
el plano tiempo frecuencia (Figura 5.6). En la Figura 5.6 además se ha incluido la
trayectoria que describe la componente de fallo durante el arranque de la máquina.
Tal como puede observarse, con esta ventana se consigue la máxima superposición de
la componente de fallo con la ventana, pues la trayectoria de esta componente coincide
con la diagonal del átomo de la ventana en el dominio tiempo frecuencia.
Una vez los parámetros de la ventana han sido seleccionados y ésta ha sido cons-
truida, se procede a aplicar la STFT para obtener la distribución tiempo frecuencia de
la señal. Tal como puede observarse en la Figura 5.7 se obtiene una imagen de alta
resolución con la evolución tiempo - frecuencia - amplitud que sigue el LSH durante el
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Figura 5.5: Ventana DPSS de orden cero ψ0(T = 383,7ms,Ω = 20,85Hz) optimizada para
la representación del LSH en el dominio del tiempo (arriba) y en el dominio de la frecuencia
(abajo).
transitorio de arranque de una máquina de inducción (IM). Por un lado, se puede obser-
var claramente la evolución tiempo-frecuencia que sigue esta componente. Partiendo
de una frecuencia igual a la frecuencia de alimentación, 50Hz, ésta va decreciendo
hasta hacerse nula en el momento en que el deslizamiento alcanza el valor s = 0, 5.
Desde este momento, la frecuencia se incrementa hasta que alcanza el valor con el
que se mantendrá durante el régimen estacionario de funcionamiento de la máquina.
Por otro lado, se observa también, el patrón en lo que a amplitud se reere. En la
primera mitad del transitorio (s < 0, 5) la amplitud decrece hasta anularse cuando el
deslizamiento alcanza el valor s = 0, 5. Instante en el cual, da inicio a la segunda mitad
del transitorio (s ≥ 0, 5). En ésta, el valor de la amplitud crece rápidamente hasta
alcanzar su máximo. Seguidamente, la amplitud decrece hasta estabilizarse en el valor
que mantendrá durante el régimen de funcionamiento estacionario de la máquina.
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Figura 5.6: Distribución tiempo-frecuencia-amplitud de la ventana DPSS de orden cero
ψ0(T = 383,7ms,Ω = 20,85Hz) optimizada para la representación del LSH en dos dimen-
siones (arriba) y en tres dimensiones (abajo). Además en la imagen superior se ha incluido
una linea en blanco que indica la trayectoria que describe el LSH durante el arranque de la
máquina para este caso. Tal como puede observarse, con esta ventana se consigue la máxima
superposición de esta componente de fallo con la ventana.
En este caso los parámetros de la ventana óptima ψ0(T = 383,7ms,Ω = 20,85Hz)
han podido ser computados gracias al conocimiento de la frecuencia de alimentación y
el instante de tiempo en el cual el deslizamiento alcanza el valor s = 0,5. La frecuencia
de alimentación es un información que se encuentra de manera implícita en la corriente
(puede ser obtenida a partir del análisis espectral de la misma). En cambio, para cono-
cer el valor de ts=0,5 es necesario tener una medida de la velocidad de la máquina. No
obstante, en un gran número de aplicaciones no se dispone de esta medida adicional.
Por tanto, a continuación se estudia la validez de la elección de los parámetros de la
ventana y la sensibilidad del método con respecto a variaciones de estos parámetros.
Esta validez y sensibilidad se puede estudiar vía la entropía de la distribución tiempo-
frecuencia obtenida partir de la STFT. Esto mismo, se ha realizado en otros trabajos
de investigación tales como [12, 184186]. Cuanto menor es la entropía mayor es la
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Figura 5.7: Distribución tiempo-frecuencia-amplitud de la señal LSH utilizando la ventana
DPSS de orden cero ψ0(T = 383,7ms,Ω = 20,85Hz) optimizada para la representación del
LSH en dos dimensiones (arriba) y en tres dimensiones (abajo).
concentración de energía o dicho de otro modo, menor redundancia en la información
estudiada. La Figura 5.8 muestra la entropía de la señal analizada utilizando la ventana
ψ0 para una concentración de energía αβ ' 1, es decir, ΩT = 8 para distintos valores
de la pendiente β = Ω/T .
Los valores de Ω/T varían desde 1Hz/s hasta 2000Hz/s. Así pues en la Figu-
ra 5.8 se puede observar como el criterio utilizado para seleccionar los parámetros de
la ventana coincide con los valores de mínima entropía (Ω/T = 54,35Hz/s). En otras
palabras, con este valor de Ω/T se alcanza la máxima concentración de energía en la
distribución tiempo-frecuencia de la señal del LSH. Además, se observa cómo la curva
alrededor del valor óptimo es bastante suave. Esto es indicativo de que el cálculo del
valor de la pendiente Ω/T (5.38) puede tolerar pequeños errores en la determinación
del valor de ts=0,5. Por tanto, en máquinas donde la medida de la velocidad no sea
posible, ts=0,5 puede, a grandes rasgos, ser estimado como la mitad de la duración
total del transitorio de arranque.
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Figura 5.8: Entropía de la distribución tiempo-frecuencia del LSH utilizando la ventana ψ0
para una concentración de energía αβ ' 1, es decir, ΩT = 8 en función de la pendiente
β = Ω/T . La linea roja corresponde con el valor obtenido aplicando el criterio de máxima
superposición de la se nal con la ventana propuesta.
De ello se deduce que, en el caso de no haber sido posible medir la velocidad
de la máquina durante el transitorio de arranque, el valor ts=0,5 podría estimarse, sin
cometer excesivos errores, como la mitad del tiempo total que dura el transitorio. Si se
aplica esta condición a la señal de LSH estudiada, se estima ts=0,5 ' 1s. Empleando
esta información en (5.38), y teniendo en cuenta que Ω · T = 8 se obtendrían como
parámetros de la ventana:
T = 400ms Ω = 20Hz (5.40)
Con estos parámetros (T = 400ms, Ω = 20Hz), se construye la ventana que se
muestra en la Figura 5.9 y que se compara con la ventana óptima (T = 383,7ms,
Ω = 20,85Hz). Tal como puede observarse, ambas guras guardan un alto grado de
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similitud si bien la nueva ventana tiene una duración ligeramente superior mientras su
ancho de banda, por el contrario, se ha reducido mínimamente.
Figura 5.9: Comparación de la ventana óptima, Ω/T = 54,35Hz/s, con la ventana construida
a partir de la aproximación ts=0,5 = 1→ Ω/T = 50Hz/s en el dominio del tiempo (superior)
y en el dominio de la frecuencia (inferior).
Con esta ventana se analiza, de nuevo, el LSH obteniéndose los resultados mos-
trados en la Figura 5.10. Si se compara con la ventana óptima Figura 5.7 se observa
que hay escasas diferencias en los resultados, quedando demostrado, nuevamente, la
validez de realizar esta aproximación para construir la ventana.
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Figura 5.10: Distribución tiempo-frecuencia-amplitud de la señal LSH utilizando la ventana
DPSS de orden cero ψ0(T = 400ms,Ω = 20Hz) aproximando ts=0,5 ' 1 para la represen-
tación del LSH en dos dimensiones (arriba) y en tres dimensiones (abajo).
5.5.2 Caso práctico industrial: arranque máquina industrial de
elevada potencia
A continuación se procede a estudiar la señal de arranque de la máquina de
elevada potencia que se presentó en el punto 3.2. Para seleccionar los parámetros de
la ventana se van a seguir los criterios expuestos anteriormente con la salvedad que,
en este caso, no se tiene medida de la velocidad de la máquina. Por tanto ts=0,5 se
estimará como la mitad de la duración total del transitorio pues esta aproximación es
válida tal como se ha demostrado en el punto anterior.
En primer lugar se ha jado la concentración de energía de la ventana αβ ' 1, es
decir, Ω · T = 8. Así pues únicamente resta jar el valor de Ω/T que dependerá de la
pendiente de la componente de fallo. Teniendo en cuenta que la falimentación = 50Hz
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y que, tal como puede observarse en la Figura 3.5, el tiempo en el que el deslizamiento










obteniéndose los siguientes parámetros para la construcción de la ventana:
T = 693ms Ω = 11,55Hz (5.42)
Con ello se construye la ventana, ψ0(T = 693ms,Ω = 11,55Hz) cuyas caracte-
rísticas en tiempo y en frecuencia se pueden ver en la Figura 5.11.
Figura 5.11: Ventana DPSS de orden cero ψ0(T = 693ms,Ω = 11,55Hz) optimizada para
la representación del LSH en el dominio del tiempo (arriba) y en el dominio de la frecuencia
(abajo).
115
Capítulo 5. Propuesta de selección de la ventana óptima, la función prolate esferoidal, y de sus
parámetros para obtener la distribución tiempo-frecuencia de la corriente a través de la STFT
Por otro lado, en la Figura 5.12 se muestra la representación de dicha ventana
en el dominio tiempo-frecuencia-amplitud. Se incluye, a su vez, una línea blanca que
indica la trayectoria que describe la componente de fallo durante el arranque de la
máquina. A tenor de los resultados se observa que esta ventana consigue la máxima
superposición, en el menor espacio posible, con la trayectoria de la componente de
fallo y, por tanto, se conseguirá la menor dispersión de energía y la mayor resolución
posible, tratando de mejorar sustancialmente el proceso de diagnóstico.
Figura 5.12: Distribución tiempo-frecuencia-amplitud de la ventana DPSS de orden cero
ψ0(T = 693ms,Ω = 11,55Hz) optimizada para la representación del LSH en dos dimensiones
(arriba) y en tres dimensiones (abajo). Además, en blanco se ha añadido la trayectoria que
describe la componente de fallo durante el arranque de la máquina.
Una vez esta ventana es aplicada a la señal a analizar, se obtiene la distribu-
ción tiempo-frecuencia-amplitud que puede verse en la Figura 5.13. Tal como puede
apreciarse, la inuencia de la componente fundamental, varios órdenes de magnitud
superior a las componentes de fallo, obliga a utilizar una escala logarítmica para poder
representar la amplitud. Por otro lado, se puede observar como, la frecuencia de la
componente de fallo, alcanza el valor nulo, aproximadamente, en t ' 3s por lo que se
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puede dar por buena la aproximación utilizada ts=0,5 ' 3s con la que se han calculado
los parámetros de la ventana.
Figura 5.13: Distribución tiempo-frecuencia-amplitud de la señal LSH utilizando la ventana
DPSS de orden cero ψ0(T = 693ms,Ω = 11,55Hz) optimizada para la representación del
LSH en dos dimensiones (arriba) y en tres dimensiones (abajo).
5.5.3 Caso práctico laboratorio: ensayos de laboratorio
A continuación se procede a aplicar el método propuesto para obtener la distribu-
ción tiempo-frecuencia de distintos ensayos realizados en el laboratorio. En este caso,
se trata de demostrar la validez del método, no sólo para los arranques de la máquina
sino para otros tipos de transitorios que puedan acontecer en el funcionamiento de
la máquina tales como: cambios en la frecuencia de referencia (en caso de máquinas
controladas a través de un variador de frecuencia) o cambios en la carga. Además, se
pretende demostrar la validez del método independientemente del tipo de control con
el que se congure el variador de frecuencia que controla la máquina.
La estructura de los ensayos que se presentan a continuación es siempre la misma.
En primer lugar se muestra una tabla con las condiciones del ensayo. Y a partir de
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ellos, los parámetros con los que se construye la ventana. Seguidamente se muestra una
gura en la que se puede ver la ventana en el dominio del tiempo, en el dominio de la
frecuencia y en el dominio tiempo-frecuencia, tanto en dos como en tres dimensiones.
Finalmente, se muestra una gura donde se comparan los resultados obtenidos con el
ensayo de la máquina sana y de la máquina con asimetría rotórica.
5.5.3.1 Ensayo 1
En la tabla 5.1 se muestran las principales características del ensayo que se va a
analizar. Este ensayo se ha realizado con conexión a través del convertidor de frecuen-
cia, variando la frecuencia de referencia entre dos niveles, 20 y 25 Hz, con una rampa
que dura 10 segundos. Por otro lado, el nivel de carga se mantiene constante. Estos
cambios en la frecuencia así como la duración de la rampa, se utilizan para computar
la ventana de análisis.
Tabla 5.1: Características del ensayo 1 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: ABB Control: DTC
Captura de datos
Fmuestreo 100 kHz Tensayo 100s
Parámetros del ensayo
Rampa frecuencia: 20:25 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 70%
Parámetros de la ventana
ΩT 8 Ω/T (25− 20)/10
T 4 s Ω 2 Hz
En la Figura 5.14 se pueden observar las características de la ventana ψ0(T =
4s,Ω = 2Hz) generada. Esta ventana se muestra en el dominio del tiempo (Figura 5.14
a) y en el dominio de la frecuencia (Figura 5.14 b) por separado. Además, se incluye
la distribución tiempo-frecuencia de sí misma, tanto en dos dimensiones (Figura 5.14
c) como en tres dimensiones (Figura 5.14 d) distinguiéndose claramente la forma
rectangular de sus átomos.
Finalmente en la Figura 5.15 se muestra el resultado de analizar la corriente es-
tatórica capturada durante el ensayo para, una máquina con asimetría rotórica y una
máquina que se conserva en las mismas condiciones en las que salió de fábrica y que
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Figura 5.14: Ventana DPSS de orden cero ψ0(T = 4s,Ω = 2Hz) optimizada para la repre-
sentación del LSH del ensayos de la tabla 5.1 en el dominio del tiempo (a), en el dominio de la
frecuencia (b) y en el dominio tiempo-frecuencia en dos dimensiones (c) y en tres dimensiones
(d).
se utiliza como patrón. En ella, se puede observar como para la máquina con asime-
tría rotórica, en la distribución tiempo-frecuencia, aparecen una serie de componentes
armónicas que discurren de forma paralela a la componente fundamental y que, por el
contrario, no aparecen en la máquina que sirve de patrón. Tras computar las trayecto-
rias que describirían las componentes de fallo (a partir de la medida de velocidad y de
la frecuencia fundamental) se conrma que las componentes armónicas que aparecen
en la distribución tiempo-frecuencia se deben, precisamente, a este tipo de avería.
Además, estas se distinguen de una manera muy clara gracias a la mejora que supone
emplear el tipo de ventana propuesto en la presente tesis.
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Figura 5.15: Distribución tiempo frecuencia obtenida del ensayo 1 para una máquina con
asimetría rotórica (superior) y una máquina que se conserva en las mismas condicione en las




En la tabla 5.2 se muestran las principales características del ensayo que se va
a analizar. Las características de este ensayo son similares a las del ensayo anterior
pero en este caso se ha utilizado un convertidor de frecuencia de distinta marca y
distinto tipo de control. La frecuencia de referencia en el convertidor de frecuencia se
va cambiando entre dos niveles, 20 y 25 Hz, con una rampa que dura 10 segundos
mientras que el nivel de carga se mantiene constante. Estos cambios en la frecuencia
así como la duración de la rampa, se utilizan para computar la ventana de análisis.
Tabla 5.2: Características del ensayo 2 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: Siemens Control: Vectorial
Captura de datos
Fmuestreo 100 kHz Tensayo 100s
Parámetros del ensayo
Rampa frecuencia: 20:25 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 70%
Parámetros de la ventana
ΩT 8 Ω/T (25− 20)/10
T 4 s Ω 2 Hz
Tal como se puede ver, en este caso la ventana de análisis cuenta con los mismos
parámetros que la utilizada en el 1 ensayo y que se muestra en la Figura 5.14. Lo que
se pretende en este ejemplo, es investigar la inuencia que tiene el tipo de control en
la distribución tiempo-frecuencia obtenida.
Finalmente en la Figura 5.16 se muestra el resultado de analizar la corriente
estatórica capturada durante el ensayo para, una máquina con asimetría rotórica y
una máquina que se conserva en las mismas condiciones en las que salió de fábrica. En
ella, se puede observar como para la máquina con asimetría rotórica, en la distribución
tiempo-frecuencia, aparecen una serie de componentes armónicas que discurren de
forma paralela a la componente fundamental y que en el análisis de la máquina que
sirve como patrón aparecen debidas a la inuencia del tipo de control pero de nivel
inferior. Se encuentran por debajo del umbral en el que se puede considerar la presencia
de fallo (<55dB). Tras computar las trayectorias que describirían las componentes de
fallo (a partir de la medida de velocidad y de la frecuencia fundamental) se conrma
que las componentes armónicas que aparecen en la distribución tiempo-frecuencia se
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deben, precisamente, a este tipo de avería. Además, estas se distinguen de una manera
muy clara gracias a la mejora que supone emplear el tipo de ventana propuesto en la
presente tesis.
Figura 5.16: Distribución tiempo frecuencia obtenida del ensayo 2 para una máquina con
asimetría rotórica (superior) y una máquina que se conserva en las mismas condicione en las




En la tabla 5.3 se muestran las principales características del ensayo que se va a
analizar. En este ensayo la frecuencia de referencia en el convertidor de frecuencia se
va cambiando entre dos niveles, 45 y 50 Hz, con una rampa que dura 10 segundos
mientras que el nivel de carga se mantiene constante. Estos cambios en la frecuencia
así como la duración de la rampa, se utilizan para computar la ventana de análisis.
Tabla 5.3: Características del ensayo 3 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: ABB Control: Escalar
Captura de datos
Fmuestreo 100 kHz Tensayo 100s
Parámetros del ensayo
Rampa frecuencia: 45:50 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 100%
Parámetros de la ventana
ΩT 8 Ω/T (25− 20)/10
T 4 s Ω 2 Hz
Tal como se puede ver, en este caso la ventana de análisis mantiene los mismos
parámetros que en los ensayos anteriores (Figura 5.14). Lo que se pretende con este
ensayo, es investigar la inuencia de trabajar en otro rango de frecuencias.
En la Figura 5.17 se muestra el resultado de analizar la corriente estatórica captu-
rada durante el ensayo para, una máquina con asimetría rotórica y una máquina que se
conserva en las mismas condiciones en las que salió de fábrica. En ella, se puede obser-
var como para la máquina con asimetría rotórica, en la distribución tiempo-frecuencia,
aparecen una serie de componentes armónicas que discurren de forma paralela a la
componente fundamental y que en el análisis de la máquina que sirve como patrón no
son apenas visibles. Tras computar las trayectorias que describirían las componentes
de fallo (a partir de la medida de velocidad y de la frecuencia fundamental) se conrma
que las componentes armónicas que aparecen en la distribución tiempo-frecuencia se
deben, precisamente, a este tipo de avería. Se observa como trabajando en un ran-
go distinto de frecuencias no tiene mayor inuencia pues se obtienen unos excelentes
resultados para estos análisis.
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Figura 5.17: Distribución tiempo frecuencia obtenida del ensayo 3 para una máquina con
asimetría rotórica (superior) y una máquina que se conserva en las mismas condicione en las




En la tabla 5.4 se muestran las principales características del ensayo que se va a
analizar. Este ensayo es similar al anterior pero, utilizándose un convertidor de frecuen-
cia y un tipo de control distinto. La frecuencia de referencia se va alternando entre
dos niveles, 45 y 50 Hz, con una rampa que dura 10 segundos mientras que el nivel
de carga se mantiene constante. Estos cambios en la frecuencia así como la duración
de la rampa, se utilizan para computar la ventana de análisis.
Tabla 5.4: Características del ensayo 4 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: Siemens Control: Escalar
Captura de datos
Fmuestreo 100 kHz Tensayo 100s
Parámetros del ensayo
Rampa frecuencia: 45:50 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 100%
Parámetros de la ventana
ΩT 8 Ω/T (25− 20)/10
T 4 s Ω 2 Hz
Tal como se puede ver, la ventana de análisis tiene las mismas propiedades que en
los ensayos anteriores (Figura 5.14). Lo que se pretende en este ejemplo, es investigar
la inuencia de trabajar en otro rango de frecuencias. Este ensayo, se realiza para
comprobar la inuencia que tiene el tipo de convertidor en el diagnóstico de la máquina.
Los resultados de este ensayo pueden ser comparados con los resultados del ensayo
3, pues las condiciones del ensayo son exactamente las mismas, lo único que se han
utilizado convertidores de distinto fabricante pero con el mismo tipo de control.
En la Figura 5.18 se muestra el resultado de analizar la corriente estatórica captu-
rada durante el ensayo para, una máquina con asimetría rotórica y una máquina que se
conserva en las mismas condiciones en las que salió de fábrica. En ella, se puede obser-
var como para la máquina con asimetría rotórica, en la distribución tiempo-frecuencia,
aparecen una serie de componentes armónicas que discurren de forma paralela a la
componente fundamental y que en el análisis de la máquina que sirve como patrón
también aparecen pero de un nivel considerablemente inferior y por debajo del um-
bral en el que se puede considerar la presencia de fallo (55dB). Tras computar las
trayectorias que describirían las componentes de fallo (a partir de la medida de veloci-
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dad y de la frecuencia fundamental) se conrma que las componentes armónicas que
aparecen en la distribución tiempo-frecuencia se deben, precisamente, a este tipo de
avería. Además, estas se distinguen de una manera muy clara gracias a la mejora que
supone emplear el tipo de ventana propuesto en la presente tesis. Si se comparan los
resultados obtenidos de este ensayo con los obtenidos en el ensayo 3, y el ensayo 1 con
el ensayo 2 se observa como el tipo de control que incluye el fabricante tiene cierta
inuencia en el diagnóstico de la máquina. Ya que, tal como puede observarse cuando
se utiliza el convertidor de la marca Siemens, se produce cierta amplicación de las
componentes de falta en la distribución tiempo-frecuencia obtenida con la máquina
que se mantiene en condiciones de fábrica. Esto quiere decir que, remarca, en cierto
modo, la propia asimetría inherente que tiene toda máquina. No obstante, no llega a
tener la inuencia suciente como para diagnosticar erróneamente la máquina.
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Figura 5.18: Distribución tiempo frecuencia obtenida del ensayo 4 para una máquina con
asimetría rotórica (superior) y una máquina que se conserva en las mismas condicione en las
que salió de fábrica.
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5.5.3.5 Ensayo 5
En la tabla 5.5 se muestran las principales características del ensayo que se va a
analizar. En este ensayo la frecuencia de referencia en el convertidor de frecuencia se
va cambiando entre dos niveles, 40 y 50 Hz, con una rampa que dura 10 segundos.
Por otro lado, este ensayo tiene, también, la particularidad de que el nivel de carga
también se va a ir variando en forma de rampa de 10 segundos de duración entre un
25 y un 75 % de la carga nominal. Estos cambios en la frecuencia así como la duración
de la rampa, se utilizan para computar la ventana de análisis.
Tabla 5.5: Características del ensayo 5 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: ABB Control: DTC
Captura de datos
Fmuestreo 100 kHz Tensayo 100s
Parámetros del ensayo
Rampa frecuencia: 40:50 Hz Tiempo rampa: 10 s
Carga: Rampa Nivel: 25 : 75 % cada 10 segundos
Parámetros de la ventana
ΩT 8 Ω/T (25− 20)/10
T 2.83 s Ω 2.83 Hz
En la Figura 5.19 se pueden observar las características de la ventana ψ0(T =
2,83s,Ω = 2,83Hz) generada. Esta ventana se muestra en el dominio del tiempo
(Figura 5.19 a) y en el dominio de la frecuencia (Figura 5.19 b) por separado. Además,
se incluye la distribución tiempo frecuencia de sí misma, tanto en dos dimensiones
(Figura 5.19 c) y en tres dimensiones (Figura 5.19 d) observándose claramente la
forma rectangular de sus átomos.
Finalmente en la Figura 5.20 se muestra el resultado de analizar la corriente
estatórica capturada durante el ensayo para, una máquina con asimetría rotórica y
una máquina que se conserva en las mismas condiciones en las que salió de fábrica. En
ella, se puede observar como para la máquina con asimetría rotórica, en la distribución
tiempo-frecuencia, aparecen una serie de componentes armónicas que discurren de
forma paralela a la componente fundamental y que no aparecen en la máquina que
sirve de patrón. Tras computar las trayectorias que describirían las componentes de
fallo (a partir de la medida de velocidad y de la frecuencia fundamental) se conrma
que las componentes armónicas que aparecen en la distribución tiempo-frecuencia se
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Figura 5.19: Ventana DPSS de orden cero ψ0(T = 2,83s,Ω = 2,83Hz) optimizada para
la representación del LSH del ensayos de la tabla 5.5 en el dominio del tiempo (a), en el
dominio de la frecuencia (b) y en el dominio tiempo-frecuencia en dos dimensiones (c) y en
tres dimensiones (d).
deben, precisamente, a este tipo de avería. Además, estas se distinguen de una manera
muy clara gracias a la mejora que supone emplear el tipo de ventana propuesto en la
presente tesis.
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Figura 5.20: Distribución tiempo frecuencia obtenida del ensayo 5 para una máquina con
asimetría rotórica (superior) y una máquina que se conserva en las mismas condicione en las




En este capítulo se ha remarcado la importancia que tiene el tipo de ventana
así como los parámetros de la misma en la calidad de los resultados obtenidos en
la distribución tiempo-frecuencia obtenida a partir de la STFT. En este capítulo de
la tesis se ha propuesto el uso de las funciones prolate esferoidal como ventanas de
análisis en el campo del diagnóstico de máquinas eléctricas pues son las óptimas en
cuanto a máxima concentración de energía para una duración y ancho de banda dadas.
Se han presentado las principales propiedades de dichas funciones y se han presentado
sendos criterios para seleccionar sus parámetros de manera óptima para el diagnóstico
de la máquina en función de las condiciones de funcionamiento de la máquina.
La validez de este tipo de ventana y del criterio propuesto para la selección de
sus parámetros se ha validado tanto de manera teórica, utilizando la señal sintética
del LSH así como de manera experimental con la corriente de una máquina de elevada
potencia instalada en una industria y con los ensayos realizados en el laboratorio.
Además, el criterio de selección de parámetros se ha validado, también, desde el punto
de vista de la entropía, demostrando que éste alcanzaba la menor entropía posible
en la distribución tiempo-frecuencia y por ende, la mayor concentración de energía,
reduciendo al máximo las interferencias que pudiesen aparecer y podrían difuminar el
espectrograma haciéndolo no válido para el diagnóstico de la máquina.
Con los ensayos de laboratorio se ha estudiado, además, la inuencia que tiene el
convertidor de frecuencia y el tipo de control en el diagnóstico de la máquina. Se ha
observado, como con el convertidor de la marca Siemens se remarca, en cierto modo,
la asimetría inherente de todo máquina sin llegar a ser determinante para establecer
un diagnóstico en falso de la misma. Por otro lado, se puede concluir que el tipo de
ventana propuesto arroja unos resultados excelentes en cuanto mejora sustancialmente




Propuesta para reducir los recursos
necesarios para el cálculo de la
distribución tiempo-frecuencia de la
corriente utilizada en el diagnóstico
de máquinas eléctricas rotativas
6.1 Introducción
Desde el punto de vista industrial, disponer de sistemas de diagnóstico en línea de
las máquinas eléctricas resulta crucial para poder establecer el plan de mantenimiento
adecuado evitando paradas inesperadas por avería que generarían ingentes pérdidas
económicas. Desde el punto de vista de equipamiento, lo ideal sería utilizar equipos
embebidos de bajo coste para poder extender su uso a una cantidad mayor de máquinas.
No obstante, estos equipos, a pesar de la rápida evolución y desarrollo que es-
tán experimentando, tienen una serie de limitaciones tales como escasa capacidad
de memoria (por ejemplo los DSPs de más elevadas prestaciones cuentan con 1MB
aproximadamente) y limitado poder de computación.
Otra tendencia, que está atrayendo un elevado interés es la de implementar es-
tás técnicas de diagnóstico en los propios equipos que se encargan del control de la
máquina, tales como los convertidores de frecuencia. Por tanto, los algoritmos de diag-
nóstico deben ser simples, precisos, compactos, rápidos y con escasos requerimientos
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de memoria, no sólo para que se puedan implementar en equipos embebidos, sino para
que, en el caso de ser implementados en los equipos de control de la máquina, no
intereran en la ejecución de su tarea principal.
El diagnóstico de la máquina debe ser un valor añadido del dispositivo, y no
convertirse en la tarea principal del equipo. Dicho de otra forma, la tarea de diagnóstico
debe ser ejecutada en un segundo plano y con la utilización de recursos lo más baja
posible de modo que esta tarea no inuya en la correcta ejecución de la tarea principal,
el control de la máquina.
Ahora bien, todos estos requisitos son difíciles de acometer con las técnicas actua-
les. Por ejemplo, para obtener una buena resolución espectral, que permita diferenciar
las componentes armónicas de fallo de otro tipo componentes, se puede utilizar un
tiempo de muestreo elevado. Esto, unido a elevadas frecuencias de muestro, genera
una elevada cantidad de datos que deben ser almacenadas y tratados en los propios
equipos lo que se traduce en equipos con elevada capacidad de memoria y poder
computacional. En el caso, de máquinas trabajando en régimen estacionario, se han
propuesto diversos avances para obtener el análisis espectral con menores requisitos
computaciones y de memoria, tales como el uso de la envolvente reducida de la co-
rriente estatórica [29], el operador de energía Teager-Kaiser [27,28] o la transformada
deslizante de Fourier [31], entre otras.
En el caso del diagnóstico en máquinas trabajando en regímenes no estacionarios
la dicultad es mayor. Las técnicas de diagnóstico son más complejas, y además, es
necesario añadir la dimensión temporal, lo que incrementa sustancialmente los requi-
sitos de memoria. En esta tesis se propone el uso de la transformada short frequency
time (SFTT) con el n de dar solución a estos problemas.
En las siguientes secciones se procederá a presentar la técnica propuesta, la SFTT,
teóricamente para posteriormente proceder a su validación experimental mostrando
las ventajas y mejoras conseguidas con esta técnica en contraposición a la utilizada
tradicionalmente, la STFT.
6.2 La transformada short time Fourier transform (STFT)
La STFT es la extensión natural del análisis de Fourier para el estudio de señales
no estacionarias [122]. La STFT de la corriente estatórica y de las vibraciones de
la máquina han sido extensivamente utilizadas para detectar, en régimen transitorio,
distintos tipos de averías [187], tales como cojinetes averiados [188], rotura de barras
rotóricas [189], entre otras.
Esta técnica utiliza una función ventana h(τ) centrada en el instante de tiempo
t para obtener una señal modicada st(τ) que enfatiza la señal s(τ) en el instan-
te t mientras que suprime la señal para otros tiempos. En otras palabras, la señal
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no-estacionaria, para un pequeño intervalo de tiempo puede considerarse como esta-
cionaria, y obtener las componentes frecuenciales existentes en ese periodo de tiempo.
Moviendo, la ventana a lo largo de la duración de la señal se obtendría, nalmente, la
distribución tiempo-frecuencia de la misma. Así pues, considerando
st(t) = s(τ)h(τ − t) (6.1)
la señal modicada puede considerarse como función de dos periodos
st(t) '
{
s(τ), si τ es próximo a t
0, si τ es lejano a t
(6.2)
De este modo, la transformada de Fourier de la señal modicada reejará la





e−jωτs(τ)h(τ − t)dτ (6.3)






Para cada instante distinto de tiempo la STFT obtiene un espectro diferente, y la
totalidad de dichos espectros constituye la distribución tiempo frecuencia de la señal,
P (t, ω).
6.3 La transformada short frequency time transform (SFTT)
Del mismo modo que la STFT enfatiza el estudio de las propiedades frecuenciales
para un determinado instante t, la SFTT permite estudiar las propiedades temporales
para una determinada frecuencia. Por tanto, en este caso, el espectro de la señal S(ω)
es recorrido por una ventana en el dominio de la frecuencia H(ω), y las propiedades
temporales para cada frecuencia se obtienen mediante la transformada inversa de






′tS(ω′)H(ω − ω′)dω′ (6.5)
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Entonces, teniendo en cuenta (6.3) y (6.5)
St(ω) = e
−jωtsω(t) (6.7)
Por tanto, se puede concluir que la STFT y la SFTT obtienen los mismos resul-
tados exceptuando el factor de fase e−jωt. No obstante, dado que la distribución es
el valor absoluto al cuadrado, el factor de fase e−jωt no tiene efecto y tanto la STFT
como la SFTT pueden ser utilizadas para obtener la distribución tiempo frecuencia,
P (t, ω)
P (t, ω) = |St(ω)|2 = |sω(t)|2 (6.8)
6.4 Método propuesto: Diagnosis de fallos en máquinas
eléctricas rotativas utilizando la SFTT
Tal como puede deducirse de las secciones 6.2 y 6.3 y tal como se ilustra en la
Figura 6.1 la misma distribución tiempo-frecuencia se puede obtener utilizando tanto
la STFT y la SFTT. Entonces, ¾cuál es el interés de aplicar la SFTT a la detección de
averías en máquinas eléctricas rotativas? Hablando en términos generales, en ambos
métodos se mueve una ventana o bien a lo largo del tiempo (STFT) o bien a lo largo
del espectro (SFTT) para obtener la distribución tiempo-frecuencia de la corriente. No
obstante, si se utiliza la STFT la ventana debe moverse a lo largo de toda la duración
de la señal para obtener la distribución tiempo-frecuencia, incluso si sólo se desea
conocer esta distribución en un ancho de banda limitado, lo cual no sería necesario
en el caso de utilizar la SFTT. De hecho, en el caso de la SFTT, la traslación de la
ventana puede limitarse al ancho de banda en el cuál tiene interés realizar el estudio.
Para claricar este hecho, se considera realizar la detección de la avería de una
máquina con rotura de barras en el rotor durante el arranque de la misma. Tal como, se
ha citado en secciones anteriores, en este caso, la componente armónica más estudiada
para la detección de este tipo de fallo y en estas condiciones de funcionamiento es
la LSH. La frecuencia de esta componente, durante el transitorio de arranque de la
máquina, varía desde la frecuencia de la fuente de alimentación (habitualmente 50
Hz para la mayoría de países europeos) hasta hacerse nula y volver a crecer hasta
situarse en su valor en el régimen estacionario que es cercano a la frecuencia de la
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Figura 6.1: Aplicación de la técnica propuesta, SFTT (izquierda) y aplicación de la STFT
(inferior) para obtener la distribución tiempo-frecuencia de la corriente (superior-derecha).
fuente de alimentación. Un ejemplo claro es la señal de LSH que se ha presentado en la
sección 3.1 de la presente tesis. En este caso, la SFTT podría limitarse a estudiar este
ancho de banda [0, falimentación]. De este modo, la ventana se movería, únicamente,
en este intervalo. Se obtendría, pues, una distribución tiempo-frecuencia limitada a
este ancho de banda que contiene la misma información, en términos de detección
de fallos, que la obtenida con la STFT en la que se requiere mover la ventana a lo
largo de toda la duración de la señal y se obtiene un espectrograma para un rango
mayor de frecuencias, en concreto la mitad de la frecuencia de muestreo. Con ello,
se conseguiría, por un lado, una sustancial reducción del número de traslaciones de
la ventana con la consecuente reducción del tiempo de procesado y, por otro lado,
una reducción importante en cuanto al tamaño de memoria necesario para almacenar
los resultados. Esto abre una puerta a poder implementar técnicas de diagnóstico en
línea en equipos de bajo coste tales como DSP y FPGA basadas en distribuciones
tiempo-frecuencia.
Visto de otra manera, recordando el proceso necesario para realizar la STFT, tal
y como se muestra en la Figura 6.2, para realizar esta transformada, se sitúa la ven-
tana al inicio de la señal, se multiplica la señal por la ventana, y se realiza la STFT
de la señal modicada. Con este resultado, se obtiene, la primera columna del espec-
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tograma. Así, se mueve la ventana y se vuelve a realizar el proceso hasta completar
el espectograma. No obstante, este espectograma contiene información acerca de las
componentes que aparecen en la señal desde los 0 Hz hasta la mitad de la frecuencia
de muestreo utilizada y que es, habitualmente, varios órdenes de magnitud superior
que las frecuencias de interés, es decir, el ancho de banda donde aparecen las com-
ponentes debidas al fallo. Por ello, se descarta gran parte de la información obtenida
para centrar el estudio en la distribución tiempo-frecuencia, pero limitada al rango
donde aparecerán las componentes armónicas relativas al fallo. Por tanto, aplicar esta
transformada es ineciente desde el punto de vista de rapidez y de uso de memoria.
Por un lado, la ventana se mueve a lo largo de todo lo que dura la señal y se tiene
que realizar tantas FFT como traslaciones de la ventana se realicen. Por otro lado,
requiere una elevada capacidad de memoria para almacenar una extensa cantidad de
memoria de la cual la gran parte será descartada por ser irrelevante para la realización
del diagnóstico y con el n de aligerar la densidad de datos a almacenar y/o tratar
en posteriores etapas ya sea en la toma de decisiones, realización de históricos y/o
grácos de tendencias, utilización en sistemas expertos, etc.
Figura 6.2: Resumen de los pasos necesarios para realizar la transformada STFT. Se sitúa la
ventana al inicio de la señal se realiza el producto de la ventana por la señal y se computa la
FFT del resultado. Este proceso se repite reiterativamente tras cada traslación de la ventana
hasta obtener el espectograma completo. Finalmente de este espectograma gran parte de la
información es eliminada por ser irrelevante para realizar el diagnóstico de la máquina (rojo)
y sólo es necesario realizar el estudio de una pequeña porción del espectograma (verde) .
En cambio, cuando se aplica el método propuesto en la tesis basado en la SFTT
se hace un uso más eciente de los recursos. Por un lado, el tiempo de cómputo se
reduce sustancialmente, pues únicamente se calcula la distribución tiempo-frecuencia
en el ancho de banda de interés lo que supone, además, un mejor aprovechamiento
de la memoria, ya que no se genera información irrelevante que deba ser almacenada,
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tratada o eliminada en pasos posteriores tal como si sucedía en el caso de utilizar la
STFT.
En la Figura 6.3 se puede ver el proceso necesario para obtener el espectograma si
se utiliza la SFTT. En primer lugar se computa el espectro de la corriente y un espectro
de la ventana (es importante remarcar que en este caso, únicamente se realiza una
FFT de la corriente mientras que en el caso de la STFT se calcula una FFT cada
vez que se realiza una traslación del espectro con la consiguiente reducción de las
necesidades de cálculo). Una vez computados ambos espectros, el de la corriente
y el de la ventana, se sitúa este último al inicio del ancho de banda en el que se
quiere estudiar el comportamiento de la corriente, y se realiza el producto de ambos
espectros, obteniéndose un espectro modicado que enfatiza las propiedades en un
intervalo de frecuencias dado. Seguidamente se reconstruye la señal a partir de este
espectro modicado, y se obtiene, una la de la distribución tiempo frecuencia a
calcular. En los siguientes pasos, se realiza la traslación del espectro de la ventana y
se repiten las mismas acciones. El proceso naliza una vez el espectro de la ventana
ha sido trasladado en el ancho de banda de interés para el diagnóstico de la máquina.
Finalmente, se obtiene una distribución tiempo frecuencia limitada al ancho de banda
que contiene la información relevante en lo que al diagnóstico de la máquina concierne.
Destacar que, al contrario que con la STFT, con la técnica propuesta (la SFTT)
únicamente se computa la información que es relevante para el diagnóstico no siendo
necesarias posteriores etapas para tratar, almacenar o eliminar información irrelevante
desde el punto de vista del diagnóstico de la máquina.
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Figura 6.3: Pasos para aplicar el método propuesto al diagnóstico de máquinas eléctricas
basado en la SFTT. En primer lugar (Paso 1) se obtiene el espectro de la señal. Seguidamente,
se sitúa la ventana de análisis (en el dominio de la frecuencia) al inicio del intervalo de
frecuencias de interés para el diagnóstico y se procede a la multiplicación del espectro de la
señal con el espectro de la ventana obteniéndose un espectro modicado a partir del cual
se reconstruye la se«al en el tiempo para las frecuencias dadas, es decir, se rellena una la
del espectograma. En los siguientes pasos (Paso 2...Paso n)se repiten estas acciones tras la
traslaci« de la ventana dentro del ancho de banda de estudio. Una vez se ha recorrido el ancho
de banda deseado, el proceso naliza y se obtiene un espectograma en el que únicamente se
incluye la información relevante en cuanto al diagnóstico de la máquina se reere.140
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6.5 Validación experimental
En las próximas secciones se procederá a la validación experimental del uso de
la SFTT para el diagnóstico de máquinas eléctricas. Además se realiza una análisis
comparativo con los resultados obtenidos mediante la STFT mostrando las ventajas
que aporta para poder ser implementada en dispositivos de bajo coste. Como ventana
de análisis se va a utilizar la función prolate esferoidal propuesta en esta tesis en el
capítulo 5.
6.5.1 Caso teórico: señal sintética del LSH debido a asimetría rotórica
La primera aplicación del método para demostrar su validez se va a realizar sobre
la señal sintética del LSH presentado en el punto 3.1 de la presente tesis. Esta señal fue
extraída del arranque de una máquina simulada considerando únicamente los armónicos
espaciales fundamentales de sus devanados. Esta fue muestreada durante T = 2s a
una frecuencia de muestreo F = 5kHz. Básicamente, el LSH es una señal sinusoidal
cuya frecuencia y amplitud varía constantemente dependiendo del deslizamiento. En
el inicio del arranque la frecuencia del LSH es igual a la frecuencia de alimentación,
f = 50Hz. A partir de este momento, tanto la amplitud como la frecuencia decrecen
hasta llegar al valor nulo cuando el deslizamiento vale s = 0,5. A partir de este punto,
la amplitud crece hasta alcanzar un máximo, para nalmente decrecer hasta alcanzar
su valor en el régimen permanente. Por otro lado, la frecuencia comienza a crecer hasta
alcanzar el valor que mantendrá durante el régimen permanente y que es cercano a la
frecuencia de alimentación. Por tanto, el rango de frecuencias de interés para realizar
el estudio es [0, 50]Hz.
Como ventana de análisis se va a utilizar la ventana Prolate optimizada para esta
señal y cuyos parámetros se computaron en el punto 5.5.1 de la presente tesis, es
decir, ψ0(T = 387ms,Ω = 20,85Hz). En la Figura 6.4 se muestran las distribuciones
tiempo-frecuencia obtenidas tanto se utiliza la STFT así como el método propuesto
basado en la SFTT. Tal como puede observarse el resultado es el mismo, independien-
temente, del tipo de análisis que se realice tal como se ha previsto en la introducción
teórica de ambas técnicas. No obstante existe una sustancial diferencia con respecto
al coste computacional y capacidad de memoria tal como puede verse en la tabla 6.1.
Los análisis comparativos mostrados en estas tablas, al igual que en las comparativas
que se realizan con los siguientes ensayos utilizados en la validación experimental del
método, se debe tener en cuenta que se los cálculos se han realizado utilizando el pro-
grama informático Matlab R2012 instalado en un ordenador personal cuyas principales
características son:
CPU: intel Core i7-2600K CPU, 3.40 GHz
Memoria RAM: 16 GB
141
Capítulo 6. Propuesta para reducir los recursos necesarios para el cálculo de la distribución
tiempo-frecuencia de la corriente utilizada en el diagnóstico de máquinas eléctricas rotativas
Figura 6.4: Distribución tiempo-frecuencia resultante del análisis utilizando la STFT en (a)
una vista 2-D y en (b) una vista 3-D y la distribución obtenida mediante el método propuesto,
SFTT, en (c) una vista 2-D y en (d) 3D.
Versión de Matlab: 8.0.0.783 (R2012b)
Tabla 6.1: Análisis comparativo del coste computacional y recursos de memoria utilizando la
STFT y la técnica propuesta SFTT
Análisis comparativo Reducción
(A) STFT (B) SFTT B/A (%)
Pasos 10000 101 1,01
Tiempo de cómputo (ms) 4230 49,44 1,17
Tamaño de memoria (kB) 726232 7543 1,04
Por un lado, si se observan el número de pasos necesarios para obtener la dis-
tribución tiempo frecuencia de la corriente en el ancho de banda de interés para el
diagnóstico de la máquina, se puede observar una sustancial reducción en el número
de pasos y, por consiguiente, en el tiempo de procesado necesario. Sabiendo que la
corriente se ha muestreado a F = 5Khz durante T = 2s, se han capturado un número
total de puntos, N , igual a
N = T · F = 2 · 5 · 103 = 104puntos (6.9)
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En el caso de aplicar la STFT la ventana se debe mover a lo largo de todos y cada
uno de estos puntos, que reejan el valor de la corriente capturado en un instante de
tiempo dado. Teniendo en cuenta que la ventana se mueve punto a punto, el número
de traslaciones o pasos que debe recorrer la ventana en el caso de utilizar la STFT es
de NSTFT = 104, con sus correspondientes 104 cálculos de la FFT, lo que ralentiza
mucho el proceso.
Contrariamente, en el caso de utilizar la SFTT sólo es necesario mover la ventana,
para obtener la información necesaria en cuanto al diagnóstico de la máquina, entre
0 y 50 Hz. Teniendo en cuenta que se ha muestreado la señal a F = 5kHz. Ello
quiere decir que se han capturado frecuencias en el rango [0, 50]kHz con un total de
N = 104 puntos, o lo que es lo mismo, una resolución en frecuencia, df = 0,5Hz.






De este modo, las frecuencias f = 0Hz y f = 50Hz se corresponden con los
puntos 0 y 100 del vector de frecuencias, respectivamente. Entonces, en la SFTT
bastará con mover la ventana entre los puntos [0, 100] de la corriente en el dominio
de frecuencia. Por tanto, el número de pasos necesarios para obtener la distribución
tiempo-frecuencia en el caso de utilizar la SFTT es de tan sólo, NSFTT = 101. Por
tanto, los resultados obtenidos con el método propuesto no sólo obtienen la misma
información (en términos de detección de averías por rotura de barras) que utilizando
la STFT sino que además suponen una reducción drástica tanto en número de pasos
y tan sólo se computa una única FFT con la consiguiente reducción del tiempo de
cómputo. Tal como se expone en la tabla 6.1, para computar obtener la distribución
tiempo frecuencia en el ancho de banda relevante para el diagnóstico de la máquina,
el tiempo de computo, si se utiliza el método propuesto, es un 99 % menor que si se
utiliza la STFT, pasando de necesitar algo más de 4 a aproximadamente 0.05 segundos.
En el caso del volumen de información tratado también se reduce drásticamente
con el método propuesto si se compara con la STFT. En este caso, el volumen de
información a tratar se reduce con el método propuesto a apenas el 1 % del que se
trabajaría con el la STFT. Visto de otra manera, la información relevante en lo que se
reere al diagnóstico puede ser almacenada en un tamaño de memoria correspondiente
al que se obtiene si se aplica el método propuesto, 7543kB. Por tanto, en el caso de
utilizar la STFT se debería tomar la decisión de que acción realizar con la información
restante. Por un lado, se podría optar por no hacer nada y almacenar y/o transmitir
al completo la información obtenida, lo que supondría un coste elevado de memoria,
inalcanzable en equipos de tratamiento de señal autónomos y que podría dar lugar a la
saturación de las líneas de transmisión en sistemas remotos. Por otro lado, si se toma
la decisión de reducir la información a la estrictamente necesaria para realizar las tareas
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de diagnóstico, es decir, al mismo tamaño que se obtiene con el método propuesto,
se deberían añadir acciones adicionales para tal n con el consiguiente aumento en el
tiempo de cómputo. En denitiva el método propuesto es más eciente pues obtiene
los mismos resultados para el diagnóstico de la máquina con un menor uso de recursos.
6.5.2 Caso práctico industrial: arranque máquina eléctrica rotativa de
elevada potencia
A continuación se va a proceder a estudiar la señal de arranque de la máquina de
elevada potencia que se presentó en el punto 3.2. Para ello se utiliza la ventana prolate
esferoidal de orden cero en el dominio de la frecuencia diseñada especialmente para
estas condiciones de funcionamiento en el punto 5.5.2, es decir, ψ0(T = 693ms,Ω =
11,55Hz).
En la Figura 6.5 se muestran los resultados obtenidos al aplicar la STFT y con
el método propuesto en la presente tesis, la SFTT. En esta gura se observa la iden-
tidad de los resultados en el ancho de banda de interés para el estudio de la avería
en la máquina indepedientemente de la técnica empleada, tal como se dedujo en la
introducción teórica. No obstante, si se comparan en términos de eciencia se obser-
va, nuevamente, como el método propuesto, alcanza unos resultados sustancialmente
mejores que con la tradicional STFT, tal como se muestra en el resumen presentado
en la tabla 6.2. Esta eciencia se consigue en dos aspectos fundamentalmente. Por un
lado, se reduce el número de pasos a realizar y, por tanto, el tiempo de cómputo. Para
obtener la información relevante para el diagnóstico de la máquina se pasa de necesi-
tar algo más de 2 minutos a apenas 1.5 segundos para computarla. Por otro lado, el
volumen de datos que se debe manejar se reduce drásticamente, pasando de tamaños
excesivamente elevados, algo más de 1GB con el método tradicional, STFT, a apenas
unos 155MB con el método propuesto, SFTT, iniciando, por tanto, la posibilidad de
ser utiliza como técnica de diagnóstico on-line de máquinas en entornos reales.
Tabla 6.2: Análisis comparativo del coste computacional y recursos de memoria utilizando la
STFT y la técnica propuesta SFTT
Análisis comparativo Reducción
(A) STFT (B) SFTT B/A (%)
Pasos 52440 410 0,78
Tiempo de cómputo (s) 123,36 1,52 1,23
Tamaño de memoria (kB) 1,55 · 107 155717 1
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Figura 6.5: Distribución tiempo-frecuencia generada por la corriente de la máquina de elevada
potencia durante el arranque de la misma aplicando la STFT (a) y aplicando el técnica
propuesta, la SFTT (b).
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6.5.3 Caso práctico laboratorio: ensayos realizados en el laboratorio
Este apartado se destina a la validación experimental del método propuesto me-
diante el uso de distintos ensayos realizados en el laboratorio. Análogamente a los
dos casos ya expuestos, en estos ensayos se comparan tanto de manera gráca como
en términos de uso de recursos los resultados obtenidos con la técnica propuesta, la
SFTT, y con los obtenidos con la tradicionalmente usada STFT. Además se expondrán
los parámetros de la ventana prolate esferoidal de orden cero utilizada en cada ensayo
y que se calculan según los criterios expuestos en el capítulo 5 de la presente tesis.
6.5.3.1 Ensayo 1
En la tabla 6.3 se muestran las principales características del ensayo que se va a
analizar. En este ensayo la frecuencia de referencia en el convertidor de frecuencia se
va cambiando entre dos niveles, 20 y 25 Hz, con una rampa que dura 10 segundos
mientras que el nivel de carga se mantiene constante. Estos cambios en la frecuencia
así como la duración de la rampa, se utilizan para computar la ventana de análisis.
Tabla 6.3: Características del ensayo 1 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: ABB Control: Escalar
Captura de datos
Fmuestreo 5 kHz Tensayo 10s
Parámetros del ensayo
Rampa frecuencia: 20:25 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 70%
Parámetros de la ventana
ΩT 8 Ω/T (25− 20)/10
T 4 s Ω 2 Hz
En la Figura 6.6 se muestra el resultado de analizar la corriente estatórica cap-
turada durante el ensayo utilizando la técnica propuesta y la STFT. En ella, se puede
observar como se obtienen los mismo resultados con ambas técnicas. Además gracias
a la medición de la velocidad se han podido computar las trayectorias que describirían
las distintas componentes de fallo y se han incluido también (en negro) en las guras
pudiéndose distinguir de una manera muy clara gracias a la mejora que supone emplear
el tipo de ventana propuesto en la presente tesis.
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Finalmente en la tabla 6.4 se muestra la comparativa en términos de uso de
recursos entre utilizar el método propuesto en la presente tesis, SFTT y el método
tradicionalmente utilizado STFT pudiéndose ver como el método propuesto es sustan-
cialmente más eciente.
Tabla 6.4: Análisis comparativo del coste computacional y recursos de memoria utilizando la
STFT y la técnica propuesta SFTT en el ensayo 1.
Análisis comparativo Reducción
(A) STFT (B) SFTT B/A (%)
Pasos 50000 351 0,7
Tiempo de cómputo (s) 121,05 1,13 0,93
Tamaño de memoria (kB) 1,76 · 107 124013 0,7
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Figura 6.6: Distribución tiempo-frecuencia generada por las corrientes medidas en el ensayo 1
aplicando el método tradicional, STFT (superior) y el método propuesto, la SFTT (inferior).
En negro, se han dibujado las trayectorias de las componentes armónicas de fallo correspon-
dientes a k = ±1,±2 calculadas a partir de la frecuencia de alimentación y de la velocidad




En la tabla 6.5 se muestran las principales características del ensayo que se va a
analizar. En este ensayo la frecuencia de referencia en el convertidor de frecuencia se
va cambiando entre dos niveles, 45 y 50 Hz, con una rampa que dura 10 segundos
mientras que el nivel de carga se mantiene constante. Estos cambios en la frecuencia
así como la duración de la rampa, se utilizan para computar la ventana de análisis.
Tabla 6.5: Características del ensayo 2 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: ABB Control: Escalar
Captura de datos
Fmuestreo 5 kHz Tensayo 10s
Parámetros del ensayo
Rampa frecuencia: 45:50 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 50%
Parámetros de la ventana
ΩT 8 Ω/T (50− 45)/10
T 4 s Ω 2 Hz
Tabla 6.6: Análisis comparativo del coste computacional y recursos de memoria utilizando la
STFT y la técnica propuesta SFTT en el ensayo 2.
Análisis comparativo Reducción
(A) STFT (B) SFTT B/A (%)
Pasos 50000 251 0,5
Tiempo de cómputo (s) 118,60 0,79 0,67
Tamaño de memoria (kB) 1,75 · 107 88214 0,5
En la Figura 6.7 se muestra el resultado de analizar la corriente estatórica cap-
turada durante el ensayo utilizando la técnica propuesta y la STFT. En ella, se puede
observar como se obtienen los mismo resultados con ambas técnicas. Además gracias
a la medición de la velocidad se han podido computar las trayectorias que describirían
las distintas componentes de fallo y se han incluido también (en negro) en las guras
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pudiéndose distinguir de una manera muy clara gracias a la mejora que supone emplear
el tipo de ventana propuesto en la presente tesis.
Finalmente en la tabla 6.6 se muestra la comparativa en términos de uso de
recursos entre utilizar el método propuesto en la presente tesis, SFTT y el método
tradicionalmente utilizado STFT pudiéndose ver como el método propuesto es sustan-
cialmente más eciente.
Figura 6.7: Distribución tiempo-frecuencia generada por las corrientes medidas en el ensayo 2
aplicando el método tradicional, STFT (superior) y el método propuesto, la SFTT (inferior).
En negro, se han dibujado las trayectorias de las componentes armónicas de fallo correspon-
dientes a k = ±1,±2 calculadas a partir de la frecuencia de alimentación y de la velocidad




En la tabla 6.7 se muestran las principales características del ensayo que se va a
analizar. En este ensayo la frecuencia de referencia en el convertidor de frecuencia se
va cambiando entre dos niveles, 40 y 50 Hz, con una rampa que dura 10 segundos
mientras que el nivel de carga se mantiene constante. Estos cambios en la frecuencia
así como la duración de la rampa, se utilizan para computar la ventana de análisis.
Tabla 6.7: Características del ensayo 3 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: ABB Control: Escalar
Captura de datos
Fmuestreo 5 kHz Tensayo 10s
Parámetros del ensayo
Rampa frecuencia: 40:50 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 100%
Parámetros de la ventana
ΩT 8 Ω/T (50− 40)/10
T 2.83 s Ω 2.83 Hz
Tabla 6.8: Análisis comparativo del coste computacional y recursos de memoria utilizando la
STFT y la técnica propuesta SFTT en el ensayo 3.
Análisis comparativo Reducción
(A) STFT (B) SFTT B/A (%)
Pasos 50000 341 0,68
Tiempo de cómputo (s) 117,37 1,10 0,94
Tamaño de memoria (kB) 1,78 · 107 121867 0,68
En la Figura 6.8 se muestra el resultado de analizar la corriente estatórica cap-
turada durante el ensayo utilizando la técnica propuesta y la STFT. En ella, se puede
observar como se obtienen los mismo resultados con ambas técnicas. Además gracias
a la medición de la velocidad se han podido computar las trayectorias que describirían
las distintas componentes de fallo y se han incluido también (en negro) en las guras
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pudiéndose distinguir de una manera muy clara gracias a la mejora que supone emplear
el tipo de ventana propuesto en la presente tesis.
Finalmente en la tabla 6.8 se muestra la comparativa en términos de uso de
recursos entre utilizar el método propuesto en la presente tesis, SFTT y el método
tradicionalmente utilizado STFT pudiéndose ver como el método propuesto es sustan-
cialmente más eciente.
Figura 6.8: Distribución tiempo-frecuencia generada por las corrientes medidas en el ensayo 3
aplicando el método tradicional, STFT (superior) y el método propuesto, la SFTT (inferior).
En negro, se han dibujado las trayectorias de las componentes armónicas de fallo correspon-
dientes a k = ±1,±2 calculadas a partir de la frecuencia de alimentación y de la velocidad




En la tabla 6.9 se muestran las principales características del ensayo que se va a
analizar. En este ensayo la frecuencia de referencia en el convertidor de frecuencia se
va cambiando entre dos niveles, 20 y 25 Hz, con una rampa que dura 10 segundos
mientras que el nivel de carga se mantiene constante. Estos cambios en la frecuencia
así como la duración de la rampa, se utilizan para computar la ventana de análisis.
Tabla 6.9: Características del ensayo 4 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: Siemens Control: Escalar
Captura de datos
Fmuestreo 100 kHz Tensayo 100s
Parámetros del ensayo
Rampa frecuencia: 20:25 Hz Tiempo rampa: 10 s
Carga: Constante Nivel: 35%
Parámetros de la ventana
ΩT 8 Ω/T (25− 20)/10
T 4 s Ω 2 Hz
Tabla 6.10: Análisis comparativo del coste computacional y recursos de memoria utilizando
la STFT y la técnica propuesta SFTT en el ensayo 4.
Análisis comparativo Reducción
(A) STFT (B) SFTT B/A (%)
Pasos 100000 3500 3,5
Tiempo de cómputo (s) 411s 19,58 4,7
Tamaño de memoria (kB) 1,82 · 106 125882 6,9
Este ensayo genera una extensa cantidad de datos, N = F · T = 107 puntos,
por lo que tanto calcular y almacenar la distribución tiempo frecuencia de este ensayo
resulta inasumible en ordenadores personales, y por tanto en peor situación se encon-
traría el uso de equipos de tratamiento de señal autónomos, independientemente de
si se utiliza la técnica tradicional, la STFT así como si se utiliza el método propuesto.
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Por tanto, en este ensayo se han empleado una soluciones intermedia que está amplia-
mente extendida en el campo del diagnóstico de máquinas eléctricas y que consiste en
realizar un decimado de la señal. En este caso se estudiará una muestra de cada 100.
Así pues en la Figura 6.9 se muestra el resultado de analizar la corriente estatórica (tras
la realización del decimado) utilizando la técnica propuesta y la tradicional STFT. En
ella, se puede observar como se obtienen los mismo resultados con ambas técnicas.
Finalmente en la tabla 6.10 se muestra la comparativa en términos de uso de recursos
entre utilizar el método propuesto en la presente tesis, SFTT y el método tradicional-
mente utilizado STFT pudiéndose ver como el método propuesto es sustancialmente
más eciente.
Figura 6.9: Distribución tiempo-frecuencia generada por las corrientes medidas en el ensayo 4




En la tabla 6.11 se muestran las principales características del ensayo que se va
a analizar. En este ensayo la frecuencia de referencia en el convertidor de frecuencia
se va cambiando entre dos niveles, 40 y 50 Hz, con una rampa que dura 10 segundos.
Por otro lado, en este ensayo tiene la particularidad que el nivel de carga también
variara en forma de rampa entre el 25 y el 75 % cada 10 segundos. Estos cambios en
la frecuencia así como la duración de la rampa, se utilizan para computar la ventana
de análisis.
Tabla 6.11: Características del ensayo 5 y parámetros de la ventana.
Características del convertidor de frecuencia
Marca: ABB Control: DTC
Captura de datos
Fmuestreo 100 kHz Tensayo 100s
Parámetros del ensayo
Rampa frecuencia: 40:50 Hz Tiempo rampa: 10 s
Carga: Rampas Nivel: 25:75% cada 10 s
Parámetros de la ventana
ΩT 8 Ω/T (50− 40)/10
T 2.83 s Ω 2.83 Hz
Tabla 6.12: Análisis comparativo del coste computacional y recursos de memoria utilizando
la STFT y la técnica propuesta SFTT en el ensayo 5.
Análisis comparativo Reducción
(A) STFT (B) SFTT B/A (%)
Pasos 100000 3500 3,5
Tiempo de cómputo (s) 411s 19,58 4,7
Tamaño de memoria (kB) 1,82 · 106 125882 6,9
Este ensayo, al igual que en el ensayo anterior, se genera una extensa cantidad
de datos, N = F · T = 107 puntos, por lo que tanto calcular así como almacenar
la distribución tiempo frecuencia de este ensayo resulta inasumible por lo que, de
nuevo, se ha empleado la solución intermedia consistente en realizar el decimado de la
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señal. En este caso se estudiará una muestra de cada 100. Así pues en la Figura 6.10 se
muestra el resultado de analizar la corriente estatórica (tras la realización del decimado)
utilizando la técnica propuesta y la tradicional STFT. En ella, se puede observar como
se obtienen los mismo resultados con ambas técnicas. Finalmente en la tabla 6.12
se muestra la comparativa en términos de uso de recursos entre utilizar el método
propuesto en la presente tesis, SFTT y el método tradicionalmente utilizado STFT
pudiéndose ver como el método propuesto es sustancialmente más eciente.
Figura 6.10: Distribución tiempo-frecuencia generada por las corrientes medidas en el ensayo




En este capítulo de la tesis se ha propuesto la utilización de la SFTT como método
de diagnóstico de máquinas eléctricas. Esta transformada, aunque es ampliamente
conocida en el campo del tratamiento de la señal, hasta la fecha no ha sido empleada
el campo del diagnóstico de máquinas.
En este capítulo ha quedado demostrado que el método propuesto obtiene los
mismos resultados que la STFT, en términos de diagnóstico de la máquina, pero
con un uso más eciente de los recursos disponibles. Esto se debe, precisamente, al
limitado ancho de banda en el que aparecen las componentes de fallo. Gracias a ello,
con la técnica propuesta, la ventana únicamente ha de moverse en este rango de
frecuencias reduciendo en gran medida el número de pasos a realizar. Por otro lado,
al contrario que con la STFT que se computan tantas FFT como traslaciones de la
ventana se realicen, con la técnica propuesta únicamente se computa una FFT. Ambos
hechos consiguen que el tiempo de cómputo se reduzca drásticamente para obtener la
distribución tiempo frecuencia.
En otro orden de cosas, tal como se ha visto, el volumen de información con el
que se trabaja es sustancialmente menor con el método propuesto en la tesis. Si se
comparan el volumen de información, ésta representa únicamente, entorno al 1 % del
tratado con la STFT si se utiliza el método propuesto en la tesis.
Estas dos mejoras, reducción del tiempo de cómputo y del volumen de información
tratado, abren la posibilidad a que esta técnica pueda ser implementada en dispositivos
autónomos de tratamiento de señal de limitado poder de cómputo y escasa capacidad
de memoria. Esto permitiría obtener distribuciones tiempo frecuencia de la corriente en
sistemas de diagnóstico on-line, abriendo su aplicación a un amplio abanico de nuevas
posibilidades y mejoras en el campo del diagnóstico de máquinas eléctricas.
Este método ha sido validado de manera experimental con una señal sintética
generada a partir de una simulación, con una corriente procedente de la medida de
una máquina de elevada potencia instalada en una instalación industrial. Finalmente,
para testear el método ante un amplio rango de condiciones de funcionamiento se
han utilizado distintos ensayos generados en el laboratorio. Por tanto, este método ha
demostrado ser válido ante un amplio rango de condiciones de funcionamiento y tipos






En la presente tesis, se ha propuesto dos importantes mejoras en el campo del diag-
nóstico de máquinas eléctricas rotativas trabajando en regímenes no estacionarios y
que se citan a continuación.
La primera propuesta presentada persigue mejorar la resolución de las distribucio-
nes tiempo-frecuencia y por ende, mejorar el proceso de toma de decisiones acerca del
estado de la máquina. Tal como se ha demostrado en los capítulos 4 y 5, la selección
del tipo de la ventana y de sus parámetros resulta crucial en la obtención de la dis-
tribución tiempo-frecuencia de la señal que se desea analizar. Lo que se ha propuesto
en esta tesis, es el uso de la ventana considerada óptima, por diversos autores, para
el análisis de señales no estacionarias y que, hasta la fecha, no había sido utilizada
en campo del diagnóstico de máquinas eléctricas rotativas. Esta ventana se constru-
ye con la función prolate esferoidal de orden cero y, con ella, se consigue la mayor
concentración de energía para una duración y ancho de banda determinado.
Además de las propiedades de dicha ventana y las ventajas de su uso frente a otras
ventanas, se ha propuesto, también, distintos criterios para seleccionar los parámetros
de la misma en función del tipo de funcionamiento de la máquina y el tipo de fallo a
detectar. En el caso de la presente tesis, la validez de esta ventana, la validez de los
criterios propuestos para la selección de sus parámetros y la sensibilidad del método, ha
sido demostrada tanto teóricamente así como mediante una validación experimental
para la detección de averías por rotura de barras. Esta validación se ha desarrollado
desde tres puntos de vista. En primer lugar se ha utilizado una señal sintética obtenida
de una máquina simulada. Posteriormente, se ha procedido a realizar su validación
utilizando la corriente de un motor de inducción de elevada potencia (donde este tipo
de fallos es más propenso a aparecer) obteniendo unos resultados óptimos. Finalmente,
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se ha validado utilizando los ensayos realizados en el laboratorio y bajo condiciones
controladas. Con estos últimos, se ha demostrado su validez para un amplío rango de
condiciones de funcionamiento que van desde la alimentación directa a la red como a
través de convertidores de frecuencia y con distintos tipos y niveles de carga.
Por otro lado, la segunda aportación de la tesis va encaminada a la mejora de los
métodos de diagnóstico en línea de máquinas eléctricas rotativas. El principal objetivo
es que puedan ser implementados en dispositivo electrónicos de tratamiento de señal
autónomos. Estos quedarían instalados en el mismo lugar en el que se emplace la
máquina eléctrica rotativa y vigilarían de manera continua el estado de la misma
indicando el momento en el que algún tipo de fallo apareciese en la misma. De este
modo, este fallo sería detectado con suciente antelación, previa a que supusiese la
interrupción del servicio por avería de la máquina, permitiendo planicar y realizar
las distintas acciones correctoras oportunas, lo que implicaría un importante ahorro
económico al no tener paradas inesperadas.
A pesar de las ventajas que este tipo de diagnóstico supone su proliferación en el
ámbito industrial es aun escasa. Las técnicas de diagnóstico basadas en el estudio de la
corriente estatórica de la máquina trabajando en el régimen transitorio son complejas y
precisan de elevados requisitos de computación y de memoria de trabajo. No obstante,
estos recursos, especialmente en lo que a memoria se reere, son muy limitados en los
equipos electrónicos de tratamiento de señal autónomos. Esto hecho esta limitando
en gran medida la implantación de las técnicas de diagnóstico en este tipo de equipos
y, por tanto, su proliferación en el ámbito industrial. Llegados a este punto, cabrían
destacar dos opciones. Por un lado, esperar a que la evolución tecnológica dote a estos
equipos de las capacidades necesarias para poder implementar este tipo de técnicas
de diagnóstico. O por el contrario, ir reduciendo los tiempos de espera y tratar de
optimizar las técnicas de diagnóstico para disminuir sus requisitos sin perder calidad
en el diagnóstico y poder ser implementadas en estos equipos.
En linea con esta segunda opción se ha propuesto la segunda mejora de esta tesis
basada en el uso de la SFTT para reducir los tiempos de computación y optimizar el uso
de memoria. Además, se emplea la ventana propuesta en la presente tesis por lo que,
al mismo tiempo, que se reducen los requisitos de computación se mejora la calidad
de los resultados obtenidos mejorando la resolución del espectrograma obtenido.
Finalmente, otra aportación de esta tesis es la generación de una base de datos
con los ensayos realizados. Estos ensayos se han realizado ante un amplio abanico
de condiciones de funcionamiento de la máquina y que están disponibles para ser
utilizados en futuras lineas de investigación para la validación de próximos avances en
el campo del diagnóstico de máquinas eléctricas.
En el momento del cierre de este texto se ha enviado un artículo a revista en el que
se pretende exponer uno de los principales resultados obtenidos en la presente tesis,
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en concreto el del uso de la ventana prolate. Las características del artículo (título,
autor) y la revista a la cual se ha enviado se citan a continuación.
Artículos enviados a revista
Optimized Spheroidal Prolate Wavelet Function As STFT Window for
Transient Motor Current Signature Analysis
Autores: J.M. Cortés-López, J. Burriel-Valencia, M. Pineda-Sánchez, J. Martinez-
Roman and A. Sapena−Baño.
En revisión en IEEE Transactions on Industrial Electronics. 15-TIE-3296
Por otro lado se encuentra en fase de elaboración y próximo a ser remitido a otra
revista cientíca otro artículo basado en la segunda mejora propuesta en la presente




Futuras líneas de investigación
Las propuestas realizadas en la presente tesis suponen un avance en el campo del
diagnóstico de máquinas eléctricas rotativas trabajando en regímenes no estacionarios
y, especialmente, en su implementación en dispositivos electrónicos de tratamiento de
señal autónomos. De este, el siguiente avance inmediato consistiría en su aplicación
real, es decir, en su implementación en un equipo electrónico de tratamiento de señal
autónomo. Sin embargo, además de esta posibilidad, del trabajo realizado en esta tesis
surge un amplio abanico de posibilidades que dan lugar a futuras investigaciones tales
como:
Las propuestas hechas en la tesis han demostrado ser validas teórica y expe-
rimentalmente para la detección de averías por rotura de barras. No obstante,
su total raticación pasaría por su aplicación a otros tipos de fallos, tales como
fallos en cojinetes, cortocircuitos entre espiras, etc así como su aplicación a otro
tipos de máquinas eléctricas rotativas como, por ejemplo, las máquinas con rotor
bobinado en las que, además, se podría emplear la corriente rotórica en lugar de
la corriente estatórica.
Combinar la técnica basada en la SFTT con otras técnicas, como por ejemplo,
el análisis del orden de armónico (HOTA) en el que se obtienen unos indicadores
claros de la presencia o ausencia del fallo y reducen sustancialmente el volumen
de información a ser analizado y/o transmitido. Por tanto, se reducirían, aún más,
los requisitos de memoria y mejorar, por tanto, su implementación en equipos
electrónicos de bajo coste y la transmisión de resultados en sistemas remotos.
Otro tipo de averías, especialmente las mecánicas, son detectadas con mayor
precisión con el uso de otro tipo de magnitudes destacando entre ellas las vi-
braciones. Los avances propuestos en la presente tesis no están limitados, úni-
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camente, al uso de la corriente, por lo que se podría expandir su utilización con
otro tipo de magnitudes y, en especial, a las vibraciones.
Otra tendencia reciente es el uso de osciloscopios de alta gama equipados con
software programable por el usuario para distintos nes. De hecho, se está en
conversaciones con fabricantes del sector interesados en la integración de las
técnicas propuestas en la presente tesis es sus equipos destinados al diagnóstico
de máquinas eléctricas rotativas.
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