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RF random forest nakljucˇni gozd
DT decision tree odlocˇitveno drevo
SVM support vector machine metoda podpornih vektorjev
MZSA maximum z-score among sha-
dow attributes
najvecˇja z-vrednost med kopi-
jami atributov
MAE mean absolute error srednja absolutna napaka
RMAE relative mean absolute error relativna srednja absolutna
napaka
RMSE root mean square error koren srednje kvadratne na-
pake
SHAP Shapley additive explanations Shapleyeve aditivne razlage

Povzetek
Naslov: Analiza cˇasa izdelave oglasov
Avtor: Miha Torkar
Spletno oglasˇevanje predstavlja cˇedalje vecˇji delezˇ celotnega oglasˇevanja, s
tem pa se razvijajo tudi razlicˇne platforme za izdelavo spletnih oglasˇevalskih
kampanj. Nasˇ cilj je bil ugotoviti, kateri atributi najbolj vplivajo na potre-
ben cˇas za izdelave kampanje na podlagi podatkov, ki nam jih je priskrbelo
podjetje Celtra d.o.o. Atribute ocenjujemo z RReliefF-om in Boruto, nato
zgradimo vecˇ regresijskih napovednih modelov in najuspesˇnejˇsega med njimi
razlozˇimo z uporabo metode SHAP. Ugotovimo, da na cˇas izdelave najbolj
vpliva sˇtevilo komponent oglasov v kampanji, sˇtevilo uporabnikov in to, ko-
liko dela na kampanji opravijo graficˇni oblikovalci.
Kljucˇne besede: nakljucˇni gozdovi, regularizacija Tihonova, metoda pod-
pornih vektorjev, odlocˇitveno drevo, RReliefF, Boruta, vrednosti Shapley,
Shapleyeve aditivne razlage, pomembnost atributov, oglasˇevanje.

Abstract
Title: Analysis of advert production time
Author: Miha Torkar
Online advertising amounts to an increasingly big share of all advertising.
Along with that, more and more different platforms for the production of
online advertising campaigns are being developed. Our goal is to find out,
which attributes most affect the necessary production time of online adver-
tising campaigns. We use the data about campaigns production provided by
Celtra d.o.o. We evaluate attributes with the use of RReliefF and Boruta,
then we build several different machine learning models for campaign pro-
duction time prediction. With the use of Shapley additive explanations, we
explain the most successful of our models. We find out that the number
of components used, the number of users, and the percentage of production
time done by graphic designers have the greatest impact on the production
time.
Keywords: random forests, ridge regression, support vector machine, deci-





Spletno oglasˇevanje predstavlja vedno vecˇji delezˇ celotnega oglasˇevanja in
vlozˇki vanj se vseskozi povecˇujejo. Ker pri takem nacˇinu oglasˇevanja ob-
staja cela kopica mozˇnosti, ki jih pri klasicˇnem oglasˇevanju ni (od prilagaja-
nja oglasa posameznemu uporabniku, do spreminjanja oglasa med kampanjo
samo...), je bilo zˇe mnogo spisanega o tem, kako zasnovati oglase, da bodo
dosegli vecˇji uspeh in kako na podlagi oglasa napovedati njegovo uspesˇnost.
Manj dela pa je je bilo opravljenih v smeri raziskovanja izdelave oglasov sa-
mih: koliko cˇasa potrebujemo za izdelavo posamezne oglasˇevalske kampanje
in kaj najbolj vpliva na dolzˇina cˇasa izdelave.
Vplive na cˇas izdelave lahko izmerimo tudi tako, da zgradimo in analizi-
ramo model, ki napoveduje cˇas izdelave. Transparentnost modelov pa hkrati
z razlago posameznih napovedi s pronicanjem strojnega ucˇenja v vsakda-
nje zˇivljenje postaja vedno pomembnejˇsa, saj ljudje zˇe po nasˇi naravi bolj
zaupamo napovedim, ki so utemeljene in razlozˇene. To je pomembno tudi
z legalnega vidika, saj dolocˇeni zakoni (npr. GDPR) zahtevajo, da je vsaka
odlocˇitev, ki je v celoti avtomatizirana in ima pravne ucˇinke ali znatne vplive,
ustrezno obrazlozˇena. Zaradi tega se je v zadnjih letih razvilo kar nekaj
metod, ki omogocˇajo razlago posameznih napovedi, te razlage pa so lahko




Izziv, s katerim smo se soocˇili, je bil, kako iz mnozˇice podatkov o izdelavi
oglasˇevalskih kampanj izlusˇcˇiti, kateri atributi najbolj vplivajo na dolzˇino
cˇasa, ki je bil porabljen za izdelavo. Ti podatki bi lahko bili uporabljeni za
svetovanje pri tem, kako cˇim hitreje izdelati ucˇinkovito oglasˇevalsko kampa-
njo, prav tako pa tudi za zmanjˇsanje dejavnikov, za katere bi ugotovili, da
podaljˇsujejo cˇas izdelave.
Cilj naloge je analizirati podatke o kampanjah, na teh podatkih zgra-
diti napovedne modele in nato razlozˇiti napovedi in s tem ugotoviti, kateri
dejavniki najbolj vplivajo na cˇas izdelave.
V 2. poglavju so opisane in nasˇtete metode strojnega ucˇenja, uporabljene
za napovedovanje cˇasa izdelave oglasov, metode ocenjevanja atributov, me-
toda razlage napovedi in nacˇini vrednotenja rezultatov. V 3. poglavju so
opisani in analizirani podatki, na katerih smo gradili modele in to, kako smo
podatke izbirali in preoblikovali. V 4. poglavju so predstavljeni dosezˇeni





Za napovedovanje dolzˇine cˇasa izdelave oglasˇevalske kampanje smo uporabili
4 razlicˇne modele: nakljucˇne gozdove, metodo podpornih vektorjev, regula-
rizacijo Tihonova in odlocˇitvena drevesa. Model odlocˇitvenega drevesa smo
uporabili kljub temu, da z njim ne dosegamo velike tocˇnosti, saj se ga da
lepo vizualizirati in iz tega razbrati pomembne atribute.
2.1.1 Nakljucˇni gozdovi
Metoda nakljucˇnih gozdov (angl. random forests) spada med odlocˇitvena
drevesa. Odlocˇitvena drevesa so metoda, pri kateri z razlicˇnimi algoritmi
zgradimo drevo, sestavljeno iz notranjih vozliˇscˇ, ki ustrezajo atributom, v
listih pa so umesˇcˇeni razredi. Cˇe gre pri tem za zvezen razred, govorimo o
regresijskih drevesih.
V vozliˇscˇih se nahajajo posamezni atributi, na podlagi vrednosti teh atri-
butov se nato odlocˇimo, po kateri odlocˇitveni poti bomo potovali. Pri dreve-
sih lahko namesto enega atributa v listih nastopa poljubna funkcija atributov.
Pri regresijskih drevesih je ta pogosto enaka linearni kombinaciji podmnozˇice
atributov.
Cilj metode nakljucˇnih gozdov je s pomocˇjo bagginga (Boostrap aggre-
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gating) izboljˇsati napovedno tocˇnost drevesnih modelov. Deluje tako, da
zgenerira zaporedje n odlocˇitvenih dreves (kjer je n parameter algoritma,
obicˇajno 100 ali vecˇ [3]), pri cˇemer vsako izmed dreves zgradimo posebej.
Pri tem izbiramo najboljˇsi atribut za posamezno vozliˇscˇe iz nakljucˇno gene-
rirane manjˇse podmnozˇice atributov. Po Breimannu [3] je sˇtevilo nakljucˇnih
atributov, ki vstopajo v izbor za posamezno vozliˇscˇe, enako log2N , pri cˇemer
je N sˇtevilo vseh atributov.
Vsako zgrajeno drevo se uporabi pri napovedi razreda sˇe nevidenega pri-
mera po metodi glasovanja, kjer ima vsako izmed njih en glas. Cˇe gre za
klasifikacijo, se primer klasificira v vecˇinski razred, v primeru regresije pa
se uporabi povprecˇno napovedano vrednost [5]. Metoda nakljucˇnih gozdov
prinasˇa mnoge izboljˇsave, med drugim vecˇjo robustnost in s tem dobro na-
povedno tocˇnost, nekoliko pa otezˇi preglednost in interpretacijo rezultatov
[3].
2.1.2 Metoda podpornih vektorjev
Metoda podpornih vektorjev (angl. Support Vector Machine, SVM) je me-
toda za klasifikacijo in regresijo, ki uporabi vse mozˇne atribute, tudi tiste
manj pomembne, nad katerimi nato zgradi model. Uporabna je predvsem
v primerih velikih mnozˇic primerov z veliko manj pomembnih atributov.
Osnovna ideja je, da v danem prostoru atributov (ti so lahko transformi-
rani) poiˇscˇemo optimalno hiperravnino. Pomanjkljivost metode je tezˇavnost
interpretacije naucˇenega [3].
Pri uporabi metode SVM v regresijske namene iˇscˇemo funkcijo f(x), ki
ima lahko najvecˇ ε odstopanja od ciljnega atributa za vsak primer v ucˇni
mnozˇici, pri cˇemer je ε parameter metode. Drugacˇe povedano: napake,
manjˇse od ε, zanemarimo, a hkrati ne dopusˇcˇamo napak, vecˇjih od ε. Cˇe
je ε enak 0, se napovedna funkcija povsem prilega ucˇni mnozˇici.
Cˇe imamo ucˇno mnozˇico {(x1, y1), ..., (xl, yl)}, xi ∈ Rn, yi ∈ R in funkcijo







pri pogojih yi − 〈w, xi〉 − b ≤ ε ∀i
〈w, xi〉+ b− yi ≤ ε ∀i
(2.1)
V praksi pogosto ne moremo poiskati ustrezne hiperravnine, zato uve-
demo dodaten parameter C > 0, ki predstavlja kaznovalni dejavnik in dolocˇa
kompromis med ”polozˇnostjo”f in tem, do koliko toleriramo, napake vecˇje
od ε.
Cˇe minimizacijski problem SVM prevedemo na njegov dual, lahko tako
resˇujemo tudi nelinearne funkcije [10].
2.1.3 Regularizacija Tihonova
Regularizacija Tihonova (angl. Ridge Regression) je metoda regularizacije
obicˇajne linearne regresije, ki je uporabna, ko imamo opraviti z multikoline-
arnostjo podatkov. Pri tem k obicˇajni kriterijski funkciji za linearno regresijo
dodamo sˇe cˇlen, ki nam onemogocˇa pretirano prilagajanje ucˇni mnozˇici. Kri-
terijska funkcija je nato izrazˇena v naslednji obliki:
min
w
(||Y −Xw||22 + α||w||22) (2.2)
kjer je α stopnja regularizacije. Ker pri regularizaciji ne uposˇtevamo mozˇnih
razlicˇnih skal vrednosti atributov, je pomembno, da so podatki standardizi-
rani.
2.2 Ocenjevanje atributov
Cilj naloge je bil ugotoviti, kateri atributi najbolj vplivajo na dolzˇino cˇasa
izdelava oglasˇevalske kampanje. Pomembnost atributov lahko ocenimo tudi
z raznimi metodami, ki ocenjujejo atribute. Metode ocenjevanja atributov
se delijo v tri skupine: filtrirne metode (angl. filter methods), ovojne metode
(angl. wrapper methods) in vgrajene metode (angl. embedded methods).
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Atribute smo ocenjevali z regresijskim ReliefF-om, ki spada med filtrirne
metode in Boruto, ki spada med ovojne metode.
2.2.1 Regresijski ReliefF
Algoritem ReliefF pri ocenjevanju kvalitete atributa ne predpostavlja neod-
visnosti posameznih atributov in s tem ne podcenjuje atributov, ki so sami
po sebi neinformativni, a lahko v kombinaciji s drugim atributom mocˇno pri-
spevajo k napovedni tocˇnosti. Osnovni algoritem RELIEF temelji na tem,
da za vsak ucˇni primer najde najblizˇjega soseda iz istega razreda (zade-
tek), ter najblizˇji primer iz nasprotnega razreda (pogresˇek). Na podlagi teh
sosedov nato ocenjuje posamezne atribute glede na njihovo zmozˇnost lokal-
nega razlocˇevanja razredov. Ker imamo pogosto opravka z velikimi ucˇnimi
mnozˇicami, bi bilo iskanje sosedov za vse ucˇne primere cˇasovno prezahtevno,
zaradi tega vpeljemo parameter m, s katerim dolocˇimo, na koliko nakljucˇno
izbranih primerih algoritem ocenjuje atribute.
Ker ima osnovni RELIEF nekaj pomanjkljivosti, slabsˇe deluje predvsem,
ko ima opraviti s sˇumnimi podatki ali neznanimi vrednostmi, poleg tega pa
ne deluje na vecˇrazrednih problemih, je bila razvita nadgradnja, algoritem
ReliefF [3]. Ta odpravlja vse prej navedene slabosti RELIEF-a.
Oba omenjena algoritma pa nista uporabna, ko imamo opravka z regre-
sijskim problemom, saj delujeta le pri klasifikacijskih problemih. Glavna
tezˇava je, da ne znata poiskati najblizˇjih sosedov, ko je napovedna vrednost
zvezna. Zaradi tega je bil razvit algoritem RReliefF (regresijski ReliefF) [3],
ki pri iskanju sosedov uporablja verjetnost, da primera pripadata razlicˇnim
razredom. Ta verjetnost je modelirana z relativno razdaljo med ciljnima
spremenljivkama dveh primerov [3].
2.2.2 Boruta
Boruta je algoritem za iskanje mnozˇice vseh pomembnih atributov, kar pred-
stavlja tezˇji problem kot iskanje najmanjˇse optimalne mnozˇice. Spada med
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ovojne metode ocenjevanja znacˇilk. Te iˇscˇejo najboljˇso podmnozˇico znacˇilk
na podlagi uspesˇnosti nekega modela. Pri Boruti se kot model uporabi na-
kljucˇne gozdove (od tod izhaja tudi ime, Boruta je namrecˇ eno izmed imen
boga gozdov v staroslovanski mitologiji).
Model nakljucˇnih gozdov nam zˇe sam po sebi daje podatke o pomemb-
nosti posameznih znacˇilk. Ti so izracˇunani kot izguba tocˇnosti, cˇe vrednosti
posamezne znacˇilke nakljucˇno permutiramo. Izguba je izracˇunana posamicˇno
za vsa drevesa v gozdu, ki za izgradnjo uporabijo opazovani atribut. Boruta
to ocenjevanje pomembnosti sˇe nekoliko dodela, sam algoritem lahko opiˇsemo
v naslednjih korakih [4]:
1. zacˇetne podatke razsˇirimo s kopijami vseh atributov (angl. shadow
attributes),
2. v vsakem izmed prej na novo dodanem atributov vrednosti nakljucˇno
premesˇamo med seboj,
3. na podatkih iz prejˇsnjega koraka izvedemo metodo nakljucˇnih gozdov
(za klasifikacijo ali regresijo) in izracˇunamo z-vrednosti vsakega izmed
atributov. Z-vrednost je izracˇunana kot povprecˇna izguba, deljena z
svojo standardno deviacijo in jo smatramo kot oceno pomembnosti atri-
buta,
4. med z-vrednostmi novo dodanih atributov poiˇscˇemo najvecˇjo (angl.
MZSA, maximum z-score among shadow attributes) in vse atribute,
ki so dosegli boljˇsi rezultat kot MZSA, kaznujemo s pribitkom,
5. za vsak atribut, ki sˇe ni bil oznacˇen kot (ne)pomemben, izvedemo dvo-
stranski test enakosti z MZSA,
6. atributi s pomembnostjo, znatno nizˇjo od MZSA, oznacˇimo kot nepo-
membne,
7. atribute s pomembnostjo, znatno viˇsjo od MZSA, oznacˇimo kot po-
membne,
8. odstranimo prej dodane kopije atributov,
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9. postopek ponavljamo toliko cˇasa, dokler nimamo vseh atributov opre-
deljenih kot pomembnih oz. nepomembnih ali pa ne presezˇemo prej
dolocˇenega sˇtevila iteracij.
Algoritem Boruta je osnovan na enaki ideji kot sami nakljucˇni gozdovi:
z dodajanjem nakljucˇnosti v sistem lahko ocenimo, kateri atributi so po-
membni in kateri ne. S tem, ko dodamo premesˇane kopije atributov in ostale
ocenjujemo na njihovi podlagi, dobimo jasnejˇso oceno, kateri atributi so tisti,
ki so zares pomembni [4].
2.3 Vrednotenje rezultatov
Rezultate smo vrednotili s pomocˇjo precˇnega preverjanja in treh razlicˇnih
mer za oceno uspesˇnosti.
2.3.1 Ocene uspesˇnosti
Za merjenje uspesˇnosti metod in kakovosti izbire atributov smo kot mere
za vrednotenje uporabljali srednjo absolutno napako (angl. mean absolute
error, MAE), koren srednje kvadratne napake (angl. root mean square error,
RMSE) in relativno srednjo absolutno napako (angl. relative mean absolute
error, RMAE).
Relativna srednja absolutna napaka
Ker sta velikosti tako MAE kot RMSE odvisni od razpona vrednosti napove-
dne funkcije, je smiselno vpeljati mero, ki nam napako podaja v relativnem









i=1 |f(i)− f¯ |
=
n ∗MAE
|f(i)− f¯ | (2.3)
in nam omogocˇa razumljivejˇsi vpogled v uporabnost napovedi, saj do-
bljeno napako normalizira z napakami, ki bi jih dobili, cˇe bi vsem nevidenim
primerom pripisali kar povprecˇno vrednost ciljnega atributa [3].
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2.4 Razlaga napovednih modelov
Razlaga napovedi nekega modela je pogosto vsaj tako, cˇe ne celo sˇe bolj
pomembna kakor sama tocˇnost napovedi. To sˇe posebej velja na podrocˇju
financ, medicine in sˇe kje, kjer strokovnjaki pogosto tezˇko sprejmejo napovedi
brez obrazlozˇitve.
Vecˇina razlagalnih metod je vezana na sam napovedni model in tako ne
morejo biti posplosˇene na drugacˇnem modelu. Poleg tega pogosto najvecˇjo
napovedno tocˇnost dosezˇemo s kompleksnejˇsimi modeli, ki pa jih je obicˇajno
tezˇko interpretirati. Zaradi tega smo mnogokrat soocˇeni z izbiro med inter-
pretabilnostjo in tocˇnostjo modela.
V izogib temu je bilo razvitih vecˇ metod razlage modelov, ki model obrav-
navajo kot cˇrno sˇkatlo in tako delujejo na kateremkoli modelu. Ena izmed
bolj razsˇirjenih metod je uporaba vrednosti SHAP (SHapley Additive exPla-
nations), saj ima mocˇno teoreticˇno ozadje iz teorije iger.
2.4.1 Odlocˇitveno drevo
Eden najpreprostejˇsih nacˇinov ugotavljanja, kateri atributi so pomembnejˇsi,
je, cˇe kot model uporabimo odlocˇitveno drevo, saj je to enostaven model
in ga lahko hitro interpretiramo. Viˇsje v drevesu kot se nahaja vozliˇscˇe z
atributom, pomembnejˇsi je atribut. Pri preprostem odlocˇitvenem drevesu je
vizualizacija in s tem interpretacija hitra in enostavna.
2.4.2 SHAP
Shap je metoda za razlago posameznih napovedi, ki pa jo lahko uporabimo
tudi za razlago celotnih modelov. Temelji na ideji, da problem predstavimo
v jeziku teorije iger, kjer nato uporabimo vrednosti Shapley. Dokazano je
bilo, da razlage, dobljene s to metodo, povecˇajo nasˇe razumevanje modela
[12] in se skladajo s cˇlovesˇko intuicijo [7].
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Vrednosti Shapley
Izracˇun vrednosti Shapley je metoda iz koalicijske teorije iger, katere namen
je dobicˇek pravicˇno porazdeliti med vse igralce. Imamo koalicijo n igralcev,
oznacˇeno s S, ki ima neko vrednost oz. dobicˇek s. Poleg tega moramo poznati
tudi, koliko je vredna vsaka podmnozˇica (koalicija) igralcev. f je funkcija, ki
nam za vsako izmed takih koalicij napove njeno vrednost. Vrednost Shapley
posameznega igralca je njegov doprinos k dobicˇku, uravnotezˇen in sesˇtet
preko vseh mozˇnih koalicij. Za igralca i iz koalicije S je formula izracˇuna




|Q|!(|S| − |Q| − 1)
|S|! (fQ∪{i}(x)− fQ(x)) (2.4)
Vrednost Shapley je edina metoda, ki zadosˇcˇa lastnostim ucˇinkovitosti
(angl. efficiency), simetrije (angl. symmetry), neuporabnosti (angl. dummy)
in aditivnosti. Te lastnosti lahko dojemamo kot definicijo pravicˇne razpore-
ditve dobicˇka [8].
Za izracˇun vrednosti Shapley enega samega atributa bi po formuli 2.4
tako potrebovali obravnavati vse mozˇne koalicije (oz. mnozˇice) atributov z in
brez tega opazovanega atributa, kar pa z narasˇcˇanjem sˇtevila atributov hitro
postane racˇunsko zelo zahtevno. Zaradi tega se vrednosti obicˇajno ocenjuje
z aproksimacijskimi algoritmi. Ena izmed mozˇnosti je uporaba vzorcˇenja







pri cˇemer je N vnaprej izbran parameter, xn+i primer, kjer je nakljucˇno
sˇtevilo atributov brez opazovanega atributa i zamenjano z vrednostmi nekega
drugega primera (npr. vektorja z) iz ucˇne mnozˇice. xn−i pa je skoraj enak
primer kot xn+i, s to razliko, da je tu z vrednostjo iz vektorja z zamenjan tudi
opazovani atribut i.
Cˇe vrednost napovedi interpretiramo kot dobicˇek, vrednosti posameznih
atributov pa kot igralce, lahko preko vrednosti Shapley ugotovimo, kako in
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koliko je posamezen atribut prispeval h koncˇni napovedi. Metodo lahko upo-
rabimo pri klasifikacijskih in regresijskih problemih.
Prednosti vrednosti Shapley, uporabljenih za razlago modelov, so zago-
tovo trdno teoreticˇno ozadje in to, da je razlika med opazovano in povprecˇno
napovedjo pravicˇno razporejena med vse atribute (lastnost ucˇinkovitosti).
Med slabosti lahko uvrstimo veliko racˇunsko zahtevnost, to da za razlago
sam model ni dovolj, temvecˇ potrebujemo podatke (lahko jih sicer nakljucˇno
generiramo in opazujemo spremembe izhoda modela) in tudi to, da vrednosti
ne moremo uporabiti za napovedovanje spremembe napovedi, cˇe spremenimo
vhodne atribute [8].
Vrednosti SHAP (SHapley Additive exPlanations)
Metodo za razlago napovedi SHAP sta leta 2016 predlagala Lundberg in Lee.
Zdruzˇuje 6 razlicˇnih metod: tri metode ki temeljijo na vrednosti Shapley, ki
sta jo prva predlagala Sˇtrumbelj in Kononenko leta 2010 [11], metodo LIME,
metodo DeepLIFT in metodo sˇirjenja ustreznosti po nivojih (angl. Layer-
Wise Relevance Propagation). Zaradi tega se SHAP oznacˇuje kot enoten
okvir (angl. unified framework) [7].
Ker se metoda v precejˇsnji meri naslanja na vrednosti Shapley, ki imajo
trdne teoreticˇne temelje, ima tudi metoda SHAP dolocˇene zazˇeljene lastnosti:
lokalno tocˇnost (angl. local accuracy) lastnost ekvivalentna ucˇinkovitosti
pri vrednostih Shapley. Cˇe imamo napovedni model f in opazujemo
primer x, lastnost lokalne tocˇnosti zahteva od razlagalnega modela g,
da vsaj dosega napovedano vrednost f za poenostavljen vhod x′:






lastnost odsotnosti (angl. missingness) pravi, da ima manjkajocˇi atri-
but vpliv ocenjen z 0. x′j se nanasˇa na koalicije, kjer z 0 oz. 1
oznacˇujemo prisotnost oz. odsotnost vrednosti atributa:
x′j = 0→ φj = 0 (2.7)
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doslednost (angl. consistency) pravi, da cˇe se spremeni napovedni mo-
del tako, da se povecˇa ali ostane enak tudi robni prispevek nekega
atributa, potem se povecˇa ali ostane enaka tudi vrednost SHAP tega
atributa. Naj velja fx(z
′) = f(hx(z′)), potem za katerakoli dva modela
f in f ′ velja:
f ′x(z
′)− f ′x(z′\j) ≥ fx(z′)− fx(z′\j) −→ φj(f ′, x) ≥ φj(f, x) (2.8)
Postopek razlage napovedi z uporabo metode SHAP je prikazan na sliki 2.1.
SHAP sam model obravnava kot cˇrno sˇkatlo in s spreminjanjem vhodov v
model oceni vplive posameznih atributov za vsako napoved posebej. Te ocene
lahko tudi zdruzˇujemo in tako dobimo globalno oceno vpliva atributov.
Slika 2.1: Shema delovanja metode SHAP, to je osnovna ideja, ki deluje
na kateremkoli modelu, razvite so tudi razlicˇice, ki delujejo le na dolocˇenih
modelih (npr. TreeSHAP, DeepSHAP). Vir: [6]
.
Primer razlage posamezne napovedi je prikazan na sliki 2.2. Vrednosti
SHAP so predstavljene kot ’sile’, ki dvigajo oz. nizˇajo napovedano vrednost
od osnovne vrednosti (angl. base value). Osnovna vrednost je enaka pov-
precˇni napovedi modela, kar je enako napovedani vrednosti, cˇe ne poznamo
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Slika 2.2: Razlaga napovedi verjetnosti z metodo SHAP, da igralec opazo-
vanega mosˇtva prejme nagrado igralec tekme. V tem primeru je ta enaka
0.7, najbolj jo zviˇsuje sˇtevilo danih zadetkov ekipe (Goal Scored), znizˇuje pa
nizka posest zˇoge (Ball Possession). Osnovna vrednost je priblizˇno enaka 0.5,
kar je povsem logicˇno: cˇe ne poznamo nobenih podatkov o tekmi, je verje-
tnost, da je nagrado igralec tekme osvojil igralec opazovane ekipe, enaka 0.5.
Vir: [2]
.
vrednosti nobenega izmed atributov oziroma cˇe bi kot koalicijo atributov
vzeli prazno mnozˇico. Na sliki so rozˇnato obarvane pusˇcˇice tistih atributov,
ki napovedano vrednost zviˇsujejo, modro pa tiste, ki jo znizˇujejo. Daljˇsa kot
je pusˇcˇica, vecˇji vpliv je imel doticˇni atribut na napoved (oz. vecˇja je njegova
vrednost SHAP, absolutno gledano).
Metoda SHAP ima mnoge dobre lastnosti, med drugim trdno teoreticˇno
ozadje v vrednostih Shapley, zdruzˇuje vecˇ razlicˇnih metod iz razlage mo-
delov, poleg tega pa tudi ponuja globalno razlago pomembnosti atributov,
ki je skladna z lokalnimi razlagami za vsako napoved posebej. Med slabo-
sti lahko uvrstimo relativno pocˇasnost osnovnega algoritma KernelSHAP, ki
ravno tako zapostavi mozˇne odvisnosti med posameznimi atributi. So pa prej
omenjene slabosti odpravljene v nekaterih metodah SHAP, ki se osredotocˇajo
na tocˇno dolocˇen model (npr. TreeSHAP). Hkrati se pomanjkljivosti vredno-
sti Shapley prenesejo tudi na vrednosti SHAP [8].
Poleg tega je slabost razlage modelov z uporabo vrednosti SHAP tudi to,
da je mogocˇe pristranske modele spremeniti tako, da sta model in napoved





Podatke o oglasˇevalskih kampanjah nam je priskrbelo podjetje Celtra d.o.o.
Podatki so bili locˇeni na podatke o 6052 kampanjah (tabela CAMPAIGNS),
podatke o 278 uporabniˇskih racˇunih (tabela ACCOUNTS), 2772 uporabnikih
(tabela USERS), 33653 vnosov o delu uporabnika na neki kampanji (tabela
USER CAMPAIGN), ter podatke o 21595 posameznih oglasih (tabela CREA-
TIVES), ki so bili izdelani v okviru oglasˇevalskih kampanj. Vsi prej navedeni
podatki so anonimizirani in podani v posamicˇni .tsv datoteki. Tabele so med
seboj povezano preko enolicˇnih identifikatorjev, kakor je prikazano na sliki
3.1.
Ker je vseh zacˇetnih atributov 39, so v tem delu opisani le pomembnejˇsi,
ostali pa v prilogi. Prav tako je pri vsakem tipu podatkov podan tudi primer.
3.1.1 Tabela ACCOUNTS
V tej datoteki so podatki o vsakem uporabniˇskem racˇunu podane v naslednjih
atributih: BUSINESSTYPE, SENIORITY in LIVECAMPAIGNS:
BUSINESSTYPE je podatek, v kaksˇno kategorijo strank spada uporabniˇski
racˇun, zavzame lahko 7 razlicˇnih vrednosti: Group01, Group02, Group03,
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Slika 3.1: Shema tabel, vsaka oglasˇevalska kampanja je izdelana iz enega
samega uporabniˇskega racˇuna, na kampanji pa lahko dela vecˇ uporabnikov.
Prav tako ima vsaka kampanja vecˇ razlicˇnih oglasov.
ACCOUNTID BUSINESSTYPE SENIORITY LIVECAMPAIGNS
128 20850583087936870 Group06 1160 89
82 8482226141011704634 Group01 1485 23
207 4028329906018804333 Group06 1016 43
107 4182455790959736601 Group06 2518 202
Tabela 3.1: Primer podatkov iz tabele ACCOUNTS.
Group04, Group05, Group06 in Group07,
SENIORITY je podatek, ki nam pove, pred koliko cˇasa je bil ustvarjen
uporabniˇski racˇun,
LIVECAMPAIGNS je podatek, ki predstavlja sˇtevilo zˇe izdelanih kam-
panj pri posameznem uporabniˇskem racˇunu.
V tabeli 3.1 je prikazan del podatkov iz tabele ACCOUNTS, na sliki 3.2
pa porazdelitvi vrednosti atributov BUSINESSTYPE in LIVECAMPAIGNS.
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Slika 3.2: Porazdelitev vrednosti atributov BUSSINESTYPE in LIVECAM-
PAIGNS. Vidimo, da je vecˇina racˇunov spada v skupino Group06, atribut
LIVECAMPAIGNS pa je z redkimi izjemami manjˇsi od 500.
USERID MAINROLE ISSPECIAL EXPERIENCE
1757 7958988414799770685 role5 1 54
2460 -8482492869526065748 role4 0 0
1044 -2174403928143626364 role1 0 0
2638 -2746145760114087416 role1 0 28
Tabela 3.2: Primer podatkov iz tabele USERS.
3.1.2 Tabela USERS
V tej datoteki imamo zbrane podatke o posameznih uporabnikih, ki se raz-
likujejo po atributih: MAINROLE, ISSPECIAL in EXPERIENCE:
MAINROLE je podatek, ki nam pove, kaksˇna je glavna vloga uporabnika
pri produkciji oglasa. Zavzame lahko 6 razlicˇnih vrednosti: role1, role2,
role3, role4, role5 in role6,
ISSPECIAL je binariziran atribut, ki nam pove, ali ima uporabnik poseben
status. Izmed 2772 uporabnikov je takih le 175,
EXPERIENCE je atribut, ki ocenjuje izkusˇenost posameznega uporab-
nika.
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Slika 3.3: Porazdelitev vrednosti atributov MAINROLE in EXPERIENCE.
Kar 75% uporabnikov ima atribut EXPERIENCE manjˇsi od 33, pri atributu
MAINROLE pa prevladuje oznaka role5, medtem ko je uporabnikov z oznako
role3 zelo malo.
CAMPAIGNID USERID TIMESPENTSHARE
4768 -1016457575432266052 1067955823392765573 0.012627
5222 -4213687162467334328 4466769680807224214 0.003337
29353 -8173666293580945142 -5176477536269901272 0.032236
26194 -6214059931786418041 -7203712850631963848 0.000021
Tabela 3.3: Primer podatkov iz tabele USER CAMPAIGN.
V tabeli 3.2 je prikazan del podatkov iz tabele USERS, na sliki 3.3 pa sta
prikazani porazdelitvi vrednosti atributov MAINROLE in EXPERIENCE.
3.1.3 Tabela USER CAMPAIGN
Tu imamo zbrane podatke, ki uporabnike povezujejo z delom na posameznih
oglasˇevalskih kampanjah. Poleg identifikatorjev je tu edini atribut TIME-
SPENTSHARE:
TIMESPENTSHARE je podatek, ki nam pove, koliko cˇasa, gledano re-
lativno na ostale uporabnike pri isti kampanji, je uporabnik namenil
posameznemu delu na oglasˇevalski kampanji. Na sliki 3.4 je prikazana
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Slika 3.4: Porazdelitev vrednosti atributa TIMESPENTSHARE, vidimo, da
posamezen uporabnik na kampanji vecˇinoma prebije manj kot 20% cˇasa,
porabljenega za izdelavo celotne kampanje.
porazdelitev vrednosti tega atributa.
V tabeli 3.3 je prikazan del podatkov iz tabele USER CAMPAIGN.
3.1.4 Tabela CREATIVES
V tej tabeli so podatki o posameznih oglasih, ki so bili ustvarjeni za namene
oglasˇevalskih kampanj. Atributi so CREATIVEPRODUCTMAPPED, CRE-
ATIVEFORMAT, CREATIVECOMPLEXITYRANK, NUMSIZES, NUM-
COMPONENTS, IMPRESSIONS, LOADEDIMPRESSIONS, RENDERE-
DIMPRESSIONS in ENGAGEMENTRATE:
CREATIVEPRODUCTMAPPED je atribut, ki lahko zavzame le 3 vre-
dnosti in sicer DISPLAY, VIDEO ali SOCIAL. Pove nam, za kaksˇno
vrsto oglasa gre,
CREATIVEFORMAT nam pove, za kaksˇno obliko oglasa gre, zavzame
lahko 33 razlicˇnih vrednosti (vse so zapisane v tabeli 3.5) s tem, da se


























Tabela 3.5: Mozˇne vrednosti, ki jih lahko zasede atribut CREATIVEFOR-
MAT.
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CREATIVECOMPLEXITY je atribut, ki lahko zavzame vrednosti med
1 in 9, ter predstavlja kompleksnost posameznega oglasa,
NUMSIZES je atribut, ki ponazarja sˇtevilo velikosti oglasa,
NUMCOMPONENTS je atribut, ki nam pove sˇtevilo komponent izdela-
nega oglasa.
V tabeli 3.4 je prikazan del podatkov iz tabele CREATIVES.
3.1.5 Tabela CAMPAIGNS
Tukaj so zbrani podatki o posameznih oglasˇevalskih kampanjah, med njimi
tudi nasˇ ciljni atribut CAMPAIGNPRODCUTIONTIME. Preostali atributi





IMPRESSIONS je podatek, ki nam pove, koliko klikov je dosegla oglasˇevalska
kampanja,
DURATION je podatek, ki nam pove, koliko cˇasa je trajala kampanja,
UNIVERSALCREATIVES je atribut, ki predstavlja sˇtevilo univerzalnih
oglasov, ki so bili ustvarjeni za potrebe kampanje,
PRODUCTIONVALUE je atribut, ki ocenjuje produkt, zavzema vredno-
sti med 1 in 42.3,
ISUNIVERSAL je binaren atribut povezan z atributom UNIVERSAL-
CREATIVES, ki nam pove, ali so bili za potrebe oglasˇevalske kampanje
ustvarjeni kaksˇni univerzalni oglasi,
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decil 1 2 3 4 5 6 7 8 9
vrednost 6.86 14.02 23.31 38.00 57.00 82.91 122.15 185.91 335.80
Tabela 3.6: Decili atributa CAMPAIGNPRODUCTIONTIME.
CAMPAIGNPRODUCTIONTIME je nasˇ ciljni atribut in nam pove,
koliko cˇasa je bilo porabljenega za izdelavo posamezne oglasˇevalske
kampanje. Podan je v minutah in zavzema vrednosti med 0 in 5547, s
tem da je pri veliki vecˇini kampanj manjˇsi od 150. Takih je kar 75%
kampanj. Porazdelitev vrednosti atributa je prikazana na sliki 3.5, v
tabeli 3.6 pa je prikazana razporeditev po decilih.
Slika 3.5: Porazdelitev vrednosti atributa CAMPAIGNPRODUCTION-
TIME, skupaj z decili vidimo, da je pri zelo malo oglasˇevalskih kampanjah
cˇas izdelave daljˇsi od 350 minut.


















DYNAMICPRODUCTS DC 07 NaN
MOSTUSEDDCOPRODUCT DC 07 NaN
Tabela 3.7: Primer podatkov iz tabele CAMPAIGNS, v prvem primeru so pri
izdelavi uporabljali tudi dinamicˇne izdelke (atributa DYNAMICPRODUCTS
in MOSTUSEDPRODUCT), medtem ko jih v drugem niso.
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3.2 Izbira in obdelava podatkov
3.2.1 Manjkajocˇe vrednosti
Manjkajocˇe vrednosti so se pojavljale le pri podatkih o posameznih oglasih,
pa sˇe tukaj je bilo manjkajocˇih podatkov relativno malo (manj kot 5%),
kar je lepo razvidno tudi na sliki 3.6. Kako smo ravnali s posameznimi
Slika 3.6: Primeri manjkajocˇih vrednosti pri podatkih o oglasih, ki jih pred-
stavljajo belo obarvani deli. Vidimo, da imamo nekaj manjkajocˇih podatkov
le pri atributih CREATIVECOMPLEXITYRANK in NUMCOMPONENTS.
manjkajocˇimi, atributi je opisano v tabeli 3.8. Poleg tega smo iz podatkov
odstranili tiste kampanje, pri katerih je bilj ciljni atribut enak 0.
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atribut kje manjka s cˇim smo nadomestili
NUMSIZES 14 vrednosti, oglasi, ka-
terih CREATIVEFOR-
MAT je FBCarousel
z 1, lastnost take vrste
oglasa [1]
NUMCOMPONENTS oglasi, katerih CREATI-
VEFORMAT je FBCa-
rousel, 14 vrednosti
s 5, gre za lastnost take
vrste oglasa[1]
NUMCOMPONENTS oglasi, katerih CREA-
TIVEPRODUCTMA-
PPED je VIDEO
z 1, kolikor je vrednost





Tabela 3.8: Opisi manjkajocˇih podatkov iz tabele CREATIVES in njihovo
nadomesˇcˇanje.
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3.2.2 Izbira in urejanje atributov
Ker smo imeli pri podatkih o kampanjah in oglasih veliko atributov, smo
nekatere izmed njih odstranili oz. jih nekoliko spremenili.
Pri podatkih o kampanjah smo odstranili atribut TRAFFICKINGMAR-
KETS, atributa DYNAMICPRODUCTS in MOSTUSEDPRODUCT pa smo
zdruzˇili v nov atribut didusedynamic. Kljub temu, da je bil atribut IMPRES-
SIONS izmerjen po tem, ko je bila kampanja zˇe zakljucˇena, smo ga obdrzˇali,
saj do neke mere predstavlja, kako velika sredstva so bila vlozˇena v kampanjo.
Pri podatkih o posameznih oglasih smo odstranili vse atribute, ki so bili
vezani na to, kako uspesˇen je bil oglas (IMPRESSIONS, LOADEDIMPRES-
SIOS, RENDEREDIMPRESSIONS in ENGAGMENTRATE).
3.2.3 Priprava podatkov
Ker smo imeli podatke zbrane v petih razlicˇnih tabelah, smo morali najprej
te podatke ustrezno zdruzˇiti med seboj. To smo naredili tako, da smo posa-
mezni kampanji dodelili podatke iz preostalih tabel o oglasih, uporabnikih,
uporabniˇskih racˇunih in delu uporabnikov. Najprej smo zdruzˇevali na cˇisto
enostaven nacˇin, nato pa smo dodajali vedno vecˇ novih atributov. Kot re-
zultat smo ustvarili tri razlicˇne ucˇne mnozˇice: DF1, DF2 in DF3, na katerih
smo kasneje izvedli napovedovanje. Atributi mnozˇice DF1 so podmnozˇica
atributov DF2, le-ti pa so podmnozˇica atributov DF3. Vse mnozˇice imajo
tudi enako sˇtevilo primerov, in sicer 6038.
Ker so nas zanimale predvsem povprecˇne kampanje, smo se odlocˇili, da
bomo poskusˇali napovedovati tudi na mnozˇicah, pri katerih smo odstranili
tiste kampanje, pri katerih je bil cˇas izdelave daljˇsi oz. krajˇsi od neke meje.
Kot spodnjo mejo smo dolocˇili 5 minut in kot zgornjo 8 ur. Na ta racˇun smo
odstranili priblizˇno 10% vseh kampanj. Take ucˇne mnozˇice smo oznacˇili s
pripono 90 (npr. DF1 90).
Poleg tega smo na mnozˇicah izvedli tudi izbiro podmnozˇice atributov na
podlagi rezultatov ocenjevanja atributov z metodama RReliefF in Boruta. Te
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ucˇne mnozˇice so oznacˇene s pripono relief oz. boruta (npr. DF1 90 boruta).
Ucˇna mnozˇica DF1
DF1 je najenostavnejˇsa izmed vseh ucˇnih mnozˇic, pri njeni gradnji smo pov-
sem izpustili podatke o tem, koliko cˇasa je posamezen uporabnik delal na
kaksˇni izmed kampanj. Mnozˇica je bila zgrajena iz 32 atributov, vkljucˇno s
ciljnim, vsi atributi so zapisani v tabeli 3.9. Pri tem smo pri vecˇvrednostnem
atributu (BUSSINESSTYPE) vpeljali binaren atribut za vsako izmed mozˇnih
vrednosti. Poleg atributov, ki so bili zˇe del osnovnih podatkov, smo dodali
sˇe 16 na novo sestavljenih atributov:
exp sum predstavlja vsoto izkusˇenosti vseh uporabnikov, ki so delali na
opazovani kampanji,
is special count je sˇtevilo uporabnikov, ki so delali na kampanji in imajo
oznako ISSPECIAL,
n of users je sˇtevilo uporabnikov, ki so delali na kampanji, na sliki 3.7 je
prikazano, kako je razporejen ta atribut do velikosti 6,
nofcreatives je sˇtevilo oglasov, ki so bili ustvarjeni za potrebe kampanje,
nofsocials je sˇtevilo oglasov, ki so bili ustvarjeni za potrebe kampanje in
imajo oznako SOCIAL,
nofdisplays je sˇtevilo oglasov, ki so bili ustvarjeni za potrebe kampanje in
imajo oznako DISPLAY,
nofvideos je sˇtevilo oglasov, ki so bili ustvarjeni za potrebe kampanje in
imajo oznako VIDEO,
roleX count je sˇtevilo uporabnikov razdeljenih glede na to, kaksˇno vlogo
imajo pri izdelavi kampanje. Gre za 6 razlicˇnih atributov, X lahko
zavzame vrednosti 1, 2, 3, 4, 5 ali 6, na sliki 3.7 je prikazano, kako so
bile razporejene vloge posameznih uporabnikov, dokler je na kampanji
delalo najvecˇ 6 uporabnikov,
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Slika 3.7: Sˇtevilo uporabnikov, ki so delali na kampanji. Najvecˇ kampanj
sta izdelala 2 uporabnika, le malenkost manj so jih izdelali 3. To je tudi
6 najpogostejˇsih vrednosti atributa n of users. Barve predstavljajo delezˇ
uporabnikov dolocˇenega tipa, vidimo, da je najvecˇ uporabnikov tipa 5, ne
glede na to, koliko uporabnikov sodeluje pri kampanji.
sum numsizes je vsota atributa NUMSIZES vseh oglasov, ki so bili upo-
rabljeni v kampanji,
sum numofcomponents je vsota atributa NUMOFCOMPONENTS vseh
oglasov, ki so bili uporabljeni v posamezni kampanji.
Ucˇna mnozˇica DF2
Ucˇna mnozˇica DF2 je razsˇiritev mnozˇice DF1, kjer je poglavitno razsˇiritev
predstavljala uporaba podatkov o cˇasu dela uporabnikov na kampanjah. Po-
leg tega je bil dan vecˇji poudarek izkusˇenosti posameznih uporabnikov in
njihovim vlogam pri izdelavi kampanje. Na podlagi teh podatkov smo, gle-
dano na DF1, dodali 23 novih atributov:
roleX%time (6x) je atribut, ki nam pove relativno koliko cˇasa so pri iz-




businesstypeX (8x) campaignproductiontime channels
creativeswithlocation creativeswithvfx didusedynamic
duration exp sum isuniversal
is special count n of users nofcreatives
nofsocials nofvideos roleX count (6x)
sum numsizes sum numofcomponents universalcreatives
productionvalue creativeswithexperimentation sum creativecomplexity
creativeswithcreativity seniority nofdisplays
impressions livecampaigns
Tabela 3.9: Vsi atributi ucˇne mnozˇice DF1.
roleX special (6x) je sˇtevilo uporabnikov, ki so sodelovali pri izdelavi oglasa
in imajo oznako ISSPECIAL, razdeljenih glede na vlogo uporabnikov
pri produkciji,
roleXexp (6x) je atribut, ki nam pove, kako so bile izkusˇnje vseh uporab-
nikov na kampanji razdeljene glede na njihove vloge,
avg complexity je povprecˇje atributa CREATIVECOMPLEXITYRANK
vseh oglasov, ki so bili izdelani v okviru posamezne kampanje,
avg num sizes je povprecˇje atributa NUMSIZES vseh oglasov, ki so bili
izdelani v okviru posamezne kampanje,
avg components je povprecˇje atributa NUMCOMPONENTS vseh ogla-
sov, ki so bili izdelani v okviru posamezne kampanje,
is special%time je relativen cˇas, ki so ga pri delu s kampanjo oddelali
uporabniki z oznako ISSPECIAL,
avg exp time je povprecˇje izkusˇenosti uporabnikov, ki so delali na kampa-




Glavno dopolnilo ucˇne mnozˇice DF3, ki je razsˇiritev DF2, je to, da smo kot
atribut dodali tudi posamezno obliko oglasa. Tako smo pridobili 33 novih
atributov, ki predstavljajo, koliko tipov posameznih oglasov je bilo izdelanih
v vsaki kampanji. Imena teh atributov so enaka oznakam oglasov, ki so
zapisani v tabeli 3.5. Poleg tega smo pri vsakem oglasu dodali sˇe dva nova
atributa:
size*complexity je atribut, ki je sestavljen iz zmnozˇka atributov NUMSI-
ZES in CREATIVECOMPLEXITYRANK pri posameznem oglasu. V
DF3 smo ga dodali kot vsoto atributa pri vseh oglasih neke kampanje,
numcomponents*complexity je atribut, ki je sestavljen iz zmnozˇka atri-
butov NUMCOMPONENTS in CREATIVECOMPLEXITYRANK pri
posameznem oglasu. V DF3 smo ga dodali kot vsoto tega atributa pri
vseh oglasih opazovane kampanje.
Ker smo imeli v DF3 zbrane vse atribute, s katerimi smo delali, smo na
tej mnozˇici izracˇunali tudi korelacije s ciljnim atributom. Najbolj korelirani
atributi so prikazani na sliki 3.8. S cˇasom izdelave je najbolj koreliran atri-
but sum numofcomponents, ki mu sledita NOFCREATIVES in nofdisplays
(tu je vredno poudariti, da imata ta atributa pogosto enako vrednost, saj
velika vecˇina kampanj uporablja le oglase tipa display). Izmed podatkov o
uporabnikih je visoko koreliran atribut le role5 count.
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Slika 3.8: 15 najbolj koreliranih atributov s ciljnim atributom CAMPAIGN-




Najprej so predstavljeni rezultati ocenjevanja atributov, ki smo jih prido-
bili z uporabo regresijskega ReliefF-a in Borute, nato so predstavljeni rezul-
tati napovedovanja cˇasa izdelave za oglasˇevalske kampanje. Rezultati naju-
spesˇnejˇsega izmed modelov so na koncu razlozˇeni z uporabo metode SHAP.
4.1 Ocene atributov
Atribute smo ocenjevali posamezno na vsaki izmed 3 ucˇnih mnozˇic z meto-
dama RReliefF in Boruta. Pri RReliefF je navedenih 16 najbolje ocenjenih
atributov, ocene vseh atributov so v prilogi, medtem ko so pri Boruti nave-
deni tisti atributi, ki jih je algoritem ocenil kot pomembne.
4.1.1 RReliefF
V tabelah 4.1, 4.2, 4.3 so rezultati ocenjevanja atributov na vsaki izmed
3 ucˇnih mnozˇic. V povezavi s podatki o uporabnikih so bili v vseh treh
mnozˇicah dobro ocenjeni atributi o sˇtevilu vseh uporabnikov (n of users) in
o tem, koliko uporabnikov je imelo oznako 2, 5 ali 6 (role2 count, role5 count
in role6 count). Pri podatkih o oglasih pa so bili kot pomembni atributi
izpostavljeni tisti, ki ocenjujejo sˇtevilo oglasov (NOFCREATIVES) in to,
koliko oglasov tipa DISPLAY je bilo ustvarjenih v kampanji. Izpostavljena
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sta sˇe atributa, ki predstavljata vsoto razlicˇnih velikosti in komponent vseh
oglasov (sum numsizes in sum numofcomponents). Kot precej pomembna sta
ocenjena tudi atribut, ki nam pove, koliko oglasov je bilo ustvarjenih na novo
(atribut UNIVERSALCREATIVES) in atribut PRODUCTIONVALUE.
V ucˇni mnozˇici DF3, kjer so bile dodane sˇe oblike posameznih oglasov, sta
bili kot obliki oglasov, ki sta najpomembnejˇse, ocenjeni obliki InterScroller
in CrossScreenBanner.
ime atributa ocena
1 role2 count 0.0267
2 role5 count 0.0253
3 PRODUCTIONVALUE 0.0179
4 role6 count 0.0165
5 SENIORITY 0.0164
6 n of users 0.0161
7 sum numofcomponents 0.0159
8 is special count 0.0149
ime atributa ocena
9 sum numsizes 0.0146
10 NOFCREATIVES 0.0138
11 nofdisplays 0.0133
12 role4 count 0.0132
13 LIVECAMPAIGNS 0.0131
14 role1 count 0.0121
15 sum creativecomplexity 0.0119
16 DURATION 0.0117
Tabela 4.1: 16 atributov, ki jih je algoritem RReliefF ocenil kot najpomemb-
nejˇse v mnozˇici DF1.
ime atributa ocena
1 avg components 0.0348
2 role2 count 0.0320
3 role5 count 0.0286
4 PRODUCTIONVALUE 0.0282
5 NOFCREATIVES 0.0248
6 sum numofcomponents 0.0248




10 n of users 0.021384
11 role6 count 0.019950
12 avg complexity 0.018056
13 role3 count 0.016832
14 role1 count 0.016049
15 sum creativecomplexity 0.016010
16 role1%time 0.015328
Tabela 4.2: 16 atributov, ki jih je algoritem RReliefF ocenil kot najpomemb-
nejˇse v mnozˇici DF2.
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ime atributa ocena
1 avg components 0.036405
2 role2 count 0.031154
3 role5 count 0.027930
4 PRODUCTIONVALUE 0.027606
5 role5%time 0.023798




9 sum numsizes 0.021904
10 size * complex 0.021296
11 n of users 0.020680
12 role6 count 0.019266
13 avg complexity 0.018612
14 CrossScreenBanner 0.017796
15 role3 count 0.017645
16 comps * complex 0.016935
Tabela 4.3: 16 atributov, ki jih je algoritem RReliefF ocenil kot najpomemb-
nejˇse v mnozˇici DF1.
4.1.2 Boruta
V tabeli 4.4 so zapisani atributi, ki jih je Boruta ocenila kot pomembne za
vsako izmed 3 ucˇnih mnozˇic. Vrstni red atributov v tabelah ni pomemben.
V vseh treh mnozˇicah so bili kot pomembni ocenjeni atributi PRODUC-
TIONVALUE, IMPRESSIONS, DURATION, LIVECAMPAIGNS, exp sum,
n of user in sum num ofcomponents. Za razliko od RReliefF-a so pri Boruti
ocenjeni kot pomembni tudi atributi, povezani z izkusˇenostjo uporabnikov,
ki so delali na kampanji.
Vidimo, da sta tako Boruta kot RReliefF izpostavila atribute PRODUC-
TIONVALUE, IMPRESSIONS in nekatere atribute, povezane z uporabniki
z oznako role5.
4.2 Napovedovanje
Za napoved cˇasa izdelave posamezne kampanje smo uporabili vse prej ome-
njene modele (nakljucˇni gozdovi, odlocˇitvena drevesa, metoda podpornih
vektorjev in regularizacija Tihonova). Ker tocˇnost napovedi ni bila nasˇ
kljucˇni cilj, modeliranju nismo namenili toliko pozornosti. Napovedovali smo







exp sum LIVECAMPAIGNS LIVECAMPAIGNS
n of users exp sum exp sum
sum numofcomponents n of users n of users
role5%time role5%time
avg exp time role5EXP
sum numofcomponents avg exp time




Tabela 4.4: Atributi, ki jih je Boruta ocenil kot pomembne za vsako izmed
mnozˇic DF1, DF2 in DF3.
tatov precej, so tukaj predstavljeni le najboljˇsi, vsi rezultati pa se nahajajo
v prilogi.
Tocˇnost nasˇih modelov smo testirali z 10-kratnim precˇnim preverjanjem
in kot mere tocˇnosti uporabili RMSE, MAE in RMAE, pri cˇemer smo najvecˇji
poudarek dali vrednosti RMAE. V tabelah 4.5 do 4.7 so zapisani najboljˇsi
rezultati za vsako izmed treh mnozˇic, opisanih v razdelku 3.2.3. Cˇe je bila
na mnozˇici uporabljena izbira atributov, je to zapisano v stolpcu FS, prav
tako je v stolpcu transformacije zapisano, ali je bila na podatkih uporabljena
metoda standardizacije (std), logaritemske transformacije ciljnega atributa
(log) ali pa odvzemanje skrajnih primerov iz mnozˇice ( 90).
Za parametre pri metodi podpornih vektorjev in regularizacije Tihonova
smo uporabili metodo nakljucˇnega iskanja, vendar smo opazili, da spremi-
njanje parametrov ni bistveno izboljˇsalo rezultatov. Pri modelu nakljucˇnih
gozdov smo vseskozi delali s 400 nakljucˇnimi drevesi.
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model FS transformacije RMAE MAE RMSE
DT
/ log, std 0.839 1.020 1.341
/ log 0.850 1.034 1.346
relief log, std 0.852 1.038 1.360
SVM
/ log, std 0.768 0.935 1.196
/ std 0.782 111.563 245.896
/ log, std, 90 0.799 0.775 0.958
ridge
/ log, std 0.762 0.927 1.186
/ std 0.785 112.177 234.444
/ log 0.791 0.963 1.230
RF
/ log, std 0.595 0.724 0.936
/ log 0.595 0.725 0.936
relief log, std 0.609 0.741 0.960
Tabela 4.5: Rezultati napovedovanja na mnozˇici DF1, prikazani so trije naj-
boljˇsi rezultati za vsak model.
4.2.1 Rezultati na mnozˇici DF1
V tabeli 4.5 so zapisani najboljˇsi rezultati za vsakega izmed nasˇih modelov,
uporabljenega na DF1. Najboljˇse rezultate smo dosegli z uporabo standar-
dizacije in logaritemske transformacije, medtem ko nam uporaba metod za
izbiro ustrezne podmnozˇice atributov ni nikjer izboljˇsala rezultatov. Naj-
slabsˇe se je po pricˇakovanjih odrezal model preprostega odlocˇitvenega dre-
vesa, metoda podpornih vektorjev in regularizacije Tihonova, pa sta nam dali
prakticˇno enake rezultate. Krepko najboljˇse rezultate smo dosegli z uporabo
modela nakljucˇnih gozdov.
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model FS transformacije RMAE MAE RMSE
DT
/ log, std 0.812 0.988 1.299
/ log 0.824 1.003 1.326
boruta log 0.850 1.035 1.353
SVM
/ log, std 0.695 0.846 1.095
/ std 0.740 105.820 238.180
/ log, std, 90 0.746 0.723 0.899
ridge
/ log, std 0.699 0.851 1.097
/ log, std, 90 0.745 0.722 0.896
/ log 0.754 0.918 1.176
RF
/ log, std 0.567 0.690 0.901
/ log 0.567 0.691 0.903
boruta log, std 0.589 0.717 0.928
Tabela 4.6: Rezultati napovedovanja na mnozˇici DF2, prikazani so trije naj-
boljˇsi rezultati za vsak model.
4.2.2 Rezultati na mnozˇici DF2
Rezultati, dosezˇeni z mnozˇico DF2, so zbrani v tabeli 4.6. Ti so se v pri-
merjavi z rezultati DF1 povprecˇno izboljˇsali za 0.023, gledano na metriko
RMAE. Tudi tu smo najboljˇsi rezultat dosegli z uporabo nakljucˇnih gozdov
in izboljˇsali prejˇsnjo najboljˇso napoved za 2,8 %. Cˇe se je pri mnozˇici DF1
kot boljˇsa izbira pri izbiranju atributov izkazal RReliefF, pa se je tukaj za
boljˇsega izkazala Boruta. Poleg tega je opazno tudi, da se nam pri modelu
odlocˇitvenega drevesa in modelu nakljucˇnih gozdov rezultati niso toliko iz-
boljˇsali, kot pri SVM in regularizaciji Tihonova, kar je skladno s teorijo, da
SVM in regularizaciji Tihonova veliko sˇtevilo atributov ne sˇkoduje.
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model FS transformacije RMAE MAE RMSE
DT
/ log 0.816 0.993 1.306
/ log, std 0.830 1.009 1.323
boruta log, std 0.830 1.010 1.330
SVM
/ log, std 0.700 0.851 1.107
/ std 0.732 104.697 237.401
/ log, std, 90 0.749 0.726 0.924
ridge
/ log, std 0.695 0.846 1.090
/ log, std, 90 0.745 0.722 0.897
/ log 0.747 0.910 1.164
RF
/ log 0.568 0.691 0.904
/ log, std 0.568 0.691 0.903
boruta log, std 0.586 0.714 0.930
Tabela 4.7: Rezultati napovedovanja na mnozˇici DF3, prikazani so trije naj-
boljˇsi rezultati za vsak model.
4.2.3 Rezultati na mnozˇici DF3
Rezultati, dosezˇeni z mnozˇico DF3, so prikazani v tabeli 4.7, in, cˇetudi so
v povprecˇju gledano na RMAE minimalno boljˇsi kakor rezultati DF2, naj-
boljˇse vrednosti ne dosegajo tistih z DF2. Glede na to, da smo v mnozˇico
DF3 dodali podatke o tem, kaksˇni tipi oglasov so bili ustvarjeni za potrebe
posamezne kampanje in so nam ti podatki nekoliko poslabsˇali najboljˇse re-
zultate, lahko sklepamo, da to, kaksˇne oblike oglasov so bile uporabljene,
nima nekega pretiranega vpliva na cˇas izdelave kampanje.
V tabeli 4.8 je zbranih najboljˇsih 10 rezultatov, gledano po RMAE, ki
smo jih dosegli preko vseh 3 mnozˇic. Pri prav vseh se je kot najboljˇsi model
izkazal model nakljucˇnih gozdov, prav tako sta se kot zelo koristni izkazali
logaritemska transformacija ciljnega atributa in standardizacija. Pri izbiri
atributov je pri DF2 in DF3 bolje delovala Boruta, pri DF1 pa regresijski
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mnozˇica model FS transformacije RMAE MAE RMSE
DF2 RF / log, std 0.567 0.690 0.901
DF2 RF / log 0.567 0.691 0.903
DF3 RF / log 0.568 0.691 0.904
DF3 RF / log, std 0.568 0.691 0.903
DF3 RF boruta log, std 0.586 0.714 0.930
DF3 RF boruta log 0.587 0.715 0.930
DF2 RF boruta log, std 0.589 0.717 0.928
DF2 RF boruta log 0.591 0.720 0.934
DF1 RF / log, std 0.595 0.724 0.936
DF1 RF / log 0.595 0.725 0.936
Tabela 4.8: Rezultati 10 najuspesˇnejˇsih modelov, vsi so uporabljali nakljucˇne
gozdove in vsaj eno izmed transformacij.
ReliefF, kar je najverjetneje povezano z vecˇjim sˇtevilo atributov pri DF2
in DF3. Zanimivo je, da nam zmanjˇsanje mnozˇic s tem, da smo odstranili
skrajne primere na obeh koncih intervala, ki ga zaseda ciljna spremenljivka,
ni prineslo boljˇsih rezultatov.
4.3 Razlaga napovedi
Najprej je prikazana razlaga najuspesˇnejˇsega odlocˇitvenega drevesa, nato pa
je sˇe nasˇ najtocˇnejˇsi model, razlozˇen s pomocˇjo metode SHAP.
4.3.1 Razlaga z odlocˇitvenim drevesom
Z modelom odlocˇitvenega drevesa smo najvecˇjo tocˇnost dosegli na mnozˇici
DF2 z uporabljeno standardizacijo in logaritemsko transformacijo ciljnega
atributa. Na tej mnozˇici je bila RMAE enaka 0.8121, kar je precej vecˇ od
vrednosti, ki so jih dosegali nasˇi najboljˇsi modeli. Na sliki 4.1 je vizua-
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Slika 4.1: Vizualizacija najuspesˇnejˇsega odlocˇitvenega drevesa.
lizacija odlocˇitvenega drevesa do globine 3, slika z vecˇjo globino je v pri-
logi. Vidimo, da je model kot najpomembnejˇsa izbral atributa, ki govorita
o sˇtevilu komponent oglasov v kampanji (to sta atributa avg components in
sum numofcomponents). Poleg njiju je do globine 3 za gradnjo drevesa mo-
del uporabil sˇe atribute nofdisplays, to, ali je bila kampanja izdelana na upo-
rabniˇskem racˇunu, ki spada v Group06 (atribut BUSINESSTYPE Group06)
in sˇtevilo vsej uporabnikov, ki so sodelovali pri izdelavi kampanje (atribut
n of users).
4.3.2 Vrednosti SHAP (SHapley Additive exPlanation)
Z metodo SHAP smo razlozˇili samo najuspesˇnejˇsi model, torej model na-
kljucˇnih gozdov na mnozˇici DF2, z uporabljeno standardizacijo in logaritem-
sko transformacijo ciljne spremenljivke.
Ker vrednosti SHAP temeljijo na lokalnih napovedih, jih je bilo potrebno
najprej izracˇunati za vsak primer iz mnozˇice posebej. Na sliki 4.2 so prika-
zani trije primeri razlage za posamezno napoved. Cˇe pogledamo samo te tri
primere, bi lahko sklepali, da imajo najvecˇji vpliv na dolzˇino cˇasa izdelave
kampanje: sˇtevilo komponent oglasov, ki so bili izdelani za kampanjo, sˇtevilo
uporabnikov in tudi, koliko cˇasa so na kampanji delali uporabniki z oznako
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Slika 4.2: Primer razlage z metodo SHAP za tri razlicˇne napovedi. Osnova
vrednost modela je bila 3.896, najbolj gornja napoved je za primer, ki naj bi
imel ciljno vrednost bistveno manjˇso od povprecˇne, srednji primer za pov-
precˇen primer, spodnji pa za primer, ki mu model napoveduje viˇsjo vrednost
za ciljni atribut.
vloge 5 (role5).
Bolj realno globalno sliko o tem, kako posamezni atributi prispevajo k
koncˇnim napovedim, si lahko ustvarimo, cˇe primere zdruzˇimo po podobnosti
njihovih vrednosti SHAP. Poenostavljeno povedano: grafe vrednosti SHAP
(taksˇne kot so na sliki 4.2), zasukamo za 90◦in jih nato zdruzˇimo po podob-
nosti. Rezultat je na sliki 4.3, prikazana sta tudi vpliva vrednosti atributov
n of users in sum numofcomponents, za katera smo zˇeleli na podlagi napo-
vedi prikazanih na sliki 4.2, preveriti, ali imata velik vpliv pri vseh primerih.
Vidimo, da oba precej vplivata na to, kaksˇna bo koncˇna napoved, saj so
napovedi visoke tam, kjer oba atributa zviˇsujeta vrednosti (npr. primeri od
500 do 560), precej nizke pa tam, kjer jih oba nizˇata (npr. od primerov 0 do
100).
Da bi lahko povsem natancˇno sklepali o vplivu atributov, moramo pogle-
dati, kateri atributi imajo v povprecˇju najvecˇje vrednosti SHAP. Ti atributi,
ki v povprecˇju najbolj vplivajo na cˇas izdelave kampanje, so prikazani na
sliki 4.4. V povprecˇju ima, z vrednostjo SHAP enako 0.41, dalecˇ najviˇsji
vpliv na velikost ciljne spremenljivke atribut sum numofcomponents, ki mu
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Slika 4.3: Prikazana je razlaga za 600 nakljucˇno izbranih primerov. Zgornji
graf je prikaz akumuliranih napovedi z vplivi vseh atributov, srednji graf
prikazuje samo vpliv atributa sum numofcomponents, spodnji pa atributa
n of users. Vrednost napovedi se na zgornjem grafu dviguje od leve proti
desni.
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Slika 4.4: 15 atributov z najvecˇjo vrednostjo SHAP, rdecˇe obarvani atributi
so s ciljno spremenljivko v pozitivni korelaciji, modri pa v negativni. Vidimo,
da na cˇas izdelave bistveno vpliva sˇtevilo vseh komponent oglasov in sˇtevilo
uporabnikov, ki oglas izdelujejo.
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sledijo atributi n of users, role5%time in IMPRESSIONS. Vsi ti atributi so s
ciljno spremenljivko pozitivno korelirani, kar pomeni, da se z njihovo rastjo
povecˇuje tudi cˇas izdelave. Nasprotno pa so s cˇasom produkcije negativno
korelirani atributi BUSSINESSTYPE Group06, avg exp time in LIVECAM-
PAIGNS. Ker gre pri atributih z oznako BUSSINESSTYPE za binarne atri-
bute, to prakticˇno pomeni, da so kampanje, ki jih izdelujejo podjetja, ki
spadajo v Group06, izdelane hitreje od povprecˇne kampanje.
Vpliv posameznih atributov lahko predstavimo tudi na drugacˇen nacˇin:
cˇe vpliv atributa vsakega primera posebej kot tocˇko preslikamo na graf, ki
ima na x-osi vrednost SHAP, na y-osi pa posamezne atribute. Tak graf je
zgeneriran na sliki 4.5.
Do sedaj smo bolj ali manj opazovali samo, kako velik vpliv na cˇas izdelave
kampanje imajo posamezni atributi, nismo pa dajali pozornosti temu, kako se
velikost teh atributov odrazˇa na njihovem vplivu. Za vsakega izmed atributov
smo zgenerirali graf odvisnosti (angl. dependence plot), kjer je na abscisi
vrednost atributa, na ordinati pa vrednost SHAP. Barva posameznih tocˇk
odrazˇa vrednost nekega drugega atribut, s katerim bi atribut lahko imel
interakcijski efekt (angl. interaction effect), ta atribut je izbran avtomatsko.
Na sliki 4.6 so prikazani zanimivejˇsi grafi odvisnosti za atribute, ki nam
povedo, v katero izmed 8 skupin spada uporabniˇski racˇun, ki je izdelal opa-
zovano kampanjo. Zˇe na podlagi prej opisanega je jasno, da ima izmed teh
atributov najvecˇji vpliv na cˇas izdelave BUSSINESS GROUP06, pri cˇemer
je zanimivo, da ima, za razliko od ostalih sorodnih atributov, vpliv ne glede
na to, ali je vrednost enaka 0 ali 1. Vidimo tudi, da dejstvo, da je kampanjo
izdelal uporabniˇski racˇun, ki spada v skupino 01 ali 05, krajˇsa cˇas izdelave,
medtem ko ga pripadnost skupini 08 podaljˇsuje. Iz tega lahko sklepamo,
da uporabniˇski racˇuni iz skupine 08 za cˇas izdelave porabijo vecˇ cˇasa kakor
racˇuni iz skupin 01, 05 in 06.
Dva atributa, ki sta sˇe povezana z uporabniˇskim racˇunom, sta LIVECAM-
PAIGNS in SENIORITY. Pri slednjem ni opaziti nekega jasnega vzorca med
vplivom in vrednostjo atributa. Za razliko pa je pri atributu LIVECAMPA-
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Slika 4.5: Prikazanih je 20 najpomembnejˇsih atributov, ki si od zgoraj proti
dol sledijo po povprecˇni vrednosti SHAP. Barve tocˇk so odvisne od velikosti
vrednosti atributa, rdecˇa barva pomeni visoko vrednost, modra pa nizˇjo. Iz
grafa dobimo tudi predstavo o razporeditvi vrednosti SHAP za vsak atribut.
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Slika 4.6: Prikaz, kako na napovedi vplivajo atributi, ki nam povedo, v katero
skupino spada uporabniˇski racˇun. Pripadnost skupini 01 in 05 (zgornja grafa)
napoved nizˇa, medtem, ko jo pripadnost skupini 06 in 08 viˇsa.
IGNS zaznati, da cˇe je vrednost atributa nizka, to podaljˇsuje cˇas izdelave,
z narasˇcˇanjem vrednosti pa postaja njegova vrednost SHAP vedno manjˇsa
in se spreminja v nizˇanje napovedanega cˇasa. Vendar pa, ko atribut dosezˇe
vrednosti okrog 500, se vpliv ustali nekoliko pod 0.
V povezavi z uporabniki smo najprej pregledali, kaksˇen vpliv na dolzˇino
cˇasa ima sˇtevilo uporabnikov na projektu in njihove izkusˇnje. Jasno so se po-
kazale nekatere pricˇakovane povezave, kot je to, da veliko sˇtevilo uporabnikov
podaljˇsuje cˇas izdelave kampanje, in da ga izkusˇnje uporabnikov krajˇsajo.
Vpliv izkusˇenj je bil sˇe bolj izrazit pri atributu, pri katerem smo izkusˇnje
uporabnikov uravnotezˇili s cˇasom, ki ga je uporabnik oddelal na kampanji.
Grafi odvisnosti teh atributov so prikazani na sliki 4.7. Zanimivo je, da ni
bilo opaziti kaksˇne povezave z dolzˇino kampanje in tem, koliko uporabnikov
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Slika 4.7: Grafi odvisnosti za atribute exp sum, avg exp time in n of users,
pri katerih je lepo videti, kako se s spreminjanjem njihove vrednosti spreminja
tudi njihov vpliv.
z oznako ISSPECIAL je sodelovalo pri njeni gradnji.
Zˇe pri absolutno gledanih povprecˇnih vplivih atributov smo opazili, da
ima velik vpliv na koncˇno napoved to, koliko cˇasa so na projektu delali upo-
rabniki z oznakama role5 ali role2. Sˇe posebej s svojim vplivom izstopa
atribut role5%time. Na sliki 4.8, lahko vidimo kako oba atributa vplivata na
napoved o cˇasu izdelave. Cˇe na kampanji relativno velik delezˇ cˇasa (vecˇ kot
70%) prebijejo uporabniki z oznako role5, to cˇas izdelave krajˇsa, cˇe pa je delezˇ
manjˇsi, ga podaljˇsuje. Pri role2%time je slika ravno obratna: majhen delezˇ
cˇasa teh uporabnikov cˇas krajˇsa, vecˇji pa podaljˇsuje. Pri tem ne gre zanema-
riti dejstva, da obstaja mozˇnost, da sta bila atributa ocenjena kot pomembna
tudi zaradi tega, ker predstavljata levji delezˇ oznak vseh uporabnikov.
Pri atributih, povezanih z oglasi, izdelanimi v posameznih kampanjah, je
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Slika 4.8: Grafa odvisnosti za role2%time in role5%time, vidimo, da so na-
povedi za kampanje, kjer vecˇino cˇasa oddelajo uporabniki z oznako vloge 5,
nizˇje od povprecˇne.
bil tudi atribut, ki je absolutno gledano najbolj vplival na napoved cˇasa
izdelave kampanje. To je bil atribut sum numofcomponents, ki predsta-
vlja vsoto vseh komponent izdelanih oglasov. Imel je dalecˇ najvecˇji vpliv
s povprecˇno vrednostjo SHAP 0.41, kar je skoraj dvakrat toliko kot drugi
najvecˇji (n of users z 0.24). Na oglase so bili vezani tudi atributi, ki so
ocenjevali sˇtevilo komponent, kompleksnost in sˇtevilo velikosti oglasov. Atri-
buta, ki sta povprecˇila sˇtevilo velikosti in kompleksnost (avg numsizes in
avg complexity), sta vplivala dokaj predvidljivo: manjˇse vrednosti znizˇujejo
napoved, medtem ko jo vecˇje viˇsajo. Podobno je pricˇakovana tudi razporedi-
tev vrednosti atributa UNIVERSALCREATIVES: cˇe ni unikatnih oglasov, je
enak 0 in znizˇuje napovedano vrednost, cˇe pa unikatni oglasi so, le-ti zviˇsujejo
napoved. Zanimiva razporeditev vrednosti SHAP je pri atributu nofdisplays,
ki nima nekega znatnega vpliva, a takoj, ko je vrednost atributa enaka 0, se
vpliv hitro povecˇa in znizˇuje napovedano vrednost celo za 0.3. Iz tega lahko
sklepamo, da so kampanje, kjer so izdelani le oglasi z oznakam VIDEO in
SOCIAL, krajˇse oz. zanje porabimo manj cˇasa. Porazdelitvi atributov no-
fdisplays in sum numofcomponents sta prikazani na sliki 4.9. Podatki o tem,
koliko oglasov je uporabljajo razlicˇne storitve (npr. lokacijske, VFX ipd.),
nimajo neke jasne razporeditve, iz katere bi lahko sklepali, kako vplivajo na
cˇas izdelave.
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Slika 4.9: Grafa odvisnosti za atributa nofdisplays (levo) in
sum numofcomponents. Pri nofdisplays je jasno vidno dejstvo, da v
kolikor ima atribut vrednost enako 0, ta zelo krajˇsa napovedano vrednost.
Izmed atributov, ki so povezani s kampanjo samo, sta, gledano na vpliv,
najbolj izstopala atributa DURATION in IMPRESSIONS. Oba atributa nam
lahko deloma predstavljata sredstva, ki so bila vlozˇena v kampanjo. Poleg
njiju ima dokaj velik vpliv sˇe PRODUCTIONVALUE. Razporeditev vredno-
sti SHAP atributov DURATION in IMPRESSIONS je vidna na sliki 4.10.
Obe sta razporejeni pricˇakovano, nizke vrednosti nizˇajo napoved, visoke pa
jo zviˇsujejo, pri cˇemer pri nobenem ta zveza ni linearna, pri obeh obstaja
neka vrednost, pri kateri se njun vpliv ustali.
Tudi pri atributu PRODUCTIONVALUE nizke vrednosti znizˇujejo na-
poved, visoke pa zviˇsujejo. Za razliko od prej omenjenih pa tu ne obstaja
neka vrednost, pri kateri bi se vrednosti SHAP ustalile.
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Slika 4.10: Grafa odvisnosti za atributa IMPRESSIONS in DURATION. Pri




Zakljucˇek in nadaljnje delo
V diplomski nalogi smo zˇeleli ugotoviti, kateri atributi najbolj vplivajo na
cˇas izdelave oglasˇevalskih kampanj. Za ocenjevanje atributov smo uporabili
regresijski ReliefF, Boruto in metodo SHAP, pri cˇemer smo za modeliranje
uporabili sˇtiri razlicˇne regresijske modele.
Za potrebe modeliranja smo iz podatkov zgradili tri razlicˇne ucˇne mnozˇice,
kjer je vsaka predstavljala nadgradnjo prejˇsnje z novimi dodanimi atributi.
Metodi RReliefF in Boruta sta kot najpomembnejˇse atribute ocenila atri-
buta PRODUCTIONVALUE in IMPRESSIONS ter atribute v povezavi z
delom uporabnikov z oznako vloge role5 (graficˇni oblikovalci).
Pri napovedovanju smo za modele uporabili metodo nakljucˇnih gozdov,
odlocˇitveno drevo, metodo podpornih vektorjev in regularizacijo Tihonova.
Uporabili smo tudi standardizacijo podatkov in logaritemsko transformacijo
ciljnega atributa, medtem ko nam to, da smo iz ucˇnih mnozˇic odstranili
robne primere z obeh strani intervala, rezultatov ni izboljˇsalo. Najboljˇsi re-
zultat, gledano na metriko RMAE, smo dosegli z uporabo metode nakljucˇnih
gozdov na ucˇni mnozˇici DF2 z uporabljeno standardizacijo in logaritemsko
transformacijo ciljne spremenljivke. Tak model je dosegel RMAE=0.567.
Pri razlagah napovedi z metodo SHAP smo uporabili le najuspesˇnejˇsi
model. Metoda je kot najvplivnejˇse atribute izpostavila atribut, ki pred-
stavlja vsoto vseh komponent oglasov (sum numofcomponents), sˇtevilo vseh
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uporabnikov na kampanji (atribut n of users) ter atribut, ki predstavlja, ko-
liksˇen relativni delezˇ (cˇasovno gledano) so na delu s kampanjo prebili graficˇni
oblikovalci (role5%time).
V prihodnje bi lahko napovedi in razlage izboljˇsali s tem, da bi uposˇtevali
tudi podatke o tem, v katerem podjetju je bila kampanja izdelana. Prav
tako bi lahko z boljˇsim poznavanjem domene in posameznih atributov se-
stavili nove atribute. Zanimivo bi bilo tudi uporabiti metodo SHAP na
podmnozˇicah atributov izbranih z RReliefF-om in Boruto. Pri Boruti bi
lahko pri nadaljnjem delu spremenili parametre in tako povecˇali sˇtevilo iz-
branih atributov, saj so bile pri sedanjih parametrih izbrane podmnozˇice zelo
majhne. Ker je pricˇakovano, da se sˇtevilo uporabnikov povecˇuje z dolzˇino
izdelave kampanje, bi bilo zanimivo poiskati tisto sˇtevilo uporabnikov, po
katerem se ucˇinkovitost posameznega uporabnika zacˇne zmanjˇsevati. Poleg
tega je dejstvo tudi, da so bili podatki precej necˇisti in bi lahko izboljˇsave
dosegli zˇe z ustreznejˇsim zajemom podatkov.
Priloge
Opisani so vsi atributi, ki sˇe niso bili opisani. Poleg tega so prilozˇeni vsi
rezultati ocenjevanja atributov in napovedovanja z modeli. Prikazano je tudi
odlocˇitveno drevo do globine 4.
Atributi
Opisani so tisti atributi, ki sˇe niso bili opisani. Atributi so zdruzˇeni v tabelah,
v katerih so se nahajali.
atribut opis atributa
CREATIVE ID ID oglasa
CAMPAIGN ID ID oglasˇevalske kampanje
IMPRESSIONS sˇtevilo klikov na oglas
LOADEDIMPRESSIONS podmnozˇica sˇtevila klikov
RENDEREDIMPRESSIONS podmnozˇica sˇtevila klikov
ENGAGEMENTRATE delezˇ klikov na oglas glede na sˇtevilo prikazov oglasa




CAMPAIGN ID ID kampanje
ACCOUNTID ID uporabniˇskega racˇuna
CHANNELS ID oglasa
TRAFFICKINGMARKETS nasˇteti so vse drzˇave, v katerih se je prikazoval oglas
CREATIVESWITHPERSONALIZATION sˇtevilo oglasov, ki so uporabljali personalizacijo
CREATIEVSWITHLOCATION sˇtevilo oglasov, ki so uporabljali lokacijo
CREATIVESWITHEXPERIMENTATION sˇtevilo oglasov, ki so uporabljali eksperimentalne ucˇinke
CREATIVESWITHCREATIVITY sˇtevilo oglasov, ki so uporabljali kreativne ucˇinke
CREATIVESWITHVFX sˇtevilo oglasov, ki so uporabljali vizualne ucˇinke
UNIVERSALCREATIVES sˇtevilo univerzalnih oglasov v kampanji
DYNAMICPRODUCTS nasˇteti so dinamicˇni produkti, ki so bili uporbljeni pri izdelavi
MOSTUSEDPRODUCT najbolj uporabljen dinamicˇen produkt
Tabela 5.2: Tabela atributov v tabeli CAMPAIGNS.
Vsi rezultati
relief
V tabelah 5.3, 5.4 in 5.5 so prikazane ocene vseh atributov, tako kakor jih je
ocenil RReliefF.
atribut ocena
1 role2 count 0.0267
2 role5 count 0.0253
3 PRODUCTIONVALUE 0.0179
4 role6 count 0.0165
5 SENIORITY 0.0164
6 n of users 0.0161
7 sum numofcomponents 0.0159
8 is special count 0.0149
9 sum numsizes 0.0146
10 NOFCREATIVES 0.0138
11 nofdisplays 0.0134
12 role4 count 0.0132
13 LIVECAMPAIGNS 0.0131
14 role1 count 0.0121




18 exp sum 0.0098













Tabela 5.3: Vsi atributi ucˇne mnozˇice DF1, ocenjeni z RReliefF-om.
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atribut ocena
1 avg components 0.0348
2 role2 count 0.0320
3 role5 count 0.0286
4 PRODUCTIONVALUE 0.0282
5 NOFCREATIVES 0.0248
6 sum numofcomponents 0.0248
7 sum numsizes 0.0244
8 nofdisplays 0.0237
9 role5%time 0.0232
10 n of users 0.0214
11 role6 count 0.0120
12 avg complexity 0.0181
13 role3 count 0.0168
14 role1 count 0.0160
15 sum creativecomplexity 0.0160
16 role1%time 0.0153
17 is special count 0.0140
18 role2%time 0.0137
19 UNIVERSALCREATIVES 0.0137
20 role4 count 0.0134
21 CREATIVESWITHVFX 0.0134




26 is special%time 0.0106
27 DURATION 0.0104
atribut ocena
28 exp sum 0.0087
29 role5EXP 0.0085
30 role5 spec 0.0083
31 LIVECAMPAIGNS 0.0081
32 role6%time 0.0077












45 role3 spec 0.0021
46 CHANNELS 0.0014
47 role4%time 0.0012





53 role4 spec 0.0000
54 role6 spec -0.0001
Tabela 5.4: Vsi atributi ucˇne mnozˇice DF2, ocenjeni z RReliefF-om.
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atribut ocena
1 avg components 0.0364
2 role2 count 0.0312
3 role5 count 0.0279
4 PRODUCTIONVALUE 0.0276
5 role5%time 0.0238
6 sum numofcomponents 0.0236
7 NOFCREATIVES 0.0228
8 nofdisplays 0.0219
9 sum numsizes 0.0219
10 size * complex 0.0213
11 n of users 0.0207
12 role6 count 0.0193
13 avg complexity 0.0186
14 CrossScreenBanner 0.0178
15 role3 count 0.0176
16 comps * complex 0.0169
17 role1 count 0.0164
18 sum creativecomplexity 0.0153
19 role1%time 0.0152
20 is special count 0.0140
21 role4 count 0.0140










32 exp sum 0.0088
33 LIVECAMPAIGNS 0.0085
34 ExpandableBanner 0.0078








































74 is special%time 0.0000















Tabela 5.5: Vsi atributi ucˇne mnozˇice DF3, ocenjeni z RReliefF-om.
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Napovedi
V tabelah 5.6, 5.7 in 5.8 so prikazane ocene uspesˇnosti vseh napovednih
modelov, ki smo jih uporabili. Poimenovani so tako, kakor je opisano v
razdelku 3.2.3.
ime RMAE MAE RMSE
DF1 RF std & log 0.595 0.724 0.936
DF1 RF log 0.595 0.725 0.936
DF1 relief RF std & log 0.609 0.741 0.960
DF1 relief RF log 0.611 0.744 0.961
DF1 boruta RF std & log 0.645 0.784 1.005
DF1 boruta RF log 0.646 0.787 1.009
DF1 90 RF log 0.672 0.651 0.820
DF1 90 RF std & log 0.673 0.653 0.821
DF1 90 relief RF std & log 0.685 0.664 0.838
DF1 90 relief RF log 0.687 0.666 0.839
DF1 90 boruta RF std & log 0.709 0.687 0.864
DF1 RF 0.711 101.393 222.780
DF1 90 boruta RF log 0.712 0.690 0.865
DF1 RF std 0.713 101.861 221.055
DF1 relief RF 0.729 104.076 226.623
DF1 relief RF std 0.730 104.134 223.956
DF1 90 RF 0.743 56.463 80.545
DF1 90 RF std 0.746 56.611 80.687
DF1 boruta RF std 0.751 107.159 223.983
DF1 boruta RF 0.755 107.746 226.960
DF1 90 relief RF std 0.755 57.351 81.246
DF1 90 relief RF 0.758 57.610 81.330
DF1 ridge std & log 0.762 0.927 1.186
DF1 SVR std & log 0.768 0.935 1.196
DF1 90 boruta RF 0.778 59.069 83.143
DF1 90 boruta RF std 0.778 59.105 83.005
DF1 SVR std 0.782 111.563 245.896
DF1 ridge std 0.785 112.177 234.444
DF1 ridge log 0.791 0.963 1.230
DF1 ridge 0.796 113.627 237.813
DF1 90 ridge std & log 0.798 0.773 0.952
DF1 relief ridge std & log 0.799 0.972 1.240
DF1 90 SVR std & log 0.799 0.775 0.958
DF1 relief SVR std & log 0.801 0.975 1.246
DF1 relief ridge log 0.804 0.978 1.247
DF1 relief SVR std 0.804 114.821 246.152
DF1 boruta ridge std 0.808 115.351 235.448
DF1 90 ridge std 0.808 61.368 86.397
DF1 boruta ridge 0.810 115.457 234.366
DF1 boruta SVR std 0.811 115.749 244.171
DF1 boruta SVR std & log 0.815 0.992 1.261
DF1 boruta ridge std & log 0.816 0.993 1.262
DF1 relief ridge 0.816 116.569 239.201
DF1 boruta ridge log 0.818 0.995 1.264
DF1 relief ridge std 0.824 117.627 240.880
DF1 90 SVR std 0.829 62.997 87.128
DF1 90 ridge log 0.832 0.807 0.985
DF1 90 ridge 0.833 63.264 87.602
DF1 90 relief SVR std & log 0.834 0.809 0.991
DF1 90 relief ridge std 0.835 63.379 87.989
DF1 90 relief ridge std & log 0.835 0.810 0.988
DF1 DT std & log 0.839 1.020 1.341
DF1 90 relief ridge log 0.843 0.817 0.995
DF1 90 relief ridge 0.845 64.151 88.363
DF1 DT log 0.850 1.034 1.346
DF1 relief DT std & log 0.852 1.038 1.360
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DF1 90 relief SVR std 0.855 64.949 88.514
DF1 relief DT log 0.859 1.046 1.365
DF1 90 boruta SVR std & log 0.874 0.847 1.042
DF1 90 boruta ridge std 0.877 66.603 91.144
DF1 90 boruta ridge 0.877 66.585 91.477
DF1 90 boruta ridge log 0.878 0.852 1.041
DF1 90 boruta SVR std 0.878 66.669 91.995
DF1 90 boruta ridge std & log 0.878 0.852 1.040
DF1 boruta DT std & log 0.910 1.108 1.439
DF1 boruta DT log 0.921 1.120 1.456
DF1 90 DT std & log 0.932 0.904 1.173
DF1 DT 0.936 133.725 321.917
DF1 90 DT log 0.937 0.908 1.173
DF1 90 relief DT std & log 0.939 0.910 1.182
DF1 90 relief DT log 0.953 0.924 1.195
DF1 DT std 0.955 136.046 334.750
DF1 90 DT 0.960 72.923 110.749
DF1 relief DT 0.960 137.067 326.582
DF1 relief DT std 0.961 136.695 315.559
DF1 boruta DT 0.961 137.308 315.137
DF1 90 DT std 0.969 73.627 112.227
DF1 90 boruta DT std & log 0.970 0.940 1.210
DF1 90 boruta DT log 0.970 0.941 1.206
DF1 90 relief DT std 0.978 74.272 112.643
DF1 boruta DT std 1.003 143.043 325.942
DF1 90 relief DT 1.004 76.177 115.051
DF1 90 boruta DT 1.007 76.463 114.186
DF1 90 boruta DT std 1.015 77.037 114.999
Tabela 5.6: Vsi rezultati napovedovanja na mnozˇici DF1.
ime RMAE MAE RMSE
DF2 RF std & log 0.567 0.690 0.901
DF2 RF log 0.567 0.691 0.903
DF2 boruta RF std & log 0.589 0.717 0.928
DF2 boruta RF log 0.591 0.720 0.934
DF2 relief RF log 0.633 0.770 0.995
DF2 relief RF std & log 0.634 0.772 0.995
DF2 90 RF std & log 0.638 0.618 0.782
DF2 90 RF log 0.638 0.619 0.783
DF2 90 boruta RF log 0.669 0.649 0.820
DF2 90 boruta RF std & log 0.672 0.652 0.822
DF2 RF 0.678 96.717 216.885
DF2 RF std 0.678 96.870 214.355
DF2 boruta RF 0.689 98.423 213.089
DF2 boruta RF std 0.692 98.828 213.736
DF2 SVR std & log 0.695 0.846 1.095
DF2 90 relief RF std & log 0.699 0.678 0.854
DF2 ridge std & log 0.699 0.851 1.097
DF2 90 relief RF log 0.702 0.681 0.856
DF2 90 RF 0.705 53.527 77.506
DF2 90 RF std 0.707 53.717 77.821
DF2 relief RF 0.731 104.505 224.107
DF2 90 boruta RF std 0.734 55.704 79.483
DF2 90 boruta RF 0.735 55.801 79.544
DF2 relief RF std 0.737 105.069 222.070
DF2 SVR std 0.740 105.820 238.180
DF2 90 ridge std & log 0.745 0.722 0.896
DF2 90 SVR std & log 0.746 0.723 0.899
DF2 ridge log 0.754 0.918 1.176
DF2 boruta SVR std & log 0.755 0.919 1.167
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DF2 boruta ridge std & log 0.756 0.920 1.168
DF2 boruta SVR std 0.761 108.933 237.333
DF2 90 relief RF std 0.769 58.355 82.210
DF2 relief SVR std & log 0.770 0.937 1.204
DF2 90 relief RF 0.770 58.483 82.267
DF2 relief ridge std & log 0.773 0.941 1.201
DF2 ridge std 0.775 110.499 232.579
DF2 boruta ridge log 0.777 0.946 1.201
DF2 90 SVR std 0.781 59.311 83.547
DF2 relief SVR std 0.783 111.990 239.613
DF2 90 ridge std 0.783 59.473 83.348
DF2 ridge 0.790 112.654 232.958
DF2 relief ridge log 0.793 0.965 1.227
DF2 relief ridge 0.796 113.579 237.232
DF2 boruta ridge 0.798 113.771 234.661
DF2 90 boruta SVR std & log 0.799 0.775 0.956
DF2 90 boruta ridge std & log 0.800 0.776 0.954
DF2 boruta ridge std 0.803 114.479 231.672
DF2 90 ridge log 0.805 0.781 0.957
DF2 relief ridge std 0.808 115.454 232.308
DF2 DT std & log 0.812 0.988 1.299
DF2 90 relief SVR std & log 0.813 0.788 0.975
DF2 90 relief ridge std & log 0.814 0.790 0.974
DF2 90 ridge 0.814 61.856 86.302
DF2 90 boruta ridge std 0.816 61.902 86.235
DF2 90 boruta SVR std 0.823 62.482 87.021
DF2 DT log 0.824 1.003 1.326
DF2 90 boruta ridge log 0.827 0.802 0.980
DF2 90 relief ridge std 0.833 63.208 87.862
DF2 90 boruta ridge 0.836 63.433 87.877
DF2 90 relief ridge log 0.838 0.813 0.993
DF2 90 relief SVR std 0.842 63.932 88.706
DF2 90 relief ridge 0.847 64.284 88.976
DF2 boruta DT log 0.850 1.035 1.353
DF2 boruta DT std & log 0.853 1.037 1.345
DF2 DT std 0.870 123.981 276.304
DF2 DT 0.892 127.206 297.829
DF2 boruta DT 0.899 128.142 297.828
DF2 90 DT log 0.901 0.872 1.139
DF2 90 DT std & log 0.902 0.874 1.130
DF2 relief DT log 0.907 1.104 1.429
DF2 boruta DT std 0.909 129.604 295.724
DF2 relief DT std & log 0.919 1.118 1.446
DF2 90 boruta DT log 0.934 0.905 1.169
DF2 90 boruta DT std & log 0.934 0.905 1.170
DF2 90 DT 0.946 71.800 110.084
DF2 90 boruta DT std 0.961 72.939 111.346
DF2 relief DT 0.965 137.746 324.873
DF2 90 DT std 0.965 73.285 112.116
DF2 relief DT std 0.966 137.871 322.688
DF2 90 relief DT std & log 0.976 0.946 1.215
DF2 90 relief DT log 0.978 0.948 1.225
DF2 90 boruta DT 0.989 75.042 113.891
DF2 90 relief DT 1.014 77.004 115.215
DF2 90 relief DT std 1.023 77.665 117.193
Tabela 5.7: Vsi rezultati napovedovanja na mnozˇici DF2.
ime RMAE MAE RMSE
DF3 RF log 0.568 0.691 0.904
DF3 RF std & log 0.568 0.691 0.903
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DF3 boruta RF std & log 0.586 0.714 0.930
DF3 boruta RF log 0.587 0.715 0.930
DF3 relief RF std & log 0.633 0.770 0.998
DF3 relief RF log 0.635 0.773 1.002
DF3 90 RF std & log 0.638 0.618 0.782
DF3 90 RF log 0.639 0.619 0.784
DF3 90 boruta RF log 0.646 0.626 0.793
DF3 90 boruta RF std & log 0.647 0.627 0.794
DF3 RF 0.669 95.322 209.849
DF3 RF std 0.670 95.722 212.108
DF3 boruta RF std 0.686 98.115 211.479
DF3 boruta RF 0.691 98.459 214.509
DF3 ridge std & log 0.695 0.846 1.090
DF3 90 relief RF log 0.698 0.677 0.858
DF3 90 RF std 0.699 53.134 76.901
DF3 SVR std & log 0.700 0.851 1.107
DF3 90 RF 0.700 53.159 77.174
DF3 90 relief RF std & log 0.700 0.679 0.859
DF3 90 boruta RF 0.713 54.104 77.900
DF3 90 boruta RF std 0.714 54.247 77.904
DF3 SVR std 0.732 104.697 237.401
DF3 relief RF 0.744 106.272 232.394
DF3 90 ridge std & log 0.745 0.722 0.897
DF3 relief RF std 0.746 106.550 231.172
DF3 ridge log 0.747 0.910 1.164
DF3 90 SVR std & log 0.749 0.726 0.924
DF3 boruta SVR std & log 0.750 0.913 1.163
DF3 boruta ridge std & log 0.752 0.915 1.164
DF3 boruta SVR std 0.752 107.352 238.658
DF3 90 relief RF 0.762 57.848 82.712
DF3 90 relief RF std 0.765 58.032 83.033
DF3 90 boruta ridge std & log 0.765 0.742 0.918
DF3 90 boruta SVR std & log 0.766 0.742 0.919
DF3 90 SVR std 0.768 58.312 84.096
DF3 ridge std 0.771 110.115 234.839
DF3 boruta ridge log 0.774 0.942 1.198
DF3 relief ridge std & log 0.777 0.946 1.198
DF3 relief SVR std & log 0.778 0.947 1.201
DF3 90 ridge std 0.781 59.295 83.304
DF3 ridge 0.784 111.889 234.391
DF3 relief SVR std 0.785 112.122 251.951
DF3 boruta ridge 0.795 113.402 231.239
DF3 90 boruta ridge std 0.795 60.330 84.675
DF3 relief ridge log 0.796 0.969 1.229
DF3 90 ridge log 0.801 0.777 0.951
DF3 90 boruta SVR std 0.803 60.960 85.352
DF3 boruta ridge std 0.808 115.346 229.363
DF3 90 ridge 0.810 61.542 86.016
DF3 relief ridge 0.811 115.906 243.906
DF3 relief ridge std 0.815 116.405 244.231
DF3 DT log 0.816 0.993 1.306
DF3 90 boruta ridge log 0.817 0.793 0.969
DF3 90 relief SVR std & log 0.819 0.794 0.978
DF3 90 relief ridge std & log 0.820 0.795 0.976
DF3 90 boruta ridge 0.826 62.732 87.230
DF3 DT std & log 0.830 1.009 1.323
DF3 boruta DT std & log 0.830 1.010 1.330
DF3 90 relief ridge std 0.831 63.068 87.693
DF3 boruta DT log 0.839 1.021 1.342
DF3 90 relief ridge log 0.843 0.817 0.993
DF3 90 relief ridge 0.849 64.462 88.800
DF3 90 relief SVR std 0.850 64.556 88.499
DF3 relief DT log 0.857 1.043 1.369
DF3 relief DT std & log 0.860 1.046 1.374
Diplomska naloga 63
DF3 DT std 0.885 126.334 294.073
DF3 90 DT log 0.890 0.862 1.112
DF3 90 boruta DT log 0.897 0.870 1.128
DF3 90 DT std & log 0.897 0.869 1.130
DF3 90 boruta DT std & log 0.904 0.876 1.142
DF3 DT 0.918 130.960 306.846
DF3 boruta DT 0.924 131.938 326.324
DF3 90 DT 0.941 71.395 110.090
DF3 90 DT std 0.944 71.615 109.463
DF3 90 relief DT log 0.946 0.917 1.191
DF3 90 boruta DT std 0.948 71.994 110.551
DF3 90 relief DT std & log 0.955 0.927 1.193
DF3 boruta DT std 0.958 136.442 344.330
DF3 90 boruta DT 0.960 72.814 112.543
DF3 relief DT 1.001 142.759 342.772
DF3 90 relief DT 1.002 76.039 115.231
DF3 relief DT std 1.010 143.532 345.712
DF3 90 relief DT std 1.025 77.873 117.686
Tabela 5.8: Vsi rezultati napovedovanja na mnozˇici DF3.
Razlage
Na sliki 5.1 je prikazano odlocˇitveno drevo do globine 4.
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Slika 5.1: Odlocˇitveno drevo do globine 4.
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