Abstract. Gene (feature) selection has been an active research area in microarray analysis. Max-Relevance is one of the criteria which has been broadly used to find features largely correlated to the target class. However, most approximation methods for Max-Relevance do not consider joint effect of features on the target class. We propose a new MaxRelevance criterion which combines the collective impact of the most expressive features in Emerging Patterns (EPs) and some popular independent criteria such as t-test and symmetrical uncertainty. The main benefit of this criterion is that by capturing the joint effect of features using EPs algorithm, it finds the most discriminative features in a broader scope. Experiment results clearly demonstrate that our feature sets improve the class prediction comparing to other feature selections.
Introduction
In microarray gene expression analysis, identifying the most representative genes (or features) from tens of thousands of genes in experiments, is critical to improve the prediction performance. Feature selection is one of the important and frequently used techniques in data preprocessing for microarray analysis.
There are three general approaches for feature selection algorithms: filters, wrappers [1] and hybrids [2] . Filter approaches use general characteristics of data to select a subset of features without involving any induction algorithm. Wrapper approaches use estimated accuracy of learning method to obtain feature subsets. Generally, wrapper approaches give higher prediction accuracy but they tend to be more computationally expensive than filter approaches. Hybrid approaches try to utilize different evaluation criteria of two approaches in different search stages. In this paper, we focus on the discussion of filter type feature selections which have better generalization property and can be computed easily and efficiently.
The goodness of feature subset is always determined by a certain criterion. Both Max-Relevance and Min-Redundancy have been instinctively used for this criterion. Max-Relevance is to search features which together have the largest correlation to the target class. Some methods based on statistical tests or information gain have been shown in literature [3] , [4] . However this criterion could allow rich redundant genes, which jointly do not contribute to the performance of the prediction because they are highly correlated. Min-Redundancy is a criterion to select mutually exclusive features. An effort to reduce "redundancy" among genes has been recently made in gene selection. Some recent methods propose a criterion by combining the above two constraints effectively [5] , [6] , [7] .
Our work in this paper focuses on maximizing Max-Relevance by considering the joint effect of features (or subspace) on the target class. Methods which have been used for Max-Relevance do not consider the dependency between interactions among features and the target class. However, this may be critical in many circumstances. Based on this fact, we propose a new Max-Relevance criterion, combining the emerging pattern (EPs), one of the recent data mining techniques used to identify interactions among features, [8] , [9] , [10] , and the currently used techniques.
The main contribution of this paper is to show the usefulness of employing interactions among features to explicitly maximize relevancy in feature selection via filter approach. Our comparative experiments demonstrate that the proposed method not only gives higher accuracy than other criteria but also provides comprehensive explanation about relevancy and redundancy of features.
The remainder of the paper is organized as follows. The EPs algorithm employed to identify interactions among features is briefly described in the next section. Subsequently, we present a new MAX-Relevance criterion. Then, we introduce Support Vector Machine (SVM), which is a relatively new and promising class prediction method and show the experimental results on widely-used microarray data sets: colon and leukemia tissues. Finally, we discuss the advantages of our criterion comparing to other criteria and future work.
Methods

Emerging Patterns
Emerging Patterns (EPs) were first introduced by [8] as associations of features (conditions involving several genes in microarray data), whose supports increase significantly from one class to another. They have the special advantage of modeling interactions among genes to build powerful classifiers. The followings are the process to get EPs.
Step 1: discretization To efficiently explore the most discriminatory features and to remove the noisy features, we discretize data sets using the entropy based discretization method of [11] . The discretization method partitions genes each into two disjoint intervals. In the example of colon cancer dataset, there are two intervals as (-∞, 59.8) and [59.8, +∞) for M26383 gene. For convenience, we index them as the 1st and 2nd items and so on. So, the emerging pattern {2} represents {gene M 26383 @[59.8,+∞)}.
Step 2: generating JEPs We employed Jumping EPs (JEPs) which are defined as the patterns that are found only in one class and have stronger ability to discriminate different classes than any other types of EPs. For example, let's suppose one of JEPs on cancer class is {2, 3}. It represents {gene M 26383 @[59.8,+∞), gene M 63391 @(-∞, 1700)}. And it can be interpreted as : the pattern that the expression of M26383 is ≥ 59.8 and the expression of M63391 < 1700 was found at least one only in cancer samples.
Step 3: selecting the most expressive features Finally, we select the Most Expressive Features (ME-features) which are often participating in JEPs. For example, let's suppose that there are 5 JEPs such as {1, 3, 5}, {2, 6}, {4, 9}, {1, 10} and {2, 4, 10}. The 1st ME-gene is {gene M 26383 @(-∞, 59.8), [59.8,+∞)} because the frequency of gene M 26383 is 4 (1,2,1,2).
Maximum Relevance
The aim of Max-Relevance is to find features which mutually have the largest correlation to the target class. In developing an approximation method for MaxRelevance, our goal is to effectively catch the joint effect of features on the target class. For this, we employ emerging patterns which have the strong power of modeling interactions among features. The most used notions are defined as follows: Definition 1. The jumping emerging patterns (JEPs) in dataset of Class + (C + ), denoted JEP s(C + ), are patterns (P) whose supports in C − are zero but nonzero in C + . + and -stand for two class labels. 
where Supp ci (F ) is the frequency of occurrence of features(F).
In our approach, we adopt both parametric and nonparametric approach to select discriminative features: t-test (or f-test for multiple classes) and symmetrical uncertainty (SU). The t-test is a statistic criterion based on the assumption that data comes from some kind of distribution, while SU based on the information-theoretical concept of entropy is a measure of the uncertainty of a random variable. SU is more used than information gain because it can make good for information gain's bias toward features with more values. In some papers, as the combination of several criteria often outperforms an individual criterion, we attempted to take advantages of both criteria. (e.g., the information gain can compensate for the statistical instability of t-test).
The t-test gives the discriminative power of the ith feature as
where µ The SU is defined as
where,
P(f i ) is the prior probabilities for all values of F i , and P(f i |c j ) is the posterior probabilities of F i given the values of C. In both criteria, the more F i and C is correlated, the larger the result value is (e.g. in SU, if F i and C is completely correlated, SU(F i , C) is 1). We use average ranks between above two ranks as follows:
where the lower the number of Rank M is, the stronger the discrimination power is (e.g. the most discriminative feature is the feature whose Rank M is 1).
Finally, by combining the collective impact of features in M E − JEP s and the merged rank of well-known criteria, our new MAX-Relevance criterion is defined as
where N k is the number of classes and N f is the number of features.
Minimum Redundancy
The minimum redundancy condition may be defined in several ways [6] , [7] , [12] , [13] . We use Pearson correlation coefficient which is the most well-known measure of similarity between two random variables. The condition is defined as
var(·) denotes the variance of a variable and cov(·) represents the covariance between two variables. N f is the number of features. And we have assumed that both high positive and high negative correlation mean redundancy, and thus take the absolute value of correlations.
The Minimum Redundancy Maximum Relevance
Ding and Peng proposed the minimum-redundancy-maximum-relevance (mRMR) criterion to minimize redundancy [5] . The idea is to select the genes such that they are mutually maximally dissimilar. The mRMR criterion (Φ(D, R)) has the following simplest form to optimize D (relevance condition) and R (redundancy condition) simultaneously.
In this paper, we employ this framework because this is a very simple but efficient method [7] . So, based on Eq. (4) and Eq. (5), our minimum-redundancymaximum-relevance optimization condition is defined as
Class Prediction Method
SVM (support vector machine) is a well-known machine learning algorithm based on the structure risk minimization induction principle. Suppose that there are N training samples, ( 
Acronym
Full Name Formula
EPs and merged rank correlation difference § §¨© (8)) MRCD merged rank correlation difference (7)) margin between two classes. The hyperplane classifying an input pattern x can be described as the following function :
where
and b is a scalar. In this paper, we use the LIBSVM package in [14] and adopt only a linear kernel to compare our results with other works.
Experimental Results
We used the well-known datasets, the colon tumor set of [15] and the Leukemia set of [16] to demonstrate the robustness of our new approach. The colon data set contains 40 tumor and 22 normal colon tissue samples of 2,000 genes with highest minimal intensity across the samples. In the leukemia dataset, the target classes are AML and ALL which are subtypes of leukemia and there are 72 samples of 7,129 genes. For the leukemia data, we merged training and test samples together for the purpose of leave-one-out cross validation. In our experiments, we used two different formats as input. We first discretized the data using the entropy based discretization method [11] . This preprocessing step efficiently explores the most discriminatory features with EPs algorithm as well as removes many of the noisy features. Then we normalized the original data so that each gene has zero mean value and unit variance and classified them using SVM. 132 genes in colon dataset and 1026 genes in leukemia dataset were used after discretization. We measured the classification error rate using Leave-One-Out Cross Validation (LOOCV) to compare the results with Ding and Peng's [5] . Given n samples, LOOCV method constructs n classifiers, where each one is trained with n − 1 samples, and is tested with the remaining one sample. The final classification accuracy is the average of each classifier. Colon t-test 14 10 9 11 10 9 9 9 10 10 13 10 9 8 TCD 14 10 8 7 7 7 6 7 8 8 8 8 13 14 EPMRCD 9 10 9 9 9 10 7 7 6 8 8 7 7 7 MRCD 9 10 9 9 9 10 10 10 8 7 8 7 7 7
Leukemia t-test In our experiments, we compared feature subsets by using three different mRMR optimization conditions in Tab. 1 against the feature sets obtained using t-statistic ranking to pick the top m features. We referred the results of t-test and TCD in [5] to demonstrate the robustness of our proposed criterion. The reason to select TCD (t-test correlation difference) instead of TCQ (t-test correlation quotient) is that TCD is the same scheme as ours.
The results of the LOOCV error are shown in Tab. 2. Generally, EPMRCD (EPs and merged rank correlation difference) features outperformed other features. For instance, for colon, EPMRCD leads to 6 errors while t-test leads to 8 errors and MRCD (merged rank correlation difference) leads to 7 errors. And for leukemia, EPMRCD leads to 0 errors while t-test leads to 2 errors and TCD leads to 1 error. However, LOOCV classification error does not provide enough evidence for our efficient criterion.
To demonstrate the effectiveness of our proposed approach, we showed the average relevance (D) and the average redundancy (R) of feature sets in Fig.  1 (refer to Eqs. (7) and (8)) . For colon, although the relevance for EPMRCD reduced as compared to the others, the redundancy also reduced dramatically. Note that both t-test and TCD feature sets show relatively high redundancy. This is more clearly observed in leukemia. For leukemia, the relevance of EPM-RCD least reduced relative to others, while the redundancy reduced considerably. In the case of t-test feature set, even relevance reduced impressively according to increase the number of features and within top 10 features, it also shows relatively high redundancy. This results show that the EPMRCD feature set is the most effective one satisfying the Max-Relevance-Min-Redundancy condition.
In order to show how different the EPMRCD feature set is from other features, we also present the rates of intersecting features for the top m (1 ≤ m ≤ 50) features selected as shown in Fig. 2 . Features selected using EPMRCD have less overlap with those selected by using t-test or TCD when m ≤ 20, while they are frequently found in the features selected via MRCD when m ≤ 5.
Above experiment results demonstrated that even though LOOCV classification error rates were comparable, our criterion found great features, which are dissimilar to those selected by other criteria and are sufficiently satisfying the Max-Relevance-Min-Redundancy condition.
