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Abstract
In this thesis we review some basic concepts of tensors and differential geometry and apply
them to model the actin cortex, an active envelop that determines the shape and mechanical
properties of animal cells. The model formalism invokes Onsager’s variational principle. We
study the cell response under a density gradient when we vary the rates of polymerization
and depolymerization. Two different scenarios are observed: the cell recovers the equilibrium
density, or the gradient increases giving rise to a stable-bleb shape. The transition between
these two situations is also studied. This thesis follows a doctoral thesis by Dr. Alejandro
Torres-Sa´nchez [2].
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Chapter 1
Introduction
The cell cortex is a layer of cross-linked actin filaments lying just beneath the plasma membrane
of animal cells [1]. Apart from actin, this network is crowded with myosin motors which
exert contractile forces in the meshwork. Mechanically, the cortical actin mesh plays a role
comparable to the cell wall in bacteria or plant cells; it is the main determinant of stiffness
of the cell surface and resists external mechanical stresses. However, in contrast to cell walls,
the cortex can undergo dynamic remodelling on timescales of seconds, because of turnover
of its protein constituents and network rearrangement through myosin-mediated contractions.
This dynamic plasticity is a key feature of animal cell survival in a changing extracellular
environment, because it allows cells to rapidly change shape, move and exert forces. Actually,
this is the main feature that brought attention and, for instance, studying the connection with
embryonic development and cancer metastasis is a current topic of research.
Material properties of the cortex determine how the cell deforms in response to external
forces. By this we mean that actin networks display active properties, depending on ATP con-
sumption; actin filaments undergo dynamic polymerization and depolymerization, and myosin
motors can exert stresses on the filaments. The combined effects of myosin contractility, actin
and crosslinker turnover contribute to generation of the mechanical properties of the cortical
network. On timescales shorter than its turnover, the cortex essentially behaves like an elastic
solid. However, on long timescales the cortex behaves like a viscous fluid because actin turnover
and dissociation of crosslinkers dissipate stresses and enable the polymer network to remodel.
Because the diameter of actin filaments and the mesh size of the cortical network are small
compared with the size of the cell, cellular mechanics is determined by emerging macroscopic
properties of the cortex. The thickness of this layer is of hundred of nanometers, while the
typical size of an animal cell is of tens of microns; thus, this layer can be considered as a quasi
7
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two-dimensional material.
Based on these observations, in this thesis we model the cortex as an isotropic viscous
material confined to a surface. Previous works were restricted to axisymmetric or to two-
dimensional flows, however here we study a three-dimensional and geometrically non-linear
model following [2]. Two assumptions are considered: (i) the elastic behaviour at time-scales
smaller than the turnover is neglected and (ii) the model does not account for the orientational
order of actin filaments. The first hypothesis is not very restrictive since the elastic behaviour
plays a marginal role in processes happening at longer time-scales. However, the orientation
of actin filaments is very important in some scenarios, such as cytokinesis, and here we have
assumed that they are oriented randomly, so that the effective response of the material is
isotropic.
Mathematically, we characterize the cortex as a time-evolving surface Γt with a space-
varying thickness ρ. We have a velocity field V of actin, with a tangential component v,
characterizing the flow of actin on Γt, and a normal component vnn, describing the change of
shape of the cell. We assume that the rheology of this layer is Newtonian, so that the viscous
terms is of the form
σvisc = 2ρµd+ ρλ (trd) Id (1.1)
where λ is the dilatational viscosity, µ is the shear viscosity, Id is the identity tensor and d
is what is called rate-of-deformation tensor, which in the bulk reads as d = 1
2
(
∇v + (∇v)T
)
,
but in our case it will have an additional term taking into account that we are on a curved
surface, as we will see later on. The first term of (1.1) models the shear and the second the
dilatation viscous forces experienced by the surface. Moreover, we have a tensor including the
active terms of the form
σact = f(ρ) ξ Id.
where ξ measures the myosin activity and f(ρ) is a function of the thickness that will be
specified later on. Apart from these terms, we have the continuity equation
∂tρ+∇ρ · v + ρtrd = kp − kdρ (1.2)
where kp is the polymerization rate and kd is the depolymerization rate, proportional to the
thickness, that we assume constant. This tells us that actin binds the surface independently of
the surface thickness but it unbinds depending on the current width of the surface. However,
equation (1.2) has a problem. As the surface is moving, if we consider the partial derivative
9with respect to time
∂tρ = lim
∆t→0
ρ (x, t+ ∆t)− ρ (x, t)
∆t
perhaps the surface is not at position x at time t + ∆t, and ρ (x, t+ ∆t) is not defined there.
Indeed, equation (1.2) is valid if ∂tρ is interpreted as the variation of ρ along the normal to Γt
at x [2].
In many occasions, dissipative forces in a system can be derived from a dissipative potential
in terms of the rate of change of the system. When inertial forces can be neglected, this kind
of system admits a variational principle, referred to as Onsagers variational principle, which
relies on a functional, the Rayleighian, that is minimized along the dynamics. This kind of
variational principle can be readily discretized using final elements without needing to resort
to the strong form of the problem. Later on we will see through some examples the structure
of this principle to finally apply it to our model.
As we have mentioned, the velocity field will have a tangential component but also a normal
component and both of them will contribute to the deformation of the surface, so differential
geometry will play a fundamental role in the model. Because of this, we will revisit some
concepts about tensors and first and second fundamental forms.
An useful convention when dealing with tensors is Einstein’s summation convention, that
we will use throughout this thesis. According with this convention, when an index variable
appears twice in a single term and is not otherwise defined, it implies summation of that term
over all values of the index. For instance, y =
∑n
i=1 aixi is equivalent to y = aixi. Or given
two squared matrices A and B of dimension n, the matrix product C = AB has components
Cik =
∑n
j=1AijBjk, or using this convention Cik = AijBjk.
In the following Chapter, we introduce the mathematical framework used throughout the
thesis. In Chapter 3, Onsager’s variational principle is introduced via some elementary exam-
ples. We model the cell cortex in Chapter 4 using all the elements that we have seen previously
and finally in Chapter 5 we discuss some performed simulations. We conclude with Chapter 6,
where conclusions and some paths of research for future works are mentioned.
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Chapter 2
Tensors and differential geometry
Since we are dealing with a curved surface, differential geometry plays a key role in our model.
In this Chapter, we review some of the concepts of differential geometry of surface that are
required to properly understand our modelling framework. First, we generalize the concept of
vectors and introduce tensors. We define a very important tensor called metric tensor or first
fundamental form, g, and see how it is related to what is called lowering and raising indices.
A briefly interpretation of the second fundamental form, k, is also given and we discuss how
we can differentiate a tensor, particularly we define what is known as covariant derivative.
Finally, we derive the form of the rate-of-deformation tensor, d, when working with surfaces
with curvature. For a more rigorous discussion we refer to [4] and [5].
2.1. Tensors
Let us consider a vector space V over a field K = R. We define the dual space of V as
V ∗ = {f : V → R| f linear}
Thus a dual vector (or a covector) ω is a linear map
ω : V → R
v 7→ ω (v)
Given a basis {eα} of V , its basis of dual vectors
{
eβ
}
is such that satisfies
eβ (eα) = δ
β
α
11
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where δβα is the Kronecker-δ. Then, if ω = ωαe
α and v = vβeβ, we have
ω (v) = ωαe
α
(
vβeβ
)
= ωαv
βeα (eβ) = ωαv
βδαβ = ωαv
α
In order to generalize the concept of dual vectors applied to more vectors, we define what
are called tensors. A p-covariant tensor is a multi-linear application (in all its components)
f : V × p· · · × V → R
A q-contravariant tensor is a multi-linear application
f : V ∗ × q· · · × V ∗ → R
Generally, a
(
q
p
)
-tensor is a (p+ q)-linear application
f : V × p· · · × V × V ∗ × q· · · × V ∗ → R
2.2. Metric tensor
Consider a surface Γ and the tangent space to Γ at x, TxΓ (it will play the role of V in Section
2.1). The inner product in R3, given by
〈v,w〉 = vaδabwb,
induces a natural inner product on the tangent space of Γ. More precisely, we define a non-
degenerate symmetric bilinear form
g : TxΓ× TxΓ→ R
(v,w) 7→ g (v,w) = v · g ·w = 〈v,w〉
that is, a 2-covariant tensor. This tensor is called fundamental tensor or metric tensor. Con-
sidering a basis {ei} of TxΓ, we denote the components of g by
g (ei, ej) = 〈ei, ej〉 = gij (2.1)
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Thus
g (v,w) = gijv
iwj
As the scalar product is symmetric, the tensor g is symmetric: gij = gji. Moreover, as it
is non-degenerate, the metric tensor is invertible. The inverse of the metric tensor, g−1, has
components gac, i.e. gacgcb = δ
a
b. Therefore, we define the scalar product of vectors as
v ·w = gabvawb
and the norm of v as
‖v‖ = √v · v
We also define the scalar product of 2-covariant tensors as
p : q = gacpcdg
dbqab
and the norm of p as
‖p‖ = √p : p
Apart from the metric tensor, there is another important tensor called the surface curvature
or second fundamental form, which is defined by
k : TxΓ× TxΓ→ R
(v,w) 7→ k (v,w) = −〈dNx(v),w〉,
where −dN denotes the Weingarten mapping of Γ. The components
kab = −〈dNx(ea), eb〉 (2.2)
measure how the normal vector changes along the coordinates curves in the direction of the
vectors basis, and introduce to the concept of (extrinsic) curvature.
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2.3. Lowering and raising indices
There is a canonical isomorphism between TxΓ and T
∗
xΓ defined by the lowering mapping
[ : TxΓ→ T ∗xΓ
u 7→ u[ = g (u, )
such that, with every vector u, there is associated a covector defined by
g (u, ) : TxΓ→ R
v 7→ g (u,v) = 〈u,v〉
We remark that the covector g (u, ) is expressed with respect to a basis {ej} of T ∗xΓ as
g (u, ) = gjiu
iej
So, we have ∀v ∈ V
g (u,v) = gji〈uiej, vkek〉 = gjiuivkδjk = gjiujvi
Now, denote the component of u[ by ui. Then,
ui = g (u, ei) = g
(
ujej, ei
)
= ujg (ej, ei) = u
jgji = giju
j (2.3)
where the last equality follows from the symmetry of g. Thus, summing up in (2.3),
gkiui = g
kigiju
j = δkj u
j = uk
Finally,
ui = giju
j
uj = gjkuk
In the same way, the metric can map a
(
2
0
)
-tensor A into a
(
1
1
)
-tensor
Aij = gjkA
ik
In turn, this can be mapped into a
(
0
2
)
-tensor
Alj = glmA
m
j = gkmgjkA
mk
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which can be mapped back into the original tensor
Aik = gilgkmAlm
These maps are called index raising and lowering.
2.4. The covariant derivative
Consider the coordinates curves ξ1, ξ2 and a parametrization ϕ, such that ea = ∂ξaϕ ≡ ∂aϕ
are the basis on the tangent space of the surface Γ. The change of the basis vectors eb along
the coordinate curves ξa can be expressed in terms of the basis of R3 formed by the two tangent
vectors e1 and e2, and the normal to the surface n
∂ξaeb ≡ ∂aeb = Γcabec + kabn
where Γcab are the Christoffel symbols. Since ∂aeb = ∂a∂bϕ = ∂b∂aϕ = ∂bea, we have Γ
c
ab = Γ
c
ba.
In general, for a vector v,
∂av = ∂av
beb + v
b∂aeb = ∂av
beb + Γ
c
abv
bec + kabn
The projection of ∂av onto TΓ is
∇av = ∂avbeb + Γcabvbec =
(
∂av
b + Γbacv
c
)
eb
The expression in brackets is a vector known as the covariant derivative of v in the direction
of ea, in components,
∇avb = ∂avb + Γbacvc (2.4)
Roughly speaking, the first term is the usual derivative along the coordinates, and the second
term comes from the change in the basis vectors.
The idea of covariant derivative can be extended from vectors to covectors as
∇aαb = ∂aαb − Γcabαc
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2.5. Rate-of-deformation tensor
Once we have presented all the concepts that we will use throughout this thesis, a last element,
called rate-of-deformation tensor, needs to be discussed. Probably, it is the most important
concept of our model because it encodes how the surface deforms both in tangent and normal
directions. In the bulk, the rate-of-deformation tensor reads as d = 1
2
(
∇v + (∇v)T
)
. For a
surface, if we interpret v as the tangential velocity of the fluid, the previous term only has
information about the deformation due to tangential flows. However, as the surface is also
changing shape, it is expected that the rate-of-deformation tensor also encodes the information
regarding the deformation due to the change in shape. To characterize it we recall the definition
of d in continuum mechanics is
d =
1
2
∂tg
Exercising this formula
∂tgab = 〈∂tea, eb〉+ 〈ea, ∂teb〉 = 〈∂t∂aϕ, eb〉+ 〈ea, ∂t∂bϕ〉 = 〈∂a∂tϕ, eb〉+ 〈ea, ∂b∂tϕ〉 (2.5)
Then, using V = v + vnn = ∂tϕ, equation (2.5) could be written as
〈∂a∂tϕ, eb〉+ 〈ea, ∂b∂tϕ〉 = 〈∂a (v + vnn) , eb〉+ 〈ea, ∂b (v + vnn)〉 (2.6)
Remark that ∂a (v + vnn) = ∂av+∂avnn+vn∂an. So replacing in (2.6) and taking into account
the orthogonality condition of the basis vectors, 〈n, eb〉 = 0,
∂tgab = 〈∂av, eb〉+ vn〈∂an, eb〉+ 〈∂bv, ea〉+ vn〈∂bn, ea〉
and using (2.4) and the second fundamental form (2.2),
∂tgab = gdb∇avd − vnkab + gda∇bvd − vnkba = ∇avb +∇bva − 2vnkab (2.7)
Finally, we get
dab =
1
2
∂tgab =
1
2
(∇avb +∇bva)− vnkab
or
d =
1
2
(
∇v[ + (∇v[)T)− vnk
where the 1/2 is introduced to follow the usual convection. The first two terms encode how Γt
deforms through tangential flows and the last term takes into account the change in shape of
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Γt.
We are aware that some of these computations are not rigorously performed because we are
taking derivative with respect to the coordinates curves in the space of parametrization but
also on the surface. We should have composed them with the pull-back and the push-forward
of ϕ, however we have avoided it for simplicity. A more rigorous derivation can be found in [2].
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Chapter 3
Onsager’s variational principle
In this Chapter we introduce via two elementary discrete examples what is known as Onsager’s
variational principle. This principle leads to a systematic way to derive the governing equations
for complex systems in which dissipative forces follow from a potential starting from elementary
energetic and dissipative ingredients, and provides an additional mathematical structure that
highlights qualitative properties of the solutions not apparent from the Euler-Lagrange equa-
tions. One application of Onsager’s variational principle to continuum can be found in [13],
where a derivation of the classical Stokes equations, as well as for compressible Stokes flow, is
done.
3.1. Spring and dashpot: parallel case
We consider a spring of elastic constant k coupled in parallel with a dashpot of drag coefficient
η and under the action of a force F (see Fig. 3.1 A). The state of the system is characterized
by the displacement of the spring with respect to its natural elongation, x. The Lagrangian of
A B
Figure 3.1: Diagrams of two elementary mechanical systems. (A) A spring with constant k
is in parallel with a dashpot with drag coefficient η and a force F is applied. (B) The spring is
now in series with the dashpot and the force is applied to the dashpot.
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this system is
L = −1
2
kx2 + Fx
with a viscous force of the form
Fvisc = ηx˙.
Thus, the Euler-Lagrange equation of this system reads as
∂L
∂x
− d
dt
∂L
∂x˙
= Fvisc
and
−kx+ F = ηx˙
so,
F = ηx˙+ kx (3.1)
This is the approach from the Lagrangian point of view. Let us discuss now how the same
conditions could be obtained from the Onsager’s variational principle.
On the one hand, the spring and external forces derive from a potential, which includes the
stored elastic energy in the spring and the potential for the external force
Fcons + F = −dF
dx
, where F(x) = 1
2
kx2 − Fx
On the other hand, the viscous force also derives from a potential, depending on v = x˙
Fvisc = −∂D
∂v
, where D(v) = 1
2
ηv2
The rate of change of the energy can be written as
F˙ = d
dt
[F (x(t))] = dF
dx
(x(t)) x˙(t) = (kx− F )v
and therefore F˙ depends on the state of the system x and on the rate of change of the state v.
Now, let us define the function
R(x, v) = F˙(x, v) +D(v) = (kx− F )v + 1
2
ηv2.
Observe that from 0 = ∂R/∂v we recover condition (3.1). Furthermore, because η > 0, R
is a convex function of v. Thus, we conclude that the governing equation follows from the
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variational principle
v = arg min
w
R(x,w)
This is Onsager’s variational principle and the function R(x, v) is called the Rayleighian of the
system.
3.2. Spring and dashpot: series case
Now, we consider another discrete example consisting of a spring in series with a dashpot loaded
with a force (see Fig. 3.1 B). The system is characterized by the displacement of the spring
from its equilibrium position, x1, and by the displacement of the dashpot with respect to the
spring, x2. The Lagrangian in this case is given by
L = −1
2
kx21 + F (x1 + x2)
and a non-conservative term
Fvisc = ηx˙2
Euler-Lagrange equations are
0 =
∂L
∂x1
− d
dt
∂L
∂x˙1
= −kx1 + F (3.2a)
ηx˙2 =
∂L
∂x2
− d
dt
∂L
∂x˙2
= F (3.2b)
From (3.2a), F = kx1 and from (3.2b), F = ηx˙2, therefore F = kx1 = ηx˙2. Let us now derive
the same equations applying the Onsager’s variational principle. If we denote by vi = dxi/dt,
the energy of the system is
F(x1, x2) = 1
2
kx21 − F (x1 + x2).
The rate of change of the energy is
F˙(x1, x2; v1, v2) = kx1v1 − F (v1 + v2).
On the other hand, the dissipation potential can be written in terms of v2 only as
D(v2) = 1
2
ηv22.
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Thus, the Rayleighian is
R(x1, x2; v1, v2) = kx1v1 − F (v1 + v2) + 1
2
ηv22
and Onsager’s variational principle states that
v1, v2 = arg min
w1,w2
R(x1, x2;w1, w2).
The stationary necessary conditions for the minimizer, 0 = ∂R/∂vi, lead to
F = kx1 = ηv2,
which coincides with the result obtained from the Euler-Lagrange equations.
Let us note that the minimization is performed over the rate of change of the state of the
system rather than on the state of the system, in contrast with the classical equilibrium principle
of minimum potential energy for equilibrium. An extension of this principle to continuum
models can be found in [2, 13]. A general statement of Onsager’s principle [7] can be formulated
from some basic elements. Characterizing the rates of change of the system as {V1, ..., Vn}, we
can write the Rayleighian
R [V1, ..., Vn] = D [V1, ..., Vn] + P [V1, ..., Vn]
and minimize with respect to {V }. Onsager’s variational principle can then be formulated as
{V } = arg min
{W}
R(W )
From the viewpoint of numerical methods for continuum systems, Onsager’s variational
principle provides an alternative to the weak form of the problem that does not rely on the
formulation of the strong form, which may be complicated in some cases.
Chapter 4
Modelling the actin cortex
Cells need to adopt their shape to drive tissue-scale morpho-genetic processes. The actin cortex
endows cells with the ability to reshape themselves [3]. The thickness of this layer is of hundred
of nanometres, while the typical size of an animal cell is of tens of microns; thus, this layer
can be considered as a quasi two-dimensional material. This thin layer beneath the membrane
largely consists of cross-linked actin filaments and myosin motors proteins. Importantly, this
thin structure can generate active stresses and contract. Active stresses emerge from the force-
generation of myosin motors interacting with actin filaments. Such active molecular processes
lead to the buildup of mechanical stresses on larger scales. Therefore, material properties of the
cortex determine how the cell deforms in response to external forces. On timescales shorter than
its turnover, the cortex essentially behaves like an elastic solid. However, on long timescales
the cortex behaves like a viscous fluid because actin turnover and dissociation of crosslinkers
dissipate stresses and enable the polymer network to remodel.
In this chapter we will present a fully three-dimensional and geometrically non-linear model
of the cortex invoking Onsager’s variational principle developed by [2]. We model the cortex
as an isotropic viscous material confined to a surface. We characterize the cortex as a time-
evolving surface Γt with space-varying thickness ρ = ρ (x, t). As a variable we have the velocity
field V of actin, with a tangential component v, characterizing the flow of actin on Γt, and a
normal component vnn, describing the change of shape of the cell. As we mentioned in Section
2.5, the rate-of-deformation tensor d is the main element of our model because it encodes the
rate at which the surfaces deforms over time.
23
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Figure 4.1: A viscous model for the cell cortex. (A) Schematic view of the different processes
taking place in the cortex. (B) Schematic view of the main ingredients in our model.
4.1. Dissipation
We consider two dissipation mechanisms: the dissipation due to shear and the dilatational
dissipation. All of them can be encoded with a tensor that we call σvisc and has the form
σvisc = 2ρµd+ ρλ (trd) Id (4.1)
where λ is the dilatational viscosity, µ is the shear viscosity, Id is the identity tensor and d is
the rate-of-deformation tensor. Then, the dissipation potential is
D [ρ,V ] = 1
2
∫
Γt
σvisc : d dS
where 1/2 is used for convention, and the integral is done along the cortex thickness ρ. This
computation leads to
D [ρ,V ] =
∫
Γt
ρµd : d dS +
1
2
∫
Γt
ρλ (trd) Id : d dS
So finally,
D [ρ,V ] =
∫
Γt
ρµ ‖d‖2 dS + 1
2
∫
Γt
ρλ (trd)2 dS (4.2)
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4.2. Power input
To characterize the active tension generated by the activity of myosin motors, we consider a
power input
P [ρ,V ] =
∫
Γt
σtrd dS (4.3)
where σ is an active tension of the form (we will see later on why)
σ =
ρ
ρref + ρ
ξ (4.4)
where ξ (x, t) is a measure of myosin activity and may be a function of space and time. Since
trd measures the rate at which local area expands (trd > 0) or contracts (trd < 0), for a
positive σ the previous term will try to contract the cortex area.
4.3. Continuity equation
To relate the change of rate of ρ and V , we consider balance of cortex material
∂tρ+∇ρ · v + ρ (∇ · v − vnH) = kp − kdρ
where H is the mean curvature. The first term in the right hand side stands for the polymer-
ization of actin, which we assume to happen at a constant rate kp, independent of the thickness
since it happens at the plasma membrane. The second term stands for the depolymerization
of actin, which is proportional to the amount of actin given by the local thickness, kdρ. In
equilibrium, ρ becomes time-independent, the cortex quiescent, and therefore, according to
the previous equations the right-hand-side becomes zero. As a result, the ratio ρeq = kp/kd
determines the equilibrium thickness of the cortex.
4.4. Final statement of the model
We have stated the dissipation potential and the power input, and we have related them via the
continuity equation. As we neglect the elastic behaviour of the cortex, there is no free energy
associated to the problem. Moreover, we consider the volume of cell V = V0 constant, so we
impose a constraint with the pressure P acting as a Lagrange multiplier. Then, the Rayleighian
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of the system is
R [ρ,V ] = D [ρ,V ] + P [ρ,V ] =
∫
Γt
ρ
[
µ ‖d‖2 + 1
2
λ (trd)2
]
dS +
∫
Γt
σtrd dS
and the extremization problem is
V , P = arg max
Q
arg min
W
L (ρ,W ;Q)
where L [ρ,V ;P ] = R [ρ,V ] − P (V (Γt)− V0) is the Lagrangian, and V (Γt) is the volume of
the cell at time t. Moreover, we have the continuity equation
∂tρ+∇ρ · v + ρ (∇ · v − vnH) = kp − kdρ
which allows us to update the cortex thickness once its velocity have been determined.
Chapter 5
Simulations and results
In this Chapter we present and discuss an important feature of this model, namely its ability
to self-polarize given an initial perturbation. Cell polarization is crucial in development, to
determine tissue architecture, and during cell locomotion, required for wound healing or cancer
invasion. Flows of the actomyosin cortex are increasingly perceived as a crucial determinant in
cell polarization, which under certain geometric conditions has been studied experimentally in
[14]. Here, we impose an initial density gradient to our mathematical model of a cell and study
how this gradient evolves under different conditions. We see how in some parameter range
the cell tends to equilibrium and the resulting shape is a sphere obeying Laplace equation.
However, there exists a parameter range in which the cell modifies drastically its shape and
the model produces a behaviour reminiscent of cell polarization. Finally, we try to establish a
transition between this two scenarios.
First of all, it is important to remark that we set ρref = ρeq = kp/kd and that we study the
system when kp = kd, so ρeq = 1. Hence, for small values of ρ, the quotient
ρ
ρref+ρ
will be like
ρ, but when the density becomes larger than ρref , this term will tend to 1. We do this because
indeed the myosin activity is measurably proportional to ρ when it is small but it saturates for
higher ρ.
We study now the particular case when kp = kd = 1 and the gradient of density is about ten
percent: the upper part has a density ρup ≈ 1.1 while the lower one has a density ρdown ≈ 0.9
(see Fig. 5.1 A). Since the perturbation is small and the polymerization and depolymerization
rates are large enough, after a few seconds the density reaches the equilibrium (see Fig. 5.1 B).
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Figure 5.1: Simulation of the cell when kp = kd = 1 and the gradient of density is about ten
percent. (A) Initial state of the cell: the upper part has more density than the lower one. (B)
Final state of the cell: the equilibrium density is recovered.
However, if we set kp = kd = 0.01, the system evolves in a different way. The denser cortical
region creates a larger active tension, which induces an active flow towards this region, which
further increases density. If this phenomenon is faster than cortex turnover, which tends to
restore the uniform state, then this model predicts a self-polarization of the active gel surface.
We observe that smaller bulge appears in the zone where much more density is accumulated
(see Fig. 5.2). This kind of shape is observed experimentally in self-polarized cells (Fig. 5.3),
which therefore shows the ability of the model to reproduce real cell shapes. However, under
this situation the density gradient seems to increase infinitely in time, so we do not reach a
steady state and, moreover, numerical oscillations appear. Thus, the presented model, despite
the tension saturation at high densities, is not able to produce a stable polarized state. This
is one of the main results of the present work, which suggests that more research is required
to identify and examine additional physical mechanisms that would lead to stable polarized
states.
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Figure 5.2: Simulation of the cell when kp = kd = 0.01 and the gradient of density is about ten
percent. Note that the density scales are different. (A) Initial state of the cell: the upper part
has more density, 1.1, than the lower one, 0.9. (B) State of the cell at the end of the simulation:
the density in the upper zone has increased to 10.8 and in the lower part has decreased up to
0.045.
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Figure 5.3: Comparison of the evolution of the cell shape between our model and experimental
observations. Left: Snapshots of the performed simulation. Right: Experimental observations
(image from [14]).
We have seen two different scenarios when varying the polymerization and depolymerization
rates. The transition between these two cases is identified sampling the interval [0.01, 0.1] (see
Fig. 5.4). We see that between 0.05 and 0.06 there is the critical point, although the exact
value will be studied deeply in the future.
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Figure 5.4: Value of the polymerization and depolymerization rates kd = kp versus the
difference between the maximum and the minimum density after a fixed amount of time. When
those rates are larger than 0.06, the cell recovers the equilibrium density. On the other hand,
we get a polarized state when the rates are smaller than 0.06. The critical point seems to be
between 0.05 and 0.06.
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Chapter 6
Conclusions
In this thesis we have studied and exercised a very important problem in biophysics, namely
the mechanics of the cell cortex, from theoretical and computational points of view. We have
formulated a model for the cell cortex based on a liquid-shell theory. In particular,
• As the formulation of the mechanics of the cell cortex depends on differential geometry
of surfaces, we have reviewed the concepts of tensors, first and second fundamental forms
of a surface, and examined the form of the rate-of-deformation tensor for a time-evolving
surface.
• The formulation of our model is based on Onsager’s variational principle, a general prin-
ciple for the formulation of the mechanics of dissipative systems. We have reviewed its
application for simple toy models and used it for the characterization of our model.
• We have run some simulations where a density gradient was induced. We saw that when
the polymerization and depolymerization rates were big enough, the cell recovered the
equilibrium density. However, when those rates were small, the cell evolved to a polarized
state, that matched experimental observations.
We did not focus on the implementation nor the discretization used, although some ideas
have been mentioned. We have seen that all simulations under conditions of self-polarization
generate gradients that seem to increase infinitely in time. Thus some stabilization mechanism
that forces the gradient to stop growing is required. For instance, a non-constant rate of
polymerization and depolymerization could solve this issue.
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