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Abstract
A combinatorial criterion for polynomial growth of partially ordered sets which are not simply
connected is given. It is obtained by use of Galois covering techniques applied to poset represen-
tations. For this purpose a relative version of the basic Galois covering theory of k-categories is
developed in the paper. The remaining part of the proof of the main result is based on standard
methods like \peak reductions" and Splitting Lemma used in the theory of multipeak posets.
c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 16G20; 16G60
1. Introduction
In this paper we develop the Galois covering technique for subcategories and apply
it to examine the categories modsp(KJ ) of socle projective modules over incidence
algebras of certain posets. As a result we get Theorem 1.1 providing us with a criterion
for the polynomial growth of non-simply connected posets.
Throughout this paper, K is a xed algebraically closed eld. Given a poset (i.e.
partially ordered set) J with the partial order  we denote by max J the set of all
maximal elements of J with respect to the order . The poset J is said to be an
r-peak poset provided jmax Jj= r. A subposet J 0 of J is called a peak subposet of J
if max J 0 max J . Throughout this paper we suppose usually that J is nite and
J = f1; : : : ; n; p1; : : : ; prg; max J = fp1; : : : ; prg:
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Without loss of generality we can assume that the partial order  in J is such that
i j implies i j in a natural order for all i; j2f1; : : : ; ng.
We recall from [22] that the category J -spr of peak J -spaces (or socle projective
representations of J ) over the eld K is dened as follows. The objects of J -spr are
systems M= (Mj)j2J of nite-dimensional K-vector spaces Mj such that
Mj M =
M
p2max J
Mp
for all j2 J; p(Mj) = 0 for j 6p2 max J and j(Mi)Mj for i j2 J , where j is
the composed map
M
0j−!
M
jp2max J
Mp ,!M
and 0j is the direct summand projection. By a map f :M!M0 in J -spr we mean a
K-linear map f :M! (M 0) such that f(Mj)M 0j for all j2 J . It is clear that J -spr
is an additive category with the nite unique decomposition property. The category
J -spr is closed under taking direct sums and summands, and it has Auslander{Reiten
sequences, source maps and sink maps. An interpretation of J -spr in terms of partitioned
matrices is given in [22]. It is also shown there that the natural embedding
 : J -spr!modsp(KJ ) (1.1)
dened in Lemma 2.6 of [22] is an equivalence of categories. Here KJ is the incidence
K-algebra of the poset J , that is, KJ is the K-subalgebra
KJ =
26666666666666664
K K12 : : : K1n K1p1 K1p2 : : : K1pr
0 K : : : K2n K2p1 K2p2 : : : K2pr
...
...
. . .
...
...
... : : :
...
0 0 : : : K Knp1 Knp2 : : : Knpr
0 0 : : : 0 K 0 : : : 0
0 0 : : : 0 0 K : : : 0
...
...
. . .
...
...
...
. . .
...
0 0 : : : 0 0 0 : : : K
37777777777777775
(1.2)
of the full J  J -matrix algebra MJ (K), where Kij =K if i j and Kij = 0 otherwise.
For i j we denote by eij the matrix having 1 at (i-j)th position and zeros elsewhere.
Clearly all the elements eij form a K-basis of KJ . The socle soc(KJ ) of the right
KJ -module KJ is projective and the global dimension of the algebra KJ is nite (see
[22]). By modsp(KJ ) we mean the category of socle projective right KJ -modules,
that is, the full subcategory of mod(KJ ) consisting of modules X such that the socle
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soc(X ) of X is projective i.e. isomorphic to a direct sum of copies of the right ideals
epKJ , p2 max J , where ej is the standard matrix idempotent ejj of KJ for every
element j of J .
Another interpretation of peak J -spaces is representations of Hasse diagram QJ of J .
We shall dene it for an arbitrary poset I (not necesarily nite). To a poset I one
associates the quiver QI called the Hasse diagram of I , whose vertices are the elements
of I and there exists an arrow i! j in QI if and only if i j in I and there is
no element l2 J such that i l j. We denote by cI the set of all commutativity
relations in the path K-category KQI of the quiver QI , and by KIc the factor category
KQI =hcI i, where hcI i is the two-sided ideal in KQI generated by cI . It is well known
that mod(KJ ) is equivalent to the category of nite-dimensional representations of the
bound quiver (QJ ; cJ ), or equivalently to the category mod(KJc) of nite-dimensional
modules over the locally bounded K-category KJ c (see [7]).
We say that the poset J is connected provided the quiver QJ is connected. By a
fundamental group 1(J ) of a connected poset J we mean the fundamental group
of the bound quiver (QJ ; cJ ). Clearly the universal cover of a bound quiver (QJ ; cJ )
(see [14]) is again a bound quiver of some poset ~J called the universal cover of J .
The poset ~J is usually innite, but it is locally nite in the sense that for each i2 ~J
the set of all elements of ~J comparable with i of ~J is nite.
The poset J is said to be simply connected provided the fundamental group 1(J )
is trivial. One can prove that the fundamental group of any bound quiver (QJ ; 
) such
that KQJ =
=KJ c is isomorphic to 1(J ). This justies the use of the term \simply
connected" (see [1]).
It is clear that an innite poset I is locally nite if and only if KIc is locally
bounded (see [7] or Section 2). In this case we can dene analogously as for nite
poset J the category I -Spr of peak I -spaces and the category Modsp(KIc) of locally
nite-dimensional socle projective KIc-modules (see Section 3), and the equivalences
I -Spr’Modsp(KIc) (1.3)
and
I -spr’modsp(KIc) (1.30)
hold true, where I -spr is the full subcategory of I -Spr formed by peak I -spaces
M= (Mi)i2I such that Mi = 0 for almost all elements i2 I . The category modsp(KIc)
is the full subcategory of Modsp(KIc) formed by all nite-dimensional objects. It
is easy to check that the category Modsp(KIc) is closed under taking extensions in
Mod(KIc).
In the sequel we will assume that the posets considered are locally nite. We will
identify the interpretations of I -spr (resp. I -Spr) mentioned above and instead of using
notation KIc we will simply write KI .
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Let I be an arbitrary xed locally nite poset. Given an element j2 I we set
jr = fi2 I ; i jg;
j = fi2 I ; i jg:
If i; j2 I then we dene [i; j] = i \ jr and (i; j) = [i; j]nfi; jg. Further notations, like
e.g. (i; j] have the obvious meaning.
Given a socle projective module X in Modsp(KI) its coordinate vector cdn(X )2NI
is dened by the formula (see e.g. [22, 2.7])
cdn(X )(i) =
(
dimK Xei for i2 max I;
dimK (topX )ei for i 62 max I:
Here given a KI -module X by topX we denote the module X=XJK I , where JK I
is the Jacobson radical of KI . The coordinate support of X is the peak subposet
csupp(X ) = fi2 I ; cdn (X )(i) 6= 0g of I . We say that a socle projective KI -module X
in Modsp(KI) is sincere if it is indecomposable and csupp(X ) = I . A nite poset I is
sincere if there exists a sincere socle projective KI -module.
If I 0 I is a peak subposet then there exists a subposet induction functor
TI 0 =TII 0 : I
0-Spr! I -Spr: (1.4)
To any M= (Mj)j2I 0 in I 0-Spr the functor TII 0 assigns the peak I -space N= (Ni)i2I
dened as follows [11, 2.4]:
Ni =
8>><>>:
Mi if i2 max I 0;
0 if i 62( max I 0)r;P
i j2I 0i(Mj) if i2 (max I 0)r
(see also [17, 19]). One easily observe, that cdn TI 0(X ) = tI 0(cdnX ) for any socle
projective KI 0-module X , where tI 0 :ZI
0!ZI is the natural embedding. Moreover, one
can prove that this functor is full and faithful. Given a socle projective KI -module Y
we dene its restriction YjI 0 to KI 0 in an obvious way. It is clear that for any socle
projective KI -module X in Modsp(KI) there is a natural isomorphism TI 0(X )jI 0 =X .
Note that YjI 0 is not always socle projective. The properties of these two functors will
be discussed in Section 3.
Following [20, 9] we say that the category modsp(KJ ) is of tame representation type
if for every number m2N all but a nite number of indecomposable socle projective
KJ -modules with K-dimension m lie on a nite number of 1-parameter families. The
category modsp(KJ ) is said to be of polynomial growth if the minimal number (m)
of 1-parameter families needed to parameterize m-dimensional indecomposable socle
projective modules is bounded by a polynomial in the variable m. We will say that the
poset J is of tame prinjective type, or of polynomial growth respectively, provided the
category modsp(KJ ) is so.
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A full subcategory C of mod(KJ ) closed under taking direct summands and isomor-
phisms will be said of wild representation type if there exists a KhX; Y i-KJ -bimodule
M nitely generated and free as a left KhX; Y i-module such that the functor
M^ = (−)⊗KhX;Y iM : n(KhX; Y i)!mod(KJ )
is a representation embedding (that is M^ is exact, preserves indecomposability and
M^ (U )= M^ (V ) implies U =V ) and its image is contained in the category C. Here
KhX; Y i denotes the free associative K-algebra with two free generators X; Y and
n(KhX; Y i) is the category of left nite-dimensional KhX; Y i-modules. We shall say
that the poset J is of wild prinjective type if the category modsp(KJ ) is of wild
representation type.
We associate with the poset J the Tits quadratic form
qJ :ZJ !Z (1.5)
given by the formula
qJ (x) =
X
j2J
x2j +
X
ij =2max J
xi xj −
X
p2max J
X
jp
xj xp:
It is shown in [9, Theorem 3.18] that if J is of tame prinjective type then the Tits
form is weakly non-negative, that is qJ (x) 0 for any x2NJ . The list of hypercritical
posets, i.e. minimal posets whose Tits form is not weakly non-negative is given in [9].
The well-known Nazarova’s posets (or more precisely their one-peak enlargements)
N1 ; : : : ;N

6 (listed for instance in [20, Section 15], see also [16]) appear among
them. For the convenience of the reader we recall the list of Nazarova’s posets:
We use the convention according to which the maximal elements of a poset corre-
spond to the bottom vertices of its Hasse diagram.
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Recall some further examples of hypercritical posets (see [10]):
Here n denotes the number of peaks and n 2.
A criterion for tameness and for polynomial growth of upper chain reducible posets
and thin posets is given in [11, 13]. The aim of this paper is to characterize non-simply
connected posets of tame prinjective type and of polynomial growth.
Let us introduce the following two families of posets:
where n2N; 2 n, and
where n; k 2N; 1 k<n. We shall show in Section 5 that H0n is of wild prinjective
type and Tkn is not of polynomial growth for any n 2.
The main result of this paper is the following.
Theorem 1.1. A nite non-simply connected poset J is of tame prinjective type and
of polynomial growth if and only if its Tits quadratic form qJ is weakly non-negative
and J does not contain any of the posets H0n ;T
k
n ; n 2 and NZ as a peak
subposet; where
NZ :
1 ! 3
&% &
2 ! 4 ! 
% "
5 6 :
is the one-peak enlargement of the Nazarova{Zavadskij minimal poset of non-
polynomial growth.
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2. Suitable pairs of subcategories with respect to Galois covering
It was observed in [18, Theorem 2.0; 25] that the Galois covering techniques de-
veloped in [6] can be applied to investigate the categories of socle projective modules
or prinjective modules (in [25]). For some of the applications the reader is referred
also to [8, 17, 21]. In this section we present a general scheme of the Galois covering
techniques in subcategories.
Let R be a locally bounded K-category, that is all objects of R have local endo-
morphism rings, dierent objects are nonisomorphic and both sums
P
y2R dimk R(x; y)
and
P
y2R dimk R(y; x) are nite for each x in R. By MODR we denote the category
of contravariant K-linear functors from R to the category of K-vector spaces, called
simply R-modules. Denote by Mod R (resp. mod R) the full subcategory of MODR
formed by all locally nite-dimensional (resp. nite-dimensional) R-modules, i.e. all
M in MODR such that dimk M (x) is nite for each x in R (resp.
P
x2R dimk M (x) is
nite).
Given M in MODR, the full subcategory supp(M) of R, formed by the set fx2R;
M (x) 6= 0g, is called the support of M .
Let G be a group of K-linear automorphisms of R, acting freely on objects of R. The
group G acts also on the category MODR by translations g(−), which assign to each
M in MODR the R-module gM =M  g−1. One can form the orbit category R=R=G,
which is again locally bounded K-category (see [7]). We can study the module category
mod R in terms of the category Mod R. The tool at our disposal is a pair of functors
MODR
F−! −
F
MOD R; (2.1)
where F : MOD R!MODR is the \pull-up" functor associated to the canonical Galois
covering functor F :R! R, assigning to each X in MOD R the R-module X F , and
the \push-down" functor F : MODR!MOD R is left adjoint to F (see [2]).
Given M in MODR the subgroup
GM = fg2G; gM ’Mg
of G is called the stabilizer of M .
By an R-action of a subgroup H of GM on M we mean a family
= (g :M! g−1M)g2H
of R-homomorphisms, such that e = idM , where e is the unit of H , and g
−1
1 g2  g1 =
g2g1 for all g1; g2 2H (see [7]). Observe that if H is a free group then M admits an
R-action of H .
We denote by MODGR the category of all R-modules with R-action of G. The objects
of MODGR are pairs (M; ), where M is an R-module and  an arbitrary R-action of G
on M , the morphisms are homomorphisms of R-modules compatible with the actions.
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It is well known that the functor F induces an equivalence of categories
MOD R’MODG R: (2.2)
Denition 2.1. Let G be a group of K-linear automorphisms of a locally bounded
K-category R acting freely on the objects of R; F :R! R be the canonical Galois
covering functor, where R=R=G; C is a full subcategory of mod R and C a full
subcategory of Mod R. The pair (C; C) is called suitable pair of subcategories (with
respect to F) provided C and C satisfy the following conditions:
(i) C is closed under isomorphisms, direct sums and direct summands,
(ii) C is closed under isomorphisms, direct sums (also innite), direct summands
and the associated action of G on Mod R;
(iii) for any X in mod R the R-module X belongs to C if and only if the R-module
F X belongs to C.
Let (C; C) be a suitable pair of subcategories (with respect to F). We denote by CGf
the full subcategory of MODGR formed by all pairs (M; ), such that M is an object
of C whose support supp(M) is contained in a union of a nite number of G-orbits
in R, and  is an arbitrary R-action of G on M .
In view of Denition 2.1 and (2.2) the following is clear.
Proposition 2.2. The functor F induces an equivalence of categories
C’CGf :
An important role in the understanding the objects of CGf , and consequently C,
is played by a class of indecomposable objects from C called G-atoms of C. An
indecomposable object B of C is a G-atom of the category C if its support supp(B) is
contained in the union of GB-orbits of R. Denote by A(C) a set of representatives of all
isomorphism classes of G-atoms in C. Note that a G-atom B has an innite stabilizer
if and only if B has innite K-dimension. The set A(C) splits into disjoint union of
two subsets; the subset W(C) of all innite G-atoms i.e. those with innite stabilizer
(called originally in [5, 6] weakly G-periodic R-modules) and the subset of all nite
(dimensional) G-atoms in C. We x a set A(C)o of representatives of G-orbits of the
induced action of G on A(C), and for any B2A(C) a set SB of representatives of
left cosets of G modulo GB.
The following lemma is an immediate consequence of the results of [5].
Lemma 2.3. Let M be an R-module in MODR with the stabilizer GM =G ( for ex-
ample this is the case if M admits an R-action of G). Then M belongs to C if and
only if M is isomorphic to a module of the form
Mn =
M
B2A(C)o
0@M
g2SB
g(BnB)
1A;
where n= (nB)B2A(C)o is a sequence of natural numbers almost all equal to zero.
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In a consequence; the category C is equivalent to the full subcategory CGf of
MODGR formed by all possible pairs (Mn; ); where n is as above and  is an arbitrary
R-action of G on Mn.
Let B2A(C)o be an arbitrary G-atom such that EndR(M)=J(EndR(M))=K . If B
admits an R-action  of the stabilizer GB on itself then  induces the functor
B = −
O
KGB
FB : modKGB! C; (2.3)
where modKGB denotes the category of nite-dimensional modules over the group
algebra KGB of the stabilizer GB over K (see [5, Proposition 2.3]).
Assume that a family UA(C)o of G-atoms of C, such that EndR(M)=J(EndR(M))
=K for each B2U, together with an arbitrary, xed selection (B)B2U of R-actions
of GB on B, is given. Then we obtain the functor
U :
a
B2U
modKGB! C (2.4)
dened by the family of functors (B)B2U which by [5, Theorem 2.2] has the following
property.
Proposition 2.4. The functor U :
`
B2UmodKGB ! C yields an injection between
the sets of isoclasses of indecomposables in
`
B2UmodKGB and in C.
We denote by C0 the full subcategory of C formed by all nite-dimensional objects.
A slight modication of the arguments from [7] allows to prove the following.
Proposition 2.5. (a) Let M be a nite-dimensional R-module. Then R-module FM
belongs to C if and only if M belongs to C0. Moreover; if G acts freely on isoclasses
of indecomposables in C0 then F induces an embedding of the set of G-orbits of
isoclasses of indecomposables in C0 into the set of isoclasses of indecomposables
in C.
(b) If the category C0 is of wild representation type then the category C is also.
Assume, that G acts freely on isoclasses of indecomposables in C0. We denote by
C1 the additive closure of the full subcategory formed by R-modules of the form FM ,
where M is an indecomposable object in C0, and by C2 the additive closure of the
full subcategory of C formed by the remaining indecomposables. We call C1 (resp.
C2) the category of objects (of C) of rst (resp. second) kind. If G acts freely on the
set of isoclasses of indecomposables in mod R (for example if G is torsionfree) then
C1 (resp. C2) simply consists of all R-modules of the rst (resp. second) kind with
respect to F , in the sense of [6], which are contained in C. In the context of the above
proposition, it remains to handle indecomposables from C2. Therefore the following
analog of the characterization of modules of second kind (see [6, Proposition 2.3]), in
terms used in Lemma 2.3, is crucial for further considerations.
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Lemma 2.6. Let X be an indecomposable module in mod R. Assume that G acts
freely on isoclasses of indecomposables in C0. Then X belongs to C2 if and only if
F X isomorphic to an R-module Mn; such that in the sequence n= (nB)B2A(C)o all
numbers nB for B2A(C)onW(C) are zero.
Under some extra assumptions we can describe all indecomposables in C.
Theorem 2.7. Let G be a group of K-linear automorphisms of a locally bounded
K-category R acting freely on objects of R; (C; C) be a suitable pair of subcategories
with respect to the canonical Galois covering functor F :R ! R; where R=R=G.
Assume that G acts freely on isoclasses of indecomposable objects of the category
C0 and that the subsetW(C)A(C) of all innite G-atoms of C (weakly-G-periodic
R-modules in C) up to isomorphism satises the following conditions:
(i) for each B2W(C) the stabilizer GB is an innite cyclic group and the endo-
morphism ring EndR(B) is isomorphic to K;
(ii) for any two dierent B; B0 2W(C) the homomorphism space HomR(B; B0) is
zero.
Then
(a) the functor F :C0! C1 induces a bijection between the set of G-orbits of iso-
classes of indecomposables in C0 and the set of isoclasses of indecomposables in C1;
(b) the functor W(C)o :
`
B2W(C)o modK[t; t
−1]B! C2; where W(C)o =A(C)o \
W(C); induces a bijection between the sets of isoclasses of indecomposable objects
of the category
`
B2W(C)o modK[t; t
−1]B and C2.
Proof. Repeat the arguments from [4, Proof of Theorem 4.1].
The usefulness of the above theorem strongly depends on whether we can compute
innite G-atoms of C. The method of fundamental sequences proposed in [6, Section 3]
cannot be adopted in full generality and therefore will be discussed in the next section
only for a very special example of suitable pair of subcategories.
3. Galois coverings and socle projective modules
In this section we discuss properties of socle projective module categories, which
are essential for the Galois covering technique.
For an arbitrary locally bounded K-category R we denote by Modsp R (resp. modsp R)
the full subcategory of Mod R (resp. mod R) formed by all modules whose socle is
projective.
Proposition 3.1. Let G be a group of K-linear automorphisms acting freely on R; and
F :R! R be a canonical Galois covering functor; where R=R=G. Then
(Modsp R;modsp R) is a suitable pair of subcategories with respect to F .
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Proof. Conditions (i) and (ii) of Denition 2.1 follow directly from general properties
of socles and projective modules. Therefore we only verify condition (iii). Notice rst
that the equality socR(F X ) =F soc R(X ) holds for any X in mod R, since F JR =JR
(JR and JR denote the Jacobson radicals of R and R, respectively). Now it is enough
to show that for any X in mod R the R-module F X is projective if and only if X
is so. If X is projective then the projectivity of F X follows easily from [7, 3.2].
To prove the opposite implication take an indecomposable X such that F X has a
projective, nite-dimensional direct summand P. Since G acts freely on isoclasses of
indecomposable projectives one can use arguments from [6, Proof of Lemma 2.2] and
show that X is isomorphic to FP and therefore projective. In this way the proof of
Proposition 3.1 is nished.
One can try to apply Theorem 2.7 in order to classify socle projective modules in
some cases. Therefore, now we return to the problem how to compute innite G-atoms
of Modsp R, which are simply weakly-G-periodic socle projective modules.
From now on we assume that R=KI , where I is a poset (locally nite). First we
discuss briey the properties of the subposet induction and the restriction functors.
For any subposet I1 of I we denote by Ir1 (resp. I

1 ) the set
S
i2I1 i
r (resp.
S
i2I1 i
),
called the r-closure (resp. -closure) of I1 in I . Both closures Ir1 and I1 are nite if
I1 is nite. We will say that I1 is r-closed (resp. -closed) if I1 = I1 (resp. I1 = I1).
Let I1 be a peak subposet of I then KI1 is a full subcategory of KI . We denote by
EII1 : Modsp(KI1)! Mod(KI)
the truncation to Modsp(KI1) of the tensor product functor
−
O
K I1
KI : Mod(KI1)! Mod(KI);
which is left adjoint and right quasi-inverse to the restriction functor
jI1 = jK I1 : Mod(KI)! Mod(KI1):
If I2 is a peak subposet of I , such that I2 = Ir2 \ I2 ; then we have the extension by
zero’s functor
ZII2 : Mod(KI1)! Mod(KI);
which is full and faithful, and is right quasi-inverse to jI2 . Observe that for any M in
Modsp(KI2) the KI -module ZII2 (M) has a projective socle. The functor induced by Z
I
I2
between socle projective module categories will be denoted for simplicity by the same
symbol. We will use the above functors to study properties of the subposet induction
functor
TII1 : Modsp(KI1)! Modsp(KI)
dened in (1:4):
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Remark 3.2. The functors TII1 and E
I
I1 are usually dierent. For any M in Modsp(KI1)
the inclusions supp(TII1 (M)) Ir1 \ I1 and supp(EII1 (M)) I1 hold. It is clear now that
the functor TII1 can be viewed as a composition
Modsp(KI1)
T I2I1−! Modsp(KI2)
ZII2−! Modsp(KI);
where I2 = Ir1 \ I1 , and the functor EII1 as a composition
Modsp(KI1)
E I3I1−! Modsp(KI3)
ZII3−! Modsp(KI) ;
where I3 = I1 . Nevertheless, if I1 is -closed (I1 = I

1 ) then both functors T
I
I1 and E
I
I1
are isomorphic to the functor ZII1 : Modsp(KI1)! Modsp(KI):
A peak subposet I1 I is called peak-closed if max I \ I1 = max I1: Each -closed
subposet is obviously peak-closed. If I1 I is a peak-closed subposet then for any M
in Modsp(KI) its restriction M jI1 to KI1 has a projective socle. Let us denote by
resII1 : Modsp(KI)! Modsp(KI1)
the functor induced by jI1 : Mod(KI)! Mod(KI1).
Proposition 3.3. Let I1 be a peak subposet of I . Then the induction functor TII1 has
the following properties:
(i) For any socle projective KI1-module X in Modsp(KI1) there is a natural isomor-
phism TI1 (X )jI1 = X and cdn TII1 (X ) = tII1 (cdnX ); where tII1 :ZI1 ! ZI is the natural
embedding.
(ii) The functor TII1is full and faithful; and denes an equivalence between
Modsp(KI1) and the full subcategory of Modsp(KI) formed by all M such that
csupp(M) I1. If additionally I1 is a peak-closed subset of I then the pair (TII1 ; resII1 )
is a pair of adjoint functors.
Proof. The assertion (i) follows immediately from the denition of the functor TII1
(1.4). To prove (ii) one shows rst (analogous as in the one-peak case) using ele-
mentary linear algebra arguments that for any subposet I2 I , such that I1 I2 and
max I2 = max I1, the pair (T
I2
I1 ; res
I2
I1 ) is a pair of adjoint functors. Consequently, T
I2
I1 is
full and faithful because it is right quasi-inverse to resI2I1 . Now by Remark 3.2 the induc-
tion functor TII1 can be presented as a composition T
I
I1 =Z
I
I2 TI2I1 , where I2 = Ir1 \ I1 .
Therefore by the previous observation TII1 is full and faithful.
It is clear that for any M in Modsp(KI1) the coordinate support csupp(TII1 (M)) is
contained in I1. One has to show that if an R-module N = (Ni)i2I in Modsp(KI) has the
coordinate support csuppN contained in I1, then N is isomorphic to TII1 (N jI1 ). Fix a
socle projective module N as above. Since both supports supp(N ) and supp(TII1 (N jI1 ))
are contained in Ir1 it is enough to prove that the equality Nj =
P
ij; i2I1 j(Ni) holds
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for every j2 Ir1 nI1. We know that Nj0 =
P
ij0 j0(Ni) for each j
0 2 jrnI1, where j is
as above. We can number the points of jrnI1 according to the order of poset I and
now show inductively the equality Nj0 =
P
ij0 ; i2I1 j0(Ni): In this way the isomorphism
TII1 (N jI1 ) = N is proved and the proof of (ii) is nished.
Assume now that I1 is a peak-closed subset of I and hence I2 = Ir1 \ I1 is equal to
I1 , since I

1  Ir1 . Therefore I2 is -closed and consequently peak-closed in I . Then
the restriction functor resII1 is a composition of the restriction functors res
I
I1 = res
I2
I1 
resII2 , and by Remark 3.2 the natural isomorphism of the functors T
I
I1
! EII2 TI2I1 holds
true. Now the last assertion of the proposition is clear.
We will now assume until the end of this section that I is an innite, connected
poset. We x an ascending sequence fIngn2N of nite, connected, peak-closed subsets
of I such that
S
n2N In = I . Such a family always exists since I is connected, and each
nite, peak subposet of I is contained in some peak-closed subposet.
For each n2N we will denote by resn+1n (resp. resn) the restriction functor resIn+1In
(resp. resIIn), and by E
n+1
n (resp. En) the induction functor E
In+1
In (resp. E
I
In). We x an
isomorphism of functors n : En+1 En+1n ’ En of the functors left adjoint to resn.
Denition 3.4. A fundamental socle projective I -sequence (with respect to fIngn2N) is
a sequence (Y n; un)n2N of socle projective KIn-modules Y n and KIn-homomorphisms
un : Y n ! resn+1n (Y n+1), satisfying the following conditions:
(1) for each n2N the module Y n is indecomposable or Y n = 0,
(2) Y n 6= 0 for some n2N,
(3) for each n2N the map un is a splittable monomorphism in mod(KIn),
(4) for each i2 I the sequence (dimK (Y ni ))n2N is bounded.
A fundamental socle projective I -sequence is produced by M in Modsp(KI) if Y n
is isomorphic to a direct summand of resn(M) for each n2N.
One can easily show (see [6, 4.2]) that every M in Modsp(KI) produces a funda-
mental socle projective I -sequence.
Let (Y n; un)n2N be a fundamental socle projective I -sequence. Analogously as in
[6] we shall dene the limit lim (Y n; un) abbreviated lim Y n. Since En+1n is left adjoint
to resn+1n , a homomorphism u
n : Y n ! resn+1n (Y n+1) induces a homomorphism vn :
En+1n (Y
n)! Y n+1 in modsp(KIn+1). Let wn be the following KI -homomorphism:
En(Y n)
n(Y n)−1−−−−!En+1En+1n (Y n)
En+1(vn)−−−−!En+1(Y n+1):
We set lim Y n = lim! (En(Y
n); wn):
Proposition 3.5. (i) Let (Y n; un)n2N be a fundamental socle projective I -sequence.
Then lim Y n is an indecomposable object in Modsp(KI); such that for each m2N the
isomorphism respm(Yp) = resm(lim Y n) holds for almost all pm.
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(ii) Let Y be an indecomposable module in Modsp(KI) and (Y n; un)n2N be a fun-
damental socle projective I -sequence produced by Y . Then the KI -modules Y and
lim Y n are isomorphic.
Proof. All assertions but the projectivity of soc(lim Y n) follow by the arguments used
in [6, 4.2, 4.3]. To show the remaining one, observe that for any i2 I the set i
is contained in In for some n2N. Therefore the multplicities of the simple modules
corresponding to the vertex i in socK I (lim Y n) and socK In(Y
n) are the same. In this
way the proof is nished, since max Inmax I .
Corollary 3.6. Let Y be an indecomposable KI -module in Modsp(KI). Then for any
n2N there exists an indecomposable module Bn in modsp(KI) such that resn(Bn)=
resn(Y ).
Remark 3.7. In the denition of the limit lim Y n of a fundamental socle projective
I -sequence (Y n; un)n2N one can alternatively use the modules EIIn(Y
n), n2N (see [22]
for the denition of the functor ), which already have projective socles. If in the
sequence fIngn2N all In are -closed subposets of I (each sequence can be always
replaced by the sequence of -closures of its members) then this makes no dierence,
since TIIn(Y
n) = ZIIn(Y n) = EIIn(Y n).
4. Splitting and peak-reducible posets
In this section we recall two concepts needed in further considerations, namely the
concepts of splitting [19] and the peak reduction [12].
Assume that J is a poset and there is a disjoint union decomposition J = J 0 [C [ J 00
and peak p2max J \ J 00 such that:
(1) there is no relation of the form c j0, j00 c or j00 j0, where j0 2 J 0, c2C,
j00 2 J 00,
(2) the set C is empty or linearly ordered, C \max J = ; and c q if and only if
q=p for q2 max J and c2C,
(3) for any j0 2 J 0, j00 2 J 00 there is a relation j0 j00 in J if and only if j0; j00 2pr.
We say that J = J 0 [C [ J 00 is a splitting decomposition of J (cf. [19, Deni-
tion 3.3]).
Lemma 4.1 (Splitting Lemma). If J = J 0 [C [ J 00 is a splitting decomposition of J
and X is an indecomposable socle projective KJ -module such that csupp(X )\
(J 00nmax J ) is not empty then csupp(X ) J 00 [C.
The statement follows from [19, Theorem 3.10].
Let us recall from [12] the notion of peak reducible posets.
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Denition 4.2. If J is a poset with jmax J j  2 and q2 max J , then we call q a
reducible peak if there exists an element c2 J such that
(i) The set qr \ (Sq 6=p2max J pr) consists of the element c.
(ii) There is no element t 2 J such that c t q.
(iii) The subposet Jq := qrnfc; qg of J is linearly ordered or it is empty.
We say that J is a peak-reducible poset if there exists a reducible peak in J ;
otherwise J is said to be peak-irreducible.
If q2 J is a reducible peak, we associate to J a q-reection poset Sq(J ) dened as
follows. We assume that Jq = fb1 b2    bmg and we set
Sq(J ) = bJq [ (Jnqr); (4.1)
where bJq = fc; b1cq; : : : ; bmcq; cqg and b1cq; b2cq; : : : ; bmcq; cq are new points. The par-
tial order in Sq(J ) is generated by the partial order  in Jnqr and the following
relations:
(i) c b1cq     bmcq cq;
(ii) cq i, if c i in J and i2 Jnqr.
The construction J 7! Sq(J ) can be visualized by the following picture:
The following lemma is a consequence of [12, Theorem 5.5, Proposition 5.8].
Lemma 4.3. Assume that J is a reducible poset with a reducible peak q. There exists
a full dense functor
Sq : modsp(KJ )! modsp(KSq(J ))
with the kernel consisting of maps factorising through direct sums of projective KJ -
modules of the form ebKJ; b2 Jq. Moreover; for a socle projective KJ -module X
without direct summands of the form ebKJ; b2 Jq; we have
cdn(Sq(X )) = s+q (cdn(X ));
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where s+q :ZJ ! ZSq(J ) is the linear map given by the formula
s+q (w)(i) =
8>><>>:
w(i) if i2 Jnqr;
w(p)− w(b1)−    − w(bm) if i= cq;
w(b) if i= bcq; b2 Jq;
w(c)− w(q) if i= c;
where w2ZJ .
5. Non-simply connected posets of tame prinjective type and their Galois coverings
From now on we assume that J is a nite poset which is connected but not simply
connected and the Tits quadratic form qJ is weakly non-negative.
Denition 5.1. We say that a poset J (not necessarily nite) is cyclic (of order
m2N[f1g, m 2) if there exist sets faigi2G  J and fqigi2G max J of pairwise
dierent elements of J , indexed by elements of the group G=Z=mZ when m2N and
G=Z when m=1, satisfying the following conditions.
(1) ai are pairwise incomparable and ai qj if and only if j= i or j= i − 1,
(2) J =
S
i2G([ai; qi][ [ai; qi−1]),
(3) [ai; qi]\ [ai; qi−1] = faig for i2G,
(4) if [ai; qj]\ [ak ; ql] 6= ; then i= k or j= l.
We say that a cyclic poset J is narrow if in addition the sets faigi2G, fqigi2G
satisfying (1){(4) can be chosen in a way that the following holds:
(5) [ai; qi−1]n[ai−1; qi−1] is linearly ordered and [ai; qi]n[ai+1; qi] is a garland for all
i2G.
Recall that by a garland we mean a poset I in which for any i2 I there exists at
most one element j2 I not comparable with i in I .
Example 5.2. The hypercritical posets ~~A

n; s listed in Section 1 are not cyclic. The
posets H0n , T
k
n are cyclic of order n but they are not narrow for n 2. The following
poset
is cyclic of order 3 and narrow. Its universal cover is cyclic of innite order and also
narrow.
Remark 5.3. If a cyclic poset I of nite order does not contain as a peak subposet
any of the posets H0n and T
k
n , n 2; then it is narrow.
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Recall that a loop in J is a sequence 12 : : : r of arrows or formal inverses of
arrows in the Hasse diagram of J such that the source of i+1 coincides with the sink
of i for i= 1; : : : ; r. We agree that r+1 = 1. An element j2 J is an extremal vertex
of this loop if there exists 1 s r such that one of s, s+1 is an arrow and the
remaining one is an inverse of an arrow and j is the common sink or source of s,
s+1.
A subposet I of J is said to be contractible if every loop in J having all extremal
vertices in I is contractible in J .
Lemma 5.4. Assume that J is nite; connected but not simply connected and the
Tits quadratic form qJ of J is weakly non-negative. Then J is cyclic of nite order
(cf. [3, 3.2]).
Proof. It is clear that since J is not simply connected then J contains a peak subposet
I = fa1; : : : ; am; q1; : : : ; qmg J isomorphic to
and this poset is not contractible in J . Then after suitable renumbering of q1; : : : ; qm
the elements a1; : : : ; am; q1; : : : ; qm 2 I satisfy condition (1) of Denition 5.1, if we treat
1; : : : ; m as elements of the group G=Zm. We shall show that they satisfy the remaining
four conditions.
Take any element b in J comparable with at least one of the elements fa1; : : : ; am; q1;
: : : ; qmg and dierent from all ai’s and qi’s. Consider the following cases:
(a) If b is less than one of a1; : : : ; am then it is less than all of them because otherwise
J contains a poset isomorphic to ~~A

l;4 which contradicts weak non-negativity of qJ .
But if b a1; : : : ; am then any loop with extremel vertices in I is contractible in J ,
again a contradiction.
(b) If b is greater than at least one of ai’s then it is comparable with at least one of
qi’s otherwise J contains
~~A

3;2 or a poset reducible to one of the hypercritical posets
~~A

l;4,
~~A

3;2 for some l, a contradiction.
(c) If b is comparable with at least one of qi’s then it is comparable with at least
one of ai’s, as otherwise J contains
~~A

l;3 or
~~A

2;1 as a peak subposet.
Note that (a){(c) imply condition (2). Indeed, by connectedness of J for any b
there exists a sequence b= b0; b1; : : : ; bs such that bs is comparable with one of ai’s or
qi’s and bl is comparable with bl+1 for l= 0; : : : ; s − 1. It follows by induction on s
that b is comparable with one of the ai’s and with one of the qi’s. Thus (2) follows
now by (1).
(d) Now assume that b ql; qj and ql 6= qj. By conditions (1) and (2) we obtain
b ak , for some k 2G, and fqi; qjg= fqk−1; qkg. We show that b= ak . Note that if
b 6= ak and b 6 ak−1 then the subposet b[ I contains a subposet isomorphic to ~~A

2;4,
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a contradiction. Therefore b ak−1. Then b= ak holds true, since otherwise by (1)
m= 2, and I is contractible in J .
Now condition (3) follows directly from (d) and (4) is a consequence of (d) and
incomparability of the ai’s.
As a consequence we get the following.
Corollary 5.5. The fundamental group 1(J ) of J is isomorphic to Z and the uni-
versal cover ~J of J is cyclic of innite order.
Lemma 5.6. (a) The poset H0n is of wild prinjective type.
(b) The poset Tkn is not of polynomial growth.
Proof. (a) One can check that universal cover of H0n contains a peak subposet which
is peak reducible to Nazarova’s hypercritical poset N6 (see [20, Ch. 15]) and therefore
(a) follows from Proposition 2.9(b). For the convenience of the reader, let us consider
the example of the poset
Its universal cover has the following shape:
and it is clear that the subposet marked by solid vertices is a hypercritical poset (see
e.g. [11]).
(b) The universal cover of Tkn contains a peak subposet I of the following form:
I :
2 3 a1 : : : ak 4  1 b1 : : : bl 6 7
& # . # . # . . # . # . . & # .
p1 p2 : : : pk  5 q1 q2 : : : ql
Hence (b) follows from the fact that the poset
T1 :
2 3 4  1 6 7
& # . . & # .
p  5 q
is not of polynomial growth (see [13]) and the observation that there exists a full and
faithful functor
F :T1-spr! I -spr
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given by (Mi)i2T1 7! (Mi)i2I , where Mi =Mi for i= 1; : : : ; 7; Mp1 =   =Mpk =Ma1
=   =Mak =Mp and Mq1 =   =Mql =Mb1 =   =Mbl =Mq.
Corollary 5.7. A non-simply connected poset J of tame prinjective type and of poly-
nomial growth is narrow.
Proof. Follows immediately from Lemma 5.4, Lemma 5.6 and Remark 5.3.
Remark 5.8. Using the hypercritical list presented in [9] it is not hard to see that the
Tits quadratic form of the poset H0n is weakly non-negative for any n. Thus the posets
H0n , n 2 are examples of posets of wild prinjective type with weakly non-negative
Tits form. This example shows that Theorem 1 in [11] is no longer valid for arbitrary
posets. Moreover, by results of [10, Theorem 3.1] the posets H0n are not of fully wild
prinjective type.
6. Narrow posets and their universal covers
From now on we assume that ~J is a universal cover of a narrow poset J . It is
clear that ~J is narrow as well. ~J is equipped with the natural action of the group
1( ~J )=Z. Let faigi2Z; fqigi2Z be sets of elements of ~J such that conditions (1){(5)
in Denition 5.1 are fullled.
Let us introduce the following notation: Ls = (as; qs]; Rs = (as+1; qs)nLs; As = fasg[
Ls [Rs for s2Z. Recall that the posets Ls are garlands and the posets Rs are linearly
ordered.
Lemma 6.1. Assume that X is an indecomposable nite-dimensional socle projective
representation of ~J and Xas =Xar+1 = 0; Xas+1 ; Xar 6= 0 for some s<r. Then
csupp(X )Ls [
[
skr
Rk [fas+1; : : : ; ar ; qs; : : : ; qrg:
In other words, if an indecomposable representation X \lives" over the elements as+1
and ar then between them X \lives" only over the parts Ri and maximal and minimal
elements.
Proof. First observe, that if X is as above then the support supp(X ); and consequently
the coordinate support csupp(X ); are contained in the nite peak subposet
A=As; r+1 =
[
skr
Ak
of ~J . By Proposition 3.3 it is enough to show the required inclusion for an indecom-
posable socle projective representation X of A satisfying the assumptions of the lemma.
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For this purpose note that0@ [
sk<r
Ak [farg
1A[Rr [Lr
is a splitting decomposition of the poset A and the Splitting Lemma 5.1 implies that
cdn(X )(j) = 0 for any j2Lrnfqrg. Consider the peak subposet
Ir =
[
sk<r
Ak [far; qrg[Rr
of A. Clearly, X =TAIr (X 0) for some indecomposable representation X 0 of Ir , where
TAIr is the subposet induction functor (see (1.4) and Proposition 3.3). Moreover Ir is
peak reducible with a reducible peak qr . Consider the poset I 0r = Sqr (Ir) and its socle
projective representation Sqr (X
0).
Note that0@ [
sk<r−1
Ak [far−1g
1A[ [(Ir)qr[ Lr−1
is a splitting decomposition of I 0r . We keep the notation from (4.1). Thus again by
Splitting Lemma we conclude that if r − 1 6= s then cdn(Sqr (X 0))(j) = 0 for j2Lr−1n
fqr−1g and by the properties of the functors Sqr (see Lemma 5.4) and TAIr (see Propo-
sition 3.3) we get cdn(X )(j) = 0 for j2Lr−1nfqr−1g as well. Proceeding this way
we prove that cdn(X )(j) = 0 for j2 (Ls+1 [    [Lr)nfqs+1; : : : ; qrg and the lemma
follows.
Lemma 6.2. The only (up to isomorphism) indecomposable weakly Z-periodic socle
projective K ~J -module is the module B such that Bj =K for every j2 ~J and B = idK
for every morphism  in K ~J .
Proof. Take an indecomposable weakly Z-periodic socle projective K ~J -module B and
x a sequence J1 J2    ~J of peak-closed connected subposets of ~J such thatS1
i=1 Jn = ~J . Then by Corollary 3.6 there exists a sequence fBngn2N of indecomposable
socle projective K ~J -modules such that for any number n the restrictions BnjJn and BjJn
coincide. Suppose that for some s<r the set A^s; r =
S
sk<r Ak [farg is contained in
Jn. It follows by indecomposability of B (supp(B) is Z-invariant) that as; ar 2 supp(B)
and hence as; ar 2 supp(Bn). By Lemma 6.1 and indecomposability of Bn we conclude
that csupp(Bn)\ A^r; s = fas; : : : ; ar ; qs; : : : ; qr−1g[
S
sk<r Rk . Thus, csupp(B) is equal to
the peak subposet ~I = fas; qsgs2Z [
S
s2Z Rs of ~J ; and by Proposition 3.3 this implies
that B is of the form T ~J~I (B
0) for some weakly Z-periodic socle projective K ~I -module
B0. (The action of Z on ~I is induced by the action on J^ .) It is clear that there exists
exactly one (up to isomorphism) weakly-Z-periodic socle projective K ~I -module B0 and
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it is dened by equalities B0i =K; i2 ~I . Therefore, B=T ~J~I (B0) is the unique weakly-
Z-periodic socle projective K ~J -module and by the denition of the functor T ~J~I it has
the form described in the lemma.
Lemma 6.3. If J does not contain the posetNZ nor any of the hypercritical posets
N1 ; : : : ;N

6 of Nazarova as a peak subposet then any nite subposet.of ~J is of tame
prinjective type and of polynomial growth.
Proof. Assume that I  ~J is a peak subposet which is not of tame prinjective type or
not of polynomial growth and minimal with respect to that property. It is clear that I is
sincere; let X 0 be a sincere indecomposable representation of I . Consider the induced
representation X =T ~JI (X
0) of ~J . Then Lemma 6.1 implies that I = csupp(X )Ls [S
skr Rk [fas+1; : : : ; ar ; qs; : : : ; qrg for some s r. We can assume that qs; qr 2
csupp(X ). Suppose that s 6= r. Applying the peak reductions with respect to the peaks
qr; qr−1; : : : ; qs (in the given order) to the poset I we obtain the one-peak poset I 0 which
is minimal wild or non-polynomial growth. It then follows by [20, Theorem 15.89]
(see also [15]) that it is isomorphic to NZ or to one of the Nazarova’s hypercritical
posets N1 ; : : : ;N

6 . Moreover, it follows that there is a non-empty linearly ordered
subposet C of I 0 such that the set of elements in I 0 which are incomparable with
all elements of C is a garland. A simple case by case inspection of Nazarova’s hy-
percritical posets and the poset NZ shows that this is impossible. Hence r= s and
I = csupp(X )Ls [Rs [fqsg. But this implies that also the poset J contains I as a
peak subposet contrary to our assumptions.
Proof of Theorem 1.6. A non-simply connected poset of tame prinjective type and of
polynomial growth satises by [20, Theorem 15.89], [9, Theorem 3.18], Lemma 5.6
and Proposition 3.3 the necessary conditions required in the theorem. To prove that
these conditions are also sucient we can consider by Lemma 5.4 and Remark 5.3 only
narrow posets. Denote by (m) (resp. 1(m)) the minimal number of one-parameter
families parameterizing indecomposable socle projective KJ -modules (resp. of the rst
kind) of dimension m. Since the quadratic form qJ is weakly non-negative, J does
not contain Nazarova’s hypercritical posets as a peak subposets. By Lemma 6.3 and
properties of \push-down" functor the function 1(m) is bounded by a polynomial in m.
Moreover, since W(Modsp(K ~J ))o consists only of one weakly Z-periodic socle pro-
jective K ~J -module we conclude from Proposition 3.1 and Theorem 2.7 that (m)
1(m)+1 for any m and hence J is of tame prinjective type and of polynomial growth.
Corollary 6.4. A nite non-simply connected poset J of tame prinjecive type is of
non-polynomial growth if and only if there exists a faithful exact functor
F : prin(KG+3 )! prin(KJ )
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preserving indecomposability and such that F(U )= F(V ) implies U =V for any mod-
ules U; V in prin(KG+3 ); where G
+
3 is the poset
 
# &. #
 
# &. #
 +
Here given a poset I we denote by prin(KI) the category of prinjective KI -modules
(see e.g. [22] for the notion of prinjective modules).
Proof. By [24, Theorem 5.2] the poset G+3 is of tame prinjective type and not of
polynomial growth. Thus by the results of [23] the condition in the corollary is sucient
for the non-polynomial growth of the poset J . To prove the necessity rst observe that
by the arguments similar to those used in the proof of Lemma 5.5(b) it is enough to
construct a functor
F0 : prin(KG+3 )! prin(KT1)
having the required properties, where T1 is the poset
2 3 4  1 6 7
& # . . & # .
p  5 q
We shall do it using the idea introduced in [24].
Given an element i2T1 denote by Si (resp. Pi) the simple (resp. the indecomposable
projective) KT1-module corresponding to the element i. Let X6; X7 be the unique up to
an isomorphism indecomposable prinjective KT1-modules with the coordinate vectors
equal 17pq and 16pq, respectively. Here we use the exponential convention, that is the
symbol in11 : : : i
ns
s , where i1; : : : ; is 2T1 and n1; : : : ; ns are integers denotes the element
v2ZT1 dened by v(i) = nr if i= ir and zero if i =2fi1; : : : ; isg. Moreover, we omit inrr
if nr = 0 and identify i1r with ir .
The modules P4; P5; X6; X7 are the images under the subposet induction functor T^
dened in [10, 2.5] for prinjective modules of the unique indecomposable prinjective
K(T1nf2; 3g)-modules having the same coordinate vectors treated now as elements of
ZT1nf2;3g.
Let K (resp. L) be the additive hull of the full subcategory in prin(KT1) consisting
of objects S2; S3 (resp. P4; P5; X6; X7). It is easy to check that K and L are orthogonal
categories in the sense of [24, Denition 3.7].
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The Auslander{Reiten quiver of the category prin(K(T1nf2; 3g)) has the following
form (we identify modules with their coordinate vectors):
4p 5
% & % &
p ! 5p ! 45p ! 4 ! 1q 67q 1p
& % & % & % &
1pq 167q2 167pq 1
% & % & % & %
q ! 6q ! 167pq2 ! 17pq ! 1267pq2 ! 16q ! 167pq ! 7
& % & % & % &
7q 16pq 17q 6
A simple analysis of the above quiver (cf. the proof of Theorem 5.2 in [24]) shows
that the bipartite algebra RK;L dened in (3.6) in [24] is isomorphic to KG+3 . Thus,
the existence of the required functor follows from [24, Theorem 3.11]
Remark 6.5. In connection with the considerations of this paper the following prob-
lems arise.
(1) Let J be a non-simply connected poset with the Tits quadratic form qJ weakly
non-negative. Is J of tame prinjective type if and only if J does not contain any of
the posets H0n , n 2 as a peak subposet?
(2) Characterize arbitrary posets of tame prinjective type (and of polynomial growth).
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