ABSTRACT. In this article we focus on the global well-posedness of an initial-boundary value problem for a nonlinear wave equation in all space dimensions. The nonlinearity in the equation features the damping term |u|
INTRODUCTION
In quantum field theory and certain mechanical applications, various examples of the evolution equation ( 
1.1) u tt − ∆u + R(x, t, u, u t ) = F(x, u),
satisfying the structural conditions vR(x, t, u, v) ≥ 0, R(x, t, u, 0) = F(x, 0) = 0, and F (x, u) ∼ |u| p−1 u for large |u| arise (cf. Jörgens [11] and Segal [26] ). In this paper, we study the long-time behavior of solutions to an initialboundary value problem for a nonlinear wave equation of the form (1.1). Of central interest is the relationship of the source and damping terms to the behavior of solutions.
Throughout the paper, assume that Ω is an open, bounded, connected domain in R n with a smooth boundary ∂Ω = Γ . Further assume Γ is the union of two disjoint, connected n − 1-dimensional manifolds Γ 0 and Γ 1 . Our interest in this .2) to blow-up in finite time ( [6, 16, 22, 30] ). In addition, if the source term |u| p−1 u is removed from the equation, then damping terms of various forms are known to yield existence of global solutions, (cf. [2, 3, 10] ). However, the interaction between the damping and source terms is often difficult to analyze, as one can see from the work in [5, 17, 19, 24, 28] .
The purpose of this paper is to establish sharp results on the long-time behavior of solutions to the initial-boundary value problem (1.2). Our main results are Theorems 4.1, 5.1 and 6.1. First, in Theorem 4.1 we construct a local weak solution to (1.2) by using a standard Galerkin scheme based on the eigenfunctions of the Laplacian. However, there are several technical difficulties in the passage to the limit. One difficulty lies in showing that the sequence of approximate solutions Uniqueness of solutions does not follow from the theory of ordinary differential equations, and presents another difficulty. Our next main result, Theorem 5.1, shows that the every local weak solution to (1.2) is global, provided k + m ≥ p. The proof of Theorem 5.1 relies on obtaining an energy-type estimate for the sequence of the approximate solutions which holds for each bounded time interval [0, T ] . Finally, in Theorem 6.1 we use an argument similar to the one in [5] to prove that every local weak solution to (1.2) with negative initial energy blowsup in finite time, regardless of the size of the initial data. Moreover, we obtain a precise upper bound for the life span of the solution in terms of the initial data and the other parameters in the equation. It should be noted here that our approach for establishing the existence of a local weak solution does not directly extend to the case when m > 1. Indeed, for the case m > 1, the existence of local solutions requires different type of a priori estimates, and therefore the case m > 1 is not addressed in this paper.
Of particular relevance to our results in this article are those of Georgiev and Todorova [5] and Levine and Serrin [17] . We also note the fundamental work of Lasiecka and Triggiani [14, 15] and Lions and Strauss [21] . In [5] the authors analyzed the global regularity of solutions to a similar equation, but with the more regular damping term |u t | m−1 u t . Although the blow-up result obtained in [5] is for large data, their proof can be modified to yield the same blow-up result for small initial data. In [17] , Levine and Serrin proved several abstract theorems on the global nonexistence of solutions to a large class of nonlinear hyperbolic equations. However, their results are not applicable to the initial-boundary value problem (1.2) due the lack of smoothness in the nonlinearity. For the same reason, a standard fixed-point argument to establish the existence of weak solutions to (1.2) does not apply.
PRELIMINARIES
In this section we introduce some notation, definitions, and the technical assumptions that are necessary for the remaining sections of the paper. 
be the Dirichlet-Neumann map, which is given by: Rh = w if and only if
It is well known that A is positive, self-adjoint, and A is the inverse of a compact operator. Moreover, A has the infinite sequence of positive eigenvalues {λ n | n = 1, 2, . . . } and a corresponding sequence of eigenfunctions {e n | n = 1, 2, . . . } that forms an orthonormal basis for
The powers of A are defined as follows:
s n u n e n , with the domain of A s given by
We remark here that the results of Grisvard [8] and Seeley [25] give the following characterization for the fractional powers of A:
;
Let S(t) and C(t) be the sine and cosine operators associated with
The following assumptions will be valid throughout the paper:
Finally, the following Sobolev imbeddings will be used frequently in the paper:
Also, throughout the paper we set:
We shall use the weak formulation of the problem to define what we mean by a solution to the initial-boundary value problem (1.2).
We say that u is a weak solution to the initial-boundary value problem (
and u satisfies:
In order for us to obtain certain estimates, we now derive the integral equations that must be satisfied by a weak solution to the initial-boundary value problem (1.2). Let v(t) = u(t) − w(t), where w(t) = Rh(t). Then, v formally satisfies the abstract initial value problem:
Thus, by the variation of parameters formula, we have
Formal integration by parts yields
By differentiating (2.9), one has
At this end we let
(2.12)
The following regularity results are well-known (for example, see [14, 15, 20] ), and thus their proofs are omitted.
Remark 2.3. In view of Lemma 2.2 and the fact that
it is easy to see that
, and u satisfies the integral equations: (2.14) then u is a weak solution to (1.2) in the sense of Definition 2.1. Moreover, the converse is also valid. The proof of this fact is similar to that of Remark 2.1 in [2] and thus it is omitted.
APPROXIMATE SOLUTIONS
Our first step is to construct the sequence of approximate solutions to the initial boundary value problem (1.2) and obtain the necessary estimates for the passage to the limit, without further restriction on the damping or source terms. Let 
. Now, (3.1) and (3.2) are equivalent to:
Since ( 
for k = 1, 2 . . . , N, and where
Now by noting the definition of the Dirichlet-Neumann map Rh(t) = w(t), we have
Therefore, by using (3.6) and integration by parts, the first term in the convolution in (3.5) is given by
It follows easily from (3.5), (3.7), and the definitions of the sine and cosine operators that u N satisfies the following integral equations on [0, T N ]: 9) where
A priori estimates. Here, we shall show that T N can be replaced by some T > 0, for all N ≥ 1. In the remaining parts of the paper, we shall refer to the following Hilbert spaces repeatedly:
Lemma 3.1. There exists a constant T > 0 such that the sequence of approximate solutions {u N } satisfies the following:
Proof. Fix T 0 > 0. First note that by using Lemma 2.2, it is easy to check
It should be noted here that in (3.10) and (3.11), the constants α and β depend on T 0 . It follows from (3.8) and Lemma 2.2 that, for all t ∈ [0, T 0 ] and all N ≥ 1,
However, by using Hölder's inequality, (2.3), and (2.4), one has
for some positive constant C = C(m, k, Ω). It follows from (3.12) and (3.13) that
Similarly, we have
Therefore, it follows from (3.14) and (3.15) that
Hence, by using a standard comparison theorem, (3.17) yields that
is the solution to the Volterra integral equation
Although z(t) blows-up in finite time (since σ > 1), there exists a time T > 0, ] and all N ≥ 1. This shows that {u N } is bounded in Y T and {u N } is bounded in X T . Consequently,
, by Hölder's inequality.
Ë
The following compactness theorem is a special case of Aubin's compactness theorem which can be found in [27] , for example.
Compactness Theorem. Let X T and Y T be the Hilbert spaces as described above. Let Y be the space of functions
Now, by using Lemma 3.1 and the compactness theorem above, we can extract a subsequence of {u N } (still denoted by {u N }) and find functions u and η with
Before passing to the limit we shall need some auxiliary lemmas. First, let us introduce the following temporary notation:
and
With the assumptions on k, we can choose q such that 2k < q < ∞, when n = 1, 2; and 2k < q ≤ 2n/(n − 2), when n ≥ 3. Then,
where |Ω j,v | denotes the Lebesgue measure of Ω j,v . In particular, we have (3.23)
Moreover, by using Hölder's inequality, (2.4) and (3.23), we have
It follows from (3.24), (3.25) and (3.21) that there exists j 0 ≥ 1 such that (3.26)
for all j ≥ j 0 , and the proof is complete. 
Proof. Let k ≥ 1 and satisfying (2.3). Let L > 0 be such that, for all t ∈ [0, T ] and all N ≥ 1,
We choose q as in the proof of Lemma 3.2 and j 0 large enough so that (3.28)
16
, and (3.29) 8
Now, by using Lemma 3.2, one has
However, for all N ≥ 1
where we have used (3.29) . Similarly, one has 
0 (where χ Ω 1,j 0 ,N denotes the characteristic function on Ω 1,j 0 ,N ), then by the dominated convergence theorem, there exists an N 0 ≥ 1 such that, for all N ≥ N 0 , we have
Finally, it follows from (3.30), (3.31) and (3.32)-(3.34) that
For all N ≥ N 0 and almost all t ∈ [0, T ], which completes the proof. (3.36)
Proof. 
37)
for p ≥ 1, n = 1, 2; and for 1 ≤ p < n/(n − 2), n ≥ 3. Moreover, the mode of convergence in (3.37) is replaced by weakly in
Proof. Here, the proof is similar to the proof of Lemma 3.3, and thus will not be repeated. However, from the proof of Lemma 3.3, we only need the restriction that 1 ≤ p < n/(n − 2) when n ≥ 3 to deduce (3.37). Moreover, if p = n/(n − 2), then obviously p − 1 < n/(n − 2), and one has |u N 
(Ω) yields the second statement of the lemma. Ë Now, the sequence of approximate solutions in (3.19) satisfies
(3.38)
. . , N, and almost every t ∈ [0, T ].
By letting N → ∞, and by using (3.19) and Lemmas 3.4, 3.5, one finds that the limit function u satisfies
In view of Remark 2.3, then u satisfies the integral equations
where U 0 and V 0 are given in (2.11) and (2.12). Therefore, we deduce that u ∈
C([0, T ], H 1 0,Γ 0 (Ω)) and u ∈ C([0, T ], L 2 (Ω)).
Moreover, u satisfies the initialboundary value problem, (3.42)
In addition, we have the following lemma.
Lemma 3.6. Let
) and u be a weak solution to the initial-boundary value problem (3.42) 
Proof. Let ·, · denote the standard pairing of (H Then, it follows from (3.39) that
and for almost all t ∈ [0, T ]. However, by the Cauchy-Schwarz inequality and Hölder's inequality, we have
for all ϕ ∈ H 1 0,Γ 0 (Ω) and for almost all t ∈ [0, T ]. Therefore, for almost every
for some constant C. Hence, the lemma follows from (3.43). 
LOCAL SOLUTIONS
In this section, we shall show that the initial-boundary value problem (1.2) has a unique local solution under the general restrictions on the damping and source terms. We accomplish this by first showing that η = g(u ) and then prove uniqueness. Specifically, we have the following Theorem.
Then there exists a constant T > 0 such that the initial-boundary value problem (1.2) has a unique weak solution on [0, T ] with u ∈ C([0, T ]; H
Proof. The proof follows immediately from the previous section and from Lemma 4.4 and Lemma 4.5 below.
Ë
We start by deriving an energy identity for the approximate solutions {u N }. By multiplying equation (3.3) by u N,k (t), summing from 1 to N, and integrating from 0 to t, we obtain
Due to the fact that u, the solution of the initial-boundary value problem (3.42), is not sufficiently regular, obtaining the energy identity in Lemma 4.2 is not straightforward. However, by modifying the proof of Lemma 8.3 of Lions and Magenes [20] , Lemma 4.2 follows. Thus, its proof is omitted. 
Lemma 4.2. Let u ∈ C([0, T ], H
1 0,Γ 0 (Ω)) and u ∈ C([0, T ], L 2 (Ω)) such that u
is a weak solution to the initial-boundary value problem (3.42). Then u satisfies
Proof. The first statement is trivial and follows easily from the monotonicity of the function g(ϕ) = |ϕ| m sgn(ϕ). The second statement of the lemma also follows easily from the fact that g is Hölder continuous with (Ω) . Moreover, by the continuity of the mapping
is a weak solution to the initial-boundary value problem (3.42). Then, η = g(u ).

Proof. Since
Therefore, for almost all t ∈ [0, T ], we have
We remark here that by virtue of the proof of Lemma 3.3, one can conclude that
Therefore, it follows from (3.19) and (4.1) that
Therefore, (4.5) and (4.2) yield
then (4.6) implies
Therefore, Lemma (4.3) and (4.7) yield
By choosing ϕ(t) = u (t) − λψ(t)
, where λ ≥ 0, then (4.8) yields
. By letting λ → 0 + and using Lemma 4.3, one has (4.10)
such that v 1 and v 2 are weak solutions to the initial-boundary value problem (1.2).
and v satisfies the following initial-boundary value problem (4.11)
By an argument similar to the proof of Lemma 4.2, we have
However, by Lemma 4.3, and the use of the elementary inequality
for some constant C > 0, all k ≥ 1, and all a, b ∈ R, we have
Now, for space dimensions n ≥ 3, we choose
By recalling (2.3), it easy to see that α, β, γ, δ are Hölder's conjugate exponents, and in particular 1 < δ ≤ 2. Therefore, by using the generalized Hölder inequality and (2.4), we have
We remark here that the estimates in (4.14)-(4.15) are also valid for the space dimensions n = 1, 2, by a similar argument. Therefore, it follows from (4.12)-(4.15) that (4.16)
Hence, by Gronwall's inequality
GLOBAL SOLUTIONS
In this section we shall show that every local weak solution to the initial-boundary value problem (1.2) is a global solution provided k + m ≥ p. More specifically, we have the following theorem. 
). Then for any T > 0, the initial-boundary value problem (1.2) has a unique weak solution on [0, T ] with
Proof. The theorem will follow immediately from Lemma 5.2 below. The a priori bounds for the approximate solutions in Lemma 5.2, followed by the application of the results in Sections 3 and 4 allow us to pass to the limit and obtain a weak solution to (1.2) on any time interval [ 
We shall show that F N (t) remains bounded for bounded time. First, we note that (4.1) yields
Therefore,
By Hölder's and Young's inequalities, we have
for some constant C 0 > 0 that depends on ε and m. By taking ε = 1 2 , then we have
where
. By Hölder's and Young's inequalities
for some constants C 1 , C 2 > 0. Therefore, it follows from (5.7) that
for some constant b > 0. By multiplying (5.9) by e −bt and integrating from 0 to t, we obtain
(5.10)
However,
Now, we estimate σ N (t) as follows: 
where 
Thus, (5.14) shows that F N (t) remains bounded for every t > 0, which completes the proof. 
BLOW-UP OF SOLUTIONS
Throughout this section, we assume that p > k+m, and for simplicity, we assume h(t) ≡ 0. In particular, the energy identity (4.2) in Lemma 4.2 becomes
2)
Our main result in this section is the following theorem. Proof. First, (6.1) yields that
. Let K and L be the constants given by (6.5)
Let 0 < ε < 1 be small enough so that (6.6)
Later, we may need to adjust ε again. In the remainder of the proof, most generic constants will be denoted by C, C 0 , . . . ; they may depend on various parameters, but they are totally independent from ε and the initial data, and they may change from line to line.
First, we note that (6.6) implies (6.7)
As in [5] , we let 
Consequently, F (t) exists for t ∈ [0, T ) and
It follows from (6.8)-(6.9) that
Since p > k + m, then by Hölder's inequality
where K is as given in (6.5). However, Young's inequality and (6.11) yield (6.12)
where δ > 0 is to be chosen later. Therefore, it follows from (6.10) and (6.12) that
Therefore, we have So, assume that F (t) > 0, and let β = 1/(1−α). Since 1 < β < 2 and 0 < ε < 1, then by convexity (6.22) [H(t) .
Since 2/β = 2(1 − α) > 1, by using Young's inequality, we obtain (6.24) Thus, it follows from (6.26) and (6.24) that (6.27)
.
By combining (6.22) and (6.27), then (6.21) follows. Consequently (6.19) holds, and therefore, y(t) = H(t) 1 2α)(p+1) ) .
