Abstract
Modeling Observational Error

73
In general, we assume that we observe animal locations s t , t ∈ {τ 1 , τ 2 , . . . , τ T } at T distinct 74 points in time {τ t , t = 1, . . . , T }. We assume that the locations are in R 2 , with s t ≡ (s
t )
75
representing the observed location at time τ t . The extension to higher dimensions (e.g., three- 
where θ contains parameters controlling the distribution of observations centered at the true 79 location. We begin by leaving this observation error distribution unspecified, and develop a 80 general framework for inference, then apply a specific class of models to the sea lion telemetry 81 data.
82
To allow for switching between notation for discrete and continuous time processes, we 
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86 thus x t = x τt represents the individual's location at time τ t . We also adopt the notation 87 that x s:t ≡ {x s , x s+1 , . . . , x t−1 , x t } represents the set of (t − s + 1) observations in discrete 88 time between the sth and tth observations (inclusive) in the sequence.
89
In the next Section, we will develop a model for movement based on an approximate 90 solution to an SDE. As this approximation operates in discrete time, with a temporal step 91 size of h, the approximation yields latent animal locations x τ : τ ∈ {0, h, 2h, . . . , T h} at 92 discrete times. 
A general SDE model for animal movement
94
We first consider the unconstrained case (D ≡ R 2 ), and then consider constrained processes.
95
A class of SDE models that can capture a wide range of movement behavior are expressed In (3), β is an autocorrelation parameter, µ(x τ , τ ) is a function specifying the vector-valued mean direction of movement (drift), perhaps as a function of time τ or current location x τ ,
τ ) is a vector of two independent standard Brownian motion processes, I is 108 the 2 × 2 identity matrix, and c(x τ , τ ) is a scalar function controlling the magnitude of the 109 stochastic component of (3).
110
Several existing models for animal movement fit into the general framework defined by
111
(2)-(3). For example, the continuous-time correlated random walk model developed by 
123
(2011) results from taking a discrete (Euler) approximation to the SDE in (4).
124
As a third example, the spatially-varying SDE approach of Russell et al. (2017) for 125 modeling spatial variation in motility (overall rate of speed) and directional bias could be 126 approximated by setting c(x τ , τ ) = σm(x τ ) and µ(x τ , τ ) = m(x τ ) − 
143
The simplest and most common numerical approximation to the solution to the SDE (2)-
144
(3) is the Euler-Maruyama scheme, which results from a first-order Taylor series approxima-145 tion (e.g., Kloeden and Platen, 1992) . Given a temporal step-size of h, the Euler-Maruyama
where note that v τ = (x τ +h − x τ )/h. Substituting this expression for v τ into (6) gives
where 
This approach is a so- 
182
The process k τ is defined as the minimal process required to restrict x τ to be within D, 183 and can be described by considering a unit vector n(x) that points toward the interior of D
184
orthogonal to ∂D at x. Then this minimal process is defined as
(10)
Under this specification, when an individual encounters the boundary ∂D, the process k τ (such as w τ ). k τ is defined when ∂D admits an orthogonal vector n, which is true for smooth 189 boundaries ∂D. A natural way to define ∂D is as a polygon, which is piece-wise continuous.
190
In this setting, n would be undefined at polygon vertices, but for a fine temporal resolution,
191
the latent process x will rarely or never directly encounter the vertices.
192
The numerical solution (approximation) to such a constrained SDE (8)-(9) can be ob- previous times x 1:(τ +h) , the distribution of the unconstrained processx τ +2h is given by (7),
Any simulated animal locationx τ +2h / ∈ D that falls outside of the spatial region D is pro-
205
jected onto the nearest location x τ +2h ∈ ∂D on the spatial boundary
This results in a computationally efficient approach to simulating sample paths from the 
11
. CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/152017 doi: bioRxiv preprint first posted online Jun. 19, 2017;  only require that they be simulated from. 
Inference on RSDEs through Markov Chain Monte Carlo
239
To make inference on model parameters θ ≡ (β, σ) and the individual's latent path x 1:T , we 240 constructed an MCMC algorithm to sample from the posterior distribution of x 1:T , θ|s 1:n . In 241 doing so, we make explicit use of the simulation procedure in (11)-(12), which is a discretized, 
. (13) The likelihood of the data [s 1:n |x 
Model and Inference
288
To model the X-shaped error distribution, we follow Brost et al. (2015) and Buderman et al.
289
(2016) and model observation error using a mixture of two multivariate t-distributed random 290 variables, centered at the individual's true location
In (14), ν c i is the degrees of freedom parameter for ARGOS error class c i , and Σ c i and Σ * c i
292
capture the X-shaped ARGOS error pattern 
298
To model sea lion movement, which is constrained to be in water (x τ ∈ D), we consider 
(11)-(12) of the RSDE (8)-(9). For a given temporal step size h, taken to be h = 5 minutes 301 for this analysis, we consider an approximation to the RSDE at times t r ≡ τ 1 + rh, r ∈ 302 {0, 1, . . . , T, T ≡ 30 × 24 × 12 = 8640}. At any observation time τ i , the individual's position 303 is given by a linear interpolation of the discrete approximation to the RSDE at the two 304 nearest time points t r(i) , t r(i)+1 , where τ i ∈ (t r(i) , t r(i)+1 ) and
The RSDE model for movement is approximated at discrete times t r ≡ τ 1 +rh, r ∈ {0, 1, . . . , T } 306 according to (11)-(12). An alternative to this linear interpolation is to augment the approx-307 imation times (t r ≡ τ 1 + rh, r ∈ {0, 1, . . . , T }) with the observation times (τ i , i = 1, . . . , n).
308
This results in a non-uniform step size between time points at which the RSDE is approx- that adding these n additional time points would result in an increase in numerical efficiency.
314
We thus retain our regular temporal resolution, with a step size of h. because our goal is only to characterize space use. Thus, we set µ(x τ , τ ) = 0. We also 319 assume a constant variance in the velocity process over time and space, with σ 2 ≡ c 2 (x τ , τ ).
320
The resulting model for the discretized movement process constrained to be within water is 321 x r |x r = argmin u∈D {||u −x r ||}, r = 1, 2, . . . , T
x r |x r−1 , x r−2 ∼ N (2 − βh)x r−1 + (βh − 1)x r−2 , σ 2 h 3 I , r = 3, 4, . . . , T.
16 .
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We complete the hierarchical state space model by specifying prior distributions for all 323 parameters. For the initial two time points, we specify independent uniform priors 324
and we specify independent half-normal priors for the autocorrelation parameter β and the
325
Brownian motion standard deviation σ
with γ σ = γ β = 100 as hyperparameters.
327
Our goal is inference on all parameters in the hierarchical Bayesian model for animal 328 movement in (14)-(19). We constructed an MCMC algorithm to draw samples from the 329 posterior distribution of model parameters, conditioned on the observed telemetry data,
330
using methods described in Section 3.1. We used variable at a time Metropolis-Hastings 331 updates (13) for the latent locations (x r , x r ), and used block Metropolis-Hastings updates to 332 jointly update the movement parameters β and σ at each iteration of the MCMC algorithm.
333
Random walk proposal distributions were specified for all parameters, and the variance of 334 each proposal distribution was tuned adaptively using the log-adaptive procedure of Shaby
335
and Wells (2010).
336
To initialize the MCMC algorithm for the sea lion analysis, we first chose starting values The posterior mean for log(σ), which controls the variance of the Brownian motion process 345 on velocity, was log(σ) = 11.8, with an equal-tailed 95% credible interval of (11.2, 12.4).
346
The posterior mean for log(β), which controls autocorrelation beyond that implied by IBM, 347 was log(β) = −7.1, with an equal-tailed 95% credible interval of (−7.6, −6.2). The small 348 estimated value for β implies that this term may not be needed in the model, and that IBM 349 could be an appropriate model for this sea lion's movement. 
in Section 2.2.1 leads to a computationally tractable transition density. Our approach to 370 constraining movement is based on the reflected SDE literature, and consists of projecting 371 numerical approximations to the solution of the SDE onto the domain D.
372
Our approach for inference is computationally challenging, and future work will consider 373 approaches that make inference more computationally efficient. The main computational 374 burden for each iteration of the MCMC algorithm is projecting each latentx 1:T onto D. We 375 coded Algorithm 1 using C++, but there is still significant room for improving computational 376 efficiency. Algorithm 1 assumes that ∂D is given as a polygon or set of polygons, and checks an approach for block updates of (x 1:T ,x 1:T ), which may improve mixing of the MCMC 385 algorithm.
386
We note that there are other possible approaches to simulating RSDEs. One alterna-387 tive, less common, approach for approximating the constrained SDE in (8)- (9) is to change 388 the distribution of the increments (7) of the unconstrained numerical approximation to be 
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Another approach to modeling movement constrained to lie within D is to consider dis- 
For example, the location and covariance parameters could be those defined by the approx- reflected SDE in (8)-(9) in which β = 0 and c(x, τ ) = σ
and where k τ is as given in (10). We refer to this constrained process as reflected integrated Gaussian observation error at 300 regularly spaced time points 449 s t ∼ N(x t , κ 2 I), t = 1, 2, . . . , 300.
We considered estimation of model parameters θ = (σ, κ) by specifying diffuse half-normal 450 priors (with variance=100) for σ and κ, and sampling from the posterior distribution [θ|s Figure 2: Modeling movement using projected processes. A time-discretized solution to the reflected SDE is obtained by first forward simulating from the transition density to obtaiñ x t |x t−1 , x t−2 , and then projectingx t onto D to obtain x t . 
30
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