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PARAMETER REGULARITY OF DYNAMICAL DETERMINANTS OF
EXPANDING MAPS OF THE CIRCLE AND AN APPLICATION TO LINEAR
RESPONSE
MALO JÉZÉQUEL
DMA, ENS, 45 rue d’Ulm, 75005, Paris
(email: malo.jezequel@ens.fr)
Abstract. In order to adapt to the differentiable setting a formula for linear response proved by
Pollicott and Vytnova in the analytic setting, we show a result of regularity of dynamical determinants
of expanding maps of the circle. The main tool is the decomposition of a transfer operator as a sum of
a nuclear part and a "small" bounded part.
Introduction
In this work we adapt to the differentiable setting the formula for linear response obtained by Pollicott
and Vytnova [8] in the analytic setting (based on an idea of Cvitanovic [3]). We recall the main argument:
if τ 7→ Tτ is an analytic curve of analytic expanding maps of the circle, defined on a neighbourhood ]−ǫ, ǫ[
of 0, and g : S1 7→ R is an analytic function then for all τ ∈ ]−ǫ, ǫ[ and u ∈ R the map
(1) z 7→ exp
−∑
n>1
1
n
 ∑
Tnτ x=x
exp
(
−u∑n−1k=0 g (T kτ x))∣∣(T nτ )′ (x) − 1∣∣
 zn

extends to an entire function z 7→ d (z, u, τ) and the map (z, u, τ) 7→ d (z, u, τ) defined this way is
analytic. Exploring the properties of this dynamical determinant d, Pollicott and Vytnova showed that
for all τ ∈ ]−ǫ, ǫ[ we have
(2)
∫
S1
gdµτ = −
∂d
∂u
(1, 0, τ)
∂d
∂z
(1, 0, τ)
,
where µτ denotes the unique measure invariant for Tτ which is absolutely continuous with respect to
Lebesgue, and thus
(3)
∂
∂τ
(∫
S1
gdµτ
)∣∣∣∣
τ=0
= −
∂2d
∂u∂τ (1, 0, 0)
∂d
∂z (1, 0, 0)
+
∂2d
∂τ∂z (1, 0, 0)
∂d
∂u (1, 0, 0)(
∂d
∂z (1, 0, 0)
)2 .
Investigating this formula, it is easy to write it in terms of the value of the derivative at τ = 0 of τ 7→ Tτ
on the periodic points of T0 (see Remark 6.3, in particular formula (35)).
Reading the proof of Lemma 3.1 of [8], it appears that if there is some R > 1 such that, for all
u, τ sufficiently close to 0, the map defined by (1) extends on the disc of center 0 and radius R to a
holomorphic function z 7→ d (z, u, τ)), then, if d is C1, the formula (2) holds and, if d is C2, the formula
(3) holds.
Consequently, our main result is a result of regularity for dynamical determinants of expanding maps
of the circle: Theorem 6.1 which implies in particular (taking t = (τ, u), Tt = Tτ,u = Tτ and gt,u =
gτ,u = −ug − log |T ′τ |) that (2) and (3) hold under some assumptions of regularity of τ 7→ Tτ and g (see
Corollary 6.2). The hypotheses of Theorem 6.1 are not the weakest possible, they have been chosen to
make the exposition as simple and self-contained as possible (see remark 2.5).
To define the dynamical determinant and prove its main properties in the analytic case, one may use
the work of Ruelle (see [9]). We will use here the approach exposed in the first part of [1] (see also [2]). In
particular, the main ingredient of our proof will be the decomposition of a transfer operator (Proposition
3.1), which is an adaptation of Proposition 3.15 of [1].
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In §1, we set the notations involved in the Paley-Littlewood decomposition.
In §2, we use the Paley-Littlewood decomposition to state Lemma 2.1, which is a local version of the
decomposition mentioned above.
Section 3 is dedicated to the definition of the transfer operator and its decomposition as described
above.
In §4, we define a "flat trace" for some operators. It may be proved that it coincides with the flat
trace defined in Section 3.2.2 of [1] in most cases.
In §5, we prove some results of regularities of the eigenelements of the transfer operator, using a
method due to Gouëzel, Keller and Liverani (see [7] and [5]).
In §6, we state and prove our main result, Theorem 6.1 and show how to deduce formulae (2) and (3)
from it.
In the analytic setting, one can prove a similar statement in the case of Anosov diffeomorphisms of
the torus using the work of Rugh (see [12] and [13]). It is likely that the method presented here adapt
to the case of differentiable expanding maps in higher dimensions (see Remark 2.5) and to the case of
Anosov diffeomorphisms (using the approach exposed in the second part of [1]).
This work is part of a master degree internship under the supervision of Viviane Baladi.
1. The Paley-Littlewood decomposition
We shall denote by S the Schwartz class on R and by S ′ the space of tempered distributions on
R. If s ∈ R write Hs = {ϕ ∈ S ′ : ‖ϕ‖Hs < +∞} where ‖ϕ‖2Hs =
∫
R
(
1 + ξ2
)s |ϕ̂ (ξ)|2 dξ, if the Fourier
transform ϕ̂ of ϕ is locally L2 (otherwise set ‖ϕ‖2Hs = +∞). Recall that if s, t ∈ R, θ ∈ ]0, 1[ and ϕ ∈ S ′,
Hölder’s inequality implies that
‖ϕ‖Hθs+(1−θ)t 6 ‖ϕ‖θHs ‖ϕ‖1−θHt .
In particular, if B is some Banach space and A : B → S ′ is a linear operator then we have
(4) ‖A‖(B,Hθs+(1−θ)t) 6 ‖A‖
θ
(B,Hs) ‖A‖1−θ(B,Ht) ,
where the space (B,B′) of bounded linear operator from a Banach B to another B′ is equipped with the
operator norm ‖.‖(B,B′).
If ψ : R → R is some C∞ function of at most polynomial growth, denote by Op (ψ) the pseudo-
differential operator defined by
Op (ψ)ϕ (x) =
1
2π
∫
R
e−ixξψ (ξ) ϕ̂ (ξ) dξ
for x ∈ R and ϕ ∈ S. Thus Op (ψ) is the operator of multiplication by ψ in Fourier transform. We shall
extend Op (ψ) to an operator between Sobolev spaces as often as we may.
We can now present the Paley-Littlewood decomposition. Fix a C∞ even function χ : R→ [0, 1] such
that
χ (x) = 1 for x 6 1 and χ (x) = 0 for x > 2.
Then for n ∈ N define ψn by ψ0 = χ and
ψn (x) = χ
(
2−nx
)− χ (2−n+1x)
if n > 1 and x ∈ R. We shall also need the functions ψ˜n defined by ψ˜0 (x) = χ
(
x
2
)
and
ψ˜n (x) = χ
(
2−n−1x
)− χ (2−n+2x)
if n > 1 and x ∈ R. Then the following assertions are easily proved :∑
n>1
ψn = 1, ∀n > 1, x ∈ R : ψn (x) = ψ1
(
2−n+1x
)
, ψ˜n (x) = ψ˜1
(
2−n+1x
)
,
∀n > 1 : supp ψn ⊆
{
ξ ∈ R : 2n−1 6 |ξ| 6 2n+1} , ∀n ∈ N : ψnψ˜n = ψn,
∀n, l ∈ N : |l − n| > 1⇒ ψnψl = 0.
For all m ∈ N∗ there is a constant Cm such that for all n ∈ N
(5)
∥∥∥ψ(m)n ∥∥∥
L∞
6 Cm2
−nm.
2
Finally, using Plancherel’s formula, for all s ∈ R there is a constant C > 0 such that for all ϕ ∈ Hs we
have
(6) C−1 ‖ϕ‖2Hs 6
∑
n>0
2−ns ‖Op (ψn)ϕ‖2L2 6 C ‖ϕ‖2Hs .
In particular for all s, s′ ∈ R there is a constant C such that for all n ∈ N we have
(7) ‖Op (ψn)‖(Hs,Hs′) 6 C2n(s
′−s).
2. Local decomposition of the transfer operator
This section aims at proving the following lemma which is a variation on Lemma 2.22 of [1]. In this
statement, Ft must be thought as an inverse branch of an expanding map of the circle Tt.
Lemma 2.1. Let r ∈ N∗ and N ∈ N. Let U be an open set of RD for some integer D. Let t 7→ ft ∈ Cr (R)
be a CN function on U whose values are supported in a bounded open interval ]a, b[. Let t 7→ Ft ∈ Cr+1 (R)
be a CN function on U whose values are diffeomorphisms with derivative bounded by Λ on supp ft. For
all ϕ ∈ S and t ∈ U set
Mtϕ = ft. (ϕ ◦ Ft) .
Then for all t ∈ U the operator Mt can be written as a sum
Mt = (Mt)b + (Mt)c
such that the following properties hold :
i. for all s < r there is a constant c > 0 that only depends of s and r such that for all t ∈ U :
‖(Mt)b‖(Hs,Hs) 6 c ‖ft‖∞ Λs sup
supp ft
|F ′|− 12 ;
ii. for all integers 0 6 k 6 N , all s > k + 32 and all s
′ < r − 1 the map
t 7→ (Mt)c ∈ nuc
(
Hs, Hs
′
)
is Ck on U ;
iii. for all integers 0 6 k 6 N , all k + 32 < s < r − 1 and all ǫ > 0 the map
t 7→ (Mt)b ∈
(
Hs, Hs−k−ǫ
)
is Ck on U .
In this statement, nuc
(
Hs, Hs
′
)
denotes the space of nuclear operators from Hs to Hs
′
equipped
with the nuclear operator norm (see for instance [4] for definitions and main results).
In all this section, fix a real number Λ > 0 and if l, n are natural integers write
l →֒ n if 2n 6 Λ2l+6, l 6 →֒n otherwise .
Then set
A = {(l, n) ∈ N2 : l →֒ n} .
First, we investigate the "bounded" term (Mt)b.
Lemma 2.2. Let r ∈ N∗ and s ∈ R∗+. There exists a constant c > 0 that does not depend of Λ such that
for any Cr+1-diffeomorphism F : R→ R and any compactly supported Cr function f : R→ R, setting for
all ϕ ∈ Hs
Mϕ = f. (ϕ ◦ F ) ,
then for any finite subset E of A we have∥∥∥∥∥∥
∑
(l,n)∈E
Op (ψn)MOp (ψl)
∥∥∥∥∥∥
Hs→Hs
6 c‖f‖∞Λs sup
supp f
|F ′|− 12 .
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Proof. Let ϕ ∈ S. For all l ∈ N set ϕl = Op (ψl)ϕ. Then∥∥∥∥∥∥
∑
(l,n)∈E
Op (ψn)Mϕl
∥∥∥∥∥∥
2
Hs
=
∫
R
(
1 + ξ2
)s ∣∣∣∣∣∣
∑
n>0
ψn (ξ)
 ∑
l:(l,n)∈E
M̂ϕl (ξ)
∣∣∣∣∣∣
2
dξ.
Since for all ξ ∈ R there are at most three values of n for which ψn (ξ) 6= 0, Cauchy-Schwartz implies
that ∥∥∥∥∥∥
∑
(l,n)∈E
Op (ψn)Mϕl
∥∥∥∥∥∥
2
Hs
6 3
∑
n>0
∫
R
(
1 + ξ2
)s ∣∣∣∣∣∣ψn (ξ)
 ∑
l:(l,n)∈E
M̂ϕl (ξ)
∣∣∣∣∣∣
2
dξ
6 3× 16s
∑
n>0
4sn
∫
R
∣∣∣∣∣∣ψn (ξ)
 ∑
l:(l,n)∈E
M̂ϕl (ξ)
∣∣∣∣∣∣
2
dξ
6 3× 16s
∫
R
∑
n>0
∣∣∣∣∣∣
∑
l:(l,n)∈E
2sn−sl2slψn (ξ)M̂ϕl (ξ)
∣∣∣∣∣∣
2
dξ.
Applying Cauchy-Schwartz again we get∥∥∥∥∥∥
∑
(l,n)∈E
Op (ψn)Mϕl
∥∥∥∥∥∥
2
Hs
6 3× 16s
∫
R
∑
n>0
 ∑
l:(l,n)∈E
2sn−sl
 ∑
l:(l,n)∈E
2sn−sl4sl
∣∣∣ψn (ξ)M̂ϕl (ξ)∣∣∣2
dξ
6 3× 16sΛs 2
6s
1− 2−s
∫
R
∑
(l,n)∈E
2sn−sl4sl
∣∣∣ψn (ξ)M̂ϕl (ξ)∣∣∣2 dξ
6 3× 16sΛs 2
6s
1− 2−s
∫
R
∑
l>0
4sl
 ∑
n:(l,n)∈E
2
s(n−l)
2
∣∣∣ψn (ξ)M̂ϕl (ξ)∣∣∣
2 dξ
6 3× 16sΛ2s 2
12s
1− 2−s
∑
l>0
4sl
∫
R
∣∣∣M̂ϕl (ξ)∣∣∣2 dξ
6 3× 16sΛ2s 2
12s
1− 2−s
∑
l>0
4sl ‖Mϕl‖2L2
6 3× 16sΛ2s 2
12s
1− 2−s ‖f‖
2
∞ sup
supp f
|F ′|−1
∑
l>0
4sl ‖ϕl‖2L2
6 c2Λ2s ‖f‖2∞ sup
supp f
|F ′|−1 ‖ϕ‖Hs .
We used (6) in the last line. 
Lemma 2.3. Under the hypotheses of Lemma 2.2, the series∑
l→֒n
Op (ψn)MOp (ψl)
converges in (Hs, Hs) equipped with the weak operator topology to an operator with operator norm
bounded by
c‖f‖∞Λs sup
supp f
|F ′|− 12 .
Proof. The net of the partial sums of this series is bounded according to Lemma 2.2 and has a unique
accumulation point since it converges for the operator norm topology on
(
H1, H−1
)
for instance. 
Now, we study the "nuclear" term (Mt)c of the decomposition given by lemma 2.1. One of its most
important property is being regularizing.
Lemma 2.4. Let r ∈ N∗ and m ∈ N. Let s, s′ > 0 with s > m + 32 and s′ < r − 1. Let f : R → R
be a Cr function compactly supported in a bounded open interval ]a, b[ and let F : R → R be a Cr+1-
diffeomorphism with derivative bounded by Λ on supp f . Then there is a summable sequence (bn,l)l 6 →֒n
4
that only depends on a, b, s, s′,m,Λ, the Cr norm of f , and the Cr+1 norm of F on [a, b], such that,
setting for all ϕ ∈ S
Mϕ = f
(
ϕ(m) ◦ F
)
,
for all l 6 →֒n the operator Op (ψn)MOp (ψl) extends to a nuclear operator from Hs to Hs′ with nuclear
operator norm bounded by bn,l.
Proof. Since ϕ 7→ ϕ(m) is bounded from Hs to Hs−m and commutes with Op (ψl), one only has to deal
with the case m = 0.
In the following, all the Ci are constants depending only on a, b, s, s′,m,Λ, the Cr norm of f on [a, b]
and the Cr+1 norm of F on F−1 [a, b].
Fix ǫ > 0 such that s > 32 + ǫ and set a : η ∈ R→
(
1 + η2
) 1+ǫ
2 .
Fix l 6 →֒n with l 6= 0. If ϕ ∈ S write for all x ∈ R
(8) Op
(
ψ˜n
)
MOp (ψl)ϕ (x) = 1
(2π)2
∫
R
Vn,l (x, y)Op (a)ϕ (y) dy
where Vn,l is defined by
∀x, y ∈ R : Vn,l (x, y) =
∫
R3
ei(x−w)ξ+i(F (w)−y)ηf (w) ψ˜n (ξ)
ψl (η)
(1 + η2)
1+ǫ
2
dwdξdη.
If x doesn’t lie in [a, b], integrating by parts r times, we get
(9) Vn,l (x, y) = ir
∫
R3
ei(x−w)ξ+i(F (w)−y)η
(x− w)r f (w) ψ˜n
(r)
(ξ)
ψl (η)
(1 + η2)
1+ǫ
2
dwdξdη
and thus, setting K = [a, b] and recalling (5),
(10) |Vn,l (x, y)| 6 C1
d (x,K)r
2−ǫl2−(r−1)n.
We notice
∀w ∈ supp f : ∀ξ, η ∈ R : ψ˜n (ξ)ψl (η) 6= 0⇒ |ξ − F ′ (w) η| > 2n−4.
Then we write
Vn,l (x, y) =
∫
R3
i (F ′ (w) η − ξ) ei(x−w)ξ+i(F (w)−y)η f (w)
i (F ′ (w) η − ξ) ψ˜n (ξ)
ψl (η)
(1 + η2)
1+ǫ
2
dwdξdη
= i
∫
R3
ei(x−w)ξ+i(F (w)−y)η
∂
∂w
(
f (w)
(F ′ (w) η − ξ)
)
ψ˜n (ξ)
ψl (η)
(1 + η2)
1+ǫ
2
dwdξdη.
Using this trick r times we write
(11) Vn,l (x, y) =
∫
R3
ei(x−w)ξ+i(F (w)−y)ηψ˜n (ξ)
ψl (η)
(1 + η2)
1+ǫ
2
Φ (w, ξ, η) dwdξdη,
with Φ bounded by C22−rn when ξ ∈ supp
(
ψ˜n
)
and η ∈ supp
(
ψ˜l
)
, and thus,
(12) |Vn,l (x, y)| 6 C32−ǫl2−(r−1)n.
From (10) and (12), we find for all y ∈ R :
(13) ‖Vn,l (·, y)‖L2 6 C42−ǫl2−(r−1)n.
If y doesn’t lie in F ([a, b]), we may improve (13) by integrating by parts twice on η in (9) and (11).
This way we get
(14) ‖Vn,l (·, y)‖L2 6 C42−ǫl2−(r−1)nf (y)
where f is a positive integrable function that only depends on a, b, the Cr norm of f on [a, b], and the
Cr+1 norm of F on [a, b].
Using the same kind of arguments, one can easily show that the function y ∈ R 7→ Vn,l (·, y) ∈ L2 is
(Lipschitz-)continuous. Furthermore the function y ∈ R 7→ δy ◦ Op (a) ∈ (Hs)′ is (Hölder-)continuous.
Thus the integral
1
(2π)
2
∫
R
(δy ◦Op (a))⊗ Vn,l (., y) dy ∈ nuc
(
Hs, L2
)
5
is well-defined and extends Op
(
ψ˜n
)
MOp (ψl) according to (8). Moreover, its nuclear operator norm is
bounded by
1
(2π)
2
∫
R
‖δy ◦Op (a)‖(Hs)′ ‖Vn,l (., y)‖L2 dy 6 C52−ǫl2−(r−1)n.
Thus, the nuclear operator from Hs to Hs
′
defined by
1
(2π)
2Op (ψn) ◦
∫
R
(δy ◦Op (a))⊗ Vn,l (., y) dy
extends the operator Op (ψn)MOp (ψl) = Op (ψn)Op
(
ψ˜n
)
MOp (ψl) and has nuclear operator norm
bounded by ‖Op (ψn)‖L2→Hs′ C52−ǫl2−(r−1)n 6 C62−ǫl2−(r−1−s
′)n = bn,l (recall (7)).

Remark 2.5. The constant 32 that appears in Lemma 2.4 must be understood as 1 +
1
2 and may be
replaced by 1 + 1p by working with spaces H
t
p (R) as in [1] (here, 1 is thought as the dimension and thus
may be replaced by some integer D to get a more general result). This is one way of weakening the
hypotheses of Theorem 6.1.
We immediately deduce the following result from Lemmas 2.3 and 2.4.
Corollary 2.6. Let r ∈ N∗ and m ∈ N. Let s ∈ R with m+ 32 < s < m+ r − 1. Let f : R→ R be a Cr
function compactly supported in a bounded open interval ]a, b[ and F : R→ R be a Cr+1-diffeomorphism.
Then setting for all ϕ ∈ S
Mϕ = f
(
ϕ(m) ◦ F
)
,
the operator M is bounded from Hs to Hs−m. Moreover its operator norm between these spaces is
bounded by a constant that only depends of a, b, s,m, λ, the Cr norm of f , and the Cr+1 norm of F on
[a, b].
Finally, we investigate the regularity of the dependence in t of the operatorMt.
Lemma 2.7. Let r ∈ N∗ and m ∈ N. Let s ∈ R with m+ 32 < s < m+ r − 1. Let U be an open set of
RD for some integers D. Let t 7→ ft ∈ Cr (R) be a continuous function on U whose values are supported
in a bounded open interval ]a, b[. Let t 7→ Ft ∈ Cr+1 (R) be a continuous function on U whose values are
diffeomorphisms of R into itself. For all ϕ ∈ S and t ∈ U set
Mtϕ = ft.
(
ϕ(m) ◦ Ft
)
.
Then for all ǫ > 0 the function t 7→ Mt ∈ (Hs, Hs−m−ǫ) is continuous on U .
Proof. As previously, we may and will suppose that m = 0. If V is an open set of R, we denote by
Hs0 (V ) the closure in H
s of the set of C∞ functions compactly supported in V . Then, we can write
Mt = i ◦Mt ◦ θ
where in the left-hand side Mt is seen as an operator from Hs ro Hs−ǫ and in the right-hand side Mt
is seen as an operator from Hs0 (]a, b[) to H
s
0
(
F−1 ]a, b[
)
, i is the (compact) embedding of Hs0
(
F−1 ]a, b[
)
in Hs−ǫ and θ : Hs → Hs0 (]a, b[) is the operator of multiplication by a C∞ function supported in
]a, b[ with value 1 on the support of the ft Thanks to the compacity of i, we only need to show that
t 7→ Mt ∈
(
Hs0 (]a, b[) , H
s
0
(
F−1 ]a, b[
))
is continuous for the strong topology, that is for all ϕ ∈ Hs0 (]a, b[)
the function t 7→ Mtϕ ∈ Hs0
(
F−1 ]a, b[
)
is continuous. Thanks to Corollary 2.6, we only need to prove
this when ϕ is C∞ function supported in ]a, b[. But for such a function, the continuity is obvious (it even
holds in Cr0
(
F−1 ]a, b[
)
). 
Lemma 2.8. Let r ∈ N∗,m ∈ N and N ∈ N. Let s ∈ R with N +m + 32 < s < m + r − 1. Let U be
an open set of RD for some integer D. Let t 7→ Ft ∈ Cr+1 (R) be a CN function on U whose values are
diffeomorphisms. Let t 7→ ft ∈ Cr (R) be a CN function on U whose values are supported in a bounded
open interval ]a, b[. For all ϕ ∈ S and t ∈ U set
Mtϕ = ft.
(
ϕ(m) ◦ Ft
)
.
Then for all ǫ > 0 the function t ∈ U 7→ Mt ∈
(
Hs, Hs−m−N−ǫ
)
is CN .
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Proof. The proof is an induction on N . The case N = 0 has been dealt with in Lemma 2.7. Let N > 1.
As usual, we may suppose m = 0. Furthermore, we only need to deal with the case ǫ < s−N − 12 . Let
i ∈ {1, . . . , D} and for all t = (t1, . . . , tD) ∈ U and ϕ ∈ Hs, write
At =
∂ft
∂ti
. (ϕ ◦ Ft) + ft.∂Ft
∂ti
(ϕ′ ◦ Ft) .
By induction hypothesis, t 7→ At ∈
(
Hs, Hs−m−N−ǫ
)
is CN−1. Consequently, we only need to check
that At is the partial derivative of t 7→ Mt with respect to ti. Let T = (T1, . . . , Td) ∈ U and set for ti
sufficiently close to Ti :
F (ti) =MT +
∫ ti
Ti
At1,...,τi,...,tddτi ∈
(
Hs, Hs−m−N−ǫ
)
.
Now, if ϕ ∈ S and y ∈ R, since δy is continuous on Hs−N−ǫ, we have
F (ti)ϕ (y) =MTϕ (y) +
∫ ti
Ti
At1,...,τi,...,tDϕ (y) dτi ∈
(
Hs, Hs−m−N−ǫ
)
=MT1,...,ti,...,TDϕ (y) .
Thus F (ti)ϕ = MT1,...,ti,...,TDϕ and finally F (ti) = MT1,...,ti,...,TD . Consequently, At is the derivative
of t 7→ Mt with respect to ti. 
Now, we can prove our "local decomposition" lemma.
Proof of Lemma 2.1. Set
(Mt)b =
∑
l→֒n
Op (ψn)MtOp (ψl) and (Mt)c =
∑
l 6 →֒n
Op (ψn)MtOp (ψl) .
Then the first point is a consequence of Lemma 2.3. The second point is deduced from Lemma 2.8 by
a standard argument of dominated convergence (the domination being a consequence of Lemma 2.4).
Finally, the third point is an immediate consequence of the second point and Lemma 2.8. 
3. Decomposition of the transfer operator
Let U be an open set of RD. Let r ∈ N∗, N ∈ N. Let 0 < λ < 1. Let t 7→ Tt ∈ Cr+1
(
S1, S1
)
be a CN
function on U whose values are expanding maps of the circle with expansion constant λ−1 that is
(15) ∀t ∈ U : ∀x ∈ S1 : |T ′t (x)| > λ−1.
Let t 7→ gt ∈ Cr
(
S1
)
be a CN function on U (in the application, we shall choose D = 2, t = (τ, u),
Tt = Tτ and gt = −ug− log |T ′τ |). Our main object of study is the transfer operator defined for all t ∈ U
and all ϕ ∈ CS1 by
Ltϕ : x 7→
∑
y∈T−1t ({x})
egt(y)ϕ (y) .
We shall associate to Lt an operator Kt with similar properties. Then we shall apply Lemma 2.8 to
get a similar decomposition for the operator Kt. The properties of this decomposition are stated in
Proposition 3.1.
We need further notation to do so. LetK be a compact subset of U and K˜ be a compact neighbourhood
ofK in U . We may choose a finite cover α = (Vω)ω∈Ω of S
1 by open intervals with the following properties
:
1. for all ω ∈ Ω, the canonical projection π : R→ S1 has a C∞ local inverse κω defined on Vω ;
2. for all t ∈ K˜ and all ω ∈ Ω, the map Tt induces a diffeomorphism from a neighbourhood of Vω
to a neighbourhood of Tt
(
Vω
)
;
3. for all t ∈ K˜
sup
{
diam V : V ∈
m−1∧
i=0
T−it α
}
→
m→+∞
0;
4. for all t ∈ K˜ and m ∈ N∗ the elements of ∧m−1i=0 T−it α are open intervals;
5. denoting for all ω ∈ Ω by Wω the open interval of S1 with same center than Vω but three times
as long, the cover α˜ = (Wω)ω∈Ω also satisfies the four properties above.
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Indeed, these properties hold as soon as the diameter of the elements of α is small enough, "small enough"
being uniform in t thanks to the compacity of K˜.
For all m ∈ N∗, t ∈ U and −→ω = (ω0, . . . , ωm−1) ∈ Ωm let us write V−→ω ,t =
⋂m−1
i=0 T
−i
t Vωi and
αm,t =
∧n−1
i=0 T
−i
t α =
{
V−→ω ,t :
−→ω ∈ Ωm}. Replacing, Vω by Wω, we define in the same way W−→ω ,t and
α˜m,t. For all m ∈ N∗, t ∈ U and x ∈ S1 write
(16) gm,t (x) =
m−1∑
i=0
gt
(
T it (x)
)
.
By a standard bounded distortion argument, there is a constant M > 0 such that for all t ∈ K˜, m ∈ N∗
and V ∈ α˜m,t, if x, y ∈ V then
(17) |gm,t (x)− gm,t (y)| 6M and
∣∣(Tmt )′ (x)∣∣ 6M ∣∣(Tmt )′ (y)∣∣ .
Now, choose a C∞ partition of unity (θω)ω∈Ω adapted to the cover α. For all ω ∈ Ω, choose a C∞
function hω compactly supported in κω (Vω) with hω = 1 on κω (supp θω). For all s ∈ R set
Bs =
⊕
ω∈Ω
Hs
equipped with the norm
‖.‖Bs : (ϕω)ω∈Ω 7→
√∑
ω∈Ω
‖ϕω‖2Hs ,
which ensures that Bs is a Hilbert space.
Define
S : (ϕω)ω∈Ω ∈
(
CR
)Ω 7→ ∑
ω∈Ω
θω (ϕω ◦ κω) ∈ CS
1
and
P : ϕ ∈ CS1 7→ (hωϕ ◦ π)ω∈Ω ∈
(
CR
)Ω
,
and notice that S ◦ P = Id.
For all t ∈ U define Kt on
⊕
ω∈Ω S by
Ktϕ = (P ◦ t ◦ S)ϕ.
Proposition 3.1. For all t ∈ K and all 32 < s < r − 1 the operator Kt extends to a bounded operator
from Bs to itself. Moreover, for all m ∈ N∗ the operator Kmt can be written as a sum 1
(18) Kmt = (Kmt )b + (Kmt )c
such that the following properties hold:
i. for all 12 < s < r, there exists a constant c > 0 such that for all m ∈ N∗ and all t ∈ K:
(19) ‖(Kmt )b‖(Bs,Bs) 6 cλm(s−
1
2 ) inf
β subcover of αm,t
∑
V ∈β
exp
(
sup
V
gm,t
)
;
ii. for all integers 0 6 k 6 N , all 32 + k < s < r − 1, all m ∈ N∗ and all ǫ > 0 the map
t 7→ (Kmt )b ∈
(Bs,Bs−k−ǫ)
extends to a Ck function on a neighbourhood of K;
iii. for all integers 0 6 k 6 N , all s > k + 32 , all s
′ < r − 1 and all m ∈ N∗ the map
t 7→ (Kmt )c ∈ nuc
(
Bs,Bs′
)
extends to a Ck function on a neighbourhood of K.
Proof. The boundedness of Kt on Bs will be a consequence of the decomposition (18) for m = 1. Fix an
integer m ∈ N∗.
If t ∈ K choose a subset I = It,m of Ωm that reaches the infimum
(20)
∑
−→ω∈I
exp
(
sup
V−→ω ,t
gm,t
)
= inf
J⊆Ωm,S1=
⋃
−→ω∈J W−→ω ,t
∑
−→ω∈J
exp
(
sup
V−→ω ,t
gm,t
)
.
1This decomposition does not depend of s in the following sense: the operators (Km
t
)
b
and (Km
t
)
c
commute with the
natural injections between spaces Bs for different values of s.
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Then find a neighbourhood Ut,m ⊆ K˜ of t in U with the following properties:
1. for all t′ ∈ Ut,m
(21) S1 =
⋃
−→ω∈I
W−→ω ,t′ ;
2. for all t′ ∈ Ut,m
(22)
∑
−→ω∈I
exp
(
sup
V−→ω ,t′
gm,t′
)
6 2 inf
J⊆Ωm,S1=
⋃
−→ω∈J V−→ω ,t′
∑
−→ω∈J
exp
(
sup
V−→ω ,t′
gm,t′
)
;
3. for all t′ ∈ Ut,m and −→ω ∈ I
(23)
1
2
inf
W−→ω ,t
∣∣(Tmt )′∣∣ 6 inf
W−→ω ,t′
∣∣(Tmt′ )′∣∣ 6 2 inf
W−→ω ,t
∣∣(Tmt )′∣∣ .
We explain briefly how to find such a neighbourhood. The first point is easy, one only needs to notice
that (21) is equivalent to
∀x ∈ S1 :
∑
(ω0,...,ωm−1)∈I
m−1∏
i=0
d
(
T it (x) , S
1 \Wωi
)
> 0.
The third point is an argument of continuity, using the fact that for all t′ ∈ K˜ the setW−→ω ,t′ is an interval.
The second point is more complicated. If J ⊆ Ωm is such that (W−→ω ,t)−→ω∈J doesn’t cover S1 then for t′
sufficiently close to t,
(
V−→ω ,t′
)
−→ω∈J
doesn’t cover S1. Consequently, for t′ sufficiently close to t we have
inf
J⊆Ωm,S1=
⋃
−→ω∈J W−→ω ,t
∑
−→ω∈J
exp
(
sup
V−→ω ,t′
gm,t′
)
6 inf
J⊆Ωm,S1=
⋃
−→ω∈J V−→ω ,t′
∑
−→ω∈J
exp
(
sup
V−→ω ,t′
gm,t′
)
.
But the infimum on the left-hand side of this inequality is taken on a set that does not depend of t′, so
we can use the same kind of argument as for the third point, recalling (20).
Now, (Ut,m)t∈K is an open cover of K and consequently, one only needs to get the decomposition (18)
on each of its elements separately (then glue the different decompositions using a partition of unity). So
fix t0 ∈ K and write I = It0,m the subset of Ωm that appears in the definition of Ut0,m. For all ω ∈ Ω
choose a C∞ function χ˜ω : S1 → R such that 0 6 χ˜ω 6 1 and χ˜ω (x) > 0 if and only if x ∈ Wω. Then
for all m ∈ N∗, t ∈ Ut0,m and −→ω = (ω0, . . . , ωm−1) ∈ I, set:
χ˜−→ω ,t : x ∈ S1 7→
m−1∏
i=0
χ˜ωi
(
T it (x)
)
and
χ−→ω ,t : x ∈ S1 7→
χ˜−→ω ,t (x)∑
−→ω ′∈I χ˜−→ω ′,t (x)
,
which is well-defined thanks to (21). Thus we have for all t ∈ Ut0,m:∑
−→ω∈I
χ−→ω ,t = 1 and ∀−→ω ∈ I : ∀x ∈ S1 : χ−→ω ,t (x) > 0⇔ x ∈W−→ω ,t.
Then for all −→ω ∈ I, t ∈ Ut0,m and ϕ ∈ C∞
(
S1
)
, define
m
−→ω ,tϕ : x ∈ S1 7→
∑
Tmt (y)=x
χ−→ω ,t (y) e
gm,t(y)ϕ (y) =
(
χ−→ω ,te
gm,tϕ
) ◦ (Tmt |W−→ω ,t)−1 (x)
and then
Km−→ω ,t = D ◦ m−→ω ,t ◦ S.
These definitions immediately imply for all t ∈ Ut0,m
m
t =
∑
−→ω∈I
m
−→ω ,t and Kmt =
∑
−→ω∈I
Km−→ω ,t.
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Now, fix −→ω ∈ I and write Km−→ω ,t as a matrix of operators (Aω,ω′,t)ω,ω′∈Ω that is, for all ϕ = (ϕω)ω∈Ω ∈⊕
ω∈Ω S, we have
Km−→ω ,tϕ =
(∑
ω′∈ω
Aω,ω′,tϕω′
)
ω∈Ω
.
If ω, ω′ ∈ Ω and ϕ ∈ S, we have
(24) Aω,ω′,tϕ = hω
(
χ−→ω ,te
gm,tθω′
) ◦ (Tmt |W−→ω ,t)−1 ◦ π.
(
ϕ ◦ κω′ ◦
(
Tmt |W−→ω ,t
)−1
◦ π
)
.
The map κω′ ◦
(
Tmt |W−→ω ,t
)−1
◦π may be extended in a Cr+1-diffeomorphism Ft of R in a consistent way:
take the inverse of a lift of Tmt that extends κω ◦
(
Tmt |W−→ω ,t
)
◦ π|κω′ (Vω′ ). Now apply Lemma 2.1 with this
Ft, ft = hω
(
χ−→ω ,te
gm,tθω′
) ◦ π ◦ Ft and Λ = 2(infW−→ω ,t0 ∣∣∣(Tmt0 )′∣∣∣)−1, recalling (23). Thus, using Lemma
2.1, we get a decomposition of Aω,ω′,t in
Aω,ω′,t = (Aω,ω′,t)b + (Aω,ω′,t)c
with the expected regularity and, for all 12 < s < r, a constant cs, that only depends of s, such that∥∥(Aω,ω′,t)b∥∥Hs→Hs 6 cs exp
(
sup
W−→ω ,t
gm,t
)
Λs sup
W−→ω ,t
∣∣(Tmt )′∣∣ 12
6 4scse
M exp
(
sup
V−→ω ,t
gm,t
)(
inf
W−→ω ,t
∣∣(Tmt )′∣∣)−s sup
W−→ω ,t
∣∣(Tmt )′∣∣ 12
6 4scse
M
√
M exp
(
sup
V−→ω ,t
gm,t
)(
inf
W−→ω ,t
∣∣(Tmt )′∣∣)−s+ 12
6 4scse
M
√
M exp
(
sup
V−→ω ,t
gm,t
)
λm(s−
1
2 ),
where M has been introduced in (17) (that we used on second and third line). We also used (23) on
second line and (15) on the last line. From this, we deduce a decomposition of Km−→ω ,t with the expected
regularity and the same estimate of the operator norm up to a multiplicative factor (#Ω)2. Summing
over −→ω ∈ I, we get the decomposition (18) with the expected regularity and
‖(Kmt )b‖Hs→Hs 6 4scseM
√
M (#Ω)
2
∑
−→ω∈I
exp
(
sup
V−→ω ,t
gm,t
)
λm(s−
1
2 )
6 2× 4scseM
√
M (#Ω)
2
λm(s−
1
2 ) inf
β subcover of αm,t
∑
V ∈β
exp
(
sup
V
gm,t
)
thanks to (22).

Remark 3.2. As a consequence of Theorem 3.1 for all integers 0 6 k 6 N , for all 32 < s < r − 1 , all
m ∈ N∗ and all ǫ the map
t 7→ Kt ∈
(Bs,Bs−k−ǫ)
is Ck on a neighborhood of K.
4. Flat trace of the transfer operator
This section is dedicated to the definitions and basic properties of the "flat trace" and "flat determi-
nant", which are key tools in the study of dynamical determinants in [1] or [2]. Although we will not
define these objects in the same way, it could be shown that both definitions agree in most cases.
For all ǫ > 0 we set for all x ∈ R:
ρǫ (x) =
1
ǫ
χ
(x
ǫ
)
and χǫ = F−1 (ρǫ) ,
where F−1 is the inverse of the Fourier transform and ρ : R→ R is a C∞ function, taking values in [0, 1],
compactly suported, of integral 1 and identically equals to 1 one a neighbourhood of 0.
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For all ϕ ∈ S ′ we write
Jǫϕ = ρǫ ∗ (χǫϕ)
and then for all ϕ = (ϕω)ω∈Ω ∈
⊕
ω∈Ω S ′
Iǫϕ = (Jǫϕω)ω∈Ω .
The basic properties of these operators are listed in the following lemma.
Lemma 4.1. For all s, s′ > 12 the following properties hold:
i. for all ǫ > 0 , Jǫ (resp. Iǫ) defines a nuclear operator of order 0 from H
s to Hs
′
(resp. from Bs
to Bs′);
ii. there is a constant C such that for all ǫ ∈ ]0, 1] we have ‖Jǫ‖Hs→Hs 6 C (resp. ‖Iǫ‖Bs→Bs 6 C);
iii. for all ϕ ∈ Hs (resp. Bs) , Jǫϕ (resp. Iǫϕ) tends to ϕ in Hs (resp. Bs) as ǫ tends to 0.
Proof. The first point is immediate since Jǫ factorizes through S which is a nuclear space (see for instance
the second part of [6]).
The norm in (Hs, Hs) of ϕ ∈ Hs → ρǫ ∗ ϕ ∈ Hs is bounded by ‖ρ̂ǫ‖L∞ 6 ‖ρǫ‖L1 = 1. We get a
uniform bound on the norm in (Hs, Hs) of ϕ ∈ Hs 7→ χǫϕ by a classical Leibniz inequality (for instance
corollary 4.2.2 of [14]).
The third point is a consequence of the second one and the fact that the convergence holds for function
in S by an argument of density. 
Thus if s ∈ R and A is a bounded operator from Hs to itself, A ◦ Jǫ is a nuclear operator and since
the Hilbert Hs as the approximation property, we can set
trǫA = tr (A ◦ Jǫ) ,
and then the "flat trace" of A is defined as
tr♭A = lim
ǫ→0
trǫA,
provided the limit exists. Replacing Jǫ by Iǫ we get similar definitions for operators from Bs to itself.
If we write a bounded operator A on Bs as a matrix (Aω,ω′)ω,ω′∈Ω of bounded operators on Hs, it can
easily be shown that
trǫA =
∑
ω∈Ω
trǫAω,ω.
Thus the the flat trace of A is defined if and only if the flat trace of Aω,ω is defined for all ω ∈ Ω, if so
tr♭A =
∑
ω∈Ω
tr♭Aω,ω.
From the third point of Lemma 4.1, the "flat trace" coincides with the usual trace for nuclear operators.
Now, if A : Bs → Bs is such that for all m ∈ N∗ the flat trace of Am is defined, set
(25) det♭ (I − zA) = exp
−∑
n>1
tr♭ (An)
n
zn
 =∑
n>0
anz
n ∈ C [[z]]
that is
∑
n>0 anz
n is the formal power series recursively defined by
(26) a0 = 1 and an = − 1
n
n−1∑
k=0
aktr
♭
(
An−k
)
for n > 1.
Thus if A and B are operators such that AB = BA = 0 and for all m ∈ N∗ the flat traces of Am and
Bm are defined, we have
det♭ (I − z (A+B)) = det♭ (I − zA)det♭ (I − zB) .
First, we show that all the powers of the transfer operator Kt have a flat trace.
Lemma 4.2. For all m ∈ N∗, all t ∈ U and all 32 < s < r−1 the flat trace of the operator Kmt : Bs → Bs
is defined and
(27) tr♭ (Kmt ) =
∑
Tmt x=x
exp (gm,t (x))
1− ((Tmt )′ (x))−1 .
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Proof. As in the proof of Proposition 3.1, write
Kmt =
∑
−→ω∈I
Km−→ω ,t.
Choose −→ω ∈ I and write Km−→ω ,t as a matrix of operators (Aω,ω′,t)ω,ω′∈Ω. For all ω ∈ Ω, ϕ ∈ Hs and x ∈ R
we can write thanks to (24)
(Aω,ω,t ◦ Jǫ)ϕ (x) =
∫
R
hω (x)
(
χ−→ω ,te
gm,tθω
) ◦ π ◦ Ft (x) ρǫ (Ft (x)− y)χǫ (y)ϕ (y) dy,
which expresses Aω,ω,t as an integral of nuclear operators. Thus
trǫAω,ω,t =
∫
R
hω (x)
(
χ−→ω ,te
gm,tθω
) ◦ π ◦ Ft (x) ρǫ (Ft (x)− x)χǫ (x) dx.
Since Ft has its derivative bounded by λm < 1, the map x 7→ Ft (x) − x is a diffeomorphism from R to
itself, let G be its inverse. Denote by x∗ the unique fixed point of Ft and perform the change of variables
"u = x∗ − Ft (x) + x" to get
trǫAω,ω,t =
∫
R
hω ◦G (x∗ − u)
(
χ−→ω ,te
gm,tθω
) ◦ π ◦ Ft ◦G (x∗ − u)ρǫ (x∗ − u) χǫ ◦G (x∗ − u)
1− F ′t (G (x∗ − u))
dx
→
ǫ→0
tr♭Aω,ω,t =
hω (x
∗)
(
χ−→ω ,te
gm,tθω
) ◦ π (x∗)
1− F ′t (x∗)
.
Recall that Ft is the inverse of a lift of Tmt that extends κω ◦
(
Tmt |W−→ω ,t
)
◦ π|κω(Vω), thus π (x∗) is a fixed
point of Tmt . Since T
m
t induces an expanding diffeomorphism from W−→ω ,t to T
m
t
(
W−→ω ,t
)
, it has at most
one fixed point in W−→ω ,t. If y is such a fixed point and y ∈ Vω then κω (y) is a fixed point of Ft, thus
y = π (x∗) and
tr♭Aω,ω,t =
χ−→ω ,t (y) e
gm,t(y)θω (y)
1− (Tmt )′ (y)−1
.
Otherwise, hω (x∗) = 0 or χ−→ω ,t ◦ π (x∗) = 0 and tr♭Aω,ω,t = 0. Finally, we always have
tr♭Aω,ω,t =
∑
Tmt (x)=x
χ−→ω ,t (x) e
gm,t(x)θω (x)
1− (Tmt )′ (x)−1
.
Summing over ω ∈ Ω and then −→ω ∈ I, we get
tr♭ (Kmt ) =
∑
Tmt x=x
exp (gm,t (x))
1− ((Tmt )′ (x))−1 .

Formula (27) of Lemma 4.2 implies that the flat determinant of Kt is the dynamical determinant of
Theorem 6.1 (and is given by (1) in the application).
We want now to show that the product of "bounded" terms (Kmt )b of the decompositions (18) of large
enough powers of Kt have almost no trace. That’s the point of Lemma 4.4. To do that, we need first
to state an abstract property of the flat trace. Notice that the convergence in weak operator topology is
the convergence that appears in Lemma 2.3.
Lemma 4.3. If s ∈ R and (uk)k>0 is a sequence of bounded operators on Hs such that the series∑
k>0 uk converges in the weak operator topology. Then for all ǫ > 0 we have
trǫ
(
+∞∑
k=0
uk
)
=
+∞∑
k=0
trǫuk.
And the same is true replacing Hs by Bs.
Proof. First, using Banach-Steinhauss Theorem twice, we find that there exists M such that for all
n ∈ N, we have ∥∥∥∥∥
n∑
k=0
uk
∥∥∥∥∥
Hs→Hs
6M.
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Then, write Jǫ as a sum of rank one operators
Jǫ =
∑
m>0
lm ⊗ xm
with lm ∈ (Hs)′, xm ∈ Hs and ∑
m>0
‖lm‖(Hs)′ ‖xm‖Hs < +∞.
Thus for all n ∈ N we have
n∑
k=0
trǫuk =
n∑
k=0
∑
m>0
lm (uk (xm))
=
∑
m>0
lm
((
n∑
k=0
uk
)
(xm)
)
.
For all m ∈ N and n ∈ N we have∣∣∣∣∣lm
((
n∑
k=0
uk
)
(xm)
)∣∣∣∣∣ 6M ‖lm‖(Hs)′ ‖xm‖Hs .
Thus by dominated convergence and convergence in the weak operator topology:
+∞∑
k=0
trǫuk =
∑
m>0
lim
n→+∞
lm
((
n∑
k=0
uk
)
(xm)
)
=
∑
m>0
lm
((
+∞∑
k=0
uk
)
(xm)
)
= trǫ
(
+∞∑
k=0
uk
)
.

Lemma 4.4. There is an integer L such that if m1, . . . ,mJ are integers greater than L then for all
t ∈ K
tr♭
 J∏
j=1
(Kmjt )b
 = 0.
Proof. Write
∏J
j=1
(Kmjt )b as a matrix (Bω,ω′,t)ω,ω′∈Ω. From the construction of the (Kmjt )b, it comes
that, for all ω ∈ Ω, the operator Bω,ω,t can be written as a sum (in weak operator topology) of terms of
the form
(28) Op (ψn1)M1Op (ψl1) . . .Op (ψnJ )MJOp (ψlJ )
with the Mj as in the first part and
(29) 2nj 6 λmj2lj+6 6 λL2lj+6
for all j ∈ {1, . . . , J}, which implies
nj 6 L log2 λ+ lj + 6.
We shall show that, provided ǫ is small enough and L large enough, the "epsilon trace" of all these
operators is zero, which ends the proof with Lemma 4.3.
Let u be the operator defined by (28) composed by Jǫ. If there is j ∈ {1, . . . , J − 1} such that
ψljψnj = 0 then u is zero and so is its trace. Otherwise, for all j ∈ {1, . . . , J − 1} we have
lj 6 nj+1 + 1,
which leads with (29) to
n1 6 J (L log2 λ+ 1) + lJ + 6.
Thus, provided L is large enough
(30) n1 + 1 6 lJ − 1.
Suppose that ϕ is an eigenvector of u corresponding to a non-zero eigenvalue. Then ϕ̂ is supported
in supp ψn1 . But, provided ǫ is small enough, ρǫ is supported in [−1, 1] and thus Ĵǫϕ = ρ̂ǫ (ρǫ ∗ ϕ̂)
is supported in [−2n1 − 1; 2n1 + 1] that doesn’t intersect supp ψlJ according to (30). Consequently, ϕ
must be zero, which is absurd, and thus the spectrum of u is {0}. Since u is nuclear of order 0 (Jǫ is),
its trace is zero (see for example corollary 4 page 18 of the second part of [6]). 
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5. Linear response a priori
In this section, we prove some properties of the spectrum of the transfer operator Kt, using methods
introduced by Gouëzel, Keller and Liverani in [7] and [5] (see also Paragraph A.3 in [1] for a sum-up).
Notice that the spaces Bs are not the same as those used, for instance, in [1]. In particular, there is no
compact injection of Bs in Bs′ when s′ < s, which implies for instance that we cannot use Hennion’s
theorem. However, the results of [7] and [5] do not require compact injection and thus we can prove that
the spectrum of the transfer operator has the expected behaviour on the Banach spaces Bs.
First, we recall that the transfer operator has a spectral gap. We shall denote by Pt the topological
pressure associated with the dynamics Tt (see §3.4 of [10] for a definition).
Lemma 5.1. For all t ∈ K and all 32 < s < r − 1, the real number ePt(gt) is an eigenvalue of Kt :
Hs → Hs. Moreover, this eigenvalue is simple and there is η < ePt(gt) that does not depend of s (but
may depend of t) such that ePt(gt) is the only eigenvalue of modulus larger than η of Kt acting on Bs .
Proof. Just notice that S maps Bs in C 12 , and so if ϕ is an eigenvector of Kt for a non-zero eigenvalue
then Sϕ is an eigenvector of Lt acting on C 12 for the same eigenvalue. Next, note that the lemma is true
while replacing Kt by Lt and Bs by C 12 or Cr (see for instance Theorem 3.6 of [11]). Reciprocally, we
know that ePt(gt) is an eigenvalue of Lt acting on Cr. Let ϕ be a corresponding eigenvector. Then the
coordinates of Pϕ are Cr and compactly supported, thus Pϕ ∈ Bs, and Pϕ is an eigenvector of Kt for
the eigenvalue ePt(gt). 
We need some technical estimates to apply the results from [7] and [5].
Lemma 5.2. Let eP0(g0) < R. There is a constant C > 0 such that for all t ∈ K sufficiently close to 0
and all m ∈ N∗ we have
Z (t,m) = inf
β subcover of αm,t
∑
V ∈β
exp
(
sup
V
gm,t
)
6 CRm.
Proof. We know that eP0(g0) = infm∈N∗ Z (0,m)
1
m . Thus there exists m0 ∈ N∗ such that Z (0,m0) <
Rm0 . Since Z (.,m0) is upper semi-continuous, this inequality still holds replacing 0 by t sufficiently
close. For such a t, we can write for m = qm0 + r:
Z (t,m) 6 Z (t,m0)
q
Z (t, r) 6 Rqm0 sup
k=0,...,q−1
‖Z (., k)‖∞,K 6 CRm.

Lemma 5.3. For each ρ > λeP0(g0) there exists a neighbourhood W of 0 in K such that for all s, s′ ∈]
3
2 , r − 1
[
, there are some constants C1, C2,M such that for all m ∈ N∗ , t ∈ W and ϕ ∈ Bs we have
‖Kmt ϕ‖Bs 6 C1ρm ‖ϕ‖Bs + C2Mm ‖ϕ‖Bs′ .
Proof. Choose ρ′ ∈ ]λeP0(g0), ρ[. Applying Lemma 5.2 and recalling Theorem 3.1, we have for t suffi-
ciently close to 0 and σ ∈ {s, s′}
‖(Kmt )c‖(Bσ,Bσ) 6 C1 (ρ′)
m
for some constant C. Choose L large enough so that C1 (ρ′)
L
6 ρL and then write for m = qL+ r ∈ N∗
(with 0 6 r < L)
Kmt =
((KLt )b)q ◦ (Krt )b +KqLt ◦ (Krt )c + q−1∑
k=0
KkLt ◦
(KLt )c ◦ ((KLt )b)q−k−1 ◦ (Krt )b .
Thus if ϕ ∈ Bs and t sufficiently close to 0, we have
‖Kmt ϕ‖Bs 6 Cρm ‖ϕ‖Bs
+
(
‖Kt‖qL(Bs,Bs) ‖(Krt )c‖(Bs′ ,Bs) +
q−1∑
k=0
‖Kt‖kL(Bs,Bs)
∥∥(KLt )c∥∥(Bs′ ,Bs) cρ(q−k−1)L+r1
)
‖ϕ‖Bs′ .
From which we get
‖Kmt ϕ‖Bs 6 C1ρm ‖ϕ‖Bs + C2Mm ‖ϕ‖Bs′
for some constant C1, C2,M . 
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From now on, we suppose that K is a rectangle. Fix η > λeP0(g0) as in Lemma 5.1 for t = 0 and
0 < δ < eP0(g0) − η. Set
Vδ,η =
{
z ∈ C : |z| 6 η or
∣∣∣z − eP0(g0)∣∣∣ 6 δ} .
We state a result of continuity and then a result of differentiability.
Lemma 5.4. If N > 1 then for all 52 < s < r − 1 and all ǫ > 0, there is a neighbourhood W of 0 in K
such that for all t ∈ W , the spectrum of Kt acting on Bs is contained in Vδ,η. Moreover there exists a
constant C such that for all t ∈W and z ∈ C \ Vδ,η we have
(31)
∥∥∥(z −Kt)−1∥∥∥
(Bs,Bs)
6 C
and the map
t 7→ (z −Kt)−1 ∈
(Bs,Bs−ǫ)
is continuous on W .
Proof. We want to appply Theorem 1 of [7] twice with ‖.‖ = ‖.‖Bs and |.| = ‖.‖Bs−ǫ and δ replaced
by δ2 . This theorem is stated in a one-dimensional setting but in view of the dependences in the data
of the constants appearing in the results (that are explicitly given), it may be applied here. Thanks to
Theorem 3.1 and Lemma 5.3, there is a neighbourhood W ′ of 0 in K such that the conditions (2) and
(3) of [7] are fulfilled by the family (Kt)t∈W ′(with α = ρ < η). Since t 7→ Kt ∈
(Bs,Bs−1−ǫ) is C1 on
a neighbourhood of K, we get by interpolating between Bs and Bs−1−ǫ (that is applying the inequality
(4))
‖Kt1 −Kt0‖L(Bs,Bs−ǫ) 6 C |t1 − t0|β
for all t0, t1 ∈ K and some constants C and β > 0. Thus the condition (5) of [7] is fulfilled on W ′. As
pointed out in Remark 6 of [7], the condition (4) is unnecessary here since C \ V δ
2 ,η
is connected.
Thus applying this theorem and the remark, we find a neighbourhood W of 0 in t such that for all
t ∈ W the spectrum of Kt acting on Bs is contained in V δ
2 ,η
. Now, we may apply the theorem from [7]
again, taking each point of W as the origin, to end the proof of the lemma. 
Lemma 5.5. For all integers 0 6 k 6 N − 1, all real 52 + k < s < r − 1, and all ǫ > 0, there is a
neighbourhood W of 0 in K such that for all z ∈ Vδ,η the map
(32) t 7→ (z −Kt)−1 ∈
(Bs,Bs−k−ǫ)
is Ck on W . Moreover, for all multi-indices α with |α| 6 k we have
(33)
∂α
∂tα
(z −Kt)−1 =
∑
α1,...,αj 6=0
α1+···+αj=α
(z −Kt)−1
(
∂α1
∂tα1
Kt
)
(z −Kt)−1 . . .
(
∂αj
∂tαj
Kt
)
(z −Kt)−1 .
Proof. The case k = 0 has been dealt with in Lemma 5.4.
The case k = 1 is a consequence of Theorem A.4 of [1] with the spaces B0,B1,B2 of [1] being here
respectively Bs,Bs−1− ǫ2 ,Bs−2−ǫ. There is a neighborhood W of 0 on which the hypotheses (A.2)-(A.7)
are fulfilled (even when replacing 0 by another element t0 of W ): (A.2) and (A.3) are consequences of
Theorem 3.1 and Lemma 5.3, (A.4) is contained in Lemma 5.3, (A.5) is implied by Taylor formula since
t 7→ Kt ∈
(Bs,Bs−1− ǫ2 ) is C1 (as pointed out in Remark 3.2), (A.6) and (A.7) are a consequence of
the fact that t 7→ Kt ∈
(Bs,Bs−2−ǫ) is C2. Applying this theorem in each direction and interpolating
between Bs−1− ǫ2 and Bs−2−ǫ, it comes that the map defined by (32) admits partial derivatives given
by (33) on a neighborhood of 0. These partial derivatives are continuous on a neighborhood of 0 as a
consequence of Lemma 5.4.
The end of the proof is an induction. We show show how to get k = 2 from k = 1. Notice that
we cannot calculate the second partial derivatives by differentiating the partial derivatives as products.
However, the expected formula will stand. Indeed, fix i, j ∈ {1, . . . , d} and, setting At = (z −Kt)−1,
write the growth rate
At+hej
∂
∂ti
Kt+hejAt+hej −At ∂∂tiKtAt
h
−
(
∂
∂tj
At
∂
∂ti
KtAt +At ∂
2
∂ti∂tj
KtAt +At ∂
∂ti
Kt ∂
∂tj
At
)
,
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where ej is the j-th vector of the canonical basis of Rd, as(
At+hej −At
h
− ∂
∂tj
At
)
∂
∂ti
Kt+hejAt+hej +At
(
∂
∂ti
Kt+hej − ∂∂tiKt
h
− ∂
2
∂ti∂tj
Kt
)
At+hej
+At
∂
∂ti
Kt
(
At+hej −At
h
− ∂
∂tj
At
)
+
∂
∂tj
At
(
∂
∂ti
Kt+hejAt+hej −
∂
∂ti
KtAt
)
+At
∂2
∂ti∂tj
Kt
(
At −At+hej
)
.
The norm of this expression as an operator from Bs to Bs−2−ǫ is smaller than∥∥∥∥At+hej −Ath − ∂∂tjAt
∥∥∥∥
(Bs,Bs1)
∥∥∥∥ ∂∂tiKt+hej
∥∥∥∥
(Bs1 ,Bs2)
∥∥At+hej∥∥(Bs2 ,Bs2)
+ ‖At‖(Bs,Bs)
∥∥∥∥∥
∂
∂ti
Kt+hej − ∂∂tiKt
h
− ∂
2
∂ti∂tj
Kt
∥∥∥∥∥
(Bs,Bs2)
∥∥At+hej∥∥(Bs2 ,Bs2)
+ ‖At‖(Bs,Bs)
∥∥∥∥ ∂∂tiKt
∥∥∥∥
(Bs,Bs1 )
∥∥∥∥At+hej −Ath − ∂∂tjAt
∥∥∥∥
(Bs1 ,Bs2)
+
∥∥∥∥ ∂∂tjAt
∥∥∥∥
(Bs,Bs1 )
∥∥∥∥ ∂∂tiKt+hejAt+hej − ∂∂tiKtAt
∥∥∥∥
(Bs1 ,Bs2)
+
∥∥∥∥At ∂2∂ti∂tjKt
∥∥∥∥(
Bs,Bs
′
2
)
∥∥At −At+hej∥∥(Bs′2 ,Bs2) ,
where s1 = s− 1− ǫ2 , s2 = s− 2− ǫ and s′2 = s− 2− ǫ2 . From the previous cases, we get that, provided
t is in some neighbourhood of 0, this expression tends to 0 as h tends to 0. Consequently, At has the
second partial derivatives announced. Since they are continuous, the result is proved for k = 2. The idea
of the proof in the general case is the same, up to more notational issues. 
We also need some information about the greatest eigenvalue of Kt and the associated spectral pro-
jection.
Lemma 5.6. For all 52 < s < r − 1, there is a neighbourhood W of 0 in K such that for all t ∈ W ,
ePt(gt) ∈ D (eP0(g0), δ) and ePt(gt) is the only element of the spectrum of Kt that has modulus greater
than η.
Proof. Apply Corollary 1 of [7] together with Lemma 5.1. 
Lemma 5.7. For all 0 6 k 6 N − 1, all 52 + k < s < r − 1 and all 52 < s′ < r − 1 − k, there is a
neighbourhood W of 0 in K such that for all t ∈ W the spectrum of Kt is contained in Vδ,η and setting
for all t ∈ W
Πt =
1
2iπ
∫
Γ
(z −Kt)−1 dz,
where Γ is a circle of center eP0(g0) and of radius slightly larger than δ, the map
t 7→ Πt ∈ nuc
(
Bs,Bs′
)
is Ck on W .
Proof. The first point is only a reminder of Lemma 5.4. Recall that Πt is a spectral projection. Choose
ǫ > 0 sufficiently small and ϕ0 ∈ Bs′+k+ǫ ∩ Bs such that Π0ϕ0 6= 0 (for instance take an eigenvector of
K0 for the eigenvalue eP0(g0)). Then choose a linear form l on B0 such that l (Π0ϕ0) 6= 0. Set ρt = Πtϕ0
and notice that lemma 5.5 and dominate convergence imply that
t 7→ ρt ∈ Bs
′
is Ck on a neighbourhood of 0. In particular ρt 6= 0 for t close enough of 0. Applying Lemma 5.6, the
spectral projector Πt has rank one when acting on Bs, providing t is small enough, and can thus be
written
(34) Πt = mt ⊗ ρt
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with mt ∈ (Bs)′. But for t sufficiently close to 0 so that l (ρt) 6= 0, mt may be written as
mt =
l ◦Πt
l (ρt)
in which Πt is seen as an operator from Bs to B0, and thus has a Ck dependence in t. Consequently, mt
has a Ck dependence in t on a neighbourhood of 0. Hence, the formula (34) ends the proof. 
Lemma 5.8. If r > 4, then the map t 7→ ePt(gt) is Ck on U where k = min (N − 1, r − 4).
Proof. Choose s ∈ ] 52 + k, r − 1[, ϕ ∈ Bs and l ∈ (B0)′ such that l (Π0ϕ) 6= 0, write
ePt(gt) =
l (KtΠtϕ)
l (Πtϕ)
=
l
(∫
Γ
z (z −Kt)−1 ϕdz
)
l
(∫
Γ
(z −Kt)−1 ϕdz
)
and apply Lemma 5.5 (of course, one can work the same way on the neighbourhood of any point of
U). 
6. Regularity of dynamical determinants
We are now ready to prove regularity for dynamical determinants.
Theorem 6.1. Let U be an open set of RD with 0 ∈ U . Let r > 4 be an integer and N ∈ N∗.
Let t 7→ Tt ∈ Cr+1
(
S1, S1
)
be a CN function on U whose values are expanding maps with uniform
expansion constant λ−1 > 1 (that is, (15) holds). Let t 7→ gt ∈ Cr
(
S1
)
be a CN function on U . Set
k = min
(⌊
r
2 − 74
⌋
, r − 4, N − 1). Then there are R > e−P0(g0) and a neighbourhood W of 0 in U such
that:
i. for all t ∈ W , the power series∑
n>1
1
n
∑
Tnt x=x
exp (gn,t (x))
1− ((T nt )′ (x))−1 zn,
where gn,t is defined by (16), has a non-zero convergence radius;
ii. for all t ∈ W the map
z 7→ exp
−∑
n>1
1
n
∑
Tnt x=x
exp (gn,t (x))
1− ((T nt )′ (x))−1 zn

extends on D (0, R) to a holomorphic function z 7→ d (z, t);
iii. for all t ∈ W , the real number e−Pt(gt) is the unique zero of d (., t) and it is simple;
iv. the map (z, t) 7→ d (z, t) is Ck on D (0, R)×W .
Proof. For the sake of simplicity, we write the proof when k = 1. Thus we have r > 6.
Set s0 = 2, 6, s1 = 3, 6, s2 = 3, 75, s3 = 4 and s4 = 4, 8, and choose a neighbourhood W of 0 in K
such that there is a constant C such that
1. for all t ∈ W , the spectrum of Kt acting on Bs0 , on Bs2 , on Bs3 and on Bs4 is contained in Vδ,η;
2. for all t ∈W and z ∈ C \ Vδ,η:∥∥∥(z −Kt)−1∥∥∥
Bs2→Bs2
6 C;
3. for all z ∈ C \ Vδ,η the map
t 7→ (z −Kt)−1 ∈ (Bs3 ,Bs2)
is continuous on W with C0 norm bounded by C;
4. for all z ∈ C \ Vδ,η the map
t 7→ (z −Kt)−1 ∈ (Bs4 ,Bs2)
is C1 on W with C1 norm bounded by C;
5. for all t ∈W the spectral projection Πt : Bs0 → Bs1 has rank one;
6. the map
t 7→ Πt ∈ nuc (Bs0 ,Bs4)
is continuous on W with C0 norm bounded by C;
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7. the map
t 7→ Πt ∈ nuc (Bs1 ,Bs3)
is C1 on W with C1 norm bounded by C;
8. there is ρ0 ∈
]
λeP0(g0), eP0(g0)
[
such that for all t ∈W , m ∈ N∗ and i ∈ {0; 2}
‖(Kmt )b‖(Bsi ,Bsi ) 6 Cρm0 .
This may be done thanks to the results of §5.
Than for all t ∈W write K0,t = ΠtKt = ePt(gt)Πt and K1,t = (Id−Πt)Kt, where Kt is seen as acting
on Bs2 , then we have
Kt = K0,t +K1,t and K1,tK0,t = K0,tK1,t = 0
and for all m ∈ N∗ the flat traces of Kmt and of Km0,t (which has rank one) are well-defined and thus the
trace of Km1,t too. Consequently, we have
d (z, t) = det♭ (I − zKt) = det♭ (I − zK0,t)det♭ (I − zK1,t) =
(
1− zePt(gt)
)
det♭ (I − zK1,t)
as formal power series. Then set, for all m ∈ N∗ and t ∈ W , hm (t) = tr♭
(Km1,t). We want to show that
the C1 norm of hm is bounded by C′ρm for some constants C′ > 0 and ρ < eP0(g0). To do that, write for
all m ∈ N∗ and all t ∈ W
Km1,t = (Kmt )b +
(Km1,t)cc where (Km1,t)cc = Km1,t − (Kmt )b = (Kmt )c −Km0,t.
Then choose ρ1 ∈
]
ρ0, e
P0(g0)
[
and an integer L large enough so that cρL0 6 ρ
L
1 and Lemma 4.4 holds for
s = s2. Then if m > L write m = qL+ r with L 6 r < 2L and then
Km1,t =
(KLt )qb (Krt )b +KqL1,t (Kr1,t)cc + q−1∑
k=0
KkL1,t
(KLt )cc (KLt )q−k−1b (Krt )b .
This implies with Lemma 4.4
hm (t) = tr
(
KqL1,t
(Kr1,t)cc)+ q−1∑
k=0
tr
(
KkL1,t
(KLt )cc (KLt )q−k−1b (Krt )b) .
As in the proof of Lemma 5.5, one may prove using in particular properties 3,6 and 7 above that the
nuclear operator from Bs2 to itself KqL1,t
(Kr1,t)cc has a C1 dependence in t with for i ∈ {1, . . . , d}:∥∥∥∥ ∂∂ti
(
KqL1,t
(Kr1,t)cc)
∥∥∥∥
nuc(Bs2 ,Bs2)
=
∥∥∥∥ ∂∂ti
(
KqL1,t
) (Kr1,t)cc +KqL1,t ∂∂ti
((Kr1,t)cc)
∥∥∥∥
nuc(Bs2 ,Bs2 )
6
1
2π
∥∥∥∥∫
γ
zqL
∂
∂ti
(
(z −Kt)−1
)
dz
∥∥∥∥
(Bs4 ,Bs2 )
∥∥∥(Kr1,t)cc∥∥∥
nuc(Bs2 ,Bs4)
+
1
2π
∥∥∥∥∫
γ
zqL (z −Kt)−1 dz
∥∥∥∥
(Bs2 ,Bs2)
∥∥∥∥ ∂∂ti
((Kr1,t)cc)
∥∥∥∥
nuc(Bs2 ,Bs2)
6 C′ρm2 ,
where γ is a circle of center 0 and of radius ρ2 slightly greater than η and C′ is some constant. If
k ∈ {0, . . . , q − 1} we can write in the same way ∂∂ti
(
KkL1,t
(KLt )cc (KLt )q−k−1b (Krt )b) in the same way as
1
2iπ
(∫
γ
zkL
∂
∂ti
(
(z −Kt)−1
)
dz
)(KLt )cc (KLt )q−k−1b (Krt )b
+
1
2iπ
(∫
γ
zkL (z −Kt)−1 dz
)
∂
∂ti
((KLt )cc) (KLt )q−k−1b (Krt )b
+
q−k−1∑
j=0
1
2iπ
(∫
γ
zkL (z −Kt)−1 dz
)(KLt )cc (KLt )jb ∂∂ti ((KLt )b) (KLt )q−k−j−2b (Krt )b
+KkL1,t
(KLt )cc (KLt )q−k−1b ∂∂ti ((Krt )b)
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and thus∥∥∥∥ ∂∂ti
(
KkL1,t
(KLt )cc (KLt )q−k−1b (Krt )b)∥∥∥∥
nuc(Bs2 ,Bs2)
6
1
2π
∥∥∥∥∫
γ
zkL
∂
∂ti
(
(z −Kt)−1
)
dz
∥∥∥∥
(Bs4 ,Bs2 )
∥∥(KLt )cc∥∥nuc(Bs2 ,Bs4) ∥∥(KLt )b∥∥q−k−1(Bs2 ,Bs2) ‖(Krt )b‖(Bs2 ,Bs2 )
+
1
2π
∥∥∥∥∫
γ
zkL (z −Kt)−1 dz
∥∥∥∥
(Bs2 ,Bs2)
∥∥∥∥ ∂∂ti ((KLt )cc)
∥∥∥∥
nuc(Bs2 ,Bs2 )
∥∥(KLt )b∥∥q−k−1(Bs2 ,Bs2) ‖(Krt )b‖(Bs2 ,Bs2)
+
q−k−1∑
j=0
(
1
2π
∥∥∥∥∫
γ
zkL (z −Kt)−1 dz
∥∥∥∥
(Bs2 ,Bs2 )
∥∥(KLt )cc∥∥nuc(Bs0 ,Bs2) ∥∥(KLt )b∥∥j(Bs0 ,Bs0)
×
∥∥∥∥ ∂∂ti ((KLt )b)
∥∥∥∥
(Bs2 ,Bs0)
∥∥(KLt )b∥∥q−k−j−2(Bs2 ,Bs2) ‖(Krt )b‖(Bs2 ,Bs2)
)
+
1
2π
∥∥∥∥∫
γ
zkL (z −Kt)−1 dz
∥∥∥∥
(Bs2 ,Bs2)
∥∥(KLt )cc∥∥nuc(Bs0 ,Bs2 ) ∥∥(KLt )b∥∥(Bs0 ,Bs0)
∥∥∥∥ ∂∂ti ((Krt )b)
∥∥∥∥
(Bs2 ,Bs0)
6 C2mρ
m
3
where ρ3 = max (ρ2, ρ0) and C2 is some constant. Consequently we have for t ∈W and m > L∣∣∣∣ ∂∂ti hm (t)
∣∣∣∣ 6 C2m2ρm3 6 Cρm.
This ends the proof of the case k = 1.
To deal with the general case let Kt act on Bs with s a real number which satisfies 52+k < s < r−1−k
and write out the higher order partial derivatives of hm using the same tricks. 
Finally, we briefly recall the proof of Lemma 3.1 of [8] to get formulae (2) and (3) in a differentiable
setting.
Corollary 6.2. Let τ 7→ Tτ be a C2 curve, defined on a neighbourhood ]−ǫ, ǫ[ of 0, of C7 expanding maps
of the circle. Let g : S1 → R be a C6 map. Then there is some R > 1 such that for all u, t sufficiently
close to 0 the map defined by (1) extends on the disc of center 0 and radius R to a holomorphic function
z 7→ d (z, u, t). The function d defined this way is C1 and the formula (2) holds for sufficiently small t.
If τ 7→ Tτ is a C3 curve of C8 expanding maps of the circle and g is C7, then d is C2 and the formula
(3) for linear response holds.
Proof. The definition and regularity of the function d are immediate consequences of Theorem 6.1 taking
U = ]−ǫ, ǫ[× R, t = (τ, u), gτ,u = −ug − log |T ′τ | and Tτ,u = Tτ .
The end of the proof is just a reminder of the proof of Lemma 3.1 in [8].
Write z (u, τ) = exp (−Pτ (−ug − log |T ′τ |)) (with Pτ = Pt the topological pressure of the dynamics
Tτ ). For u, t sufficiently small, z (u, τ) is in the disc of radius R and center 0. Notice that the regularity
of the function u, t 7→ z (u, t) can be seen as a consequence of Lemma 5.8 or of the implicit function
theorem. Differentiating the equation d (z (u, τ) , u, τ) = 0 we get (2) recalling that
∂
∂u
(Pτ (−ug − log |T ′τ |))
∣∣∣∣
u=0
= −
∫
S1
gdµτ .
See for example §7.28 ans §7.12 in [10] for a proof of this formula. The formula (3) for linear response is
obtained by differentiating (2). 
Remark 6.3. Suppose that the hypotheses of Corollary 6.2 hold. Let d be the function introduced in
Corollary 6.2. Write it as the sum of a power series
d (z, u, τ) =
∑
n>0
an (u, τ) z
n.
Notice that this sum converges as soon as |z| < R. Then the formula (3) may be written
(35)
∂
∂τ
(∫
S1
gdµτ
)∣∣∣∣
τ=0
= −
∑
n>1
∂2an
∂u∂τ (0, 0)∑
n>1 nan (0, 0)
+
(∑
n>1 n
∂an
∂τ (0, 0)
)(∑
n>1
∂an
∂u (0, 0)
)
(∑
n>1 nan (0, 0)
)2 .
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As pointed out in the paragraph 4.1 of [8], one can explicitly calculate the terms of the series that
appear in (35) in terms of the periodic points of T0 and of the derivatives of τ 7→ Tτ at 0. To make the
calculation easier we shall suppose that the Tτ are orientation-preserving (we get the orientation-reversing
case by some sign changes). Then, setting
bn (u, τ) =
∑
Tnτ x=x
exp
(
−u∑n−1k=0 g (T kτ x))∣∣(T nτ )′ (x)− 1∣∣ =
∑
Tnτ x=x
exp
(
−u∑n−1k=0 g (T kτ x))
(T nτ )
′ (x) − 1 ,
we find, using formulae (25), (26) and (27), that the an are recursively defined by
a0 = 1 and an = − 1
n
n−1∑
j=0
ajbn−j.
We immediately deduce similar formulae for the derivatives of the an:
∂an
∂u
=
∂an
∂τ
=
∂2an
∂u∂τ
= 0,
∂an
∂u
= − 1
n
n−1∑
j=0
(
∂aj
∂u
bn−j + aj
∂bn−j
∂u
)
,
∂an
∂τ
= − 1
n
n−1∑
j=0
(
∂aj
∂τ
bn−j + aj
∂bn−j
∂τ
)
,
and
∂2an
∂u∂τ
= − 1
n
n−1∑
j=0
(
∂2aj
∂u∂τ
bn−j +
∂aj
∂u
∂bn−j
∂τ
+
∂aj
∂τ
∂bn−j
∂u
+ aj
∂2bn−j
∂u∂τ
)
.
In order to apply these formulae, we need to calculate the derivatives of bn. To do so we set: Xn =
∂
∂τ
(T nτ )
∣∣
τ=0
for all non-zero integer n and X = X1. Then we have
Xn =
n−1∑
k=0
X ◦ T k0
(
T n−1−k0
)′ ◦ T k0 ,
∂bn
∂u
(0, 0) = −
∑
Tn0 x=x
∑n−1
k=0 g
(
T k0 x
)
(T n0 )
′ (x)− 1 ,
∂bn
∂τ
(0, 0) = −
∑
Tn0 x=x
X ′n (x) + (T
n
0 )
′′
(x) Xn(x)
1−(Tn0 )
′
(x)(
(T n0 )
′
(x)− 1)2
and
∂2bn
∂u∂τ
(0, 0) =
∑
Tn0 x=x
(∑n−1
k=0 g ◦ T k0(
(T n0 )
′ − 1)2
(
(T n0 )
′′ Xn
1− (T n0 )′
+X ′n
)
+
1
(T n0 )
′ − 1
n−1∑
k=0
Xn ◦ T k0 g′ ◦ T k0
(T n0 )
′ ◦ T k0 − 1
)
(x) .
Finally using Cauchy’s formula and differentiation under the integral, the partial derivatives of d are
holomorphic on the disc of center and radius R. Thus the power series that appear in formula (35)
converge exponentially fast (we get a much faster convergence in the analytic setting, see [8]).
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