This paper concerns the homogenization problem of heat equation with large, time-dependent, random potentials in high dimensions d ≥ 3. Depending on the competition between temporal and spatial mixing of the randomness, the homogenization procedure turns to be different. We characterize the difference by proving the corresponding weak convergence of Brownian motion in random scenery. When the potential depends on the spatial variable macroscopically, we prove a convergence to SPDE.
Introduction
Small scales abound in equations of physical importance, where homogenization has become popular to analyze the asymptotics and reduce the complexity. For parabolic equation with random coefficients, when the solution can be expressed as the average with respect to certain diffusion process, homogenization may be recast as a problem of weak convergence of random motion in random environment, see a good introduction in [12] .
The equation we consider in this paper is of the form ∂ t u ε (t, x) = ∆u ε (t, x) + iV ε (t, x)u ε (t, x). The size of V ε is chosen large enough to produce some non-trivial effects on the asymptotic limit. The imaginary unit brings stability, and saves the effort of controlling the unbounded exponential function. Similar types of equations, including the ones with time-independent or real potentials, are analyzed in [1, 2, 3, 14, 15, 8, 6] , using analytic and probabilistic methods, see a review in [4] . The method we use here is probabilistic, i.e., a Feynman-Kac representation and weak convergence approach.
By a Feynman-Kac formula, a key object to analyze is the so-called Brownian motion in random scenery, i.e., the random process of the form t 0 V ε (s, B s )ds, which corresponds to Kesten's model of random walk in random scenery in the discrete setting [10] . If V ε (t, x) ∼ V (t/ε α , x/ε), by a simple change of variables, we observe a threshold of α = 2, which separates the effects of the random mixings generated by temporal and spatial variables. In other words, depending on whether α > 2 or α < 2, the averaging of t 0 V ε (s, B s )ds is induced by the temporal or spatial mixing of V , * Department of Applied Physics & Applied Mathematics, Columbia University, New York, NY 10027 (yg2254@columbia.edu; gb2030@columbia.edu) respectively. As a result, the ways we prove weak convergence of t 0 V ε (s, B s )ds are forced to be different correspondingly. When α > 2, it is a standard proof of central limit theorem for functions of mixing processes [5, Chapter 4] after freezing the Brownian motion. When α ≤ 2, the spatial mixing dominates. We make use of the Brownian motion by the Kipnis-Varadhan's method [11] , i.e., constructing the corrector function and applying martingale decomposition. When α = 2, a ergodicity suffices to pass to the limit; when α < 2, a quantitative martingale central limit theorem [13] is applied. As α → ∞, the spatial mixing tends to zero, so heuristically the Brownian motion remains in the weak convergence limit of t 0 V ε (s, B s )ds, leading to a stochastic equation. The rest of the paper is organized as follows. In Section 2, we introduce the problem setup and present the main results. Section 3, 4 and 5 are devoted to the cases α ∈ (2, ∞), α ∈ [0, 2] and α = ∞, respectively. Technical lemmas are left in the Appendix.
Here are notations used thoughout the paper. Since we have two independent random sources, i.e., the random potential from the equation and the Brownian motion induced by the Feynman-Kac formula, we are in the product probability space. E is used to denote the expectation with respect to the random environment, and E B the expectation with respect to the Brownian motion. Joint expectation is denoted by EE B . We use a ∧ b = min(a, b) and a ∨ b = max (a, b) . N (µ, σ 2 ) denotes the normal distribution with mean µ and variance σ 2 , and q t (x) is the density of N (0, t). We use I d to denote the d × d identity matrix. a b stands for a ≤ Cb for some constant C independent of ε.
Problem setup and main results
We are interested in equations of the form
where α, δ > 0, the dimension d ≥ 3, and V (t, x) is a mean-zero, time-dependent, stationary random potential. The initial condition u ε (0,
Without lose of generality, we assume f taking values in R. For fixed α, δ is chosen so that the large, highly oscillatory, random potential generates non-trivial effects on u ε as ε → 0. It turns out that for different values of α, the asymptotic effects may be different, and the ways we prove convergence are different as well.
Before presenting the main result, we make some assumptions on V (t, x).
Let (Ω, F, P) be a random medium associated with a group of measure-preserving, ergodic transformations
The inner product and norm of L 2 (Ω) are denoted by ., . and . , respectively.
By defining T (t,x) on L 2 (Ω) as T (t,x) f (ω) = f (τ (t,x) ω) and assuming it is strongly continuous in L 2 (Ω), we obtain the spectral resolution
where ξ = (ξ 1 , . . . , ξ d ) and U (dξ 0 , dξ) is the associated projection valued measure. Let
LetR(ξ 0 , ξ) be the power spectrum associated with V, i.e.,R(ξ 0 , ξ)dξ
For any set S ⊆ R d+1 , define the σ−algebras: F S = σ(V (s, x) : (s, x) ∈ S), and we assume the mixing property of V as follows.
Assumption 2.1 (Mixing property). V is uniformly bounded. There exists a function ϕ(r) :
4)
where dist(S 1 , S 2 ) is the Euclidean distance between S 1 , S 2 .
In the following, we denote
By [5, Page 170, Lemma 1] , the above mixing property implies that
if X is F S 1 −measurable and Y is F S 2 −measurable with dist(S 1 , S 2 ) ≥ r. For example, we have |R(t, x)| 1 ∧ (|t| 2 + |x| 2 ) −n for any n > 0.
The following is the main result.
(2.10)
Then u ε (t, x) → u 0 (t, x) in probability as ε → 0.
When α > 2, by a change of parameter ε α → ε, we have
), so α = ∞ corresponds to the case when V has no micro-structure in the spatial variable, and the potential is of the form
. We obtain a transition from homogenization to convergence to SPDE in the following theorem. 
11) 12) with initial condition u ε (0, x) = u 0 (0, x) = f (x) and Gaussian noiseẆ (t, x) of covariance structure
Remark 2.4. The product • in the limiting SPDE is in the Stratonovich's sense.
The solution to (2.1) is written by Feynman-Kac formula as
Since Theorem 2.2 and 2.3 are both results for fixed (t, x), by stationarity of V , u ε (t, x) has the same distribution asũ
whereṼ (s, x) := V (−s, x). SinceṼ and V has the same covariance function and mixing property we need, from now on we will write our solution to (2.1) for simplicity as
Remarks on low dimensional cases
The case d = 1 with a real potential is addressed in [15, 8] using probabilistic and analytic approaches respectively. Their result shows that α ∈ (0, ∞) leads to homogenization while α = 0, ∞ leads to SPDE. When α > 2, our proof is similar to that in [15] . When α ∈ [0, 2], we follow the approach in [6] , which relies on the fact d ≥ 3.
For d = 2, while the case of α > 2 can be analyzed in the same way, our approach for α ∈ [0, 2] does not necessarily work. For the time-independent potential, weak convergence results are obtained in [16, 7] .
3 α ∈ (2, ∞): temporal mixing and homogenization
. By Feynman-Kac formula, the solution is written as
By the scaling property of Brownian motion, stationarity of V , and a change of parameter ε α → ε 2 , we have
with β = 1 − 2 α ∈ (0, 1). Since β > 0, the spatial mixing from V for the process ε
The goal in this section is to prove that u ε (t, x) → u 0 (t, x) in probability with u 0 satisfying
The result comes from the following two propositions.
Proposition 3.1.
where
The weak convergence ⇒ is in the annealed sense.
, and they are independent. The weak convergence ⇒ is in the annealed sense.
By Proposition 3.1, we have
We only prove Proposition 3.2. The proof of Proposition 3.1 is similar with some simplifications.
Proof of Proposition 3.2.
The goal is to show that for any a, b ∈ R d , c ∈ R, as ε → 0
We first consider the average with respect to the random environment. Let
We show that for every realization of
, and we can use the following crude bound
Since λ can be sufficiently large(e.g. λ > 2/γ 1 ), we have
Similar discussion holds for (III). Now we have
Next, we consider (I) =
and E{e
N is uniformly bounded by 1, we have by Lemma A.1 that
Therefore we obtain
Iterating the above procedure, in the end we have
Now we consider E{e icε
(3.16) Since V is uniformly bounded, we have
Then we obtain
Now we have 
and the proof is complete.
To prove (3.20), we consider
where o(1) is uniformly bounded, independent of k, and o(1) → 0 as ε → 0. In addition,
is uniformly bounded. By Talor expansion, we have
2 ) → 0 in probability, and we only need to consider
and prove ( * ) → 2σ 2 t in probability. Actually, we have
The second part goes to zero as ε → 0. For the first part, we note that
, and clearly it is independent of k. Now we only have to consider
)|dsdu → 0 in probability. The proof is complete. By Feynman-Kac formula, the solution is written as
By the scaling property of the Brownian motion and stationarity of V , we only need to consider
Recall that V (t, x) = V(τ (t,x) ω), define the environmental process y ε s = τ (ε 2−α s,Bs) ω taking values in Ω. By Lemma A.3, for fixed ε > 0, it is a stationary Markov process, ergodic with respect to the invariant measure P. By a straightforward calculation, the generator is
k . Now the Brownian motion in random scenery can be rewritten as X ε (t) := ε t/ε 2 0 V(y ε s )ds, i.e., an additive functional of a stationary, ergodic Markov process. The Kipnis-Varadhan's method involves constructing a corrector function Φ λ and applying a martingale decomposition as follows.
Define the corrector function Φ λ with λ = ε 2 as
To show the distribution of X ε (t) is close to a normal distribution, the idea is to prove R ε t is small and the martingale M ε t is close to a Brownian motion. We first have the following lemma.
as λ → 0.
Proof. By spectral representation, Φ λ is written as 
as ε → 0.
To deal with the martingale M ε t , we distinguish between α = 2 and α < 2.
4.2 α = 2: ergodicity
Proof. Since
we have
by the dominated convergence theorem.
we have the decomposition of the error
(4.13)
Clearly E{|(I)|} EE B {|R ε t |} λ Φ λ , Φ λ → 0, and
For (III), we note that To summarize, E{|u ε (t, x) − u 0 (t, x)|} → 0 as ε → 0. The proof of the case α = 2 is complete.
Remark 4.3. It is worth noting that for the case α = 2, the mixing property in Assumption 2.1 is not used. All we need is the ergodicity and certain integrability condition ofR(ξ 0 , ξ).
α ∈ [0, 2): quantitative martingale central limit theorem
In this regime, y ε s = τ (ε 2−α s,Bs) ω is ε−dependent, so a ergodicity does not seem to establish (4.15). We apply a quantitative martingale central limit theorem instead. A fourth moment estimation appears in the proof, for which we use the mixing property of V .
, and
the following lemma holds.
Since α < 2, by the dominated convergence theorem, the proof is complete.
Now we decompose the error as
:=(I) + (II) + (III). (4.19)
By the same discussion as before, we have E{|(I)|} EE B {|R ε t |} λ Φ λ , Φ λ → 0, and E{|(III)|} |σ 2 λ − σ 2 | → 0. For (II), we rewrite it in Fourier domain as
(|ξ| 2 +σ 2 λ )t }dξ.
(4.20)
s is a continuous and square-integrable martingale for almost every ω ∈ Ω, so the estimation of (II) boils down to a control of the Wasserstein distance between the martingale and a Brownian motion. By quantitative martingale central limit theorem [13, Theorem 3.2], we obtain for some constant C that
We will show that EE B {|ε 2 t/ε 2 0 D k Φ λ (y ε s )ds|} → 0 and EE B {|(ii)|} → 0 as ε → 0 in Lemma 4.5 and 4.6 below, which implies E{|(II)|} → 0 by the dominated convergence theorem if we assume |f (ξ)||ξ| ∈ L 1 . Therefore E{|u ε (t, x) − u 0 (t, x)|} → 0, and the proof of the case α < 2 is complete.
Proof. We recall that
e iξ 0 ·t e iξ·x ξ 2 kR (ξ 0 , ξ) (λ + This leads to
|ξ| 2 |s−u|R (ξ 0 , ξ)
Lemma 4.6. EE B {|(ii)|} → 0.
, which is zero-mean and stationary. Then (ii) = ε 2 t/ε 2 0 Z λ (s, B s )ds. Denote the covariance function of Z λ by R λ (t, x), Lemma A.4 implies
so we only need to estimate sup t |R λ (t, x)|.
Clearly,
and we obtain
By Lemma A.5, we have
∞ 0 e −λt q t (x)dt is the Green's function of λ − 1 2 ∆. Therefore, by the fact that
where we have also used the fact |∂
for some constant c > 0 and β > 0 sufficiently large. By direct calculation, we have
The proof is complete.
Remark 4.7. By a similar discussion as in [6] , we can actually establish an error estimate for the case α ∈ [0, 2), which we do not present here.
α = ∞: temporal mixing and convergence to SPDE
In this regime,
, so heuristically it approaches a white noise in the temporal direction. We define a formally written random variable t 0Ẇ (t − s, x + B s )ds, i.e., a Brownian motion in Gaussian noise, by standard mollification argument.
Let R(x) = R R(t, x)dt and define the Gaussian noise W (dt, dx) on Ω with a formal covariance structure
Let B t be an independent Brownian motion.
We pick a mollifier φ ε (t)q ε (x) and define the stationary random field
where φ ε (t) = 1 ε 1 [−ε,0] (t) and q ε (x) is the heat kernel with variance ε. W ε (t, x) is a well-defined Wiener integral and clearly 
Proof. We will show that for almost every realization of B s ,
By direct calculation, we have
For almost every realization, B s is continuous in [0, t], so we have as ε 1 , ε 2 → 0, e iξ·(B t−s −B t−u ) → 1 almost surely. Thus for fixed r ∈ (0, t),
By the dominated convergence theorem, we have
Therefore, for almost every realization of B s , we can define a random variable
ds is a zero-mean Gaussian, and by the above calculation, we obtain E{(
Remark 5.2. By the same proof as in Proposition 5.1, we can define t 0Ẇ (t − s, x + f s )ds, t 0Ẇ (t − s, x + g s )ds for any two continuous paths f s , g s , and obtain that
(5.8)
In particular, we can choose f s = B s and g s = W s for independent Brownian motions B, W .
The solution to the SPDE with multiplicative noise in the Stratonovich's sense 9) and initial condition u 0 = f is then defined by Feynman-Kac formula as
(5.9) is written in the Itô's form as
By [9, Theorem 3.1], the solution given by (5.10) is a mild solution to (5.11).
Our goal is to show that for fixed (t, x), u ε (t,
. Since u ε (t, x), u 0 (t, x) are both bounded, it suffices to prove the convergence of moments.
Proof. The proof is similar with Proposition 3.2. Wherever the argument can be directly copied here, we do not present the details.
First, by the scaling property of Brownian motion, a change of parameter √ ε → ε, and the stationarity of V , we have
where B j , j = 1, . . . , N 1 + N 2 are independent Brownian motions. On the other hand, by the Feynman-Kac representation of u 0 , we have 
V (s, εB j s )ds, and we prove EE B {e iXε(t) } converges to the RHS of (5.15).
Let ∆t = ε −γ 1 + ε −γ 2 , 0 < γ 2 < γ 1 < 2 to be determined, and N = [
Then we consider E{exp(i 
by the same discussion, we have log E{exp(i E{exp(i 
By the scaling property of Brownian motion and a change of variables, we have The same limit holds for (ii). So
for almost every realization of B j s , which implies What remains is to show that We first assume ϕ 1 2 (r) r −λ . For (I), when m = n and s ∈ I m , u ∈ I n , we have |s
If we choose λ sufficiently large (e.g., λ > 2/γ 2 ), (I) → 0 as ε → 0. The discussion for (II) is contained in the proof of Proposition 3.2. For (III), if |m−n| ≤ 1, we have a bound of order N ε 2 ε −γ 2 ∼ ε γ 1 −γ 2 → 0; if |m − n| ≥ 2, by similar discussion, we have a bound of order
For (IV ), we have (IV ) ε 2−γ 1 → 0 as ε → 0. The proof is complete.
Let u ε (t, x) = u ε,1 + iu ε,2 and u 0 (t, x) = u 0,1 + iu 0,2 , then Proposition 5.3 implies that for any N 1 , N 2 ∈ N, we have E{u
0,2 }. Since both u ε,i and u 0,i are bounded for i = 1, 2, we obtain for any θ 1 , θ 2 that This can be done by approximation. Let X = k c k 1 A k with |c k | uniformly bounded by C and
and A − the union of the rest. Then we have
Next we assume E{X|F k } − E{X} ∞ > 2Cϕ(n) + ε for some ε > 0, so there exists a set A ∈ F k such that P(A) > 0 and
Integrating on both sides, we obtain E{X1 A } − E{X}P(A) ≥ (2Cϕ(n) + ε)P(A), so
which is a contradiction. The proof is complete. by the dominated convergence theorem since β ∈ (0, 1). The proof is complete.
Lemma A.3. For fixed ε > 0, y ε s = τ (ε 2−α s,Bs) ω is a stationary Markov process, ergodic with respect to the invariant measure P.
Proof. First, since y ε s = τ (ε 2−α (s−u),Bs−Bu) y ε u for any u < s, it is a Markov process. Next, for any A ∈ F, we have for all s ≥ 0, x ∈ R d . Let ω = τ (−s,x) ω, we have (A.12) holds for all (s, x) ∈ R d+1 . Therefore, by the ergodicity of τ , we conclude that P(A) = 0 or 1 and y ε s is ergodic with respect to P. The proof is complete.
Lemma A.4. If V is a mean zero, stationary random field with covariance function R(t, x), and B s is Brownian motion independent from V , then
