Abstract. Iteration of a rational function R gives a complex dynamical system on the Riemann sphere. We introduce a C * -algebra O R associated with R as a Cuntz-Pimsner algebra of a Hilbert bimodule over the algebra A = C(J R ) of continuous functions on the Julia set J R of R. The algebra O R is a certain analog of the crossed product by a boundary action. We show that if the degree of R is at least two, then C * -algebra O R is simple and purely infinite. For example if R(z) = z 2 − 2, then the Julia set J R = [−2, 2] and the restriction R : J R → J R is topologically conjugate to the tent map on [0, 1]. The algebra O z 2 −2 is isomorphic to the Cuntz algebra O ∞ . We also show that the Lyubich measure associated with R gives a unique KMS state on the C * -algebra O R for the gauge action at inverse temperature log(deg R) if the Julia set contains no critical points.
Introduction
For a branched covering π : M → M, Deaconu and Muhly [5] introduced a C * -algebra C * (M, π) as the C * -algebra of the r-discrete groupoid constructed by Renault [25] . In particular they consider rational functions on the Riemann sphereĈ and compute the K-groups of the C * -algebra. See also the previous work [4] by Deaconu on C * -algebras associated with continuous graphs and AnantharamanDelaroche's work [1] on purely infinite C * -algebras for expansive dynamical systems. Although Deaconu and Muhly's work itself is interesting, we introduce a slightly different C * -algebras O R (Ĉ), O R = O R (J R ) and O R (F R ) associated with a rational function R on the Riemann sphere, the Julia set J R and the Fatou set F R of R in this note. The C * -algebra O R (Ĉ) is defined as a Cuntz-Pimsner algebra of the Hilbert bimodule Y = C(graph R) over B = C(Ĉ). The C * -algebra O R is defined as a Cuntz-Pimsner algebra of the Hilbert bimodule X = C(graph R| J R ) over A = C(J R ). And the C * -algebra O R (F R ) is similarly defined. The difference between Deaconu and Muhly's construction and ours is the following: They exclude branched points to construct their groupoids. We include branched points to construct our bimodules. An advantage of theirs is that their C * -algebra is constructed from both a groupoid and a bimodule. An advantage of ours 1 is that our C * -algebra O R is always simple and purely infinite if the degree of R is at least two.
For example, if R(z) = z 2 − 2, then the Julia set J R = [−2, 2] and the restriction R| J R : J R → J R is topologically conjugate to the tent map h : [0, 1] → [0, 1]. Then their C * -algebra C * ([0, 1], h) is not simple and K 0 (C * ([0, 1], h)) = Z ⊕ Z and K 1 (C * ([0, 1], h)) = {0}. Our C * -algebra O z 2 −2 is simple and purely infinite and K 0 (O z 2 −2 ) = Z and K 1 (O z 2 −2 ) = {0}. In fact the algebra O z 2 −2 is isomorphic to the Cuntz algebra O ∞ .
Even if R is a quadratic polynomial R(z) = z 2 − c, the structure of the C * -algebra O R is closely related to the property of R as the complex dynamical system. If c is not in the Mandelbrot set M, then C * -algebra O R is isomorphic to the Cuntz algebra O 2 . If c is in the interior of the main cardioid, then C * -algebra O R is not isomorphic to O 2 . In fact we have K 0 (O R ) = Z and K 1 (O R ) = Z.
We compare our construction with other important constructions by C. Delaroche [1] and M. Laca -J. Spielberg [19] . They showed that a certain boundary action of a Kleinian group on the limit set yields a simple nuclear purely infinite C * -algebra as groupoid C * -algebra or crossed product. Recall that Sullivan's dictionary says that there is a strong analogy between the limit set Λ Γ of a Kleinian group Γ and the Julia set J R of a rational function R. The algebra O R is generated by C(J R ) and {S f ; f ∈ C(graph R| J R )}. We regard the algebra O R as a certain analog of the crossed product C(Λ Γ ) ⋊ Γ of C(Λ Γ ) by a boundary action of a Klein group Γ. In fact the crossed product is generated by C(Λ Γ ) and {λ g : g ∈ Γ}. Moreover commutation relations α(a)S f = S f a for a ∈ C(J R ) and α g (a)λ g = λ g a for a ∈ C(Λ Γ ) are similar, where α(a)(x) = a(R(x)) and α g (a)(x) = a(g −1 x). Applying a result by Fowler, Muhly and Raeburn [11] , the quotient algebra O R (Ĉ)/I(I) by the ideal I(I) corresponding to the Fatou set is canonically isomorphic to O R = O R (J R ).
Several people [6] , [21] , [26] , [12] considered conditions for simplicity of Cuntz-Pimsner algebras. We directly show that C * -algebra O R is simple purely infinite through analyzing branched coverings. A criterion by Schweizer [26] can be applied to show the only simplicity of C * -algebra O R . C * -algebra O R is separable and nuclear, and belongs to the UCT class. Thus if deg R ≥ 2, then the isomorphisms class of O R is completely determined by the K-theory together with the class of the unit by the classification theorem by Kirchberg-Phillips [17] , [22] . If there exist no critical points in J R , then simplicity of O R is also given by the simplicity of a certain crossed product by an endomorhism with a transfer operator in Exel-Vershik [9] , [8] . Katsura [16] studies his new construction which contains O R if there exist no critical points in J R . A difficulty of our analysis stems from the fact that the Julia set J R contains the critical points (i.e. the branched points. )
Many examples of Cuntz-Pimsner algebras arise from Hilbert bimodules which are finitely generated and projective as right module and the image of the left action is contained in the compacts. Another extremal case is studied by A. Kumjian in [18] , where the image of the left action has trivial intersection with the compacts. Our case is a third one and the intersection of the image of the left action and the compacts is exactly represented by the branched points, i.e., critical points of R. Hence our study is focused on the behaviour of the branched points under iteration.
We also showed that the Lyubich measure associated with R gives a unique KMS state on the C * -algebra O R for the gauge action at inverse temperature log deg R if the Julia set contains no critical points. But the problem of KMS state is subtle and difficult, if the Julia set contains critical points. We will discuss the case elsewhere.
We should note that B. Brenken also announced a study of CuntzPimsner algebras associated with branched coverings in a satellite conference at Chenge, China in 2002, when we announced a content of the paper in the same conference.
Rational functions and Hilbert bimodules
We recall some facts on iteration of rational functions. Let R be a rational function of the form R(z) =
with relative prime polynomials P and Q. The degree of R is denoted by d = deg R := max{deg P, deg Q}. If deg R = 1 and the Julia set is not empty, then it is, in fact, one point. Therefore the classical Toeplitz algebra appears and the C * -algebra O R becomes C(T). Hence we need to assume that deg R ≥ 2 to consider non-trivial ones. We regard a rational function R as a d-fold branched covering map R :Ĉ →Ĉ on the Riemann sphereĈ = C ∪ {∞}. The sequence (R n ) n of iterations of R gives a complex analytic dynamical system onĈ. The Fatou set F R of R is the maximal open subset ofĈ on which (R n ) n is equicontinuous (or a normal family), and the Julia set J R of R is the complement of the Fatou set inĈ.
We always assume that a rational function R is not a constant function. Recall that a critical point of R is a point z 0 at which R is not locally one to one. It is a zero of R ′ or a pole of R of order two or higher. The image w 0 = R(z 0 ) is called a critical value of R. Using appropriate local charts, if R(z) = w 0 + c(z − z 0 ) n + (higher terms) with n ≥ 1 and c = 0 on some neighborhood of z 0 , then the integer n = e(z 0 ) = e R (z 0 ) is called the branch index of R at z 0 . Thus e(z 0 ) ≥ 2 if z 0 is a critical point and e(z 0 ) = 1 otherwise. Therefore R is an e(z 0 ) : 1 map in a punctured neighborhood of z 0 . By the Riemann-Hurwitz formula, there exist 2d − 2 critical points counted with multiplicity, that is,
Furthermore for each w ∈Ĉ, we have
Let C be the set of critical points of R and R(C) be the set of the critical values of R. We put B = R −1 (R(C)). Then the restriction
. We recall Cuntz-Pimsner algebras [23] . Let A be a C * -algebra and X be a Hilbert right A-module. We denote by L(X) be the algebra of the adjointable bounded operators on X. For ξ, η ∈ X, the "rank one" operator θ ξ,η is defined by θ ξ,η (ζ) = ξ(η|ζ) for ζ ∈ X. The closure of the linear span of rank one operators is denoted by K(X). We call that X is a Hilbert bimodule over A if X is a Hilbert right A-module with a homomorphism φ : A → L(X). We assume that X is full and φ is injective.
Let F (X) = ⊕ ∞ n=0 X ⊗n be the Fock module of X with a convention
The Cuntz-Toeplitz algebra T X is the C * -algebra on F (X) generated by i F (X) (a) with a ∈ A and T ξ with ξ ∈ X. Let
for a ∈ I X . We note that the CuntzPimsner algebra O X is the universal C * -algebra generated by i(a) with a ∈ A and S ξ with ξ ∈ X satisfying that i(a)S ξ = S φ(a)ξ , S ξ i(a) = S ξa , S * ξ S η = i((ξ|η) A ) for a ∈ A, ξ, η ∈ X and i(a) = (i K • φ)(a) for a ∈ I X . We usually identify i(a) with a in A. We denote by O alg X the * -algebra generated algebraically by A and S ξ with ξ ∈ X. There exists an action γ : R → Aut O X with γ t (S ξ ) = e it S ξ , which is called the gauge action. Since we assume that φ :
We denote by F X the C * -algebra generated by all K(X ⊗n ), n ≥ 0 in the inductive limit algebra lim − → L(X ⊗n ). Let F n be the C * -subalgebra of F X generated by K(X ⊗k ), k = 0, 1, . . . , n, with the convention
for f, g ∈ Y and y ∈Ĉ. We need branch index e(x) in the formula of the inner product above. Put
Thus, (f |g) B (y) is continuous at y 0 . Next consider the case that y 0 is a critical value of R. Let x 1 , . . . , x r be the distinct points of R −1 (y 0 ) Then there exist open neighbourhoods V of y 0 and U j of x j such that R : U j → V is a e(x j ) : 1 branched covering and is expressed as f (z) = z e(x j ) by local charts for j = 1, . . . , r. Consider S (j)
)) for z = r exp(iθ) and S 
Therefore two norms 2 and ∞ are equivalent. Since C(graph R) is complete with respect to ∞ , it is also complete with respect to
Since the Julia set J R is completely invariant, i.e., R(J R ) = J R = R −1 (J R ), we can consider the restriction R| J R : J R → J R , which will be often denoted by the same letter R. Let graph R| J R = {(x, y) ∈ J R × J R ; y = R(x)} be the graph of the restricton map R| J R . Let A = C(J R ) and X = C(graph R| J R ). Through a restriction of the above action, X is an A-A bimodule.
Corollary 2.3. Let R be a rational function with
for f, g ∈ X and y ∈ J R . The left action φ : A → L(X) is unital and faithful.
Proof. It is an immediate consequence of the fact that R(J
Definition. We introduce the C * -algebras O R (Ĉ), O R (J R ) and O R (F R ) associated with a rational function R. The C * -algebra O R (Ĉ) is defined as a Cuntz-Pimsner algebra of the Hilbert bimodule Y = C(graph R) over B = C(Ĉ). When the Julia set J R is not empty, for example deg R ≥ 2, we introduce the C * -algebra O R (J R ) as a Cuntz-Pimsner algebra of the Hilbert bimodule X = C(graph R| J R ) over A = C(J R ). When the Fatou set F R is not empty, the C * -algebra O R (F R ) is defined similarly. Sullivan's dictionary says that there is a strong analogy between the limit set of a Kleinian group and the Julia set of a rational function. Therefore we simply denote by O R the C * -algebra O R (J R ) to emphasize the analogy.
Proposition 2.4. Let R be a rational function and Y = C(graph R) be a Hilbert bimodule over B = C(Ĉ). Then there exists an isomorphism
as a Hilbert bimodule over B such that
for f 1 , . . . , f n ∈ Y and x ∈Ĉ. Moreover when the Julia set J R is not empty, let A = C(J R ) and X = C(graph R| J R ). Then we have a similar isomorphism
as a Hilbert bimodule over A. Here we use the same symbol ϕ to save the notation.
Proof. It is easy to see that ϕ is well-defined and a bimodule homomorphism. We show that ϕ preserves inner product. The point is to use the following chain rule for branch index:
Consider the case when n = 2 for simplicity of the notation.
Since ϕ preserves inner product, ϕ is one to one. The non-trivial one is to show that ϕ is onto. Since the image of ϕ is a * -subalgebra of C(Ĉ) and separates the two points, the image of ϕ is dense in C(Ĉ) with respect to ∞ by the Stone-Wierstrass Theorem. Since two norms 2 and ∞ are equivalent and ϕ is isometric with respect to 2 , ϕ is onto. We recall that the Julia set J| R of R is completely invariant under R and the Julia set of R coincides with the Julia set of R n . Therefore the proof is valid for A and X also.
The set C of critical points of R is described by the ideal
Proposition 2.5. Let R be a rational function and Y = C(graph R) be a Hilbert bimodule over B = C(Ĉ). Similarly let A = C(J R ) and
b vanishes on C}. and I X = {a ∈ A; a vanishes on C ∩ J R }.
Proof. Let d = deg R, then there exist 2d − 2 critical points counted with multiplicity. Therefore C is a finite non-empty set. Firstly, let us take b ∈ B with a compact support S = supp(b) inĈ \ C. For any x ∈ S, since x is not a critical point, there exists an open neighbourhood U x of x such that U x ∩ C = φ and the restriction R| Ux : U x → R(U x ) is a homeomorphism. Since S is compact, there exists a finite subset
We shall show that T = φ(b). For any ζ ∈ C(graph R), we have
In the case when b(x) = 0, we have (T ζ)(x, y) = 0 = (φ(b)ζ)(x, y).
In the case when b(x) = 0, we have
. Therefore we have
Thus φ(b) = T ∈ K(Y ). Now for a general b ∈ B which vanishes on the critical points C of R, there exists a sequence (b n ) n in B with compact supports supp(
Conversely let b ∈ B and b(c) = 0 for some critical point c. We may assume that b(c) = 1. Put m = e(c) ≥ 2. We need to show that φ(b) ∈ K(Y ). On the contrary suppose that φ(b) ∈ K(Y ). Then for ε =
, there exists a finite subset {ξ i , η i ∈ X; i = 1, . . . , N}
Choose a sequence (x n ) n inĈ \ C such that x n → c. Since x n is not a critical point, there exists an open neighbourhood U n of x n such that U x ∩C = φ and the restriction R| Un : U n → R(U n ) is a homeomorphism. There exists ζ n ∈ Y with supp ζ n ⊂ {(x, R(x)); x ∈ U n }, ζ n (x n , R(x n )) = 1 and 0
Taking n → ∞, we have
On the other hand, consider ζ ∈ Y satisfying ζ(c, R(c))
Since e(c) ≥ 2 and b(c) = 1, we have
Corollary 2.7. The Julia set contains no critical points if and only if φ(A) is contained in K(X) if and only if
X is finitely generated projective right A module.
Simplicity and pure infinteness
Let R be a rational function with the Julia set J R = φ. Let A = C(J R ) and X = C(graph R| J R ). Define an endomorphism α : A → A by (α(a))(x) = a(R(x)) for a ∈ A, x ∈ J R . We also define a unital completely positive map
for a ∈ A, y ∈ J R . In fact, for a constant function ξ 0 ∈ X with
We introduce an operator D := S ξ 0 ∈ O R . Lemma 3.1. In the above situation, for a, b ∈ A, we have the following:
Proof. (1) : By the definition of E R , we have
e(x)a(R(x))b(x) = a(y)E(b)(y).
R. Exel introduced an interesting construction of a crossed product
by an endomorhism with a transfer operator in [8] .
Proposition 3.2. C * -algebra O R is isomorphic to a Exel's crossed product by an endomorhism with a transfer operator E R .
Proof. By the universality, the Toeplitz algebras are isomorphic. Since φ(A)S ξ 0 = {S x ; x ∈ X} can be identified with X by (5), (a, k) is a redundancy if and only if k = φ(a). Therefore C * -algebra O R is isomorphic to his algebra.
Remark. If there exist no critical points in J R , then the simplicity of O R is a consequence of the simplicity of his algebra, which is proved in Exel-Vershik [9] . But we need a further argument because of the existence of critical points in J R . Lemma 3.3. In the same situation, for a ∈ A and f 1 , . . . , f n ∈ X, we have the following:
Proof. It is enough to show that α(a)S f = S f a for f ∈ X. We have α(a)S f = S φ(α(a))f and S f a = S f a . Since
we have α(a)S f = S f a.
Lemma 3.4. Let R be a rational function with deg R ≥ 2. For any non-zero positive element a ∈ A and for any ε > 0 there exist n ∈ N and f ∈ X ⊗n with (f |f ) A = I such that
Proof. Let x 0 be a point in J R with |a(x 0 )| = a . For any ε > 0 there exist an open neighbourhood U of x 0 in J R such that for any x ∈ U we have a − ε ≤ a(x) ≤ a . Choose anothter open neighbourhood V of x 0 in J R and a compact subset K ⊂ J R satisfying V ⊂ K ⊂ U. Since deg R ≥ 2, there exists n ∈ N such that R n (V ) = J R by Beardon [2] Theorem 4.2.5. We identify X ⊗n with C(graph R n | J R ) as in Lemma 3.3. Define closed subsets F 1 and F 2 of J R × J R by
Since R n (V ) = J R , for any y ∈ J R there exists x 1 ∈ V such that R n (x 1 ) = y, so that (x 1 , y) ∈ F 1 . Therefore
Thus b ∈ A is positive and invertible. We put f := gb −1/2 ∈ X ⊗n . Then
For any y ∈ J R and x ∈ (R n )
We also have that
Lemma 3.5. Let R be a rational function with deg R ≥ 2. For any non-zero positive element a ∈ A and for any ε > 0 with 0 < ε < a , there exist n ∈ N and u ∈ X ⊗n such that
and S * u aS u = I Proof. For any a ∈ A and ε > 0 as above, we choose f ∈ (X) ⊗n as in Lemma 3.4. Put c = S * f aS f . Since 0 < a − ε ≤ c ≤ a , c is positive and invertible. Let u := f c −1/2 . Then
Since a − ε ≤ c, we have c −1/2 ≤ ( a − ε) −1/2 . Hence
Lemma 3.6. Let R be a rational function with deg R ≥ 2. For any m ∈ N, any n ∈ N, any T ∈ L(X ⊗n ) and any ε > 0, there exists a positive element a ∈ A such that
Proof. For any m ∈ N, let P m = {x ∈ J R |R k (x) = x, for some k = 1, . . . , m}. Since R is a rational function, P m is a finite set.
For any n ∈ N, any T ∈ L(X ⊗n ) and any ε > 0, there exists f ∈ X ⊗n such that f 2 = 1 and
Since y → (T f |T f ) A (y) is continuous and
there exists an open neighbourhood U y 0 of y 0 such that for any y ∈ U y 0
Since R is a rational function with deg R ≥ 2, the Julia set J R is a perfect set and uncountable by Beardon [2] Theorem 4.2.4. Therefore
m).
It implies that α k (a)a = 0 (k = 1, . . . , m).
Let F n be the C * -subalgebra of F X generated by K(X ⊗k ), k = 0, 1, . . . , n and B n be the C * -subalgebra of O X generated by
In the following Lemma 3.7 we shall use an isomorphism ϕ : F n → B n as in Pimsner [23] and Fowler-Muhly-Raeburn [11] such that
To simplify notation, we put
For any ε > 0 there exists P ∈ A with 0 ≤ P ≤ I satisfying the following:
⊗n , we define length(x) = n with the convention length(a) = 0 for a ∈ A. We write c as a finite sum c = a + i S x i S * y i . Put m = 2 max{length(x i ), length(y i ); i}. For j > 0, each b j is a finite sum of terms in the form such that
In the case when j < 0, b j is a finite sum of terms in the form such that
We shall identify b 0 with an element in A m/2 ⊂ A m ⊂ L(X ⊗m ). Apply Lemma 3.6 for m = n and T = (b 0 ) 1/2 . Then there exists a positive element a ∈ A such φ(α m (a))T 2 ≥ T 2 − ε and aα j (a) = 0 for j = 1, · · · , m. Define a positive operator P = α m (a) ∈ A. Then
For j > 0, we have
For j < 0, we also have that P S x S * y P = 0. Hence P b j P = 0 for j = 0.
Theorem 3.8. Let R be a rational function with deg R ≥ 2. Then the C * -algebra O R associated with R is simple and purely infinite.
Proof. Let w ∈ O R be any non-zero positive element. We shall show that there exist z 1 , z 2 ∈ O R such that z * 1 wz 2 = I. We may assume that w = 1. Let E : O R → O γ R be the canonical conditional expectation onto the fixed point algebra by the gauge action γ. Since E is faithful, E(w) = 0. Choose ε such that 0 < ε < E(w) 4 and ε E(w) − 3ε −1 ≤ 1.
There exists an element c ∈ O alg X such that w − c * c < ε and
By Lemma 3.7, there exists P ∈ A with 0 ≤ P ≤ I satisfying P b j P = 0 (j = 0) and P b 0 P ≥ b 0 − ε. Then we have
Then a ≥ E(w) − 3ε > ε. By Lemma 3.5, there exists n ∈ N and u ∈ X ⊗n sucn that
Remark. J. Schweizer showed a nice criterion of the simplicity of Cuntz-Pimsner algebras in [26] : If a Hilbert bimodule X is minimal and non-periodic, then O X is simple. Any X-invariant ideal J of A corresponds to a closed subset K of J R with R −1 (K) ⊂ K. If deg R ≥ 2, then for any z ∈ J R the backward orbit of z is dense in J R by [2] Theorem 4.2.7. Therefore any X-invariant ideal J of A is A or 0, that is, X is minimal. Since A is commutative and L(X A ) is non-commutative, X is non-periodic. Thus Schweizer's theorem also implies that O R is simple. Our theorem gives simplicity and pure infiniteness with a direct proof.
Proposition 3.9. Let R be a rational function with deg R ≥ 2. Then the C * -algebra O R associated with R is separable and nuclear, and satisfies the Universal Coefficient Theorem.
Proof. Since J X and T X are KK-equivalent to abelian C * -algebras I X and A, the quotient O X ∼ = T X /J X satisfies the UCT. O X is also shown to be nuclear as in an argument of [7] .
Remark. If deg R ≥ 2, then the isomorphisms class of O R is completely determined by the K-theory together with the class of the unit by the classification theorem by Kirchberg-Phillips [17] , [22] .
examples
If rational functions R 1 and R 2 are topologically conjugate, then their C * -algebras O R 1 and O R 2 are isomorphic. Therefore the K-groups
Moreover if rational functions R 1 and R 2 are topologically conjugate, then the gauge actions are also conjugate.
Therefore the K-groups of the fixed point algebras are also topologically conjugate invariant. We investigate what kind of information of complex dynamical systems is described by the K-theory.
We calculate the K-groups by the following six-term exact sequence due to Pimsner [23] .
Example 4.1. Let P (z) = z n for n ≥ 2. Then the Julia set J P is the unit circle S 1 . The map φ : A → L(X) can be identified with the n-times around embedding. Hence we have K 0 (O P ) = Z ⊕ Z/(n − 1)Z and K 1 (O P ) = Z. The fixed point algebra O γ P by the gauge action γ is a Bunce-Deddence algebra of type n ∞ .
Example 4.2. Let P (z) = z 2 − 2. Then the Julia set J P is the interval [−2, 2] and it contains a critical point 0. Since I X = {a ∈ C([−2, 2]); a(0) = 0}, K 0 (I X ) = K 1 (I X ) = 0. Applying the above six term exact sequence with K 0 (A) = Z and K 1 (A) = 0, we have K 0 (O P ) = Z and K 1 (O P ) = 0. Since the identity I of O P represents the generator of K 0 (O P ) = Z, the algebra O P is isomorphic to the Cuntz algebra O ∞ . (J P , P ) is topologically conjugate to a tent map ∈ C; |z| < 1}, then the Julia set is homeomorphic to the unit circle S 1 (see, for example, [10] , page 211-212), and P c is topologically conjugate to h(z) = z 
Fatou set and the corresponding ideal
Recall that the Fatou set F R of a rational functon R is the maximal open subset of the Riemann sphereĈ on which (R n ) n is equicontinuous, and the Julia set J R of R is the complement of the Fatou set inĈ. We consider the corresponding decomposition for the C * -algebra O R (Ĉ), which was first pointed out by Deaconu and Muhly [5] in the case of their construction. Let B = C(Ĉ) and consider the ideal I = {b ∈ B; b|J R = 0} of B, so I ∼ = C 0 (F R ) and B/I ∼ = C(J R ). We consider a submodule and quotient module of a Hilbert bimodule Y = C(graph R) over B. The right Hilbert I-module Y I := {f b ∈ Y ; f ∈ Y, b ∈ I} is also described as
for all y ∈ J R , we have
because J R is complete invariant. Invariant ideals for bimodules are introduced in [12] by Pinzari and ours and developed by Fowler, Muhly and Raeburn [11] in general case. In our situation I is a Y -invariant ideal of B, i.e., φ(I)Y ⊂ Y I. In fact, the condition is equivalent to that (f |φ(a)g) B ⊂ I for any a ∈ I and f, g ∈ Y , and it is easily checked as
e(x)f (x, y)a(x)g(x, y) = 0 for y ∈ J R , because x ∈ R −1 (J R ) = J R and so a(x) = 0 for a ∈ I. Therefore Y /Y I is naturally a Hilbert bimodule over B/I ∼ = C(J R ). We can identify Y /Y I with a bimodule X = C(graph R| J R ) over A = C(J R ). 
Lyubich measure and KMS state
Lyubich [20] constructed an invariant measure µ for a rational function R, called a Lyubich measure, whose support is the Julia set. It derives a lower bound for the Hausdorff dimension of the Julia set. Lyubich showed that µ is a unique measure of maximal entropy and the entropy value h µ (R) is equal to the topological entropy h(R) of R, which is log(deg R). We show that the Lyubich measure gives a unique KMS state on the C * -algebra O R for the gauge action at inverse temperature log(deg R) if the Julia set contains no critical points.
Let d = deg R and δ x be the Dirac measure for x on the Riemann sphere. For any y ∈Ĉ and each n ∈ N, we define a probability measure µ Lyubich showed that the sequence (µ y n ) n converges weakly to a measure µ. The Lyubich measure µ is independent of the choice of y, the support of µ is the Julia set J R and µ(E) = µ(R −1 (E)) for any Borel set E. Hence a(R(x))dµ(x) = a(x)dµ(x). Theorem 6.1. Let R be a rational function with deg R ≥ 2. Consider the C * -algebra O R associated with R and the gauge action γ : R → Aut O R such that γ t (S f ) = e it S f for f ∈ X. Suppose that the Julia set contains no critical points, (in particular, suppose that R is hyperbolic). Then (O R , γ) has a KMS state at the inverse temperature β if and only if β = log(deg R) and the corresponding KMS state ϕ is also unique. Moreover the restriction of the state ϕ to A = C(J R ) is given by the Lyubich measure µ such that ϕ(a) = adµ for a ∈ A.
Proof. Since the Julia set contains no critical points, A-module X has a finite right basis {u 1 , . . . , u n }. Let ϕ be a state on O R and ϕ 0 the restriction of ϕ to A. As in [24] section 3, ϕ is a KMS state at the inverse temperature β if and only if ϕ 0 satisfies that ( * ) ϕ 0 ( i (u i |au i ) A ) = e β ϕ 0 (a) for all a ∈ A.
20
Moreover any state ϕ 0 on A satisfying (*) extends uniquely to a KMS state ϕ at the inverse temperature β. In fact, define a state ϕ n on the C * -algebra B n generated by for y ∈ J R . In fact, since {u 1 , . . . , u n } is a finite basis for X, i u i (u i |f ) A = f for any f ∈ X. Therefore for y = R(x), Hence the condition (*) is written as ϕ 0 (h(a)) = e β ϕ 0 (a) for all a ∈ A.
Putting a = 1, we have that deg R = e β , that is, β need to be log(deg R). For any a ∈ A, (e −β h) n (a) converges uniformly to a constant adµ by [20] . Thus e −β h(a)dµ = adµ. Hence Lyubich measure µ gives a KMS state at the inverse temperature log deg R. Take another KMS state τ . Then τ ((e −β h) n (a) = τ (a) converges to adµ. Thus τ (a) = adµ. It shows that KMS state is unique.
