A mesh adaptation method is proposed for solving optimal control problems with non-smooth control. The original optimal control problem (OCP) is transcribed into a nonlinear programming (NLP) problem by using the Runge-Kutta discretization method, in which the NLP can be solved by using standard nonlinear programming codes. The method employs collocations from the dyadic background points, which used for the second-generation wavelet (SGW) translation simultaneously. The SGW is used to approximate the control variables and get the wavelet coefficients once they are obtained. In regions contain discontinuities, the magnitude of the relevant wavelet coefficients is large than other regions. The corresponding dyadic background points are reserved as the collocation points. Furthermore, the approximation error of the control and/or state variables can be predicted by a given threshold. Thus, the accuracy and efficiency can be balanced in a simple way. Finally, the method is demonstrated by three numerical examples from the open literature.
I. INTRODUCTION
Numerical method of optimal control has wide spread application in aerospace field, such as flight trajectory optimization, missile guidance, orbit transfer, et al. For these nonlinear optimal control problems, although various control methods have been developed [1] , [2] , the direct transcription method is a general method. For the direct transcription method, the original optimal control problems are translated into nonlinear programming (NLP) problem, and solved using the well-known NLP algorithm [3] . There has been developed various method to solve optimal control problems numerically, i.e. multi-shooting method [4] , direct collocation method [5] , pseudospectral method [6] and others. To achieve the desired accuracy, the computational mesh is often adjusted according to the estimated control or state variables, and multiple iterations are required. Therefore, mesh adaptation method is important for high precision solution of the optimal control problems.
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Various mesh adaptation method has been proposed to deal with the contradiction between the accuracy and efficiency for numerically solving optimal control problems. The mesh adaptation method used in SOCS is based on integer programming, and the goal is to minimize the maximum integration error in the mesh adaptation process [7] . Ross and Fahroo proposed the pseudospectral knotting method, in which the original optimal control problem is divided into multiple phases by discontinuity point of control, and add linkage constraints [8] . In each phase, the pseudospectral (PS) method is employed to obtain the discretization nonlinear programming problem. Darby, Hagar et al proposed the hp-adaptive method, in which the method starts with a global pseudospectral approximation, and then iteratively determines the number of segments, the width of each segment, and the degree of the polynomial in each segment until a specified error tolerance is satisfied [9] . In another literature, they proposed an adaptive mesh adaptation method using the idea of non-smoothness detection and mesh size reduction [10] . The fundamental idea in above method is to redistribute the mesh points according to the local integration or interpolation error. In addition, an intuitional strategy is to use locally dense mesh in the region of discontinuities for the control function or its higher order derivatives. A mesh adaptation method using multi-resolution analysis is proposed in literature [11] . The method is based on the interpolating wavelets. The error can be estimated about the local smoothness of the solution in this method. The density function method employs this strategy [12] , and the redistribution of mesh points is achieved by using the density function which reflect the non-smoothness in the control function and its higher order derivatives. For specific problems, some mesh adaptive methods are also proposed, such as the adaptive Gauss pseudospectral method for hypersonic re-entry vehicle problem [13] , mesh adaption for nonlinear model predictive control [14] , and the sensitivity-based adaptative mesh adaptation for chemical and biochemical process [15] .
Mesh adaptation is a common topic in other areas. The wavelet adaptive method for mesh adaptation has been used in the computation fluid dynamics where capturing the fine structure of the fluid field is required. Despite their popularity in other fields, the wavelet adaptive method has rarely been used for optimal control problems. Second generation wavelet functions have well time/frequency local property, which are suitable for fitting the function with localized structures or sharp transitions. The second-generation wavelet collocation method has been proposed to construct non-uniform space grids in time iteration step [16] for solving partial differential equations with sharp transitions. In numerical optimal control, there are a lot of problems whose control functions are discontinuous. The second-generation wavelet collocation method can also be applied to the optimal control problem with discontinuous control.
Based on the above idea, we propose a novel mesh adaptation method for numerically solving optimal control problems. The optimal control problem is transcribed into a nonlinear programming (NLP) problem by using the Runge-Kutta discretization method. The mesh adaptation algorithm iteratively determines the suitable non-uniform grid, over which the optimal control problem is discretized and solved iteratively. Based on the magnitude of the wavelet coefficients, more grid points around the discontinuity of the control variables or the non-smoothness of the state variables would be placed. The method uses a sequential optimization technology, the process will end until the desired accuracy is satisfied.
Compared to the multi-resolution analysis-based mesh adaptation method, the second-generation wavelet has well global characteristic than interpolating wavelets. Therefore, the distribution of adaptive grid would be more reasonable, and can balance both the global of local feature of control variables. Compared to the integration error based method, the proposed method can not only increase the points, but also remove points around the region the control variables are gently changed. It would be more effective potentially.
The paper is organized as follows. In Section II, the optimal control problem is formulated, and the continuous optimal control problem is transcribed into an NLP problem. In Section III, second generation wavelets are described, and the mesh adaptation algorithm for solving optimal control problems is proposed. In Section IV, several applications of the proposed method are provided. Finally, in Section V, the concluding remark is provided.
II. PROBLEM FORMULATION A. OPTIMAL CONTROL PROBLEM
In order to give a basic description, consider the following optimal control problem. Determine the control function u (·) and corresponding state function x (·) that minimize the Mayer cost function:
Subject to the state dynamicṡ
the boundary conditionṡ
where e : R n × R → R n , and the constraints
In most cases, the initial time t 0 is assumed to be given and the final time t f can be fixed or free. The Bolza cost function can be converted into a Mayer cost function by adding a state and a differential equation [17] .
Without loss of generality, we assume that the time interval is the unit interval, in other words, t ∈ t 0 , t f = [0, 1]. The transformation from t 0 , t f to [0, 1] is well-known, thus the details are omitted.
Next, the transcription from the continuous optimal control problem over the interval [0, 1] to an NLP problem over grid points is described.
B. TRANSCRIPTION USING RUNGE-KUTTA METHOD
The optimal control problem can be converted into an NLP problem by using Runge-Kutta (RK) discretization. A Kstage Runge-Kutta scheme is given by [7] .
where
for 1 ≤ j ≤ K . K is the stage of RK method, and i is the time step. In above expressions, ρ j , β j , α jl are known constants with 0 ≤ ρ 1 ≤ ρ 2 ... ≤ ρ K ≤ 1. A simple way to define the coefficients is to use the so-called Butcher VOLUME 7, 2019 array [18] . The scheme is explicit if α jl = 0 for l ≥ j and implicit otherwise. The well-known examples of K -stage Runge-Kutta schemes are the trapezoidal method (q = 2), the Hermite-Simpson method (q = 3), and the classical fourth-order RK method (q = 4) [7] .
Using Equation (5), the defects of the discretization are given by
for i = 0, ..., N − 1.
Let us now define the following sets: X = {x 0 , ..., x N }, U = {u 0 , ..., u N },Ũ = {ũ 0 , ...,ũ N −1 }. Finally, the optimal control problem reduces to the following NLP problem in terms of the variables X , U , andŨ . Minimize
subject to the constraints
Note that the convergence of the Runge-Kutta schemes for optimal control problems has been demonstrated by [19] , [21] . In order to obtain consistent approximations and higher order accuracy of solution, the classical 4-stage explicit fourth-order Runge-Kutta schemes is used in this paper. This scheme satisfies all the conditions needed for fourth-order accuracy in optimal control given by [21] .
The proposed mesh adaptation method for optimal control is based on the second-generation wavelet, which is mostly constructed on a set of uniform dyadic grids on the real line or interval. For consisted with the transcription method, an interval of [0, 1] is used in this paper. The adaptive grids are part of dyadic grids. The grid points of adaptive grids are determined according to the control or state variables, and desired approximation accuracy.
III. SECOND-GENERATION WAVELET BASED MESH ADAPTATION ALGORITHM
The mesh adaptation method is usually used to increase the accuracy of the solution for the optimal control problems. The adaptive wavelet collocation (AWC) method [16] based on second-generation wavelet is firstly introduced in this section. AWC is a common framework for constructing adaptive numerical methods for solving partial differential equation. This method is using the second-generation wavelet decomposition for mesh adaptation and finite difference. For numerical method of optimal control using the RK scheme, the mesh adaptation method based on AWC is proposed. The AWC is modified to reduce the mesh points. 
A. DYADIC GRIDS AND MULTI-RESOLUTION ANALYSIS
The second-generation wavelets (SGW) are constructed on a set of dyadic grids. Because the mesh refine process is based on SGW, the discretization of the optimal control problem will be performed on a set of (non-uniform) grids taken from the dyadic grids. A uniform dyadic grid over the interval I = [0, 1] is a collection of points of the form [22] .
where j is the resolution level, k is the spatial location, J and J 0 are positive integers. Let F j denote the set of grid points belonging to G j+1 \G j ; that is
It is obvious that
and G j , J min ≤ j ≤ J max forms a sequence of nested grid set, exactly G J min ⊂ G J min +1 ⊂ · · · ⊂ G J max . An illustration of one dimensional case is given in Figure 1 . Next, the definition of multi-resolution analysis is given briefly [22] . Definition: A second-generation multiresolution analysis M of a function space L consists of a sequence of closed subspaces
(3) for each j ∈ J , V j has a Riesz basis given by scaling functions φ j k k ∈ K j . in which, K j is some index set. Let the superscript j to denote the level of resolution and the subscript k to denote the location at that level of resolution for notational convenience. It is worth emphasizing that there is no limitation on φ j k to be dilated or translated from some fixed mother function.
The multi-resolution decomposition from level J down to a coarser level J 0 is performed as
So, we have the wavelet representation of a function as follows
For the functions with isolated small scales on a largescale background, the most coefficients are very small. For the second-generation wavelet, every wavelet is uniquely associated with a grid point, and thus grid adaption is simply based on the analysis of wavelet coefficients; i.e., at any given iteration step of solving for optimal control problem, the used grid points consist of points corresponding to wavelets whose coefficients are greater than a given threshold ε, which is the parameter controls the accuracy of the solution.
B. SECOND-GENERATION WAVELETS AND TRANSFORM
Second-generation wavelets are a generalization of biorthogonal wavelet, but not have the translation and dilation invariance of their bi-orthogonal companion. For completeness of presenting the mesh adaptation method for solving optimal control problem, second-generation wavelets are shortly introduced in this section. The completely and strictly discussion of second-generation wavelets can be found in [22] and [16] .
In the multi-resolution analysis of second-generation wavelets, a function f (t) ∈ L 2 can be approximated on some certain level of J as follows
where φ is the scaling function and ψ is wavelet function; c and d are scaling coefficient and wavelet coefficient. If the level of resolution J is high sufficiently such that all scales are adequately resolved, then the error f (t) − f J (t) ∞ can be negligible in the sense that it is of the same order truncation of the machine. Then f J (t) is given a good approximation of original function f (t). For the mesh adaptation of optimal control problem, the function f (t) can be state function or control function.
The tool for constructing second-generation is the lifting scheme. In contrast to classical wavelets, the advantage of lifting scheme is that the wavelets can be designed for interval and irregular sampling. The construction of second-generation wavelet involves two building blocks, interpolating and lifting. They are all based on local polynomial interpolation on dyadic grids G j . Given a sampling f j k = f t j k , ∀t j k ∈ G j of x, the basic procedure of constructing second-generation wavelet is predicting the function value of f on F j by polynomial interpolation of degree 2N −1 and then update the function value on G j by polynomial interpolation of degree 2Ñ − 1. For the lifted interpolating wavelet, the forward wavelet transform can be depicted by [16] , [22] . 
where w j k,l andw j k,l are the interpolating coefficients from even points t j+1 2(k+l) to odd points t j+1 2k+1 and from odd points t j+1 2k+2l+1 to even points t j+1 2k respectively. The above coefficients can be determined by the lifting interpolating scheme. In the numerical implementation, there are three steps for forward wavelet transform, i.e. splitting, interpolating (or prediction), and lifting (or update) [22] .
The order of interpolating polynomial used in this paper is N =Ñ = 2, the corresponding interpolating weights and update weights are illustrated in Table 1 and Table 2 . An example of scale function and wavelet function of the lifted interpolating wavelet is shown in Figure 2 and Figure 3 . 
C. MESH ADAPTATIVE METHOD
For the optimal control problem with irregularities or discontinuities in the control function, it is desired to get an accurate solution with fewer collocation points. The basic idea is to use denser collocation around the discontinuities, and use sparse in other area. In this research, the second-generation wavelets and the mesh adaptative method based on it are employed to achieve this purpose.
Consider the control function u (t) defined on a closed interval [0, 1]. The second-generation wavelets are constructed on a set of grids,
where grid points t j k can be uniformly or non-uniformly spaced, satisfying t j k = t j+1 2k . The grid guarantees the nestingness, i.e., G j−1 ⊂ G j . According to the construction method of the second-generation wavelets, u (t) can be represented approximately by scale function φ j k (t) k ∈ K j and wavelet ψ j l (t) l ∈ L j such that on each level of resolution [21] ,
The absolute of the wavelet coefficients represent the local smooth property of a function. If the function is smooth in local, then the corresponding wavelets coefficient will small. For the function with local irregularities or discontinuities, most of the coefficients will be small excepting that around the irregularities. Therefore, well approximation can be achieved even though discarding wavelets with small coefficient.
The approximation based on the second-generation wavelets can be denoted as a sum of two terms contains wavelets whose coefficients are above and below the given threshold ε [21] .
in which
According to the above approximation, all grid points t j k associated with wavelets d j i > ε are collected, i.e.
It is noted that for a function with localized structures or nonsmoothness, the number of G j ε would be much small than that of G j . Each scaling function φ j k (t) is uniquely associated with t j k , while each wavelet ψ j k (t) is uniquely associated with t j 2l+1 . Therefore, after the wavelet decomposition, each grid point on G J is associated with either the wavelet or the scaling function at the coarsest level of resolution. According these relations, the fewest grid points can be determined. Besides, the points associated with wavelets belonging to an adjacent zone should be included in the computational grid in order to improve the accuracy of the solution [16] . It is said that the wavelet ψ j l (t) belongs to the adjacent zone of wavelet ψ j l (t), if they satisfy the following relations,
where L determines the level of resolution extent to, and M defines the width of the adjacent zone in the same level of resolution. Given the value on finest grid G J of control function u J k , the procedure for obtaining the new grid points based on adaptive method is as follows.
(1) Perform the forward wavelet transform on u J k , obtain the scaling coefficients c 0 k (k ∈ K ) and the wavelet coefficients d j l (l ∈ L, 0 ≤ j ≤ J − 1) on each resolution level.
(2) Analyses wavelet coefficients for control function, and create a mask M for the grid points t j k associated with wavelets which have magnitude d j l larger than ε.
(3) Extend the mask M to the grid points in the adjacent zone.
(4) Increment j by 1, then according to the above the mask M construct the computational grid points G j ε which will be used for the next step of optimization.
In the above step, the method adaptively removes the grid points from the region where the solution is smooth at the coarser level, and adds new grid points for the region where the previous control function has non-smoothness.
The compression and reconstruction of the smooth function with sharp transitions are tested with the following two functions. (1) smooth function with local structure
(2) discontinuities function common in bang-bang control
The distribution of the significant wavelet coefficients d j k ≥ ε with J 0 = 3, J = 12, N =Ñ = 2, L = M = 1 and ε = 10 −3 is plotted in Figure 4 . For the first test, the max level of resolution is 9, the number of significant wavelet coefficients is 65; for the second test, the max level of resolution is 12, the number of significant wavelet coefficients is 83. Table 3 and Table 4 gives the approximation error (maximum norm of error function), retained number of wavelet coefficients and max level of resolution for the two test functions.
D. ITERATIVE PROCEDURE
Using the mesh adaptation method described above, the grid points automatically adapt to any non-smoothness in the control function. The procedure for solving optimal control problem is as follows:
Step1: Initialization Set the coarsest and finest level of resolution J 0 , and J max , the threshold ε, and wavelet adjacent parameter L and M .
Give an initial guess for state x and control u associated with collocation points on G J 0 .
Set the stop condition, j > J max or the grid points are the same for two close iterations.
Step2: Solve the NLP problem given by Runge-Kutta transcription method with the initial guess using some well-known methods, i.e. SNOPT [23] , obtain the solution (state and control function).
Step3: Using the mesh adaptative method described in Section 3.3, obtain the new computational grid points G j ε . If the optimal control problem has multiple control variables, the grid points G j ε for each control variable are combined to a set of grid points.
Step4: Construct the new initial guess solution for G j ε . Step5: If the stop condition is satisfied, output the state and control; otherwise go to Step2. VOLUME 7, 2019 In Step1, the solution should converge fast, because the NLP problem was solved on the coarsest grid with fewest grid points. However, this rough solution on the coarsest grid may not be accurate enough. In order to improve the accuracy close to the control non-smoothness, more points should be placed on the region where the control function of the previous solution has steep gradient, and put fewer grid points in the smooth regions. In Step4, the solution for state and control function of the previous iteration is set as the initial guess of the followed iteration. Additionally, the threshold ε is generally set as ε = α (u max − u min ). The main parameters are set as follows:
(1) For the discontinuous optimal control function, α is usually chosen as 0.005∼0.01; for the smooth optimal control function, α is usually chosen as 0.001∼0.005.
(2) For the most problems, J max should be no great than 10, corresponded finest mesh points is 1025.
The schematic of the proposed method, called AWC for optimal control (AWC-OC) is shown in Figure 5 .
IV. NUMERICAL EXAMPLES
Several examples are solved using the second-generation wavelet-based mesh adaptation method. All of the examples demonstrated in this section are taken from the open literature and were solved using the Runge-Kutta discretization. SNOPT [23] is employed as the NLP solver, and automatic differential toolkit Intlab [24] is used to compute the Jacobian matrix. All computations were performed on a computer with Intel (R) Core (TM) i3-2120 CPU 3.30 GHz 3.29 GHz, and 3.48 GB RAM.
A. BREAKWELL PROBLEM
Consider the following minimum-energy problem with a second-order state variable inequality constraint [25] . The problem is to find the control u (t) that minimizes the cost function
subject to the dynamic constraintṡ
the boundary conditions
and the state path constraint
where l is a positive real number, x and v are state variables. The optimal control u * (t) and optimal index J * can be given as follows:
(
The optimization is started with 17 points and linear initial guess. The threshold of wavelet coefficients is set to ε = 1 × 10 −3 (u max − u min ). The same problem is also solved using the global pseudospectral collocation method with open numerical optimal control codes GPOPS [26] . Both methods were tested on the same computer, and using the same initial guess.
The mesh adaptation history of AWC-OC method for the case with l = 0.1 is shown in Figure 6 . In the figure, the vertical solid line indicate the points of discontinuities in the analytical solution (at t = 0.3 and t = 0.7). It is can be seen that the grid points get denser around the two points with discontinuities in the control derivative after each iteration. The state and control function are shown in Figure 7 and 8 respectively. In these figures, the solid lines denote the analytical solution, and the marked lines denote the numerical solution. The line marked as '' * '' and ''+'' represent the state ''x'' and ''v'' respectively. Table 5 gives the results from AWC-OC and GPOPS for the Breakwell problem. In the table, N is the number of the final mesh, J − J * is the optimality error, and u − u * ∞ = max i |u i − u * (t i )| is the norm of the error between the discretized control {u i } N i=1 and the exact solution u * . The results showed that the optimality error of the GPOPS solution was about 10 −6 ∼ 10 −7 with a maximum control error about 10 −2 . AWC-OC method exhibited an optimality error at the order 10 −7 ∼ 10 −9 , and a maximum control error at the order of 10 −3 ∼ 10 −4 . The compared results showed that AWC-OC method proposed in this paper achieved a higher accurate solution than global pseudospectral collocation method by GPOPS.
B. MOON-LANDER PROBLEM
Consider the following optimal control problem, which is known in the literature as the moon-lander problem [9] , [27] . The problem is to find the time duration t f and control u (t) ∈ 0, t f to minimize the cost function
and the control path constraint
where t f is free, h and v are state variables, g is a constant, and is equal 1.5. The optimal solution to the moon-lander problem is ''bang-bang'' type with its minimum value for t < s * and its maximum value for t > s * , and given as v
where s * is given as
with
For the boundary conditions given in Equation (42) with g = 1.5, u max = 3, the analytically optimal solutions are s * , t * f =(1.415404, 4.164141) and J * = 8.2462. Figure 9 shows the time history of control of moon-lander problem for ε = 1×10 3 , and Figure 10 shows the distribution of adaptive points on each iteration of the proposed method. The problem is initialized with 17 uniform points. As the iteration continues, more dense points are located near the control discontinuity. After 7 iterations, the final number of grid points is 67. The numerical optimal solutions are (s * , t * f ) = (1.41540, 4.16414), and J * = 8.2462. The AWC-OC gives very precious solution. Then, the same problem is solved by GPOPS with 67 global collocation points. The optimized objective function is 8.24697, and the absolute error is 7.723×10 −4 . It can be seen that AWC-OC method can get more accurate solution than global pseudospectral collocation method by GPOPS by the same number of collocation points.
C. REORIENTATION OF AN ASTMMETRIC RIGID BODY
Two examples above are typical optimal control problems for testing mesh adaptation method. In this subsection, a more complex example taken from engineering is solved by AWC-OC.
Consider the following optimal control problem of reorientation of an asymmetric rigid body [7] , [28] . The problem is to find the control u(t) that minimizes the cost function
subject to the dynamic constraintṡ where σ T = [σ 1 , σ 2 , σ 3 ] T = tan φ 4 [e 1 , e 2 , e 3 ] T is the modified Rodrigues parameters (MRPs), where e 1 , e 2 , and e 3 are the components of the Euler axis vector, φ is the Euler axis rotational angle, ω T = [ω 1 , ω 2 , ω 3 ] is angular velocity vector. The moments of inertia are given by: J x = 5621 kg · m 2 , J y = 4547kg·m 2 , J z = 2364kg·m 2 , the Euler axis rotational angle is φ = 150
• . The problem is initialized with 17 uniform points, after seven iterations, the final number of grid points is 187. The thresholds for wavelet coefficients is ε i = 5 × 10 2 u imax − u imin (i = 1, 2, 3). Figure 11 shows the time history of modified Rodrigoues parameter and angular velocity, Figure 12 shows the time history of control, Figure 13 shows the distribution of adaptive points after each iteration of the method. The optimization objective function is 28.630408. The results are in good agreement with the reference [7] . It can be seen from the results that the mesh points get denser around the control discontinuity by using the mesh adaptation method based on second-generation wavelet.
It is noted that, the dimension of control is three, and the controls are independent each other for this problem. In the process of mesh adaptation, the mesh grids of each control are computed individually, and then combining the mesh grids. Therefore, there exists denser mesh in smooth region of control.
V. CONCLUSION
In this paper, a second-generation wavelet-based mesh adaptation method (AWC-OC) has been developed for numerically solving the optimal control problems. The Runge-Kutta discretization method is employed to convert the optimal control problem to nonlinear programming (NLP) problem, which can be solved by using standard nonlinear programming codes. To improve the solution accuracy of the optimal control problem, a sequentially iteration solving process is adopted. The non-uniform grid from the background uniform dyadic grids is determined by the proposed method.
The method has been applied to several examples having varying complexity. It can be seen that the method produces solutions with better accuracy than the global pseudospectral method. The method is demonstrated on a wide variety of applications, i.e. non-smooth solution and practical engineering optimal control problems.
