Abstract. This paper considers approximately sparse signal and low-rank matrix's recovery via truncated norm minimization min x x T q and min X X T Sq from noisy measurements. We first introduce truncated sparse approximation property, a more general robust null space property, and establish the stable recovery of signals and matrices under the truncated sparse approximation property. We also explore the relationship between the restricted isometry property and truncated sparse approximation property. And we also prove that if a measurement matrix A or linear map A satisfies truncated sparse approximation property of order k, then the first inequality in restricted isometry property of order k and of order 2k can hold for certain different constants δ k and δ 2k , respectively. Last, we show that if δ t(k+|T c |) < (t − 1)/t for some t ≥ 4/3, then measurement matrix A and linear map A satisfy truncated sparse approximation property of order k. Which should point out is that when T c = ∅, our conclusion implies that sparse approximation property of order k is weaker than restricted isometry property of order tk.
Introduction
The problem of sparse signal recovery naturally arises in genetics, communications and image processing. Prominent examples include DNA microarrays [23, 34] , wireless communications [27, 39] , magnetic resonance imaging [32, 40] , and more. In such contexts, we often require to recover an unknown signal x ∈ R n from an underdetermined system of linear equations
where b ∈ R m are available measurements, the matrix A ∈ R m×n (m < n) models the linear measurement process and z ∈ R m is a vector of measurement errors. The constrained l q minimization method estimates the signal x bŷ x = arg min where 0 < q ≤ 1 and B is a set determined by the noise structure. In this paper, we consider two types of bounded noises [6] . One is l p bounded noises [21] , i.e., B lp (η) = {z : z p ≤ η} (1.3)
for some constant η; and the other is motivated by Dantzig Selector procedure [14] , where B DS (η) = {z : A * z ∞ ≤ η}.
(1.4)
In particular, when B = {0}, it is the noiseless case.
For the l q -minimization problem (1.2), there are many works under the restricted isometry property [12, 13, 16, 17, 7, 8, 9] and under the null space property [20, 17, 37, 26, 24] . Let x k be the best k-sparse approximation vector of x and σ k (x) q be the error of best k-term approximation to the vector x in l q -norm. Specially, we should point out that in 2011, Sun [37] introduced the sparse approximation property where 0 < q, p, r ≤ ∞, which was called sparse Riesz property in [38] . And Sun [37] showed that the sparse approximation property is an appropriate condition on a measurement matrix to consider stable recovery of any compressible signal from its noisy measurements. We should point out that when q = 1 and p = 2, the sparse approximation property is equivalent to the l r -robust null space property [26, 24] x K r ≤ βk
where K is any subset of ⊂ {1, . . . , n} with |K| ≤ k. Here and what follows, x K is the vector equal to x on K and to zero on K c ; K c denotes the complementary set of K.
Although Basis Pursuit ((1.2) for q = 1) is much easy to solve, it requires significantly more measurements. In [41] , Wang and Yin proposed an iterative support detection (ISD) method that runs as fast as the best BP algorithms but requires significantly fewer measurements. From an incorrect reconstruction, support detection identifies an index set I containing some elements of supp(x) = {j : x j = 0}, and signal reconstruction solves min x x T 1 subject to Ax = b, (1.5) where T = I c . In fact, I (s+1) = supp(x (s) ) in the s-th iteration of ISD algorithm. In [41] , Wang and Yin also generalized the null space property to the truncated null space property
where T ⊂ {1, . . . , n} is any set with |T | = t, K ⊂ T with |K| ≤ k and v ∈ N (A), and introduced an efficient implementation of ISD for recovering signals with fast decaying distributions of nonzeros from compressive sensing measurements. Later, in her Dissertation, Zhang [43] considered the model (1.5) in generalized casetruncated l q -minimization with noise min x x Tsubject to Ax − b 2 ≤ ε, (1.6) where 0 < q ≤ 1. Via restricted isometry property (RIP), she got a stable recovery of x by (1.6). By the fact that the sparse approximation property is an additional strengthening of null space property in noisy case and is weaker than restricted isometry property, therefore we consider the following question. Question 1.1. Whether can we introduce the truncated sparse approximation property for matrix A and get a stable recovery of any compressible signal from its noisy measurements via the model
(1.7)
where 0 < q ≤ 1.
In this paper, we give affirmative answer for this question. We introduce the truncated sparse approximation property with l p -norm constraint b − Ax p and Dantzig selector constraint A * (b − Ax) ∞ , and get a stable recovery of signal x via (1.7).
On the other hand, a closely related problem to compressed sensing is the low-rank matrix recovery, which aims to recover an unknown low-rank matrix based on its affine transformation
where X ∈ R m×n is the decision variable and the linear map A : R m×n → R l , z ∈ R l is the measurement error and vector b ∈ R l is given. Low-rank matrices arise in an incredibly wide range of settings throughout science and applied mathematics. To name just a few examples, we commonly encounter low-rank matrices in contexts as varied as: ensembles of signals [19, 1] , system identification [31] , adjacency matrices [30] , distance matrices [4, 5, 36] and machine learning [2, 33, 22] . Assume that the singular value decomposition of X is X = U ΛV T = U diag(λ(X))V T and l = min{m, n}, where λ(X) = (λ 1 , . . . , λ l ) is the vector of singular values of the matrix X with λ 1 ≥ λ 2 ≥ · · · ≥ λ l ≥ 0. Let X Sp := λ(X) p = l j=1 |λ j (X)| p 1/p denote the Schatten p-norm of matrix X, We should point out that X S 1 = X * the nuclear norm, X S 2 = X F the Frobenius norm and X S∞ = X 2→2 the operator norm. In 2010, Recht, Fazel and Parrilo [35] generalized the restricted isometry property (RIP) from vectors to matrices and showed that if certain restricted isometry property holds for the linear transformation A, the minimum-rank solution can be recovered by solving the minimization of the nuclear norm min X X * subject to A(X) = b.
Later, the low-rank matrix recovery problem has been studied by many scholars, readers can refer to [18, 7, 8, 9, 10, 45, 46] under matrix restricted isometry property and [26, 28] under rank null space property. Now, a corresponding question is as follows.
Question 1.2.
Whether can we introduce a truncated rank null space property, even a truncated rank sparse approximation property for linear map A and obtain a stable recovery of the approximately low-rank matrix X from its noisy measurements via the model 9) where X T Sq = j∈T |λ j (X)| q 1/q = l j=l−t+1 |λ j (X)| q 1/q and 0 < q ≤ 1. Our answer to this question is also affirmative. Our paper is organized as follows. In Section 2, we introduce truncated sparse approximation property for vector and matrix, respectively, and establish a stable recovery of approximately sparse signals and low-rank matrices. In Section 3, we show that if a measurement matrix A satisfies truncated sparse approximation property of order k, then the first inequality in restricted isometry property of order k and of order 2k hold for certain different constants δ k and δ 2k , respectively. And, we also show that if measurement matrix A satisfies restricted isometry property with δ t(k+|T c |) < (t − 1)/t, then A also satisfies truncated sparse approximation property of order k. We note that when T c = ∅, this conclusion implies that the (l 2 , l 1 ) − l 2 sparse approximation property of order k and and (l 2 , l 1 ) − Dantzig selector sparse approximation property of order k is weaker than restricted 2-isometry property of order tk. And these relationships between the restricted isometry property and truncated sparse approximation property also hold for linear map A. Finally, we summarize our conclusions and discuss the drawbacks of our results and file out some proper directions for coming study in Section 4.
Truncated sparse approximation property and Stable Recovery
In this section, we will introduce t-truncated (l r , l q ) − l p sparse approximation property and t-truncated (l r , l q ) − Dantzig selector sparse approximation property of order k for measurement matrix A, and get stable recovery of signal x from (1.7) for B = B lp (η) and B = B DS (η). And we also introduce truncated rank sparse approximation property and establish the same stable recovery for approximately low-rank matrices. Firstly, we consider the vector case.
Vector Case
We introduce the following t-truncated sparse approximation property. Definition 2.1. Let 0 < p, r ≤ ∞ and 0 < q < ∞. An m×n matrix A satisfies t-truncated (l r , l q ) − l p sparse approximation property of order k with constants D and β if
holds for all sets T ⊂ {1, . . . , n} with |T | = t, and all sets K ⊂ T -the index set of the k largest (in magnitude) coefficients of x T . And an m × n matrix A satisfies the t-truncated (l r , l q ) − Dantzig selector sparse approximation property of order k with constants D and β if
holds for all sets T ⊂ {1, . . . , n} with |T | = t, and all sets K ⊂ T -the index set of the k largest (in magnitude) coefficients of x T .
Next, we give out a proposition and a remark about truncated sparse approximation property.
Proposition 2.2. Let 0 < p, r ≤ ∞ and 0 < q < ∞ and matrix A satisfies t-truncated (l r , l q ) − l p sparse approximation property of order k with t = |T |, constants D and β.
(1) For anyT ⊆ T with |T | =t ≥ t, matrix A also satisfiest-truncated (l r , l q ) − l p sparse approximation property of order k with constants D and β.
(2) For anyk ≤ k, matrix A also satisfies t-truncated (l r , l q ) − l p sparse approximation property of orderk with t = |T |, constants D and β.
And for t-truncated (l r , l q ) − Dantzig selector sparse approximation property of order k, we have same results.
Proof. Assume that matrix A satisfies t-truncated (l r , l q ) − l p sparse approximation property of order k with t = |T |, constants D and β, then by the definition, we have
holds for all sets T ⊂ {1, . . . , n} with |T | = t, and all sets K ⊂ T -the index set of the k largest (in magnitude) coefficients of x T . For any |T | =t ≥ t withT ⊆ T , one can get
which implies that matrix A also satisfiest-truncated (l r , l q ) − l p sparse approximation property of order k with constants D and β. And for anyk ≤ k, letK ⊂ T -the index set of thek largest (in magnitude) coefficients of x T , then we have
And for for t-truncated (l r , l q )−Dantzig selector sparse approximation property of order k, the proof is similar and we omit it here.
When r = q = 1, it is equivalent to the t-truncated null space property which was introduced in [41] .
Next, we consider the model (1.1) in the setting where the observations contain noise and the signal is not exactly k-sparse. Theorem 2.4. Consider the signal model (1.1) with z p ≤ ε and supposex lp is the minimizer of (1.7) with B = B lp (η) defined in (1.3) for some η ≥ ε. Let 0 < q ≤ 1, q ≤ r ≤ ∞, 1 ≤ p ≤ ∞. If measurement matrix A satisfies t-truncated (l r , l q ) − l p sparse approximation property of order k with constants D ∈ (0, ∞) and β ∈ (0, 1), then
if q < r, and
Consider the signal model (1.1) with A * z ∞ ≤ ε and supposex DS is the minimizer of (1.7) with B = B DS (η) defined in (1.4) for some η ≥ ε. Let 0 < q ≤ 1 and q ≤ r ≤ ∞. If measurement matrix A satisfies t-truncated (l r , l q )−Dantzig selector sparse approximation property of order k with constants D ∈ (0, ∞) and β ∈ (0, 1), then we have
and
Before proving Theorem 2.4, we first state an auxiliary lemma.
where K is the index set of k largest (in magnitude) coefficients of x T .
Proof. Since x T≤ x T, one can get
Proof of Theorem 2.4. We finish our proof via the following seven steps.
Step 1. Tube constraint and cone constraint Let v =x lp − x, we have
Let K denote the index set of k largest (in magnitude) coefficients of x T . By Lemma 2.5, we have
Step 2. Partition the set {1, . . . , n}.
Next, we estimate v T c , v T ∩K and v T ∩K c , respectively.
Step 3. Estimate v T ∩K . By the t-truncated (l r , l q ) − l p sparse approximation property, we have
where the third inequality follows by (2.8). Therefore, we obtain
by 0 < β < 1.
Step 4. Estimate v T ∩K c . Combining (2.8) with (2.10) yields
And by (2.10), we have
Step 5. Estimate v T c . Our idea of proving this part comes from [41, Theorem 3.3] . Let
Case 1:
Case 2:
Then t-truncated (l r , l q ) − l p sparse approximation property leads us to conclude that
Combining Case 1 and Case 2, and using (2.11), we have
Step 6. Obtain conclusions for B = B lp (η). Forr = r, an application (2.13) (2.10) and (2.12) to (2.9) yields
which obtain the inequality (2.4). Forr = q < r, by (2.13), (2.10) and (2.11), we have
which finish the inequality (2.5). Last, we turn our attention to prove inequality (2.6). For r = q, applying (2.13) (2.10) and (2.11) to (2.9), one can get
Step 7. Inequalities for Dantzig selector.
In the case of noise type B DS , define v =x DS − x. we can obtain
and (2.2) instead of (2.7) and (2.1), respectively. The following steps are similar with the case of noise type B lp , we omit it here.
For r = q, we have a sufficient and necessary condition for guaranteeing truncated sparse approximation property, which is similar to the conclusion of classic robust l q -null space property, see [26, Chapter 4.3] . We omit the proof details. 
holds for all vectors y, x ∈ C n .
(2) The m × n measurement matrix A satisfies t-truncated (l q , l q ) − Dantzig selector sparse approximation property of order k with t = |T |, constants D ∈ (0, ∞) and β ∈ (0, 1) if and only if
Last, we will show that if there exists a stable recovery for compressible signal x, then the measurement matrix A also posses the truncated sparse approximation property for r = p. Theorem 2.7. Let 0 < q, p ≤ ∞. If the error between the given vector x and the solution x of (1.7) satisfies
17)
where B 1 , B 2 are positive constants independent of ε, η and x, and |T | = t, then
, and hence A satisfies the t-truncated (l p , l q ) − l p sparse approximation property of order k with constants B 1 and B 2 , or the t-truncated (l p , l q ) − l p sparse approximation property of order k with constants B 1 and B 2 .
Proof. We observe that zero vector is the solution of truncated l q -minimization problem (1.7) with η = 0 and ε = Ax p or ε = A * Ax ∞ , and b = Ax for any x ∈ R n . Therefore the truncated sparse approximation property follows from (2.17) immediately.
Remark 2.8. In [41] , Wang and Yin proposed an iterative support detection (ISD) method to compute truncated ℓ 1 minimization (1.5). And in her Dissertation, Zhang [43] proposed a ℓ q -iterative support detection method to compute truncated ℓ q minimization (1.7) with B = B l 2 (η). Now another important question is that wether there exists a algorithm to compute truncated ℓ q minimization (1.7) with B = B DS (η) or B = B lq (η) for 0 < q ≤ 1? This is one direction of our future research.
Matrix Cases
Now, we consider the matrix case. First, we introduce t-truncated rank sparse approximation property as follows.
Definition 2.9. Let 0 < p, r ≤ ∞ and 0 < q < ∞. A linear map A satisfies t-truncated (l r , l q ) − l p rank sparse approximation property of order k with constants D and β if
18)
holds for all sets T ⊂ {1, . . . , min{m, n}} with |T | = t, and all sets K ⊂ T -the index set of the k largest (in magnitude) coefficients of λ(X) T . And a linear map A satisfies the t-truncated (l r , l q ) − Dantzig selector rank sparse approximation property of order k with constants D and β if
holds for all sets T ⊂ {1, . . . , min{m, n}} with |T | = t, and all sets K ⊂ T -the index set of the k largest (in magnitude) coefficients of λ(X) T .
Let's consider the matrix recovery model (1.8) in the setting where the observations contain noise and matrix is not exactly k-low-rank. Theorem 2.10. Consider the matrix model (1.8) with z p ≤ ε and supposeX lp is the minimizer of (1.9) with B = B lp (η) defined in (1.3) for some η ≥ ε. Let 0 < q ≤ 1, q ≤ r ≤ ∞, 1 ≤ p ≤ ∞. If linear mapping A satisfies t-truncated (l r , l q ) − l p sparse approximation property of order k with t = |T |, constants D ∈ (0, ∞) and β ∈ (0, 1), then
Consider the matrix model (1.8) with A * (z) S∞ ≤ ε and supposex DS is the minimizer of (1.9) with B = B DS (η) := {z ∈ R l : A * (z) S∞ ≤ η} for some η ≥ ε. Let 0 < q ≤ 1 and q ≤ r ≤ ∞. If linear mapping A satisfies t-truncated (l r , l q ) − Dantzig selector sparse approximation property of order k with t = |T |, constants D ∈ (0, ∞) and β ∈ (0, 1), then we have
To prove the results of matrix recovery, we need following lemma, which q = 1 comes from [35 Lemma 2.11. Let 0 < q ≤ 1. Let X, Y ∈ R m×n be matrices with X T Y = O and XY T = O, then the following holds:
In order to get the cone constraint for matrix's Schatten norm, we also need the following lemma which was gave by Yue and So in [42] and Audenaert [3] . Lemma 2.12. Let X, Y ∈ R m×n be given matrices. Suppose that f : R + → R + is a concave function satisfying f (0) = 0. Then, for any k ∈ {1, . . . , min{m, n}}, we have
Sq , then we have
where K is the index set of k largest (in magnitude) coefficients of λ(X) T Proof. By X T q Sq ≤ X T q Sq and Lemma 2.11, one can get
Since x → |x| q is concave on R + for any q ∈ (0, 1], by taking f (·) = (·) q in above Lemma 2.12, we immediately obtain
Therefore,
The proof of these results of matrix case are similar to the vector case and we omit them here.
Conversely, if there exists a stable recovery of approximately low-rank matrix X, then the linear map A also posses the truncated sparse approximation property of r = p. Theorem 2.14. Let 0 < q, p ≤ ∞. If the error between the given matrix X and the solutionX of (1.9) satisfies
23)
and hence A satisfies the t-truncated (l p , l q ) − l p rank sparse approximation property of order k with constants B 1 and B 2 , or the t-truncated (l p , l q ) − Dantzig-selector rank sparse approximation property of order k with constants B 1 and B 2 .
Truncated sparse approximation property and Restricted Isometry Property
In this section, we will consider the relationship between the restricted isometry property and truncated sparse approximation property. First, we recall the definition of restricted p-isometry property, which was introduced in [12] for p = 2 and in [16] for 0 < p ≤ 1.
Definition 3.1. For an matrix A, k > 0, and 0 < p ≤ 1 or p = 2, the k-th restricted p-isometry constants δ k = δ k (A) is the smallest numbers such that
for all x such that x 0 ≤ k.
And the matrix-restricted 2-isometry property was first introduced by Recht, Fazel and Parrilo in [35] . Later, it was extended to matrix-restricted p-isometry property for 0 < p ≤ 1 by Zhang, Huang and Zhang in [44] . Definition 3.2. Let 0 < p ≤ 1 or p = 2, A : R m×n → R l be a linear map. Without loss of generality, assume m ≤ n. For every integer k with 1 ≤ k ≤ min{m, n}, define the matrix k-th restricted p-isometry constant to be the smallest number δ k = δ k (A) such that
holds for all matrices X of rank at most k.
Truncated sparse approximation property implies the first inequality in Restricted Isometry Property
Firstly, we show that if a measurement matrix satisfies truncated sparse approximation property of order k, then the first inequality in restricted isometry property of order k and of order 2k hold for certain different constants δ k and δ 2k , respectively.
(1) If a matrix A satisfies t-truncated (l r , l q ) − l p sparse approximation property of order k with t = |T |, constants D ∈ (0, ∞) and β ∈ (0, 1), then for all x ∈ Σ k (T ) = {x ∈ R n :
where
and for all x ∈ Σ 2k (T ),
(2) If a matrix A satisfies t-truncated (l r , l q )−Dantzig-selsector sparse approximation property of order k with t = |T |, constants D ∈ (0, ∞) and β ∈ (0, 1), then for all x ∈ Σ k (T ),
3)
where C 1 and C 2 are the constants in above (1).
Proof. We only prove part (1). Let K denotes the index set of the k largest (in magnitude) coefficients of x T . (a). First, we deal with k-sparse vector. Take a k-sparse vector x T ∈ R n , then
Similar to the
Step 5 of the proof of Theorem 2.4, we can get
(b). Next, we consider the 2k-sparse vector. Take a 2k-sparse vector x T ∈ R n , we can write
where K 1 , K 2 ⊂ T with x K j 0 ≤ k for j = 1, 2 and K 1 ∩ K 2 = ∅, then we have
The t-truncated (l r , l q ) − l p sparse approximation property leads us to conclude that 6) where i, j ∈ {1, 2} and i = j. Therefore, we can get
On the other hand, similar to the Step 5 of the proof of Theorem 2.4, we also can get
and by (3.7), we get
Therefore, we can obtain a upper bound for x T c q r as follows
Therefore, combining (3.7) and (3.8), we can get
Remark 3.4. When p = 2 or 0 < p ≤ 1, and r = 2, we can obtain from Theorem 3.3 that if measurement matrix A has the t-truncated (l r , l q ) − l p sparse approximation property or t-truncated (l r , l q ) − Dantzig-selsector sparse approximation property of order k with t = |T |, constants D ∈ (0, ∞) and β ∈ (0, 1), then the first inequality in the restricted isometry property of order k and of order 2k hold for constants δ = 1 − 1/(C 1 ) p/q and δ = 1 − 1/(C 2 ) p/q , respectively.
Restricted Isometry Property implies Truncated sparse approximation property
In this subsection, we will show that the truncated sparse approximation property of order k can be deduced from the restricted 2-isometry property with δ tk < (t − 1)/t for some t ≥ 4/3. And especially when T c = ∅-the classic case, it shows us that the (l 2 , l 1 ) − l 2 sparse approximation property of order k and and (l 2 , l 1 ) − Dantzig selector sparse approximation property of order k is weaker than restricted 2-isometry property of order tk. Our main result can be stated as follows.
where u j is t − 1)(k + |T c |) − k ′ -sparse and
Hence,
We observe that
(3.11)
Owing to
therefore we take δ = δ t(k+|T c |) . By
, we give a upper bound estimate for the left-hand side of (3.10) as follows
On the other hand, by restricted isometry property, the right-hand side of (3.10) is bounded from below by 1 4δ
where the last inequality follows by (3.9) . Combining the two bounds gives
which is equivalent to
As a result, we obtain
which are the desired inequalities with
t , and with
Consider the signal model (1.1) with A * z ∞ ≤ ε and letx DS is the minimizer of (1.2) with B = B DS (η) defined in (1.4) for some η ≥ ε. If measurement matrix A has restricted 2-isometry property of order tk with δ tk < (t − 1)/t for some t ≥ 4/3, then
Remark 3.10. It also should be point out that Zhang and Li [45] gave a complete answer to the conjecture on restricted isometry property constants δ tk (0 < t < 4/3) which was proposed by Cai and Zhang [9] . They showed that when 0 < t < 4/3, the condition δ tk < t/(4 − t) is sufficient to guarantee the exact recovery for all k-sparse signals in the noiseless case via the constrained ℓ q -norm minimization for 0 < q ≤ 1 and these bounds are also sharp.
We propose the following conjecture.
Conjecture 3.11. If A has restricted 2-isometry property of order tk with δ tk < (4 − t)/t for some t ∈ (0, 4/3) , then A satisfies (l 2 , l 1 ) − l 2 sparse approximation property of order k with certain constants 0 < γ < 1 and 0 < D 3 < ∞, and (l 2 , l 1 ) − Dantzig selector sparse approximation property of order k with certain constants 0 < γ < 1 and 0 < D 4 < ∞.
Remark 3.12. We should point out that the above Theorem 3.5, Theorem 3.6 Theorem 3.9 and Theorem 3.3 also hold for matrix case.
Conclusions and Discussion
To solve truncated norm minimization (1.7) or (1.9) with noise, we introduce truncated sparse approximation property, and obtain the stable recovery of signals and matrices under the truncated sparse approximation property (see Theorem 2.4 and Theorem 2.10). When we investigate the relationship between the truncated sparse approximation property and restricted isometry property, we find that if a measurement matrix satisfies truncated sparse approximation property of order k, then the first inequality in restricted isometry property of order k and of order 2k hold for certain different constants δ k and δ 2k , respectively (see Theorem 3.3). And we also find that the truncated sparse approximation property of order k can be deduced from the restricted isometry property with δ tk < (t − 1)/t for some t ≥ 4/3 (see Theorem 3.5). And especially when T c = ∅-the classic case, it shows us that the (l 2 , l 1 ) − l 2 sparse approximation property of order k and and (l 2 , l 1 ) − Dantzig selector sparse approximation property of order k is weaker than restricted 2-isometry property of order tk. And combining this result with [37, Theorem 1.1], we get the stable recovery of signals and matrices under the restricted isometry property of order tk with δ tk < (t − 1)/t for some t ≥ 4/3 (see Theorem 3.9), which is the same as [9, Theorem 2.1] but with different constants. Therefore, these results in our paper may guide the practitioners to apply robust null space property in compressed sensing, low-rank matrix recovery and sparse phase retrieval, especially in truncated norm minimization problem.
However, Zhang and Li [45] showed that for 0 < t < 4/3, the condition δ tk < t/(4 − t) is sufficient to guarantee the exact recovery for all k-sparse signals in the noiseless case via the constrained l q -norm minimization and these bounds are also sharp. Whether the truncated sparse approximation property of order k can be deduced from the restricted isometry property with δ tk < t/(4 − t) for some 0 < t < 4/3? But our method in Theorem 3.5 may not fit for this question. This is one direction of our future research (see Conjecture 3.11) . And another question is there exist't any algorithm for computing truncated ℓ q minimization (1.7) with B = B DS (η) or B = B lq (η) for 0 < q ≤ 1 (see Remark 2.8)? This is anther direction of our future research.
