In this paper, we provide a model-free test for asymmetric correlations that suggest stocks move more often with the market when the market goes down than when it goes up. We also provide such tests for asymmetric betas and covariances. In addition, we evaluate the economic significance of incorporating asymmetries into investment decisions. Applying our methodology to three sets of portfolios grouped by size, by Fama and French's size and book-to-market, and by industry, we find that asymmetries are evident in sample estimates, but they are statistically significant primarily for small size portfolios. Nevertheless, asymmetries are of substantial economic importance. A mean-variance investor can achieve over 2% annual certainty-equivalent gains when he switches from a belief in symmetric stock returns into a belief in asymmetric ones.
Introduction
Recently, there have been a number of studies on the asymmetric characteristics of asset returns. Ball and Kothari (1989) , Schwert (1989) , Conrad, Gultekin and Kaul (1991) , Cho and Engle (2000) and Bekaert and Wu (2000) , among others, document asymmetries in covariances, in volatilities and in betas of stock returns. Harvey and Siddique (2000) analyze asymmetry in higher moments.
Of particular interest to this paper are the asymmetric correlations of stock returns with the market indices. This line of research includes Karolyi and Stulz (1996) , Ang and Bekaert (2000) , Longin and Solnik (2001), , and Bae, Karolyi and Stulz (2003) . In particular, Login and Solnik (2001) find that international markets have greater correlations with the US market when it is going down than when it is going up. study the correlations between stock portfolios and the US market, and find also strong asymmetric correlations. The study of asymmetric correlations is important for several reasons. First, hedging relies crucially on the correlations between the assets hedged and the financial instruments used. The presence of asymmetric correlations can potentially cause problems in hedging effectiveness. More importantly, though the standard mean-variance investment theory advises portfolio diversification, the value of this advice might be questionable if all the stocks tend to fall as the market falls.
However, assessing asymmetric correlations is not an easy matter. Stambaugh (1995) , Boyer, Gibson and Loretan (1999) , and Forbs and Rigobon (2002) find that when a computed correlation is conditional on some variables being high or low, that correlation is a biased estimator of the unconditional correlation by construction. Therefore, even if one obtains from the real data a conditional correlation that is much higher than the unconditional sample correlation, it is not sufficient to claim the existence of asymmetric correlations. A formal statistical test must be used to account for both sample variations and the bias induced by conditioning. seem the first to propose such a formal test. Given a statistical model for the data, their test compares the sample conditional correlations with those implied by a model. If there is a large difference, then the data cannot be explained by the model. Despite the novelty of their test, however, it answers only the question of whether the asymmetry can be explained by a given model, leaving unanswered the question of whether the data is asymmetric at all.
The first contribution of this paper, then, is to propose a test to address whether the data is at all asymmetric in correlation. This test has several appealing features. First, it is modelfree. One can use the test without having to specify a statistical model for the data. This is an advantage because a rejection of symmetry may be due to the rejection of a specified model rather than to the symmetry itself. As a result, if symmetry is rejected by our test, then the data cannot be modelled by any symmetry distributions (under standard regularity conditions). Second, like test, our test is not limited to the normality assumption, but allows for general distributional assumptions, such as GARCH, on the possible distributions of the data.
Third, the test statistic is easy to implement, and its asymptotic distribution follows a standard chi-square distribution under the null hypothesis of symmetry. Therefore, our proposed test can be straightforwardly applied to a variety of areas to provide insights on assessing whether there are statistically significant asymmetric correlations.
While symmetric correlations seem obviously important from a management perspective in hedging risk exposures, betas are closely related to asset pricing theories, and useful in understanding the riskiness of the associated stocks. Ball and Kothari (1989) , Conrad, Gultekin and Kaul (1991) , Cho and Engle (2000) and Bekaert and Wu (2000) , among others, document asymmetries in the betas of stock returns, but there are no formal statistical tests. The second contribution of this paper, then, is to adapt the correlation symmetry test to obtain a model-free test of beta symmetry. In addition, we also develop such a test for symmetric covariances. This is of interest because covariances are usually the direct parameter inputs for optimal portfolio choice, while betas are primarily useful in understanding the systematic risks associated with the stock market/factors in general.
However, the presence of a statistically significant asymmetry may not necessarily be economically important, and vice versa. The third contribution of the paper is to provide an easy and yet informative method to assess the economic importance of asymmetry. For this purpose, we consider the portfolio choice problem of an expected utility-maximizing investor who is uncertain about whether there exists asymmetry in the stock returns. This problem is chosen because it is one of the most asked questions in practice, and is the problem to which asset pricing theory has the most assertions and suggestions. In the spirit of Kandel and Stambaugh (1996) and Pástor and Stambaugh (2000) , we ask what utility gains an investor can achieve if he switches from a belief in symmetric returns into a belief in asymmetric ones. When he believes in symmetric returns, we assume the investor invests in Fama and French's (1993) 25 portfolios and the associated factors, and chooses his optimal portfolio in the usual way based on the Fama-French three-factor model.
On the other hand, if he believes in asymmetric returns, he would choose his optimal portfolio by incorporating the asymmetric characteristics into the decision making. A simple idea for incor-porating asymmetries is to introduce a factor to remove the asymmetries from the returns before using the Fama-French three-factor model. This in effect amounts to adding one additional factor into the three-factor model to have a four-factor model. Ideally, this additional factor should be chosen to capture all the asymmetries, but doing so is clearly not feasible. Ang, Chen and Xing (2002) suggest a downside correlation factor shown useful in capturing correlation asymmetry. We will use this factor as the starting point. Because the construction of an asymmetry factor may not be limited to sorting by correlations, we also form alternative factors based on sorting by covariances. Then, any utility gains beyond that of using the Fama-French three-factor model may be interpreted as a measure for the economic gain of an investor who switches from a belief in symmetric returns into a belief in asymmetric ones.
Empirically, when applying the above methodology to three sets of portfolios grouped by size, by Fama and French's size and book-to-market, and by industry, we find that sample estimates show asymmetric correlations in all three sets of portfolios, but the asymmetric correlations are only statistically significant for the smallest size portfolio (out of the usual 10 sizes) at monthly frequency, and for the 4 smallest sizes at daily frequency. While the results of asymmetric betas are similar, there are in general many more asymmetries in the covariances. For example, the hypothesis of symmetric correlations or symmetric betas cannot be rejected for both daily and weekly industry returns, but covariance symmetry can be rejected strongly. In terms of economic value, we find that a mean-variance investor can achieve over 2% certainty-equivalence gains when he switches from a belief in symmetry into a belief in asymmetry.
The remainder of the paper is organized as follows. Section 2 provides statistical tests for various symmetries. Section 3 discusses portfolio decisions by incorporating asymmetries. Section 4 applies the proposed approach to the size, to Fama-French and to industry portfolios to assess asymmetries and their economic value. Finally, section 5 concludes.
Symmetry tests
In this section, we motivate and provide three model-free symmetry tests. The first tests symmetry in correlations, and the other two test symmetry in betas and covariances. Their intuition and distributional results are provided here, while their small properties are studied later in light of the data and applications.
Test for correlation symmetry
Let {R 1t , R 2t } be the returns on two portfolios in period t. Following Login and Solnik (2000) and , we consider the exceedance correlation between the two series. A correlation at an exceedance level c is defined as the correlation between the two variables when both of them exceed c standard deviations away from their means, respectively,
where, following and many others in the asymmetry literature, the returns are standardized to have zero mean and unit variance so that the mean and variance do not appear explicitly in the right hand side of the definition, making easy both the computation and statistical analysis. The null hypothesis of symmetric correlation is
That is, we are interested in testing whether the correlation between positive large returns of the two portfolios is the same as that between negative large returns of the two portfolios. As pointed out in the introduction, this null hypothesis is of interest for its important implications on investment diversification and risk management. If the null hypothesis is rejected, there must exist asymmetric correlations. The alternative hypothesis is
Login and Solnik (2000) use extreme value theory to test whether ρ + (c) or ρ − (c) is zero as c becomes extremely large. In contrast, provide a more direct test of the symmetry hypothesis. For a set of random samples, {R 1t , R 2t } T t=1 , of size T , the exceedance correlations can be estimated by their sample analogues,
That is,ρ + (c) andρ − (c) are the standard sample correlations computed based on only those data that satisfy the tail restrictions. Based on these sample estimates, propose an H statistic for testing symmetry: 
must be close to zero. It can be shown (see the Appendix) that, under the null of symmetry, this vector has an asymptotic normal distribution with mean zero and a positive definite variance-covariance matrix Ω for all possible true distributions of the data satisfying some regularity conditions.
To construct a feasible test statistic, we need to estimate Ω. Let T + c be the number of the observations for which both R 1t and R 2t are larger than c simultaneously. Then the sample means and variances of the two conditional series are easily computed,
where 1(·) is the indicator function. As a result, we can express the sample conditional correlation ρ + (c) asρ
where
Clearly, we can have a similar expression forρ − (c).
Then, under general conditions, a consistent estimator of Ω is given by the following almost surely positive definite matrix,Ω
whereγ l is an N × N matrix with (i, j)-th element
and
In addition, k(·) is a kernel function that assigns a suitable weight to each lag of order l, and p is the smoothing parameter or lag truncation order (when k(·) has bounded support). An example of k(·), as used in Newey and West (1994) , is the Bartlett kernel,
With these preparations, we are ready to define a test statistic for testing the null hypothesis, equation (3), of symmetric correlation,
Based on our earlier discussions, J ρ summarizes the deviations from the null at various values of the c's.
However, the value of p has to be provided to compute the test statistic. There are two ways for choosing p. The first is to take p as a nonstochastic known number, especially in the case where one wants to impose some lag structure on the data. Another choice of p is to allow it be determined by the data with either Andrews ' (1991) or Newey and West's (1994) procedure. LetĴ ρ be the J ρ statistic with the nonstochastic bandwidth p replaced with a data-driven p, sayp.
The following proposition provides the theoretical basis for making statistical inference based on J ρ andĴ ρ :
Theorem 1: Under the null hypothesis H 0 and under certain regularity conditions,
as the sample size T approaches infinity.
Theorem 1 says that our correlation symmetry test has a simple asymptotic chi-square distribution with degrees of freedom m. So, the P-value of the test is straightforward to compute in practice, making it easily applicable to a wide range of data series to assess their asymmetric correlations.
As can be seen from the regularity conditions in the Appendix, our test is completely model-free, and is also robust to volatility clustering, which is a well-known stylized fact for many financial time series. We have also explicitly justified the use of a data-driven bandwidthp, and show that it has no impact on the asymptotic distribution of the test statistic provided thatp converges to p at a sufficiently fast rate. As both J ρ andĴ ρ have the same asymptotic distributions, we, in what follows, use only the notation J ρ while stating explicitly how J ρ is computed.
Test for beta and covariance symmetries
As pointed out in the introduction, betas are useful for understanding the riskiness of the associated stocks, and hence it is of interest to test asymmetry in betas. To do so, we first define betas conditional on the market's up-and down-moves. Analogous to the conditional correlations, we can define the conditional betas at any exceedance level c as
and σ − 1 (c) and σ − 2 (c) are defined similarly. In particular, when c = 0, β + (c) and β − (c) are the upside and downside betas defined by . Here, even if c = 0, they can still be interpreted as the upside and downside betas except that they are now examined at an exceedance level c. If we interpret R 2t as the return on the market, then σ + 1 (c)/σ + 2 (c) is the ratio of upside asset standard deviation (asset risk) to the upside market standard deviation (market risk), and so the upside beta is a product of this ratio with the conditional correlation with the market. Because the ratio can be different in upside and downside markets, the betas can be asymmetric even if there are no asymmetries in the correlation. Hence, our earlier test for asymmetry in correlation cannot be used for testing asymmetry in betas.
To test asymmetry in betas, we, similar to the correlation case, evaluate the sample differences of the upside and downside betas,
where c 1 , c 2 , . . ., c m are a set of m chosen exceedance levels. Now, the symmetry hypothesis of interest is
Under the null and some regularity conditions, similar to the earlier correlation case, we can show that √ T (β + −β − ) has an asymptotic normal distribution with mean zero and a positive definite variance-covariance matrix Ψ which can be consistently estimated bŷ
whereĝ l is an m × m matrix with (i, j)-th element
Then the test for beta symmetry can be constructed as
where the bandwidth p is a fixed constant. Similar to the correlation case, we denoteĴ β as the same statistic except using a stochastic value of p estimated from the data.
Because of its importance in portfolio selections, consider now the symmetry hypothesis for the covariance,
Similar to the beta symmetry test, we can construct a test for covariance symmetry as
andĥ l is an m × m matrix with (i, j)-th element
The bandwidth p has an analogous meaning as before, andĴ σ 12 is defined in the same wayĴ β .
For the asymptotic distributions of the above two symmetry tests, we have Theorem 2: Under the null hypotheses, equation (22) and (27) , and under certain regularity conditions,
respectively, as the sample size goes to infinity. Moreover, bothĴ β andĴ σ 12 have the same asymp-
The proof of Theorem 2 is similar to that of Theorem 1 and is hence omitted here. Again, the tests are model-free. It is unnecessary to find a parametric model to fit the data to answer the question whether or not upside and downside betas or covariances are symmetric. Once the null is rejected, the data cannot be modelled by any regular symmetric distributions, and so we can legitimately claim the presence of asymmetric betas or covariances.
Portfolio decisions
As shown later in our empirical applications, asymmetric correlations are statistically present only for a small number of portfolios. So, the question arises as to how important the asymmetric correlations and/or other asymmetric characteristics are from an investor's portfolio decision point of view. In this section, we provide a simple way to assess the economic importance of asymmetries.
Consider an investor who invests in the universe of Fama and French's (1993) 25 portfolios. If the investor believes in symmetric stock returns, there are well developed frameworks available for his optimal portfolio decisions. The most widely used one is the mean-variance framework, where the investor is assumed to have a mean-variance utility function. The mean-variance utility bears a cost of losing generality, but has the benefit of being able to solve the optimal portfolio problem easily. Nevertheless, the limitation may not be too unrealistic for two reasons. First, in a factor model where the returns are assumed approximately normal, then it is the mean and variance that matter for portfolio decisions. Second, any smooth utility functions can have a good first-order mean-variance approximation. 1 So, the mean-variance framework is at least a good starting point for the analysis.
Given that the investor has a mean-variance utility function, it is reasonable to assume that he would choose his optimal portfolio based on the Fama-French three-factor model since the latter is now the benchmark model in empirical asset pricing. The classical statistical approach to the optimal portfolio is well-known, and the associated expected utilities are easily computed. However, we will not use the classical solutions, but rather the Bayesian framework of Pástor and Stambaugh (2000) , which accounts for both parameter and model uncertainties in investment decision making.
In contrast, the classical solutions ignore these realistic uncertainties.
Now, if the investor believes in asymmetric returns, how would he choose his optimal portfolio by incorporating the asymmetric characteristics? Clearly, there might be countless ways of incorporating asymmetries into investment analysis. But to convey the idea easily, we consider a simple strategy of adding an asymmetric factor into the Fama-French three-factor model. So, if the investor believes in asymmetric returns, he would make his investment decisions based on the four-factor model.
Several questions arise from the four-factor approach. First, why do we add an asymmetry factor into the Fama-French three-factor model? We have at least two interpretations. The first is that symmetry tests of the asset returns do show some asymmetries, and a projection of the returns on an asymmetry factor is a simple way to remove the asymmetries. Modelling the asset returns after removing the asymmetries by using the standard Fama-French three-factor model is effectively the same as modelling the original asset returns by using the four-factor model. The second interpretation is that asymmetry is priced in the market, as shown by Ang, Chen and Xing (2002) . When the investor believes in symmetric returns, he simply uses a wrong asset pricing model for his investment decisions. When he abandons his incorrect belief, he would use the Fama-French three-factor model plus the priced asymmetry factor.
Another question is why a mean-variance investor should care about the asymmetry factor.
We have again two interpretations. The first is that if he is not the price-setter of the financial market who simply realizes that the asymmetry is either priced or useful for making portfolio decisions, he would use an asymmetry factor to capture the asymmetry risk to better his decision making. This point is similar to the view of a market-timing investor who does not care about the GDP growth, but he will still use it to predict the stock returns as long as doing so is useful.
Another interpretation is that the mean-variance utility is an approximation to an arbitrary one, and to an asymmetry price-setter's utility in particular. The price-setter obviously cares about the asymmetry factor, and so will the mean-variance investor.
The final question is whether the four-factor approach is too simple to capture fully the economic value of incorporating asymmetric characteristics of the stock returns. This is clearly a valid point.
But the goal here is to show that there is value in incorporating asymmetries. If we find that a simple strategy can already yield substantial utility gain, it is enough to achieve that goal. Because the simple strategy provides a lower bound to the full value, the importance of incorporating asymmetries is evident. Of course, if the simple strategy cannot yield a significant value, further studies on using better and more complex strategies are necessary.
Now we illustrate how to evaluate the investor's utility in the Bayesian framework that accounts for both parameter and model uncertainties. Following Pástor and Stambaugh (2000), we consider an investment universe consisting of cash plus n risky assets. Let r t denote an n-vector with i-th element r i,t representing the return of the i-th risky position at time t. If there is a riskless asset with a rate of return R f,t , then the excess return of this portfolio is
The investor is assumed to choose w so as to maximize the mean-variance objective function
where A is interpreted as the coefficient of relative risk aversion. If we denote the mean vector and variance-covariance matrix of r t as E and V , then the investor's optimal portfolio choice problem can be rewritten as the solution to
where V is assumed to be non-singular. To conduct the necessary Bayesian analysis in a factor model, let r t = (y t , x t ), where y t contains the excess returns of n − k assets and x t contains the excess returns of k factors. Then, we have the following familiar multivariate regression,
where u t is an (n − k) × 1 vector with zero means and a non-singular covariance matrix. It is clear that α, B and the earlier parameters E, V obey the following relationship:
Consider the priors on α, B and Σ. If the factor model, equation (40), is true, the asset pricing restriction is clearly α = 0. To allow for the possibility of mispricing, we, following Pástor and Stambaugh (2000) and Pástor (2000) , assume an informative prior distribution on α,
where s 2 is a suitable prior estimate for the average diagonal elements of Σ. It is a normal distribution conditional on Σ. MacKinlay (1995) points out the importance of this alpha-Sigma link, which is also explored by MacKinlay and Pástor (2000) in the frequentist set-up. The numerical value of σ α represents an investor's level of uncertainty about a given model's pricing abilities. When σ α = 0, the investor believes dogmatically in the model, and there is no mispricing uncertainty. On the other hand, when σ α = ∞, the investor believes that the pricing model is entirely useless. The prior on B is the standard diffuse prior, and the prior on Σ is an inverted Wishart distribution.
Pástor and Stambaugh (2000) provide the details on how to evaluate the expected utilities under various prior beliefs on α, which incorporate the pricing uncertainty about the factor model. On the other hand, the parameter uncertainty is incorporated by using the Bayesian predictive density that integrates out the unknown parameters with respect to their posterior density.
We are now ready to compare the economic value of the portfolio differences when one switches from a belief in symmetric correlations to a belief in asymmetric correlations. Under the belief in symmetric correlations, the investor makes his portfolio decision under the Fama-French threefactor model. Given a certain mispricing prior, the expected utility is
where w S is the optimal portfolio weights under the Fama-French model. If the belief is dogmatic, the pricing error is zero, and then w S is the holdings in the Fama-French three factors because the investor invests only in the factors. If the belief is not dogmatic, so that the model has a nonzero pricing error, the investor invests in all of the risky assets, and the optimal weights are computed from the predictive moments based on the Fama-French three-factor model.
However, it should be emphasized that E * and V * of equation (44) are the predictive moments computed from the four-factor model. This is because the four-factor model is assumed to be the true model, and the investor should evaluate his utility based on asset returns from their true distributions. If the investor is forced to believe in a three-factor model or in the symmetry hypothesis, he will have a portfolio choice w S , and EU S is the resulted utility level.
Similarly, under the belief of asymmetric correlations, the expected utility is
where w A is the optimal portfolio allocation in the four-factor model when the asymmetry is incorporated. Following Pástor and Stambaugh (2000) , the difference
is thus the "perceived" certainty-equivalent (CE) gain to the investor who switches his belief from symmetric stock returns into asymmetric ones. 2 It should be noticed that E * and V * in (45) are identical to those in (44). So the certainty-equivalent gain is always nonzero or positive. The idea of the CE approach can be traced back to Kandel and Stambaugh (1996) . The issue is how big this value can be. Imagine that there exists such an investor who does not know how to incorporate asymmetry into investment analysis. If the gain is over 2% annually, he would be willing to pay a fund manager a 1% fee (reasonably high in the fund industry) to manage the money for him to yield a 1% extra gain. So, not surprisingly, values over a couple of percentage points per year are usually deemed as economically significant.
The utility evaluation of trading strategies has become popular recently, of which Pástor and Stambaugh's (2000) and Fleming, Kirby and Ostdiek (2001) are notable examples that are based on the Bayesian and the classical perspectives, respectively. For asymmetric correlations, Ang and
Chen (2000) and Patton (2004) provide interesting ways to assess the economic value. However, they focus on two or a few assets and consider only the asset allocation decisions associated with them. The advantage of their approach is that a rich data-generating process can be proposed for the underlying assets. In contrast, we study a high-dimensional portfolio choice problem, but are forced to use a simple data-generating process like the Fama-French factor model. Another difference between our approach and theirs is that ours is Bayesian, which naturally incorporates investors' priors on both model and parameter uncertainties, while it is difficult to do so in the classical framework.
Empirical results
In this section, we first apply the symmetry tests to three sets of stock portfolios: the 10 size portfolios, the well-known Fama and French's (1993) 25 portfolios, and a set of 20 industry portfolios. Then, after analyzing the statistical significance of asymmetric correlations, betas and covariances, we evaluate further the economic gain to a mean-variance investor who invests in the three investment universes, respectively, and who incorporates the asymmetry of the data into his portfolio decision by adding an asymmetric factor into the Fama-French three-factor model.
The Data
The first data set is the 10 standard size portfolios of the Center for Research in Security Prices (CRSP). Both their monthly and daily returns as well as the value-weighted market index based on stocks in NYSE/AMEX/NASDAQ are available directly from CRSP. Because we are interested in the returns in excess of the riskfree rate, a proxy of the riskfree rate must be supplied. We use both the monthly and daily returns on the one-month Treasury bill available from French's homepage. 3
To examine the sensitivity of the symmetry tests to sampling frequency, we also use weekly returns that are computed, following , by compounding the daily returns from the end of one Wednesday through the end of the next Wednesday.
In recent empirical asset pricing studies, Fama and French's (1993) 25 portfolios formed on size and book-to-market are the standard test assets. As a result, we also apply our tests to these portfolios to provide some potentially useful asymmetric information on this widely used data set.
The data are monthly returns from January 1965 through December 1999, available from French's website. Also available are Fama and French's (1993) three factors. The Fama-French test assets are not available in daily form, but a set of six portfolios (grouped by two size and three bookto-market) is. So, we will use this data set to complement the 25 portfolios in our study at both weekly and daily frequencies.
Besides those sorted on size and book-to-market, we also apply our tests to a set of 20 industry portfolios that are constructed by sorting their 2-digit SIC codes by following Moskowitz and Grinblatt (1999) . King (1966) shows that industry groupings well approximate the investment opportunity set: they maximize intragroup and minimize intergroup correlations. In addition, this data set makes a nice comparison with the size portfolios since it is also available at monthly, weekly and daily frequencies.
Asymmetric correlations
Since the asymptotic theory provides little guidance for choosing the exceedance levels, certain rules of thumb may be used. Following , we choose a set of four exceedance levels, c 1 = 0, c 2 = 0.5, c 3 = 1.0 and c 4 = 1.5. The choice seems intuitive because there are usually enough samples to estimate the associated conditional correlations. For comparison, we also choose another set, which is a singleton of c = 0. This choice simply asks the symmetry question around zero. Simulations in the next subsection confirm the usefulness of the two choices. In addition,
we implement the correlation symmetry test J ρ by using the Bartlett kernel. For both weekly and daily data, we let the data tell what value p should be by using Newey and West's (1994) estimator.
For the monthly data, however, the observations in some of the tail cut-offs are as few as 10, not enough samples for reliably estimating p. As a result, we will use a fixed value of p = 3 for all monthly data, which should capture a good amount of any serial correlations of the data. Table 1 provides the results for testing correlation symmetry for the CRSP 10 size portfolios.
The assets are in the first column. They range from the smallest (size 1) to the largest (size 10).
The second column reports the P-values in percentage points of the correlation symmetry test, J ρ , based on the singleton exceedance level. It is seen that the P-values are all greater than 5% at both the monthly and weekly frequencies, but not so for the first three smallest size portfolios at the daily frequency. The P-values based on the second set of four exceedance levels provide consistent but stronger rejections of the correlation symmetry at the daily frequency. As expected with more exceedance levels, there are more rejections than earlier. Overall, we find strong evidence for asymmetry at the daily frequency, and some evidence for asymmetry at other frequencies for the smallest size portfolio.
However, it is interesting to observe, from columns 3 and 5 through 8, that the sample differences of asymmetric conditional correlations,ρ + −ρ − , are all less than zero at all values of the c's, the two sets of exceedance levels. This means that the downside correlations are indeed greater than the upside correlations based on the sample correlation estimates. For example,ρ − (0) −ρ + (0) for the second decile portfolio is as large as 44%! However, this does not mean that there is necessarily a genuine difference in the population parameters, as there are always differences in the estimated conditional correlations due to sample variation. Indeed, the earlier test results show only a few rejections of symmetry after accounting for the sample variation. 4
There are, in addition, two interesting facts. First, the P-values tend to get greater as the firm size increases. In their study of economic expansion and stock returns, Perez-Quiros and
Timmermann (2000) Second, the test statistic appears positively related to skewness. For example, size 1 has the smallest P-values and, at the same time, has the largest skewness value. An intuitive explanation is that smaller firms usually drop more than others when the market goes down. Hence, their greater positively skewed returns are simply a reward for their high downside risk. Table 2 reports the results of testing correlation symmetry for the Fama-French 25 portfolio returns. The ranking by P-values is mostly consistent with the earlier results on size portfolios.
However, there are no rejections at the usual 5% level, and the lowest P-value is as large as 18.72%.
This seems to suggest that book-to-market is unrelated to size since grouping by book-to-market out of the now larger size 1 portfolio (all the stocks are grouped by size into 5 versus 10) cannot single out the asymmetric property of the CRSP smallest size portfolio. An interesting fact about the Fama-French portfolios is that the skewness values are small and negative for all but two. In contrast, those monthly CRSP size portfolios are in general larger in absolute value and have two significantly positive ones, 0.87 and 0.25 for the size 1 and size 2 portfolios, respectively.
Consider now a weekly and daily analysis of the Fama-French 25 portfolios. Since data is not available at these frequencies, we will use, as mentioned earlier, the Fama-French 6 portfolios which are formed by size and book-to-market, 2 × 3 rather than 5 × 5. portfolios does not seem a problem with the sample size. Rather, it seems an empirical fact that the asymmetry simply disappears when one sorts portfolios by both size and book-to-market instead of by size alone. The new mix of the firms no longer carry the asymmetry characteristics of the smallest CRSP size portfolio.
Because the industry portfolios approximate well the investment opportunity set, it is of interest now to examine their correlation asymmetry. Table 4 In summary, although sample estimates show asymmetric correlations in all three sets of stock portfolios, they are statistically important only for a few size portfolios. This makes an intuitive sense. As the market goes down, say when the economy is in recession, small firms usually get an impact disproportional to the large firms in terms of sales and financing. On the other hand, as is well-known, small firms have higher risks in terms of standard deviation than large firms.
But the higher standard deviation measures only symmetric risk, which suggests that small firms are more volatile than large firms whether the market is up or down.
In contrast, what we found here is that the small firms exhibit asymmetric correlations. So, after controlling for the market risk, the smallest size portfolios must remain asymmetric. The failure of the CAPM to explain the well-known size anomaly, e.g., Banz (1981) , may be due, in part, to the use of a symmetric model to explain the asymmetric movements of the size returns.
Small sample properties of the correlation symmetry test
Statistically, an unanswered question is whether the symmetry test is reliable for the sample sizes we use. There are typically two ways to address this question. One is to use bootstrap to verify the size of the test. Although not reported here, the asymptotic sizes are remarkably reliable with this test. But it is unclear how the bootstrap should be designed if the data is indeed asymmetric.
Another way is to simulate the data from reasonable distributions to find out the empirical sizes and power. Due to the difficulty of using the bootstrap to account for asymmetry, we will only focus on the latter method of using simulation data to analyze both the size and power of the test.
To obtain a reasonable distribution of the data under both the null and the alternative, we use the copula approach. 5 Patton (2004), for example, shows that this approach models well the asymmetries of stock returns. For simplicity, we will use the following copula distribution for the bivariate stock returns,
where NormalC(ρ) is the normal copula with correlation parameter ρ, Clayton(τ ) is the Clayton copula with parameter τ , and κ is a mixture parameter of the two copulas. The natural choice for the marginal distributions of the two series is the standard normal distributions. Calibrated to our data, the maximum likelihood estimates of τ are mostly in the range of 1 to 6. To simplify the simulations, we will fix τ at a value of 3, while allowing κ and ρ to vary over all ranges to get a complete picture of how the unconditional correlation and degree of asymmetry affect both the size and power of the correlation symmetry test.
Because of concerns on conditional heteroskedasiticy and volatility clustering, we also choose an alternative GARCH(1,1) process for the marginals. The GARCH parameters are fixed at the maximum likelihood estimates for fitting the bivariate series of the smallest size and the market 5 We thank Andrew Patton for suggesting this approach to us.
portfolios. Then, given an arbitrary specification for ρ and κ, the data is straightforwardly generated from the copula. All of our simulations below are based on 10,000 draws. Table 5 reports the results on the size of the correlation symmetry test. With the choice of the singleton exceedance level C = {0}, the empirical sizes are fairly close to true size level of 5% when the unconditional correlation is less than 50%, and when the data is from the normal marginal distributions. But there is sightly an under-rejection problem. Alternatively, when the data is taken from the copula with GARCH marginal distributions, the sizes are even closer to the true level. Presumably, non-normality may introduce more rejections, even though the null is true. This seems to correct the small under-rejection problem to some degree. However, when the unconditional correlation is greater than 75%, the under-rejection problem becomes severe.
Intuitively, when the correlation is too high, the conditional correlations are too close to distinguish from each other. Nevertheless, when C = {0, 0.5, 1, 1.5} is chosen to compute the test, the empirical sizes become more closer to the desired size level. Hence, the two choice of exceedance levels seem to complement each other. A combination of both is likely to provide the more accurate results.
Recall that for the size portfolios, we obtain roughly consistent results from both of the tests, so the possibility of an incorrect test size cannot explain the rejections. Table 6 reports the results on the power of the correlation symmetry test. It is seen that the test rejects the null easily when the data has a 75% weight on the Clayton distribution. However, when the weight is 25%, the rejection rate from using the singleton exceedance level is too low. The use of the four exceedance levels improves the rejection substantially. Overall, it seems that the test will have difficulty in detecting small asymmetries, but it does have power against substantial asymmetries. As expected, the power of the larger set of exceedance levels is generally higher. With these simulations in mind, we may interpret the earlier non-rejection results for both Fama and French's (1993) 25 and the industry portfolios as that there are no large asymmetric correlations in the data.
Asymmetric betas and covariances
Now let us examine beta asymmetry. Table 7 provides the results for the size portfolios. At the monthly frequency, we have no rejections of symmetry in the betas. But there are about five rejections at both the daily and weekly frequencies. It is interesting that, as is likely to happen, an asset that is rejected by the correlation symmetry test is also rejected by the beta symmetry test.
When we carry out the same test for the Fama and French and industry portfolios, however, there are no rejections of the beta symmetry hypothesis at all three data frequencies.
Finally, consider asymmetry in covariances. Tables 8 reports the results on size portfolios. For the monthly data, we can see a few more rejections of covariance symmetry than of correlation symmetry. For the weekly and daily data, however, the rejection becomes much wider, rejecting for all deciles except for the largest one! So the data has much more asymmetry in covariances than in correlations or betas. Table 9 reports the test results for Fama and French's (1993) 25 assets. Unlike the case of correlation symmetry where none of the assets is rejected, there are three rejections of covariance symmetry. Although not reported here, the covariance symmetry hypothesis is also rejected for many of the Fama and French 6 portfolios at both weekly and daily frequencies. As shown by Table 10 , the covariance symmetry hypothesis is rejected, too, for eight industry portfolios at the daily frequency, although there are no rejections at the monthly frequency.
Therefore, relative to correlation and beta asymmetries, covariance asymmetry is more pervasive in the data.
Utility gains
The statistical tests provide strong evidence of correlation asymmetry on the size portfolios, but weak or little on the industry and Fama and French's (1993) 25 portfolios at the monthly frequency.
To assess whether the weak asymmetric characteristics are of economic importance, it is necessary to evaluate the utility gains of knowing the presence of such asymmetries. To implement the utility measures discussed earlier in Section 3, we need to specify some initial values for the parameters.
Following Pástor and Stambaugh (2000) , we consider a mean-variance-optimizing investor with a reasonable relative risk aversion level of three. The prior parameters are estimated the same way as in Pástor and Stambaugh (2000) based on the data here.
Although the asymmetric factor can be any factor that captures certain asymmetric characteristics of the data, we will focus on those that are related closely to correlation asymmetry. This is largely motivated by Ang, Chen and Xing (2002) who show that the asymmetric correlation is a priced factor that explains well the expected asset returns and cannot be spanned by the Fama-French three factors. By going long on stocks with high downside correlations, which have high expected returns, and by shorting stocks with low downside correlations, which have low expected returns, they construct a "high Correlations Minus low Correlations" (CMC) factor that is a zero-cost portfolio capturing the asymmetric correlation risk.
In the interest of comparison and of examining the robustness of our results, we consider also four alternative factors with similar sorting and forming into zero-cost portfolios. The first is Dcov10, which is obtained as the difference between the largest and smallest portfolio after sorting all stocks into ten groups by downside covariance with the market. Although this factor ties closely more with the covariance, it is also related to the asymmetric correlation. The second is
which is obtained by sorting the stocks first into two groups according to market beta, (L1, H1), and then according to downside covariance, (L2, M2, H2). The third is CC3, which is obtained by sorting the stocks first into three groups by downside covariance, and then into three groups by downside correlation. The fourth factor, Dcorr10, is the zero-cost portfolio after sorting stocks into ten groups by downside correlation alone.
Unlike the CMC factor, the four alternative ones are not necessarily the priced factor, but rather heuristic proxies to the asymmetric correlation risk. A simple approach to assess the effectiveness of the alternatives is to re-run our symmetry tests for the asset returns after removing the possible asymmetries by using the factors. In other words, if we examine the regression residuals of the portfolio returns on each of the factors, we should see whether the factors are capable of removing the asymmetries. If they are, they certainly capture the asymmetries of the data. Indeed, applications of our earlier symmetry tests to the residuals show few rejections of the three symmetry hypotheses.
However, our concern here is whether the factors can actually contribute to any significant utility gains to an investor if he uses one of them to capture the asymmetry of the data. This is the major question to be addressed here.
As discussed earlier, if an investor has a belief in symmetric correlations, he will be assumed to make his investment decisions based on the Fama-French model. But if the investor switches from a belief in symmetric correlations to a belief in asymmetric ones, he would make his investment decisions based on the four-factor model, i.e., the Fama-French 3 factors plus one of the proxies for the asymmetric correlation risk. Besides believing in either symmetry or asymmetry, the investor can also have varying beliefs on how well the model prices assets. If he has a dogmatic belief that the Fama-French model is the exact asset pricing model, then prior information on the pricing error is α = 0, which should be used for the decision making. This amounts to setting σ α = 0 in the prior for α.
In the case of a dogmatic belief on a model's pricing ability, the second column of Table 11 reports the utility gains from switching the investor's beliefs about symmetry. The first panel provides the results when we assume the investment universe is the CRSP size portfolios and the associate factors. We see here that the annualized certainty-equivalent gain can be as low as 0.04%
for the Dcov10 factor, and as high as 11.68% for the CMC factor. Apparently, the gains are quite sensitive to the choice of proxy factor. They are quite substantial for the CMC factor, but insignificant for the Dcov10 factor. Nevertheless, the largest gain, 11.68%, is impressive. To the extent that only the largest gain is of concern, the results clearly show that asymmetry is of great economic importance. Therefore, with a dogmatic belief in the model's pricing ability, we find a substantial economic gain by incorporating asymmetry into investment decision making. We can see that the utility gains in the case of a dogmatic belief are the same across the three investment universe. This is because only factor portfolios hold under a dogmatic belief. Across the three inverse universes, although the non-factor assets vary, the utility gains are the same given the same set of factors.
A dogmatic belief assumes no pricing errors, which is obviously an unrealistic assumption in practice. So we also compute the gains when the model pricing errors is 0.5%, 1% to 6%, respectively. When the error is infinity, it means that the pricing model is useless in pricing the assets.
At the 1% level, the largest gain is still as high as 3.10%, 3.24%, and 7.70% for the three alternative investment universes, respectively. Now the utility gains are different across the three investment universe. This is because the non-factor assets will be hold when the model pricing error is not zero.
However, as the pricing error grows, it is seen that the gain gets smaller and smaller, and eventually becomes insignificant, suggesting that the gain is sensitive to model pricing errors. Intuitively, this should be the case. If one does not believe the four-factor model that much, the gain should be small when using it.
For comparison, we also compute the economic gains if the benchmark model is the standard CAPM, rather than the Fama-French model. In this case, the gain is still substantial, though smaller. For example, as reported in Table 12 , the largest gain under a dogmatic belief is 2.73%.
Although this value is smaller than the earlier one, it is clearly of significant economic importance.
Conclusion
There are a great number of studies on the asymmetric characteristics of asset returns in both domestic and international markets. Of particular interest are the asymmetric correlations where returns tend to have higher correlations with the market when it goes down than when it goes up. seem the first to provide a novel test for the null hypothesis of symmetric correlations, but their test only answers whether a given model can explain the asymmetry in the data. In contrast, we address whether the data is asymmetric at all by proposing a test that is completely model-free. A rejection of the symmetry hypothesis by our test tells us that any symmetric model (subject, of course, to some standard regularity conditions) cannot model the data. In addition, our test has a simple asymptotic chi-square distribution and can be adapted easily for testing beta and covariance symmetries.
Complementing existing studies in the asymmetry literature, our paper also provides a way to formally assess the economic value of asymmetries in the context of accounting for both parameter and model uncertainties. We find that, while sample estimates indicate asymmetric correlations in the US stock market, asymmetric correlations are primarily in existence in small stocks, significant only for the CRSP smallest size portfolio at monthly frequency, and for the four smallest sizes at daily frequency. The results on asymmetric betas are similar. Asymmetric covariances are more pervasive, but the overall statistical evidence of asymmetries is weak for the Fama-French and industry portfolios. In spite of the weak statistical evidence, however, we find that the economic value of incorporating the asymmetric characteristics into portfolio decision making is substantial.
Hence, our findings suggest that asymmetries matter in the US stock market. Moreover, our methodology seems applicable not only in studying asymmetric correlations, betas, and covariances, but also in studying the asymmetric properties of any functions of the data.
Fama E.F., French, K.R., 1993. 
α-mixing process with α-mixing coefficient satisfying
. poses some extra conditions on the kernel function, which is needed when we use data-dependent bandwidthp. Many commonly used kernels, such as the Bartlett, Parzen, and quadratic-spectral kernels are included. However, Assumption A.5 rules out the truncated and Daniell kernels. For various kernels, see, e.g., Priestely (1981, p.442) for a detailed discussion. Assumption A.6 imposes a rate condition on the data-driven bandwidthp, which ensures that usingp rather than p has no impact on the limit distribution of our test statistic. Commonly used data-driven bandwidths are Andrews's (1991) parametric plug-in method or Newey and West's (1994) nonparametric plug-in method. Note that the condition on p in Assumption A.7 is more restrictive than Assumption A.4, but it still allows for optimal bandwidths for most commonly used kernels. All of these ensure that our test is completely model-free. Right prior to the proof, we re-state Theorem 1 in the following, technically clearer, way, 
as T → ∞; and (ii), if, in addition, Assumptions A.5 and A.6 hold,Ĵ ρ − J ρ → p 0, and
Proof of Theorem 1: (i) We first use the Cramer-Wold device to show
, whereξ t (c) and ξ t (c) are defined in (12) and Assumption A.2 respectively, and λ = (λ 1 , ..., λ m ) is a m × 1 vector such that λ λ = 1. We
By tedious but straightforward algebra, this reduces to
In other words, the replacement of the sample means, sample variances, and sample proportions with their population counterparts have no impact on the asymptotic distribution of
Given Assumption A.1, {R 1t , R 2t } is an α-mixing process, as is ξ t , which is an instantaneous function of (R 1t , R 2t ). Under
In addition, given Assumptions A.1 and A.2, we have
Note that 0 < V < ∞ for all λ such that λ λ = 1, because Ω is positive definite. Thus, using the central limit theorem for mixing processes (e.g., White 1984, Theorem 5.19), we have
It follows from the Cramer-Wold device that
Next, we showΩ 
as T → ∞. Consequently,Ω → p Ω. By Slutsky's theorem, we then obtain
(ii) LetΩ * andΩ be the kernel estimators for Ω using the bandwidthp and p respectively. It suffices to showΩ * −Ω → p 0 and then apply Slutsky theorem. By the definition ofΩ, we have for
where q = T κ for κ as in Assumption A.6.
We now consider the first termÂ 1 . Using Assumption A.5(ii) and the triangle inequality, we have
where we have made use of the facts that
, which follows by Hanan (1970, equation (3. 3), p. 209) and Assumption A.1 (recall that Assumption A.1 ensures that the fourth order cumulant condition holds).
For the second termÂ 2 (i, j), using Assumption A.5(i), we have
where again we have used the facts that
as implied by Assumption
A.6, we haveΩ * −Ω = o P (1). This completes the proof. Q.E.D. The table reports results of the correlation symmetry test between the market excess return and the excess return on one of the CRSP 10 size portfolios. The data are monthly (from Jan., 1965 to Dec., 1999; 420 observations), weekly (from Jan. 7th, 1965 to Dec. 29th, 1999; 1825 observations) and daily (from Jan. 4th, 1965 to Dec. 31th, 1999 8813 observations) . Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional correlations at the corresponding exceedance level c. The table reports results of the correlation symmetry test between the market excess return and the excess return on one of the Fama-French 25 portfolios. The data is monthly (from Jan., 1965 to Dec., 1999; 420 observations).
Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional correlations at the corresponding exceedance level c.
Portfolio C={0} C={0, 0.5, 1, 1.5} Skewness Kurtosis 7th, 1965 7th, to Dec. 29th, 1999 1825 observations) and daily (from Jan. 4th, 1965 to Dec. 31th, 1999 8813 observations) . Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional correlations at the corresponding exceedance level c.
Portfolio C={0} C={0, 0.5, 1, 1.5} Skewness Kurtosis The table reports results of the correlation symmetry test between the market excess return and the excess return on one of the 20 industry portfolios. The data are monthly (from Jan., 1965 to Dec., 1999; 420 observations) and daily (from Jan. 4th, 1965 to Dec. 31th, 1999 8813 observations) . Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional correlations at the corresponding exceedance level c. The table reports the empirical rejection rates of the asymptotic correlation symmetry test when the true size is set at 5%. The data is simulated from a copula distribution with normal or GARCH(1,1) marginal distributions, respectively,
where NormalC(ρ) is the normal copula with correlation parameter ρ, Clayton(τ ) is the Clayton copula with parameter τ = 3, and κ is a mixture parameter of the two copulas. Under the null of symmetry, κ = 0. The results are based on 10,000 draws of the data sets with the sample size T varies from 500 up to 5000. The table reports the empirical rejection rates of the asymptotic correlation symmetry test when the size is set at 5%. The data is simulated from a copula distribution with normal or GARCH(1,1) marginal distributions, respectively,
where NormalC(ρ) is the normal copula with correlation parameter ρ, Clayton(τ ) is the Clayton copula with parameter τ = 3, and κ is a mixture parameter of the two copulas. Under the alternative, we choose κ = 25% up to 100%. The results are based on 10,000 draws of the data sets with a sample size of T = 500. 4th, 1965 4th, to Dec. 31th, 1999 8813 observations) . Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional betas at the corresponding exceedance level c. (from Jan. 4th, 1965 to Dec. 31th, 1999 8813 observations) . Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional covariances at the corresponding exceedance level c. The table reports results of the covariance symmetry test between the market excess return and the excess return on one of the Fama-French 25 portfolios. The data is monthly (from Jan., 1965 to Dec., 1999; 420 observations). Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional correlations at the corresponding exceedance level c. The table reports results of the covariance symmetry test between the market excess return and the excess return on one of the 20 industry portfolios. The data are monthly (from Jan., 1965 to Dec., 1999; 420 observations) and daily (from Jan. 4th, 1965 to Dec. 31th, 1999 8813 observations) . Two sets of exceedance levels are used to compute the test. The first is the singleton of C = {0} and the second is C = {0, 0.5, 1, 1.5}. P (%) is the P-value of the test in percentage points. Columns underneath c = 0, 0.5, etc, are the differences in sample conditional covariances at the corresponding exceedance level c. The table reports the annualized certainty-equivalence gain of a mean-variance-optimizing investor with relative risk aversion equal to 3 who switches from believing in the Fama-French three-factor model to believing in a four-factor model with an additional asymmetry factor, for varying degrees of mispricing errors. The investment universe is the Fama-French three factors and the asymmetry factor plus 10 CRSP size portfolios (in the first panel), or plus the Fama-French 25 portfolios (in the second panel), or plus 20 industrial portfolios (in the third panel), respectively.
Asy Factor σ α = 0 σ α = 0.5% σ α = 1% σ α = 2% σ α = 3% σ α = 6% σ α = ∞ Table 12 : Utility gain in the CAPM
The table reports the annualized certainty-equivalence gain of a mean-variance-optimizing investor with relative risk aversion equal to 3 who switches from believing in the CAPM to believing in a model of CAPM plus an asymmetry factor, for varying degrees of mipricing errors. The investment universe is the market factor and the asymmetry factor plus 10 CRSP size portfolios (in the first panel), or plus the Fama-French 25 portfolios (in the second panel), or plus 20 industrial portfolios (in the third panel), respectively.
Asy Factor σ α = 0 σ α = 0.5% σ α = 1% σ α = 2% σ α = 3% σ α = 6% σ α = ∞ 10 CRSP size portfolios 
