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Abstract
We analyse a system of partial differential equations describing the behaviour of an elastic plate with
periodic moduli in the two planar directions, in the asymptotic regime when the period and the plate
thickness are of the same order. Assuming that the displacement gradients of the points of the plate
are small enough for the equations of linearised elasticity to be a suitable approximation of the material
response, such as the case in e.g. acoustic wave propagation, we derive a class of “hybrid”, homogenisation
dimension-reduction, norm-resolvent estimates for the plate, under different energy scalings with respect
to the plate thickness.
Keywords Homogenisation · Dimension reduction · Effective properties · Asymptotics · Korn in-
equalities · Elastic plates
1 Introduction
This work is a contribution to the analysis of the asymptotic behaviour of solutions uε to partial differential
equations (PDE) with periodic coefficients, of the form
D∗(A(·/ε)DUε)+ Uε = f, uε ∈ X, f ∈ X∗, ε > 0, (1)
where D is a suitably defined differential operator, X is the normed space of square-integrable functions u on
a domain Πh ⊂ R3 with finite energy norm ‖Du‖L2(Πh), and X∗ is the space of bounded linear functionals on
X. Problems of the form (1) have served, since the early days of the mathematical theory of homogenisation,
as the first step in understanding the macroscopic behaviour of multiscale media, see e.g. [1]. This roˆle has
been motivated by the relatively straightforward structure of the basic functions in perturbation series with
respect the parameter representing the ratio between the micro- and macroscale wavelengths in the problem,
as well as by the availability of multiscale compactness statements for solution sequences, with their limits
usually having the form of the mentioned basic functions. A typical asymptotic series used in the related
analysis has the form
Uε ∼ U (0)
(
x,
x
ε
)
+ U (1)
(
x,
x
ε
)
+ U (2)
(
x,
x
ε
)
+ . . . . ε→ 0, U (j) = O(εj), j = 0, 1, 2, . . . , (2)
where the functions U (j), j = 0, 1, 2, . . . , are periodic with respect to their second argument, with the same
period as the coefficients in the original PDE (1).
1
The series (2) proves to be an effective tool for estimating the convergence error for solutions to ε-
dependent families (1) with a fixed set of data, such as the density of the applied forces (represented by the
right-hand side f). In this case assuming a periodic dependence on ε of the terms U (j), j = 0, 1, 2, . . . , in (2)
suffices for purposes of the analysis. However, the constants in the convergence estimates obtained thereby
blow up for sequences of data with bounded L2-norm, and therefore they cannot be used to control the
behaviour of the spectra or eigenspaces of the corresponding operators. In order to gain error bounds that
are uniform with respect to the data (and hence obtain a sharp quantitative description of the asymptotic
behaviour of the spectrum), one can replace the series (2) by a family of power-series expansions parametrised
by the “quasimomentum” θ, which represents variations over intermediate scales of the length of several
periods, see [6], [9]. The corresponding asymptotic procedure can be viewed as a combination of the classical
perturbation theory with “matched asymptotics” on the domain of the quasimomentum. In this approach,
the control of the resolvent in the sense of the operator norm is obtained by means of a careful analysis
of the remainder estimates for the power series, taking advantage of the related Poincare´-type inequalities
(or Korn-type inequalities for vector problems) that bound the L2-norm of the solution by its energy norm.
Importantly, in order to provide the required uniform estimates, such inequalities must reflect the fact that
the lowest eigenvalue of the fibre operator converges to zero as |θ| → 0, and hence the L2-norm of the
corresponding eigenfunction with unit energy blows up near one of the edges of each spectral band of the
direct fibre integral.
In the present work we tackle a problem where the above kind of uniform estimates need to be controlled
with respect to an additional length-scale parameter, which represents one of the overall dimensions of the
medium, namely the thickness of a thin plate. The presence of a small parameter in the thin-plate context
introduces geometric anisotropy into the problem, which requires simultaneous error analysis of in-plane and
out-of-plane components of the solution field. This leads to the presence of non-trivial invariant subspaces
in the asymptotically equivalent problem obtained in the course of the analysis, yielding an asymptotic
decomposition of the spectrum of the original problem into several distinct components. There are two
such components in the case of a plate: they are responsible for different modes of wave propagation, for
plate sizes where the notion of wave propagation (rather than vibration) is meaningful. The information
about the values of the quasimomentum for which such propagating modes can be found allows one to
draw conclusions about the corresponding wavelengths, and the asymptotics for the corresponding density
of states function allows one to evaluate the energy contribution of the associated propagating modes to an
arbitrary wave-packet.
In order to be able to implement the above ideas, we consider an infinite plate, which we view as a model
of a plate of finite size when the ratio between the plate thickness and all of its in-plane dimensions is small.
While our approach leads to new qualitative and quantitative results already in the case of homogeneous
plates, we consider plates whose material constants are periodic in the planar directions, so that the analysis
can also be interpreted as simultaneous dimension reduction and homogenisation. From the perspective of
dimension reduction, the estimates we obtain complement and strengthen the results on asymptotic two-
dimensional linear plate models obtained in the 1980s, through the work of Ciarlet and his collaborators, see
[8] and references therein. In the approach described in [8], where the displacements are set to vanish on part
of the boundary of the plate, error estimates are derived for an equilibrium problem, for a given density of
applied body forces. Our convergence estimates are of the operator-norm type, i.e. the rate of convergence
is proportional to the norm of the function representing the applied forces. In particular, they imply the
Hausdorff convergence of the spectra of the thin-plate problems to the spectrum of the limit two-dimensional
model, as well as the uniform convergence of the spectral projections on bounded intervals of the real line.
Quantitative results for the spectrum on a bounded plate of thickness h are given in [11], for the case of
an isotropic homogeneous elasticity tensor. The authors separate the problem into two invariant subspaces
and identify spectra of orders h2 and 1. However, their estimates (due to the scaling of the spectrum in one of
the two invariant subspaces) imply that the error of the approximation explodes on any compact frequency
interval as h → 0. In Section 6 we obtain an operator-norm resolvent approximation for the infinite plate,
which allows us to provide more information concerning the behaviour of the subspace that [11] is unable to
control, by scaling the elasticity operator with an appropriate power of h, see also Remark 6.1 below.
2
A variety of problems concerning simultaneous homogenisation and dimension reduction have recently
been studied: in the finite-domain setting for plates and rods by [16], see also references therein, where
the error of the asymptotics depends in a non-uniform way on the problem data; in the context of general
homogenisation for a linear plate by [4]; in the non-linear context by [3] (membrane energy scaling), [14]
(von Ka`rma`n plate), [5], [12] (bending energy).
In the present paper we focus on the most interesting case when the period ε of the composite structure is
of the same order as the plate thickness h. The analysis of the operator-norm resolvent convergence in other
asymptotic regimes, when the two passages to the limit as ε→ 0 and h→ 0 are carried out sequentially, is
outside the scope of our work, although the two-scale limit in the strong resolvent sense, cf. (2), is likely to
involve either homogenisation of the order-four Kirchhoff-Love plate equations in the case when h≪ ε or the
thin-plate limit of a homogeneous plate when h ≫ ε. We conjecture that these also give the corresponding
operator-norm resolvent asymptotics.
We conclude this section by listing some notation we use throughout the paper. We denote by · the
standard Euclidean inner product in C3 and by : the following inner product in the space of (3× 3)-matrices
with C-valued entries:
M : N = tr
(
M⊤N
)
, M,N ∈ C3×3.
We denote by L2(X,Y ), H1(X,Y ) the Lebesgue and Sobolev spaces of functions defined on X and taking
values in Y and use a similar notation C∞0 (X,Y ) for the set of infinitely smooth functions with compact
support in X. We also often denote by C constants in various estimates, whenever the precise value of the
constant is unimportant. We assume summation over the set {1, 2, 3} for repeated Latin indices and over the
set {1, 2} for repeated Greek indices. We always treat vectors as columns, so that (x1, x2)⊤ and (x1, x2, x3)⊤
stand for the vectors with components x1, x2 and x1, x2, x3, respectively. Finally, for χ ∈ [−pi, pi)2, the
quasiperiodic exponential function exp(iχ · y), y ∈ [0, 1)2, is denoted by eχ. It is often treated as a function
of (y, x3) ∈ [0, 1)2 × (−1/2, 1/2), constant with respect to the variable x3.
2 Problem formulation and main results
Denote Qr := [0, 1)
2 ⊂ R2 and consider a function on Qr with values in the space of fourth-order tensors,
i.e.
A(y) =
{
Aijkl(y)
}3
i,j,k,l=1
, y ∈ Qr.
We assume that A is measurable, symmetric, bounded, and uniformly positive definite: for a.e. y ∈ Qr
Aijkl(y) = Aklij(y) = Aijlk(y), i, j, k, l = 1, 2, 3,
ν−1ξ : ξ ≥ A(y)ξ : ξ ≥ νξ : ξ, ν > 0, ∀ξ ∈ R3×3, ξ = ξ⊤, (A(y)ξ)
ij
:= Aijkl(y)ξkl, i, j = 1, 2, 3,
where ν does not depend on y. In what follows we also assume that A is extended to the whole of R2 by
Qr-periodicity. For all h > 0 we denote Π
h := R2 × (−h/2, h/2), and for each ε > 0, h > 0 suppose that the
tensor of elastic moduli at any point (x1/ε, x2/ε, x3) ∈ Πh is given by A(x1/ε, x2/ε).
For given “body-force densities” Fh ∈ L2(Πh,R3), we study the behaviour of the following family for
resolvent problems for Uh,ε ∈ H1(Πh,R3) as ε→ 0, h→ 0 :
ˆ
Πh
A
(
x1
ε
,
x2
ε
)
sym∇Uh,ε : sym∇Φ +
ˆ
Πh
Uh,ε · Φ =
ˆ
Πh
Fh · Φ ∀Φ ∈ H1(Πh,R3), (3)
where for a vector function V = (V1, V2, V3) we denote by sym∇V its symmetric gradient:
sym∇V :=

V1,1
1
2
(V1,2 + V2,1)
1
2
(V1,3 + V3,1)
1
2
(V1,2 + V2,1) V2,2
1
2
(V2,3 + V3,2)
1
2
(V1,3 + V3,1)
1
2
(V2,3 + V3,2) V3,3,
 , V = (V1, V2, V3). (4)
3
In the present work we assume that the thickness h is a function of the period ε and analyse the asymptotic
regime h = h(ε) ∼ ε, i.e. the case when the quantity h/ε is bounded above and below by ε-independent
positive constants. For each ε > 0 we denote by Aε the operator in L2(Πh,R3) defined by the bilinear form
(cf. (3)) ˆ
Πh
A
(
x1
ε
,
x2
ε
)
sym∇U : sym∇Φ, U,Φ ∈ H1(Πh,R3).
Next, denote by L the following symmetric tensor of order 4:
L(M1,M2) : (M1,M2) := inf
ψ∈H1
#
(Q,R3)
ˆ
Q
A
(
I(M1 − x3M2) + sym∇ψ
)
:
(
I(M1 − x3M2) + sym∇ψ
)
,
M1,M2 ∈ R2×2,
where I is the mapping
I : R2×2 ∋M 7→
 M 00
0 0 0
 ∈ R3×3. (5)
We also employ the following tensors L1, L2 on R2×2, representing the out-of-plane and in-plane “trunca-
tions” of the tensor L :
L1M :M := L(0,M) : (0,M), L2M :M := L(M, 0) : (M, 0), M ∈ R2×2,
as well as the differential operators
Ahom,1 := (∇2)∗L1∇2, Ahom,2 := (sym∇)∗L2 sym∇, Ahom := (sym∇, ε∇2)∗L(sym∇, ε∇2),
defined in the standard way (e.g. via appropriate bilinear forms) in L2(R2,R3), L2(R2,R1) and L2(R2,R2),
respectively.
Furthermore, we denote by fε the composition of three operators: the scaling
Πh ∋ (x1, x2, x3) 7→ (x1, x2, x3/h) ∈ Π := R2 × I, I := (−1/2, 1/2),
(recalling h ∼ ε) the natural embedding of L2(Π,R) into L2(Π,C), and the “one-component Floquet trans-
form” (cf. (13) below)1
u ∈ L2(Π,C) ∋ u 7→ ε
2
2pi
∑
n∈Z2
eχ(n)u
(
ε(y + n), x3
)
, (y, x3) ∈ Q := Qr × I, χ ∈ Q′r := [−pi, pi)2, (6)
as well as the corresponding “full” operator
Fεu := (fεu1, fεu2, fεu3)⊤ , u = (u1, u2, u3)⊤ ∈ L2(Πh,C3). (7)
Finally, we define the operators Pj : L
2(Πh,R3)→ L2(Πh,R) of orthogonal projection on the j-th coordinate
axis, j = 1, 2, 3, as well as the operators
SαF := f
∗
ε
(
χα
|χ|
ˆ
Q
x3fεF
)
, S˜αF = f
∗
ε
(
χα
ˆ
Q
x3fεF
)
, α = 1, 2, SF := f∗ε
(ˆ
Q
fεF
)
, F ∈ L2(Πh,C).
Theorem 2.1. Suppose that γ+2 > δ ≥ 0 and the following “planar symmetry” conditions on the elasticity
tensor A hold:
Aα1α2α33 = 0, Aα1333 = 0, αj = 1, 2, j = 1, 2, 3, (8)
1The transform (6) is a bounded extension of the mapping defined on C∞
0
(Π,C) by the same formula, see Section 3.1, where
the transform defined by (13) is extended to L2(Π,C3).
4
and that the body-force density Fh in (3), h = h(ε) ∼ ε, has the form
Fh =
(
ε−δ
̂
F1, ε
−δ
̂
F2, F̂3
)⊤
,
where the first two components are odd and the third component is even in x3 ∈ hI.
There exists C = C(A) > 0, independent of Fh, such that for all ε > 0 the following estimates hold:∥∥∥Pα (ε−γAε + I)−1 Fh + εx3∂αP3 (ε−γ+2Ahom,1 + I)−1 (ε−δS1 ̂F1, ε−δS2 ̂F2, SF̂3)⊤∥∥∥
L2(Πh,R3)
≤ Cε(γ+2)/2max{ε(γ+2)/4−δ, 1}
∥∥(̂F 1, ̂F 2, F̂3)⊤∥∥L2(Πh,R3), α = 1, 2,∥∥∥P3 (ε−γAε + I)−1 Fh − P3 (ε−γ+2Ahom,1 + I)−1 (ε−δS1 ̂F1, ε−δS2 ̂F2, SF̂3)⊤∥∥∥
L2(Πh,R3)
≤ Cε(γ+2)/4max{ε(γ+2)/4−δ, 1}
∥∥( ̂F1, ̂F2, F̂3)⊤∥∥L2(Πh,R3).
(9)
A simple analysis of the exponents in the estimates (9) shows that the approximation error in (9) goes
to zero as ε→ 0 as long as γ > −2, δ ≤ (γ + 2)/4.
Theorem 2.2. Suppose that A has the symmetry properties (8) and that in (3) the first two components of
Fh =
(
F̂1, F̂2,
̂
F3
)
, h = h(ε) ∼ ε, are even and the third component is odd in x3 ∈ hI. Then for each γ > 0
there exists C = C(A) > 0, independent of Fh, such that for all ε > 0 the following estimate holds:∥∥∥(ε−γAε + I)−1 Fh − (ε−γAhom,2 + I)−1 (SF̂1, SF̂2, 0)⊤∥∥∥
L2(Πh,R3)
≤ Cε(γ+2)/2
∥∥Fh∥∥
L2(Πh,R3)
. (10)
Notice that the approximation error in (10) is small as ε→ 0 as long as γ > −2. In particular, for γ = 0
we obtain a version of the norm-resolvent estimates [2] for the two-dimensional “zero-thickness” plate. The
operator Ahom,2 in this case is related to the two-dimensional version of the“spectral germ” of [2]. However,
the estimates (9) in the “bending subspace” consisting of functions with the first two components odd and the
third component even do not have an analogue in the existing literature and indeed require a more delicate
analysis than the estimates (10), which we carry out below, under the general umbrella of the approach we
introduce in this paper.
In the next statement we do not impose the symmetry conditions (8) on A.
Theorem 2.3. Suppose that h = h(ε) ∼ ε. For each γ > 0 there exists C = C(A) > 0, independent of Fh,
such that for all ε > 0 the following estimates hold:∥∥∥Pα (ε−γAε + I)−1 Fh − (Pα − εx3∂αP3) (ε−γAhom + I)−1 (SF1, SF2, SF3 − S˜1F1 − S˜2F2)⊤∥∥∥
L2(Πh,R3)
≤ Cmax{ε(γ+2)/2, ε3(γ+2)/4−1}∥∥Fh∥∥
L2(Πh,R3)
, α = 1, 2,∥∥∥P3 (ε−γAε + I)−1 Fh − P3 (ε−γAhom + I)−1 (SF1, SF2, SF3 − S˜1F1 − S˜2F2)⊤∥∥∥
L2(Πh,R3)
≤ Cεγ/4∥∥Fh∥∥
L2(Πh,R3)
.
(11)
The approximation error in (11) goes to zero for γ > 0, which is more restrictive than the conditions
of the parameters assuring the convergence in the two asymptotically invariant subspaces when A satisfies
conditions (8).
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3 Auxiliary results
In what follows we set h = ε for simplicity.
We rewrite (3) on the scaled domain Π with the solution U ∈ H1(Π,R3), as follows:
ˆ
Π
A
(
x1
ε
,
x2
ε
)
sym∇εU : sym∇εΨ+
ˆ
Π
U ·Ψ =
ˆ
Π
F˜ ε ·Ψ ∀Ψ ∈ H1(Π,R3), (12)
where for each ε the density F˜ ε is given by F˜ ε(x) = F ε(x1, x2, εx3), and sym∇ε is the corresponding rescaling
of sym∇ (cf. (4)):
sym∇εV :=

V1,1
1
2
(V1,2 + V2,1)
1
2
(ε−1V1,3 + V3,1)
1
2
(V1,2 + V2,1) V2,2
1
2
(ε−1V2,3 + V3,2)
1
2
(ε−1V1,3 + V3,1)
1
2
(ε−1V2,3 + V3,2) ε
−1V3,3
 , V = (V1, V2, V3).
3.1 Floquet transform and an equivalent family of problems
We naturally embed L2(Π,R3) into L2(Π,C3) and apply a unitary transform to functions in L2(Π,C3), so that
for each ε the problem (12) is replaced by an equivalent family of problems on L2(Q,C3), parametrised by an
auxiliary variable χ ∈ Q′r. The relevant transform (“Floquet transform”) is obtained as a composition of the
unitary scaling yα = xα/ε, α = 1, 2 and a unitary mapping between the spaces L
2(Π,C3) and L2(Q×Q′r,C3).
When applied to functions in L2(Π,C3), it yields χ-quasiperiodic functions on Q, i.e. products of Qr-periodic
functions and the exponent eχ.
For each ε > 0, we define the following version of the Floquet transform [13], which we adapt to the
present context of a plate-like domain (cf. (6)):
(F˜εu)(y, x3, χ) := ε
2
2pi
∑
n∈Z2
eχ(n)u
(
ε(y + n), x3
)
, (y, x3) ∈ Q, χ ∈ Q′r, u ∈ C∞0 (Π,C3), (13)
The mapping F˜ε is extended to a unitary transform on L2(Π,C3) : we refer the reader to [6], [7] for details
of a related argument in the full three-dimensional context, which is easily adapted to the plate setting we
consider here.
We apply the transform F˜ε to (12), which yields a family of problems on Q parametrised by ε and
“quasimomentum” χ ∈ Q′r :
1
ε2
ˆ
Q
A sym∇u : sym∇ϕ+
ˆ
Q
u · ϕ =
ˆ
Q
f · ϕ ∀ϕ ∈ H1χ(Q,C3). (14)
3.2 Korn inequalities
For χ ∈ Q′r, we define the space H1χ(Q,C3) as the closure in H1(Q,C3) of the set of smooth functions u on
Π that are χ-quasiperiodic with respect to y1, y2, i.e.
u(y + eα, x3) = u(y, x3) exp(iχα), eα := (δαj)
3
j=1, α = 1, 2, y ∈ R2, x3 ∈ I,
where δij , i, j = 1, 2, 3, is the Kronecker delta. We prove the following Korn-type inequalities, which will
inform us about the structure of solutions to (14) in Section 4.
Lemma 3.1. There exists a constant C > 0 such that for all χ ∈ Q′r and u = (u1, u2, u3)⊤ ∈ H1χ(Q,C3),
there are a1, a2, c1, c2, c3 ∈ C satisfying the estimates
‖uα − aαx3 − cα‖H1(Q,C) ≤ C
∥∥sym∇u∥∥
L2(Q,C3×3)
, α = 1, 2, (15)
6
‖u3 + a1y1 + a2y2 − c3‖H1(Q,C) ≤ C‖sym∇u‖L2(Q,C3×3), (16)
max
{|a1|, |a2|, |c1|, |c2|} ≤ C|χ|−1∥∥sym∇u∥∥L2(Q,C3×3), (17)
|c3| ≤ C|χ|−2
∥∥sym∇u∥∥
L2(Q,C3×3)
, (18)∣∣(exp(iχα)− 1) c3 + aα∣∣ ≤ C∥∥sym∇u∥∥L2(Q,C3×3), α = 1, 2. (19)
Proof. The estimates (15)–(16) are obtained by using Korn’s inequality, as follows. The standard “second”
Korn inequality, see e.g. [15, Theorem 2.5], gives
‖u1 − a1x3 − dy2 − c1‖H1(Q,C) ≤ C
∥∥sym∇u∥∥
L2(Q,C3×3)
, (20)
‖u2 − a2x3 + dy1 − c2‖H1(Q,C) ≤ C
∥∥sym∇u∥∥
L2(Q,C3×3)
,
‖u3 + a1y1 + a2y2 − c3‖H1(Q,C) ≤ C
∥∥sym∇u∥∥
L2(Q,C3×3)
, (21)
where
aα :=
ˆ
Q
(∂3uα − ∂αu3), α = 1, 2, d :=
ˆ
Q
(∂2u1 − ∂1u2), cj :=
ˆ
Q
uj , j = 1, 2, 3.
Furthermore, by a variation of the proof of the “first” Korn inequality, see e.g. [15, Theorem 2.1], the
following estimate is valid for quasiperiodic functions on Qr :∥∥∇u∥∥
L2(Qr,C3)
≤ C∥∥sym∇u∥∥
L2(Qr,C3×3)
, u ∈ H1χ(Q,C3), χ ∈ Q′r, (22)
where the constant C is independent of the quasimomentum χ. Noting that
d =
ˆ
Qr
{
∂2
ˆ
I
u1d x3 − ∂1
ˆ
I
u2 dx3
}
dy1dy2,
and applying (22) to the vector
u :=
(ˆ
I
u1 dx3,
ˆ
I
u2 dx3
)⊤
: Qr → R2,
we infer that
|d| ≤ C∥∥sym∇u∥∥
L2(Qr,C3×3)
≤ C∥∥sym∇u∥∥
L2(Q,C3×3)
,
which in combination with (20)–(21) yields (15)–(16). Notice that the same argument proves the estimates
(15)–(19) with aα, α = 1, 2, as defined above, as long as they hold with
aα =
ˆ
Q
∂3uα, α = 1, 2.
The estimates (17)–(19) are derived by invoking the quasiperodicity in the directions y1, y2, as follows.
Notice first that from (15)–(16), using the trace inequality and the fact that u is χ-quasiperodic, one has
ˆ
{(y1,y2,x3)∈Q:yβ=1}
∣∣∣(exp (iχβ)− 1)(aαx3 + cα)∣∣∣2dy2dy3 ≤ C∥∥sym∇u∥∥2L2(Q,C3×3), α, β = 1, 2, (23)
ˆ
{(y1,y2,x3)∈Q:y1=1}
∣∣∣(exp (iχ1)(a2y2 − c3)− (a1 + a2y2 − c3))∣∣∣2dy2dy3 ≤ C∥∥sym∇u∥∥2L2(Q,C3×3), (24)
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ˆ{(y1,y2,x3)∈Q:y2=1}
∣∣∣(exp (iχ2)(a1y1 − c3)− (a1y1 + a2 − c3))∣∣∣2dy1dy3 ≤ C∥∥sym∇u∥∥2L2(Q,C3×3). (25)
Furthermore, there exist constants C1, C2 > 0 such that
C1|χα| ≤
∣∣exp (iχα)− 1∣∣ ≤ C2|χα|, α = 1, 2.
The estimates (17)–(19) are now obtained as a direct consequence of (23)–(25).
3.3 Structure of the leading-order field
Taking into account (18), we infer that (19) are equivalent to the estimates
|iχαc3 + aα| ≤ C
∥∥sym∇u∥∥
L2(Q,C3)
, α = 1, 2, (26)
In particular, from (15)–(16), (26) we obtain
‖uα − (cα − iχαc3x3)eχ‖H1(Q,C) ≤ C
∥∥sym∇u∥∥
L2(Q,C3×3)
, α = 1, 2, (27)
‖u3 − c3eχ‖H1(Q,C) ≤ C
∥∥sym∇u∥∥
L2(Q,C3×3)
, (28)
where cj , j = 1, 2, 3, satisfy (18)–(19).
Next, notice that for χ ∈ Q′r∥∥sym∇(c1, c2, 0)⊤eχ∥∥L2(Q,C3×3) = 12(|c1χ1 + c2χ2|+ |χ|∣∣(c1, c2)⊤∣∣) ≤ |χ|∣∣(c1, c2)⊤∣∣ ∀c1, c2 ∈ C,∥∥sym∇(−iχ1x3,−iχ2x3, 1)⊤eχ∥∥L2(Q,C3×3) = |χ|2√24 .
(29)
Define the operator Aχ in L2(Q,C3) by the sesquilinear form (cf. (14))
bχ(u, ϕ) :=
ˆ
Q
A sym∇u : sym∇ϕ, u, ϕ ∈ H1χ(Q,C3). (30)
It follows from the estimates (27)–(29), by examining appropriate Rayleigh quotients, that the smallest
eigenvalue ofAχ is of order |χ|4, there are also two eigenvalues of order |χ|2, and the remaining eigenvalues are
of order 1 or higher. Indeed, as a consequence of (17), (18), (27)–(29) as well as coercivity and boundedness
of the tensor A, the following proposition holds.
Proposition 3.2. There exists C > 0 such that for all χ ∈ Q′r the following bounds hold:
bχ(u, u) ≥ Cν|χ|4‖u‖2L2(Q,C3) ∀u ∈ H1χ(Q,C3), (31)
bχ
(
(−iχ1c3x3,−iχ2c3x3, c3)⊤eχ, (−iχ1c3x3,−iχ2c3x3, c3)⊤eχ
) ≤ (24ν)−1|χ|4|c3|2 ∀c3 ∈ C, (32)
bχ(u, u) ≥ Cν|χ|2‖u‖2L2(Q,C3) ∀u ∈ H1χ(Q,C3) such that u · (−iχ1x3,−iχ2x3, 1)⊤eχ = 0, (33)
bχ
(
(c1 − iχ1x3c3, c2 − iχ2x3c3, c3)⊤eχ, (c1 − iχ1x3c3, c2 − iχ2x3c3, c3)⊤eχ
)
≤ ν−1|χ|2
(∣∣(c1, c2)⊤∣∣2 + |χ|2|c3|2/24) ∀c1, c2, c3 ∈ C, (34)
bχ(u, u) ≥ C‖u‖2L2(Q,C3) ∀u ∈ H1χ(Q,C3)
such that u · (−iχ1x3,−iχ2x3, 1)⊤eχ = 0, u · (eχ, 0, 0)⊤ = 0, u · (0, eχ, 0)⊤ = 0. (35)
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Arranging the eigenvalues of the operator Aχ in non-decreasing order, the k-th eigenvalue λ(k)χ is given
by (see e.g. [10, Section 4.5])
λ(k)χ = inf
U⊂H1χ(Q,C
3), dimU=k
sup
u∈U\{0}
bχ(u, u)
‖u‖2L2(Q,C3)
, k ∈ N. (36)
By virtue of (36) with k = 1, it follows from (31) that λ
(1)
χ ≥ Cν|χ|4 and (32) implies that λ(1)χ ≤ 2ν−1|χ|4.
Next, using (33) and the fact that every two-dimensional subspace of H1χ(Q,C
3) contains a vector orthogonal
to (−iχ1x3,−iχ2x3, 1)⊤eχ, we infer that λ(2)χ ≥ Cν|χ|2. Furthermore, combining (34) and (36), where k = 3
and U is taken to be the three-dimensional space{
(c1 − iχ1x3c3, c2 − iχ2x3c3, c3)⊤eχ, c1, c2, c3 ∈ C
}
,
yields λ
(3)
χ ≤ 2ν−1|χ|2. Finally, using (35) with k = 4 and the fact that every four-dimensional subspace
of H1χ(Q,C
3) contains a vector orthogonal to the three vectors (−iχ1x3,−iχ2x3, 1)⊤eχ, (eχ, 0, 0)⊤, and
(0, eχ, 0)
⊤, we infer that λ
(4)
χ ≥ C.
The norm-resolvent approximations of Theorems 2.1, 2.2, 2.3 are equivalent to estimating the subspaces
corresponding to the lowest three eigenvalues: in the special case χ = 0 the eigenvalue zero has a three-
dimensional invariant subspace, which is perturbed for χ 6= 0 into a one-dimensional subspace with an
eigenvalue of order |χ|4 and two one-dimensional subspaces with eigenvalues of order |χ|2. This makes the
thin-plate problem fundamentally different from the homogenisation problems considered by the approach
of Birman and Suslina, see e.g. [2]. In particular, the assumption of regularity of the “spectral germ” in
[2] implies that the finite-dimensional subspace that appears for χ 6= 0 as a perturbation of the subspace
corresponding to the eigenvalue zero for χ = 0 has all eigenvalues of the same order |χ|2.
4 A priori estimates for solutions of (14)
We consider separately the case when the elasticity tensor A is planar-symmetric and the general, not
necessarily symmetric, case: in the former, one is able to separate the study of (3) into two different problems,
due to the fact that one can identify two invariant subspaces for the operator Aχ and hence obtain more
precise estimates (see Sections 2, 6). Moreover, the asymptotic analysis is more straightforward in the planar-
symmetric case, which is therefore instructive for the purpose of analysing the general situation. Although
we do not assume that the elasticity tensor depends on x3, one could do so. In the planar-symmetric case
one would have to assume additionally that the moduli are even with respect to x3 (otherwise we would lose
the decomposition into two invariant subspaces), while in the general case this dependence can be arbitrary.
The results of this section are not used in the proof of the error estimates that we carry out in Section
5. However, they are significant in that they give us an idea of what we should look for in the asymptotic
approximation.
In what follows we assume that χ 6= 0, which does not affect the derivation of the results announced in
Section 2.
4.1 The case of planar-symmetric elasticity tensor
In this section we work under the assumption (8) on the elasticity tensor A in (3). We derive estimates that
provide an informed guess about the asymptotic behaviour of solutions to (14) as ε → 0 for each of two
subspaces L2(Q,C3) invariant with respect to the operator Aχ: the one consisting of vector functions whose
first two components are odd and the third component is even in x3, and its orthogonal complement, whose
elements have the first two components even and the third component odd in x3.
9
4.1.1 First invariant subspace
In the first subspace we scale with |χ|−4 the operatorAχ (equivalently, the form bχ with χ-dependent domain)
and with |χ|−1 the horizontal components of the force density on its right-hand side, so the equation (14) is
replaced with
1
|χ|4 bχ(u, ϕ) +
ˆ
Q
u · ϕ = 1|χ|
ˆ
Q
̂
fαϕα +
ˆ
Q
f̂3ϕ3 ∀ϕ ∈ H1χ(Q,C3), (37)
where the form bχ is defined by (30). Here we assume that the components fα =
̂
fα, α = 1, 2, are odd in
the x3 variable, while f3 = f̂3 is even. The estimates (17)–(18), (27)–(28) imply that∥∥(u1, u2)⊤∥∥H1(Q,C2) ≤ C|χ|−1∥∥sym∇u∥∥L2(Q,C3×3),
‖u3‖H1(Q,C) ≤ C|χ|−2
∥∥sym∇u∥∥
L2(Q,C3×3)
.
(38)
Setting ϕ = u in (37) and applying (38) to the right-hand side of the resulting equation, we obtain∥∥sym∇u∥∥
L2(Q,C3×3)
≤ C|χ|2∥∥(̂f1, ̂f2, f̂3)⊤∥∥L2(Q,C3). (39)
Going back to (38), we thus infer that∥∥(u1, u2)⊤∥∥H1(Q,C2) ≤ C|χ|∥∥(
̂
f1,
̂
f2, f̂3)
⊤
∥∥
L2(Q,C3)
, ‖u3‖H1(Q,C) ≤ C
∥∥(̂f1, ̂f2, f̂3)⊤∥∥L2(Q,C3). (40)
Furthermore, as a consequence of the material symmetries (8), we have
uα(·,−x3) = −uα(·, x3), α = 1, 2, u3(·,−x3) = u3(·, x3), x3 ∈ I.
In combination with (27)–(28), (39) this implies the existence of c3 ∈ C such that
‖uα + iχαc3x3eχ‖H1(Q,C) ≤ C|χ|2
∥∥(̂f1, ̂f2, f̂3)⊤∥∥L2(Q,C3), α = 1, 2,
‖u3 − c3eχ‖H1(Q,C) ≤ C|χ|2
∥∥(̂f1, ̂f2, f̂3)⊤∥∥L2(Q,C3).
which suggests that the solution to an appropriate asymptotic equation approximates u with an error of
order O(|χ|2) with respect to the H1 norm. In Section 5 we demonstrate that this is indeed so, see the first
and fourth estimates in (85).
4.1.2 Second invariant subspace
In the second subspace we scale the operator Aχ with |χ|−2 and do not scale the forces, so the equation (14)
is replaced with
1
|χ|2 bχ(u, ϕ) +
ˆ
Q
u · ϕ =
ˆ
Q
f̂αϕα +
ˆ
Q
̂
f3ϕ3 ∀ϕ ∈ H1χ(Q,C3), (41)
where we assume that fα = f̂α, α = 1, 2, are even and f3 =
̂
f3 is odd in the x3 variable. Setting ϕ = u in
(37), we obtain
‖u‖L2(Q,C3) ≤ C
∥∥(f̂1, f̂2, ̂f3)⊤∥∥L2(Q,C3), ∥∥sym∇u∥∥L2(Q,C3×3) ≤ C|χ|∥∥(f̂1, f̂2,
̂
f3)
⊤
∥∥
L2(Q,C3)
. (42)
The estimates (17), (27) and the second estimate in (42) imply (cf. (38), (40))∥∥(u1, u2)⊤∥∥H1(Q,C2) ≤ C|χ|−1∥∥sym∇u∥∥L2(Q,C3×3) ≤ C∥∥(f̂1, f̂2,
̂
f3)
⊤
∥∥
L2(Q,C3)
. (43)
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Furthermore, by virtue of the material symmetries (8), we have
uα(·,−x3) = uα(·, x3), α = 1, 2, u3(·,−x3) = −u3(·, x3), x3 ∈ I, (44)
which, in combination with (28) and the second estimate in (42), implies (cf. (40))
‖u3‖H1(Q,C) ≤ C
∥∥sym∇u∥∥
L2(Q,C3×3)
≤ C|χ|∥∥(f̂1, f̂2, ̂f3)⊤∥∥L2(Q,C3). (45)
Finally, (27)–(28), (44), and the second estimate in (42) imply the existence of c1, c2 ∈ C such that
‖uα − cαeχ‖H1(Q,C3) ≤ C|χ|
∥∥(f̂1, f̂2, ̂f3)⊤∥∥L2(Q,C3), α = 1, 2, (46)
which suggests that the solution to an appropriate asymptotic equation approximates uα, α = 1, 2, with an
error of order O(|χ|) in H1. We demonstrate the latter in Section 5, see the first estimate in (96).
Notice also that setting f̂α = 0, α = 1, 2, in (41), we obtain∥∥sym∇u∥∥
L2(Q,C3×3)
≤ C|χ|2
∥∥̂f3∥∥L2(Q,C), (47)
and, using (43), (45), it yields the bounds∥∥(u1, u2)⊤∥∥H1(Q,C2) ≤ C|χ|∥∥
̂
f3
∥∥
L2(Q,C)
, ‖u3‖H1(Q,C) ≤ C|χ|2
∥∥̂f3∥∥L2(Q,C). (48)
As a result, the component
̂
f3 can be set to zero for purposes of obtaining the leading-order H
1 estimates
(46), see also Remark 5.2.
4.2 The case of a general elasticity tensor
In the general case, when we do not assume (8), consider two asymptotic procedures separately. The first of
these corresponds to the problem
1
|χ|4 bχ(u, ϕ) +
ˆ
Q
u · ϕ = 1|χ|
ˆ
Q
fαϕα +
ˆ
Q
f3ϕ3 ∀ϕ ∈ H1χ(Q,C3). (49)
In the same way as in Section 4.1.1, we obtain the estimates (cf. (39), (40))∥∥sym∇u∥∥
L2(Q,C3×3)
≤ C|χ|2‖f‖L2(Q,C3),∥∥(u1, u2)⊤∥∥H1(Q,C2) ≤ C|χ|‖f‖L2(Q,C3), ‖u3‖H1(Q,C) ≤ C‖f‖L2(Q,C3),
as well as the existence of c1, c2, c3 ∈ C such that
‖uα − (cα − iχαc3x3)eχ‖H1(Q,C) ≤ C|χ|2‖f‖L2(Q,C3), α = 1, 2, (50)
‖u3 − c3eχ‖H1(Q,C) ≤ C|χ|2‖f‖L2(Q,C3). (51)
The second procedure corresponds to the problem
1
|χ|2 bχ(u, ϕ) +
ˆ
Q
u · ϕ =
ˆ
Q
fαϕα +
ˆ
Q
f3ϕ3 ∀ϕ ∈ H1χ(Q,C3). (52)
We follow the strategy of Section 4.1.2. Namely, first setting ϕ = u in (52) we obtain (cf. (42))
‖u‖L2(Q,C3) ≤ C‖f‖L2(Q,C3),
∥∥sym∇u∥∥
L2(Q,C3×3)
≤ C|χ|∥∥f‖L2(Q,C3). (53)
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Second, (17), (27), and the second estimate in (53) imply (cf. (43))∥∥(u1, u2)⊤∥∥H1(Q,C2) ≤ C|χ|−1∥∥sym∇u∥∥L2(Q,C3×3) ≤ C‖f‖L2(Q,C3),
Finally, (27)–(28) and the second estimate in (53) imply the existence of c1, c2, c3 ∈ C such that∥∥uα − (cα − iχαc3x3)eχ∥∥H1(Q,C) ≤ C|χ|‖f‖L2(Q,C3), α = 1, 2, (54)
‖u3 − c3eχ‖H1(Q,C) ≤ C|χ|‖f‖L2(Q,C3). (55)
It follows from (53) and (55) that
|c3| ≤ C‖f‖L2(Q,C3).
Therefore (cf. (45))
‖u3‖H1(Q,C) ≤ C‖f‖L2(Q,C3)
and (cf. (54)) ∥∥uα − cαeχ∥∥H1(Q,C) ≤ C|χ|‖f‖L2(Q,C3), α = 1, 2.
The values of cj , j = 1, 2, 3, in (50)–(51), (54)–(55) will be determined in Section 5.2.
Remark 4.1. The existence of two distinguished scalings for the operator Aχ plays a key role in the proof
of Theorem 2.3. When adopting the first scaling, we approximate the eigenvalue of Aχ of order |χ|4. The
appropriate eigenfunction has in-plane components of order |χ| and the vertical component of order one, thus
we achieve one more order of precision in |χ| for the first two components, cf. (50)–(51). Under the second
scaling, we approximate two eigenvalues of order |χ|2. The appropriate eigenfunctions are of order one and
we approximate them with precision of order |χ|, cf. (54)–(55).
In the next section we develop an asymptotic procedure for the (ε-independent) problems (37), (41), (49)
with respect to the modulus of the quasimomentum χ. In this way we obtain order-optimal resolvent estimates
for (14), equivalently for the fibres Aχ, see (30). This allows us to derive norm-resolvent approximations for
scaled versions of the original operator Aε, see also the original formulation (3), which is a direct integral of
Aχ, χ ∈ Q′r, by the Floquet transform. It also makes our approach different to that presented in [6], where
an asymptotics as ε → 0 uniform with respect to the quasimomentum, rather than an asymptotics in |χ|,
was established for a multi-dimensional degenerate problem. Since our estimates are optimal with respect to
χ, we do not need to separate the dual cell Q′r into the “inner” and “outer” regions like it is done in [6]. In
addition, we identify the correctors required for L2 → H1 estimates as well as for higher-precision L2 → L2
estimates, see Section 6 for details. By adopting particular scalings for the operator of (3) and the force
density, we thus also recover a version of the results of [2].
5 Solution asymptotics: recurrence relations and error estimates
In the asymptotic procedure developed in this section, we use the operator X on L2(Q,C3) defined for each
χ ∈ Q′r as the matrix multiplication
Xϕ :=

χ1ϕ1
1
2
(χ2ϕ1 + χ1ϕ2)
1
2
χ1ϕ3
1
2
(χ2ϕ1 + χ1ϕ2) χ2ϕ2
1
2
χ2ϕ3
1
2
χ1ϕ3
1
2
χ2ϕ3 0

, ϕ ∈ L2(Q,C3).
It is easy to see that for all ϕ ∈ L2(Q,C3) one has∥∥Xϕ∥∥
L2(Q,C3)
≥ 1
2
|χ|‖ϕ‖L2(Q,C3), χ ∈ Q′r. (56)
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We also define, for m1,m2,m3 ∈ C,
Ξ(χ,m1,m2) := iI
 χ1m1
1
2
(χ1m2 + χ2m1)
1
2
(χ1m2 + χ2m1) χ2m2
 , Υ(χ,m3) := im3I
(
χ21 χ1χ2
χ1χ2 χ
2
2
)
,
where I is the mapping (5), and remark the following useful identity:
iX(D1 − iχ1x3D3, D2 − iχ2x3D3, D3)⊤ = Ξ(χ,D1, D2)− ix3Υ(χ,D3) ∀D ∈ C3. (57)
Furthermore, for each χ ∈ Q′r we define a matrix Ahomχ by the formula
Ahomχ m · d :=
ˆ
Q
A
(∇Nm + Ξ(χ,m1,m2)− ix3Υ(χ,m3)) : (Ξ(χ, d1, d2)− ix3Υ(χ, d3)), m, d ∈ C3,
where Nm, m ∈ C3, satisfy
(sym∇)∗A sym∇Nm = −(sym∇)∗A
(
Ξ(χ,m1,m2)− ix3Υ(χ,m3)
)
, Nm ∈ H1#(Q,C3),
ˆ
Q
Nm = 0.
Notice that
max
{|m1|, |m2|}+max{|χ1|, |χ2|}|m3| ≤ C|χ|−1(∣∣Ξ(χ,m1,m2)∣∣+ ∣∣Υ(χ,m3)∣∣),
|m3| ≤ C|χ|−2
∣∣Υ(χ,m3)∣∣, (58)
and in the case of the planar symmetries (8) we have Nm = N
(1)
m +N
(2)
m , where
(sym∇)∗A sym∇N (1)m = (sym∇)∗A
(
ix3Υ(χ,m3)
)
, N (1)m ∈ H1#(Q,C3),
ˆ
Q
N (1)m = 0.
(sym∇)∗A sym∇N (2)m = −(sym∇)∗AΞ(χ,m1,m2), N (2)m ∈ H1#(Q,C3),
ˆ
Q
N (2)m = 0.
By a symmetry argument, we have, for all m ∈ C3, x3 ∈ I, j = 1, 2 :(
N (j)m
)
α
(·,−x3) = ∓
(
N (j)m
)
α
(·, x3), α = 1, 2,
(
N (j)m
)
3
(·,−x3) = ±
(
N (j)m
)
3
(·, x3),
where the top and bottom signs in “∓” and “±” are taken for j = 1 and j = 2, respectively. Therefore,
Ahomχ m · d = Ahom,1χ m3 d3 +Ahom,2χ (m1,m2)⊤ · (d1, d2)⊤,
where, for χ ∈ Q′r, m3, d3 ∈ C, (m1,m2)⊤, (d1, d2)⊤ ∈ C2, we define
Ahom,1χ m3 d3 :=
ˆ
Q
A
(∇N (1)m − ix3Υ(χ,m3)) : (−ix3Υ(χ, d3)),
Ahom,2χ (m1,m2)
⊤ · (d1, d2)⊤ :=
ˆ
Q
A
(∇N (2)m + Ξ(χ,m1,m2)) : Ξ(χ, d1, d2).
5.1 Planar-symmetric elasticity tensor
We use the notation H1#(Q,C
3) for the closure of smooth functions Qr-periodic in y1, y2 in the norm of
H1(Q,C3).
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5.1.1 First invariant subspace
Asymptotic equation. Here assume that the components fα =
̂
fα, α = 1, 2, of the body force density are
odd in the x3 variable, while f3 = f̂3 is even, cf. Section 4.1.1, and throughout the present section we write
f in place of (
̂
f1,
̂
f2, f̂3)
⊤. An approximating problem for the leading-order amplitude m3 ∈ C in the first
invariant subspace, see the estimates (85), has the form2
|χ|−4Ahom,1χ m3 d3 +
ˆ
Q
(−iχ1x3m3,−iχ2x3m3,m3)⊤ · (−iχ1x3d3,−iχ2x3d3, d3)⊤
=
ˆ
Q
|χ|−1(̂f1, ̂f2)⊤ · eχ(−iχ1x3d3,−iχ2x3d3)⊤ + ˆ
Q
f̂3 · eχd3 ∀d3 ∈ C,
(59)
so that the following estimate holds:
|m3| ≤ C‖f‖L2(Q,C3). (60)
Approximation error estimates in the first invariant subspace. Step 1. We define u2 ∈ H1#(Q,C3)
that solves
(sym∇)∗A sym∇u2 = (sym∇)∗A
(
ix3Υ(χ,m3)
)
,
ˆ
Q
u2 = 0, (61)
so that, by the standard Poincare´ inequality combined with the Korn inequality for periodic functions (cf.
(22)), we have the bound
‖u2‖H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C2). (62)
In addition, the following symmetry properties3 hold:
(u2)α(·,−x3) = −(u2)α(·, x3), α = 1, 2, (u2)3(·,−x3) = (u2)3(·, x3), x3 ∈ I. (63)
Next, we define u
(1)
3 ∈ H1#(Q,C3) that satisfies
(sym∇)∗A sym∇u(1)3 = i
{
X∗A sym∇u2 − (sym∇)∗A(Xu2)−X∗A
(
ix3Υ(χ,m3)
)}
+ |χ|4(iχ1x3m3, iχ2x3m3, 0)⊤ + |χ|3eχ
(̂
f1,
̂
f2, 0
)⊤
,
ˆ
Q
u
(1)
3 = 0.
(64)
In view of the symmetry properties (63), the problem (64) has a unique solution. Indeed, it follows from
(63) that the right-hand side of the above equation for u
(1)
3 vanishes when tested with vectors (D1, D2, 0)
⊤.
To verify that it also vanishes when tested with vectors (0, 0, D3)
⊤, we use the fact that
ˆ
Q
A
(−ix3Υ(χ,m3) + sym∇u2) : iX(0, 0, D3)⊤ = ˆ
Q
A
(−ix3Υ(χ,m3) + sym∇u2) : sym∇ψ = 0,
ψ := iD3x3(χ1, χ2, 0)
⊤.
(65)
By virtue of (60), (62), the solution to (64) satisfies the estimate∥∥u(1)3 ∥∥H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C3). (66)
2Note that the left-hand side of (59) can be simplified, by observing that
ˆ
Q
(−iχ1x3m3,−iχ2x3m3,m3)
⊤ · (−iχ1x3d3,−iχ2x3d3, d3)⊤ =
(
|χ|2
3
+ 1
)
m3d3,
see also (69), (77). For clarity of the argument, we keep the original form of the second term on the left-hand side of (59).
3Similar symmetry properties hold for all terms in the asymptotics series, see e.g. (67).
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Furthermore, using the assumption on the forces and the properties (63) we obtain(
u
(1)
3
)
α
(·,−x3) = −
(
u
(1)
3
)
α
(·, x3), α = 1, 2,
(
u
(1)
3
)
3
(·,−x3) =
(
u
(1)
3
)
3
(·, x3), x3 ∈ I. (67)
Next, we seek u
(1)
4 ∈ H1#(Q,C3) such that
(sym∇)∗A sym∇u(1)4 = i
{
X∗A sym∇u(1)3 − (sym∇)∗A
(
Xu
(1)
3
)}
−X∗A(Xu2)− |χ|4
(
0, 0,m3 − f̂3eχ
)⊤
,
ˆ
Q
u
(1)
4 = 0.
(68)
The right-hand side of the problem for u
(1)
4 yields zero when tested with constant vectors of the form
(D1, D2, 0)
⊤. To ensure it also vanishes when tested with vectors (0, 0, D3)
⊤, we observe that (cf. (65))
ˆ
Q
A
(
sym∇u(1)3 + iXu2
)
: iX(0, 0, D3)⊤ =
ˆ
Q
A
(
sym∇u(1)3 + iXu2
)
: sym∇ψ
= Ahom,1χ m3D3 + |χ|4
ˆ
Q
(iχ1x3m3, iχ2x3m3, 0)
⊤ · (iχ1x3D3, iχ2x3D3, 0)⊤
+ |χ|3
ˆ
Q
(̂
f1,
̂
f2
)⊤ · eχ(iχ1x3D3, iχ2x3D3)⊤ = −|χ|4m3D3 + |χ|4 ˆ
Q
f̂3 · eχD3,
where we use (59), (64).
Similarly to the above argument for u2, u
(1)
3 , the following estimate holds for the solution of (68):∥∥u(1)4 ∥∥H1(Q,C3) ≤ C|χ|4‖f‖L2(Q,C3).
Step 2. We proceed by updating the leading-order term (−χ1x3m3,−iχ2x3m3,m3)⊤. To this end, we
define a “correction” m
(1)
3 to the value m3 as the solution to
Ahom,1χ m
(1)
3 d3 + |χ|4
ˆ
Q
(−iχ1x3m(1)3 ,−iχ2x3m(1)3 ,m(1)3 )⊤ · (−iχ1x3d3,−iχ2x3d3, d3)⊤
= −
ˆ
Q
A
(
sym∇u(1)4 + iXu(1)3
)
: iX(0, 0, d3)⊤ ∀d3 ∈ C.
(69)
We then have the estimate ∣∣m(1)3 ∣∣ ≤ C|χ|‖f‖L2(Q,C3). (70)
Following the correction, we repeat the procedure and first define u
(2)
3 ∈ H1#(Q,C3) as the solution of (cf.
(62))
(sym∇)∗A sym∇u(2)3 = (sym∇)∗A
(
ix3Υ
(
χ,m
(1)
3
))
,
ˆ
Q
u
(2)
3 = 0, (71)
so that ∥∥u(2)3 ∥∥H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C2). (72)
Second, consider u
(2)
4 ∈ H1#(Q,C3) satisfying (cf. (64))
(sym∇)∗A sym∇u(2)4 = i
{
X∗ · A sym∇u(2)3 − (sym∇)∗A
(
Xu
(2)
3
)
−X∗ · A(ix3Υ(χ,m(1)3 ))}+ |χ|4(iχ1x3m(1)3 , iχ2x3m(1)3 , 0)⊤, ˆ
Q
u
(2)
4 = 0.
(73)
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In the same way as above, we conclude that (73) has a unique solution, and∥∥u(2)4 ∥∥H1(Q,C3) ≤ C|χ|4‖f‖L2(Q,C3). (74)
Finally, we define u
(1)
5 ∈ H1#(Q,C3) as the solution to (cf. (68))
(sym∇)∗A sym∇u(1)5 = i
(
X∗A sym∇(u(1)4 + u(2)4 )− (sym∇)∗A{X(u(1)4 + u(2)4 )})
−X∗A{X(u(1)3 + u(2)3 )}− |χ|4(0, 0,m(1)3 )⊤, ˆ
Q
u
(1)
5 = 0.
(75)
The right-hand side yields zero when tested with vectors D = (D1, D2, 0)
⊤, by symmetry properties similar
to (63) for the terms involved. To see that it yields zero when tested with vectors (0, 0, D3)
⊤, we use the
same reasoning as above (cf. (65)):
ˆ
Q
A
(
sym∇u(2)4 + iXu(2)3
)
: iX(0, 0, D3)⊤ =
ˆ
Q
A
(
sym∇u(2)4 + iXu(2)3
)
: sym∇ψ
= Ahom,1χ m
(1)
3 D3 + |χ|4
ˆ
Q
(
iχ1x3m
(1)
3 , iχ2x3m
(1)
3 , 0
)⊤ · (iχ1x3D3, iχ2x3D3, 0)⊤
= −|χ|4m(1)3 D3 −
ˆ
Q
A
(
sym∇u(1)4 + iXu(1)3
)
: iX(0, 0, D3)⊤,
where we use (69), (73). Thus, the problem (75) has a unique solution, and∥∥u(1)5 ∥∥H1(Q,C3) ≤ C|χ|5‖f‖L2(Q,C3). (76)
Step 3. We once again update the leading-order term
(−χ1x3m(2)3 ,−iχ2x3m(2)3 ,m(2)3 )⊤. Defining m(2)3 so
that
Ahom,1χ m
(2)
3 d3 + |χ|4
ˆ
Q
(−iχ1x3m(2)3 ,−iχ2x3m(2)3 ,m(2)3 )⊤ · (−iχ1x3d3,−iχ2x3d3, d3)⊤ (77)
= −
ˆ
Q
A
(
sym∇u(1)5 + iXu(1)4 + iXu(2)4
)
: iX(0, 0, d3)⊤ ∀d3 ∈ C,
one has ∣∣m(2)3 ∣∣ ≤ C|χ|2‖f‖L2(Q,C3). (78)
As in Step 2, we repeat the procedure and first define u
(3)
4 ∈ H1#(Q,C3) as the solution to (cf. (71))
(sym∇)∗A sym∇u(3)4 = (sym∇)∗A
(
ix3Υ
(
χ,m
(2)
3
))
,
ˆ
Q
u
(3)
4 = 0,
so that ∥∥u(3)4 ∥∥H1(Q,C3) ≤ C|χ|4‖f‖L2(Q,C3). (79)
Second, consider u
(2)
5 ∈ H1#(Q,C3) that satisfies (cf. (73))
(sym∇)∗A sym∇u(2)5 = i
{
X∗A sym∇u(3)4 − (sym∇)∗A
(
Xu
(3)
4
)−X∗A(ix3Υ(χ,m(2)3 ))}
+ |χ|4(iχ1x3m(2)3 , iχ2x3m(2)3 , 0)⊤, ˆ
Q
u
(2)
5 = 0.
(80)
16
In the same way as above, we infer that the system has a unique solution, and∥∥u(2)5 ∥∥H1(Q,C3) ≤ C|χ|4‖f‖L2(Q,C3). (81)
Finally, we define u6 ∈ H1#(Q,C3) as the solution to (cf. (75))
(sym∇)∗A sym∇u6 = i
(
X∗A sym∇(u(1)5 + u(2)5 )− (sym∇)∗A{X(u(1)5 + u(2)5 )})
−X∗A{X(u(1)4 + u(2)4 + u(3)4 )}− |χ|4(0, 0,m(2)3 )⊤ − |χ|4u2, ˆ
Q
u6 = 0.
(82)
The right-hand side of the equation for u6 yields zero when tested with vectors D = (D1, D2, 0)
⊤, by
symmetry properties as above. To see that it yields zero when tested with vectors (0, 0, D3)
⊤, we use the
same reasoning as above (cf. (65)):
ˆ
Q
A
(
sym∇u(2)5 + iXu(3)4
)
: iX(0, 0, D3)⊤ =
ˆ
Q
A
(
sym∇u(2)5 + iXu(3)4
)
: sym∇ψ
= Ahom,1χ m
(2)
3 D3 + |χ|4
ˆ
Q
(iχ1x3m
(2)
3 , iχ2x3m
(2)
3 , 0)
⊤ · (iχ1x3D3, iχ2x3D3, 0)⊤
= −|χ|4m(2)3 D3 −
ˆ
Q
A
(
sym∇u(1)5 + iXu(1)4 + iXu(2)4
)
: iX(0, 0, D3)⊤,
where we use (77), (80). Thus, the problem (82) has a unique solution, and∥∥u6∥∥H1(Q,C3) ≤ C|χ|6‖f‖L2(Q,C3). (83)
Step 4. To complete the proof, we define the approximate solution
U =
(−iχ1x3(m3 +m(1)3 +m(2)3 ),−iχ2x3(m3 +m(1)3 +m(2)3 ),m3 +m(1)3 +m(2)3 )⊤ + u2 + u(1)3 + u(2)3
+ u
(1)
4 + u
(2)
4 + u
(3)
4 + u
(1)
5 + u
(2)
5 + u6,
which satisfies
(sym∇+ iX)∗A(sym∇+ iX)U + |χ|4U = |χ|4eχ
(̂
f1,
̂
f2, f̂3
)⊤
+R7,
where ∥∥R7∥∥H−1
#
(Q)
≤ C|χ|7‖f‖L2(Q,C3).
The error z := u− U satisfies
(sym∇+ iX)∗A(sym∇+ iX)z + |χ|4z = R7. (84)
It is easy to see that, due to the estimate (56), there exists ρ1 > 0 such that for all χ ∈ Q′r, |χ| ≤ ρ1, one has∥∥A(sym∇+ iX)z∥∥2
L2(Q,C3×3)
≥ 1
2
(‖sym∇z‖2L2(Q,C3×3) − ‖z‖2L2(Q,C3)),
and thus∥∥A(sym∇+ iX)z∥∥2
L2(Q,C3×3)
+ |χ|4‖z‖2L2(Q,C3) ≥
1
4
|χ|4(‖sym∇z‖2L2(Q,C3×3) + ‖z‖2L2(Q,C3)).
Testing the equation (84) with z therefore yields
‖z‖H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C2).
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Finally, as a consequence of (62), (66), (70), (72), (74), (76), (78), (79), (81), (83), we obtain
‖uα + iχαm3x3eχ‖H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3), α = 1, 2,
‖u3 −m3eχ‖H1(Q,C3) ≤ C|χ|‖f‖L2(Q,C3),∥∥uα + iχα(m3 +m(1)3 )x3eχ − (u2)αeχ∥∥H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C3), α = 1, 2,∥∥u3 − (m3 +m(1)3 )eχ∥∥H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3),
(85)
where m3 ∈ C solves (59), m(1)3 ∈ C solves (69), and u2 solves (61). For |χ| > ρ1 the estimates (85) hold
automatically (where the constant C depends on ρ1).
Remark 5.1. Denote by m˜3 ∈ C the solution to the identity(|χ|−4Ahom,1χ + 1)m˜3 d3 = ˆ
Q
|χ|−1(̂f1, ̂f2)⊤ · eχ(−iχ1x3d3,−iχ2x3d3)⊤ + ˆ
Q
f̂3 · eχd3 ∀d3 ∈ C.
Setting d3 = m3 − m˜3 in (59) and (5.1), subtracting one from the other, and using (60), we obtain
|m3 − m˜3| ≤ C|χ|2‖f‖L2(Q,C3).
This implies that all four estimates in (85) are valid with m3 replaced by m˜3. In the same way we can replace
m
(1)
3 in (69) with m˜
(1)
3 that satisfies(
Ahom,1χ + |χ|4
)
m˜
(1)
3 d3 = −
ˆ
Q
A
(
sym∇u(1)4 + iXu(1)3
)
: iX(0, 0, d3)⊤ ∀d3 ∈ C, (86)
thereby making an error of order |χ|2 at most. This also does not affect any of the estimates (85).
5.1.2 Second invariant subspace
Asymptotic equation. Here assume that the components fα = f̂α, α = 1, 2, are even in the x3 variable,
while f3 =
̂
f3 is odd, cf. Section 4.1.2. An approximating problem for (m1,m2)
⊤ in the estimates (96) then
takes the form(
Ahom,2χ + |χ|2
)
(m1,m2)
⊤ · (d1, d2)⊤ = |χ|2
ˆ
Q
(
f̂1, f̂2
)⊤ · eχ(d1, d2)⊤ ∀(d1, d2)⊤ ∈ C2, (87)
and the following estimate holds: ∣∣(m1,m2)⊤∣∣ ≤ C∥∥(f̂1, f̂2)⊤∥∥L2(Q,C2). (88)
Approximation error estimates in the second invariant subspace. Step 1. First, we define u1 ∈
H1#(Q,C
3) so that
(sym∇)∗A sym∇u1 = −(sym∇)∗AΞ(χ,m1,m2),
ˆ
Q
u1 = 0. (89)
As in the case of u2 for the first invariant subspace, we infer from (88) that
‖u1‖H1(Q,C3) ≤ C|χ|
∥∥(f̂1, f̂2)⊤∥∥L2(Q,C2). (90)
Notice that u1 has the symmetry properties
(u1)α(·,−x3) = (u1)α(·, x3), α = 1, 2, (u1)3(·,−x3) = −(u1)3(·, x3), x3 ∈ I. (91)
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In the remainder of the present section we write f in place of (f̂1, f̂2,
̂
f3)
⊤. Define u2 ∈ H1#(Q,C3) that
satisfies
(sym∇)∗A sym∇u(1)2 = i
{
X∗A sym∇u1 − (sym∇)∗A(Xu1) +X∗AΞ(χ,m1,m2)
}
− |χ|2(m1,m2, 0)⊤ + |χ|2eχf,
ˆ
Q
u
(1)
2 = 0.
(92)
It follows from (87) that the right-hand side of (92) yields zero when tested with constant vectors (D1, D2, 0)
⊤.
Furthermore, it also vanishes when tested with vectors (0, 0, D3)
⊤, by the same argument as before, i.e. as
a consequence of the symmetry properties of u1 and f. We also have the estimate∥∥u(1)2 ∥∥H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3). (93)
Step 2. Second, we update (m1,m2)
⊤ with (m
(1)
1 ,m
(1)
2 )
⊤ ∈ C2, defined as the solution to(
Ahom,2χ + |χ|2
)(
m
(1)
1 ,m
(1)
2
)⊤ · (d1, d2)⊤
= −
ˆ
Q
A
(
sym∇u(1)2 + iXu1
)
: iX(d1, d2, 0)⊤ ∀(d1, d2)⊤ ∈ C2.
(94)
The following estimate is a consequence of (90), (93):∣∣(m(1)1 ,m(1)2 )⊤∣∣ ≤ C|χ|‖f‖L2(Q,C3). (95)
Next, we define
(sym∇)∗A sym∇u(2)2 = −(sym∇)∗AΞ
(
χ,m
(1)
1 ,m
(1)
2
)
,
ˆ
Q
u
(2)
2 = 0,
and, as a consequence of (95), we have∥∥u(2)2 ∥∥H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3).
Furthermore, we define u3 ∈ H1#(Q,C3) such that
(sym∇)∗A sym∇u3 = i
(
X∗A sym∇(u(1)2 + u(2)2 )− (sym∇)∗A{X(u(1)2 + u(2)2 )}+X∗AΞ(χ,m(1)1 ,m(1)2 ))
+ iX∗A(Xu1)− |χ|2
(
m
(1)
1 ,m
(1)
2 , 0
)⊤ − |χ|2u1, ˆ
Q
u3 = 0.
The right-hand side of the above equation for u3 yields zero when tested with vectors D = (0, 0, D3)
⊤, by
the symmetry properties (91). To see that it vanishes when tested with vectors (D1, D2, 0)
⊤, we use the fact
that ˆ
Q
A
(
sym∇u(2)2 + Ξ
(
χ,m
(1)
1 ,m
(1)
2
))
: iX(D1, D2, 0)⊤ = A
hom,2
χ
(
m
(1)
1 ,m
(1)
2
)⊤ · (D1, D2)⊤
= −
ˆ
Q
A(sym∇u(1)2 + iXu1) : iX(D1, D2, 0)⊤ − |χ|2
(
m
(1)
1 ,m
(1)
2 , 0
)⊤
.
Finally, we obtain the estimate
‖u3‖H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C3).
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Step 3. Define the approximate solution
U =
(
m1 +m
(1)
1 ,m2 +m
(1)
2 , 0
)⊤
+ u1 + u
(1)
2 + u
(2)
2 + u3,
which clearly satisfies
(sym∇+ iX)∗A(sym∇+ iX)U + |χ|2U = |χ|2eχf +R4,
‖R4‖H−1
#
(Q,C3) ≤ C|χ|4‖f‖L2(Q,C3).
It follows that the error z := u− U satisfies
(sym∇+ iX)∗A(sym∇+ iX)z + |χ|2z = R4,
and hence, in the same way as before, we obtain (see the argument between (84) and (85))
‖z‖H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3).
It follows that
‖uα −mαeχ‖H1(Q,C3) ≤ C|χ|‖f‖L2(Q,C3), α = 1, 2,
‖u3‖H1(Q,C3) ≤ C|χ|‖f‖L2(Q,C3),∥∥uα − (mα +m(1)α )eχ − (u1)αeχ∥∥H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3), α = 1, 2,
‖u3 − (u1)3eχ‖H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3).
(96)
Remark 5.2. One can set
̂
f3 = 0 when deriving the first two estimates in (96), by virtue of the inequalities
(48) and the fact that m1, m2 do not depend on
̂
f3, see (87).
5.2 General elasticity tensor
5.2.1 First scaling
As the asymptotic procedure of Section 5.1 shows, in the case of the first scaling, which corresponds to the
eigenvalue of order |χ|4 of Aχ (cf. also Remark 4.1), it is convenient to scale the horizontal components of
the “Floquet-transformed” force density f , see (59), so our analysis below yields the estimates (105), similar
to (85). In Section 6.2 we interpret these estimates in terms of the original body forces Fh (i.e. the inverse
Floquet transform of the “unscaled” f) for the proof of Theorem 2.3 (cf. Theorem 2.1, where for the case of
the first invariant subspace we keep the general scaling ε−δ in the first two components of the forces.)
Asymptotic equation. An approximating problem for (49) takes the form
|χ|−4Ahomχ m · d+
ˆ
Q
(m1 − iχ1x3m3,m2 − iχ2x3m3,m3)⊤ · (d1 − iχ1x3d3, d2 − iχ2x3d3, d3)⊤
=
ˆ
Q
|χ|−1(f1, f2)⊤ · eχ(d1 − iχ1x3d3, d2 − iχ2x3d3)⊤ + ˆ
Q
f3 · eχd3 ∀d ∈ C3.
(97)
In the same way as in Remark 5.1, it can be shown that (97) is equivalent to the identity
(|χ|−4Ahomχ +1)m · d = ˆ
Q
|χ|−1(f1, f2)⊤ · eχ(d1 − iχ1x3d3, d2 − iχ2x3d3)⊤+ˆ
Q
f3 · eχd3 ∀d ∈ C3, (98)
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in the sense that it does not affect any of the four inequalities (105). Using (58), we easily obtain the
estimates ∣∣(m1,m2)⊤∣∣ ≤ C|χ|‖f‖L2(Q,C3), |m3| ≤ C‖f‖L2(Q,C3). (99)
Approximation error estimates for the first scaling. Step 1. In order to determine the “corrector”
term u2, we solve
(sym∇)∗A(sym∇)u2 = −(sym∇)∗A
(
Ξ(χ,m1,m2)− ix3Υ(χ,m3)
)
, u2 ∈ H1#(Q,C3),
ˆ
Q
u2 = 0, (100)
so that, due to (99), the estimate
‖u2‖H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3) (101)
holds.
Next, we define u
(1)
3 ∈ H1#(Q,C3) as the solution to
(sym∇)∗A sym∇u(1)3 = i
{
X∗A sym∇u2 − (sym∇)∗A(Xu2) +X∗A
(
Ξ(χ,m1,m2)− ix3Υ(χ,m3)
)}
+ |χ|3eχ(f1, f2, 0)⊤ − |χ|4(m1 − iχ1x3m3,m2 − iχ2x3m3, 0)⊤,
ˆ
Q
u
(1)
3 = 0.
(102)
Notice that, due to (97), (100), the right-hand side in the definition of u
(1)
3 vanishes when tested with constant
vectors (D1, D2, D3)
⊤, where we again follow the reasoning of (65). Due to (99), (101), we also have the
estimate ∥∥u(1)3 ∥∥H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C3).
Step 2. We update m ∈ C3 with m(1) = (m(1)1 ,m(1)2 ,m(1)3 )⊤ ∈ C3 such that
Ahomχ m
(1) · d+ |χ|4(m(1)1 − iχ1x3m(1)3 ,m(1)2 − iχ2x3m(1)3 ,m(1)3 )⊤ · (d1 − iχ1x3d3, d2 − iχ2x3d3, d3)⊤
= −
ˆ
Q
A(sym∇u(1)3 + iXu2) :
(
Ξ(χ, d1, d2)− ix3Υ(χ, d3)
) ∀d = (d1, d2, d3)⊤ ∈ C3. (103)
It is straightforward to see that∣∣(m(1)1 ,m(1)2 )⊤∣∣ ≤ C|χ|2‖f‖L2(Q,C3), ∣∣m(1)3 ∣∣ ≤ C|χ|‖f‖L2(Q,C3).
Furthermore, we define u
(2)
3 ∈ H1#(Q,C3) as the solution to the problem
(sym∇)∗A sym∇u(2)3 = −(sym∇)∗A
(
Ξ
(
χ,m
(1)
1 ,m
(1)
2
)− ix3Υ(χ,m(1)3 )), ˆ
Q
u
(2)
3 = 0,
so that, in particular, the following bound holds:∥∥u(2)3 ∥∥H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C3).
Next we define u
(1)
4 ∈ H1#(Q,C3) as the solution to
(sym∇)∗A sym∇u(1)4 = i
(
X∗A sym∇(u(1)3 + u(2)3 )− (sym∇)∗A{X(u(1)3 + u(2)3 )}
+X∗A
(
Ξ
(
χ,m
(1)
1 ,m
(1)
2
)− ix3Υ(χ,m(1)3 )))+ iX∗A(Xu2) + |χ|4eχ(0, 0, f3)⊤
− |χ|4(m(1)1 + (u2)1 − iχ1x3m(1)3 ,m(1)2 + (u2)2 − iχ2x3m(1)3 ,m3)⊤, ˆ
Q
u
(1)
4 = 0.
(104)
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As before, the right-hand side of (104) vanishes when tested with constant vectors, in view of the identity
(57). Thus (104) has a unique solution, and∥∥u(1)4 ∥∥H1(Q,C3) ≤ C|χ|4‖f‖L2(Q,C3).
Step 3. We again update m ∈ C3 with m(2) ∈ C3 such that
Ahomχ m
(2) · d+ |χ|4(m(2)1 − iχ1x3m(2)3 ,m(2)2 − iχ2x3m(2)3 ,m(2)3 )⊤ · (d1 − iχ1x3d3, d2 − iχ2x3d3, d3)⊤
= −
ˆ
Q
A
(
sym∇u(1)4 + iXu(1)3 + iXu(2)3
)
:
(
Ξ(χ, d1, d2)− ix3Υ(χ, d3)
) ∀d = (d1, d2, d3)⊤ ∈ C3,
and, in particular, the following estimates hold:∣∣(m(2)1 ,m(2)2 )⊤∣∣ ≤ C|χ|3‖f‖L2(Q,C3), ∣∣m(2)3 ∣∣ ≤ C|χ|2‖f‖L2(Q,C3).
Furthermore, we define u
(2)
4 ∈ H1#(Q,C3) such that
(sym∇)∗A sym∇u(2)4 = −(sym∇)∗A
(
Ξ
(
χ,m
(2)
1 ,m
(2)
2
)− ix3Υ(χ,m(2)3 )), ˆ
Q
u
(2)
4 = 0,
and, particular, ∥∥u(2)4 ∥∥H1(Q,C3) ≤ C|χ|4‖f‖L2(Q,C3),
as well as u
(1)
5 ∈ H1#(Q,C3) such that
(sym∇)∗A sym∇u(1)5 = i
(
X∗A sym∇(u(1)4 + u(2)4 )− (sym∇)∗A{X(u(1)4 + u(2)4 )}
+X∗A
(
Ξ(χ,m
(2)
1 ,m
(2)
2 )− ix3Υ(χ,m(2)3 )
))
+ iX∗A
{
X
(
u
(1)
3 + u
(2)
3
)}
− |χ|4(m(2)1 + (u(1)3 + u(2)3 )1 − iχ1x3m(2)3 ,m(2)2 + (u(1)3 + u(2)3 )2 − iχ2x3m(2)3 ,m(1)3 )⊤, ˆ
Q
u
(1)
5 = 0,
and hence ∥∥u(1)5 ∥∥H1(Q,C3) ≤ C|χ|5‖f‖L2(Q,C3).
Step 4. We update m ∈ C3 with m(3) ∈ C3 in the same way as above by defining u(2)5 , u6 ∈ H1#(Q,C3).
Step 5. In the same way as in Section 5.1.1, it follows that∥∥uα − (mα − iχαm3x3)eχ∥∥H1(Q,C) ≤ C|χ|2‖f‖L2(Q,C3), α = 1, 2,
‖u3 −m3eχ‖H1(Q,C) ≤ C|χ|‖f‖L2(Q,C3),∥∥uα − (mα +m(1)α − iχα(m3 +m(1)3 )x3)eχ − (u2)αeχ∥∥H1(Q,C) ≤ C|χ|3‖f‖L2(Q,C3), α = 1, 2,∥∥u3 − (m3 +m(1)3 )eχ∥∥H1(Q,C) ≤ C|χ|2‖f‖L2(Q,C3).
(105)
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5.2.2 Second scaling
Asymptotic equation. An approximating problem for (52) has the form
|χ|−2Ahomχ m · d+
ˆ
Q
(m1 − iχ1x3m3,m2 − iχ2x3m3,m3)⊤ · (d1 − iχ1x3d3, d2 − iχ2x3d3, d3)⊤
=
ˆ
Q
f · eχ(d1 − iχ1x3d3, d2 − iχ2x3d3, d3)⊤ ∀d = (d1, d2, d3)⊤ ∈ C3,
(106)
and the following estimate holds:
|m| ≤ C‖f‖L2(Q,C3). (107)
Setting
d1 = d2 = 0, d3 = m3 −
ˆ
Q
eχf3,
in (106), we obtain ∣∣∣∣m3 − ˆ
Q
eχf3
∣∣∣∣ ≤ C|χ|‖f‖L2(Q,C3). (108)
In the same way as in Remark 5.1 it is shown that this equation is equivalent to(|χ|−2Ahomχ + 1)m · d = ˆ
Q
f · eχ(d1 − iχ1x3d3, d2 − iχ2x3d3, d3)⊤ ∀d = (d1, d2, d3)⊤ ∈ C3. (109)
Approximation error estimates for the second scaling. Step 1. We define u1 ∈ H1#(Q,C3) as the
solution to
(sym∇)∗A sym∇u1 = −(sym∇)∗A
(
Ξ(χ,m1,m2)− ix3Υ(χ,m3)
)
, u1 ∈ H1#(Q,C3),
ˆ
Q
u1 = 0, (110)
and infer from (107) that
‖u1‖H1(Q,C3) ≤ C|χ|‖f‖L2(Q,C3).
Next we define u
(1)
2 ∈ H1#(Q,C3) that satisfies
(sym∇)∗A sym∇u(1)2 = i
{
X∗A sym∇u1 − (sym∇)∗A(Xu1) +X∗A
(
Ξ(χ,m1,m2)− ix3Υ(χ,m3)
)}
− |χ|2(m1 − iχ1x3m3,m2 − iχ2x3m3, 0)⊤ + |χ|2eχf − |χ|2
(
0, 0,
ˆ
Q
eχf3
)⊤
,
ˆ
Q
u
(1)
2 = 0.
(111)
It follows from (106) and (110) that the right-hand side of (111) valishes when tested with constant
vectors, and ∥∥u(1)2 ∥∥H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3).
Step 2. We update m ∈ C3 with m(1) ∈ C3, which we define to satisfy
Ahomχ m
(1) · d+ |χ|2(m(1)1 − iχ1x3m(1)3 ,m(1)2 − iχ2x3m(1)3 ,m(1)3 )⊤ · (d1 − iχ1x3d3, d2 − iχ2x3d3, d3)⊤
= −
ˆ
Q
A(sym∇u(1)2 + iXu1) :
(
Ξ(χ, d1, d2)− ix3Υ(χ, d3)
) ∀d = (d1, d2, d3)⊤ ∈ C3. (112)
Recalling (108), we obtain the estimates∣∣m(1)∣∣ ≤ C|χ|‖f‖L2(Q,C3), ∣∣m(1)3 ∣∣ ≤ C|χ|2‖f‖L2(Q,C3),
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where for the second inequality we set d1 = d2 = 0, d3 = m
(1)
3 in (112).
Next, we define u
(2)
2 ∈ H1#(Q,C3) so that
(sym∇)∗A sym∇u(2)2 = −(sym∇)∗A
(
Ξ(χ,m
(1)
1 ,m
(2)
2 )− ix3Υ(χ,m(1)3 )
)
,
ˆ
Q
u
(2)
2 = 0,
and, in particular, the estimate ∥∥u(2)2 ∥∥H1(Q,C3) ≤ C|χ|2‖f‖L2(Q,C3)
holds.
Finally, consider u3 ∈ H1#(Q,C3) such that
(sym∇)∗A sym∇u3 = i
(
X∗A sym∇(u(1)2 + u(2)2 )− (sym∇)∗A{X(u(1)2 + u(2)2 )}
+X∗A
(
Ξ(χ,m
(1)
1 ,m
(1)
2 )− ix3Υ(χ,m(1)3 )
))
+ iX∗A(Xu1)
− |χ|2
(
m
(1)
1 − iχ1x3m(1)3 + (u1)1,m(1)2 − iχ2x3m(1)3 + (u1)2,m3 + (u1)3 −
ˆ
Q
eχf3
)⊤
,
ˆ
Q
u3 = 0.
(113)
It is easy to see that, as a consequence of (106), (111) and (112), the right-hand side of (113) vanishes when
tested with constant vectors. Thus (113) has a unique solution, and
‖u3‖H1(Q,C3) ≤ C|χ|3‖f‖L2(Q,C3).
Step 3. Similarly to Section 5.1.2 we infer that for all χ ∈ Q′r
‖u−meχ‖H1(Q,C3) ≤ C|χ||‖f‖L2(Q,C3),∥∥uα − (mα +m(1)α − iχαm3x3)eχ − (u1)αeχ∥∥H1(Q,C) ≤ C|χ|2|‖f‖L2(Q,C3), α = 1, 2,∥∥u3 − (m3 +m(1)3 )eχ − (u1)3eχ∥∥H1(Q,C) ≤ C|χ|2|‖f‖L2(Q,C3).
Remark 5.3. The above procedure allows us to continue the asymptotic expansion up to any order in
|χ| and therefore approximate the density of the low-frequency spectrum to any order of precision. Since
we terminated the asymptotic procedure at the second corrector, the above estimates are optimal for the
eigenspace corresponding to the eigenvalue of Aχ of order |χ|2 and would require a derivation of further
correctors in order to achieve optimality for the eigenspace corresponding to the eigenvalue of order |χ|4.
6 Norm-resolvent estimates for the infinite plate
Here we interpret the error estimates obtained above in terms the original family of elasticity operators Aε,
ε > 0, in L2(Πh,R3), Πh = R2 × (−h/2, h/2), given by the differential expressions (cf. (3), where h = ε)
(sym∇)∗A(x1/ε, x2/ε)sym∇.
Consider the von Neumann direct integral(
ε−γAε + I)−1 = ⊕ ˆ
Q′r
(
ε−γ−2Aχ + I
)−1
dχ, (114)
so that (cf. (13), (14)) (
ε−γAε + I)−1 = F∗ε (ε−γ−2Aχ + I)−1Fε,
where Fε is defined by (7). We shall discuss separately the cases of planar-symmetric and general elasticity
tensors.
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6.1 Case of planar-symmetric elasticity tensor
Following a convention similar to that of Section 4, we attach the overscripts ̂and ̂ to the force components
that are even and odd in x3, respectively.
6.1.1 First invariant subspace: Theorem 2.1
Proof of the L2 → L2 estimate (9). For each χ ∈ Q′r, the largest eigenvalue of the “fibre”
(
ε−γ−2Aχ + I
)−1
is of order (
max
{
ε−γ−2|χ|4, 1})−1
and all other eigenvalues are at least of order
(
max
{
ε−γ−2, 1
})−1 ∼ εγ+2, ε → 0. In deriving the sought
approximation for (ε−2Aε + I)−1, we neglect its spectral projections onto eigenspaces corresponding to the
latter eigenvalues, which results in an error of order εγ+2−δ at most. Furthermore, on each fibre in the first
eigenspace the leading order of the approximation error (see the first two estimates in (85)) is given by
C|χ|p (max{ε−γ−2|χ|4, 1})−1max{ε−δ|χ|, 1}, (115)
where p = 2 and p = 1 for the first two components and third component, respectively. Indeed, for each
ε > 0, χ ∈ Q′r \ {0}, we write
ε−γ−2Aχ + I = ε−γ−2|χ|4
(|χ|−4Aχ)+ I
and notice that for all η > 0 the function
fε,χ(ζ) :=
(
ε−γ−2|χ|4ζ + 1)−1, ℜ(ζ) > 0, (116)
is bounded in the half-plane {ζ : ℜ(ζ) > η} by the expression (max{|χ|4η, 1})−1 , which depends on η but is
independent of ε. Furthermore, we use the Riesz integral representation(
ε−γ−2Aχ + I
)−1
=
1
2pii
˛
Γ
fε,χ(ζ)
(
ζI − |χ|−4Aχ
)−1
dζ. (117)
Here we choose ρ2 > 0 and a contour Γ ⊂ {ζ : ℜ(ζ) > η} with the following three properties for all
χ ∈ Q′r \ {0}, |χ| < ρ2: 1) The domain bounded by Γ contains the lowest eigenvalue of the operator |χ|−4Aχ;
2) The same domain contains none of the higher eigenvalues of |χ|−4Aχ; 3) The distance from Γ to the lowest
eigenvalue of |χ|−4Aχ is bounded below by a positive constant.
The claim concerning the error bound (115) follows by approximating the resolvent under the integral
sign in (117), uniformly on Γ, using the first two estimates in (85) and Remark 5.1. The existence of a value
ρ2 with the required properties follows from the bounds (31)–(35), and ρ2 in turn determines an appropriate
choice of η above. (Notice that analogous estimates ensure that for a suitable choice of ρ2 the contour
Γ possesses the properties 1 and 3 above in relation to the eigenvalue of Ahom,1χ whenever |χ| < ρ2.) For
quasimomenta χ such that |χ| > ρ2 the required bound holds automatically.
By passing in (115) to the scaled quasimomentum θ := ε−1χ ∈ ε−1Qr, it follows that the error is
Cεp|θ|p (max{ε2−γ |θ|4, 1})−1max{ε1−δ|θ|, 1},
where p is the same as in (115). It is easily seen that the largest error is attained when ε2−γ |θ|4 ∼ 1. Thus,
the total error is of order
εp(γ+2)/4max{ε(γ+2)/4−δ, 1},
and the estimate (9) follows by applying the inverse Floquet transform.
L2 → H1 estimate. To obtain an approximation in the L2(Πh,R)→ H1(Πh,R) operator norm, we use the
third and fourth estimates in (85) and include the corrector u2 in the first two components.
4 To this end,
4Notice that neglecting the spectral projection onto the eigenspace of an order-one eigenvalue of Aχ leads to an error of
order ε−1 in the energy norm.
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consider the operator
Kb1u = ε
−2F∗εS1b
(
ε−γAhom,1χ + I
)−1Fεu, u ∈ L2(Πh,R3), (118)
where S1b takes m3 ∈ C to the solution of (61). Notice that Kb1 is the standard corrector in the theory
of homogenisation. The error of neglecting the spectral projections of (ε−γAε + I)−1 onto the eigenspaces
corresponding to higher eigenvalues is of order εγ+1−δ and, with the corrector Kb1 included, the H
1 error in
each fibre5 is bounded by
Cmax
{
εp|θ|p, εp|θ|p+1} (max{ε2−γ |θ|4, 1})−1max{ε1−δ|θ|, 1},
where p = 2 and p = 1 for the first two components and third component, respectively. As before, the error
is maximised when ε2−γ |θ|4 ∼ 1, and therefore the overall approximation error is of order
max
{
εp(γ+2)/4, ε(p+1)(γ+2)/4−1
}
max{ε(γ+2)/4−δ, 1}.
As a result, there exists C > 0 such that∥∥∥Pα (ε−γAε + I)−1 (ε−δ ̂F1, ε−δ ̂F2, F̂3)⊤
+
(
εx3∂αP3
(
ε−γ+2Ahom,1 + I)−1 − ε2PαKb1) (ε−δS1 ̂F1, ε−δS2 ̂F2, SF̂3)⊤∥∥∥
H1(Πh,R3)
≤ Cmax{ε(γ+2)/2, ε3(γ+2)/4−1}max{ε(γ+2)/4−δ, 1}∥∥(̂F 1, ̂F 2, F̂3)⊤∥∥L2(Πh,R3), α = 1, 2,
∥∥∥P3 (ε−γAε + I)−1 (ε−δ ̂F1, ε−δ ̂F2, F̂3)⊤
− P3
((
ε−γ+2Ahom,1 + I)−1 + ε2Kb1) (ε−δS1 ̂F1, ε−δS2 ̂F2, SF̂3)⊤∥∥∥
H1(Πh,R3)
≤ Cmax{ε(γ+2)/4, ε(γ+2)/2−1}max{ε(γ+2)/4−δ, 1}∥∥( ̂F1, ̂F2, F̂3)⊤∥∥L2(Πh,R3).
Higher-order L2 → L2 estimate. To obtain a higher-order approximation in L2(Πh,R3), one defines a
suitable corrector Kb2 , using (59), (64), (68), and (86). This corrector seems to be unknown in the homogeni-
sation theory, although its derivation is similar to the elliptic argument of [2]. We leave the details to the
interested reader, noting that the associated error is bounded by
Cεp|θ|p (max{ε2−γ |θ|4, 1})−1max{ε1−δ|θ|, 1},
where p = 3 and p = 2 for the first two components and third component, respectively. (Recall that the
error of neglecting higher eigenvalues is of order εγ+2−δ in terms of the resolvent (ε−γAε+ I)−1.) It is easily
seen that the error is maximised when ε2−γ |θ|4 ∼ 1, and hence the overall error is of order
εp(γ+2)/4max{ε(γ+2)/4−δ, 1}.
As a result, there exists C > 0 such that∥∥∥Pα (ε−γAε + I)−1 (ε−δ ̂F1, ε−δ ̂F2, F̂3)⊤
+
(
εx3∂αP3
(
ε−γ+2Ahom,1 + I)−1 − ε2PαKb1) (ε−δS1 ̂F1, ε−δS2 ̂F2, SF̂3)⊤
+ ∂αPαK
b
2
(
ε−δ
̂
F1, ε
−δ
̂
F2, F̂3
)⊤∥∥∥
L2(Πh,R3)
≤ Cε3(γ+2)/4max{ε(γ+2)/4−δ, 1}∥∥(̂F 1, ̂F 2, F̂3)⊤∥∥L2(Πh,R3), α = 1, 2,
5Recall that under the Gelfand transform, the differentiation with respect to xα, α = 1, 2, is mapped to θα + ε−1∂yα .
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∥∥∥P3 (ε−γAε + I)−1 (ε−δ ̂F1, ε−δ ̂F2, F̂3)⊤
− P3
(
ε−γ+2Ahom,1 + I)−1 (ε−δS1 ̂F1, ε−δS2 ̂F2, SF̂3)⊤ + P3Kb2(ε−δ ̂F1, ε−δ ̂F2, F̂3)⊤∥∥∥
L2(Πh,R3)
≤ Cε(γ+2)/2max{ε(γ+2)/4−δ, 1}∥∥( ̂F1, ̂F2, F̂3)⊤∥∥L2(Πh,R3).
6.1.2 Second invariant subspace: Theorem 2.2
In the direct integral (114) the largest two eigenvalues of
(
ε−γ−2Aχ + I
)−1
are of order(
max
{
ε−γ−2|χ|2, 1})−1
and all other eigenvalues are at least of order
(
max
{
ε−γ−2, 1
})−1 ∼ εγ+2, ε → 0. In the approximation
on each fibre we neglect the projections onto the eigenspaces determined by the latter eigenvalues, which
results in an error of the same order εγ+2 for the operators (ε−γAε + I)−1. On the other hand, the first
two estimates in (96) imply that on each fibre in the first eigenspace the approximation error is of order
ε|θ| (max{ε−γ |θ|2, 1})−1 , θ = ε−1χ ∈ ε−1Qr.
As in Section 6.1.1, introducing, for each ε > 0, χ ∈ Q′r \ {0}, the function
gε,χ(ζ) :=
(
ε−γ−2|χ|2ζ + 1)−1, ℜ(ζ) > 0, (119)
and integrating the expression gε,χ(ζ)
(
ζI − |χ|−2Aχ
)−1
over a contour in the ζ-plane that contains both
eigenvalues of order one, cf. (117), we infer that the overall error is of order ε(γ+2)/2, and the estimate (10)
follows.
Similarly to the analysis of the L2 → H1 error in the case of the first invariant subspace, we define the
corrector
Ks1u = ε
−1F∗εSs1
(
ε−γ−2Ahom,2χ + I
)−1Fε(u1, u2, 0)⊤, u ∈ L2(Πh,R3), (120)
where Ss1 is the solution operator for (89). The resulting error is of order
max
{
ε|θ|, ε|θ|2} (max{ε−γ |θ|2, 1})−1,
so that ∥∥∥(ε−γAε + I)−1 (F̂1, F̂2, ̂F3)⊤ − ((ε−γAhom,2 + I)−1 + εKs1) (SF̂1, SF̂2, 0)⊤∥∥∥
H1(Πh,R3)
≤ Cmax{ε(γ+2)/2, εγ+1}∥∥(F̂1, F̂2, ̂F3)⊤∥∥L2(Πh,R3).
(Notice that the cost of neglecting the projections onto the eigenspaces of higher eigenvalues is of order εγ+1
in terms of the operator (ε−γAε + I)−1.)
To establish a higher-order L2 → L2 estimate, we define a corrector Ks2 using (87), (89), (92), (94), and
obtain a fibre-wise error of order
ε2|θ|2 (max{ε−γ |θ|2, 1})−1.
In terms of the original operator family Aε this yields the estimate∥∥∥(ε−γAε + I)−1 (F̂1, F̂2, ̂F3)⊤ − ((ε−γAhom,2 + I)−1 + εKs1)(SF̂1, SF̂2, 0)⊤ − Ks2(F̂1, F̂1, ̂F3)⊤∥∥∥
L2(Πh,R3)
≤ Cεγ+2∥∥(F̂1, F̂2, ̂F3)⊤∥∥L2(Πh,R3).
Remark 6.1. In [11], for the case of a bounded plate of thickness h and isotropic homogeneous elasticity,
the eigenvalues of orders h2 and 1 are approximated. Thus we find that the most interesting estimates above
are those for γ = 2, δ = 1 and γ = δ = 0. The scaling of the horizontal forces is standard for the derivation
of stationary and evolution equations for plates, see [8].
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6.2 General case: Theorem 2.3
Arguing as in Section 6.1, we notice that the largest eigenvalue of the operator
(
ε−γ−2Aχ + I
)−1
is of order(
max
{
ε−γ−2|χ|4, 1})−1, the following two are of order (max{ε−γ−2|χ|2, 1})−1, and all other eigenvalues are
of order εγ+2. In the approximation we neglect the projections onto the eigenspaces of the latter eigenvalues,
which results in an error of the same order εγ+2 for the operators (ε−γAε + I)−1.
Under two different scalings for the fibres Aχ, we obtain resolvent estimates in two eigenspaces, deter-
mined by the eigenvalues of orders |χ|4 and |χ|2. The operator |χ|−4Aχ has one eigenvalue of order one,
the others being of order greater than |χ|−2, while |χ|−2Aχ has one eigenvalue of order |χ|2, two eigenvalues
of order one, and the others of order |χ|−2. Integrating the function fε,χ(ζ)
(
ζI − |χ|−4Aχ
)−1
, see (116),
and gε,χ(ζ)
(
ζI − |χ|−2Aχ
)−1
, see (119), over respective contours in the ζ-plane that contain the leading
eigenvalues, cf. (117), allows us to obtain error estimates on each of the related subspaces; the overall error
is then the maximum of the two. This completes the proof of (11).
Furthermore, as above (cf. (118), (120)), we define the corrector
K1u = ε
−1F∗εS1
(
ε−γAhomχ + I
)−1 Fεu, u ∈ L2(Πh,R3),
where S1 is the solution operator for (100). This yields the estimates∥∥∥Pα (ε−γAε + I)−1 F
−
(
(Pα − ε∂αP3)
(
ε−γAhom + I)−1 + εPαK1) (SF1, SF2, SF3 − S˜F1 − S˜F2)⊤∥∥∥
H1(Πh,R3)
≤ Cmax{ε(γ+2)/2, ε3(γ+2)/4−1}∥∥F∥∥
L2(Πh,R3)
, α = 1, 2,∥∥∥P3 (ε−γAε + I)−1 F − P3 ((ε−γAhom + I)−1 + εK1) (SF1, SF2, SF3 − S˜F1 − S˜F2)⊤∥∥∥
H1(Πh,R3)
≤ Cmax{ε(γ+2)/4, εγ/2}∥∥F∥∥
L2(Πh,R3)
.
Finally, using (98), (100), (102), (103), (109), (110), (111), (112), we can define a corrector K2 so that∥∥∥Pα (ε−γAε + I)−1 F
−
((
Pα − ε∂αP3
)(
ε−γAhom + I)−1 + εPαK1)(SF1, SF2, SF3 − S˜F1 − S˜F2)⊤
− (Pα − εx3P3)K2F
∥∥∥
L2(Πh,R3)
≤ Cε3(γ+2)/4
∥∥F∥∥
L2(Πh,R3)
, α = 1, 2,
∥∥∥P3 (ε−γAε + I)−1 F
− P3
((
ε−γAhom + I)−1 + εK1) (SF1, SF2, SF3 − S˜F1 − S˜F2)⊤ − P3K2F∥∥∥
H1(Πh,R3)
≤ Cε(γ+2)/2∥∥F∥∥
L2(Πh,R3)
.
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