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Abstract
This paper is concerned with the analytical and numerical stability of neutral delay integro-differential equations (NDIDEs)
and neutral delay partial differential equations (NDPDEs). We study the delay-dependent stability of the real coefficient linear
test equations for NDIDEs. Furthermore, we prove that the trapezium rule can preserve the delay-dependent stability of the test
equations considered. We also discuss the delay-dependent stability of the continuous problems, the semi-discrete problems and
the fully discrete problems of linear NDPDEs. Some numerical experiments are given to confirm the theoretical results.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The stability of numerical methods plays an important role in the numerical solution of initial value problems
(IVPs). In the past, most of the work on the asymptotic stability for delay and neutral delay differential equations dealt
with finding the stability region independently of the delay term. Compared with the delay-independent analysis, the
stability analysis for a fixed value of the delay is much more difficult. In recent years, some important results on delay-
dependent stability have been obtained (see, for example, Guglielmi [1–3], Guglielmi and Hairer [4,5], Maset [6,7],
Huang and Vandewalle [8] and Liu and Sidibe [9]).
Recently, Zhao et al. [10] investigated the delay-independent stability of BDF methods and θ -methods for linear
neutral delay integro-differential equations (NDIDEs). As far as we know, no results on the delay-dependent stability
for the real coefficient linear test equations for NDIDEs and its discrete counterpart have been presented in the
literature. The numerical solution of partial differential equations (PDEs) with delay has recently attracted the attention
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of several authors such as Zubik-Kowal [11], Zubik-Kowal and Vandewalle [12] and Huang and Vandewalle [8].
However, their papers are not concerned with neutral delay partial differential equations (NDPDEs).
In this paper, we investigate analytic and numerical delay-dependent stability for NDIDEs and NDPDEs. This paper
is organized as follows. In Section 2, we study the delay-dependent stability of the real coefficient linear test equations
for NDIDEs. In Section 3, the delay-dependent stability region of the trapezium rule is derived. It is shown that the
trapezium rule preserves the delay-dependent stability of the test equations considered. In Section 4, we discuss the
delay-dependent stability of the continuous problems, the semi-discrete problems and the fully discrete problems of
linear NDPDEs. In Section 5, several numerical experiments are given to confirm the theoretical results presented in
previous sections.
2. Stability of neutral delay integro-differential equations
2.1. Study of the roots of the characteristic equation
Consider the test equation for neutral delay integro-differential equations (NDIDEs)y′(t) = αy(t)+ βy(t − τ)+ γ
∫ t
t−τ
y(s)ds + ηy′(t − τ), t > 0,
y(t) = g(t), t ∈ [−τ, 0],
(2.1)
where α, β, γ, η ∈ R, τ > 0 and g(t) is a continuous real-valued function. By looking at solutions of the form
y(t) = exp(λt), we are led to the characteristic equation
K(λ;α, β, γ, η) := λ− α − β exp(−λτ)− γ
∫ 0
−τ
exp(λs)ds − λη exp(−λτ) = 0. (2.2)
It is known (cf. [13]) that the test equation (2.1) is asymptotically stable if the characteristic roots are bounded
away from the imaginary axis, that is
K(λ;α, β, γ, η) = 0 ⇒ Re λ ≤ δ < 0.
If every characteristic root λ is such that Re λ < 0, then in order to keep it bounded away from the imaginary axis,
it is sufficient that |η| < 1. In fact, the following theorem holds.
Theorem 2.1. If |η| < 1 in Eq. (2.2) and if every characteristic root λ is such that Re λ < 0, then there exists δ < 0
such that Re λ ≤ δ < 0, i.e., the zero solution of (2.1) is asymptotically stable for any initial function g(t).
Proof. Now we will prove by contradiction that Theorem 2.1 is true. Suppose there exist characteristic roots {λi } such
that |λi | → ∞ and Re λi → 0. Then we have
exp(λiτ) = exp(λiτ)
(
α
λi
+ γ
λ2i
)
+ β
λi
− γ
λ2i
+ η (2.3)
and 
lim|λi |→∞,Re λi→0
[
exp(λiτ)
(
α
λi
+ γ
λ2i
)
+ β
λi
− γ
λ2i
]
= 0,
lim
Re λi→0,|λi |→∞
|exp(λiτ)| = 1.
(2.4)
It follows from (2.3) that
|exp(λiτ)| <
∣∣∣∣∣exp(λiτ)
(
α
λi
+ γ
λ2i
)
+ β
λi
− γ
λ2i
∣∣∣∣∣+ |η| .
Thus, (2.4) yields
|η| ≥ 1,
which contradicts |η| < 1. 
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When |η| < 1, according to Theorem 2.1, the asymptotic stability of the zero solution of (2.1) is equivalent to
the condition that all the roots of algebraic equation (2.2) have negative real parts. Below, we analyse these roots.
Following an idea based on the work in Diekmann et al. [14] (Ch. XI), consider the set
C(β, η) := {(α, γ ) ∈ R2 | λ ∈ C, |η| < 1,K(Re λ = 0;α, β, γ, η) = 0}.
In the (α, γ )-plane, C(β, η) means the boundary of the asymptotic stability region for fixed β and η. By means of
suitable algebraic manipulations, the following explicit formula for C(β, η) has been obtained:
C(β, η) = C∗(β, η) ∪ Dk(β, η), (2.5)
where
C∗(β, η) := {(α, γ ) ∈ R2 | α + β + γ τ = 0},
Dk(β, η) := {(α(θ), γ (θ)) ∈ R2 | ∀β, |η| < 1, θ ∈ (2kpi, 2kpi + 2pi), k ∈ Z},
with
α(θ) = β + (1− η)θ sin θ
τ(1− cos θ) and γ (θ) =
−θ [θ + βτ sin θ − ηθ cos θ ]
τ 2(1− cos θ) . (2.6)
Now, we analyze the structure of C(β, η). Since the functions in (2.6) are even functions in θ , we restrict our
attention to the case θ ≥ 0. Due to the observation that these functions have singularities at θ = 2kpi, k = 0, 1, 2, . . . ,
we introduce some notation. Considering the intervals
Ik = (2kpi, 2kpi + 2pi), k = 0, 1, 2, . . . ,
we define the curves
Ck(β, η) := {(α(θ), γ (θ)) ∈ R2 | ∀β, |η| < 1, θ ∈ (2kpi, 2(k + 1)pi), k ∈ Ik}.
In particular, we have that C0(β, η) → P as θ → 0, where
P = (α(0), γ (0)) =
(
β + 2(1− η)
τ
,
−2(1+ βτ − η)
τ 2
)
. (2.7)
As an illustration, the Ck(β, η) are shown in Fig. 2.1 for different values of β, η and for τ = 1. We provide some
useful information on the structure of Ck(β, η). In fact, the following lemma holds.
Lemma 2.2. If |η| < 1, then
(i) the curves Ck(β, η) do not intersect;
(ii) the curve Ck(β, η) intersects the line α = β exactly once; the γ -coordinate γk of the intersection satisfies
γk+1 < γk;
(iii) limθ→2kpi+ α(θ) = +∞, limθ→2kpi− α(θ) = −∞, limθ→2kpi γ (θ) = −∞, k = 1, 2, . . . ;
(iv) the curve C0(β, η) intersects C∗(β, η) at P = (α(0), γ (0)); if βτ > 2 + 4η, it also intersects at another
point; if 0 < η < 1 and f (φ0) < βτ < 2+ 4η( f (φ0) = minφ∈(0,2pi)[ f (φ) = φ[φ−sinφ+η sinφ−ηφ cosφ]2−2 cosφ−φ sinφ ]), it has more
than two but a finite number of intersections;
(v) in the left half of the (α, γ )-plane, α(θ) and γ (θ) are strictly decreasing with respect to θ in I0 = (0, 2pi);
therefore, the curve C0(β, η) is strictly monotonic in the left half of the (α, γ )-plane.
Proof. Firstly, we prove (i). When |η| < 1, suppose that there exist θ1 ∈ Ik and θ2 ∈ Il with k 6= l such that
α(θ1) = α(θ2), γ (θ1) = γ (θ2), or
θ1 sin θ1
1− cos θ1 =
θ2 sin θ2
1− cos θ2 (a)
−θ1[θ1 + βτ sin θ1 − ηθ1 cos θ1]
τ 2(1− cos θ1) =
−θ2[θ2 + βτ sin θ2 − ηθ2 cos θ2]
τ 2(1− cos θ2) . (b)
(2.8)
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Fig. 2.1. The curves Ck (β, η) in the (α, γ )-plane for τ = 1; TOP (left: β = 1, η = 0.2, right: β = 6, η = −0.8), BOTTOM (β = 3.3, η = 0.8).
The arrows along the curves refer to the direction of increasing θ .
Substituting (2.8)(a) into (2.8)(b) yields
1− cos θ1
θ21 (1− η cos θ1)
= 1− cos θ2
θ22 (1− η cos θ2)
. (2.9)
Multiplying both sides by the corresponding sides of the left equality (2.8)(a), after squaring, one arrives at
1− cos2 θ1
θ21 (1− η cos θ1)2
= 1− cos
2 θ2
θ22 (1− η cos θ2)2
. (2.10)
Subtracting (2.10) from (2.9) yields
cos θ1(1− cos θ1)
θ21 (1− η cos θ1)2
= cos θ2(1− cos θ2)
θ22 (1− η cos θ2)2
. (2.11)
Multiplying both sides by the corresponding sides of the left equality (2.9), we can get
cos θ1
1− η cos θ1 =
cos θ2
1− η cos θ2 . (2.12)
Eq. (2.12) leads to cos θ1 = cos θ2. Hence, (2.9) can only be satisfied when θ1 = θ2, which contradicts our assumption.
Secondly, we prove (ii). When |η| < 1 and θ ∈ Ik , the equality α(θ) = β implies θ = (2k + 1)pi . Hence,
γk = −(1+ η)(2k + 1)
2pi2
2τ 2
, k = 0, 1, . . . ,
which satisfy γk+1 < γk . This completes the proof of (ii). The (iii) of Lemma 2.2 can easily be obtained from (2.6).
Thirdly, we prove (iv). For any given βτ > 2+ 4η, there exists a unique θ0 ∈ I0, such that
βτ = f (θ0) = θ0[θ0 − sin θ0 + η sin θ0 − ηθ0 cos θ0]2− 2 cos θ0 − θ0 sin θ0 . (2.13)
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A straightforward computation shows that the corresponding point (α(θ0), γ (θ0)) lies on the line C∗(β, η). For any
given 0 < η < 1 and f (φ0) < βτ < 2+ 4η, there exist more than two but a finite number of θk ∈ I0, k = 1, 2, . . . N
such that βτ = f (θk). The corresponding points (α(θk), γ (θk)) also lie on the line C∗(β, η).
Finally, we prove (v). When |η| < 1 and θ ∈ I0, it is easily verified that α(θ) is strictly decreasing with respect to
θ from (2.6). The γ (θ)-function on the other hand, for θ ∈ I0, satisfies
dγ (θ)
dθ
= −θ(2− 2 cos θ − θ sin θ)+ βτ(1− cos θ)(θ − sin θ)
τ 2(1− cos θ)2 +
η(2θ cos θ − θ2 sin θ − 2θ cos2 θ)
τ 2(1− cos θ)2 ,
which shows that γ (θ) has finite extremum with respect to θ along the curve C0(β, η). When βτ ≤ g(θ¯0) =
minθ∈(0,2pi)(g(θ) = θ(2−2 cos θ−θ sin θ)−ηθ(2 cos θ−θ sin θ−2 cos2 θ)(1−cos θ)(θ−sin θ) ), the function γ (θ) is strictly decreasing. When βτ >
g(θ¯0), there exist a finite number of θ¯k ∈ (0, 2pi), k = 1, 2, . . . N such that γ ′(θ¯k) = 0, namely the roots of g(θ) = βτ .
Hence, γ (θ) has finite extrema γ (θ¯k), k = 1, 2, . . . N . According to (2.6), these values θ¯k must satisfy
α(θ¯k) = θ¯k(2− 2 cos θ¯k − sin
2 θ¯k)+ ηθ¯k(1− cos θ¯k)2
τ(1− cos θ¯k)(θ¯k − sin θ¯k)
.
For |η| < 1, we have
α(θ¯k) >
θ¯k(2− 2 cos θ¯k − sin2 θ¯k)− θ¯k(1− cos θ¯k)2
τ(1− cos θ¯k)(θ¯k − sin θ¯k)
= 0.
Then, for any given β, η ∈ R and |η| < 1, γ (θ) is strictly decreasing in the (α, γ )-plane when α ≤ 0. Therefore,
C0(β, η) is strictly monotonic in the left half of the (α, γ )-plane. These complete the proof of Lemma 2.2. 
We show some important properties of the curves Ck(β, η) from Lemma 2.2.
These will show that the configuration and features of the curves in Fig. 2.1 are typical.
2.2. The stability region of the problem (2.1)
Now we study the crossing of a pair of imaginary roots into the right half-plane, and determine the direction of the
corresponding trajectory in the (α, γ )-plane. Setting λ = u + iv, u, v ∈ R, we define two functions based on (2.2):
G1(α, γ, u, v) = −u + α + β · exp(−uτ) · cos(vτ)
+ γ
∫ 0
−τ
exp(u · s) cos(v · s)ds + η exp(−τu) · (u cos(τv)+ v sin(τv)),
G2(α, γ, u, v) = −v − β · exp(−uτ) · sin(vτ)
+ γ
∫ 0
−τ
exp(u · s) sin(v · s)ds + η exp(−τu) · (v cos(τv)− u sin(τv)).
Calculating the Jacobian matrix M defined by
M =

∂G1
∂α
∂G1
∂γ
∂G2
∂α
∂G2
∂γ

u=0
,
and computing its determinant, one finds
detM = cos(τv)− 1
v
< 0.
Now a result from [14] (Prop. 2.13, Chapter XI) can be applied.
Lemma 2.3. The critical roots enter the right half-plane for parameter sets in the (α, γ )-plane parameter region to
the left of the critical curve, when we follow this curve in the direction of increasing θ whenever detM < 0 and to the
right when detM > 0.
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Hence, the critical roots move into the right half-plane when moving away in the parameter space to the left of
Ck(β, η), with “left” as determined w.r.t. a counterclockwise tracking of Ck(β, η). As a consequence of the above
analysis, we are able to state the main result of this subsection.
Theorem 2.4. If |η| < 1, then the zero solution of (2.1) is asymptotically stable iff
(s1) α < β + 2(1− η)
τ
and (s2) τ (α + β) < −γ τ 2 < θ [θ + βτ sin θ − ηθ cos θ ]
1− cos θ ,
where θ is the root of α = β + (1−η)θ sin θ
τ(1−cos θ) such that θ ∈ (0, 2pi).
Proof. When α = − |β|−1, γ = 0, |η| < 1, we know that all roots of (2.2) are in the left half-plane (cf. [15]). Taking
this together with the (i)–(iv) of Lemma 2.2, Lemma 2.3 and Theorem 2.1, we conclude that the stability region lies
below C∗(β, η) and above Ck(β, η). Therefore, the results immediately follow from (2.5)–(2.7). 
Corollary 2.5. If γ 6= 0 and |η| < 1, then the zero solution of (2.1) is asymptotically stable independently of the
delay τ iff
α < 0, γ < 0, −2γ (1− η) ≤ α2 − β2.
Proof. If condition (s1) and the left inequality of condition (s2) hold for every τ > 0, we have that α < 0, γ < 0.
Squaring the equality α = β + (1−η)θ sin θ
τ(1−cos θ) , and substitution into the right inequality of condition (s2) leads to an
equivalent inequality
−2γ (1− η) < α2 − β2 + (1− η)θ
2[2− 2 cos θ − sin2 θ + η(1− cos θ)2]
τ 2(1− cos θ)2 . (2.14)
For |η| < 1,
2− 2 cos θ − sin2 θ + η(1− cos θ)2 > 2− 2 cos θ − sin2 θ − (1− cos θ)2 = 0. (2.15)
If (2.14) is to hold independently of τ , we must have that −2γ (1 − η) ≤ α2 − β2 from (2.14) and (2.15) and
γ 6= 0, |η| < 1. 
Theorem 2.6. Suppose all roots of (2.2) have negative real parts for given |η| < 1, α ≤ 0, β, γ ∈ R. Then for any
x ≤ α, all roots of the following equations are bounded away from the imaginary axis:
λ = x + β exp(−λτ)+ γ
∫ 0
−τ
exp(λs)ds + ηλ exp(−λτ).
Proof. The theorem directly follows from the Theorems 2.1, 2.4 and the (v) of Lemma 2.2. 
2.3. Some special cases
In the following, we consider some special cases and we show that our framework enables us to rederive some
specialized results from the delay equation literature. First we consider the following delay equation:y′(t) = βy(t − τ)+ γ
∫ t
t−τ
y(s)ds + ηy′(t − τ), t > 0,
y(t) = g(t), t ∈ [−τ, 0].
(2.16)
A direct application of Theorem 2.4 for α = 0 allows us to get following result.
Corollary 2.7. If |η| < 1, then the zero solution of (2.16) is asymptotically stable iff
(s1) 0 < β + 2(1− η)
τ
and (s2) βτ < −γ τ 2 < θ
2[η − cos θ ]
1− cos θ ,
where θ is the root of β = −(1−η)θ sin θ
τ(1−cos θ) such that θ ∈ (0, 2pi).
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Fig. 2.2. Stability region of (2.16) (left τ = 1, η = 0.5) and stability region of (2.17) (right τ = 1, η = −0.5).
The stability region of Eq. (2.16) for τ = 1, η = 0.5 is shown in Fig. 2.2. Next we study the case of an equation
with γ = 0:{
y′(t) = αy(t)+ βy(t − τ)+ ηy′(t − τ), t > 0,
y(t) = g(t), t ∈ [−τ, 0]. (2.17)
This is the basic equation studied in [15]. With the application of Theorem 2.4 for γ = 0, the condition (s2) of
Theorem 2.4 simplifies to
α + β < 0 and βτ sin θ > θ(η cos θ − 1), (2.18)
where θ is the root of
α(θ) = β + (1− η)θ sin θ
τ(1− cos θ) , θ ∈ (0, 2pi). (2.19)
If |η| < 1 and α ≤ β, i.e. θ ∈ [pi, 2pi), from the left inequality in (2.18) and (2.19) it follows that
2β + (1− η)θ sin θ
τ(1− cos θ) < 0,
which guarantees that the right inequality of (2.18) holds. Therefore, we regain the result given in [15].
Corollary 2.8. If |η| < 1, then the zero solution of (2.17) is asymptotically stable iff
(s1) ατ < 1− η and (s2) ατ < −βτ < θ(1− η cos θ)
sin θ
,
where θ is the root of α = θ(cos θ−η)
τ sin θ such that θ ∈ (0, pi).
The stability region of Eq. (2.17) for τ = 1, η = −0.5 is shown in Fig. 2.2. In the following, we study the case of
an equation with η = 0:y′(t) = αy(t)+ βy(t − τ)+ γ
∫ t
t−τ
y(s)ds, t > 0,
y(t) = g(t), t ∈ [−τ, 0].
(2.20)
This is the basic equation studied in [8]. A direct application of Theorem 2.4 for η = 0 allows us to regain a result
presented in [8].
Corollary 2.9. The zero solution of (2.20) is asymptotically stable iff
(s1) α < β + 2
τ
and (s2) τ (α + β) < −γ τ 2 < θ [θ + βτ sin θ ]
1− cos θ ,
where θ is the root of α = β + θ sin θ
τ(1−cos θ) such that θ ∈ (0, 2pi).
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Fig. 2.3. Stability region of (2.20) (left τ = 1, β = 6) and stability region of (2.21) (right τ = 1, η = 0.5).
The stability region of Eq. (2.20) for τ = 1, β = 6 is shown in Fig. 2.3. Finally, the case of an equation with β = 0
is considered:y′(t) = αy(t)+ γ
∫ t
t−τ
y(s)ds + ηy′(t − τ), t > 0,
y(t) = g(t), t ∈ [−τ, 0].
(2.21)
A direct application of Theorem 2.4 for β = 0 allows us to get the following result.
Corollary 2.10. If |η| < 1, then the zero solution of (2.21) is asymptotically stable iff
(s1) α <
2(1− η)
τ
and (s2) τα < −γ τ 2 < θ
2[1− η cos θ ]
1− cos θ ,
where θ is the root of α = (1−η)θ sin θ
τ(1−cos θ) such that θ ∈ (0, 2pi).
The stability region of Eq. (2.21) for τ = 1, η = 0.5 is shown in Fig. 2.3.
3. Stability region of the trapezium rule for NDIDEs
3.1. Study of the characteristic equation
We apply the trapezium rule with step size h = τ/m to (2.1), with m a positive integer. We denote by yn−m the
approximation to y(tn − τ) and use the repeated trapezium rule to approximation to
∫ tn
tn−τ y(s)ds. This leads to
yn+1 − yn = h2
[
αyn+1 + βyn+1−m + hγ2
(
m−1∑
j=0
yn+1− j +
m∑
j=1
yn+1− j
)]
+ h
2
[
αyn + βyn−m + hγ2
(
m−1∑
j=0
yn− j +
m∑
j=1
yn− j
)]
+ η(yn+1−m − yn−m), (3.1)
where yi = g(ti ) for i ≤ 0. The characteristic equation of (3.1) is given by
(1− z−1)(1− ηz−m) = h
2
(1+ z−1)
[
α + βz−m + hγ
2
(1+ z−1)
m−1∑
j=0
z− j
]
. (3.2)
The numerical solution of (3.1) is asymptotically stable for any initial value if and only if all roots z of the characteristic
equation (3.2) satisfy |z| < 1. Since z in (3.2) depends continuously on α, β, γ and η, we apply the so-called boundary
locus technique (cf. [16,17]) to analyse the roots of (3.2). In the following, we only deal with the case of |η| < 1 in
(3.1) and (3.2).
Like for the case of the continuous system in Section 2, we fix β, η and consider the stability region in the (α, γ )-
plane. To distinguish from the continuous case, we will use “*” notation to denote any quantities or functions related to
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Fig. 3.1. The curves C∗k (β, η) for τ = 1, β = 1, η = 0.5 and m = 12.
the discrete case. For example, we use α∗, γ ∗ as parameters for the curves on which the characteristic equation (3.2)
has at least one root z on the unit circle. Let z−1 = exp(iϕ) in (3.2). Because α, β, γ and η are real, we can restrict
our analysis to ϕ ∈ [0, pi]. The value z = 1, i.e. ϕ = 0, gives the line C∗∗(β, η) with equation α∗ + β + γ ∗ · τ = 0.
Obviously, z = −1, i.e. ϕ = pi , is not a root of (3.2). It is easily verified that, except for z = 1, any other z satisfying
zm = 1 is not a root of (3.2). For other ϕ-values, we have
−i sinϕ
1+ cosϕ [1− η exp(imϕ)] =
h
2
{
α∗ + β[cos(mϕ)+ i sin(mϕ)]
+ γ
∗h
2
i(1+ cosϕ)
sinϕ
[1− cos(mϕ)− i sin(mϕ)]
}
.
Separating real and imaginary parts yields
−η sinϕ sin(mϕ)
1+ cosϕ =
h
2
{
α∗ + β cos(mϕ)+ γ
∗h
2
(1+ cosϕ) sin(mϕ)
sinϕ
}
,
−[1− η cos(mϕ)] sinϕ
1+ cosϕ =
h
2
{
β sin(mϕ)+ γ
∗h
2
(1+ cosϕ)[1− cos(mϕ)]
sinϕ
}
.
Solving for α∗, γ ∗, one obtains
α∗(ϕ) = β + 2m(1− η) sinϕ sin(mϕ)
τ(1+ cosϕ)(1− cos(mϕ)) , (3.3)
γ ∗(ϕ) = −2m sinϕ[2m sinϕ(1− η cos(mϕ))+ βτ sin(mϕ)(1+ cosϕ)]
τ 2(1+ cosϕ)2(1− cos(mϕ)) . (3.4)
Define the intervals
I ∗k =
(
2kpi
m
,
2kpi + 2pi
m
)
, k = 0, 1, . . . ,
⌊m
2
⌋
− 1,
where the bxc stands for the integer part of x . When m is odd, we additionally define
I ∗k =
(
(m − 1)pi
m
, pi
)
.
For the fixed β and |η| < 1, we denote by C∗k (β, η) the curve in the (α, γ )-plane parameterized by ϕ for ϕ ∈ I ∗k , with
the convention that C∗0 (β, η) also contains the limit point for ϕ → 0:
P∗ = (α∗(0), γ ∗(0)) =
(
β + 2(1− η)
τ
,
−2(1+ βτ − η)
τ 2
)
.
Note that this limit point is identical to the point P = (α(0), γ (0)) derived earlier in (2.7). For illustration purposes,
some curves C∗k (β, η) are shown in Fig. 3.1 for τ = 1, β = 1, η = 0.5 and m = 12. Now we prove some results
which are similar to Lemma 2.2.
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Fig. 3.2. The curves C0(β, η) (solid) and C
∗
0 (β, η)-curves for different values of m (dotted) for τ = 1, β = 0, η = −0.5.
Lemma 3.1. The curves C∗k (β, η) do not intersect for |η| < 1.
Proof. For |η| < 1, suppose that there exist ϕ1 ∈ I ∗k and ϕ2 ∈ I ∗l with k 6= l such that α∗(ϕ1) = α∗(ϕ2), γ ∗(ϕ1) =
γ ∗(ϕ2). These equalities lead to the following two identities:
sinϕ1 sin(mϕ1)
(1+ cosϕ1)(1− cos(mϕ1)) =
sinϕ2 sin(mϕ2)
(1+ cosϕ2)(1− cos(mϕ2)) , (3.5)
sin2 ϕ1(1− η cos(mϕ1))
(1+ cosϕ1)2(1− cos(mϕ1)) =
sin2 ϕ2(1− η cos(mϕ2))
(1+ cosϕ2)2(1− cos(mϕ2)) . (3.6)
Squaring (3.5) and dividing the result by (3.6) yields
(1− cos2(mϕ1))
(1− cosmϕ1)(1− η cos(mϕ1)) =
(1− cos2(mϕ2))
(1− cosmϕ2)(1− η cos(mϕ2)) ,
which leads to cos(mϕ1) = cos(mϕ2). Then, from (3.6) it follows that
sin2 ϕ1
(1+ cosϕ1)2 =
sin2 ϕ2
(1+ cosϕ2)2 .
As the positive function sinϕ1+cosϕ is strictly monotonically increasing when ϕ ∈ (0, pi), one finds ϕ1 = ϕ2, which
contradicts the initial assumption. This completes the proof. 
One can further prove that the curves C∗k (β, η) have some features which are similar to those of Lemma 2.2. We
consider, e.g., the intersection of the curves C∗k (β, η) and the line α∗ = β when m > 1. The equality α∗ = β for
ϕk ∈ I ∗k , k = 0, 1, . . . ,
⌊m
2
⌋− 1, implies
ϕk = (2k + 1)pim and γ
∗(ϕk) = −2m
2(1+ η) sin2 ϕk
τ 2(1+ cosϕk)2 .
Therefore, γ ∗(ϕk+1) < γ ∗(ϕk), which shows that the curves C∗k (β, η), k = 0, 1, . . . ,
⌊m
2
⌋ − 1 can be ordered in a
natural way. If m is odd and η = 0, it is easily verified that C∗bm/2c(β, η) does not intersect the line α∗ = β, since
lim
ϕ→pi α
∗(ϕ) = β + 2m2/τ and lim
ϕ→pi γ
∗(ϕ) = −∞.
As a consequence of the above analysis and Lemma 3.1, we show that the C∗k (β, η) do not intersect, that they
can be ordered according to k. From [18,10], it is easy to see that all roots of (3.2) are in the unit disk when
α = − |β| − 1, γ = 0, |η| < 1. Therefore, we can state that the difference equation (3.1) is asymptotically stable for
the sets of parameters (α, γ ) inside the region bounded by the line C∗∗(β, η) and the curve C∗0 (β, η) for |η| < 1 and the
particular value ofm. This is illustrated in Fig. 3.2 where the boundary curvesC∗0 (β, η) are drawn for β = 0, η = −0.5
and for different m.
Theorem 3.2. If |η| < 1, then the difference equation (3.1) is asymptotically stable for m = 1 iff
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(s1) α < β + 2(1−η)
τ
and (s2) α + β < −γ τ.
Eq. (3.1) is asymptotically stable for m > 1 iff
(s1) α < β + 2(1−η)
τ
and
(s2) τ (α + β) < −γ τ 2 < 2m sin
ϕ
m [2m sin ϕm (1−η cos(ϕ))+βτ sin(ϕ)(1+cos ϕm )]
(1+cos ϕm )2(1−cosϕ)
,
where ϕ is the root of α = β + 2m(1−η) sin
ϕ
m sin(ϕ)
τ (1+cos ϕm )(1−cosϕ)
such that ϕ ∈ (0, 2pi).
Some more detailed features of the curves C∗0 (β, η) for the case m > 1 will be required in our study of the fully
discrete NDPDEs. The following analysis is similar to the (v) of Lemma 2.2 in Section 2.
Lemma 3.3. When m > 1, |η| < 1 and ϕ ∈ I ∗0 = (0, 2pi/m), α∗(ϕ) and γ ∗(ϕ) are strictly decreasing with respect to
ϕ in the left half of the (α, γ )-plane. Therefore, the C∗0 (β, η) is strictly monotonic in the left half of the (α, γ )-plane.
Proof. When m > 1, |η| < 1 and ϕ ∈ I ∗0 , one can easily show that α∗(ϕ) is strictly decreasing with respect to ϕ. The
function γ ∗(ϕ) on the other hand, for ϕ ∈ I ∗0 , satisfies
dγ ∗(ϕ)
dϕ
= 2mβτ(m sinϕ − sinmϕ)
τ 2(1+ cosϕ)(1− cosmϕ)
+ −4m
2 sinϕ(2− 2 cosmϕ − m sinϕ sinmϕ)+ 4ηm2 sinϕ(2 cos(mϕ)(1− cosmϕ)− m sinϕ sinmϕ)
τ 2(1+ cosϕ)2(1− cosmϕ)2 .
From this, one can derive that γ ∗(ϕ) is strictly decreasing when
βτ ≤ g∗(ϕ¯0) = min
ϕ∈(0,2pi/m)
{
g∗(ϕ) = 2m sinϕ[2− 2 cos(mϕ)− m sinϕ sin(mϕ)]
(1− cosmϕ)(1+ cosϕ)(m sinϕ − sinmϕ)
− 2η · m · sinϕ[2 cos(mϕ)(1− cos(mϕ))− m sinϕ sin(mϕ)]
(1− cosmϕ)(1+ cosϕ)(m sinϕ − sinmϕ)
}
.
When βτ > g∗(ϕ¯0), there exist a finite number of ϕ¯k ∈ (0, 2pi/m), k = 1, 2, . . . , N , such that g∗(ϕ¯k) = βτ ,
which gives
α∗(ϕ¯k) = 2m sin ϕ¯k[2− 2 cos(mϕ¯k)− sin
2(mϕ¯k)] + 2ηm sin ϕ¯k[1− cos(mϕ¯k)]2
τ(1− cosmϕ¯k)(1+ cos ϕ¯k)(m sin ϕ¯k − sinmϕ¯k) .
When |η| < 1 and m > 1,
α∗(ϕ¯k) >
2m sin ϕ¯k[2− 2 cos(mϕ¯k)− sin2(mϕ¯k)] − 2m sin ϕ¯k[1− cos(mϕ¯k)]2
τ(1− cosmϕ¯k)(1+ cos ϕ¯k)(m sin ϕ¯k − sinmϕ¯k) = 0.
Then, for any given |η| < 1, β ∈ R and m > 1, γ ∗(ϕ) is strictly decreasing in the left half of the (α, γ )-plane.
Therefore, C∗0 (β, η) is strictly monotonic in the (α, γ )-plane when α ≤ 0. 
According to Theorem 3.2 and Lemma 3.3, we easily get the following results which will be used in Section 4.
Theorem 3.4. Suppose |η| < 1 and all roots of (3.2) have negative real parts for given β, γ, η ∈ R, with α ≤ 0. Then
for any x ≤ α, all roots z of the following equations have negative real parts too:
(1− z−1)(1− ηz−m) = h
2
(1+ z−1)
[
x + βz−m + hγ
2
(1+ z−1)
m−1∑
j=0
z− j
]
.
3.2. Asymptotic stability of the trapezium rule for NDIDEs
Theorem 3.5. If |η| < 1, then the trapezium rule (3.1) preserves the asymptotic stability of (2.1) if α, β, γ and η
satisfy the conditions of Theorem 2.4.
In order to prove this theorem, we are now in a position to derive some relations between the boundary locus curves
Ck(β, η) of the continuous problem and the curves C∗k (β, η) of the discrete problem.
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Lemma 3.6. If |η| < 1, then the curves C0(β, η) and C∗0 (β, η) only intersect in at the point (β+ 2(1−η)τ , −2(1+βτ−η)τ 2 )
in the (α, γ )-plane
Proof. If |η| < 1 and m = 1, then α∗(ϕ) = β + 2(1−η)
τ
. Considering the fact that
(1− η)θ sin θ
1− cos θ < 2(1− η) for θ ∈ (0, 2pi),
we have for α(θ) from (2.6) that α(θ) < α∗(ϕ) = β + 2(1−η)
τ
for θ ∈ (0, 2pi).
Next, we deal with the case |η| < 1 and m > 1. Suppose there exist mϕ, θ ∈ (0, 2pi) such that α(θ) = α∗(ϕ) and
γ (θ) = γ ∗(ϕ), i.e.,
2m sinϕ sin(mϕ)
(1+ cosϕ)(1− cos(mϕ)) =
θ sin θ
1− cos θ , (3.7)
4m2 sin2 ϕ(1− η cos(mϕ))
(1+ cosϕ)2(1− cos(mϕ)) =
θ2(1− η cos θ)
1− cos θ . (3.8)
Squaring (3.7) and dividing the result by (3.8), we obtain
1− cos2 mϕ
(1− cosmϕ)(1− η cos(mϕ)) =
1− cos2 θ
(1− cos θ)(1− η cos θ) ,
which gives cosmϕ = cos θ for |η| < 1. From (3.8) it follows then that
θ2 = 4m
2 sin2 ϕ
(1+ cosϕ)2 > (mϕ)
2,
where we have used that m ≥ 2 such that ϕ ∈ (0, pi). Thus, cosmϕ = cos θ implies
θ + mϕ = 2pi, θ ∈ (pi, 2pi),mϕ ∈ (0, pi).
Hence, the left side of (3.7) is positive and the right side is negative, which is impossible. This completes the proof of
Lemma 3.6. 
Lemma 3.7. If |η| < 1 and m > 1, then the curve C∗0 (β, η) lies below curve C0(β, η) in the (α, γ )-plane.
Proof. The lemma follows from Lemma 3.6 combined with, for m > 1,
α(pi) = α∗
(pi
m
)
= β and γ (pi) = −pi
2(1+ η)
2τ 2
>
−2(1+ η)m2 sin2 pim
τ 2(1+ sin pim )2
= γ ∗
(pi
m
)
.
This completes the proof of Lemma 3.7. 
Now, we prove Theorem 3.5. According to Lemma 3.6, 3.7, Theorem 2.4, 3.2 and C∗∗(β, η) = C∗(β, η), we
know that the stability region of the continuous problem is contained in the stability region of the discrete problem.
Theorem 3.5 immediately follows from Theorem 2.4. This completes the proof of Theorem 3.5. 
Fig. 3.2 illustrated the relation of the stability regions of the continuous problem and the discrete problem for
β = 0, η = −0.5 and for different m.
4. Stability of neutral delay partial differential equations
Consider the two-dimensional neutral parabolic functional differential equation with both fixed and distributed
delays
∂u
∂t
= a
(
∂2u
∂x2
+ ∂
2u
∂y2
)
+ bu(t − τ, x, y)+ c
∫ t
t−τ
u(s, x, y)ds + d ∂u(t − τ, x, y)
∂t
(4.1)
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defined on the square domain (x, y) ∈ Ω = [0, L] × [0, L], for t > 0, and supplemented with initial and boundary
conditions
u(t, x, y) = g(t, x, y), t ∈ [−τ, 0], (x, y) ∈ Ω ,
u(t, x, y) = 0, t > 0, (x, y) ∈ ∂Ω .
Here a, b, c, d ∈ R, L and τ are positive constants. The characteristic equations of the above problem are given for
k, l = 1, 2, . . . by
λ = −a
[(
kpi
L
)2
+
(
lpi
L
)2]
+ b exp(−λτ)+ c
∫ 0
−τ
exp(λs)ds + d · λ · exp(−λτ) (4.2)
(cf. [14]). When |d| < 1, the asymptotic stability of (4.1) is equivalent to the condition that all the roots of each of the
cases of Eq. (4.2) have negative real part. Using known techniques (cf. [8] Section 3.1), the following more general
result can be obtained from Theorems 2.4 and 2.6.
Theorem 4.1. If |d| < 1, then the zero solution of (4.1) is asymptotically stable iff
(s1) a ≥ 0,
(s2) −2api2/L2 < b + 2(1− d)/τ and
(s3) (−2api2/L2 + b)τ < −cτ 2 < θ(θ−dθ cos θ+bτ sin θ)1−cos θ ,
where θ is the root of −2api2/L2 = b + (1−d)θ sin θ
τ(1−cos θ) such that θ ∈ (0, 2pi).
We discretize the spatial variables (x, y) into (N + 2) × (N + 2) discrete values (N > 0) with a constant step
size 1x = 1y = L/(N + 1), so that xi = i1x, yi = i1y for i, j = 0, 1, 2, . . . , N + 1. Using the standard central
difference operator to approximate the Laplacian we obtain a system of the form
u′i, j (t) = a
(
ui+1, j (t)+ ui−1, j (t)+ ui, j+1(t)+ ui, j−1(t)− 4ui, j (t)
1x2
)
+ bui, j (t − τ)
+ c
∫ t
t−τ
ui, j (s)ds + du′i, j (t − τ), i, j = 1, . . . , N , (4.3)
where ui, j (t) denotes an approximation to u(t, xi , y j ). Using the known techniques (cf. [8] Section 3.2), the following
more general result can be obtained from Theorems 2.4 and 2.6.
Theorem 4.2. If a ≥ 0, |d| < 1 and λ11 = −8(N+1)2L2 sin2 pi2(N+1) , then the zero solution of (4.3) is asymptotically
stable iff
(s1) aλ11 < b + 2(1− d)/τ and (s2) (aλ11 + b)τ < −cτ 2 < θ(θ − dθ cos θ + bτ sin θ)1− cos θ ,
where θ is the root of aλ11 = b + (1−d)θ sin θτ(1−cos θ) such that θ ∈ (0, 2pi).
An application of the trapezium rule to (4.3) leads to the scheme
un+1i, j − uni, j
1t
− du
n+1−m
i, j − un−mi, j
1t
= a
2
(
un+1i+1‘, j + un+1i−1, j + un+1i, j+1 + un+1i, j−1 − 4un+1i, j
1x2
)
+ b
2
un+1−mi, j
+ c1t
4
(
m−1∑
k=0
un+1−ki, j +
m∑
k=1
un+1−ki, j
)
+ a
2
(
uni+1, j + uni−1, j + uni, j+1 + uni, j−1 − 4uni, j
1x2
)
+ b
2
un−mi, j +
c1t
4
(
m−1∑
k=0
un−ki, j +
m∑
k=1
un−ki, j
)
(4.4)
for i, j = 1, 2, . . . , N ; the time step size is given by 1t = τ/m, and each uni, j denotes an approximation to
u(n1t, i1x, j1y). Using known techniques (cf. [8], Section 3.3), the following more general result can be obtained
from Theorems 3.2 and 3.4.
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Fig. 4.1. Local boundaries of the stability regions of (4.1) (solid) and fully discrete (4.4) (dotted) with b = 3.3, d = 0.8 for different m, N . [3, 9]
means [m = 3, N = 9] for fully discrete (4.4).
Theorem 4.3. Assume a ≥ 0, |d| < 1 and λ11 = −8(N+1)2L2 sin2 pi2(N+1) . When m = 1, the difference equation (4.4) is
asymptotically stable iff
(s1) aλ11 < b + 2(1− d)/τ and (s2) aλ11 + b < −cτ.
When m > 1, the difference equation (4.4) is asymptotically stable iff
(s1) aλ11 < b + 2(1− d)/τ and
(s2) (aλ11 + b)τ < −cτ 2 < 2m sin
ϕ
m [2m sin ϕm (1−d cos(ϕ))+bτ sin(ϕ)(1+cos ϕm )]
(1+cos ϕm )2(1−cos(ϕ))
,
where ϕ is the root of aλ11 = b + 2m(1−d) sin
ϕ
m sin(ϕ)
τ (1+cos ϕm )(1−cos(ϕ))
such that ϕ ∈ (0, 2pi).
Fig. 4.1 shows the local boundaries of the stability regions of (4.1) and fully discrete (4.4) with b = 3.3, d = 0.8
for different m, N . From [8] (Section 3, Theorem 3.9) we know that the fully discrete scheme (4.4) for η = 0 cannot
completely preserve the asymptotic stability of the underlying PDE system (4.1). So we also have the following
theorem.
Theorem 4.4. Any consistent time discretization scheme applied to the spatial discretization (4.3) cannot completely
preserve the asymptotic stability of (4.1).
But we have the following result.
Theorem 4.5. If |d| < 1, then the local boundaries of the asymptotically stable region of (4.4) are an o(m−2) +
o((N + 1)−2) or o((1t)2) + o((1x)2) approximation to the local boundaries of the asymptotic stability regions of
(4.1) in the right half of the (a, c)-plane.
Proof. If |d| < 1, a further algebraic investigation reveals that for any fixed θ ∈ (0, 2pi),
lim
N→∞(λ11(N )− (−2pi
2/L2)) = o((N + 1)−2) and lim
m→∞(α
∗(θ/m)− α(θ)) = o(m−2),
where
λ11(N ) = −8(N + 1)
2
L2
sin2
pi
2(N + 1) ,
α(θ) = b + (1− d)θ sin θ
τ(1− cos θ) and α
∗(θ) = b + 2m(1− d) sin θ sin(mθ)
τ (1+ cos θ)(1− cos(mθ)) .
With o((N + 1)−2) = o((1x)2) and o(m−2) = o((1t)2), the above result can lead to
lim
(m,N )→(∞,∞)(a
∗(θ/m)− a(θ)) = lim
(m,N )→(∞,∞)
(
α∗(θ/m)
λ11(N )
− α(θ)−2pi2/L2
)
= lim
(m,N )→(∞,∞)
(
α∗(θ/m)− α(θ)
λ11(N )
− (λ11(N )+ 2pi
2/L2)α(θ)
λ11(N )(−2pi2/L2)
)
= o((1t)2)+ o((1x)2)
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Fig. 5.1. Numerical solutions of the trapezium rule (3.1) for different m applied to (5.1) with α = −2, β = 0, γ = −1, η = 0.5.
and
lim
(m,N )→(∞,∞)(c
∗(θ/m)− c(θ)) = o(m−2) = o((1t)2),
where
a∗(θ/m) = α
∗(θ/m)
λ11(N )
, a(θ) = α(θ)−2pi2/L2 , c(θ) =
−θ(θ − dθ cos θ + bτ sin θ)
τ 2(1− cos θ)
and
c∗(θ) = −2 · m sin θ [2m sin θ(1− d cos(mθ))+ bτ sin(mθ)(1+ cos θ)]
τ 2(1+ cos θ)2(1− cos(mθ)) .
(a∗(θ/m), c∗(θ/m)) denote the local boundaries of the asymptotic stability regions of (4.4) and (a(θ), c(θ)) denote
the local boundaries of the asymptotic stability regions of (4.1) in the right half of the (a, c)-plane. 
Fig. 4.1 shows the approximation of (a∗(θ/m), c∗(θ/m)) to (a(θ), c(θ)) for θ ∈ (0, 2pi) and for different m, N
and τ = 1.
5. Numerical experiments
5.1. Trapezium rule for NDIDEs
In order to illustrate Theorem 3.5, we give the following example. Consider the test equation for NDIDEs with
τ = 1y′(t) = αy(t)+ βy(t − 1)+ γ
∫ t
t−1
y(s)ds + ηy′(t − 1), t > 0,
y(t) = 1, t ∈ [−1, 0].
(5.1)
The trapezium rule (3.1) with h = 1/m is applied to Eq. (5.1) for studying the numerical stability.
First, we consider Eq. (5.1) with parameters α = −2, β = 0, γ = −1 and η = 0.5. In view of Theorem 2.4
or Corollary 2.5, the exact solution is asymptotically stable. The numerical solution is given in Fig. 5.1. Next, we
consider Eq. (5.1) with parameters α = 0.5, β = 0, γ = −1, η = 0.5. Here, the parameters only satisfy the conditions
in Theorem 2.4 but not those in Corollary 2.5. From Theorem 2.4 it follows that the exact solution is asymptotically
stable too. The numerical solution is given in Fig. 5.2. In Figs. 5.1 and 5.2, we omitted the first few steps in order to
emphasize the asymptotic phase.
Fig. 5.1 demonstrates that the trapezium rule preserves the asymptotic stability, which is independent of the delay
τ , of its exact solution. Fig. 5.2 illuminates that the trapezium rule preserves the delay-dependent asymptotic stability
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Fig. 5.2. Numerical solutions of the trapezium rule (3.1) for different m applied to (5.1) with α = 0.5, β = 0, γ = −1, η = 0.5.
Fig. 5.3. Numerical solutions of the trapezium rule (4.4) for m = 3, N = 9 applied to (5.2) with a = 0.8, b = 3.3, c = −5, d = 0.8.
of its exact solution. These numerical examples confirm our theoretical findings. In the case of NDIDEs, the stability
region of the trapezium rule contains the delay-dependent stability region of the continuous problem which is bigger
than the delay-independent stability region of the continuous problem. Therefore, the trapezium rule preserves delay-
dependent stability as well as the delay-independent stability of its exact solution.
5.2. Trapezium rule for NDPDEs
In this section we present some numerical experiments for Theorem 4.4. For simplicity, we consider the one-
dimensional equation on x ∈ [0, pi] with τ = 1,
∂u(t, x)
∂t
= a ∂
2
∂x2
u(t, x)+ bu(t − 1, x)+ c
∫ t
t−1
u(s, x)ds + d ∂u(t − 1)
∂t
(5.2)
with u(t, x) = g(x), t ≤ 0, x ∈ (0, pi) and u(t, x) = 0, t > 0, x ∈ {0, pi}.
The problem is discretized with central differences in the space step size 1x = pi/(N + 1) and with the
trapezium rule in time, with the time step size 1t = 1/m. We set the initial value uki = 1, i = 1, 2, . . . , N , k =−m,−m + 1, . . . , 0.
We consider Eq. (5.2) with parameters a = 0.8, b = 3.3, c = −5 and d = 0.8. From Theorem 4.1 it follows that
the exact solution is asymptotically stable. The numerical solution is given in Figs. 5.3 and 5.4. Next, we also consider
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Fig. 5.4. Numerical solutions of the trapezium rule (4.4) for m = 5, N = 25 applied to (5.2) with a = 0.8, b = 3.3, c = −5, d = 0.8.
Fig. 5.5. Numerical solutions of the trapezium rule (4.4) for m = 40, N = 3 applied to (5.2) with a = 1, b = 3.3, c = −13, d = 0.8.
Eq. (5.2) with parameters a = 1, b = 3.3, c = −13, d = 0.8. From Theorem 4.1, the exact solution is asymptotically
stable too. The numerical solution is given in Fig. 5.5. Two parameter sets of Eq. (5.2) are explained by means of
Fig. 4.1.
Figs. 5.3 and 5.4 demonstrate that the trapezium rule (4.4) can only preserve the asymptotic stability of its exact
solution when the set of parameters (0.8,−5) is located in the stability region of the NDPDE and is also located in the
stability region of its fully discrete scheme for m = 3, N = 9 or m = 5, N = 25. However, Fig. 5.5 illuminates that
the trapezium rule (4.4) is not asymptotically stable if the set of parameters (1, −13) is located in the stability region
of the NDPDE but is out of the stability region of the fully discrete scheme for m = 40, N = 3. From these findings,
we can see that the trapezium rule (4.4) cannot completely preserve the asymptotic stability of (4.1). These numerical
examples confirm our theoretical findings.
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