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We apply the dual fermion approach with a second-order approximation to the self-energy to
the Mott transition in the two-dimensional Hubbard model. The approximation captures nonlocal
dynamical short-range correlations as well as several features observed in studies using cluster dy-
namical mean-field theory. This includes a strong reduction of the critical interaction and inversion
of the slope of the transition lines with respect to single-site dynamical mean-field theory. We show
that these effects coincide with a much smaller momentum differentiation compared to cluster meth-
ods. We further discuss the role of the self-consistency condition and show that the approximation
behaves as an asymptotic series at low temperature.
PACS numbers: 71.30.+h,71.10.Fd,71.27.+a
I. INTRODUCTION
The Mott metal-insulator transition (MIT) is a funda-
mental problem in condensed matter physics. Dynamical
mean-field theory (DMFT) has provided important in-
sights, because the low-energy coherent quasiparticle ex-
citations as well as the incoherent high-energy excitations
can be treated on the same footing1. The transition was
later analyzed using cluster extensions of DMFT. Cel-
lular DMFT results2,3 revealed a substantial reduction
of the critical interaction and a reversal of the slope of
the transition lines. Subsequent DCA studies on larger
clusters found a similar reduction of the critical interac-
tion, but mainly focused on a different aspect of the tran-
sition4–6: For both the interaction-driven and doping-
driven transition, an intermediate sector-selective phase
was found, in which some momentum sectors become in-
sulating while others remain metallic. In the studies on
larger clusters (≥ 8 sites) the momentum resolution was
sufficiently high to clearly separate the nodal and antin-
odal directions. All of them consistently showed that
quasiparticles are first destroyed in the antinodal direc-
tion, leading to an ’orbital-selective transition in momen-
tum space’.
In cluster methods, the self-energy is treated rigor-
ously, but correlations are restricted to the size of the
cluster. Even though the cluster size acts as a control
parameter, convergence is seldom reached in practice due
to the exponential growth in computational complexity.
Diagrammatic extensions of DMFT7, like the dynamical
vertex approximation (DΓA)8 and dual fermion (DF)9,
provide a complimentary viewpoint. In these approaches,
nonlocal corrections to the DMFT self-energy are in-
cluded diagrammatically. The local interaction vertices
are given by (reducible or irreducible) vertex functions
of an impurity model. A significantly higher momen-
tum resolution can be reached, while the self-energy in
practice remains approximate at any scale. In general
the results necessarily depend on the diagrammatic ap-
proximation. For small systems, all diagrammatic correc-
tions obtained from a two-particle vertex can be obtained
by solving the full set of parquet equations10. Another
means to avoid a possible bias is to sample diagrams ir-
respective of their topology using a diagrammatic Monte
Carlo approach11,12. When diagrams in a given fluctu-
ation channel can be expected to dominate for physical
reasons, the ladder approximation is a more sophisticated
alternative. Examples are the ladder dynamical vertex
approximation (DΓA)8 or the ladder DF approximation
(LDFA)13. These approximation can even yield quanti-
tatively accurate results in regimes where they capture
the dominant fluctuations12,13. Recent systematic stud-
ies based on these approaches have revealed precursors
of the Mott insulator at low temperature and interaction
strengths significantly smaller than the critical value ob-
tained in CDMFT14,15.
The summation of the infinite diagram series in the
ladder approximation can be computationally demanding
for inhomogeneous systems16,17 or multiorbital systems.
In addition it requires a regularization procedure if the
series initially diverges in the dynamical-mean solution18,
whose computational complexity typically increases with
the strength of the fluctuations. A much simpler ap-
proximation is the second-order dual fermion approxi-
mation9,19, which we refer to as DF(2). The approxi-
mation has been shown to capture short-range spatial
correlations beyond DMFT. So far, a systematic study
based on the DF(2) approximation and the role of the self-
consistency condition has been lacking. For applications
it is useful to understand its physical content and limita-
tions. In this paper we aim to close this gap by reexamin-
ing the Mott transition in the two-dimensional Hubbard
model within DF(2) as a benchmark. We also report re-
sults obtained with an alternative self-consistency condi-
tion.
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2II. MODEL
We apply our method to the single-band Hubbard
model on the two-dimensional square lattice
H =
∑
kσ
kc
†
kσckσ + U
∑
i
ni↑ni↓. (1)
The noninteracting dispersion
k = −2t(cos kx + cos ky)− 4t′(cos kx cos ky), (2)
is determined by nearest- (t) and next-nearest neighbor
hopping t′. We take t = 1 as the energy unit. In the
above, latin indices denote lattice sites, σ =↑, ↓ labels
spin, niσ = c
†
iσciσ and U is the local Hubbard repulsion.
In particular the two-dimensional model is well-studied
and often used as a benchmark for new computational ap-
proaches20. An exact solution to the interacting Hubbard
model is known in the limit of infinite dimensions21 pro-
vided by DMFT1. The DMFT solutions has provided im-
portant insights into the Mott metal-insulator transition.
Cluster extensions of DMFT22 treat short-range correla-
tions exactly and refine this picture: In cellular DMFT
the critical interaction is considerably reduced due to the
effect of spatial correlations2,3. The dynamical cluster
approximation indicates a strong momentum space dif-
ferentiation and a momentum sector-selective opening of
the gap. Below we address how these aspects are reflected
in the DF(2) approximation. Diagrammatic extensions7
provide a complementary viewpoint, because they can
treat also long-range spatial correlations, albeit pertur-
batively.
III. METHOD
In the following, we briefly sketch the derivation of
the dual fermion method to provide some intuition and
to define all necessary quantities. A modern introduction
and derivation can be found in review of Ref. 7. The dual
fermion approach is an action-based method. The basic
idea is to introduce an auxiliary quantum impurity model
at each lattice site (we assume translational invariance
in the following). This may be done leaving the original
action unaltered by formally adding and subtracting a
hybridization function at each site. The result can be
written in the form
Slat =
∑
i
Simp[c
∗
i , ci]−
∑
kνσ
c∗kνσ(∆νσ − εk)ckνσ, (3)
where the impurity action Simp is given by
Simp[c
∗, c] =−
∑
νσ
c∗νσ[ıν + µ−∆νσ]cνσ + U
∑
ω
nω↑n−ω↓.
(4)
Here ν (ω) denote fermionic (bosonic) Matsubara fre-
quencies.
In order to formulate a Feynman-type diagrammatic
expansion around the non-Gaussian impurity model, the
second term in (3) is decoupled by introducing aux-
iliary (dual) degrees of freedom through a Hubbard-
Stratonovich transformation. It is important that these
couple locally to the original fermions, for two rea-
sons: Firstly, this guarantees that the mapping to dual
fermions preserves the topology of the diagrams. For ex-
ample, a dual self-energy diagram connecting two neigh-
boring sites will also introduce nearest-neighbor corre-
lations in terms of the real fermions. And secondly, the
original fermions can be integrated out for each site sepa-
rately. This produces the connected correlation functions
of the impurity coupled to dual fermions. The latter en-
ter the resulting dual action, which reads
S˜ = −
∑
kνσ
f∗kνσ(G˜
0
kνσ)
−1fkνσ + V [f∗, f ]. (5)
Here the bare dual Green’s function is defined as
G˜0kνσ = G
DMFT
kνσ − gνσ, (6)
where gνσ := −〈cνσc∗νσ〉 denotes the interacting impurity
Green’s function. The interacting DMFT lattice Green’s
function is given by
(GDMFTkνσ )
−1 = ıν + µ− k − Σν (7)
and, to leading order, the dual interaction V is
V [f∗, f ] = −1
4
∑
νν′ω
∑
σi
γσ1σ2σ3σ4νν′ω f
∗
νσ1fν+ω,σ2f
∗
ν′+ω,σ3fν′σ4 .
(8)
The reducible impurity vertex hence plays the role of the
bare interaction of the dual fermions. It is defined as
γσσ
′
νν′ω :=
gσσ
′
νν′ω − βgνσgν′σ′δω + βgνσgν+ωσδνν′δσσ′
gνσgν+ω,σgν′+ωσ′gν′σ′
. (9)
which involves the two-particle Green’s function
gσσ
′
νν′ω :=
〈
cνσc
∗
ν+ω,σcν′+ω,σ′c
∗
ν′σ′
〉
. (10)
In the above, we have introduced the short-hand notation
γσσ
′
:= γσσσ
′σ′ .
A. Dual self-energy
~
 = +Σ
Figure 1: Second-order approximation to the dual self-
energy. The vertex function γ is depicted by a square. Lines
are fully dressed G˜ propagators.
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Figure 2: Visualization of the computational scheme.
The second-order approximation to the dual self-
energy is depicted diagrammatically in Fig. 1. In the
paramagnetic case, it is convenient to work with the
charge (c) and spin (s) components defined by γs(c) =
γ↑↑ (+)− γ↑↓. Introducing
χ˜0qων =
1
N
∑
k′
G˜k′+qν+ωG˜k′ν , (11)
the dual self-energy in the DF(2) approximation reads
Σ˜kνσ =− T
N
∑
k′ν′
γcνν′ω=0G˜k′ν′
− 1
2
T 2
N
∑
qω
∑
ν′
[
1
2
γcνν′ωG˜k+qν+ωχ˜
0
qων′γ
c
ν′νω
+
3
2
γsνν′ωG˜k+qν+ωχ˜
0
qων′γ
s
ν′νω
]
.
(12)
The physical self-energy is obtained from its dual coun-
terpart through the relation
Σkν = Σ
imp
ν +
Σ˜kν
1 + Σ˜kνgν
. (13)
Equivalently, one may obtain the physical Green’s func-
tion Gkν from the renormalized to dual Green’s function
G˜kν through the expression
Gkν=(∆ν−k)−1+(∆ν−k)−1g−1ν G˜kνg−1ν (∆ν−k)−1.
(14)
B. Self-consistency condition and computational
scheme
A priori, the choice of hybridization function is arbi-
trary. It was introduced such that in an exact theory, the
solution is independent of its value. In practice however,
it acts to improve the starting point of the perturbation
theory. There are two apparent self-consistency condi-
tions to fix the hybridization function. Condition (i) has
been used exclusively in the literature so far. It is ob-
tained by requiring the local part of the interacting dual
Green’s function to vanish:
SC (i):
1
N
∑
k
G˜kν = 0. (15)
In the following, we refer to this condition as the dual
self-consistency condition. Condition (ii) is familiar from
DMFT and reads
SC (ii): gν =
1
N
∑
k
Gkν . (16)
We refer to it as the lattice condition. When no dual self-
energy diagrams are taken into account, this condition is
seen to be equivalent to requiring the local part of the
bare dual Green function to be zero, (1/N)
∑
k G˜
0
kν = 0,
by virtue of Eqs. (6) and (7). This shows that a theory
of noninteracting dual fermions is equivalent to DMFT9.
As soon as dual self-energy diagrams are taken into ac-
count however, this no longer holds and the resulting hy-
bridization will be different from the DMFT. The phys-
ical lattice Green function then contains a momentum
dependent self-energy, Eq. (13).
The two conditions are not equivalent in general, ex-
cept in case of noninteracting dual fermions, where they
both correspond to DMFT. We discuss the physical con-
tent of these conditions in the results section below.
In practice, we enforce the self-consistency condition
through an iterative update of the hybridization function,
similar to DMFT. For example, condition (i) is enforced
by the update rule
SC (i): ∆newν = ∆
old
ν + ξ[g
−1
ν G˜
loc
ν (G
loc
ν )
−1], (17)
where ξ ∈ (0, 1] is a mixing parameter. Convergence is
reached when G˜locν = 0. The other Green’s functions only
act as scaling factors. They are chosen such that for G˜ =
G˜0, the angular bracket evaluates to g−1ν −(Gloc,DMFTν )−1.
Condition (ii) is enforced through the update
SC (ii): ∆newν = ∆
old
ν + ξ[g
−1
ν − (Glocν )−1]. (18)
In summary, the computational scheme is as follows:
0. Generate an initial guess for the hybridization func-
tion ∆ (e.g. from DMFT).
1. For a given ∆ compute g, Σimp and γ.
2. Evaluate the diagrams, Eq. (12), to compute Σ˜.
3. Compute an updated G˜ from the dual Dyson equa-
tion, G˜−1 = G˜−10 − Σ˜.
4. Repeat steps 2.–3. until convergence (inner loop).
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Figure 3: (Color online) Phase diagram of the two-
dimensional Hubbard model obtained with dual fermion (DF)
calculations. The critical point occurs at Uc ∼ 6.64 and
T = 0.11. Corresponding data for cellular DMFT (CDMFT)
and DMFT taken from Ref. 3 are shown for comparison.
5. From a converged G˜ compute an update of the hy-
bridization function ∆ according to (17).
6. Repeat steps 1.–5. until convergence (outer loop).
This procedure is illustrated in Fig. 2. If steps 2. to
4. are omitted (inner loop), the outer loop is equivalent
to DMFT. In this case γ does not have to be calculated.
The computational effort for a dual fermion iteration is
dominated by the measurement of the vertex function.
IV. RESULTS
The following results are obtained for a lattice of size
64×64 sites as a compromise between fine momentum res-
olution and consumption of computational and memory
resources. For the solution of the impurity model, we use
the implementation of the segment picture variant of the
continuous-time hybridization expansion algorithm23 of
Ref. 24 with improved estimators for the self-energy and
vertex function25. Here we employ the self-consistency
condition (i). We compare the two alternative conditions
in Sec. V.
A. Mott transition
We plot the phase diagram in the interaction-
temperature plane of the two-dimensional Hubbard
model at half filling in Fig. 3. The transition line Uc,1
(red in color) delimits the region of stability of the in-
sulating phase, while Uc,2 delimits the stability region
of the metallic phase. We have determined the phase
boundaries from the hysteresis of βG(β/2), which ap-
proximates the density of states at the Fermi level. The
transition lines encompass a coexistence region of metal-
lic and insulating solutions. They merge at the critical
point Uc ∼ 6.64 at a temperature T ∼ 0.11. Notably,
their slope is positive. Above the critical point, we find
a crossover region between the metallic and insulating
states. The approximate position of the crossover line has
been determined from the condition of maximum slope
of βG(β/2) vs U .
DMFT and CDMFT results taken from Ref. 3 are
shown for comparison. In agreement with these methods,
the Mott transition remains first-order in DF(2). In ac-
cordance with CDMFT, the critical interaction is signif-
icantly reduced compared to DMFT. Furthermore, both
methods exhibit a positive slope of the transition lines
which is reversed compared to DMFT. This is a conse-
quence of the effects of spatial correlations and has previ-
ously been explained through an entropy argument3. In
DMFT at T = 0, the insulating solution represents a lat-
tice of independent spin s = 1/2 magnetic moments with
a large residual entropy of log 2 per site, while the entropy
of the metal is lower. As temperature is increased, the
insulator is preferred over the metal. In presence of spa-
tial correlations, the residual entropy is greatly reduced
and the situation is essentially opposite: the metal is pre-
ferred at elevated temperatures. As a result the slope of
the transition lines is reversed.
The entropy also determines the slope of the crossover
lines at high temperature. While the slope is positive
immediately above the critical point, it becomes negative
at very high temperature. In this regime, spatial correla-
tions are thermally destroyed and the high-temperature
insulating phase is favored because of its high entropy.
The negative slope is therefore common among all three
approaches.
The critical Uc in DF
(2) is substantially reduced com-
pared to the DMFT value Uc = 9.35
3 and in good agree-
ment with 2 × 2 CDMFT, which has the lowest value
(Uc = 6.05)
3 and even closer to the 16-site DCA value
Uc = 6.53
26. It is likely that the four-site CMDFT cluster
overestimates short-range correlations due to absence of
correlations on intermediate length scales and therefore
underestimates the critical U . Indeed the plaquette sin-
glet ground state has the highest probability among the
cluster eigenstates3. In the 16-site DCA calculation, we
expect the nearest-neighbor correlations to be reduced,
as the cluster size extends well beyond the plaquette. As
a result the critical Uc is higher compared to CDMFT. In
the DF(2), correlations are included in principle up to the
extension of the lattice and hence well beyond the DCA
cluster. However, due to the truncation of the diagram-
matic series, correlations are only treated approximately
at any length scale. Since the dual Green’s function de-
cays fast in real space, correlations are effectively rela-
tively short-ranged. This may be the reason why the dual
fermion result is even somewhat higher than in DCA.
Nevertheless, the two values are remarkably close.
In Fig. 4, we plot −βG(τ = β/2), as a function of U
(G denotes the local lattice Green’s function) as an indi-
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Figure 4: (Color online) Estimator for the local density of states −βG(β/2) ≈ piA(0) as a function of U for different
temperatures. Results marked in red were obtained by starting the iterations with a metallic seed, while those marked by in
blue were started from an insulating solution. Grey dots mark results from individual iterations and illustrate the convergence
(for explanation see text).
cator of the local density of states A(ω = 0) at the Fermi
level and to distinguish metallic and insulating phases.
The phase diagram in Fig. 3 has been determined from
such curves. At high temperatures, we find a crossover
from the metallic to the insulating state as the interaction
is increased. As the temperature is lowered, the curves
become very steep at the crossover and a coexistence re-
gion develops below the critical point (lower panels). The
hysteresis is also visible in other observables, such as the
impurity double occupancy (not shown).
In the same figure, we have included the values of
−βG(β/2) from individual dual fermion outer loop iter-
ations, marked as gray dots. This provides information
on convergence. The uppermost dot for a given U is the
result from the first dual fermion iteration. It varies with
U because we start from a converged DMFT hybridiza-
tion at the respective U as the initial guess. In the lower
panels, we additionally plot the individual values from it-
erations initialized with the same insulating seed. In both
cases, the final value is usually approached monotonously,
although very close to the solution oscillations may oc-
cur. Points which are denser on a vertical scale indicate a
decelerated convergence towards the final solution. One
can clearly see this effect in the crossover regime at lower
temperature (upper right panel), or at the edges of the
hysteresis curves which delineate the coexistence region
(lower panels). The critical slowing down is also observed
in DMFT. Overall the convergence properties are similar
to DMFT.
B. Momentum space differentiation
Because of the momentum dependence of the DF(2)
self-energy one can expect some differentiation intro-
duced through the diagrammatic corrections, which is
absent in DMFT. In Fig. 5 we plot −βGk(β/2) for two
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Figure 5: (Color online) Momentum differentiation in the
dual fermion approach. The estimator −βGk(β/2) for the
Fermi level spectral function is plotted for two k-points on the
Fermi surface at T = 0.08 as a function of U . The estimator
for the local DOS is shown for comparison.
high-symmetry points in the Brillouin zone, which cor-
respond to the nodal (pi/2, pi/2) and antinodal (pi, 0) di-
rections. A clear momentum space differentiation occurs
sufficiently far from the transition. The value of the spec-
tral function at the antinode is smaller than at the node,
in accordance with the fact that quasiparticles are more
strongly renormalized in this direction4–6,19,27. As the
transition is approached however, the differentiation di-
minishes and vanishes at the transition point.
This behavior is contrary to the DCA, where the tran-
sition manifests itself as orbital selective in momentum
space: the self-energy at the antinode undergoes the tran-
sition before the one at the node. To compare our results
with those of the DCA, we coarse-grain the Green’s func-
tion according to the DCA patches.
In DCA, the self-energy is a piecewise constant func-
tion in momentum space and is expressed in terms of
6Figure 6: (Color online) Mapping of individual k-points
in the dual fermion calculation to the corresponding DCA
patches in an eight-site patch geometry. The number of points
corresponds to the native momentum resolution used in the
dual fermion calculations (64 × 64 in this case). The nonin-
teracting Fermi surfaces for t′/t = 0 (square) and t′/t = −0.3
are also shown. Patches B and C contain the Fermi surface.
Patch B covers the nodal and patch C the antinodal direction.
basis functions φK(k) which are equal to one if k is con-
tained in the patch centered around K and zero other-
wise. Here we choose the eight-site patch geometry, be-
cause the nodal and antinodal directions can be well dis-
tinguished and sufficient data is available for comparison.
In Fig. 6 we show the mapping of the 64 × 64 individ-
ual k-points of the DF calculation to the corresponding
DCA patches. Each patch contains the same number of
k-points. The Np = 8 patches can further be grouped by
symmetry as indicated by color. The patches of type B
contain the nodal and the type C patches the antinodal
points. Since the Brillouin zone is tiled completely by all
patches, they have the property that
Np∑
K=1
φK(k) = 1. (19)
The coarse-grained Green’s function is defined as
G¯K(ıν) =
Np
N
∑
k
φK(k)Gk(ıν), (20)
so that the local Green’s function is obtained as a mo-
mentum integral over the patch momenta,
G(ıν) =
1
Np
∑
K
G¯K(ıν) =
1
N
∑
k
Gk(ıν). (21)
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Figure 7: (Color online) Estimator for the density of states
integrated over the momentum patches of Fig. 6 as a func-
tion of U/t approaching the Mott transition in DF(2) for
fixed temperature T/t = 1/12 and t′ = 0. The plot shows
−βGK(β/2) rescaled by the number nα of equivalent patches,
where nA = 1, nB = 4, nC = 2 and nD = 1. The Fermi sur-
face is entirely contained in patches B and C, so that the
contribution on patches A and D is negligibly small.
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Figure 8: (Color online) Quantity −βGK(β/2) as in Fig. 7
but for the doping driven transition as a function of µ˜ =
µ − U/2 for U/t = 7, T/t = 0.08 and different values of the
next-earest-neighbor hopping t′ on the patches A and B. The
color coding corresponds to the one in Fig. 6.
We plot −βGK(β/2) obtained from the coarse-grained
Green’s function on the four different patches in Fig. 7.
We observe that sufficiently below the transition, the re-
sult in sector B (around the nodal point) is smaller than
that in sector C, which contains the antinodal point38.
This seems contrary to the previous result of Fig. 5. Close
to the transition however, the sector C value shifts below
the sector B value as indicated by the arrow. It remains
smaller all the way to the transition. This is in qualitative
agreement with the DCA results of Fig. 8 of Ref. 6. What
we do not observe, however, is a gap opening in sector
C before it happens in sector B. In second-order DF, the
gap appears to open in both sectors simultaneously. The
difference between the two sectors is also much smaller.
Taken together with the results of section IV A, we find
that while our method and cluster methods agree qual-
7itatively concerning the strong reduction of the critical
interaction and the inversion of the slope of the transi-
tion lines, the momentum differentiation is much smaller
than predicted by the DCA.
In Fig. 8 we show results similar to the ones in Fig. 7,
albeit for the doping driven transition for different values
of the next-nearest-neighbor hopping t′. Similarly to the
case before we find that the momentum space differenti-
ation vanishes at the transition.
C. Higher-order diagrams
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Figure 9: (Color online) Comparison of the self-energy at
U/t = 6.2 and T/t = 0.1 between DF(2) with higher-order
dual approximations. The solid figures correspond to k =
(pi, pi), the empty symbols to k = (pi, 0).
The results presented so far were all been obtained
using the DF(2) approximation, i.e., using (12) for the
self-energy. It is possible to take into account higher-
order diagrams in the dual theory. Two common tech-
niques for this are the ladder approximation13 and dia-
grammatic Monte Carlo techniques11,12. Here we com-
pare DF(2) with higher-order DF approaches: DF(3) and
DF(4). That is, we add the third- and fourth-order lad-
der diagrams to the expression for the dual self-energy in
Eq. (12).
Fig. 9 shows the physical self-energy at U/t = 6.2,
T/t = 0.1. In DF(2), these parameters are close to the
transition and the convergence of the outer loop is rela-
tively slow, c.f. Fig. 4. Figure 9 shows that the inclusion
of higher-order diagrams leads to more momentum differ-
entiation compared to DF(2). However, we also observe
that the self-energy in DF(4) actually has an unphysical
positive imaginary part.
These results indicate that the DF series behaves as an
asymptotic series, in which the lowest-order approxima-
tion yields reasonable results in accordance with other
methods, whereas higher-order approximations of a di-
vergent series may become unphysical. Consistent with
Figure 10 of Ref.12, these parameters are deep inside the
region inside the regime of poor convergence of the series
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0.0
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0.0
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
νν
Im
G
ν
Im
G
ν
U = 3.0 U = 6.0
U = 6.5 U = 6.6
gDMFT
GDMFTloc
GDFloc it1
gDF
GDFloc sc
Figure 10: (Color online) Comparison of impurity and local
lattice Green’s functions in DMFT and DF with the dual self-
consistency condition (i), at βt = 12. In contrast to DMFT,
in DF the impurity model Green’s function does not equal
the local lattice Green’s function.
sampled using a diagrammatic Monte Carlo approach.
This should be kept in mind if the series is outside of its
convergence radius. Convergence of the series can be eas-
ily tested by evaluating the leading eigenvalue of the ma-
trix (−T/N)∑ν′k′ γνν′ωG˜kν′G˜k+qν′+ω. The divergence
is closely related to the perfect nesting of the Fermi sur-
face and indicative of a (spurious) second-order transition
to the antiferromagnetic state because of the mean-field
starting point. Away from half-filling or on frustrated
lattices, this problem is less of an issue. On the triangu-
lar lattice, the second-order approximation gives results
which are very close to 16-site DCA results28. We em-
phasize that the infinite ladder approximation does not
suffer from this shortcoming. In the latter, convergence
of an initially diverging series can be ensured through a
self-consistent renormalization of the dual Greens func-
tions18. It however describes different physics, as it in-
cludes long-range correlations on all length scales.
V. SELF-CONSISTENCY CONDITIONS
Previous DF results were exclusively based on the dual
self-consistency condition (i), Eq. (15). In this section we
compare the dual and lattice self-consistency conditions.
The outer self-consistency modifies the auxiliary quan-
tum impurity model, with the idea that it captures a
much of the correlation effects as possible. The impor-
tance of this outer self-consistency was already illustrated
in Fig. 4. As discussed in Sec. III, it is possible to con-
template alternative self-consistency conditions, as was
also done in other DMFT-based methods29,30.
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Figure 11: (Color online) Comparison of impurity and local
lattice Green’s functions in DMFT and DF using two differ-
ent self-consistency conditions, Eqs. (15) and (16). This cor-
responds to the top left and bottom right panels in Fig. 10,
with the additional brown diamons denoting the results of
self-consistency condition (ii), i.e., Eq. (16). Note that gDF
is equal to GDFloc when using selfconsistency condition (ii), so
that the former is not shown in the Figure.
We compare the effect of the two DF self-consistency
conditions based on the impurity and local lattice Green’s
function in DMFT and DF. Fig. 10 shows the result for
the condition (i), Eq. (15). In all four panels the DMFT
impurity Green’s function is equal to the local lattice
DMFT Green’s function, gDMFT = GDMFTloc , as required
by DMFT self-consistency. In DF however, the impu-
rity Green’s function (gDF ) and the local lattice Green’s
function (GDFloc ) are different. For small U (top left panel)
the DF impurity Green’s function gDF remains essen-
tially unchanged during the outer loop self-consistency.
However both show a visible correction compared to the
DMFT result, which corresponds to a suppression of
spectral weight at the Fermi level. For larger values of U
closer to the transition this correction increases and also
the impurity Green’s function in DF differs substantially
from DMFT.
The lower right panel further shows that the outer
loop iterations are essential to capture the Mott tran-
sition: the result from the first DF iteration is based on
a metallic environment where the hybridization is equal
to its DMFT value. GDFloc corresponds to a diagrammatic
expansion around DMFT and yields a metallic solution.
The self-consistent solution GDFloc sc however is insulating,
as is the impurity model.
An explanation may be that the Mott transition is non-
perturbative and hence cannot be reached by expanding
around a metallic state. On the other hand, the condi-
tion (i) corresponds to the summation of an infinite par-
tial series: all diagrams with a local loop are absorbed
into the impurity model. Furthermore, the perturbation
series contains non-local contributions to the self-energy,
which give rise to local contributions to the dual Green’s
function. Non-local correlations therefore effectively al-
ter the local environment (the hybridization function).
The interpretation of condition (ii) in terms of dual
diagrams is not obvious. Fig. 11 compares results for
the two conditions. For small U (left panel) well below
the transition, the impurity model remains essentially
the same as in DMFT using either self-consistency con-
dition. However, for large U (right panel), the results of
the two self-consistency conditions are notably different.
The dual self-consistency condition (i) results in an in-
sulating solution, while the lattice condition (ii) actually
mediates between the DMFT solution and the first dual
iteration and does not capture the transition to the insu-
lating state. We have also performed calculations using
the lattice self-consistency condition at larger interaction
strengths, above the DMFT MIT, and did not find an in-
sulating state. However, above the DMFT MIT, the sim-
ulations with this self-consistency condition were hard to
stabilize due to issues that will be discussed below.
A. Self-consistency away from half-filling
Additional understanding of the role of the self-
consistency condition can be gained by moving away from
half-filling. The motivation for the traditional DF self-
consistency condition (15) is that it ensures that Hartree-
like diagrams (the first diagram in Fig. 1) vanish9. Look-
ing at an asymptotic expansion of Σkν in terms of ν, this
means that there are no non-local contributions to the
constant and (iν)−1 terms and the leading dual contri-
butions occur at order (iν)−2. This is of practical im-
portance since the dual contribution requires knowledge
of the vertex γνν′ω, and the fast decay means that the
vertex only needs to be determined for a limited number
of fermionic frequencies. Apart from this practical com-
putational issue, the vanishing Hartree diagram also has
important theoretical considerations.
A point of attention for diagrammatic extensions based
on impurity models is that the final local observables
of the theory are generally not identical to those of the
impurity model12,30–32. In particular, away from half-
filling the density can be inconsistent between the im-
purity model and the lattice theory39. As explained
above, using self-consistency condition (15) ensures that
the Hartree diagram vanishes so that
lim
ν→∞Re Σkν
SC (i)
= lim
ν→∞Re Σimp =
U
2
〈n〉imp . (22)
In this sense, the self-energy with non-local corrections is
consistent with the density of the impurity model. The
same holds for the (iν)−1 term. On the other hand,
there is a mismatch between the single-particle Green’s
function of the lattice and that of the auxiliary impurity
model,
TrG
SC (i)
6= Tr g = 〈n〉imp . (23)
Combining Eqs. (22) and (23) shows that the dual ap-
proximation does not satisfy this property of the exact
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Figure 12: (Color online) The hybridization function at
U/t = 4, µ/t = 1, βt = 6, in DMFT and in self-consistent DF
using self-consistency conditions (15) and (16). The cut-off for
dual self-energy corrections is at νmax = (2 · 40 + 1)piT ≈ 42.
solution
U
2
TrG
SC (i)
6= lim
ν→∞Re Σkν . (24)
The alternative self-consistency condition (16) enforces
Gloc = g and thus also
TrG
SC (ii)
= Tr g = 〈n〉imp . (25)
This comes at a cost, since there is now a finite dual
contribution to the asymptotics of the self-energy and
lim
ν→∞Re Σkν
SC (ii)
6= lim
ν→∞Re Σimp =
U
2
〈n〉imp , (26)
which again implies
U
2
TrG
SC (ii)
6= lim
ν→∞Re Σkν . (27)
We should stress that these arguments hold when only
diagrams containing two-particle vertices are used. Di-
agrams with higher-order vertices do contribute to the
local asymptotics. The dual transformation is an exact
transformation, so that the exact solution of the dual ac-
tion (all diagrams with all vertices taken into account)
results in the exact solution of the original model and in
particular satisfies all analytical properties of the exact
solution.
From a practical point of view, (26) is problematic
for the frequency cut-off in the dual calculations. It es-
sentially means that any finite frequency cut-off νmax in
the calculation of Σ˜ always leads to a finite discontinu-
ity in Re Σ at νmax. This differs from the traditional
self-consistency condition, where the magnitude of the
discontinuity in Σ decays as (iν)−2. To illustrate this,
Fig. 12 shows the self-consistently determined hybridiza-
tion function away from half-filling. In the results using
(16) (brown diamonds), the real part has a discontinu-
ity at the frequency corresponding to the cut-off used
for dual diagrams, even though this cut-off happens at
a rather large energy, approximately 5 times the band-
width. Thus for calculations away from half-filling based
on the self-consistency condition (16) is impractical un-
less measures are taken to ensure the proper frequency
asymptotics of the dual diagrams.
VI. CONCLUSIONS
We have investigated the second-order dual fermion
approximation and how it captures the Mott transition
in the two-dimensional Hubbard model: The transition
is first order and the critical interaction is strongly re-
duced compared to (single-site) DMFT. The results are
in close agreement with results obtained from cluster ap-
proaches. The approximation also captures the inver-
sion of the slope of the transition lines with respect to
DMFT. We interpret this as an effect of the dynamical
short-range nearest-neighbor antiferromagnetic correla-
tions which are incorporated through the diagrams and
which reduce the entropy of the paramagnetic metallic
state.
While the strong reduction of the critical interaction
and the inversion of the slope of the transition lines are
in qualitative agreement with cluster DMFT results, we
find a much weaker sector selective momentum differenti-
ation. Contrary to DCA, it disappears at the Mott tran-
sition. It would be interesting to see whether the sector-
selective character of the DCA solution is increased or de-
creased when augmented with DF corrections in a cluster
dual fermion formulation33–35.
The second-order approximation is a relatively sim-
ple approximation which allows one to study nontrivial
effects of short-range dynamical spatial correlations in
correlated systems beyond DMFT. Including truly long-
ranged correlations that respect the Mermin-Wagner the-
orem requires at least a ladder approximation.
We found that the dual perturbation series behaves
like an asymptotic series. Higher-order diagrams yield
unphysical results at low temperature, so that the ap-
proximation should be used with care outside its radius of
convergence. This is in line with the observation that the
DF diagrammatic series may converge to wrong results
at low temperature12. We note that the ladder approxi-
mation, on the contrary, yields sensible results12,13,15.
We further reported results based on the alternative
self-consistency condition akin to the one used in DMFT.
This condition does not capture the Mott transition. It
also changes the asymptotics of the physical fermion self-
energy, making it less relevant in practice. This is consis-
tent with the recent findings of Ref. 36. The convention-
ally used self-consistency condition, on the other hand,
corresponds to the elimination of an infinite partial series
from the diagrammatic expansion, which may be crucial
to obtain an insulating solution based on the metallic
DMFT starting point.
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