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A COMPUTATION-IMPLEMENTATION
PARALLELIZATION APPROACH TO TIME-SENSITIVE
APPLICATIONS
Approved by:
Professor Joel Sokol, Advisor
H. Milton Stewart School of Industrial
and Systems Engineering
Georgia Institute of Technology
Professor David Goldsman
H. Milton Stewart School of Industrial
and Systems Engineering
Georgia Institute of Technology




H. Milton Stewart School of Industrial
and Systems Engineering
Georgia Institute of Technology
Professor Alan Erera
H. Milton Stewart School of Industrial
and Systems Engineering
Georgia Institute of Technology
Date Approved: June 2014
To my beloved parents, Hacer and Cuma...
iii
ACKNOWLEDGEMENTS
My most sincere gratitude goes to my advisor, Prof. Joel Sokol. His guidance and
support made this thesis possible. I am grateful for all the time and effort he invested
in me to cultivate my development as a researcher. His enthusiasm in research,
valuable insights, commitment to his principles and positive attitude have been great
motivational factors throughout my studies.
I want to thank Prof. Gary Parker for encouraging me to pursue my research
interests. I am grateful for having the opportunity to work with Prof. Dave Goldsman.
He was also very generous to have time to chat during my random visits. I would
also like to thank Prof. Alan Erera. His comments helped me shape my research.
I want to acknowledge Prof. Bill Cook for his guidance. He posed very interesting
questions to open up new research problems. I also thank Prof. Alejandro Toriello for
his time and effort to serve on my thesis committee and for his valuable suggestions.
I am thankful to Prof. Craig Tovey for his very valuable feedback on my thesis. I
would also like to extend my gratitude to Prof. Steve Hackman. He always shared his
wisdom and invested so much to help me become a good teacher. I am also grateful
to Prof. Chen Zhou for giving me the opportunity to teach. I would also like to
express my gratitude to Prof. Meral Azizoğlu for believing in me and supporting me.
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SUMMARY
In this thesis, we study time-sensitive applications where it is important to
minimize the completion time, i.e., time passing between receiving the instance and
finishing the implementation of the solution. Different from the traditional approach,
we are directly focusing on the minimization of the computation time as well as finding
the optimal solution to the problem. The conventional approach to these conflicting
objectives is generally to trade off one for the other. As an alternative, we propose
a new approach called Computation-Implementation Parallelization (CIP), and de-
velop methods to embed the computation time into the solution-implementation to
minimize the total completion time. We implement our approach on specific cases
of TSP and VRP. While working on the main approach, as a tangential study, we
develop a distribution-free TSP tour length estimation model.
In the first chapter, we implement our CIP approach on a type of TSP we call
the TSP Race problem. In this problem setting, given the same graph and starting
from the same point, two salesmen are racing to finish the tour before the other.
The race starts as soon as the graphs are released to the salesmen. Therefore, how
long they compute is also a factor determining who will win. We demonstrate CIP’s
effectiveness on TSP Race instances. We also demonstrate a method for determining
a priori when CIP will be effective. As an extension, we present a geometric analysis
of the 2opt heuristic.
In the second chapter, we focus on large-scale parcel delivery. Making good routing
decisions has become computationally more demanding due to both increasing size of
the logistics operations and also the increasing trend in integrating the problems to
make better decisions for the overall system. However, tight schedules in warehouses
xii
may allow only very limited time for computation for routing. To improve the solution
quality, increasing the computation time may not be always feasible since it requires
either shifting the order cutoff time to an earlier point in time or delaying the truck
dispatching. To overcome this issue, using our CIP approach, we embed computation
into the truck loading phase to create additional time. As an extension to this chapter,
we also propose a modification to the Granular Tabu Search by Toth and Vigo (2003),
which improves solution quality by 2% on average on certain instances.
Our research in CIP opened up a new question on TSP tour length estimators.
Tour length estimations can be used to determine the quality of a tour on hand.
Estimation models in the TSP literature focus on instances where the node dispersion
is known (and often is uniform). To deal with more general cases, i.e., graphs with
non-uniform and unknown node dispersions, we develop a new empirical tour length
estimation model for a broader dispersion family based on regression. Our model
can estimate the tour lengths of these graphs to +/-3% of the tour length found
by the Lin-Kernighan algorithm, with standard deviation of the estimation errors
four times smaller than most previous models. When the distribution of the node
coordinates is known, it can also estimate the coefficient of the well known asymptotic
tour length estimation formula of Beardwood et al. (1959), whose estimate cannot
be computed if the node dispersion is not known. Our model not only produces good
estimates on several different dispersion types, but also substitutes for Beardwood et




In real time applications, the time spent finding a good solution and implementing
it can be as important as the quality of the solution. For example, when we are
executing a query on an unsorted data set, we want to find the shortest way of
reaching all the requested data to minimize the user’s waiting time. At the same
time, we need to make this decision quickly, or else it will defeat the purpose of a
fast solution. A conventional way of approaching this sort of problems is to use a
quick heuristic solution method. In other words, solution quality is traded off with
computation time.
In this thesis, we propose a new approach, a Computation-Implementation Par-
allelization (CIP) approach. The main mechanism of this approach is to embed the
computation into the solution-implementation phase to minimize the total comple-
tion time, as an alternative to the standard compute-first implement-later approach.
In this thesis, we specifically study time-sensitive spatial problems, and demonstrate
the potential benefits of CIP.
In Chapter 2, we consider a problem we call the TSP Race, the case of two compet-
ing traveling salesmen. They are given the same graph, and the winner will be the one
who comes back to the origin node first. The race starts just after the set of nodes is
simultaneously released to both salesmen. Therefore, the winner is not necessarily the
one who finds the shortest tour, because the time spent computing is also important.
In this new setting, we implement CIP policies to embed some of the computation
into the travel phase, i.e., computing later parts of the solution while implementing
the earlier parts. We show that the CIP approach provides shorter completion times
1
in some cases. We also show how to derive a model to determine when and how CIP
is likely to be better than the conventional compute-first implement-later methods,
and we computationally show that the model is very accurate.
In Chapter 3, we implement the CIP approach on a class of multiple-vehicle rout-
ing problems. In distribution centers, once a set of orders is finalized, a computation
is performed to determine how to route trucks to deliver the items. Then, the orders
are loaded onto trucks according to this plan, and the trucks leave the warehouse. In
warehouses that are serving a large number of customers, the tasks of finding opti-
mized routes and of loading the trucks can both take a long time. In practice, time
limitations are generally imposed on the computation time. If the operation schedule
in a warehouse is very busy, decreased computation time can prevent finding good so-
lutions for large-scale instances. An obvious suggestion to overcome this issue would
be to increase the computation time. However, this requires either shifting the order
cutoff time to an earlier time or delaying the truck dispatching, both of which de-
creases customer services. To overcome this issue, we implement our CIP approach
to create more time for computation without disturbing the other operations in the
warehouse. Using CIP policies, we embed the computation time into the loading
time. We name this new problem setting the Computation-Time Limited Vehicle
Loading and Routing Problem (CTL-VLRP). Implementing CIP enables us to find
high quality solutions.
In addition to CIP, we report in this thesis two other discoveries we made in the
process of our CIP work.
In Chapter 3, we also propose a modification to Toth and Vigo’s [67] Granular
Tabu Search (GTS) algorithm. In order to reduce the computation time, Toth and
Vigo discard the shorts arcs, i.e., arcs whose lengths are shorter than a threshold
defined in their paper, and perform tabu search on the new graph. The goal is to
eliminate the non-promising moves from the neighborhood so that each iteration can
2
be performed faster. We show that discarding arcs if the polar angle between two
nodes is larger than some threshold provides a 2% improvement on uniform random
instances with large number of nodes.
Finally, in Chapter 4, we find a new distribution-free TSP tour length estimation
model. Tour length estimation models are useful especially when we only need to
know the approximate length of the optimal tour rather than the exact length, such
as when solving the Location-Routing Problem (LRP). Some heuristics developed for
this integrated problem of facility location and vehicle routing iteratively approximate
the length of TSP tours, and use this information in the facility location phase. On
randomly generated graphs, our model performs as well as a classic result in the
literature, Beardwood et al.’s [7]. However, whereas Beardwood et al.’s model needs




TSP RACE: MINIMIZING COMPLETION TIME IN TIME
- SENSITIVE APPLICATIONS
2.1 Introduction to TSP Race
The classical traveling salesman problem (TSP) is to find the shortest tour through
a set of points and back to the start; it is named after the situation of a traveling
salesman who needs to visit a set of cities and then return home.
Consider a case where two traveling salesmen are given the same set of points and
are each challenged to finish a tour before the other. The first traveling salesman
follows the traditional approach, computing a tour upfront before starting to travel.
The second one, on the other hand, makes a quick start. Each time he travels to a
node, he simultaneously computes the next node to visit while traveling. One could
imagine this traveling salesman driving from city to city with a laptop open on the
passenger seat calculating where to go next. The second traveling salesman can be
expected to travel longer due to the less global nature of his decision-making; however
he has the advantage of not investing much time in computing beforehand. Because
of this trade-off, it is not a trivial task to determine which traveling salesman will be
the winner. In this chapter, we introduce an approach to this problem exemplified
by the second traveling salesman.
We refer to this setting of TSP, with the objective of minimizing total completion
time, as TSP Race. The statement of TSP Race is as follows: Given an instance of
TSP, finish visiting all nodes and return to start as soon as possible.
The idea of CIP is generalizable to other problems where the computation and the
implementation need not occur sequentially. Most of the current literature focuses on
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minimizing the implementation time, but if minimizing the time between receipt of
the problem and completion of the solution is important and the computation time
is comparable to the implementation time, conventional methods are not necessar-
ily efficient. The reason is that the implementation resources stay idle during the
computation phase, and vice versa.
The rest of this chapter is organized as follows. In Section 2.2, we discuss the TSP
applications that are compatible with the TSP Race setting. We are unaware of any
previous work on TSP Race, but in Section 2.3, we present a brief review of general
solution approaches to TSP. In Section 2.4, a general procedure of computation-
implementation parallelization is introduced. In Section 2.5, we discuss methods
to partition the graph and present computational comparisons. Section 2.6 shows
computational results demonstrating the effectiveness of our approach. In Section
2.7, we develop a parameter selection mechanism for the parallelization approach. In
Section 2.8, we present some final remarks.
2.2 Application Areas and Motivation
Our main motivation to design CIP approaches is the time-sensitive applications in
which computation time is comparable to the implementation time, and thus the
objective is to minimize the total completion time. Due to advancing technologi-
cal improvements time-sensitive applications have been emerging in different areas.
One example is scheduling of large-scale jobs to parallel processors in areas such as
telecommunications, medical imaging, etc. [27]. Minimizing the completion time in
multiprocessor systems can help to increase the utilization of the workstations. Arc
therapy in cancer treatment is another time-sensitive real-time application. In some
specific methods, computation time constitutes a significant portion of the total com-
pletion time [71, 61, 13, 65]. CIP approach can provide benefits in radiation therapy
to minimize the total time a patient spends during the operation, i.e., computing the
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solution and implementing the treatment.
Contemporary applications of TSP, which are our main focus in this chapter, can
also be classified as time-sensitive applications. The Traveling Salesman Problem: A
Computational Study by Applegate, Bixby, Chvǎtal and Cook [1] gives an elaborate
list of applications for TSP. When there are large number of nodes over a small area,
TSP Race concept might be more suitable than the traditional TSP. The examples are
manufacturing (customized computer chips, drilling circuit boards, soldering printed
circuit boards), data management and lasers and X-ray applications (crystallography,
manufacturing of crystal art with a laser), etc. Since, many of the instances in such
applications are not repeating, e.g., a query executed to extract large amount of data
from an unsorted data set, following the traditional way of compute-first implement-
later may not be efficient. Instead, minimizing the total completion time increases
the throughput rate in systems where the product is highly customized.
2.3 Literature Review
TSP has a rich literature. [1] is a comprehensive guide to TSP’s history. Exact TSP
algorithms include branch-and-bound, e.g., [41, 42, 40, 69, 34, 14] and, cutting plane
methods, e.g., [38, 3].
For most large TSP applications, exact algorithms may not be computationally
feasible, even more so when the computation time is a part of the objective. Many
heuristic algorithms have been developed over the years, to sacrifice travel time for
decreased computation time. These heuristics can be grouped into construction, lo-
cal optimization, and metaheuristics [48]. High quality solutions can be obtained in
seconds by local optimization, simulated annealing and genetic algorithms; see, for
example [23, 8, 54, 49, 56]. In this chapter, we focus on local optimization methods.
For very large graphs, these heuristics are preferred to exact methods due to compu-
tational speed. However, their mechanism is the same as the exact algorithms, i.e.,
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the computation is completed prior to starting to travel.
To our knowledge, the exact question of balancing computation and travel time by
computing while traveling on a known set of nodes has not been studied in the liter-
ature. One related approach is to use online algorithms. However, online algorithms
use all the information available. For example, [2] recomputes the tour whenever
new information is available. Since we begin with complete information about the
graph, an online algorithm will behave the same as the compute-first implement-later
approach. In this chapter, we introduce a new approach aiming at minimizing the
total completion time. To show its effectiveness, we demonstrate its use with the 2opt
[23] and nearest neighbor (NN) [47] heuristics.
2.4 Theoretical Approach
Our approach is to decrease the total completion time by making better use of the
travel time. The main idea is to embed the computation into travel so as to have
less computation-only time. Figure 1 is a visual summary of our approach. We split
the graph into subgraphs. Initially, we do one step of computation to choose a path
through the first subgraph. While traveling on this path, we do a second computation
to choose a path through the second subgraph, etc. Except for the first computation




















Figure 1: Travel-Computation Parallelization.
At each intermediate step, the elapsed time is the maximum of the travel time
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and the computation time. As shown in Figure 1, since the second computation can
be finished while traveling on the first subgraph, the completion time of that portion
is equal to the first travel time. On the other hand, when we finish traveling on the
second subgraph, we have to wait for the end of the computation to determine the
next node to go to. So, the completion time of that portion is equal to the third
computation time.
Before discussing the details of the approach, we first introduce some notation.
While most of the notation is more general, for the remainder of this chapter we
assume a complete Euclidean graph on a plane.
Notation:
• n: number of nodes in the graph,
• t+ 1: number of subgraphs,
• TAi (T
A): travel time on the ith subgraph (entire graph) using algorithm A’s
solution,
• CAi (C
A): computation time of algorithm A to find the path on the ith subgraph
(entire graph),
• c: coefficient to express the ratio between the computation and the travel speed,
• h (w): length (width) of rectangular area containing the nodes.
Instead of running algorithm A on the entire graph and having the total com-
pletion time of CA + TA, we split the graph into t+1 subgraphs and run a Travel-
Computation Parallelized (CIP) algorithm, embedding t computation steps into travel
as in Figure 1. In order to find the first path quickly, we use a simple and fast algo-
rithm B, which would not be preferred for the entire graph due to its inferior average
performance. For the subsequent subgraphs, A is run while traveling on the previous
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subgraph’s predetermined path. Since we interfere with the usual mechanism of the
base algorithm A by not letting it optimize over the entire original graph G, we expect
the total travel time to be longer. On the other hand, computation-only time can be
reduced, possibly even to just the initial humble computation required by algorithm B
to find the first path. That means the CIP algorithm creates a trade-off between the
two contributors of the objective, i.e., the travel time and the computation time. For
the gain in the computation-only time to outweigh the increase in the travel time, the
subgraph partitioning for the CIP approach should satisfy the following inequality:
CA + TA ≥ CB1 + max{TB1 , CA2 }+
t∑
i=2
max{TAi , CAi+1}+ TAt+1 (1)
The expression on the left is the total completion time when the main algorithm A
is run on the entire graph. On the right is the completion time of the CIP approach.
In practice, of course, each C and T will not be known exactly, and must be estimated.
In the rest of this chapter, we will use the 2opt algorithm as the main algorithm A
and NN as the humble startup algorithm B. We refer to this setup as CIP2optNN . 2opt
is one of the most commonly used tour improvement heuristics, and computational
studies show that 2opt can find a tour which is in 6.4% of the Held-Karp bound on
average [48]. However, the proposed approach can be implemented using any TSP
algorithms, i.e, CIPAB , with minor modifications.
2.5 Partitioning the Graph
The main contribution of the CIP approach is to decrease the total completion time
in spite of a possible increase in both computation time and travel time. How we
partition the graph plays an important role. We propose and test four different
partitioning rules. In the first three partitioning methods, the nodes are partitioned
based on their location, before any travel begins. In the last method, the partition is
created on the fly by the initial fast algorithm. These methods are discussed in detail
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below.




α in the corner of the graph, as
shown in Figure 2. NN constructs a path through all the nodes in the α-box.
While traveling on this path, NN constructs a tour on the nodes outside the
box, and 2opt is run to improve the tour. When 2opt is finished and all the
nodes in the box have been visited, travel continues on the remaining nodes
using the sequence formed by 2opt.
2. α-strip This method is similar to α-box method except that the first path is
constructed on the nodes falling in the strip whose length is hα, as depicted in
Figure 3.
3. Matrix-Partitioning We divide the rectangular region by a grid into equal-
dimension subgraphs. NN is run on the first subgraph to construct a path. On
other subgraphs 2opt is run, and the subgraphs are visited in order of an optimal
tour of the centers of the grid squares. Figures 4(a)-4(c) depict cases where we
divide the graph into 4, 16, and 36 equal-area subgraphs respectively. Matrix-
partitioning can provide a greater saving in the computation-only time, because
we are not only embedding the computation into travel, but also decreasing the
amount of computation done by each 2opt execution. However, the travel time
can get larger.
4. Free-NN In this method, the graph is divided into two subgraphs. Starting from
the initial node s, NN is run to determine the next αn nodes to visit. While
we are traveling on that path, a tour on the rest of the nodes is constructed by



























































The α-box, α-strip and free-NN methods divide the graph into two subgraphs, so
we call them two-partitioning methods.
Having proposed four methods to partition the subgraphs, we performed compu-
tational experiments to compare the behavior of total completion time in different
scenarios. In those experiments,
• the graphs are rectangular and the nodes are uniformly randomly distributed,
• c is assumed to be 1, and
• it is assumed that 1 unit of distance is traveled per second.
We tested the methods for different values of α, and performed computational exper-
iments for different numbers of nodes, areas, and aspect ratios of the rectangles. For
brevity, we report only the results on 10,000-node graphs for the four partitioning
11
methods on 1unit2 square graphs (Figures 5-8) and 100unit2 square graphs (Figures
9-12), since the behavior is similar in all cases.


















Figure 5: Completion time when parti-
tioning is by α-box method.

















Figure 6: Completion time when parti-
tioning is by α-strip method.




















Figure 7: Completion time when parti-
tioning is by matrix-partitioning.





















Figure 8: Completion time when parti-
tioning is by free-NN method.
In the figures, we show net completion time (NT) and travel time (TT). The
difference between NT and TT is the computation-only time (CT), the computation
that could not be embedded into travel. In the two-partitioning methods (Figures
5, 6, 8) TT is increasing in α. With increasing α, NN determines a bigger portion
12
of the tour, preventing 2opt from making as many improvements. On the other
hand, CT is generally decreasing to the initial NN time with increasing α, because
of the embedding of computation into travel. At some value of α, NT nearly merges
with TT, because the length of the first path includes all the computation required
to find the path on the second subgraph. As long as NT at a specific α is less
than the NT when α=0, which corresponds to running 2opt on the entire graph,
parallelizing computation with travel performs better. For matrix-partitioning, we
observe a similar pattern in NT, CT, and TT.



















Figure 9: Completion time when parti-
tioning is by α-box method.


















Figure 10: Completion time when par-
titioning is by α-strip method.
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Figure 11: Completion time when par-
titioning is by matrix-partitioning.


















Figure 12: Completion time when par-
titioning is by free-NN method.
Figures 9-12 display the results of the same experimental setting for the same
node set, but the area of the graph is enlarged by a factor of 100. NT, CT, and TT
have similar patterns as before, but NT and TT merge earlier because travel time
increases more quickly.
2.6 Computational Results
When parallelizing the 2opt algorithm with NN, the key question is whether the
CIP approach reduces the total completion time. Below we present computational
results showing the reduction in total completion time achieved by using CIP2optNN . We
use straightforward full implementation of NN and 2opt coded in C, and run on a
heterogeneous cluster of machines with Xeon E5645 processor or near equivalent.
In Table 1, we compare CIP2optNN using each partitioning mechanism with running
2opt or NN on the entire graph. The numbers in the table show completion time
scaled to where 2opt takes 1 second. For example, the completion time is 0.77sec
if we run CIP2optNN instead of 2opt (1sec) on the 15,000-node, 16unit
2 graph. None
of the graph partitioning methods purely dominates the others, though free-NN is
slightly better on average than other partitioning methods. More importantly, these
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computational results verify that there are settings in which our CIP method can
achieve significant improvement in total completion time compared to its component
methods.
Table 1: Comparison of CIP2optNN to 2opt and NN in terms of the scaled completion
time. The numbers in the table are the completion times scaled so that 2opt is 1.
CIP2optNN Methods Component Methods




0.25 5K 0.83 0.82 0.83 0.84 0.91 1.00
8K 0.62 0.63 0.63 0.62 0.69 1.00
10K 0.58 0.59 0.59 0.59 0.64 1.00
15K 0.32 0.32 0.32 0.31 0.35 1.00
1 5K 0.89 0.89 0.89 0.93 1.00 1.00
8K 0.74 0.75 0.76 0.77 0.84 1.00
10K 0.69 0.69 0.69 0.70 0.76 1.00
15K 0.47 0.48 0.48 0.46 0.52 1.00
16 5K 0.97 1.11 0.99 1.04 1.11 1.00
8K 0.92 0.93 0.94 0.97 1.06 1.00
10K 0.92 0.91 0.92 0.95 1.02 1.00
15K 0.77 0.79 0.78 0.79 0.88 1.00
64 5K 0.98 0.98 1.01 1.05 1.13 1.00
8K 0.96 0.97 0.97 1.02 1.11 1.00
10K 0.96 0.95 0.96 1.00 1.08 1.00
15K 0.87 0.87 0.89 0.90 1.00 1.00
100 5K 0.98 0.98 1.01 1.05 1.13 1.00
8K 0.97 0.98 0.98 1.03 1.12 1.00
10K 0.97 0.97 0.97 1.02 1.10 1.00
15K 0.91 0.91 0.92 0.95 1.04 1.00
256 5K 0.99 0.99 1.01 1.06 1.14 1.00
8K 0.98 0.99 0.99 1.04 1.13 1.00
10K 0.97 0.98 0.98 1.03 1.11 1.00
15K 0.94 0.94 0.95 0.98 1.08 1.00
As expected, NN can beat 2opt in small graphs with a large number of nodes,
since in such cases the weigth of the computation time of 2opt in the completion time
is more. As the graph area increases, NN loses its advantage of short computation
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time due to worse tour quality. However, we see that for each setting it is possible
for CIP2optNN to beat both NN and 2opt in terms of completion time. Gains in the
completion time using the CIP2optNN are significant when there is a large number of
nodes on a small area.
One might also wonder how CIP2optNN compares to a high-quality TSP algorithm.
On the same set of instances as in Table 1, we compared CIP2optNN with Applegate
et al.’s [44] implementation of the Lin-Kernighan (LK) algorithm [54]. Even with
our naive implementation of NN and 2opt, CIP2optNN was up to 15% faster than LK
on instances with smaller areas. On instances with larger areas LK was up to 7%
better than CIP2optNN , and in the sparsest cases LK would beat CIP
2opt
NN even if we could
entirely eliminate computation time from our algorithm. The bottom line is that
for sufficiently dense instances a CIP approach using naively-coded simple heuristic
can beat a cleverly coded high-quality heuristics, and for sufficiently sparse instances
the opposite is true. In the next section, we discuss how to find break-even points
between approaches.
Inequality (2) demonstrates the possible trade-off between the decreasing compu-
tation - only time and the increasing travel time due to preventing 2opt from making
some improvements. However, we may not always face this trade-off. Due to its
myopic nature, at the end of a tour NN sometimes needs to use one or more long
arcs that are not part of the global optimal or a local optimal solution. Therefore,
the first arcs added to the tour are less likely to be swapped by 2opt compared to
the later ones. In fact, there could be cases in which 2opt would not swap any of the
edges in the first path. That means the full quality of 2opt could be achieved using
only the CNNG1 extra computation time. Such cases are unlikely, but in Appendix 2.9
we analyze the necessary conditions for this to happen.
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2.7 Time Coefficient Break-Even Analysis and Parameter
Selection Mechanism
Now that we have shown the CIP approach to be effective, we would like to character-
ize the break-even point beyond which the CIPAB approach should be used instead of
its constituent algorithms A and B. The main factor affecting the performance of the
CIP approach is the ratio of computation and travel speeds. In applications where
the computation is already extremely fast relative to the travel, the CIP approach
may not help. So, we would like to determine the smallest applicable time coefficient
c, i.e., the fastest computation or the slowest travel, for which the CIP approach will
decrease the total completion time. We first find the break-even c in terms of the
other parameters, and then develop an estimation function so that we can determine
which value of α should be used in different settings. Of course, this analysis depends
not only on travel speed and processor speed, but also on the algorithms used and
the efficiency of their specific implementations. We perform the analysis for the free-
NN method on CIP2optNN ; for other partitioning methods and algorithms corresponding
results can be obtained following the same procedure.
The following is the restatement of inequality (1) for CIP2optNN .
cCNN + cC2opt + T 2opt ≥ cCNNG1 + max{c(C
NN
G2
+ C2optG2 ), T
2opt
G1
}+ T 2optG2 . (2)
We need c ∈







to have less completion time than 2opt
and no computation-only time except for the initial computation performed by NN.
We define the break-even c as the fastest computation or the slowest travel environ-
ment for which computation-implementation parallelization is likely to be helpful,
and this corresponds to the lower bound of the interval.
Of course, none of CA, CAG , T
A and TAG are known, so we run computational tests
to observe the behavior of c in practice. Employing the same experimental design
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as in Section 2.5, we performed another set of computational studies to observe the
break-even c for different parameters. Results on unit square graphs with 5,000,
8,000 and 10,000 nodes are demonstrated in Figure 13. The first plot shows the
break-even c values for different values of α. As we can see, having more nodes
in a graph gives more flexibility to the CIP approach in terms of the applicability.
More specifically, when there are more nodes in the same area, CIP is more effective
even if the computation is very fast or travel is slow. The second plot is another
interpretation of the break-even c. It shows us how much we can deviate from the
existing setting of our computational experiments and still do better in terms of the
completion time. In a specific TSP application where the travel is ρ times slower than
what we assume in the computational experiments, and the computation is ω times
faster, as long as ρω is less than the tolerance factor in Figure 13, CIP2optNN is still
better than running 2opt itself.
















































Figure 13: Break-even time coefficient and tolerance to change in computation or
travel speed with respect to different values of α for 5,000, 8,000 and 10,000 nodes.
The computational results are important to help us to develop a notion of the
interaction between the break-even c and the influential factors. Prior to setting up
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the estimation model, we observed that break-even c
• increases in α,
• decreases in n,
• increases in the area of the graph,
• increases in the aspect ratio, v/h.
Guided by preliminary observations and the computational results, we used regres-












The data set used to train estimation model (3) comes from a wide range pool.
The parameters are the combinations of (n, α,A, v
h
) generated from the following
individual sets.
• n ∈ {10K, 12K, . . . , 26K},
• α ∈ {0.01, 0.02, . . . , 0.1, 0.2, . . . , 0.9, 0.99},
• A ∈ {1, 16, 49, 64, 100, 196, 400, 900},
• v
h
∈ {1, 4, 16, 64}.
The coefficients x of the estimation model for the break-even time coefficient c in
equation (3) are shown in Table 2.7.
Table 2: Coefficients of the model in equation (3).
α α2 (α− 0.5)2 n
Estimate 3.94e+00 -3.71e+00 3.41e+00 -3.90e-05






Estimate 1.39e-09 1.92e-14 1.09e-04 5.28e-04
Std. Error 1.96e-10 3.65e-15 1.88e-05 3.99e-05
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The model’s R2 is 0.9987, and all the predictors are significant.
To validate the model we tested the estimation function on out-of-sample data and
graphs different with sizes and areas. The parameters of the test set are combined
with the following sets:
• n ∈ {10K, 12K, . . . , 18K},
• α ∈ {0.01, 0.02, . . . , 0.1, 0.2, . . . , 0.9},




The testing procedure has two stages. In the first stage, we estimate the time coef-
ficient c by equation (3). Then, this coefficient is used in computational experiments.
For the same time coefficient c, we run both CIP2optNN (using the corresponding α) and
2opt on the same graph. We call these two runs conjugate runs. As it is implied
by the definition of the break-even time coefficient, the NT’s of these runs should be
approximately equal. In our test results, we observe that the ratios between the NT’s
of the conjugate runs are very close to 1 in both tests, and they do not possess any
systematic pattern, which provides empirical support for the predictive power of es-
timation model (3) for the break-even time coefficient. A summary of the results can
be seen in Table 3. The results are classified according to different areas, elongations
and the number of nodes. Entries in the table are the averages of the ratios between
NT’s of conjugate runs.
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Table 3: Test results of the estimation function for break-even time coefficient c.
The numbers on the table are the ratios between the NT’s of conjugate runs.
A n v/h = 1 v/h = 4















A n v/h = 1 v/h = 4















To use the CIP approach in a different scenario with a preferred α, we can use
(3) to estimate the smallest applicable time coefficient, i.e., the fastest computation
or slowest travel speed for which the CIP approach can still decrease the completion
time. If the real time coefficient c′ ∈







, then CIP decreases









In this chapter, we introduced a computation-implementation parallelization (CIP)
approach to solving problems where the goal is to minimize the time from getting the
problem instance to completing the implementation of its solution. By embedding
computation into the implementation, we can decrease the total completion time.
Focusing on a min-completion-time variant of TSP that we name TSP Race, we
proposed and evaluated four methods of partitioning the graph for CIP, and verified
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that CIP is a beneficial approach in many instances. We then described a model for
predicting a priori which instances would benefit from using CIP, and showed through
computational testing that it has high accuracy.
The ideas presented in this chapter are more generally applicable; in the next
chapter, we use this approach to solve VRP instances that arise in parcel delivery.
2.9 Appendix: A Geometric Analysis of 2opt
Our experimental results on rectangular-shaped graphs where nodes are uniformly
randomly distributed show that behavior differs with the graph elongation and the
number of nodes. However, in all of them we observe that on the final tour at least
66% of the edges were present on the initial tour as well. The plots in Figure 14 show
the fraction of identical edges in the initial and final tour for different numbers of
nodes in unit-area rectangular graphs with different elongation factors.
22




















































Figure 14: Fraction of identical edges in initial NN tour and final 2opt tour.
The large number of edges that are identical would seem to favor the use of
CIP2optNN . However, what is more important is the number of consecutive edges that
are not swapped. In Figure 15, assume that we start to travel on e1 and we fix
only e1 and e2 as our first path. If 2opt keeps either e1 and e2, or e1 and e3, on the
original tour, although the number of identical edges is the same in both, the first
scenario is better. In the second scenario, edge e2 would be already fixed preventing






Figure 15: Fixing e1 and e2 on the first path.
In the experiments described above, on average of 2.9% of the consecutive edges
are identical in the initial and the final tour obtained after 2opt improvements. So, if
we could start traveling from the first node of these consecutive edges and complete
the 2opt calculations in the time it takes to travel on 2.9% of the total edges, we could
get the benefit of 2opt with the computation time of NN.
2.9.0.1 NN/2opt Identicality Region
Motivated by the number of consecutive unswapped edges in the initial tour, in this
section we study the configurations that prevent edges from being swapped by the
2opt algorithm. This allows us look at the initial tour and estimate the likelihood
of the first edges being identical in the 2opt solution. For this purpose, we make
a regional analysis of the identicality condition, derive a parametric expression for
this region, and do sensitivity analysis. Englert, Rögling, and Vöcking [30] made a
probabilistic analysis of a single swap. Chandra, Karloff, and Tovey [15] developed
results on the solution quality and the expected number of iterations for 2opt, looking
at the whole graph.
In Figure 16, node j is the successor of node i in a tour, and a is the length of the












Figure 16: Consider swapping edges (i, j) and (p, q) when i is the starting node, j is
the closest node to i and q is the successor of node p on the current tour.
Now consider that there is another node p which is connected to node q with an
edge of length b on the current tour, and 2opt checks whether (i, j) should be swapped
with (p, q). We are looking for the conditions that prevent the two edges from being
swapped. The required condition for this is a+ b ≤ (a+ δ) +d, or b ≤ δ+d. Since we
assume Euclidean metric TSP, we can replace d with
√
b2 + r2 − 2rb cosψ. When the
configuration of these four nodes on the tour satisfies the following inequality, there
is no swapping between (i, j) and (p, q):
b ≤ δ +
√
b2 + r2 − 2rb cosψ (4)
We can analyze this under two cases, to find sets S1 and S2 of (b, ψ) pairs for
which swapping will not occur.
Case 1: b ≤ δ
In this case, inequality (4) is satisfied at all possible angles ψ. The set S1 =
{(b, ψ)) : b ≤ δ, 0 ≤ ψ ≤ Π} contains all such (b, ψ) pairs.
Case 2: b > δ
b ≤ δ +
√
b2 + r2 − 2rb cosψ (5)
b− δ ≤
√
b2 + r2 − 2rb cosψ (6)
25
Since both sides of (6) are positive, taking the square of both sides and rearranging
terms yields
cosψ ≤ r
2 + 2bδ − δ2
2rb
. (7)




What happens if all the parameters remain the same, but only b increases? The




By the triangle inequality for 4ijp in Figure 16, δ ≤ r; hence the derivative (8)
is non-positive. That means with an increasing distance between nodes p and q, the
required minimum angle ψ for no swapping between (j, p) and (p, q) is nondecreasing.
When node q gets farther from node p, the no-swapping region for q requires it to also
be farther from node j so that | ij | + | pq |≤| ip | + | jq |. This forces ψ to get bigger
and node q must be farther from node j. The picture in Figure 17 shows how b and
ψ determine the no-swapping region. Given the three nodes (i, j, p), if node q, which
is the successor of node p on the current tour, falls in the shaded region, swapping
cannot occur between (i, j) and (p, q). As it is seen in the picture, for each b denoting
the distance between nodes p and q, there exists a specific angle ∠jpq denoted by ψ,
beyond which swapping cannot occur. The end points of the partial circles in Figure
17 are represented by unique (b, ψ) pairs. These points constitute a curve, which we
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Figure 17: Swapping-Free Region.
For any node q on the boundary curve for which | pq |= a+ δ and ∠jpq = ψ, (7)
holds at equality. For a given distance b between nodes p and q we will call the angle
ψ satisfying (7) at equality the critical ψ and denote it as ψc.
The expression of the boundary curve can be rewritten as follows:
cosψc =























. Equation (9) becomes




We replace the parameter | pj |= r with an angle ∠jip = θ, and express r, κ0,
and κ1 as a function of a, δ, and θ:
r = f0(a, δ, θ) =
√
a2 + (a+ δ)2 − 2a(a+ δ) cos θ (11)











f0(a, δ, θ)(1− f1(a, δ, θ)2)
2
(13)
Throughout the analysis of the no-swapping region for node q, we have considered
the effect of distance b, which has a fairly intuitive influence. Now, we will show a
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sensitivity analysis for ψc with respect to the other three parameters: the distance
between nodes i and j, the distance of node p to the ball B(i, a), and the angle
θ = ∠jip.
2.9.0.2 Sensitivity of critical angle ψc
The analysis assumes that b > δ, otherwise ψc is always 0.
1. Sensitivity to a, the distance between nodes i and j: The partial deriva-





(1− cos θ)(2a+ δ)(0.5δ2−bδ+0.5(2a2+2aδ+δ2−(2a2+2aδ) cos θ))
b(2a2 + 2aδ + δ2 − (2a2 + 2aδ) cos θ)1.5︸ ︷︷ ︸
>0
≈ δ(δ − b) + a(a+ δ)(1− cos θ)︸ ︷︷ ︸
≥0
The term (1 − cos θ)(2a + δ) in the numerator is always nonnegative. The
denominator, which can be rewritten as b(2a(a+δ)(1−cos θ)+δ2)1.5 is positive.
Hence, the first derivative has the same sign as δ(δ − b) + a(a + δ)(1 − cos θ),
if it is not equal to 0. The derivative is nonnegative only when the distance
between nodes p and q is bounded above by
a(a+ δ)(1− cos θ) + δ2
δ
. (14)
There are two cases we can consider. The first is when the distance between
nodes p and q is less than (14). This corresponds to region (II) in Figure 18.
In this region, nodes p and q do not fall on opposite sides of ball B(i, a), since
the edge length connecting them is not long enough to cross the ball. Because
of that, ψc can get small, resulting in a wider no-swapping region. The second
case, where b < a(a+δ)(1−cos θ)+δ
2
δ
, corresponds to region (I) in Figure 18. In
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that region, when j is close to i, swapping is already difficult, and so ψc can get
small. As node j gets farther from node i, the no-swapping region requires node
q to be far enough from node j as well. This is ensured through an increase
in ψc. In the first plot in Figure 18, ψc increases until a = 0.536, which is the
stationary point for cosψc, then it starts to decrease.
(I) (II)

















Figure 18: Change in ψc with respect to the distance between nodes i and j (a).
2. Sensitivity to δ, the distance between p and B(i, a): Recall that δ is the
difference between | ij | and | ip |. In contrast to the nonintuitive relation
between a and ψc, δ has a predictable effect on ψc.
The partial derivative of cosψc with respect to δ is a positive multiplier of
[(a2 + ab) − (a2 + aδ) cos θ + ab + δb] which is always positive, because b > δ.
This implies that ψc is decreasing for increasing values of δ. This is expected,
since bigger values of δ places node p farther from B(i, a) providing a wider
region for node q.
Two example plots for the relation between ψc and δ are depicted in Figure 19.
The critical angle ψc for no swapping decreases in both; however the acceleration
is different due to the difference in other parameters.
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Figure 19: Change in ψc with respect to the distance between node p and B(i, a),
(δ).
3. Sensitivity to θ, the angle ∠jip: The derivative of cosψc with respect to θ is
positive only when the following inequalities hold:
cos θ <
4a+ a2 − δ2
a2 + δ + 2aδ
(15)
b <
a3(1− cos θ) + 2a2(2− δ cos θ)− aδ cos θ
aδ + δ2
(16)
The no-swapping region becomes larger as node p is placed farther from j due
to a larger angle θ, because node q is connected to p with a short arc whose
length is bounded above as in (16). This flexibility is reflected by a decrease in
ψc which can be seen in the first plot of Figure 20. In the second plot, we keep
all the parameters the same but increase the distance between p and q from
0.2 to 0.9. We observe that the minimum angle ψc defining the partial circle
for no swapping cannot be zero even when nodes j and p are exactly on the
opposite sides of i, i.e., ∠jip=180◦. This is because the large distance between
p and q makes this edge undesirable for the tour. If they are to be placed in
the no-swapping region, ψc should be wide enough to ensure that node q is also






















Figure 20: Change in ψc with respect to the angle θ = ∠jip.
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Chapter III
A COMPUTATION - IMPLEMENTATION
PARALLELIZATION APPROACH TO THE
COMPUTATION-TIME LIMITED VEHICLE LOADING
AND ROUTING PROBLEM
3.1 Introduction
Growth in the size of logistics operations has led to correspondingly larger and more
challenging instances of routing problems. At the same time, the integration of routing
decisions with other operational issues has become an area of interest. Although
these integrated problems provide solutions that are better for overall operations than
optimizing each decision separately, they are computationally much more demanding,
especially for large instances. In practice, it may be difficult to allocate enough
computation time to solve integrated problems; we may not be able to reach optimal
or near-optimal solutions on large instances even for the basic (non-integrated) version
of the problem.
In this chapter, we address such an integrated problem that arises in large deliv-
ery operations in which small, time-sensitive orders are placed at a warehouse and
delivered by truck to customers. The base routing problem is a Capacitated Vehi-
cle Routing (CVRP), with the additional complicating operational issue of the time
required to load the orders onto the trucks. In practice, the two tasks are done one
after the other.
At a predetermined cutoff time (the latest time an order can be placed to be on
the next set of delivery routes), vehicle routes are calculated for all orders placed
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since the previous cutoff. Then, the trucks are each loaded with their deliveries. At
facilities that use fleets of trucks to make deliveries to a large number of customers
with a high throughput rate, both route computation and vehicle loading can take
significant amounts of time. Customers want cutoff times as late as possible. Late
order cutoff time increases the customer satisfaction, since more customers can be
promised that their orders will be placed on the first-leaving trucks. However, late
cutoffs also limit the available time to compute good routes.
When the operating schedule in a warehouse is too tight to allow enough compu-
tation time for good routing, we propose a different approach for the routing problem.
In this new setting, in addition to the usual constraints of the routing problem we
address an implicit constraint on the computation and loading time. We call this
new setting the Computation Time-Limited Vehicle Loading and Routing Problem
(CTL-CVRP). To solve this problem, we implement a Computation-Implementation
Parallelization (CIP) approach, and parallelize the computation with loading to create
additional time for computation.
By implementing our CIP approach, we can embed almost all the computation
in the loading; in some cases it is possible to decrease the computation-only time to
only a few minutes. This can benefit us in different ways. First, we might improve
the routes without changing the order cutoff or truck dispatching times. Or, we can
tradeoff some of the improvement in the routing and use it either to delay the cutoff
time or to move the truck dispatching to an earlier time.
The rest of this chapter is organized as follows. In Section 3.2, we present a brief
review of VRP, its variants and integration with other problems. In Section 3.3, we
discuss the methods to embed computation time into loading. In Section 3.4, we
present and discuss computational results. In Section 3.5, we propose a modification




In recent years, interest in integrated routing problems has increased. In this context,
VRP has been integrated with lot-sizing (e.g., [17], [24], [10], [35]), scheduling (e.g.,
[16], [68]), 2-dimensional packing (e.g., [46], [70], [37], [32]), 3-dimensional packing
(e.g., [36], [33], [9]), cross-docking (e.g., [53]), etc. The structure of these integrated
problems generally combines the two decisions in one model to find a globally better
solution rather than focusing on one at a time. To the best of our knowledge none
of the models in the literature has integrated VRP with the constraint on the time
spent in computation and loading, other than simply truncating a heuristic at the
end of the allowed computation time. For the simpler TSP, in Chapter 2 introduce a
CIP approach to integration of computation and implementation issues and show its
potential utility; in this chapter, we use a similar CIP approach.
Our approach requires a base method for solving large VRP’s. To solve VRP’s
of a size relevant for CTL-VLRP, exact VRP methods are too slow in practice. For
surveys on exact methods, we refer to Baldacci et al. [4], Barnhart et al. [5], Laporte
[52] and Toth and Vigo [66]. Our goal is to provide practical solutions; therefore we
focus on heuristic methods. There are many VRP heuristics beginning with that of
Clarke and Wright [21]. Toth and Vigo [66], Laporte [52], Barnhart et al. [5] provide
comprehensive surveys of heuristics. Bräysy et al. [11] focus on more recent basic
traditional route construction and local search algorithms; Bräysy et al. [12] focus
on metaheuristics.
To implement CIP, we considered recent heuristic methods which are shown to
produce good results. One of these heuristics is the granular tabu search (GTS)
developed by Toth and Vigo [67]. This algorithm is very competitive and fairly
straightforward to implement. To reduce the computation time, given the original
graph, they create a new sparse graph eliminating long arcs which are unlikely to be
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included in a good solution. Another heuristic we considered is the evolutionary al-
gorithm developed by Mester and Bräysy [55]. Computational results show that their
two-phase evolutionary algorithm is very competitive compared to others in the liter-
ature. Kytojoki et al. [51] also developed a heuristic for large scale problems. Nagata
[57] extended an evolutionary algorithm which was originally developed for TSP to
CVRP by penalizing the moves causing infeasibilities. Since the most time consum-
ing part of the algorithm is the local search, he later applied 5 different local search
limiting strategies (Nagata and Bräysy [58]) to improve computational performance
while maintaining the solution quality. Among these heuristic methods, we select
Toth and Vigo’s [67], because it is simple, flexible, and provides very competitive
results in short amount of time.
3.3 Solving CTL-CVLRP
In this section, we describe our approach to solving CTL-CVLRP. We begin with a
problem instance. In this problem setting, information is complete. A graph G =
(V,A) is given, where V = {0, 1, . . . , n} is the set of vertices and A is the set of arcs
available for travel. Vertex 0 corresponds to the single depot. Vertex set V \ {0} is
the set of n customers. cij denotes the distance between vertices i and j; distances
are Euclidean. There are K trucks each with maximum capacity C. Each customer
i’s delivery requires di space on a truck. Loading a delivery of size s requires δs time.
Computation and loading can begin at the cutoff time t = 0, and must be completed
by time t = T .
The objective is finding the minimum-cost K routes from the depot such that
each customer is visited exactly once, and the capacity constraint is obeyed.
Toth and Vigo’s [67] GTS algorithm starts with an initial solution constructed by
Clarke and Wright’s [21] savings heuristic. Tabu search is then run using four types
of neighborhood searches. These are two exchange, customer-insertion, two-customer
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and customer swap. Figure 21 illustrates each move by one example.
(a) A Two Exchange (b) Customer Insertion
(c) Two-Customer or Exchange (d) Customer Swap
Figure 21: Four neighborhoods used by GTS.
Toth and Vigo [67] observed that the average arc length in a complete graph is
much more than the average arc length in the optimal solution. Therefore, long arcs
are unlikely to be present in a good solution. Based on this observation, given a graph
G, they create a new, sparser graph by omitting the long arcs. They define a long








is the tour length of a solution found by a heuristic, and β is a sparsification
factor that is selected computationally. Tabu search is performed on the sparse graph.
The details of creating the sparse graph are explained in [67].
Although tabu search algorithms are successful heuristic methods for many routing
problems, the required computation times can get quite large for large scale instances.
Toth and Vigo [67] recorded the computation time to find the best solution for the
instance E421-41k as 43.01 minutes. This instance has just 420 customers and 41
trucks. Our focus is on large scale instances with 1,000 or more customers. Such
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instances are computationally demanding. Due to the time limitations, it is not
always possible to allow enough computation time for commonly-used algorithms to
find the best possible solutions. Therefore, solving these problems using CIP in the
CTL-CVLRP context rather than just CVRP can be a more suitable approach.
3.3.1 A CIP Approach
The way CTL-CVLRP is usually addressed in practice is in two phases. First, once the
cutoff time has passed, a delivery (routing) solution is computed. Then, the packages
are loaded onto trucks according to the solution, and the trucks are dispatched. In
our CIP approach, we first make a short computation, and fix some customers onto
trucks. While loading the items belonging to those customers, we make additional
computations for the rest. During the additional computations, we may again (several
times) fix and load some deliveries while continuing to compute a solution for the rest.
Once an item is loaded onto a truck, we do not relocate it. Other decisions made
during the computation are not permanent until they are implemented (loaded).
Figure 22 shows how the CIP approach works. With the exception of computing
the first deliveries to be fixed, and loading the final set of deliveries to be fixed,
each computation phase is done in parallel with a loading phase, and vice versa. In
some cases the computation might finish before its parallel loading operations (e.g.,
between the first and second fixings in the figure), or the opposite might be true (e.g.,


















1    Fixing
st
2     Fixingnd 3     Fixingrd Last fixing
Figure 22: Computation-Loading Parallelization.
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The potential benefit of CIP is that, although, some deliveries are fixed early,
more computation time is available to better optimize the remaining deliveries. This
can result in better delivery routes overall; alternatively the order cutoff time can be
extended or trucks can be dispatched earlier with solutions of similar quality. On the
other hand, fixing some deliveries early could result in worse overall solutions. This
issue is discussed later in Section 3.4.
The sequence of a customer on its route can be important for loading purposes.
If the items are heavy or large, then Last-In-First-Out (LIFO) loading is likely to be
used. Otherwise, it would require too much effort to retrieve the item at a customer
location. If the items are small boxes, then we can assume random-access trucks. Our
fixing policies will differ depending on whether trucks are LIFO or random access.
3.3.2 Customer Fixing Policies
LIFO and random access loading will require different fixing policies. How many
customers we fix is determined by a parameter α, as it will be explained in detail
below. In general, small values of α means fixing a small number of customers,
though the mechanism will differ from policy to policy. In Section 3.4, we compare
our policies in order to suggest the best.
We classify our customer fixing policies in two groups. If we make the customer-
fixing decision depending only on the current status of the routes, we call these policies
simple fixing policies. Alternatively, some of our fixing rules use the information from
tabu search history. They are called as information-collecting fixing policies.
3.3.2.1 Policies for LIFO Loading
When the LIFO loading policy is used, we can only fix the last customers on a route,
since the items placed in the front section of a truck will be delivered last. Otherwise,
it would require fixing some items in the middle or at the rear of the truck, which is
not meaningful.
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1. Simple fixing policies
Simple fixing policies only consider the position of customers on the routes.
There are potential benefits of fixing customers on each truck, and of concen-
trating the fixing on fewer trucks. Therefore, we test both types of policies.
[P1] Multiple-truck simple fixing: This policy tries to take advantage
of the fact that if the last customers of routes are close to the depot, they
may not be swapped by GTS. Under this policy, starting from the last
customer on route i, we fix αni consecutive customers, where i = 1, . . . , K
and ni denotes the number of customers on truck i. Then, during the tabu
search any moves trying to change the position of these fixed customers
are not allowed.
[P2] Minimum-load truck fixing: Until αn customers are fixed, we
iteratively choose the truck that has the smallest load and at least one
unfixed customer, and we start fixing from the last unfixed customer. We
attempt to fix αn of the customers, but it there are fewer than αn unfixed
customers on the truck, we fix customers on the truck which has the second
minimum-load, and repeat until αn customers are fixed.
[P3] Maximum-load truck fixing: This policy is similar to [P2], but
this time we start fixing the customers from the maximum-load truck.
The selected trucks must satisfy the capacity and the travel distance con-
straints; otherwise, we skip this truck.
2. Information-collecting fixing policies
Simple fixing policies are based on the expectation that the last customers on
the current routes will be mostly kept as they are during the tabu search. An
alternative to making the fixing decisions depending on the current state of the
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routes is using the tabu search history to determine how to do the fixing. During
the search, to prevent the tabu moves, we store the last iteration number when
an arc was involved in a move. This number determines the age of an arc. If
it is small, the arc is old. Our information-collecting policies use the age of the
arcs on the current routes to fix customers.
We use the tabu search history in four different ways.
[P4] Multiple-truck oldest-arc fixing: With this policy we fix the
last customers of trucks which have not been swapped for a long time
during the search. To implement this policy, we first create an array of
size K, which is the number of trucks. The initial elements of the array
are the last unfixed customer of each route. To decide which customer to
fix, we search through the list and fix the customer which corresponds to
the oldest arc among the K of them. Then we replace this customer in the
array with its predecessor customer on the route. We repeat this until we
fix αn customers.
[P5] Multiple-truck youngest-arc fixing: The procedure is the same
as [P4], but this fixing rule selects the the arcs which are involved in an
improvement move most recently, i.e., youngest arcs.
[P6] Oldest-truck fixing: During the search, if the customers of a route
(truck) have not been involved in swapping moves recently, it may be more
likely that this route does not include any significant improvement moves.
To be able to exploit such situations, we compute the average age of the
arcs of each truck at the time of the fixing, and we start fixing customers
from oldest truck to the newest until we fix αn customers.
[P7] Youngest-truck fixing: This fixing policy is the same as [P6], but
this time we fix customers starting from the truck whose average age of
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arcs is the youngest.
3.3.2.2 Policies for Random Access Truck Loading
When the items are small and can all be accessed in the truck at any time, we do
not have to follow the LIFO loading rule. Therefore, once we know which truck will
deliver the order of a specific customer, we can load the item onto that truck without
needing information about the sequence of the customers on the route.
An alternative CIP approach on random-access routes would be to determine
which customers will be visited by which truck without optimizing the routes, i.e.,
separating customers into zones. Then, load their items onto trucks, and perform
the route optimization while traveling as we have done in Chapter 2. However, this
imposes a strong constraint on the routes; once a truck is loaded with the items and
leaves the depot, we can only perform improvement moves within its own customers.
Therefore, we lose the opportunity of switching customers between the trucks.
1. Simple fixing policies
[P8] In random-access loading, the simple fixing policy only considers the
closeness of a customer to its predecessor on the current route. At the time
of fixing, we base our decision on the distance between consecutive cus-
tomers as follows. If this distance is less than αν, where ν is the threshold
value in equation (17), we fix these two customers on the current truck,
and no longer allow GTS moves that would separate those customers.
Note that the use of customer fixing parameter α for [P8] is different than
the others. Here, α is the parameter we use to determine which customers
are considered as close to each other. As α decreases, we fix fewer cus-
tomers. However, in other policies α directly determines the number of
customers to fix.
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2. Information-collecting fixing policies
Information-collecting fixing policies for random-access loading trucks work in
a similar way to the ones corresponding to LIFO loading. However, since the
sequence of the customers on a truck does not have to follow the sequence of
the customers on routes, we are more flexible. For random access loading, we
tested two different information-collecting fixing policies.
[P9] Oldest-arc fixing We sort the arcs of the current solution with
respect to their age during the tabu search. Then, starting from the oldest
arc we fix the starting and ending nodes until αn customers are fixed.
[P10] Youngest-arc fixing This is same as [P9], except that we fix
customers from youngest to oldest.
3.4 Comparison of CIP Policies and Pure GTS
To compare CIP and pure GTS, we coded the algorithm in C and we ran compu-
tational experiments on randomly generated instances. In our instances, we assume
that customers are uniformly randomly distributed on a square, and the single depot
is located at the center. Demands of customers are equal, and the total truck capacity
has 10% slack.
Before going into the details of the test settings, we first introduce some notation:
Notation:
• n: number of nodes (customer locations),
• K: number of trucks,
• tl: how long (in seconds) it takes for single customer’s order to be picked and
loaded onto a truck (assumed to be the same for all customers) divided by the
number of available pickers/loaders that can work in parallel,
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• F : percentage of customers we fix in total,
• m: number of computation (and also loading) steps,
• α: F/(m− 1), percentage of customers we fix in each fixing step,
• T0: computation time allowed in standard (non-CIP) operation,
• L: total loading time requires, equal to ntl,
• T : total time spent on computation (including that parallelized with loading),
• C[i]: computation time allocated for step i where i = 1, . . . ,m.
We observed that for a given total fixing rate F , it is generally better to do the
fixing in more than one step rather than fixing Fn customers at once. The reason
is that, when we do multi-step fixing, the tabu search is allowed to consider more
options for a longer time, because once we fix a customer, any improvement involving
that customer is not permitted. Therefore, in multi-step fixing, the later steps can
make more informed decisions.
When we fix Fn of the customers, the loading time of the fixed customers provides
Fntl seconds for computation which is embedded into loading. Therefore, the total
computation time we can use is T0 +Fntl. Note that T0 can be 0; in that case all the
computation time is gained through customer fixing.
In multi-step fixing, at each each step we fix αn customers, where α = F/(m−1).
However, when we allocate the total computation time, i.e., T0 + Fntl, we follow 3
different time allocation rules as explained below.
1. Equal allocation: Total computation time is allocated equally to each of the m
computation steps: C[i] = (T0 + Fntl)/m.
2. Linear allocation: The total time is allocated linearly proportional to the num-





3. Quadratic allocation: We allocate the total time proportional to the square





The equal allocation rule partitions the total computation time into equal phases.
The linear and quadratic allocation rules divide the total computation time so that
the initial computation phases, where there are fewer unfixed nodes, use longer com-
putation times compared to the later steps, where there is already less opportunity
to improve.
Since each computation phase except for the first one is done in parallel with load-
ing, it is possible that the loading time could be larger than the allocated computation
time for that phase. In such a case, we extend the computation time and reduce the
sum of the earlier phases’ computation time by the same amount (proportional to
their original allocation), so the dispatch time does not change. The pseudo code is
given in Section 3.7.
3.4.1 Results for LIFO Trucks
We compared the seven LIFO fixing policies using each of the time allocation rules,
on 5 different uniformly distributed customer-instances with 1000 nodes and a depot
at the center, and 20 trucks.
In the first experiment (performed on identical Xeon E5620 (2.27Ghz) machines),
we use T0=60min, and loading takes 120min. That is, there are 180min between
the start of computation and when the trucks leave the warehouse. In the conven-
tional compute-first implement-later approach, 60min would be spent for computa-
tion, which is often a long enough time to find a good solution: After running the base
GTS on the five instances, after 60 min the average ratio between the final solution
and the initial solution is 0.924. So, this setting is more difficult for CIP to show
improvement.
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In our CIP approach, we divide the loading into m equal phases. In each loading
phase, we load nα of the customers’ orders, where α = 1/m. Except for the last
loading step, all of them are done in parallel with a computation phase. Therefore,
the total computation time we can use is T0 + n(1 − α)tl, and we allocate this to-
tal computation time using the equal, linear and quadratic time allocation rules as
described above.
In Figures 23, 25 and 27, we present the computational results for LIFO policies.
In Figures 24, 26 and 28, we display the computation and loading phases for α = 0.2,
with their lengths drawn to scale. When α = 0.5, there are 2 loading and computation
phases; the first computation (before any fixing) is 60min, and second computation
phase (after fixing half of the nodes on their current routes according to fixing policies)
is also 60min. When α decreases, the total computation time we can use increases.




































Figure 23: Customer fixing policies for LIFO using equal time allocation rule.
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Figure 24: Equal time allocation when α = 0.2.




































Figure 25: Customer fixing policies for LIFO using linear time allocation rule.
Figure 26: Linear time allocation when α = 0.2.
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Figure 27: Customer fixing policies for LIFO using quadratic time allocation rule.
Figure 28: Quadratic time allocation when α = 0.2.
A common observation in all time-allocation rules is that fixing customers on a
single truck (or route) at each phase performs better than fixing them on multiple
trucks simultaneously. The reason is that multiple-truck fixing makes the inter-route
moves more difficult. [P6] seems to perform better than the others, since it uses the
tabu search history while fixing the nodes and makes more informed decisions than
just considering the current routes.
We also see that quadratic time allocation rule with more computation devoted
to phases with more unfixed nodes, works best.
Overall, we see that although CIP is not guaranteed to give better solutions unless
α = 0.5, CIP policies are able to improve upon pure GTS. In this specific setting we
chose the computation time to be quite long, and loading time to be short, which is
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a tough case for CIP because GTS gives good solutions in one hour. However, we
observe that by making the fixing decision in an informed way by [P6], we can still
improve the solution compared to using compute-first implement-later approach.
In the second setting (performed on identical Xeon E5620 (2.4Ghz) machines),
we focus on a case where the loading takes even less time, 60min. The goal of this
second experiment is to test if it is possible to decrease the computation-only time
allocated for the base GTS from approximately 60min to 30min while maintaining
the solution quality. In this setting, we fix the 48% of the nodes in total, so the total
computation time is the same at all fixing rates. As before α determines the number
of nodes we are fixing in each step (we fix nα nodes at each step). The number of
fixing steps is 0.48/α. This setting with the given parameters provides 58.8min of
total computation time, with 28.8min of it created by parallelizing the computation
with loading. The results of the experiments are displayed in Figures 29, 30 and 31.







































Figure 29: LIFO fixing policies when total fix rate is 48% (equal time allocation).
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Figure 30: LIFO fixing policies when total fix rate is 48% (linear time allocation).







































Figure 31: LIFO fixing policies when total fix rate is 48% (quadratic time allocation).
Without using CIP, the base GTS algorithm finds a solution ratio of 0.924 in
60min of computation, and 0.933 when computation is reduced to 30min. CIP allows
us to create solutions closer to 0.924 while still keeping the 30min savings that can be
used to improve customer service by delaying the cutoff time or releasing the trucks
early.
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Similar to the previous experiment, we see that the best average solution is ob-
tained under quadratic time allocation.
3.4.2 Results for Random-Access Trucks
We also tested the random access truck CIP fixing policies using the same two settings
we used for LIFO trucks. Fixing policy [P8], which fixes the nodes corresponding to
the shortest arcs on the current routes, does not generate comparable-quality results
with the others, and therefore we do not further consider this policy.
Figures 32, 33 and 34 display the results of the first experimental setting. In
random loading, once a customer’s order is fixed on a truck, it cannot be moved to
another truck, but (in contrast to LIFO loading) it can be involved in intra-route
improvement move. Therefore, compared to LIFO, we see a better improvement on
the solution which is obtained by running the original GTS algorithm in random
access case.
Our conclusion regarding the comparison of the fixing policies selecting the old
arcs and the policies selecting the young arcs to fix nodes applies to random loading
case as well. In all time allocation rules, we see that [P9] dominates [P10] on average.
In the random loading case, we are able to observe the differences between the time
allocation rules better due to these policies being less restrictive. Since equal time
allocation does not consider the number of unfixed nodes, when there are many fixings
the first computation steps (in which there are many unfixed nodes) are allocated
less computation time compared to the linear and quadratic time allocations. This
can prevent the information-collecting policies [P9] and [P10] from gathering enough
information until they start fixing. Therefore, linear and quadratic time allocations
lead to better solutions. We can reach an average ratio of final solution/initial solution
of 0.910 in these two allocations by generating more computation time in addition
to 60min without changing the order cutoff and dispatching time, while this ratio is
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0.924 if we run the original GTS for 60min.
































Figure 32: Customer fixing policies for random-access using equal time allocation
rule.
































Figure 33: Customer fixing policies for random-access using linear time allocation
rule.
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Figure 34: Customer fixing policies for random-access using quadratic time allocation
rule.
Finally, we present the test results of random fixing policies on the second ex-
perimental setting. Since the total allocated computation time is less, when there
are many computation steps (corresponding to small α), policies start fixing nodes
very soon, which decreases the performance of [P10]. However, [P9] still maintains
its higher performance and can reach the same solution quality as we could reach if
we run the original GTS for 58.8 minutes.
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Figure 35: Random fixing policies when total fix rate is 48% (equal time allocation).
































Figure 36: Random fixing policies when total fix rate is 48% (linear time allocation).
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Figure 37: Random fixing policies when total fix rate is 48% (quadratic time alloca-
tion).
3.4.3 Summary
In Sections 3.4.1 and 3.4.2, we compared the CIP policies for LIFO and random
loading with pure GTS using two different test settings. In the first setting, we showed
that even if the present allocated computation time is long enough to get a good
solution, we can still improve the solution quality by parallelizing the computation
with loading without changing the order cutoff and truck dispatching times. CIP
benefits more in random loading, since the fixing of a node on a truck does not
prevent intra-route moves for that node in random loading. In the second setting,
we showed that it is possible to set some of the computation-only time free, since
by performing computation in parallel with loading we can reach the same solution
quality. The time that is set free can be used to relax either to the order cutoff or
the truck dispatching time.
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3.5 Modified Granular Tabu Search
Toth and Vigo’s [67] granular tabu search algorithm is very effective and fast, because
it makes the search on a neighborhood that includes only promising moves. Its sparse
graph includes the arcs that are incident to the depot, those belonging to the best
solutions, and also the short ones. As mentioned before, short arcs are defined to be
the ones whose length is smaller than the threshold ν. According to this definition,
we draw a ball around each node with radius ν and choose all the arcs falling in this
ball, as in Figure 38. We propose a different method to create the sparse graph for
uniformly-distributed node locations.
In the modified GTS, we change the definition of short arcs. Instead of selecting
the ones whose length is smaller than the threshold ν, we choose the ones connecting
nodes i and j if ∠i0j ≤ π
K
, where 0 is the depot node and K is the number of trucks.
In Figure 39, although nodes i and j are close to each other according to the original
sparse graph definition, they are not considered close in the modified version. On the
other hand, the arc incident to nodes i and p is not considered as a short arc in the
original GTS, but in the modified GTS we also accept this arc as a short arc to the
sparse graph. The mechanism of this modification is creating beams originating from




Figure 38: Sparse graph construction








Figure 39: Sparse graph construction
with respect to the polar angle in the
modified GTS.
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To observe the effect of this modification, we run the GTS algorithm using both
the original modification method which uses the distances between the nodes and the
new method which uses the polar angles between the nodes. We compared the two
methods on uniformly distributed nodes.
We generated the instances as before: nodes are uniformly distributed on a square
region. Customer demands are constant, and total available truck capacity has 10%
slack above the total customer demand. The number of customers varies between
1,000 and 3,000 in increments of 100. The number of trucks is chosen such that the
average number of customers per truck changes between 50 and 140. We allowed
60min of computation for both versions. When we compare the value of the final
solution we obtain with two methods, we observe that our modification improves the
performance of GTS algorithm. The modified GTS produces better results 87% of
the time, and the average improvement in the final solution value compared to the
original algorithm is 2%. The best improvement over the original GTS is 7% while the
worst case we observed is 3% decrease in the quality of the solution. An analysis of
the comparison between these two sparse-graph constructing method can be seen in
the histogram plot in Figure 40. Histogram plot compiles the results of 630 different
instances with the aforementioned properties.
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Figure 40: Histogram plot of the modified GTS solution/original GTS solution after
60min of computation on 630 instances with uniformly random nodes.
We also recorded the ratio between the best solution on hand to the initial solution
value every 100sec on these 630 instances while running the original GTS algorithm,
and our modified algorithm. In Figure 41, we plot the averages of these ratios with
respect to time for both versions. On average, the modified version remains as the
winner compared to the original algorithm. So, we can conclude that on similar
graphs, i.e., graphs with large number of uniformly distributed customers, creating
the sparse graph considering the polar angles of the customers would generate better
results in the same amount of time.
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Figure 41: Comparison of improvement on the initial solution by time using the
original and the modified GTS on random nodes.
3.6 Summary
With the increasing sizes of the supply chains, making good routing decisions are
more difficult than before. Especially in the distribution systems where there are
large number of customers and the set of customers to deliver items is changing from
day to day, the same computational challenge has to be resolved everyday. When the
schedule in a warehouse is tight, not enough computation time may be allocated even
for fast heuristic methods. Therefore, using the conventional methods it may not
possible to create time for computation without changing the order cutoff or truck
dispatching.
Addressing this issue, in this chapter, we implemented Computation-Implementati-
on Parallelization (CIP) policies on Time-Constraint Vehicle Loading and Routing
Problem (TC-VLRP) both for Last-In-First-Out (LIFO) and random access truck
loading. We empirically showed that it is possible to embed the computation into
loading while attaining a target solution quality. By this means, the time we are
saving can be used to allow a wider time window for the customers to place their
orders or earlier truck dispatching.
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Our results provide a basis for implementing CIP approach on other variants of
routing problems, e.g., VRP with 2-, 3-dimensional loading constraints. As these
integrated problems can provide better overall solutions, however they may be com-
putationally too demanding for practical purposes.
We also modified the Granular Tabu Search (GTS) algorithm developed by Toth
an Vigo [67]. We changed the way sparse graph is created; instead of choosing the
short arcs, we choose the onces incident to the customers which are close to each
other with respect to their polar angels made by the central depot. Modified sparse
graph improved the solution by 2% on average.
3.7 Appendix: B Time Allocation Algorithms
As we noted in Section 3.4, if loading takes too long, our rules for dividing computation
time among phases might need to be modified. In this section, we show the pseudo
code for proportionally reducing the other phases’ computation time. We first show
some notation.
Notation:
• α: percentage of nodes we are fixing at each step,




: Total available time for computation,
• C
′
[i]: Computation time allocated for step i.
Algorithms 1, 2 and 3 show the pseudo code for each of our time allocation meth-
ods. In each case, if the loading time duration of the corresponding loading phase is
greater than its initial allocated computation time C[i], then we increase the compu-
tation time to C
′
[i] = αntl for i > 1, and remove C
′
[i] from the total computation
time for all computation phases j < i.
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Algorithm 1 Determine computation time allocation for equal partitioning
T
′ ← T0 + (m− 1)αntl
for i← m to 1 do



















′ ← T ′ − C ′[i]
end
Algorithm 2 Determine computation time allocation for linear partitioning
T
′ ← T0 + (m− 1)αntl
for i← 1 to m do











(1− (m− i)α)/SumL > αntl then
C
′





[m− i+ 1]← αntl
end
T
′ ← T ′ − C ′ [m− i+ 1]
end
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Algorithm 3 Determine computation time allocation for quadratic partitioning
T
′ ← T0 + (m− 1)αntl
for i← 1 to m do









(1− (m− i)α)2/SumQ > αntl then
C
′





[m− i+ 1]← αntl
end
T




A DISTRIBUTION-FREE TSP TOUR LENGTH
ESTIMATION MODEL FOR RANDOM GRAPHS
4.1 Introduction
TSP tour length estimation models are useful especially in the cases where we do not
need to know what the exact tour is, yet we are interested in the optimal tour length.
For example, some heuristics developed for the Location-Routing Problem (LRP) use
iterative approximations of tour lengths to cut down on the computation time. Chien
[19] showed that tour length estimations can be used to get good solutions for LRP.
Nagy and Salhi [59] described how to use tour length estimation models as fast but
approximate methods in LPR heuristics to evaluate trial moves. In applications where
time is constrained, using tour length estimates can give the heuristics more time to
find better solutions [60]. For example, time constraints can be an issue in mobile
location routing problems where the facilities are set up temporarily. This can be due
to high establishment cost, or highly changing demand; related application areas are
cellular communication, humanitarian logistics, blood collection, and postal service
in urban areas [39]. Since decisions in these applications are made repeatedly and
time is limited, using good tour length estimation models to speed up the decision
process to reach better solutions can provide benefits.
There are many tour length estimation models in the literature. However, they
mostly study graphs where the nodes follow a known distribution, usually uniform.
To enable the broader use of tour length estimation models, in this chapter we design
a distribution-free model to estimate the tour length, that can be used with general
node scatters where the distribution may not be known.
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In their seminal paper, Beardwood et al. [7] showed that when the nodes are
identically and independently distributed according to a probability density function
f on a two-dimensional region R, the following holds:
lim
n→∞







where T ∗ is the optimal tour length, n is the number of the nodes, β is a constant,




for a uniform node dispersion on a region of area A. The value of β is unknown.
Computational studies determined that the practical value of β is approximately 0.712




fc(x, y)dxdy cannot be computed,
so in such cases Beardwood et al.’s estimation model cannot be used. (Hereafter, we










fc(x, y)dxdy is computed
for a distribution f on a unit area).
Eilon et al. [29] derived that the length of the optimal traveling salesman tour
is proportional to a constant times
√
nA for square regions and show that it applies
to any arbitrary area A. Christofides and Eilon [20] assumed uniformity as well,
and used small-size graphs for testing. Daganzo [26] proposed a heuristic-based tour
length estimation formula for TSP. His model divides the area into strips of width w,
and visits the nodes in the order that they are encountered along each strip. Following
this approach, he found that the length of a tour is approximately 0.9n
√
δ, where δ
is the density of the nodes. His focus in this paper was on uniform node dispersion.
Daganzo [25] also developed a tour length estimation model specifically for the sort of
tours one finds in CVRP. Robusté et al. [64] showed that Daganzo’s model is suitable
for cases when 7 < C < 1.5n/C, where C is the maximum number of nodes that a
vehicle can visit. Therefore, while the model is well suited for instances of CVRP, it
is not designed for general TSP tours. Robusté et al. showed that Daganzo’s model
should be updated as follows if n/C2 > 1.5−1:
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T ∗ ≈ (0.9 + kn/C2)
√
nA. (19)
The value for constant k is suggested as 0.45 for squares and 0.55 for six-by-ten
rectangles. However, in that formulation the coefficient of
√
nA is greater than 0.9,
which is significantly higher than the value of Beardwood et al.’s β, and leads to
overestimate. Castillo [28] also derived an expression based on a tour construction
heuristic. He derived this expression based on the uniform node distribution. Robusté
et al. [63] provided formulas for elliptic regions for 3 different heuristics for VRP by
regression. They also empirically verified Daganzo’s and Robusté’s formulas on small
graphs. Platzman and Bartholdi [62] developed a heuristic based on space filling
curves. The algorithm requires O(nlogn) operations and O(n) memory. When the
distribution of the nodes is known, the model can be used directly to estimate the
tour length, without needing to construct a tour. However, the tours constructed by
this algorithm can be significantly longer than the optimal tour. A space filling curve
heuristic was implemented by Bartholdi et al. [6] to construct tours for a non-profit
organization, and generated solutions which are about 25% longer than optimum.
Most of the more-accurate estimation models focus on uniformly random node
scatter or small graphs. To be able to estimate tour lengths on larger graphs even
when we do not know the node dispersion without running a heuristic algorithm, in
this chapter we develop a new tour length estimation model for graphs in which the
node distribution is not restricted. Table 4 summarizes the need for our model. The
literature contains TSP tour length estimates that are near the optimum, estimates
that can be calculated quickly and estimated that do not require knowing the random
node dispersion; but our new model is the only one with all three characteristics.
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Table 4: Comparison of the models.
Accurate Faster than Does not require
(within 6% of constructing a knowledge of node
optimal tour distribution
Asymptotic Models Beardwood et al. 3 3
Regression Models Daganzo 3 3
Chen 3 3
Kwon et al. 3 3
Heuristics Daganzo 3
K − opt 3 3
Lin-Kernighan 3 3
Platzman &Bartholdi 3
This thesis Çavdar & Sokol 3 3 3
The rest of the chapter is organized as follows. In Section 4.2, we discuss the
design of the model. In Section 4.3, we validate the model by testing it under different
environments with small and large random graphs and identify the conditions when it
works well. We also test the model using the statistics of the population distribution
of the node coordinates rather than the exact locations of the nodes in Section 4.4.
In section 4.5, we test the model on non-random graphs from the TSP library. In
Section 4.6, we present some final remarks.
4.2 Design of the Estimation Model
Our goal is to develop a single model using regression to estimate optimal tour length
of random graphs that will perform well with many node dispersion types and even
when the distribution is unknown. For this purpose, we first specify the graph at-
tributes that capture information about how the nodes are distributed on a graph.
4.2.1 Graph Attributes
We use some of the classical attributes from the literature, namely
• Number of nodes ,
• Area of the graph.
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In addition to these, we use the attributes listed below which have not been used in
the literature before. These measures account for the effects of node dispersion on
the optimal tour length.
• Amount of node dispersion: We use the standard deviation of the node coordi-
nates in each dimension to collect information about the node dispersion.
• Closeness to the boundary: We measure closeness to the boundary by the aver-
age horizontal and vertical distance of nodes to the central axis.
• Dispersion around the central axis: We measure the dispersion of the nodes
around the center by the standard deviation of their distances to the horizontal
or vertical axis in the middle of the space.
The notation we will be using to denote the graph attributes is defined below.
Notation:
• n: number of nodes in the graph,
• lx, ly: lengths of the graph, i.e., the horizontal and the vertical dimensions of a
rectangular graph,
• xi, yi: horizontal and vertical coordinates of each node i,
• cx, cy: average distance to the central horizontal and vertical axes,
• stdevx, stdevy: standard deviation of the horizontal and vertical coordinates,
• cstdevx, cstdevy: standard deviation of the absolute distances from the central
horizontal and vertical axes,
• A: area of the graph,
• T : tour length.
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4.2.2 Different Graph Types to Train the Model
Since the model is aimed to work well with many different node dispersions, we
generated six types of rectangular graphs to train the model. In all these graphs, the
first 4 nodes are placed on the corners to ensure that the total area within the convex
hull is the same.
1. Uniform Graph: The coordinates of each node are uniformly distributed in each
dimension independently on the intervals [0, lx], and [0, ly].
2. Triangular Graph: The horizontal and vertical node coordinates are randomly
generated by independent symmetric triangular distributions with parameters
(0, lx
2




3. Squeezed Graph: In this graph, the nodes are denser around the right upper
corner and less dense around the left lower corner.
To obtain the required node dispersion, first we generate uniformly random
nodes on the plane. Then, we only keep the ones meeting the following accep-
tance condition: A random variable accept is generated by U(0, lx · ly). If the
generated node is close enough to upper right corner, i.e., x · y is larger than
accept, we keep the node. Otherwise, we discard it and generate a new one.
The pseudo code to generate each node from this dispersion is given below.
repeat
x← U(0, lx)
y ← U(0, ly)
accept← U(0, lx · ly)
until accept < x · y
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4. x-axis: Uniform, y-axis: Triangular : This is a hybrid graph. Horizontal co-




5. x-axis: Triangular, y-axis: Squeezed: This is another hybrid graph where the
horizontal coordinates are generated by T (0, lx
2
, lx), and vertical coordinates are
squeezed around the ceiling as described below.
repeat
y ← U(0, ly)
accept← U(0, ly)
until accept < y
6. x-Central Graph: Vertical coordinates of the nodes are denser around the
boundary, but horizontal coordinates are denser around the center. Each node
is generated as described below.
repeat
x← U(0, lx)
y ← U(0, ly)
accept← U(0, 1)













Each of these six graphs is illustrated by one example with 1,000 nodes in Figures 42,
43, 44, 45, 46 and 47.
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Figure 42: Uniform dispersion. Figure 43: Triangular dispersion.
Figure 44: Squeezed dispersion. Figure 45: x: Uniform y: Triangular.
Figure 46: x: Triangular y: Squeezed. Figure 47: x: Central y: Boundary.
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To train the model, 400 graphs were generated for the aforementioned six graph
types. The parameter combinations to generate the graphs are obtained by crossing
the elements from the following sets.
• n ∈ {3000, 4000, 5000, 5200, 5400, . . . , 6600, 7000, 8000},
• lx ∈ {250, 300, 400, 500, 600, 800, 1000, 1200, 1600},






Since our graphs are large, finding optimal solutions to all of them is impractical.
So, we used the Lin-Kernighan (LK) implementation by Applegate et al. [44] to find
tour length estimates to train the model. This algorithm is known to produce results










The model has a high predicting power for the training data implied by R2 =0.9956,
and the other statistics shown in Table 5 indicate that the coefficients are significant
and have low relative errors. Figure 48 demonstrates the relation between the tour
length found by the LK algorithm and the estimated tour length by the model in
equation (20). Figure 49 presents the same comparison for the estimation model
proposed by Beardwood et al. in equation (18); β
′
is calculated for each dispersion.
However, finding the suitable β
′
is not possible when the node dispersion is un-
known. In such cases, as seen in Figure 48, our model still provides reliable estimates
capturing the differences in the dispersions correctly, but Figure 50 shows that using
the wrong β
′
when the distribution is unknown can lead to a larger estimation errors.
Thus, our model is especially useful for graphs with unknown dispersion.
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Table 5: Statistics for the model in equation (20).
Coefficient Value Standard Error t value Pr(>| t |)√


























































Figure 49: Lin-Kernighan tour length versus estimation by the model in equation
(18) when β
′


























Figure 50: Lin-Kernighan tour length versus estimation by the model in equation
(18) when we do not know the correct value of β
′





4.3 Testing on Random Graphs
To measure the performance of the tour length estimation model, we tested it on a
more varied sets of graphs than we used for training. The first test set has the same
node distribution and the same parameters as the training set, but the graphs are
different. In the second test set, we generate graphs with the same dispersions but
with different parameters. In the third set of tests, we use different node dispersions
than the ones we used in training. Then, we test the model on nonrectangular graphs.
Finally, we test the model on symmetric TSP instances from the literature [43, 45],
many of which are not randomly generated.
As before, the optimal tour lengths are estimated by the Lin-Kernighan (LK)
implementation in [44]. As the performance measure we use the ratio of our model’s
estimated tour length (E) to the LK tour length (T ).
The sets of test graphs were generated as follows:
1. [G1] We generated graphs for the six node dispersions we used to train the
model, using the same area and number of nodes, but different random seeds.
2. The goal of the second test set is to measure the estimation model’s robustness
to differences in the number of nodes and the elongation of the graphs generated
by using the same six training dispersions:
(a) [G2.1] Graphs having 40% more nodes than the training data in the same
area,
(b) [G2.2] Graphs with the same number of nodes as the training data, but
20% longer and 40% wider,
(c) [G2.3] Graphs having between 20,000 and 30,000 nodes in a rectangular
area where the length and the width are uniformly and independently
randomly distributed between 1,000 and 2,000,
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(d) [G2.4] Graphs having between 100,000 and 200,000 nodes in a rectangular
area where the length and the width are uniformly and independently
randomly distributed between 1,000 and 2,000, also using the six training
dispersions.
In this group of tests, the density of the graphs, n/A, comes from a wider range
than in the training data.
3. We also generated three new graph types to test the model on different node
dispersions from those it was trained on:
[G3.1] Rectangular graphs where the nodes are denser around the corners, and
there is a cavity in the center.
The pseudo code to generate this type of graph is given below.
repeat
x← U(0, lx)













An example graph with 1,000 nodes can be seen in Figure 51.
[G3.2], [G3.3] Two other graph types were generated using truncated exponen-
tial distributions. To create the horizontal and vertical coordinates of the nodes,
we used truncated exponential distributions in (0,1) with rate 1 for [G3.2] and
rate 2 for [G3.3]. Multiplying them by lx and ly, we obtained the node coordi-
nates. The pseudo code used to generate this dispersion type is given below.
rate← 1 or 2
a← − log(U(0, 1))/rate
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b← − log(U(0, 1))/rate
x← (a− bac) · lx
y ← (b− bbc) · ly
Figure 52 presents an example graph generated for [G3.2] and Figure 53 presents
an example graph generated for [G3.3]. The parameter sets to generate these
three new graphs for test groups [G3.1], [G3.2], [G3.3] are as follows:
• n ∈ {5000, 5500, . . . , 100000},
• lx ∈ {250, 500, 1000},
• ly ∈ 100,000lx .
This data set also allows us to test a broader range of densities (n/A) than the
training group.
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Figure 51: Cavity dispersion.
Figure 52: TExp(1). Figure 53: TExp(2).
Having created all these instances for eight different test settings, we tested our
model together with six other tour length estimation models in the literature.
Table 6 shows the other models that we compare with. All the estimators
assume Euclidean distances. D denotes the average distance from the depot in
these models. δ denotes the density of the nodes. While training our model,
we did not specify the location of the depot. For the test sets, we assume that
the node at the origin is the depot, because Chien trained his model assuming
that the depot is at the origin, and Kwon et al. trained their models both for
depot in the center and at the origin. For completeness, we also ran the same
76
tests with the depot in the center. The results were not significantly different,
so they are not reported in detail. R denotes the ratio of the length to width,
assuming that the longer dimension is the length. A′ is the area of the smallest
rectangle covering only the customers, i.e., not the depot. Since our test graphs
have a large number of nodes, one node at each corner of the rectangle and they
are dense around the origin, we use the whole graph area A as A′.
Daganzo’s CVRP-based model [25] we are comparing with was developed for
multiple vehicle routing problems. Others are trained on smaller size instances,
and mostly uniform node dispersion. Although these models perform well on
the types of instances they are designed for, they should not be expected to
perform well on the test cases in this chapter. However, we still include them
in the test results for completeness.
Table 6: Estimation models in the literature we compare our model with.
Source Model
Beardwoord et al. [7] β
√
nA
Chien [18] 2D + 0.69
√
A′(n− 1)
Daganzo [25] (CVRP) 2D + 0.57
√
A′(n− 1)
Daganzo [26] (TSP) 0.9n/
√
δ
Kwon et al. [50] (1) (0.8326− 0.0011n+ 1.1147R/n)
√
nA
Kwon et al. [50] (2) (0.7754− 0.0008n+ 0.9027R/n)
√
nA + 0.4147D
In Table 7, we report the test results in terms of estimated tour length (E)
divided by the tour length (T ) found by the LK implementation [44]. Daganzo’s
CVRP-based model [25] underestimates the tour length according to average
performance, i.e., the average E/T is between 0.83 and 0.92 for this model.
Chien’s [18] model, whose only difference from Daganzo’s [25] model is to use
0.69 instead of 0.57, overestimates on the average for all test groups except for
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[G3.2]. This indicates that a constant between 0.57 and 0.69 as the coefficient of
the term
√
A′(n− 1) would generate more accurate estimates. For this reason,
instead of using the updated version of Daganzo’s model by Robusté et al., which
is (0.9+kn/C2)
√
nA, we used the original model as developed by Daganzo, even
though 7 < C < 1.5n/C is not satisfied. Daganzo’s [26] heuristic-based model
provides overestimates. We have not re-estimated the parameters of the models
that we compared with. Kwon et al.’s [50] models returned either negative
or very low values when the number of nodes in a graph is large, due to the
negative coefficient of n in the models. Therefore, we did not include those in
our comparison.
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Table 7: Comparison of the performance of the estimation models on different test-
ing settings. The numbers on the table are the average, minimum, maximum and
the standard deviation of estimated tour length divided by LK tour length for the
corresponding models.
[G1 ] [G2.1 ]
Model Average Min Max Stdev Average Min Max Stdev
General 1.00 0.97 1.03 0.01 1.01 0.97 1.03 0.01
Daganzo (CVRP) 0.90 0.81 0.96 0.04 0.90 0.81 0.95 0.04
Daganzo (TSP) 1.36 1.23 1.43 0.06 1.36 1.23 1.43 0.06
Chien 1.08 0.98 1.15 0.05 1.08 0.97 1.14 0.05
Beardwood et al. 0.98 0.95 1.00 0.01 0.99 0.97 1.00 0.01
[G2.2 ] [G2.3 ]
Model Average Min Max Stdev Average Min Max Stdev
General 1.00 0.97 1.03 0.00 1.01 0.99 1.03 0.00
Daganzo (CVRP) 0.90 0.81 0.97 0.04 0.88 0.81 0.92 0.04
Daganzo (TSP) 1.36 1.23 1.43 0.06 1.37 1.25 1.42 0.06
Chien 1.08 0.98 1.16 0.05 1.07 0.97 1.10 0.05
Beardwood et al. 0.98 0.95 1.01 0.01 0.99 0.99 1.00 0.00
[G2.4 ] [G3.1 ]
Model Average Min Max Stdev Average Min Max Stdev
General 1.01 0.99 1.03 0.01 0.96 0.94 0.97 0.00
Daganzo (CVRP) 0.88 0.80 0.91 0.04 0.92 0.91 0.96 0.01
Daganzo (TSP) 1.38 1.26 1.42 0.06 1.41 1.38 1.42 0.01
Chien 1.06 0.97 1.10 0.05 1.10 1.09 1.15 0.01
Beardwood et al. 1.00 0.99 1.00 0.00 0.99 0.97 1.00 0.00
[G3.2 ] [G3.3 ]
Model Average Min Max Stdev Average Min Max Stdev
General 0.99 0.98 1.00 0.00 1.00 0.99 1.01 0.00
Daganzo (CVRP) 0.83 0.82 0.86 0.01 0.87 0.86 0.90 0.01
Daganzo (TSP) 1.28 1.26 1.28 0.00 1.36 1.33 1.36 0.01
Chien 1.00 0.99 1.03 0.01 1.05 1.05 1.08 0.01
Beardwood et al. 0.99 0.98 1.00 0.00 0.99 0.97 0.99 0.00
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In test groups [G1], [G2.1], [G2.2], [G2.3], and [G2.4], the graphs have six
different node dispersions with different elongation factors. When we calculate
the standard deviation of the errors in the tour length estimations, we observe
that the models in the literature other than Beardwood et al. [7] have a higher
standard deviation compared to our model, between 4% and 5% as opposed to
1%. Overall, these results are not meant to imply the deficiency in the models
from the literature, since they are only designed on uniform graphs; instead,
Table 7 shows the necessity for our model for more general graphs where the
distribution may not be known.
[G3.1] is the only test group where our model fails to return average E/T inside
the interval [0.99, 1.01]. Although our model gives the closest estimates to
the tour length, it underestimates. Our conjecture is that the statistics we
are collecting are not well reflective of the graph attributes, because the cavity
dispersion (Figure 51) looks like a combination of four subgraphs, each similar to
the squeezed dispersion (Figure 44). So, we ran an additional test. We divided
the cavity graph into four subgraphs, estimated the tour length for each and
added these estimates to find the tour length estimation for the whole graph.
We used the same parameters as before, except the maximum number of nodes
was 50,000 instead of 100,000; otherwise, the subgraphs merge and the whole
graph cannot be divided into independent subsets properly.
Since other models do not require such an adjustment, we made it for only our
estimation model. The summary of this test can be seen in Table 8. Considering
the average ratio between the estimated tour length and LK tour length, the
performance of our model is improved, i.e., the estimation/tour length ratio is
now 1.02, at the expense of a slight increase in the standard deviation in the
errors.
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Table 8: Average, minimum, maximum and the standard deviation of the estimated
tour length divided by the LK tour length for the subgraph estimation method for
cavity graphs. The final estimate is obtained by adding the estimation for the four
subgraphs in the cavity dispersion graph.
Model Average Min Max Stdev
General 1.02 0.99 1.03 0.01
Our model tends to underestimate when the number of nodes in the graph is
small. The plot in Figure 54 shows the relation between the number of nodes
in a graph and the E/T ratio. The model underestimates when there are fewer
than 1,000 nodes in the graph, but after this point the estimation is proper
and stationary. The E/T factor can be expressed as an exponential function of



























Figure 54: Relation between the number of nodes and Estimation/Tour Length ratio.
E
T
= 0.9325e0.00005298n − 0.2972e−0.01452n (21)
The R2 of this fit is 0.9867. We tested the model on graphs with small number
of nodes, correcting estimation according to equation (21). The parameter set
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used in this test is as follows:
• n ∈ {100, 125, . . . , 975},





The comparative results are presented in Table 9. Based on the average E/T ,
our model performs better. Kwon et al.’s [50] second model also returns average
E/T ratios that are close to 1, but the deviations in the errors are higher. Chien
[18] and Kwon et al.’s [50] first model do not perform well on this test. More
detailed comparison data can be seen in Table 9. A similar correction factor
to that we used for our model could have been used for the others as well.
However, to the best of our knowledge no such factors are available for them.
Table 9: Average, minimum, maximum and the standard deviation of the estimated
tour length divided by the LK tour length for small-size graphs.
Model Average Min Max Stdev
General with correction 0.99 0.92 1.08 0.02
Daganzo (CVRP) 0.96 0.82 1.12 0.06
Daganzo (TSP) 1.27 1.05 1.44 0.08
Chien 1.13 0.98 1.28 0.07
Beardwood et al. 1.00 0.86 1.01 0.01
Kwon et al. (1) 0.33 -0.41 1.03 0.42
Kwon et al. (2) 1.03 0.90 1.18 0.06
4. [G4] So far, in all the test groups we measured the performance of the tour length
estimation model on rectangular areas. To observe the model’s robustness to
distortion in the graph shape, we tested the estimation model on graphs with
different shapes.
In this test group, we first generated m nodes randomly on a rectangle with
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length lx and width ly, and determined the convex hull of these initial nodes.
Then, the remaining n −m nodes are generated in this convex hull. For large
enough m the graphs look like rectangles, but for small m the graph shapes
may be very different from what we trained our model on. For small m, since
the graphs are not necessarily rectangles and do not lie parallel to the x-axis,
we rotate the graph so that the ratio of the area of the convex hull to the area
of the smallest rectangle covering all the nodes and lying parallel to the x-axis
is maximum. Freeman and Shapira [31] showed that the rectangle of minimum
area enclosing a convex polygon has a side collinear with one of the edges of the
polygon. Having created the graphs, we first determined the optimal rotation
and calculated the statistics we used in the estimation using the rotated graph.
The parameter sets for this test group are as follows:
• n ∈ {2000, 4000, 6000, 8000, 10000},
• m ∈ {5, 10, 15, . . . , 50, 70, 100},
• lx, ly =1,000.
For each m, one uniformly randomly generated graph with 2,000 nodes is pre-
sented in Figures 55 to 66 below. Those figures show the change in the shape
of graphs as the number of initial nodes m generated to create the convex hull
increases. For each different m, 120 graphs were generated using the graphs
types shown in Figures 42, 43, 44, 45, 46, 47, 52 and 53. The graphs are rotated
when necessary, as above. Detailed comparison data is provided in Table 10.
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Figure 55: m=5 Figure 56: m=10 Figure 57: m=15
Figure 58: m=20 Figure 59: m=25 Figure 60: m=30
Figure 61: m=35 Figure 62: m=40 Figure 63: m=45
Figure 64: m=50 Figure 65: m=70 Figure 66: m=100
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Table 10: Comparison of the performance of the estimation models on non - rectan-
gular graphs. The numbers on the table are the average, minimum, maximum and
the standard deviation of estimated tour length divided by LK tour length for the
corresponding models.
m=5 m=10
Model Average Min Max Stdev Average Min Max Stdev
General 1.06 0.98 1.12 0.03 1.03 0.97 1.09 0.03
Daganzo (CVRP) 0.87 0.81 0.95 0.03 0.87 0.81 0.94 0.03
Daganzo (TSP) 1.31 1.21 1.39 0.05 1.32 1.23 1.40 0.05
Chien 1.05 0.98 1.13 0.04 1.04 0.97 1.12 0.04
Beardwood et al. 0.96 0.89 1.00 0.02 0.96 0.91 1.00 0.02
m=15 m=20
Model Average Min Max Stdev Average Min Max Stdev
General 1.02 0.98 1.09 0.02 1.01 0.97 1.09 0.02
Daganzo (CVRP) 0.87 0.81 0.93 0.03 0.86 0.81 0.92 0.03
Daganzo (TSP) 1.32 1.22 1. 40 0.04 1.32 1.24 1.39 0.04
Chien 1.04 0.97 1.11 0.04 1.04 0.98 1.10 0.04
Beardwood et al. 0.96 0.92 1.00 0.02 0.96 0.91 0.99 0.02
m=25 m=30
Model Average Min Max Stdev Average Min Max Stdev
General 1.01 0.98 1.06 0.02 1.01 0.96 1.05 0.02
Daganzo (CVRP) 0.87 0.81 0.92 0.03 0.87 0.81 0.93 0.03
Daganzo (TSP) 1.32 1.22 1.40 0.05 1.32 1.23 1.40 0.05
Chien 1.04 0.98 1.10 0.04 1.04 0.97 1.11 0.04
Beardwood et al. 0.97 0.92 0.99 0.02 0.97 0.91 0.99 0.02
m=35 m=40
Model Average Min Max Stdev Average Min Max Stdev
General 1.01 0.97 1.05 0.01 1.01 0.97 1.08 0.02
Daganzo (CVRP) 0.87 0.81 0.93 0.03 0.87 0.81 0.93 0.03
Dagaonzo (TSP) 1.32 1.23 1.41 0.05 1.32 1.22 1.40 0.05
Chien 1.04 0.97 1.12 0.04 1.05 0.98 1.11 0.04
Beardwood et al. 0.97 0.91 0.99 0.02 0.97 0.93 0.99 0.02
m=45 m=50
Model Average Min Max Stdev Average Min Max Stdev
General 1.00 0.98 1.04 0.02 1.00 0.97 1.04 0.01
Daganzo (CVRP) 0.87 0.81 0.93 0.03 0.87 0.81 0.92 0.03
Daganzo (TSP) 1.32 1.23 1.41 0.05 1.32 1.22 1.40 0.05
Chien 1.05 0.98 1.12 0.04 1.04 0.98 1.10 0.04
Beardwood et al. 0.97 0.92 0.99 0.01 0.97 0.91 0.99 0.02
m=70 m=100
Model Average Min Max Stdev Average Min Max Stdev
General 1.00 0.96 1.02 0.01 1.00 0.96 1.03 0.01
Daganzo (CVRP) 0.87 0.81 0.92 0.03 0.87 0.81 0.92 0.03
Daganzo (TSP) 1.32 1.22 1.41 0.05 1.32 1.22 1.39 0.05
Chien 1.05 0.98 1.11 0.04 1.05 0.97 1.10 0.04
Beardwood et al. 0.97 0.92 0.99 0.02 0.97 0.92 1.00 0.01
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Performance of our estimation model improves with an increase in m as ex-
pected. However, as it is seen in Table 10, even when a graph does not have a
rectangular shape, acceptable estimations can be obtained.
In this section we presented several test results to measure the performance
of our estimation model in different settings. We observed that the model
introduced in this chapter can provide reliable estimates on the graph types it
was trained for, and it also returns reliable estimates for node dispersions and
graph dimensions different from the training data. The results we presented are
the summaries of the ratios between the estimated tour length and the length of
the tour found by LK implementation [44]. An estimated comparison between
our results and the optimal tour length can be obtained by multiplying the
numbers in the summary tables by (1+average deviation of LK from optimal),
which does not change the relative comparison between our estimation model
and the models in the literature.
4.4 Comparison to Beardwood et al.’s (1959) β Coeffi-
cient
In the previous section, the computational results show that our model has a
high predictive power. In this section, we will show that it can also be used
to estimate the coefficient of Beardwood et al.’s model, for example, in a case
where the integration is difficult. Of course, when the dispersion is unknown,
we can try to fit a distribution on the node coordinates, and use it to estimate
β
′
. However, distribution fitting also takes time, and there will be an error in
distribution fitting in addition to the estimation error.
To make comparisons, we first computed β
′
for the other node dispersions we
use in this chapter. For example, it is a straightforward integration to compute∫ ∫ √




= 0.712 ∗ 0.889 = 0.633. Beardwood et al.’s estimation model for the
Triangular node dispersion is therefore T ∗ ≈ 0.633
√
nA.
In our estimation model in (20), if we replace sample statistics cstdevx, stdevy,
stdevx, stdevy, c̄x and c̄y by the population statistics (when we know the node
dispersion), it reduces to T ≈ κ
√
nA. This is the same form as Beardwood et
al.’s model. So, the values of κ should match with the values of β
′
as described
above. For example, for the Triangular node dispersion, by plugging the popu-
lation statistics into (20), we obtain T ≈ 0.656
√
nA. To show that the κ’s for
each node dispersion are actually a good estimates for β
′
, we computed them
for the other node dispersions we used in this chapter. Table 11 displays the β
′




Table 11: Comparison of κ and β
′
’s for different node dispersions. Numbers in the




0.711 (0.712) 0.656 (0.633) 0.654 (0.633)
x: Uniform y: Triangular x: Triangular y: Squeezed x: Central y: Boundary
0.681 (0.671) 0.651 (0.633) 0.633 (0.633)
Cavity TExp(1) TExp(2)
0.612 (0.633) 0.699 (0.698) 0.667 (0.658)
We also repeated the tests in the previous section on the same graphs using
the estimate T ≈ κ
√
nA instead of exact node coordinates. The results are
presented in Table 12. These results supports the claim that the model can also
estimate the β
′
values when we cannot compute them.
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Table 12: Average, minimum, maximum and the standard deviation of the estimated
tour length divided by the LK tour length when we use the statistics of the population
distribution rather the statistics of the actual node coordinates in our estimation
model.
Test Average Min Max Stdev
[G1] 1.00 0.97 1.03 0.01
[G2.1] 1.01 0.97 1.03 0.01
[G2.2] 1.00 0.97 1.03 0.01
[G2.3] 1.01 0.99 1.03 0.01
[G2.4] 1.01 0.99 1.03 0.01
[G3.1] 0.96 0.94 0.97 0.00
[G3.2] 1.00 0.98 1.00 0.00
[G3.3] 1.01 0.98 1.01 0.01
Small Graphs 0.92 0.65 1.01 0.07
[G3.1] (Divided into subgraphs) 1.03 1.00 1.03 0.00
[G4] (m = 100) 1.01 0.96 1.05 0.02
4.5 Testing on Non-Random Graphs
Having shown that our model works well on random graphs for many node dispersions,
we decided to test it on instances from the TSP Library [43] and National TSP
instances [45], most of which are not random, to determine the model’s performance
on non-random graphs. For graphs having fewer than 1,000 nodes, the estimation is
corrected according to equation (21). In these tests, we used the area of the convex
hull of the nodes as A. Also, since these graphs do not have a predefined depot,
we used the boundary node with the smallest total distance to the other nodes as
the depot. Since not all these graphs are rectangular in shape, in order to decrease
the effect of mis-rotation of the graphs on the estimation models’ performance, we
rotated the graphs so that they have the optimal position, i.e., the ratio of area of
the convex hull to the area of the minimum area-rectangle covering all the nodes and
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lying parallel to the x-axis is maximum, as before.
Many of these graphs have different attributes from the ones we trained and tested
on, specifically because they are not randomly generated. These different attributes
include:
(I) Graphs that are composed of distinct subgraphs, e.g., instance p152 in Figure
67,
(II) Graphs where nodes are placed on a grid, e.g., instance u1432 in Figure 68,
(III) Graphs with non-rectangular shapes, e.g., instance brd14051 in Figure 69,
(IV) Graphs where the convex hull has a significant empty space inside its convex
hull, e.g., Yemen in Figure 70.
Figure 67: p152. Figure 68: u1432.
Figure 69: brd14051. Figure 70: Yemen.
The summary of the estimation results of our model and the two other models
in the literature are presented in Table 13. In those tables, the graphs are grouped
according to their common attributes. Some graphs repeat in more than one group,
e.g., p152 in Figure 67 has both attributes (I) and (IV). These results reveal that
none of the estimation models provides a reasonable estimation for graphs having at
least one of the attributes (I), (II), (III), and (IV). On average they overestimate and
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the standard deviations are very high. However, when graphs do not have any of
these attributes, the estimation results improve. Our model and Chien [18] perform
better compared to Daganzo [25]. Beardwood et al. [7] is not reported because their
β value cannot be calculated for these graphs.
Table 13: Comparison of the performance of the estimation models on TSP instances
in the literature. The numbers on the table are the average, minimum, maximum
and the standard deviation of estimated tour length divided by LK tour length for
the corresponding models.
Graph Attribute Model Average Min Max Stdev
(I)
General 1.48 0.89 2.84 0.48
Daganzo (CVRP) 1.36 0.85 2.46 0.43
Daganzo (TSP) 1.89 1.09 3.73 0.69
Chien 1.61 0.99 2.96 0.52
(II)
General 1.33 0.73 2.84 0.43
Daganzo (CVRP) 1.18 0.63 2.46 0.41
Daganzo (TSP) 1.66 0.94 3.73 0.62
Chien 1.40 0.75 2.96 0.49
(III)
General 1.37 0.98 2.84 0.46
Daganzo (CVRP) 1.22 0.78 2.46 0.49
Daganzo (TSP) 1.72 0.83 3.73 0.82
Chien 1.45 0.89 2.96 0.60
(IV)
General 1.46 0.95 2.84 0.45
Daganzo (CVRP) 1.33 0.77 2.46 0.47
Daganzo (TSP) 1.98 1.11 3.73 0.72
Chien 1.60 0.91 2.96 0.57
None
General 0.99 0.86 1.09 0.06
Daganzo (CVRP) 0.85 0.75 0.94 0.06
Daganzo (TSP) 1.11 0.87 1.33 0.10
Chien 1.00 0.87 1.12 0.07
4.6 Summary
Motivated by the lack of a model in the literature to estimate the TSP tour length
for unknown node distributions, in this chapter we introduced a new distribution-
free estimation model. We trained and tested our regression model on graphs which
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are specifically designed to reflect several node dispersions in addition to uniform
randomness. We tested the model on graphs up to 200,000 nodes and showed that
our model produces reliable estimates even for dispersions different from what it was
trained on.
We also demonstrated that our model is similar to Beardwood et al.’s model
when we replace the sample statistics with the population statistics. This explains
why these two models perform similarly to each other when the node dispersion is
known, and supports our model’s accuracy for the cases when the node dispersion is




5.1 Summary of Results
In this dissertation, we focus on developing, testing and analyzing methods of Computation-
Implementation Parallelization (CIP) for certain time-sensitive applications. The
main goal is being able to complete the tasks in a shorter amount of time.
Traditionally, heavy computational requirements are managed either using a faster
heuristic solution method (which generally produces lower quality of solutions) and/or
imposing a time limit on the computation time. This forces us to trade the solution
quality for a shorter computation time. As an alternative, we introduced CIP ap-
proaches to special cases of TSP and VRP. We computationally showed that it is
possible to reach the target solution quality by embedding almost all the computa-
tion into the solution-implementation.
While working on the CIP concept, some tangential questions came up; we made
a geometric analysis of the 2opt heuristic for TSP, developed a TSP tour length esti-
mation model which can be used independent of the node dispersion, and improved
the performance of Toth and Vigo’s [67] GTS algorithm for VRPs on uniformly dis-
tributed nodes. In the rest of this section, we summarize our work and main contri-
butions in each chapter.
In Chapter 2, we implemented a CIP approach to TSP Race, where the goal is
to minimize the time passing between receiving the graph and finishing the travel.
Different from the traditional TSP, we also include the computation time in the
objective function. To minimize the completion time, we used four CIP policies to
parallelize computation with travel. Parallelization can increase the tour length, since
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we are making more myopic decisions; however, almost all the computation can be
performed while traveling. We showed that using the right setting it is possible to
attain faster overall completion time. To determine how the parallelization should be
conducted, we made a breakeven analysis for one of the CIP policies using regression.
We tested the breakeven estimator on many different instances, and showed that it is
very accurate to decide when to use CIP or the conventional compute-first-implement-
later approach. As an extension to this chapter, we made a geometric analysis of the
2opt heuristic. We derived an expression of a region where there are no improvement
moves between certain edges.
In Chapter 3, we addressed the computational challenges in routing problems
where computation and loading require significant time. We identified CIP policies to
parallelize the computation for routing with the loading phase. We implemented our
CIP policies on Toth and Vigo’s [67] efficient Granular Tabu Search (GTS) algorithm.
We proposed and tested CIP policies both for LIFO and random access loading trucks,
and evaluated their performance under three time allocation rules. We showed that
CIP enables us to reach high quality solutions by allocating less time for a separate
computation, and embedding some of the computation into loading.
As an extension to this chapter, we implemented a modification to the GTS algo-
rithm. The modification is quite simple and easy to implement; it only changes the
criterion used to create the sparse graph. We showed that the modification produces
better results 76% of the time and improves the solution quality by 2% on average
on instances with uniformly randomly distributed customers.
Our research in Chapter 2 led to a question on TSP tour length estimation models.
There are many tour length estimators in the literature, but none of them has the
following three properties at the same time: (i) does not require constructing a tour
(ii) accurate (estimates within 6% of the optimal) and (iii) can be used in all node
dispersions. In Chapter 4, we developed a new tour length estimation model based on
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regression which can be used independent of the node distribution. Empirically our
model is shown to be favorable compared to the ones in the literature. We also showed
that our estimation model reduces to Beardwood et al.’s [7] well-known estimation
formula when the node distribution is known, which provides a further support for
its accuracy.
5.2 Recommendations for Future Research
In this dissertation, we introduced a CIP approach for specific cases of TSP and VRP.
Our findings so far are promising to implement CIP on other versions of these routing
problems as well as other problems in time-sensitive applications. In the rest of this
section, we list some research problems which can benefit from CIP implementation.
Cancer treatment : Computer-driven radiation therapy is composed of sequential
steps. These are mainly obtaining the image of the region that will be treated,
optimizing the specifics of the beams, e.g., number of beams, dose of radiation, etc.,
and performing the actual delivery. Implementing CIP on beam optimization would
not be acceptable, since the quality of those decisions is critical. However, once the
beam specifics are determined, CIP can be implemented on the computation for the
actual delivery, and time passing between taking the image and finishing the delivery
can be decreased. This can be a significant benefit because during the procedure
patient can move and the initial image may not perfectly reflect the current position
at the time of delivery, which could result in unintended suboptimality of solutions.
The less time elapses from the start of computation to the end of treatment, the more
likely the solution is to remain good.
Studying the effect of uncertainties : In CTL-CVLRP, some of the savings can be
traded off to let the trucks leave the warehouse early. If there are frequent inter-
ruptions in the delivery schedule due to unexpected traffic, breakdowns, bad weather
conditions, etc., their negative impact can be alleviated. In the TSP Race problem,
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uncertainties in travel times can be incorporated into the CIP settings.
Implementing the tour length estimation model in a LRP heuristic: We have
shown that our tour length estimation model can generate very accurate estimates
on many node dispersions. However, we have not exploited its possible uses. Nagy
and Salhi [59] showed how to use tour length estimates as approximate solutions in
LRP solution methods. Since our model is independent of the node dispersion, using
it in a LRP heuristic to estimate the tour length can improve both the speed and the
accuracy of those solution methods.
It is very likely that our CIP approach can be applied to other problem settings
and applications as well.
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