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Attraverso una rassegna della letteratura manageriale in merito, la tesi indaga il tema della 
creazione di valore da grandi moli di dati (big data) e degli attacchi informatici che 
coinvolgono il furto di informazioni private e sensibili (data breaches). La literature review 
termina con la formulazione della domanda della ricerca. La ricerca mira ad indagare 
l'impatto finanziario dei data breaches per le aziende che incorporano i big data come risorsa 
chiave del proprio modello di business. A tal fine, ho sviluppato un’analisi di due casi studio 
emblematici, valutando l’effettivo impatto nel prezzo azionario dei data breach che 
coinvolsero Facebook ed Equifax. La metrica da me adottata è la event-study analysis, un 
indice usato in ambito finanziario che indaga l'impatto di un determinato evento, in questo 
caso il furto di una grossa mole di dati sensibili, sul tasso di rendimento giornaliero delle 
azioni dell’azienda vittima dell’attacco. La ricerca evidenzia un effetto negativo degli attacchi 
sul valore azionario delle aziende studiate, che si manifesta tuttavia con intensità differente tra 
i diversi casi oggetto di studio. L'output di questa metrica deve essere considerato come base 
da cui vengono condotte ulteriori analisi qualitative sulle ragioni alla base dei risultati. La 
finale analisi dei risultati mira infine a delineare raccomandazioni ed implicazioni pratiche 
della ricerca. Le aziende che sfruttano tecnologie big data possono adottare queste 
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Over the last two decades, the increase in number of internet users and the pervasiveness of 
web services over society have determined a notable increment in the amount of data recorded 
about the daily life, the interests, and the behavioral patterns of individuals. Furthermore, 
technological progress has made it possible for organizations of all kinds to analyze reality 
more deeply and precisely. At the same time, the cost of storing such information have kept 
decreasing, determining a surge in the amount of stored records. The amount of data available 
today to organizations is huge and steadily growing, and the business world has promptly 
brought to light innovative business models. Even organizations already operating in every 
sector deployed the opportunity, with several different applications leading to increases in 
terms of productivity and efficiency. The asset that made this revolution possible has been 
referred to as “big data”, both in literature and in mass media. But data itself is not the only 
asset deserving credit for the change, since every process have been supported by a more and 
more advanced computational power. In fact, data storage space relies on servers either 
owned by organizations or outsourced through cloud computing. 
As McAfee et al. (2012, p. 9) stated in one of the earliest academic papers reflecting 
on big data from the perspective of social sciences, “the technologies are new and in some 
cases exotic. It’s too easy to mistake correlation for causation and to find misleading patterns 
in the data. The cultural challenges are enormous, and, of course, privacy concerns are only 
going to become more significant.”  The last sentence seeks to describe and synthesize a very 
impactful implication for organization deploying the phenomenon. Indeed, if the privacy of 
the users whose data is collected is violated, the organization that collected them might be 
severely disrupted by having to incur in a reputational damage and in extra costs. The 
violation might incur for a lack of compliance to privacy standards by the company itself but 
could also be the result of an informatic cyberattack operated by an external actor. The latter 
is very difficult to predict, and therefore represents an unknown risk. 
What I’m going to investigate in this paper is how the problem of data security has 
grown in severity as data records have become a fundamental asset for the sustainability of 
the business models of many organizations. The research question I chose for this study is 
whether data breach represent a threat of higher impact in terms of stock price for companies 
incorporating big data as a fundamental resource in their business model. To develop the 
research, I used a quantitative financial method called event-study analysis. The metric seeks 
to investigate the overall impact that a certain event (in this case a data breach) has on the 
financial returns of the company. It works by predicting the trend of the company’s share 
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price, basing the analysis only on the historical relationship between the share price and the 
market trends. It then compares the real movements of the price due to the data breach with 
the predictions that should represent the share value in normal conditions, and the observable 
difference is measured as the impact of the event. The method has been widely applied in 
literature to investigate the impact of data breaches on share value, but all of the studies are 
quantitative analysis on large samples that seek to represent overall effects. 
What distinguishes my research is the deployment of a comparative case study 
analysis using the quantitative financial metric. The cases I selected, two highly impactful 
data breaches on the well-noted Facebook and Equifax, present many difference and the 
purpose of the analysis is to answer to the research question while exploring the 
characteristics of an impactful data breach, in order to discern valuable insight and 
implication adoptable to real-world contexts. The reason I opted for a case study analysis, 
discussed deeper in the methodology section of this paper, can be attributed to the fact that a 
comparative analysis allowed me to dig deeper into the details that determine a difference in 
terms of impact for a data breach, and how this is related to the type and quantity of data that 
the organization is collecting. 
The thesis is structured in four chapters, each one representing a step of my research. 
In the first chapter I explore the existing literature (1). I will first define what big data is (1.1), 
where the data actually come from (1.2), and which technological trends made it possible 
(1.3). I will then focus on the value it can provide to organizations (1.4) and how companies 
are deploying the phenomenon to create growth opportunities, identifying examples in the real 
world (1.5). Then I will delineate the challenges it poses to management (1.6), focusing 
especially on the issues of data security and privacy (1.7) and on the threat represented by 
data breaches, providing some trends and real-world examples (1.8). I will then investigate its 
cost for companies (1.9) but also the issues arising when measuring such a cost (1.10). Next, I 
will present the analysis found in literature about the impact of data breaches on shareholders’ 
wealth (1.11) and finally conclude the literature review with a research question formulation 
(1.12). The next chapter explores the research methodology (2) explaining the reasons behind 
my choice of a comparative case study analysis (2.1), the criteria and a brief introduction of 
the cases I chose (2.2), a thorough explanation of the quantitative methodology I used for the 
analysis (2.3), ending the chapter with the data collection methods (2.4). The third chapter 
presents the results of the analysis (3) both for the first case (3.1) and for the second (3.2). On 
the last chapter I will perform an analysis of the results (4.1), concluding with the theoretical 




1. LITERATURE REVIEW 
 
1.1 What the term “big data” refers to  
 
Since the first information technologies made it possible, the capability to record, store and 
analyse data of any kind have been a source of competitive advantage for many organizations. 
Nowadays the most disruptive innovation in the process of extracting value from data analysis 
is big data (BD). De Mauro et al. (2016, p. 7) argue that BD is “the information asset 
characterized by such a high volume, velocity and variety to require specific technology and 
analytical methods for its transformation into value.” 
BD takes a step forward traditional data analysis, enlarging its applicability for the 
business domain. The opportunities deriving from BD differ because the whole concept is 
different. Therefore, it’s fundamental to understand where this difference originates. It would 
be misleading to think about BD as a mere expansion in size of the data processed by business 
intelligence systems. Indeed, data nowadays available to organisations differs in terms of 
three characteristics, referred in literature as the 3 Vs of BD. The concept was firstly 
formulated by Laney (2001). 
Volume refers both to the quantity of transactions and to the number of details 
associated with each transaction. Since it’s easier and cheaper to store data, companies do it 
more. When they do, technology enables them to collect more detailed insights regarding each 
transaction. Therefore, we can think about growth in the volume of data as an increasing 
number of rows (larger samples) and columns (variables observed) in the dataset. Ceteris 
paribus, an increase in the number of the observed sample always results in a more accurate 
estimation of correlation patterns among data, enabling the data to not only display 
observations but also to formulate forecasts and prescriptive actions.  
Velocity, according to Gandomi and Haider (2015, p. 2), “refers to the rate at which 
data are generated and the speed at which it should be analysed and acted upon.”. An example 
are the transactions made by the clients of a bank, continuously generated at a very high rate 
and immediately processed by the system. 
Variety is about the typology of data, and represents perhaps the most distinctive 
attribute of BD. Indeed, data for many companies (e.g. social network platforms) are not 
structured in strings and rows inside a database, but come in different formats: images, voice 
recordings, geotags and many other types. Minelli et al. (2013) define structured data as the 
kind of data that can be fitted into a relational database and can easily be defined and 
analysed. Other typologies of data are semi-structured data, meaning structured data that 
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doesn’t fit into a formal structure of data models, and unstructured data, that is information 
without a predefined data model that doesn’t fit into a database. 
 
To understand the difference an example in the business domain might come as useful, 
analysing two retail stores operating in the same industry. A physical clothing store can record 
sales history and analyse it. From the results it can deduct which brands or colours sold the 
most, which periods of the year are the most profitable. This is a straightforward example of 
deployment of an old BI system: data are recorded and stored internally and have a limited 
application for strategic decision making. An ecommerce selling the exact same products and 
exploiting BD can store enormous amounts of personal data about its customers (age, 
nationality, physical attributes), which clothes they compared before deciding what to buy, 
how long it took for them to make the decision, and ultimately record a feedback regarding 
the whole process. Needless to say, the insights of those opportunities are massive in terms of 
strategy and marketing; they allow to better identify customers’ needs, to segment the market 
with utmost precision and to target customers with ad hoc products and promotions. 
The difference between the first and the second retailer taken as example relies on the 
three variables analysed before. Data are more and they’re more detailed, they’re processed 
immediately with algorithms deployed to instantly optimize the user’s experience (e.g. 
recommendation systems in ecommerce platforms), and they’re diverse in terms of format. 
 
1.2 What made it possible 
 
Minelli et al. (2013) in Big Data Big Analytics state that the technology emerged as an 
evolution rather than an overnight phenomenon. They identify as one of the reasons for the 
advent of BD a computing perfect storm, meaning four major global trends that I am going to 
define briefly. 
Moore’s law: empirical relationship defined by Intel’s co-founder Gordon Moore 
(1965) stating that the number of transistors per silicon chip increases constantly, with the 
application for the business domain that technology has been getting cheaper and cheaper. 
Mobile computing: mass diffusion of smartphones and tablets, resulting in an easier 
and more frequent access to the internet. 
Social networks: mass usage of websites such as Facebook, Instagram, LinkedIn, 
which have led to a huge increase in volume and variety of data exchanged among users. 
Cloud computing: according to the definition by the National Institute of Standards 
and Technology reported by Mell and Grance (2011, p.2), “a model for enabling ubiquitous, 
7 
 
convenient, on-demand network access to a shared pool of configurable computing resources 
(e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned 
and released with minimal management effort or service provider interaction.” The 
development of this technology made it possible for companies to leave behind the BI system 
model based on data stored internally, making it possible for them to rend the storing and 
computing capabilities from external providers. 
Data generation is progressively accelerating since technological breakthrough 
innovations such as IoT and smartphones produce huge quantities of digitalized transactions, 
and a peak in the diffusion of those kind of technologies is yet to come. As McAfee et al. 
(2012, p.5) argue in the well-noted article Big Data: management revolution, “Each of us is 
now a walking data generator. The data available are often unstructured—not organized in a 
database—and unwieldy, but there’s a huge amount of signal in the noise, simply waiting to 
be released.” 
 
1.3 The business value of data 
 
The common definition of BD involving the 3 V’s has been recently expanded to include a 
fourth, namely Value. This characteristic of data is highly dependent on its applicability to 
generate business insights and opportunities. According to Gandomi and Haider (2015, 
p.140), “Big data are worthless in a vacuum. Its potential value is unlocked only when 
leveraged to drive decision making. To enable such evidence-based decision making, 
organizations need efficient processes to turn high volumes of fast-moving and diverse data 
into meaningful insights.” 
Therefore, organizations identifying growth opportunities from big data applications to 
their business should focus not only on which and how fast data are processed, but especially 
on how they are used in practice.  
Liang et al. (2018, p.5) broaden the perspective by stating that “there are two main 
aspects of big data, from which commercial value for organizations can be created.”  
I. The deployment of big data technologies to improve and optimize current 
business processes, services and practices. This application might be specifically 
relevant for organizations such as manufacturing companies that seek for 
optimizations in their operations. 
II. New business models, and innovation in products and practices discovered by the 
analysis of big data. It is the case not only for new data-driven startups and tech 
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giants, but for every organization willing to incorporate those technologies into 
their processes. 
As Davenport et al. (2012, p.24) report in their well-noted article How “Big Data” is 
different, “Coming to terms with big data is prompting organizations to rethink their basic 
assumptions about the relationship between business and IT — and their respective roles. […] 
Analytics has been more of an afterthought for monitoring processes and notifying 
management about the anomalies. Big data flips this approach on its head. A key tenet of big 
data is that the world and the data that describe it are constantly changing, and organizations 
that can recognize the changes and react quickly and intelligently will have the upper hand.” 
 
1.4 How companies deploy Big Data 
 
In order to illustrate how BD is not a mere buzzword but can really and effectively generate 
business opportunities in the real world, I sought for examples in literature. What I found is an 
incredibly wide array of options that I was obliged to report partially, so many are the 
possibilities represented by the technology. Moreover, the technology is still young, and the 
creativity of business leaders gives room to an expanding potential in the future. The several 
business opportunities enabled by BD explored in literature are: 
Enhancing e-commerce platforms: M. Chen et al. (2014) in Big Data: a survey found 
that the most classic application is in e-commerce, and they brought as an example the 
Chinese e-commerce Taobao. The website is a Chinese platform mainly designed for 
consumer-to-consumer and business-to-consumer retail, and it is the world’s biggest e-
commerce. For each of the tens of thousands of transactions processed daily, there is a record 
for the corresponding transaction time, the commodity price and the purchase quantity. Each 
transaction is matched with age, gender, address, and even hobbies and interests of buyers and 
sellers. The data is then made available for the merchants in a big data application called Data 
Cube, through which they can be aware of the macroscopic industrial status of the Taobao 
platform, market conditions of their brands, and consumers’ behaviors, etc., and accordingly 
make production and inventory decisions. 
Logistics and supply chain: Wang et al. (2016, p.8) studied the possibility to deploy 
BD in logistics and supply chain management, that merge altogether in what they call supply 
chain analytics (SCA). What they found is that “SCA helps organizations to measure the 
performance of various areas in logistics and supply chain management and provide them 
with the ability to establish a benchmark to determine value-added operations. Furthermore, 
SCA help companies monitor these metrics on an ongoing basis, troubleshoot poor 
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performance, and identify a root cause, as well as enable the delivery of better business 
decisions and provide tremendous benefits through the improvement of business processes.” 
Also, Chen et al. (2014) identified logistics as a major area of application of BD. They state 
that transportation companies can widely benefit from collecting and making decisions based 
on IoT data. For example, UPS equips its trucks with GPS, sensors and wireless adapters, and 
the headquarter can constantly track the trucks and prevent engine failures. In addition, the 
equipment enables UPS to optimize delivery routes, ensuring a better supervision and 
management of the employees. The optimal delivery routes specified by UPS for trucks are 
derived from their past driving experience. In 2011, UPS drivers have driven for nearly 48.28 
million km less.  
Marketing mix: Ervelles et al. (2016) in Big Data consumer analytics and the 
transformation of marketing argue that BD increment the value creation potential of each of 
the 4 Ps of marketing. 
- Pricing: collecting data about consumer demand and other variables enables 
organizations to implement a flexible pricing strategy. For example, the Major League 
Baseball has improved revenues by setting prices changing with the rate and timing of 
ticket sales, the weather, the facilities and services around the stadium, teams on the rise, 
potential of a record-setting event and even hype on social media. 
- Product: companies implant sensors in their products to facilitate product innovation, 
without having to wait for the insights from a traditional marketing research based on 
focus groups and surveys. For instance, Ford captured data from around four million of 
its vehicles on the road, analyzed the data collected from the car’s voice recognition 
system and improved the noise-reduction software. Furthermore, in the sequent 
production line they repositioned the microphone to better capture the driver’s voice. 
- Place: it is possible to recreate distribution strategies by collecting consumer insights, and 
Amazon does it by deploying technologies such as anticipatory shipping. The company 
uses Big Data, including order history, product search history, and shopping cart 
activities, to predict when a customer will make a purchase and begins shipping the 
product to the nearest hub before the customer submits the order online.  








1.5 Management challenges 
 
While the technology arises many opportunities, it does not come without a cost. Managing 
large, fast and diverse data require new capabilities both technical and managerial. The 
challenges that the asset arises are many, and they have the potential to disrupt the ability of 
the organizations to create value. 
Sivarajah et al. (2016, p.274) state that “management challenges related to BD are a 
group of challenges encountered, for example while accessing, managing and governing the 
data. Data warehouses store massive amounts of sensitive data such as financial transactions, 
medical procedures, insurance claims, diagnosis codes, personal data, etc. Organizations and 
businesses need to ensure that they have a robust security infrastructure that enables 
employees and staff of each division to only view relevant data for their department. 
Moreover, there must be some standard privacy laws that may govern the use of such personal 
information and strict observance to these privacy regulations must be applied in the data 
warehouse.” 
The authors identified six categories of challenges that management have to deal with 
in order to successfully exploit the value of data: 
I. Privacy: how to ensure that data collected about people and organizations remain 
confidential, complying to privacy laws and ethics. 
II. Security: necessity to ensure resiliency against cyberattacks, data altering and 
breaches.  
III. Data and information sharing: managing and controlling the data shared among the 
departments of an organization or with other stakeholders. The aim is to maximize the 
positive effects such as establishing closer communication and harmonization in the 
workflow. The risk is to share key sensitive information and to not guarantee user 
privacy rights. 
IV. Costs and operational expenditures: the increasing size of data requires storing 
facilities, such as data centers. Moreover, processing data involves many so-called 
data intensive operations: acquisition, warehousing, mining and cleansing, aggregation 
and integration, processing and interpretation. This implies new costs for 
organizations. 
V. Data governance: deciding what data is warehoused, analyzed, and accessed in order 
the make the data intensive operations as efficient and effective (in terms of 
compliance to the organizational objectives) as possible. 
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VI. Data ownership: a deep social issue concerning who effectively owns the data. For 
example, in the social media context it’s generally accepted that user-generated 
contents are owned both by the user and the social media provider. 
 
1.6 Privacy and security 
 
BD provides organizations plenty of insights about consumers, operations, and business 
model possibilities, However, as Matturdi et al. (2014, p.139) state, often data “contains 
sensitive information that needs to be protected from unauthorized access and release.” Katal 
et al. (2013, p.406) list many possible arising issues: “The personal information of a person 
when combined with external large data sets leads to the inference of new facts about that 
person and it’s possible that these kinds of facts about the person are secretive and the person 
might not want the Data Owner to know or any person to know about them. Information 
regarding the users (people) is collected and used in order to add value to the business of the 
organization. This is done by creating insights in their lives which they are unaware of. 
Another important consequence arising would be social stratification where a literate person 
would be taking advantages of the Big data predictive analysis and on the other hand 
underprivileged will be easily identified and treated worse. Big data used by law enforcement 
will increase the chances of certain tagged people to suffer from adverse consequences 
without the ability to fight back or even having knowledge that they are being discriminated.” 
The challenge of protecting people against privacy violations is getting more and more 
important for national governments and supranational institutions. Some steps have been 
made, for example the General Data Protection Regulation1. The purpose was in this case to 
simplify the regulatory framework for business while giving more control to consumers over 
their personal data. Unfortunately, regulation is not enough since organizations storing data 
have to deal with another issue; cyberattacks and leaks of sensitive information. That’s what 
security measures are aimed at protecting, and the research field had to adapt to the increase 






1 Regulation (EU) n. 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection 
of natural persons with regard to the processing of personal data and on the free movement of such data, and 
repealing Directive 95/46/EC (General Data Protection Regulation) 
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1.7 The threat of data breaches 
 
Nowadays, many technologies have been developed to successfully employ the potential of 
BD, and many companies have integrated those techniques into their operations and business 
models. While this might have increased their competitiveness on the market and generated 
actual “tech giants”, the amount of data exchanged and stored has grown enormously. The 
high interconnectivity of the world makes maintaining the sensitivity of those data more and 
more challenging, and the threat represented by a possible disclosure appears more important 
than ever. According to Sen and Borle (2015, p.315), data breaches “involves unauthorized 
access to sensitive, protected, or confidential data resulting in the compromise or potential 
compromise of confidentiality, integrity, and availability of the affected data. Sensitive, 
protected, or confidential data may include personal health information, personal identifiable 
information, trade secrets or intellectual property, and/or personal financial data.” A data 
breach might also be referred to in literature as a data leakage or IT security breach. It can 
occur for different causes, both internal to the organization or involving external actors. A 
classification of the several possibilities is presented by Cheng et al. (2017) and I reported it 
on Figure 1.  
 
 
While external threats are normally caused by hackers, malwares and virus, internal 
breaches might occur by either deliberate actions or for human error. While Hauer (2015) 
reports that 60% of the leaks have internal causes, the last IBM report about data breches 
relative to 2019 states that for the first time malicious attacks represent the most common 
cause of data breach (51% of the total).  
As Cheng et al. (2017, p.9) remark, “While the rise of big data yields tremendous 
opportunities for enterprises, data leak risk inevitably arises because of the ever-growing data 
volumes within corporate systems. For the same reason, data breach incidents will become 
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more damaging to enterprises. In many cases, sensitive data are shared among various 
stakeholders, e.g., business partners and customers. Cloud file sharing and external 
collaboration with companies, which are becoming more common for today’s enterprises, 
make the data leakage issue even worse. On the other hand, as workforce is becoming mobile, 
employees working from outside the organization’s premises raise the potential for data leaks. 
In addition, in big data environments, motivations behind cyberattacks on stealing 
confidential enterprise data are dramatically increased with bigger payoffs and more 
recognition from a single attack.” 
The theory can be empirically confirmed; over the recent years, companies have 
experienced an increase in the number of data breaches, and the numbers of data records 
leaked for each of those breach have reached astonishing figures. The Figure 2 shows indeed 
a remarkable positive trend relative to breaches of sensitive data that took place in the US 
alone, according to the Identity Theft Resource Center (2019). 
  
 
1.8 The cost for the companies 
 
In order to measure the cost of data breaches for companies, IBM security and Ponemon 
Institute (2019) released a report based on interviews with a sample of 3211 individuals 
working in 507 organizations worldwide. The average total cost for a single data breach is 




technology are the sectors suffering the biggest losses for a single event. The cost centers 
identified and directly associated to the cyberattacks are: 
- Detection and escalation (31,1% of the total cost) : activities such as forensic, auditing, 
crisis team management, communication to the executives and to the board 
- Notification costs (5,4%): costs incurred in notifying the regulators and the individuals 
whose data have been breached. 
- Post data breach response (27,3%): activites associated with redressing and reparation to 
the individuals and to the regulators. E.g. legal expenditures, fines, issuing new accounts 
or credit cards etc. 
- Lost business cost (36,2%): disruption on the business and revenue loss, cost of lost 
customers and of acquiring new ones, reputation loss. 
 
1.9 Effects on shareholders’ wealth 
 
Many quantitative studies have been conducted to study the effects that a data breach can 
have on the stock price of a listed company. The most common metric in literature to measure 
the effect is the cumulative abnormal return (CAR). The metric calculates the difference 
between the daily actual return of a stock and an estimate of how the return would have been 
if the breach didn’t occur. In the following table I reported the results of the most relevant 
papers I found in literature, specifying the years when the sample of data breaches was 
collected, average CAR and the time window for the stock prices. Most of the studies found 
that the hypothesis of a CAR negative on average is verified and significant only for a very 
narrow time window, often corresponding to the day of public announcement of the attack 
and the day after. Kannan, Rees, Sridhar (2007) comment their results stating that “the 
striking result is that the information security announcements have no significant negative 
market returns over the long-term window.” 
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1997 - 2003  Not significant 
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2004 - 2008 (0,1) -1,03% 
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2004 - 2006 (0,1)  -0,84%  
The impact of repeated data 
breach events on 




2005 - 2013 (-2,2) -1,55% 
What is the impact of 










Impact of Cyberattacks on 






2013 - 2017 (-2,2) -0,2% 
 
1.10 Research question formulation 
 
In the last decade companies have increasingly used BD, and to do so they had to collect 
voluminous, quickly generated and diverse data about their customers. While this might have 
helped them generating more value through several possible applications, the amount of 
internally and externally originated leakage of information has surged. Literature and 
specialized institutions have identified in most cases a significant negative effect of the event 
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of a data breach on the financial performance of companies, with many costs internalized in 
stock prices downturns. Most of these findings are the results on wide samples of diverse 
firms, that might deploy data in many different ways. But what about the organizations that 
decided to reshape their activities to the recent availability of huge amounts of data, 
pioneering in new business models? Is the effect of a data breach more impactful than the 
average for a company whose main asset is the data it stores, controls, and constantly deploy? 
To conduct this research, I will analyze 2 real-world cases estimating the impact that data 
breaches had on their share values, adopting the event-study metric of cumulative abnormal 
returns. I will then focus my efforts on explaining the results and providing practice-
orientated implications and recommendations for organizations. 
 
2. RESEARCH METHODOLOGY 
 
2.1 Methodology choice 
 
The objective of my research is to test the hypothesis of a relation, namely whether the 
financial impact of data breaches is higher for companies integrating BD in their business 
models. In order to test the hypothesis, I decided to deploy a multiple case study analysis, 
more precisely a comparative case study analysis. According to Dul and Hak (2007, p.306) “a 
comparative case study is a study in which a small number of cases in their real-life context 
are selected, and scores obtained from these cases are analyzed in a qualitative manner.” 
Indeed, the research question I posed involves a contemporary phenomenon, and I’m going to 
study it through an investigation of real-world variables such as share prices and event-study 
metrics. The reason why I chose this method and not a purely quantitative experiment on a 
large sample is mainly the complexity of the issue, that should be investigated considering the 
specificity of the case holistically. Indeed, my analysis of the results and the implications I 
will draw are going to relate especially to the reasons behind the differences between cases. 
Therefore, I think that the case study analysis is the best suit for the purpose of this research.  
Zainal (2007) identified various advantages of this kind of approach: the fact that data 
is not isolated from its context, the possibility to explore the issue from both a quantitative 
and a qualitative point of view, and  that the detailed focus helps to explain the complexity of 
real-life situations. On the other hand, the method presents also some disadvantages. Yin 
(2014) lists three disadvantages of the method. First, that often a case study investigator may 
result in a biased influence on the conclusion. Second, there might not be the basis for 
scientific generalisation from a single case or a small sample. Third, case studies might 
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require too much time to conduct a precise research. Nevertheless, I selected this approach 
because it is extremely suitable with the research question, it involves robust quantitative 
methods established as standard in literature and choosing a wider sample would result in a 
loss of possibility to investigate deeply behind the results. The case study I decided to carry 
out involves a highly quantitative component, since I analyzed historical data of share prices 
as I will explain in detail in the next section. I will then compare the results of the case studies 
between them and to the results found in literature. 
 
2.2 The selection of cases 
 
As discussed in the general description of the method, one of the main criticalities of the case 
study analysis is the selection of the cases themselves, that might result to be biased by the 
researcher. In this regard, a clear and motivated explanation of the selection process is key to 
avoid further doubts and ensure academic rigor standards are met. I chose to analyze two 
cases, since this would allow me to successfully pursue a comparison while studying each of 
them deeply over the reasons of the results. 
In order to develop the research, I had to select two elements: the company and the 
specific data breach. A necessary criterion for the companies is to be listed since the analysis 
can be carried out only by collecting and analyzing historical data of the share prices. The 
companies must then have incorporated BD into their business models, hence extracting value 
from massive amounts of data through disruptive innovations. At the same time, they must be 
victims of a data breach that exposed part of their more precious resource, namely insightful 
stored data. For the case study to be adequately analytical and precise, I looked for cases 
confirmed and publicly admitted by the companies, since many data breaches are only 
reported by media but not backed by official disclosures. This was the criteria that most of all 
narrowed down the sample. Another criterion I followed is media coverage, which often 
correlates to completeness of information.  
The first case I decided to pick is the Facebook data breach disclosed the 28th of 
September 2018. Facebook is a social media platform allowing people from all over the world 
to connect with each other and exchange contents in a user-friendly space. Its business model 
actively involves big data, as can be deduced by the functioning of the main revenue stream of 
Facebook, namely advertising. According to the CEO Mark Zuckerberg, “what we allow is 
for advertisers to tell us who they want to reach, and then we do the placement. So, if an 
advertiser comes to us and says, 'All right, I am a ski shop and I want to sell skis to women,' 
then we might have some sense, because people shared skiing-related content, or said they 
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were interested in that, they shared whether they're a woman, and then we can show the ads to 
the right people without that data ever changing hands and going to the advertiser."2 The 
breach was disclosed by the company itself and involved almost 50 million records, and it 
was discovered by the company on the 25th of September. 
The second case is the Equifax data breach disclosed the 07th of September 2017. 
Equifax defines itself as “a global information solutions company that uses unique data, 
innovative analytics, technology and industry expertise to power organizations and 
individuals around the world by transforming knowledge into insights that help make more 
informed business and personal decisions.”3 Its most prominent activity is collecting financial 
data about individuals in order to build a history of records of their loan performance and 
consumer habits, to later provide lenders (such as banks) with such information in order for 
them to better tailor their credit offers to each individual. Firms conducting this activity are 
commonly known as credit bureaus. The breach occurred during the months of May and July 
2017 and was discovered by the company the 29th of July. It involved the loss of 143 million 
records4. Equifax fixed the vulnerability but disclosed the breach only a month and a week 
after.  
 
2.3 Quantitative method description 
 
In order to investigate the magnitude of the effect of a data breach for a company’s stock 
price, I will use a method called “event-study” introduced for the first time by Ball and Brown 
(1968). The method is widely accepted in literature for studying the short-term impact of 
events on the stock market. The model relies on the efficient market assumption, hence that 
the stock market immediately reacts to the receipt of information, incorporating them in the 
share price. It is therefore appropriate and suitable for the research question. To properly 
apply the model adapting it to the specificities of my research, I carried out several steps: 
1) Definition of a timeline for each case, assigning a date to each T: 
 
T0                                    T1                  0               T2                             T3 
  Estimation period                  Event window             Post-event window 
 
2 Ben Gilbert, 2018. How Facebook makes money according to Mark Zuckerberg. Business Insiders. Available 
on: https://www.businessinsider.fr/us/how-facebook-makes-money-according-to-mark-zuckerberg-2018-4 
3 Equifax investor relations: https://investor.equifax.com/ 




For the assumption of efficient markets, the time window including the first opening 
of the market after the event (T2 = 0, T3 = 0) should already capture the impact. In 
order to have a broader analysis, the results will be presented also for the time 
windows (0,1) and (-2, 2), making the comparison with the existing literature more 
precise. For the estimation period, I decided to adopt the timing selected by Gatzlaff 
and McCullough (2010), which is (T0 = -257, T1 = -7). 
2) I chose to estimate the normal daily return of the share using the market model, that 
assumes the normal returns as follows: 
 
Rjt represents the daily return of the company j for the day t, Rmt is the daily return of 
the market for the day t, εjt is the abnormal return for company j on the day t.  
In my estimation I used as a proxy for market returns the S&P 500 index, and the 
estimates of parameters αj and βj are calculated through regression analysis on the 
defined estimation period. The result of the model estimates the expected return over 
the event and post-event windows.  
3) After the estimation, the abnormal returns for a single day are calculated subtracting 
the expected returns from the effective returns: 
 
4) In order to capture the effect of the event on the whole desired post-event window that 
goes from day k to w, each daily abnormal return is summed: 
 
5) The final step is the comparative assessment of the impact through a direct comparison 
both with results of wider samples found in literature and between single cases. After a 
deep analysis of the results and of the reasons between possible differences, practical 
implications and recommendations will be drawn.  
 
2.4 Data collection methodology 
 
In order to build the model that would predict the normal returns of the stocks, I had to find a 
data source both for the dependent and the explanatory variables. This means finding 
historical data about the opening and closing price of each day, calculating the daily return by 
computing the change in percentage of each day for both the single company and the S&P500 
index (proxy for the market returns). All the data I used have been taken from the website 
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Yahoo Finance, a reliable source for all the historical records of the share prices of every 
index and listed company.  
I transferred the results in a spreadsheet using Microsoft Excel, where I could easily 
compute the daily return for every day and build the regression model with the data analysis 
function built-in in Excel. The function takes into consideration the specificity of the data and 
builds a simple regression model giving as an output the estimated coefficients of the 
intercept and of the explanatory variable. A statistical test is also presented to test whether the 
coefficients are significantly different from zero. After having built the model, I just followed 
the steps listed above and the results gave me the CAR. Further information about the cases in 
order to define the specificities analyzed in the analysis of the results and in the implications 




3.1 Facebook case-study analysis results 
 
In Table 1 the result of the event-study analysis is presented, representing the cumulative 
abnormal return (CAR). The CAR is reported for different post-event time windows, in order 
to make the comparison with the existing literature easier. In fact, the intervals I chose are 
those commonly used in literature.  
The post-event windows are: 
- (0,0) i.e. the impact on the day of the disclosure 
- (0,1) i.e. the day of the disclosure and the day after 
- (-2,2) i.e. the impact from two days before the disclosure to two days after 
 
Table 1  





In the following tables I included other metrics useful for a more complete comprehension of 
the analysis, and fundamental for the construction of the CAR. 
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Table 2 represents on detail the estimation of the abnormal return for each day. The day of 
disclosure of the breach is marked in bold.  Rmt is the daily return of the market, approximated 
from the S&P500 index, and Rjt is the daily return of the Facebook shares.  
Table 2     
Date Rmt Estimated Rjt actual Rjt Abnormal return 
Oct 02, 2018 -0.0397% -0.1230% -1.9146% -1.7916% 
Oct 01, 2018 0.3641% 0.4159% -1.2283% -1.6442% 
Sep 28, 2018 -0.0007% -0.0709% -2.5942% -2.5232% 
Sep 27, 2018 0.2763% 0.2987% 1.1321% 0.8333% 
Sep 26, 2018 -0.3289% -0.5090% 1.2370% 1.7460% 
 
Table 3 
  Coefficient Standard error 
Stat t for H0: 
coefficient=0 
Intercept (αj) -0.000700335 0.001550652 -0.451638767 
Daily return of 
market (βj) 1.334571324 0.170405523 7.831737502 
 
The Table 3 describes the results of the regression analysis conducted on historical data for 
the estimation of the normal returns of the Facebook shares. The explanatory variable is the 
daily return of the S&P500 index, and the dependent variable is the return of the Facebook 
shares. 
As the Table 3 shows, the coefficient βj of the explanatory variable is significatively different 
from zero. This means that over the period of analysis (-257, -7) the share price of Facebook 
has seemed to be significantly correlated with the trends of the market. There is indeed a 
positive relationship between the returns of the two variables.  
 
3.2 Equifax case-study analysis results 
 
The results of the event-study analysis reported in Table 4 show that the magnitude of the 













Date Rmt Estimated Rjt actual Rjt Abnormal return 
Sep 12, 2017 0.3364% 0.3970% 2.5106% 2.1136% 
Sep 11, 2017 1.0839% 1.1463% -8.2042% -9.3505% 
Sep 08, 2017 -0.1489% -0.0895% -13.6561% -13.5667% 
Sep 07, 2017 -0.0178% 0.0419% 0.9407% 0.8988% 
Sep 06, 2017 0.3129% 0.3734% 0.2055% -0.1679% 
 
As can be noticed in Table 5, the market didn’t incorporate all the information about the 
breach on the first day after the event, since it manifested a significant downturn also two 








As the results of the significance test in Table 6 show, also in this case the coefficient βj of the 
explanatory variable is significatively different from zero. This means that over the period of 
analysis (-257, -7) the share price of Equifax has seemed to be significantly correlated with 








  Coefficient 
Standard 
error 
Stat t for H0: 
coefficient=0 
Intercept (α) 0.000597807 0.000563535 1.060816178 
Daily return of 
market (β) 1.002427245 0.123168501 8.138665609 
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4. ANALYSIS OF THE RESULTS AND IMPLICATIONS 
 
4.1 Analysis of the results 
 
What the results of the quantitative analysis of each case show is a marked difference between 
the impact of the two events. As you can see by the CAR, both of the data breaches caused a 
negative financial impact on the share price of the companies directly attributable to the event. 
Taking the (0,1) time window as the reference, Facebook’s CAR after the event recorded a 
negative value of -4,17%. The value is much higher than all the analysis conducted on wider 
sample of companies that didn’t include BD as a main resource in their business models, 
hence we can state that at least for this specific case the hypothesis questioned in the research 
question seems to be confirmed. The Equifax case shows an impressive CAR of -22,92% over 
the time of the event, so high compared to the Facebook case and to the other cases studied in 
literature that it might be considered an outlier. The hypothesis questioned in the research 
question is widely confirmed also in this case study. While the Facebook data breach resulted 
in a moderate negative fluctuation of the share price, the Equifax case caused a veritable 
plunge of the value of the company. In order to understand why and subsequently work out 
practical implications, a thorough analysis of the two cases must be carried out. 
The first notable difference is the magnitude of the breach. In the security update 
posted by Facebook when the attack was disclosed, the company said that the vulnerability 
affected 50 million accounts and could have disclosed another 40 million partial records 
linked to other accounts. While the number was adjusted downwards in a subsequent security 
update two weeks later , this fact can’t have had an impact noticeable on the event-study 
analysis, since the post-event time window chosen for the analysis only computes in the CAR 
the impact over the two days sequent to the data breach. In the Equifax case the first 
disclosure of the breach estimated the leaked accounts to be around 143 million. If we 
consider that the breach was firstly said to only have involved U.S. citizens, the number is 
massive. Investors perceive a bigger data breach in a more costly event for the company; the 
main portion of the cost related to a data breach is variable and will therefore escalate at the 
increasing of breached records. The more records are leaked, the more the notification, 
litigation, reparation, and legal expenditures will be high. 
The second main difference is the type of information to which the hackers had access 
when they attacked the company. Indeed, the two attack differ by the degree of sensitivity of 
the information leaked. The attack on Facebook revealed, as confirmed by a following 
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security update5, that the intruders had access to names and contact details such as: phone 
number, email, gender, language, relationship status, religion, hometown, self-reported 
current city, birthdate, device types used to access Facebook, education, work, the last 10 
places they checked into or were tagged in, website, people or Pages they follow, and the 15 
most recent searches. On the other hand, the Equifax breach exposed even more sensitive 
details. According to an article published on The New York Times the day after the breach, 
“hackers were also able to retrieve names, birth dates and addresses. Credit card numbers for 
209,000 consumers were stolen, while documents with personal information used in disputes 
for 182,000 people were also taken.”6 The same article also specifies that the other data 
leaked regard Social Security numbers and driving licenses numbers. Potential misuse of 
those information has much more serious consequences than those disclosed by the Facebook 
data breach. It is straightforward that from an investor’s point of view the more sensitive the 
leaked data is, the more the future performance of the company will be damaged. This is true 
both in terms of reputation, since clients will probably be afraid of giving consent to data 
record if there’s a trust issue, and in terms of profitability, because being able to record less 
data will harm the future possibilities for the company to have a well-working business 
model. 
Another noticeable difference is the timing of the notification to the public of the 
problem. In the first press release transcript7 of Mark Zuckerberg, CEO and founder of 
Facebook, he stated that the vulnerability was created in July 2017 with the introduction of a 
new feature on the website. The company noticed on the 16th of September an unusual spike 
in anormal users’ activity, and on September 25th they found out it was driven by the attack 
that was exploiting the vulnerability. The problem was fixed over the next three days, and on 
September 28th it has been disclosed. On the Equifax case, the first disclosure by the company 
states that the unauthorized access has occurred from mid-May through July 2017. Equifax 
discovered the breach on July 29th and chose to disclose the results only when the forensic 
review conducted by another cybersecurity firm has been completed, namely a month and a 
week later. This might have given to the investor the doubt about whether Equifax might have 
tried to hide the crisis instead of facing it publicly, and that’s another reason why the massive 
plunge in share value might have happened. Therefore, the promptness of the communication 
is another fundamental issue when dealing with events of this kind. The same can be stated 
 
5 See note number 11 
6 Bernard T., 2017. Equifax Says Cyberattack May Have Affected 143 Million in the U.S., New York Times: 
https://www.nytimes.com/2017/09/07/business/equifax-cyberattack.html 




for what regards the promptness of intervention over the event. While on Facebook the time 
window between the problem identification and the communication of its solution have been 
12 days, for Equifax it has been more than a month and one week. Many implications both 
theoretical and practical can be discerned from this analysis, and in the next chapter I will 
delineate and describe them one by one. 
 
4.2 Managerial implications 
 
As seen in the previous analysis of the results, the first reason that the two cases differed was 
the fact that the type of breached data is different in terms of sensitivity. For this reason, 
organizations should first of all collect only the minimum amount of data they need to make 
their business model sustainable, avoiding unnecessary storage of highly sensitive data. A 
solution for this issue has been identified by Tankard (2012), and it can be the classification of 
information and the application of appropriate controls to it, such as setting a retention period 
(“expiration date” of the datum) specific for each type of information, complying to each 
regulatory standard. The result is weeding out data with little or no value removing their 
exposure to external threats. The solution identified by the author consists in a kind of 
preventive insurance limiting the possible impact of data breaches before they even occur, and 
independently from the actual calculated risk (that is often unknown). 
Another implication regards the management of the crisis by the organization. 
Companies pursuing business models that include the involvement of big data should have 
protocols setting precise standards in order to address the possible consequences of a data 
breach. An example is the institution of a crisis management team following a crisis 
management plan adaptable to each situation, but with some predetermined standards and 
frameworks of action approved by the legal team of the company. A prompt communication 
can reduce the feeling of the market that the company has not been able to handle the crisis 
and that it’s operating with transparency. With all the technical limits that the specificity of a 
data breach imposes, an immediate solution should be found in order to keep the problem 
under control.  
Furthermore, broadening the perspectives of observation another implication can be 
drawn. Collecting data can be a source of high gains for a company, but if the business model 
is overly reliant on them a possible breach might cause the competitive advantage to 
immediately vanish, leading to a huge financial impact. This was the case especially for 
Equifax, since the breach jeopardized the possibility that the company could be kept in the 
business, since all of its activity depended on a sound storage of borrowers’ data. Therefore, 
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companies should consider the fact that being overly dependent on one specific asset, in this 




In my thesis I studied in general terms how the phenomenon of big data developed and its 
adoption by the business world. In the literature review I tried to define a theoretical 
framework for this relatively recent phenomenon, while considering both the benefits that 
organizations can get from its deployment and the challenges associated with it. I also 
dedicated the final section of the review to the specific phenomenon of data breaches and the 
impact they had on organizations. After having studied the different facets of big data, I 
focused on a specific research question regarding the risks of this technological asset.  The 
study aimed at finding whether for organizations integrating big data into their business 
models worsen the financial impact of a possible data breach 
For the research method I chose a comparative case study analysis, in order to have a 
detailed focus enabling me to study the complex issues of the phenomenon. While the limits 
of my methodology don’t allow my research to be extended to a broader theoretical level, 
what I found in my comparative case study analysis is that for the selected sample the data 
breach had an enormous financial impact. When analyzing the cases, I focused on where the 
differences between them laid and to what extent they could explain the results of the 
research. 
The methods used to study the single cases had a prominently quantitative component, 
since they relied on a financial data. I built the models and extracted the results from raw 
historical price data sourced from the Yahoo Finance datasets. I ensured that the process of 
selection and analysis of the cases was meeting sufficient rigor in academic standards by 
consulting books specialized on the methodology and the methodology section of each paper 
about my topic, and I choose some fixed criteria for the selection of cases in order for it to not 
be biased. The research showed that the data breaches occurred in the chosen case studies 
presented a much bigger financial impact than the previous results found in literature, 
confirming the hypothesis questioned for the aim of the research. Furthermore, an unexpected 
result came out, which is the huge difference between the two cases. That is why I had to shift 
part of the attention of the analysis of the result from a comparison with literature to a 
comparison between the cases.  The variables identified allowed me to draw implications of 
practical level. On the managerial implications I listed many practical recommendations to 
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companies, that go from setting a sort of “expiration date” to the data to prepare a plan about a 
possible crisis before it might even happen. 
Future research in this matter could extend the study to a quantitative research on a 
large sample, considering the inclusion of big data in the business model a dummy variable in 
an econometric model, and testing its significance. Other possible extensions could be 
differentiating the effects on different sectors. This could allow the research to study to a 
deeper extent what are the variables that determine the differences between different financial 
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