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Abstract
We prove maximum principles for the problem of optimal control for
a jump diffusion with infinite horizon and partial information. The re-
sults are applied to partial information optimal consumption and portfolio
problems in infinite horizon.
1 Introduction
In this paper we consider a control problem for a performance functional
J(u) = E
[∫ ∞
0
f(t,X(t), u(t), ω)dt
]
,
where X(t) is a controlled jump diffusion and u(t) is the control process. We
allow for the case where the controller only has access to partial-information.
Thus, we have a infinite horizon problem with partial information. Infinite-
horizon optimal control problems arise in many fields of economics, in particu-
lar in models of economic growth. Note that because of the general nature of
the partial information filtration Et, we cannot use dynamic programming and
Hamilton-Jacobi-Bellman (HJB) equations to solve the optimization problem.
Thus our problem is different from partial observation control problems.
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In the deterministic case the maximum principle by Pontryagin (1962) has been
extended to infinite-horizon problems, but transversality conditions have not
been given in gerneral. The ’natural’ transversality condition in the infinite
case would be a zero limit condition, meaning in the economic sense that one
more unit of good at the limit gives no additional value. But this property is
not necessarily verified. In fact [4] provides a counterexample for a ’natural’ ex-
tension of the finite-horizon transversality conditions. Thus some care is needed
in the infinite horizon case.
There have been a variety of articles on infinite-horizon problems. E.g. in
[6] it is stated a ’natural’ extension to infinite horizon discounted control prob-
lems.
We refer to [13] for more information about stochastic control in jump diffu-
sion markets, to [8] for a background on infinite-horizon backward stochastic
differential equations and [11] for a general introduction to infinite-horizon con-
trol problems in a deterministic environment.
In this paper we prove several maximum principles for an infinite horizon op-
timal control problem with partial information. The paper is structured as
follows: In Section 4 we prove a maximum principle version of sufficient type
(a verification theorem). In section 5 we give some examples, before we prove a
(weak) version of a necessary type of the maximum principle in section 6.
In a forthcomming paper [1], the case of infinite horizon for delay equations
is treated.
2 Preliminaries
Let B(t) = B(t, ω) = (B1(t, ω), . . . , Bn(t, ω)), t ≥ 0, ω ∈ Ω and N˜(dz, dt) =
N(dz, dt)−ν(dz)dt = (N˜1(dz, dt), . . . , N˜n(dz, dt)) be a n-dimensional Brownian
motion and n independent compensated Poisson random measures, respectively,
on a filtered probability space (Ω,F , {Ft}t≥0, P ). Let X(t) = Xu(t) be a con-
trolled jump diffusion, described by the stochastic differential equation
dX(t) = b(t,X(t), u(t), ω)dt+ σ(t,X(t), u(t), ω)dB(t)
+
∫
Rn0
θ(t,X(t), u(t), z, ω)N˜(dz, dt); 0 ≤ t <∞ (1)
X(0) = x ∈ Rn,
where b : [0,∞]×Rn×U ×Ω→ Rn is adapted, σ : [0,∞]×Rn×U ×Ω→ Rn×n
is adapted and θ : [0,∞]×Rn×U ×Ω→ Rn×n is predictable (see [9]). See e.g.
[2], [13] for notation and more information. Let
Et ⊂ Ft,
be a given subfiltration, representing the information available to the controller
at time t; t ≥ 0. The process u(t) is our control, assumed to be {Et}t≥0 predi-
catble and with values in a set U ⊂ Rn. Let AE be our family of Et-predicatble
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controls. Let R denote the set of functions r : [0,∞]× Rn0 → Rn×n such that∫
Rn0
|θi,j(t, x, u, z)ri,j(t, z)|νj(dz) <∞ for all i, j, t, x.
Let f : [0,∞]× Rn × U × Ω→ Rn be adapted and assume that
E
[∫ ∞
0
|f(t,X(t), u(t), ω)|dt
]
<∞ for all u ∈ AE .
Then we define
J(u) = E
[∫ ∞
0
f(t,X(t), u(t), ω)dt
]
to be our performance functional. We study the problem to find uˆ ∈ AE such
that
J(uˆ) = sup
u∈AE
J(u). (2)
Let us define the Hamiltonian H : [0, T ]× Rn × U × Rn × Rn×n ×R → R, by
H(t, x, u, p, q, r) = f(t, x, u, ω) + bT (t, x, u, ω)p+ tr(σT (t, x, u, ω)q)
+
n∑
i,j=1
∫
Rn0
θi,j(t, x, u, z, ω)ri,j(t, z)νj(dz). (3)
For notational convenience we will in the rest of the paper suppress any ω from
the notation. The adjoint equation in the unknown Ft-predictable processes
(p(t), q(t), r(t, z)) is the following
dp(t) = −∇xH(t,X(t), uˆ(t), p(t), q(t), r(t, ·))dt+ q(t)dB(t)
+
∫
Rn0
r(t, z)N˜(dz, dt). (4)
3 Existence and Uniqueness
In this section we prove a result about existence and uniqueness of the solution
(Y (t), Z(t),K(t, ζ)) of infinite horizon BSDEs of the form;
dY (t) = −g(t, Y (t), Z(t),K(t, ·))dt+ Z(t)dB(t)
+
∫
Rn0
K(t, ζ)N˜(dζ, dt); 0 ≤ t ≤ τ, (5)
lim
t→τY (t) = ξ(τ)1[0,∞)(τ), (6)
where τ ≤ ∞ is a given Ft-stopping time, possibly infinite. Our result is an
extension to jumps of Theorem 4.1 in [7], Theorem 4 in [8] and Theorem 3.1 in
[15]. It is also an extension to infinite horizon of Theorem Lemma 2.1 in [5].
See also [14], [10], [3] and [12]. We assume the following:
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1. The function g : Ω× R+ × Rk × Rk×d ×R → Rk is such that there exist
real numbers µ, λ,K1 and K2, such that K1,K2 > 0 and
λ > 2µ+K21 +K
2
2 . (7)
We assume that the function g satisfies the following requirements:
(a) g(·, y, z, k) is progessively measurable for all y, z, k, and
|g(t, y, z, k(·))− g(t, y, z′, k′(·))| ≤ K1‖z − z′‖
+K2‖k(·)− k′(·)‖R, (8)
where
‖k(·)‖2R =
∫
Rn0
k2(ζ)ν(dζ),
and ‖z‖ = [Tr(zz∗)] 12 .
(b)
〈y − y′, g(t, y, z, k)− g(t, y′, z, k)〉 ≤ µ|y − y′|2 (9)
for all y, y′, z, k a.s.
(c)
E
∫ τ
0
eλt|g(t, 0, 0, 0)|2dt <∞. (10)
(d) Finaly we require that
y 7→ g(t, y, z, k), (11)
is continuous for all t, z, k a.s.
2. We have a final condition ξ, which is Fτ -measurable such that
E(eλτ |ξ|2) <∞ and
E
∫ τ
0
eλt|g(t, ξt, ηt, ψt)|2dt <∞, (12)
where ξt = E(ξ|Ft) and η,ψ are s.t.
ξ = Eξ +
∫ t
0
η(s)dBs +
∫ t
0
∫
Rn0
ψ(s, ζ)N˜(dζ, ds). (13)
A solution of the BSDE (5)-(6), is a trippel (Yt, Zt,Kt) of progressively mea-
surable processes with values in R× R× R s.t. Zt, Kt = 0 when t > τ ,
1. E[sup
t≥0
eλt|Yt|2 +
∫ τ
0
eλs|Zs|2ds+
∫ τ
0
∫
Rn0
eλsK2(s, ζ)ν(dζ)ds] <∞,
2. Yt = YT∧τ +
∫ T∧τ
t∧τ gsds−
∫ T∧τ
t∧τ ZsdBs −
∫ T∧τ
t∧τ
∫
Rn0
K(s, ζ)N˜(dζ, ds) for all
deterministic T <∞ and
3. Yt = ξ on the set {t ≥ τ}.
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Remark 3.1 (Infinite Horizon). This incorperates the case where τ(ω) =∞ on
some set A with P (A) > 0, possibly P (A) = 1.
Theorem 3.1 (Existence and uniqueness). Under the above conditions
there exists a unique solution (Yt, Zt,Kt) of the BSDE (5)-(6), which satisfies
the condition;
E[ sup
0≤t≤τ
eλt|Yt|2 +
∫ τ
0
eλs(|Ys|2+ ‖ Zs ‖2)ds+
∫ τ
0
eλs
∫
Rn0
K2(s, ζ)ν(dζ)ds]
≤ cE[eλτ |ξ|2 +
∫ τ
0
eλs|g(s, 0, 0, 0)|2ds], (14)
for some positive number c.
Proof. First, let us show uniqueness. Let (Y, Z,K) and (Y ′, Z ′,K ′) be two
solutions satisfying (14) and let (Y¯ , Z¯, K¯) = (Y − Y ′, Z − Z ′,K −K ′). From
Ito¯’s Lemma we have that
eλt∧τ |Y¯t∧τ |2 +
∫ T∧τ
t∧τ
[
eλs(λ|Y¯s|2 + ‖Z¯s‖2) + eλs
∫
Rn0
K¯2(s, ζ)ν(dζ)
]
ds
≤ eλs|Y¯T |2 + 2
∫ T∧τ
t∧τ
[
eλs(µ|Y¯s|2 +K1|Y¯s| × ‖Z¯s‖)
+K2|Y¯s|eλs(
∫
Rn0
K¯2(s, ζ)ν(dζ))
1
2
]
ds
− 2
∫ T∧τ
t∧τ
eλs〈Y¯s, Z¯sdBs〉
−
∫ T∧τ
t∧τ
eλs
∫
Rn0
[
K¯2(s, ζ) + 2K¯(s, ζ)Y¯ (s)
]
N˜(dζ, ds).
Combining the above with the fact that 2ab ≤ a2 + b2 we deduce since λ >
2µ+K21 +K
2
2 , that for t < T
E[eλt∧τ |Y¯t∧τ |2] ≤ E[eλT∧τ |Y¯T |2]
the same holds with λ replaced by λ
′
, with λ > λ′ > 2µ+K21 +K22
E
[
eλt∧τ |Y¯t∧τ |2
]
≤ e(λ−λ′)TE
[
eλT∧τ |Y¯T |21{T<τ}
]
Condition (14) implies that the second factor on the right hand side remains
bounded as T →∞, while the first factor tends to 0. This proves uniqueness.
Proof of existence. For each n ∈ N we construct a solution (Y nt , Znt ,Knt ) of
the BSDE
Y nt = ξ +
∫ n∧τ
t∧τ
g(s, Y ns , Z
n
s ,K
n
s )ds−
∫ τ
t∧τ
Zns dBs −
∫ τ
t∧τ
∫
Rn0
Kn(s, ζ)N˜(dζ, ds)
by letting {(Y nt , Znt ,Knt ); 0 ≤ t ≤ n} be defined as a solution of the following
BSDE:
Y nt = E[ξ|Fn]+
∫ n
t
1[0,τ ](s)g(s, Y ns , Z
n
s ,K
n
s )ds−
∫ n
t
Zns dBs−
∫ n
t
∫
Rn0
Kn(s, ζ)N˜(dζ, ds)
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for 0 ≤ t ≤ n and {(Y nt , Znt ,Knt ); t ≥ n} defined by
Y nt = ξt,
Znt = ηt,
and
Knt = ψt,
for t > n. Next, we find some a priori estimates for the sequence (Y n, Zn,Kn).
For any ² > 0, ρ < 1 and α we have for all t ≥ 0, y ∈ Rk, z ∈ Rk×d, k ∈ R with
c = 1² ,
2〈y, g(t, y, z, k)〉 = 2〈y, g(t, y, z, k)− g(t, 0, z, k)〉
+ 2〈y, g(t, 0, z, k)− g(t, 0, 0, 0)〉+ 2〈y, g(t, 0, 0, 0)〉
≤ (2µ+ 1
ρ
K21 +
1
α
K22 + ²)|y|2 + ρ ‖ z ‖2 +α
∫
Rn0
k2(ζ)ν(dζ)
+ c|g(t, 0, 0, 0)|2.
From Ito¯’s Lemma we have
eλt∧τ |Y nt∧τ |2 +
∫ τ
t∧τ
[
eλs(λ¯|Y ns |2 + ρ¯ ‖ Zns ‖2) + α¯
∫ τ
t∧τ
eλs
∫
Rn0
(Kn)2(s, ζ)ν(dζ)
]
ds
≤ eλs|η|2 + c
∫ τ
t∧τ
eλs|g(s, 0, 0, 0)|2ds
− 2
∫ τ
t∧τ
eλs < Y ns , Z
n
s dBs >
−
∫ τ
t∧τ
eλs
∫
Rn0
[
(Kn)2(s, ζ) + 2Kn(s, ζ)Y n(s)
]
N˜(dζ, ds),
with λ¯ = λ− 2µ− 1ρK21 − 1αK22 − ² > 0, ρ¯ = 1− ρ > 0 and α¯ = 1−α. From this
and the matingale inequality it follows that
E
[
sup
t≥s
eλt∧τ |Y nt∧τ |2 +
∫ τ
s∧τ
[
eλr(|Y nr |2+ ‖ Znr ‖2) + eλr
∫
Rn0
(Kn)2(r, ζ)ν(dζ)
]
dr
]
≤ 4E
[
eλτ |ξ|2 +
∫ τ
s∧τ
eλr|g(r, 0, 0, 0)|2dr
]
.
Letm > n and define ∆Yt := Y mt −Y nt , ∆Zt := Zmt −Znt and ∆Kt := Kmt −Knt ,
so that for n ≤ t ≤ m,
∆Yt =
∫ m∧τ
t∧τ
g(s, Y ms , Z
m
s ,K
m
s )ds−
∫ m∧τ
t∧τ
∆ZsdBs−
∫ m∧τ
t∧τ
∫
Rn0
∆K(s, ζ)N˜(dζ, ds).
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It then follows that
eλt∧τ |∆Yt∧τ |2 +
∫ m∧τ
t∧τ
{
eλs(λ|∆Ys|2+ ‖ ∆Zs ‖2) + eλs
∫
Rn0
(∆K)2(s, ζ)ν(dζ)
}
ds
=
∫ m∧τ
t∧τ
eλs〈∆Ys, g(s, Y ms , Zms ,Kms )〉ds
− 2
∫ m∧τ
t∧τ
eλs〈∆Ys,∆ZsdBs〉
−
∫ m∧τ
t∧τ
eλs
∫
Rn0
[
(∆K)2(s, ζ) + 2∆K(s, ζ)∆Y (s)
]
N˜(dζ, ds)
2 ≤ eλs|η|2c
∫ m∧τ
t∧τ
eλs|g(s, 0, 0, 0)|2ds− 2
∫ m∧τ
t∧τ
eλs〈∆Ys,∆ZsdBs〉
−
∫ m∧τ
t∧τ
eλs
∫
Rn0
[
(∆K)2(s, ζ) + 2∆K(s, ζ)∆Y (s)
]
N¯(dζ, ds).
From the same arguments as above
E
[
sup
n≤t≤m
eλt∧τ |∆Yt∧τ |2
+
∫ m∧τ
n∧τ
{
eλs(|∆Ys|2+ ‖ ∆Zs ‖2) + eλs
∫
Rn0
(∆K)2(s, ζ)ν(dζ)
}
ds
]
≤ 4E
[∫ τ
n∧τ
eλs|g(s, ξ, η, ψ)|2ds
]
.
The last term in the above equation goes to zero as n→∞. Now, for t ≤ n
∆Yt = ∆Yn +
∫ n∧τ
t∧τ
{
g(s, Y ms , Z
m
s ,K
m
s )− g(s, Y ns , Zns ,Kns )
}
ds−
∫ n∧τ
t∧τ
∆ZsdBs
−
∫ n∧τ
t∧τ
∫
Rn0
∆K(s, ζ)N˜(dζ, ds).
Using the same argument as in the case of uniqueness, we have that
E[eλt∧τ |∆Yt∧τ |2] ≤ E[eλt∧τ |∆Yn|2] ≤ cE
[∫ τ
n∧τ
eλs|g(s, ξs, ηs, ψs)|2ds
]
.
It now follows that the sequence (Y n, Zn,Kn) is Cauchy in the norm
‖(Y, Z,K)‖ := E[ sup
0≤t≤τ
eλt|Yt|2 +
∫ τ
0
eλs(|Ys|2+ ‖ Zs ‖2)ds
+
∫ τ
0
eλs
∫
Rn0
K2(s, ζ)ν(dζ)ds].
So, we have that there is an unique solution to the BSDE (5)-(6), which satisfies
for all λ > 2µ+K21 +K22 , the condition
E
[
sup
0≤t≤τ
eλt|Yt|2 +
∫ τ
0
eλs(|Ys|2+ ‖ Zs ‖2)ds+
∫ τ
0
eλs
∫
Rn0
K2(s, ζ)ν(dζ)ds
]
≤ cE
[
eλτ |ξ|2 +
∫ τ
0
eλs|g(s, 0, 0, 0)|2ds
]
.
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4 Optimal control with partial information and
infinite horizon
Now, let us get back to the problem of maximizing the performance functional
J(u) = E
[∫ ∞
0
f(t,X(t), u(t))dt
]
,
where X(t) is of the form (1). Our aim is to find a uˆ ∈ AE such that
J(uˆ) = sup
u∈AE
J(u),
where u(t) is our previsible control adapted to a subfiltration
Et ⊂ Ft,
with values in a set U ⊂ Rn. Let H be the Hamiltonian defined by (3) and p
the solution to the adjoint equation (4). Then we have the following maximum
principle;
Theorem 4.1 (Sufficient Infinite Horizon Maximum Principle). Let
uˆ ∈ AE and let (pˆ(t), qˆ(t), rˆ(t, z)) be an associated solution to the equation (4).
Assume that for all u ∈ AE the following terminal condition holds:
0 ≤ E
[
lim
t→∞[pˆ(t)
T (X(t)− Xˆ(t))]
]
<∞. (15)
Moreover, assume that H(t, x, u, pˆ(t), qˆ(t), rˆ(t, ·)) is concave in x and u and
E
[
H(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
= max
u∈U
E
[
H(t, Xˆ(t), u, pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
. (16)
In addition we assume that
E
[∫ ∞
0
(Xˆ(t)−Xu(t))T [qˆqˆT +
∫
Rn0
rˆrˆT (t, z)ν(dz)](Xˆ(t)−Xu(t))dt
]
<∞,
(17)
E
[∫ ∞
0
pˆ(t)T [σσT (t,X(t), u(t)) +
∫
Rn0
θθT (t,X(t), u(t))ν(dz)]p(t)dt
]
<∞,
(18)
E
[
|∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))|2
]
<∞, (19)
and that
E
[∫ ∞
0
|H(s,X(s), u(s), pˆ(s), qˆ(s), rˆ(s, ·))|
]
<∞ (20)
for all u.
Then we have that uˆ(t) is optimal.
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Remark 4.1. Note that, since p(t) has the economic interpretation as the marginal
value of the resource (alternativly the shadow price if representing an outside
resource), the requirement
0 ≤ E
[
lim
t→∞[pˆ(t)
T (X(t)− Xˆ(t))]
]
<∞,
has the economic interpretation that if the marginal value is positive at infinity
we want to have as little resources left as possible.
Remark 4.2. The requirement in the finite horizon case that p(T ) = 0 does not
translate into lim p(T )
T→∞
= 0 as was shown in the deterministic case in [4].
Proof. Let I∞ := E[
∫∞
0
(f(t,X(t), u(t)) − f(t, Xˆ(t), uˆ(t)))dt] = J(u) − J(uˆ).
Then I∞ = I∞1 − I∞2 − I∞3 − I∞4 , where
I∞1 := E
[∫ ∞
0
(H(s,X(s), u(s), pˆ(s), qˆ(s), rˆ(s, ·))
−H(t, Xˆ(s), uˆ(t), pˆ(s), qˆ(s), rˆ(s, ·)))ds
]
,
I∞2 := E
[∫ ∞
0
pˆ(s)T (b(s,X(s), u(s))− bˆ(s, Xˆ(s), uˆ(s)))ds
]
,
I∞3 := E
[∫ ∞
0
tr[q(s)T (σ(s,X(s), u(s))− σˆ(s, Xˆ(s), uˆ(s)))]ds
]
,
and
I∞4 := E
[∫ ∞
0
∑
i,j
∫
Rn0
(θ(s,X(s), u(s), z)
− θˆ(s, Xˆ(s), uˆ(s), z))T rˆi,j(s, z)νj(dz)ds
]
.
We have from concavity that
H(t,X(t), u(t), pˆ(t), qˆ(t), rˆ(t, ·))−H(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·)) (21)
≤ ∇xH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))T (X(t)− Xˆ(t))
+∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))T (u(t)− uˆ(t)). (22)
Then we have from (16),(19) and that u(t) is adapted to Et,
0 ≥ ∇uE
[
H(t, Xˆ(t), u, pˆ(t), qˆ(t), rˆ(t, ·))|Et
]T
u=uˆ(t)
(u(t)− uˆ(t))
= E
[
∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))T (u(t)− uˆ(t))|Et
]
. (23)
Combining (4), (17), (21), (22) and (23)
I∞1 ≤ E
[∫ ∞
0
∇xH(t, Xˆ(s), uˆ(s), pˆ(s), qˆ(s), rˆ(s, ·))T (X(s)− Xˆ(s))ds
]
= E
[∫ ∞
0
(X(s)− Xˆ(s))T dpˆ(s)
]
=: −J1.
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Now, using (15) and Ito¯’s formula
0 ≤ E
[
lim
t→∞[pˆ(t)
T (X(t)− Xˆ(t))]
]
= E
[
lim
t→∞
[ ∫ t
0
pˆ(s)T (b(s,X(s), u(s))− bˆ(s, Xˆ(s), uˆ(s)))ds
+
∫ t
0
pˆ(s)T (σ(s,X(s), u(s))− σˆ(s, Xˆ(s), uˆ(s)))dB(s)
+
∫ t
0
∫
Rn0
pˆ(s)T (θ(s,X(s), u(s), z)− θˆ(s, Xˆ(s), uˆ(s), z))N˜(dz, ds)
+
∫ t
0
(X(s)− Xˆ(s))T (−∇xHˆ(s, Xˆ(s), uˆ(s), pˆ(s), qˆ(s), rˆ(s, ·)))ds
+
∫ t
0
qˆ(s)T (X(s)− Xˆ(s))dB(s)
+
∫ t
0
∫
Rn0
rˆ(s, z)(X(s)− Xˆ(s))N˜(dz, ds)
+
∫ t
0
tr
[
qˆ(s)T (σ(s,X(s), u(s))− σˆ(s, Xˆ(s), uˆ(s)))
]
ds
+
∫ t
0
∑
i,j
∫
Rn0
(θ(s,X(s), u(s), z)− θˆ(s, Xˆ(s), uˆ(s), z))T rˆi,j(s, z)νj(dz)ds
+
∫ t
0
∫
Rn0
(θ(s,X(s), u(s), z)− θˆ(s, Xˆ(s), uˆ(s), z))T rˆ(s, z)N˜(dz, ds)
]]
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From (17), (18), we have that
0 ≤ E
[
lim
t→∞
[ ∫ t
0
pˆ(s)T (b(s,X(s), u(s))− bˆ(s, Xˆ(s), uˆ(s)))ds
+
∫ t
0
(X(s)− Xˆ(s))T (−∇xHˆ(s, Xˆ(s), uˆ(s), pˆ(s), qˆ(s), rˆ(s, ·)))ds
+
∫ t
0
tr
[
qˆ(s)T (σ(s,X(s), u(s))− σˆ(s, Xˆ(s), uˆ(s)))
]
ds
+
∫ t
0
∑
i,j
∫
Rn0
(
θ(s,X(s), u(s), z)− θˆ(s, Xˆ(s), uˆ(s), z)
)T
rˆi,j(s, z)νj(dz)ds
]]
= E
[∫ ∞
0
pˆ(s)T (b(s,X(s), u(s))− bˆ(s,X(s), u(s)))ds
+
∫ ∞
0
(X(s)− Xˆ(s))T (−∇xHˆ(s,X(s), u(s), p(s), q(s), r(s, ·)))ds
+
∫ ∞
0
tr
[
qˆ(s)T (σ(s,X(s), u(s))− σˆ(s, Xˆ(s), uˆ(s)))
]
ds
+
∫ ∞
0
∑
i,j
∫
Rn0
(θ(s,X(s), u(s), z)− θˆ(s, Xˆ(s), uˆ(s), z))T rˆi,j(s, z)νj(dz)ds
]
= I∞1,2 + J
∞
1 + I
∞
1,3 + I
∞
1,4.
Finally, combining the above we get
J(u)− J(uˆ) ≤ I∞1 − I∞2 − I∞3 − I∞4
≤ −J∞1 − I∞2 − I∞3 − I∞4
≤ 0.
This holds for all u ∈ AE , so the proof is complete.
5 Examples
Example 5.1 (Optimal Consumption Rate Part I). Let
J(u) = E
[∫ ∞
0
e−ρt ln
(
u(t)X(t)
)
dt
]
,
where
dX(t) = X(t)(µ(t)− u(t))dt+X(t)σ(t)dB(t),
X(0) = x0,
and ρ ≥ 0. We have that
X(t) = X0 exp
[∫ t
0
[(µ(s)− u(s))− 1
2
σ2(s)]ds+
∫ t
0
σ(s)dB(s)
]
.
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Then we deal with the problem of maximizing J(u) over all u(t) ≥ 0. We have
the Hamiliton function takes the form
H(t, x, u, p, q) = e−ρt ln(ux) + x(µ− u)p+ xσq,
so that we get the partial derivatives
∇xH(t, x, u, p, q) = e
−ρt
x
+ (µ− u)p+ σq,
and
∇uH(t, x, u, p, q) = e
−ρt
u
− xp,
This gives us that
− dp(t) =
[
e−ρt
X(t)
+ (µ(t)− u(t))p(t) + σ(t)q(t)
]
dt− q(t)dB(t).
so that
uˆ(t) =
e−ρt
Xˆ(t)pˆ(t)
.
Let us try the infinite horizon BSDE with terminal condition lim
t→∞p(t) = 0,
− dp(t) =
[
e−ρt
X(t)
+ (µ(t)− u(t))p(t) + σ(t)q(t)
]
dt− q(t)dB(t), (24)
lim
t→∞p(t) = 0. (25)
Lemma 5.1 (Solution of infinite horizon linear BSDE with jumps). Let
A(t), β(t) and α(t, ζ) be Ft-predictable processes such that
E
[∫ ∞
0
{|A(t)|+ β2(t) +
∫
R
α2(s, ζ)ν(dζ)}dt
]
<∞,
and define Γt,s as the solution of the linear SDE
dΓt,s = Γt−,s
(
A(t)dt+ β(t)dB(t) +
∫
Rn0
α(t, ζ)N¯(dζ, dt)
)
, s ≥ t ≥ 0,
Γt,t = 1.
Let C(t) be a predictable process such that
E
[∫ ∞
0
Γ0,s|C(s)|ds
]
<∞.
Then a solution (Y (t), Z(t),K(t, ζ)) of the linear BSDE
−dY (t) =
[
A(t)Y (t) + Z(t)β(t) + C(t) +
∫
Rn0
α(t, ζ)K(t, ζ)dν(ζ)
]
dt
− Z(t)dB(t)−
∫
Rn0
K(t, ζ)N¯(dζ, dt),
limY (t) = 0, t→∞,
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is given by
Y (t) = E
[∫ ∞
t
Γt,sC(s)ds|Ft
]
, t ≥ 0.
If in additon
E
[∫ ∞
0
eλt|Y (t)|2dt
]
<∞,
where λ as in (7), then Y (t) is the unique solution.
Proof. By Ito¯’s Lemma we have that
d(Γ0,tYt) = −Γ0,tCtdt+ Γ0,t(Zt + Ytβt)dBt
+
∫
Rn0
[
Y (t)α(t, ζ)Γ0,t +K(t, ζ)Γ0,t +K(t, ζ)α(t, ζ)Γ0,t
]
N˜(dζ, dt).
So
Γ0,tYt +
∫ ∞
t
Γ0,sCsds =
∫ ∞
t
Γ0,s(Zs + Ysβs)dB(s)
+
∫ ∞
t
∫
Rn0
[
Y (s)α(s, ζ)Γ0,s +K(s, ζ)Γ0,s +K(s, ζ)α(s, ζ)Γ0,s
]
N˜(dζ, ds).
By taking expectation we get the desired result. The uniqueness follows from
Theorem 3.1.
From the above lemma we see that the solution of the linear, infinite horizon
BSDE (24) - (25) is
pˆ(t) = E
[∫ ∞
t
Γˆs
Γˆt
e−ρs
Xˆs
ds|Ft
]
,
where
Γˆt = e
R t
0 [(µ(s)−u(s))− 12σ2(s)]ds+
R t
0 σ(s)dB(s) =
Xˆ(t)
x0
.
Hence
pˆ(t) =
1
ρ
e−ρt
1
Xˆ(t)
.
and
lim
t→∞pˆ(t)(X(t)− Xˆ(t)) ≥ limt→∞pˆ(t)X(t) ≥ 0.
So
uˆ(t) = ρ,
is an optimal control.
Example 5.2 (Optimal Consumption Rate - part II). Let
J(u) = E
[∫ ∞
0
e−ρt ln
(
u(t)X(t)
)
dt
]
,
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where
dX(t) = X(t)µ(t)(1− u(t))dt+X(t)σ(t)(1− u(t))dB(t),
X(0) = x0,
and ρ ≥ 0. We have that
X(t) = X0 exp
[∫ t
0
[µ(s)(1− u(s))− 1
2
σ2(s)(1− u(t))2]ds
+
∫ t
0
σ(s)(1− u(s))dB(s)
]
.
Then we deal with the problem of maximizing J(u) over all u(t) ≥ 0. We have
the Hamiliton function takes the form
H(t, x, u, p, q) = e−ρt ln(ux) + xµ(1− u)p+ xσ(1− u)q,
so that we get the partial derivatives
∇xH(t, x, u, p, q) = e
−ρt
x
+ µ(1− u)p+ σ(1− u)q,
and
∇uH(t, x, u, p, q) = e
−ρt
u
− xµp− xσq.
This gives us that
− dp(t) =
[
e−ρt
X(t)
+ µ(t)(1− u(t))p(t) + σ(t)(1− u(s))q(t)
]
dt− q(t)dB(t).
So that
uˆ(t) =
e−ρt
Xˆ(t)(µpˆ(t) + σqˆ(t))
.
Let us try the infinite horizon BSDE with terminal condition
lim
t→∞p(t) = 0, so that
−dp(t) =
[
e−ρt
X(t)
+ µ(t)(1− u(t))p(t) + σ(t)(1− u(s))q(t)
]
dt
− q(t)dB(t), (26)
lim
t→∞p(t) = 0. (27)
From the above lemma we see that the solution of the linear, infinite horizon
BSDE (26) - (27) is
pˆ(t) = E
[∫ ∞
t
Γˆ0,s
Γˆ0,t
e−ρs
Xˆs
ds|Ft
]
,
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where
Γˆt = exp
[∫ t
0
[
µ(s)(1− u(s))− 1
2
σ2(s)(1− u(s))2
]
ds
+
∫ t
0
σ(s)(1− u(s))dB(s)
]
=
Xˆ(t)
x0
.
Hence
pˆ(t) =
1
ρ
e−ρt
1
Xˆ(t)
.
and
lim
t→∞pˆ(t)(X(t)− Xˆ(t)) ≥ limt→∞pˆ(t)X(t) ≥ 0.
Since
d(e−ρt
1
X(t)
) = e−ρt
1
X
(t)dt− e−ρt 1
X(t)
(µ(t)− u(t))dt
+ e−ρt
1
X(t)
σ2(t)dt+ e−ρt
1
X(t)
σ(t)dB(t),
we must have that
qˆ(t) =
1
ρ
e−ρt
1
Xˆ(t)
σ(t).
So
uˆ(t) =
ρ
µ+ σ
,
is an optimal control.
Example 5.3 (Optimal consumption rate - part III). As above, let
J(u) = E
[∫ ∞
0
e−ρt ln
(
u(t)X(t)
)
dt
]
.
But add a jump part
dX(t) = X(t)(µ(t)− u(t))dt+X(t)σ(t)dB(t) +X(t)
∫
R0
θ(t)zN˜(dz, dt)
X(0) = x0,
and we also add the assumption that we only know a subset of the information
given by the market available at time t, represented by Et ⊂ Ft. Let ρ ≥ 0, be
a random variable adapted to Ft. Then we deal with the problem of maximizing
J(u) over all u(t) ≥ 0. We have
H(t, x, u, p, q, r) = e−ρt ln(ux) + x(µ− u)p+ xσq + x
∫
R0
θ(t)zr(t, z)ν(dz)
∇xH(t, x, u, p, q, r) = e
−ρt
x
+ (µ− u)p+ σq +
∫
R0
θ(t)zr(t, z)ν(dz),
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∇uH(t, x, u, p, q, r) = e
−ρt
u
− xp
and
−dp(t) = [ e
−ρt
X(t)
+ (µ(t)− u(t))p(t) + σ(t)q(t) +
∫
R0
θ(t)zr(t, z)ν(dz)]dt
− q(t)dB(t)−
∫
R0
θ(t)zN˜(dz, dt),
lim
t→∞p(t) = 0.
If we maximice
E[H(t, Xˆ(t), u, pˆ(t), qˆ(t), rˆ(t, ·))|Et],
we get that
∇uE[H(t, Xˆ(t), u, pˆ(t), qˆ(t))|Et] = E[∇uH(t, Xˆ(t), u, pˆ(t), qˆ(t))|Et]
= E[
e−ρt
u
− Xˆ(t)pˆ(t)|Et].
So that
uˆ(t) = E[
e−ρt
Xˆ(t)pˆ(t)
|Et].
The solution of the linear, infinite horizon BSDE (24) - (25) is (see [10])
pˆ(t) = E
[∫ ∞
t
Γˆs
Γˆt
e−ρs
Xˆs
ds|Ft
]
,
where
dΓˆt = X(t)(µ(t)− u(t))dt+X(t)σ(t)dB(t) +X(t−)
∫
R0
θ(t)zN˜(dz, dt),
X(0) = 1.
So
Γˆt =
Xˆ(t)
x0
.
Hence
pˆ(t) =
1
x0Γˆt
1
ρ
e−ρt =
1
ρ
e−ρt
1
Xˆ(t)
.
Therefore we have that
lim
t→∞pˆ(t)(X(t)− Xˆ(t)) = limt→∞pˆ(t)X(t) ≥ 0.
So
uˆ(t) = E[ρ, |Et]
is an optimal control.
Example 5.4 (Optimal Portfolio Selection With Consumption). For
this example let us look at a market with two investment possibilities:
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1. A bond or bank account
dZ0(t) = ρZ0(t)dt.
2. A stock
dZ1(t) = µZ1(t)dt+ σZ1(t)dB(t).
Let (Y0, Y1) denote the amount the agent has invested in the bonds and stocks
repectively at time t. Consider then u(t, ω) = u(t), the fraction of the wealth
invested in the stocks, e.g.
u(t) =
Z1(t)
Z0(t) + Z1(t)
.
Further let λ(t, ω) = λ(t) be the consumption rate relative to the wealth so that
the investor controls
c(t) = (u(t), λ(t)).
Then let
Jλ,u(s, z) = Es,z
[∫ ∞
0
e−δ(s+t)
(λ(t)X(t))γ
γ
]
,
be a performance functional, where
dX(t) = X(t) [(ρ+ u(t)(µ− ρ)− λ(t))dt+ σu(t)dB(t)] ,
and ρ ≥ 0. We have that
X(t) = x0 exp
[∫ t
0
[ρ+ u(s)(µ− ρ)− λ(s)− 1
2
σ2u2]ds+
∫ t
0
σu(s)dB(s)
]
.
Then we want to maximize Ju,λ(s, t) over all l = (u(t), λ(t)), λ ≥ 0. We have
that
H(t, x, l, p, q) = e−δ(s+t)
(λ(t)X(t))γ
γ
+ x(ρ+ u(s)(µ− ρ)− λ)p+ xσuq,
so that
∇xH(t, x, l, p, q) = e−δ(s+t)λγxγ−1 + (ρ+ u(µ− ρ)− λ)p+ σuq.
Further, we also have
−dp(t) = [e−δ(s+t)λγ(t)Xγ−1(t)+(ρ+u(t)(µ−ρ)−λ(t))p+σu(t)q]dt− qdB(t).
and
∇uH(t, x, l, p, q) = (µ− ρ)xp+ xσq,
∇λH(t, x, l, p, q) = e−δ(s+t)(λ(t))γ−1Xγ − xp.
So that
q(t) = − (µ− ρ)
σ
p(t),
and
λˆ =
1
x
p
1
γ−1 e
δ(s+t)
γ−1 .
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Then
dp(t) = −e δ(s+t)γ−1 1
X
p
γ
γ−1 (t)dt− [ρ+ u(t)(µ− ρ)− 1
X
(t)p
1
γ−1 e
δ(s+t)
γ−1 ]p(t)dt
+ σu(t)
(µ− ρ)
σ
p(t)dt− (µ− ρ)
σ
p(t)dB(t)
= −ρp(t)dt− (µ− ρ)
σ
p(t)dB(t).
So to ensure that the requirement
E[ lim
t→∞pˆ(t)(X(t)− Xˆ(t))] ≥ 0,
is satisfied we need that
E[ lim
t→∞− pˆ(t)Xˆ(t)] ≥ 0.
Since
pˆ(t) = (λˆ(t)Xˆ(t))(γ−1)eδ(s+t),
we see that
−pˆ(t)Xˆ(t) = λˆ(γ−1)(t)Xˆγ(t)eδ(s+t).
So, by considering
λˆ =
1
x
p
1
γ−1 e
δ(s+t)
γ−1 ,
we try to let
p
1
γ−1 (t) = X(t)KeBt,
for some constants K and B.It is now clear that
d(p
1
γ−1 (t)) = p
1
γ−1 (t)
1
γ − 1(−ρdt−
(µ− ρ)
σ
dB(t))
+ p
1
γ−1
1
2
1
γ − 1
2− γ
γ − 1
(µ− ρ)2
σ2
dt.
On the other hand we have that
d(X(t)KeBt) = BX(t)KeBtdt+X(t)KeBt[ρ+ u(t)(µ− ρ)−KeBte δ(s+t)γ−1 ]dt
+X(t)KeBtσu(t)dB(t).
Consider
uˆ(t) = − (µ− ρ)
σ2(γ − 1) ,
and
K = e−Bte−
δ(s+t)
γ−1 [B +
γρ
γ − 1 −
1
2
γ
(µ− ρ)2
σ2(γ − 1)2 ].
For K to be independent of t, we must have B = − δγ−1 , which gives us
K =
[
− δ
γ − 1 +
γρ
γ − 1 −
1
2
γ
(µ− ρ)2
σ2(γ − 1)2
]
.
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With this K and
uˆ(t) = − (µ− ρ)
σ2(γ − 1)
we can conclude that we have
p
1
γ−1 (t) = X(t)KeBt.
It is now clear that
λˆ(t) = K = λˆ.
which gives us that
pˆ(t)Xˆ(t) = Xγ(t)Kγ(t)eγBt
= Xγ(t)λˆγ ,
so that
−pˆ(t)Xˆ(t) = −e− γδ(s+t)γ−1 λˆγxγ0eγ
R t
0 ρ−
(µ−ρ)2
σ2(γ−1)−λˆ−
(µ−ρ)2
σ2(γ−1)2 ]ds−γ
R t
0
(µ−ρ)
σ(γ−1)dB(s)
= −e−
γδ(s+t)
γ−1
0 λˆ
γe
γρt−γ (µ−ρ)2
σ2(γ−1)2 t−γλˆt−γ
(µ−ρ)2
σ2(γ−1)2 t−γ
(µ−ρ)
σ(γ−1)B(t)
≥ −e− γδ(s+t)γ−1 λˆγxγ0e−γ
2 (µ−ρ)2
σ2(γ−1)2−γ
(µ−ρ)
σ(γ−1)B(t).
If δ, γ, ρ deterministic, then
E[ lim
t→∞pˆ(t)(X(t)− Xˆ(t))] ≥ − lim e
−δ(s+t)γˆxγ0e
−γ2 (µ−ρ)2
σ2(γ−1)2E[e−
(µ−ρ)
σ(γ−1)B(t)]
= 0.
So we have that E[ lim
t→∞pˆ(t)(X(t)− Xˆ(t))] = 0, which gives us that (λˆ, uˆ), where
λˆ =
[
− δ
γ − 1 +
γρ
γ − 1 −
1
2
γ
(µ− ρ)2
σ2(γ − 1)2
]
,
and
uˆ = − (µ− ρ)
σ2(γ − 1)
is an optimal control.
6 Necessary Maximum Principle
To answer the question: if uˆ is optimal does it satisfy
E
[
H(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
= max
u∈U
E
[
H(t, Xˆ(t), u, pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
, (28)
we assume the following two requirements:
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A1 For all t, h such that 0 ≤ t < t+h ≤ T , all i = 1, . . . , k and for all bounded
Et-measurable α = α(ω), the control β(s) := (0, . . . , βi(s), 0, . . . , 0) ∈ U ⊂
Rk with
β(s) := αi1[t,t+h](s),
belongs to AE .
A2 For all u, β ∈ AE with β bounded, there exists δ > 0 such that uˆ+²β ∈ AE
for all ² ∈ (−δ, δ).
Given u, β ∈ AE with β bounded, define the process Y (t) = Y (u,β)(t) by
Y (t) =
d
d²
X uˆ+²β(t)|²=0 = (Y1(t), ..., Yn(t))T .
Notice that Y (0) = 0 and
dYi(t) = λi(t)dt+
n∑
j=1
ξij(t)dBj(t) +
n∑
j=1
∫
Rn0
ζij(t, z)N˜j(dz, dt),
where
λi(t) = ∇xbi(t,X(t), u(t))TY (t) +∇ubi(t,X(t), u(t))Tβ(t),
ξij(t) = ∇xσij(t,X(t), u(t))TY (t) +∇uσij(t,X(t), u(t))Tβ(t),
ζij(t, z) = ∇xθij(t,X(t), u(t))TY (t) +∇uθij(t,X(t), u(t))Tβ(t).
We can then give a answer to the question.
Theorem 6.1 (Partial Information Necessary Maximum Principle).
Suppose uˆ ∈ AE is a local maximum for J(u), meaning that for all bounded
β ∈ AE there exists a δ > 0 such that uˆ+ ²β ∈ AE for all ² ∈ (−δ, δ) and
h(²) := J(uˆ+ ²β), ² ∈ (−δ, δ)
is maximal at ² = 0. Suppose there exists a solution (pˆ(t), qˆ(t), rˆ(t, z)) to the
adjoint equation
dpˆ(t) = −∇xH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))dt+ qˆ(t)dB(t)
+
∫
Rn0
rˆ(z, t)N˜(dz, dt),
and
0 ≤ E
[
lim
t→∞[pˆ(t)
T (X(t)− Xˆ(t))]
]
<∞,
for all u ∈ AE and p(t)Y (t, ²) converges as t → ∞, uniformly in ², where
Y (t, ²) := ∂∂²X
uˆ+²β. Moreover assume that if Yˆ (t) = Y (uˆ,β)(t), with corre-
sponding coefficients λˆi, ξˆij, ζˆij, we have
E
[
Yˆ (t)T [qˆqˆT (t) +
∫
Rn0
rˆrˆT (t, z)ν(dx)]Yˆ (t)dt
]
<∞,
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and
E
[∫ ∞
0
pˆT (t)[ξˆξˆT (t, Xˆ(t), uˆ(t)) +
∫
Rn0
ζˆ ζˆT (t, Xˆ(t), uˆ(t), z)ν(dz)]pˆ(t)dt
]
<∞.
Then uˆ is a stationary point for E[H|E ] in the sense that for all t ≥ 0,
E[∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))|Et] = 0.
Proof. Since
0 ≤ E
[
lim
t→∞[pˆ(t)
T (X(t)− Xˆ(t))]
]
,
we have that
E
[
lim
t→∞[pˆ(t)
TX uˆ+²β(t)]
]
≥ E
[
lim
t→∞[pˆ(t)
TX uˆ(t))]
]
,
for all β ∈ AE for some ². Define
g(²) = lim
t→∞[pˆ(t)
TX uˆ+²β(t)],
so that
Eg(²) ≥ Eg(0),
for all β ∈ AE . This means that
d
d²
(Eg(²))²=0 = 0.
So
0 =
∂
∂²
(E
[
lim
t→∞[pˆ(t)
TX uˆ+²β(t)]
]
)|²=0
= E
[
∂
∂²
( lim
t→∞[pˆ(t)
TX uˆ+²β(t)])|²=0
]
= E
[
lim
t→∞[pˆ(t)
T ∂
∂²
(X uˆ+²β(t))|²=0]
]
.
the interchanging of the limit w.r.t. the derivative operator holds for uniform
limits with uniform convergence of the derivative. Interchanging derivative and
integration is justified if∣∣∣∣ ∂∂² ( limt→∞[pˆ(t)TX uˆ+²β(t, ω)])|²=0
∣∣∣∣ ≤ F (ω),
for some integrable function F . Now let
h(²) = J(uˆ+ ²β),
so that we have
0 = h′(0)
= E
[∫ ∞
0
{
∇xf(t, Xˆ(t), uˆ(t))T d
d²
X uˆ+²β(t)|²=0 +∇uf(t, Xˆ(t), uˆ(t))Tβ(t)
}
dt
+ lim
t→∞[pˆ(t)
T d
d²
(X uˆ+²β(t))|²=0]
]
.
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Using Ito¯’s Lemma we get
E
[
lim
t→∞[pˆ(t)
T d
d²
(X uˆ+²β(t))|²=0]
]
= E
[∫ ∞
0
{
pˆ(t)
[
∇xb(t, Xˆ(t), uˆ(t))T d
d²
X uˆ+²β(t)|²=0 +∇ub(t, Xˆ(t), uˆ(t))Tβ(t)
]T
+
d
d²
X uˆ+²β(t)|²=0(−∇xH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))
+ q(t)(∇xσ(t, Xˆ(t), uˆ(t))T d
d²
X uˆ+²β(t)|²=0 +∇uσ(t, Xˆ(t), uˆ(t))Tβ(t)
+ rˆ(t, z)(∇xθ(t, Xˆ(t), uˆ(t))T d
d²
X uˆ+²β(t)|²=0 +∇uθ(t, Xˆ(t), uˆ(t))Tβ(t)ν(dz)
}
dt
]
.
Since
∇uH(t, x, u, p, q, r) = ∇uf(t, x, u) +∇ub(t, x, u)p(t) +∇uσ(t, x, y)q(t)
+
∫
Rn0
∇uθ(t, x, u, z)r(t, z)ν(dz),
and
∇uH(t, x, u, p, q, r) = ∇xf(t, x, u) +∇xb(t, x, u)p(t) +∇xσ(t, x, y)q(t)
+
∫
Rn0
∇xθ(t, x, u, z)r(t, z)ν(dz),
we have
0 = E
[∫ ∞
0
{
∇uf(t, Xˆ(t), uˆ(t)) +∇ub(t, Xˆ(t), uˆ(t))pˆT +∇uσ(t, Xˆ(t), uˆ(t))qˆT
+ rˆ∇uθ(t, Xˆ(t), uˆ(t))β(t))
}
dt
]
= E
[∫ ∞
0
∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))Tβ(t)dt
]
.
Define
β(s) := α1[t,t+h](s).
Then
E
[∫ t+h
t
∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))Tα(t)dt
]
= 0.
Differentiating with respect to h at h = 0 gives
E
[
∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))Tα
]
= 0.
Since this holds for all E measurable α, we have that
E
[
∇uH(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))Tα|E
]
= 0,
which proves the theorem.
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