We present a class of extended Kuramoto models describing a flocking motion of particles on the infinite cylinder and provide sufficient conditions for the asymptotic formation of locked solutions where the distance between particles remains constant. Our proposed model includes the complex Kuramoto model for synchronization. We also provide several numerical simulation results and compare them with analytical results.
Introduction
The purpose of this paper is to present a new class of interacting particle systems exhibiting a flocking motion on an infinite cylinder, and to provide the conditions for the existence of locked solutions. The terminology "flocking" represents phenomena in which autonomous multi-agents, using only limited environmental information and metric and topological nonlinear interactions, 3, 5, 9 organize into an ordered motion, e.g. flocking of birds, schooling of fishes, swarming of bacteria in biological organism. 4, 15, 33, 45, 46 Flocking phenomenon, which is one of the collective behaviors of interacting particle systems, is ubiquitous in our nature and daily life, e.g. chorusing of fireflies, synchronous firing of neurons, hand clapping in a concert hall, etc. The mathematical study for these collective behaviors was pioneered by Winfree 48, 49 and Kuramoto. 28, 29 They introduced weakly coupled phase models for such collective phenomena. Emergence of a flocking is one of the simple collective modes often found in multi-agent systems, and recently it has been extensively studied for the purpose of engineering and biological applications in the formation control of robots, unmanned aerial vehicles, sensor networks and brain networks, etc. 30, 35, 36 In this paper, we use flocking in a general sense to involve similar phenomena such as swarming, herding and schooling appearing in animal groups. Recently, several mathematical particle models for flocking have been proposed in Refs. 10-14 and 47, with the mind of modeling of flocking phenomena in the collection of autonomous vehicles, human society, biological systems and neural networks from diverse scientific areas such as control theory, applied mathematics, biology and statistical physics etc. However, most mathematical models deal with particles moving on the Euclidean space, hence there are very few results on the non-Euclidean space such as the sphere, torus and infinite cylinder etc., the latter being identified with the domain T × R. The purpose of this paper is to introduce a simple continuous-time dynamical system representing the flocking phenomena on the infinite cylinder T × R generalizing the Kuramoto flow 28, 29 as a special case. It turns out that our proposed model includes a complex variant of the Kuramoto model for synchronization, a which formally complexifies the real-valued phases into complex-valued phases (see Ref. 32 for a related work). Our motivation of the proposed new model is twofold. First, the Kuramoto model 28, 29 describes a dynamics of active point rotors on the circle, therefore their phases are identified as long as their phase differences are multiple of 2π. This identification procedure loses detailed dynamic features, for example let us consider a two-oscillator system consisting of two identical oscillators. To reach the phase-synchronized state, there can be two different routes. Before the 2π-identification procedure, two oscillators do have the same phase or their phase difference is nonzero multiples of 2π. However, after this 2π-identification procedure, we cannot tell which route happens to reach the phase-synchronization. Our proposed model (2.1) can register dynamic routes toward the phase synchronization. Secondly, we are interested in the dynamics of particle system moving on twodimensional manifolds, say as infinite cylinder, a sphere, etc. Our proposed model is in fact a dynamical system for flocking on the infinite cylinder. We can easily extend our modeling procedure for the flocking dynamics on two-dimensional manifolds with only one chart. Our proposed first-order model for x-component describes the Kuramoto model with time-dependent interaction weights via the y-components of the particles. In contrast, the dynamics for y-component is designed to confine the y-component of particle's position to a bounded region. The rest of the paper is divided into four sections. In Sec. 2, we briefly discuss our proposed model and its setting for flocking. In Secs. 3 and 4, we provide the detailed estimates on the existence of locked states (see Definition 2.1) time-asymptotically. Our estimates rely on the existence of forward time trapping sets and then Gronwall's type estimates for the projected diameters for x-and ycomponents. Moreover, we obtain formally the mean-field limit from the particle model to the kinetic model. In Sec. 5, we provide several numerical results which confirm our analytical results in Secs. 3 and 4.
Description of the Model and Setting
In this section, we introduce a model for the dynamics of particles on the domain T × R, and present a framework for the synchronization to the proposed model.
Let (x i , y i ) ∈ T × R be the phase variables of the ith particle with a natural velocity (v i , w i ). Consider an interacting particles system on the periodic domain T × R:
subject to initial data:
In (2.1), K i are the non-negative coupling strengths, i = 1, 2, (v i , w i ) is the natural velocity of the ith particle, b which is assumed to be a random variable extracted from some given density function g = g(v). Since we are mainly interested in the finite number of particles case (not in the mean-field limit N → ∞, which is just sketched in Remark 4.1), the exact form of g is irrelevant in the following analysis. The functions ω 1 , ω 2 and Γ are real-valued functions satisfying the following structural conditions: (i) ω 1 , ω 2 and Γ are analytic.
(ii) ω 1 is even and ω 1 > 0 on R.
(iii) ω 2 is even and ω 2 (0) > 0.
(iv) Γ is odd and xΓ (x) > 0 for x = 0, Γ (0) = c 2 > 0.
(2.2)
b We use the notion of natural velocity in analogy with natural frequency (phase velocity) for the Kuramoto model, i.e. when there is no coupling K i = 0, the velocities of particles exactly coincides with natural velocities. In the special situation y i0 = 0 for any i, then y i (t) ≡ 0 and the system (2.1) reduces to the Kuramoto model:
Remark 2.1. The analyticity of ω i and Γ are employed to guarantee the nonaccumulation of crossing times between particles; other than that, C 2 -regularity assumptions will be enough for the estimates of flocking.
To better explain the above structural hypotheses, let us present a motivating example for that framework as below.
Example 2.1. Consider a group of particles moving on the infinite cylinder which is a two-dimensional manifold. Note that the infinite cylinder can be identified as [0, 2π]× R ⊂ C. Let z k be the position of k-particle which is assumed by z k +2mπ ≡ z k , m ∈ Z. We assume the dynamics of z k is governed by the complex Kuramoto model:
where Ω k is the natural velocity of kth particle, which is a random variable extracted from complex distribution function g(Ω). We set
On the other hand, note that
Hence the components x k and y k satisfy
Finally, the system (2.3) belongs to the class of models defined as above. Since the solutions to the system (2.1) are unbounded, it is preferable to take the unbounded part away from the beginning. For this, as in Ref. 17 , we introduce a center-of-mass system:
and the fluctuations around the averaged quantities:
Then the macro and micro quantities satisfy
and
Then it is easy to see that
Afterwards we provide the definition of the formation of "locked state" asymptotically for the interacting particle system. 
where d ij is a non-negative constant only depending on i and j.
Remark 2.2.
(1) Note that the relation (2.4) implies that relative velocities go to zero asymptotically, i.e.
where p 1 i and p 2 i are the first and second velocity components of ith particle, i.e.
(2) The locked states correspond to the traveling wave solution whose structure is invariant under the dynamic flow (2.1). In Ref. 22 , the flocking states were defined as states where the diameter of spatial configurations is bounded, whereas the diameter of velocity configurations is zero, i.e. velocity concentration. 
Formation of Locked States: Identical Particles
In this section, we present the formation of locked states for identical particles:
Then the system (2.1) becomes
Let M ,M and m,m be indices such that
and we define the projected diameters of the position configuration as follows:
Due to analyticity assumptions (i) in (2.2), for identical particles there will be no crossing between particles in finite time. Therefore D(x) and D(y) are infinitely differentiable and, in particular, the indices M ,M , m, andm are indeed independent from t. Before we proceed further, we briefly outline how to show the flocking phenomena. First, we identify the positively trapping set (invariant set): once initial configurations lie in that set, the configurations are confined in that set afterward. Secondly, we derive suitable linear Gronwall type differential inequalities for the diameters, and finally we use Gronwall's lemma to derive the exponential convergence of diameters to zero. This establishes the existence of locked states asymptotically.
Uniform boundedness of D(x(t)) and D(y(t))
As in the previous subsection, we first study the uniform bound for the diameters.
be the smooth solution to (3.1) satisfying the initial size condition: Proof.
Then we have
Step A. Let T ∈ (0, +∞) be any number and suppose that the phase-
For the time-interval [0, T ), we have
where we used the following facts for any t ∈ [0, T ):
This implies
Step B. We define a set C 0 and a number T 0 * as follows:
namely, ε ∈ C 0 = ∅. Clearly, the choice of ε depends on the initial phase diameter D(x 0 ). We now claim T 0 * = +∞. Indeed, we assume by contradiction T 0 * < +∞. Then this yields
Then we can apply the result of Step A to get
which gives the contradiction to (3.2), and we conclude that Note that in view of assumptions (2.2), the weight function ω 2 satisfies ω 2 (0) > 0 and it is continuous, which implies that there exists δ > 0 such that
Then, under a stricter assumption on the initial diameter D(x 0 ), we are able to obtain a bound for D(y(t)) as follows.
be the smooth solution to (3.1) satisfying the initial size condition:
Then we have
Proof. We basically follow the same argument as in Lemma 3.1, with the only difference that we do not require an explicit bound for D(y 0 ). In the (forward in time) maximal interval of existence of the solution [0, T ), we have
where we used (2.2), Lemma 3.1, (3.3) and (3.4), and
This clearly implies
Thus T = +∞ and the proof is complete.
Decay estimate of D(x(t)) and D(y(t))
Here, we present exponential decay estimates for D(x(t)) and D(y(t)).
be the smooth solution to (3.1) satisfying the initial size condition (3.4). Then we have 
Proof. (i) (Upper bound estimate). We estimate the evolution ofx M andx m separately. For any t ≥ 0, we use the following ingredients together with (2.2) and Lemmas 3.1 and 3.2:
Hence we obtain for any t > 0:
To estimate the evolution ofx m for t ≥ 0, we use the same arguments as before, employing this time:
Finally, we combine the two inequalities obtained above to conclude with the following control for the projected diameter D(x(t)) for any t ≥ 0:
Then it follows from the standard Gronwall lemma that for any t ≥ 0 (ii) (Lower bound estimate). We use the same arguments as in (i), Lemma 3.2 and the elementary inequalities:
to obtain for any t ≥ 0:
This yields
and the proof is complete, using the standard Gronwall lemma once again.
be the smooth solution to (3.1) satisfying the initial size condition (3.4). Then we have
where
Proof. (i) (Upper bound estimate). As before, we estimate the evolution ofŷM andŷm separately. For any t ≥ 0, we use the following ingredients together with the assumptions (2.2):
Hence we obtain for any t ≥ 0:
To estimate the evolution ofŷm for t ≥ 0, we use the same arguments as before, employing this time: and we end up with
Finally, we combine the two inequalities obtained above to conclude with the following control for the projected diameter D(y(t)) for any t ≥ 0:
Then it follows from the standard Gronwall lemma that for any t ≥ 0:
(ii) (Lower bound estimate). We use the same arguments as before, assumption (2.2) and the elementary inequalities
Finally, using once again the standard Gronwall lemma, this yields
and the proof is complete.
Remark 3.1. Concerning the smallness assumption (3.4), a couple of comments can be made as follows.
• Besides the "natural" assumption D(x 0 ) < π, needed to have the right sign in the coupling term of (3.1) 1 , in our proofs, starting from Lemma 3.2, we require the stricter assumption (3.4). It is worth to underline that this is not a "perturbationlike" assumption, but we are assuming that the initial diameter D(x 0 ) to be confined where the weight ω 2 is positive, which is again natural, if we look at the coupling term in (3.1) 2 . In other words, in specific examples, this assumption could indeed be weaker than D(x 0 ) < π, or it could be of the same "order of smallness", as in the complex Kuramoto system (2.3), for which it reads D(x 0 ) < π/2. Obviously, if in our general framework, we require ω 2 to be positive only at zero, then this could result in a significative restriction for D(x 0 ). • It is possible to avoid such extra smallness condition, by modifying (ii) of (2.2) as follows: 
Formation of Locked-States: Non-Identical Particles
In this section, we present the formation of locked states for non-identical particles under the additional assumption for (ii) in (2.2) as follows:
We set
Uniform boundedness

We study the uniform bound estimates for D(x(t)) and D(y(t)).
Then we list several assumptions on the initial data.
• (H1): The particles are non-identical and the coupling strength constants are sufficiently large so that
where c 1 and δ are defined in (4.1) and (3.3) respectively, and D ∞ 1 is the unique root of the following trigonometric equation: 
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• (H2): Initial phase fluctuation is sufficiently small so that
where c 2 and m δ are defined in (2.2) 
Then we have for any t > 0:
Proof. (i) We set
Note that since 0 ∈ C and D(x(t)) is continuous, this set contains at least some interval [0, ε) for some small positive constant 0 < ε 1. The proof is complete if T * = ∞. Assume by contradiction T * < +∞. Since D(x(t)) is continuous and T * := sup C, we have
Below, we shall obtain lim t→T * − D(x(t)) < D ∞ 1 to get a contradiction. By the analyticity of the solution, the set of collision times is discrete, say
For k ≥ 1, we denote withx M k andx m k the maximal and minimal fluctuations in the interval (t k−1 , t k ). Then we estimate the maximal and minimal fluctuations separately in this time interval. 
In a similar way, we can prove for any t ∈ (t k−1 , t k ):
We combine the above estimates to obtain the following inequality for the diameter D(x(t)): Hence, the Gronwall lemma implies for any t ∈ (t k−1 , t k ):
Repeating the same arguments for any k ≥ 1, the same inequality indeed holds for a.e. t ∈ [0, T * ], namely, away from the discrete points t n . Thus, if we take t → T * − on both sides of (4.4) and use
we obtain
which is in contradiction with (4.3).
(ii) Similarly, we set
and we shall prove T * = +∞, again by contradiction. Therefore, suppose T * < +∞. Then we have
For k ≥ 1, we set as before the maximal and minimal fluctuationsŷM k andŷm k for t ∈ (t k−1 , t k ). Using similar arguments, we obtain for any t ∈ (t k−1 , t k ): 
We combine the above estimates to obtain the following inequality for the diameter D(y(t)):
Hence, the Gronwall lemma implies for any t ∈ (t k−1 , t k ):
As in point (i), the same inequality is valid for a.e. t ∈ [0, T * ], and, if we take t → T * on both sides of it, we end up with the same contradiction and the proof is complete.
Decay estimate of velocity fluctuations
In this part, we present the main result of this section, that is the time-decay estimates for the velocity fluctuations. We shall obtain this result, provided that the coupling strengths K 1 and K 2 (and hence K) are sufficiently big. In this limit, D ∞ 1 defined in (H1) tends to zero, and therefore this will lead to an extra smallness assumption for the initial fluctuations D(x 0 ) and D(y 0 ) (see (H2)). If we define
then we havep 
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We differentiate the system (4.2) with respect to the time t to obtain dp
(4.5)
Then we define the 1 -norm of the velocities as follows:
Now we are ready to prove our main result. 
If in addition the coupling strengths K 1 and K 2 are sufficiently large, then there exists a postive constant C(K 1 , K 2 ), which only depends on K 1 , K 2 , such that
Proof. As already noticed before, we have
Thus, in view of Lemma 4.1, in this limit we have 6) where M 1 is defined by We use the first equation in (4.5) to get
We use the estimates in (4.6) to find
where we used the conservation law:
We combine (4.7) and (4.8) to get
On the other hand, we also note that, in the same limit as before,
where M 2 is defined by We use the second equation in (4.5) and (4.10) to get
If we sum up (4.9) and (4.11) over i, we have
we can choose K 1 and K 2 sufficiently large to satisfy
where C(K 1 , K 2 ) is positive constant only depends on K 1 and K 2 . Then for such
and the proof is complete in view of the standard Gronwall lemma. Before we finish this section, we are going to present the mean-field limit of the system (2.1), as the number of particles goes to infinity. The methodology employed in Refs. 6 and 21 can be used to prove the rigorous justification of the mean-field limit and the existence of measure-valued solutions.
Remark 4.1. Let f = f (x, y, t) be the one-point particle distribution function at spatial position (x, y) ∈ T × R and at time t. By the standard BBGKY hierarchy, we can derive the following scalar PDE: 12) where the functions F i (f ), i = 1, 2, are given by
(4.13)
Numerical Simulations
In this section, we provide some numerical simulations confirming the analytical results obtained in previous sections for the special case (2.3).
For numerical simulations, we employed the fourth-order Runge-Kutta scheme.
Identical case
We first explain the numerical simulation performed in Fig. 1 . For the simulation, we employed
The initial phase configuration {(x i0 , y i0 )} 100 i=1 has been generated randomly from the uniform distribution (0, It is easy to see from Figs. 1(e) and 1(f) that both D(x(t)) and D(y(t)) decay exponentially to zero.
Non-identical case
Firstly we explain the numerical simulation performed in Fig. 2 . 
