Abstract. In this paper, we would like to propose a fundamental question about a higher dimensional analogue of Dirichlet's unit theorem. We also give a partial answer to the question as an application of the arithmetic Hodge index theorem.
Introduction
Let X be a d-dimensional, generically smooth, normal and projective arithmetic variety. Let Rat(X) (1) D is pseudo-effective.
(2) D + (ϕ) R is effective for some ϕ ∈ Rat(X)
Obviously (2) implies (1) . Moreover, ifĤ 0 (X, aD) {0} for some a ∈ R >0 , then (2) holds. Indeed, as we can choose φ ∈ Rat(X) × with aD + (φ) ≥ 0, we have
and D + (φ 1/a ) R ≥ 0. In the geometric case, (1) does not necessarily imply (2) . For example, let ϑ be a divisor on a compact Riemann surface M such that deg(ϑ) = 0 and the class of ϑ in Pic(M) is not a torsion element. Then it is easy to see that ϑ is pseudo-effective and there is no element ψ of Rat(M) × ⊗ Z R such that ϑ + (ψ) R is effective (cf. Remark 3.1.4). In this sense, the above question is a purely arithmetic problem.
We assume d = 1, that is, X = Spec(O K ), where K is a number field and O K is the ring of integers in K. Let K(C) be the set of all embeddings K into C and let ξ be an element of R K(C) such that σ∈K(C) ξ σ = 0 and ξ σ = ξσ for all σ ∈ K(C). As we will observe in Subsection 3.4, (0, ξ) + (ϕ) R ≥ 0 for some ϕ ∈ Rat(X) which is nothing more than Dirichlet's unit theorem. In this sense, the above problem is a generalization of Dirichlet's unit theorem on arithmetic varieties. The following theorem is our partial answer to the above question. On an arithmetic curve, the assertion actually follows from Dirichlet's units theorem. On a higher dimensional arithmetic variety, it is a consequence of arithmetic Hodge index theorem and Dirichlet's units theorem. Our theorem however treats only the case where D is scanty. For example, if D is ample, the problem seems to be difficult to get a solution. For this purpose, we introduce a notion of multiplicative generators of approximately smallest sections.
Let ( ) R : Rat(X) × R → Div(X) R be the natural extension of the homomorphism Rat(X) × → Div(X) given by φ → (φ). Here we define Γ × R (X, D) to be
(X(C)) be a homomorphism given by ϕ → log |ϕ|. It extends to a linear map ℓ R : Rat(X)
(X(C)). For ϕ ∈ Rat(X) × R , we denote exp(ℓ R (ϕ)) by |ϕ|. If ϕ ∈ Γ × R (X, D), then |ϕ| exp(−g/2) is continuous (cf. Lemma 3.1.1), so that we define ϕ g,sup to be ϕ g,sup := max |ϕ| exp(−g/2) (x) | x ∈ X(C) .
Let ϕ 1 , . . . , ϕ l be elements of Rat(X) × R . We say ϕ 1 , . . . , ϕ l are multiplicative generators of approximately smallest sections for D if, for a given ǫ > 0, there is n 0 ∈ Z >0 such that, for any integer n with n ≥ n 0 and H 0 (X, nD) {0}, we can find a 1 , . . . , a l ∈ R satisfying ϕ For example, as an application of the above compactness theorem and the arithmetic Riemann-Roch theorem on arithmetic curves, we can give a proof of Dirichlet's unit theorem (cf. Subsection 3.4), which indicates that the theory of arithmetic R-Cartier divisors is not an artificial material, but it actually provides realistic tools for arithmetic problems. Here we would like to give the following question: Conventions and terminology. We basically use the same notation as in [17] . Here we fix several conventions and the terminology of this paper. Let K be either Q or R. Moreover, in the following 3 ∼ 6, X is a d-dimensional, generically smooth, normal and projective arithmetic variety. means the fiber product over Spec(O K ) with respect to σ. Then {X σ } σ∈K(C) gives rise to the set of all connected components of X(C). For a locally constant function λ on X(C) and σ ∈ K(C), the value of λ on the connected component X σ is denoted by λ σ . Clearly the set of all locally constant real valued functions on X(C) can be identified with R K(C) . The complex conjugation map X(C) → X(C) is denoted by F ∞ . Note that F ∞ (X σ ) = Xσ. Let Div C (X) K be the set of all arithmetic K-Cartier divisors of C-type. Note that there are natural surjective homomorphisms Div C 0 (X) ⊗ Z R → Div C 0 (X) R and Div C ∞ (X) ⊗ Z R → Div C ∞ (X) R and that they are not isomorphisms respectively. For details, see [17] . For D ∈ Div C 0 (X) 5. The group of arithmetic principal divisors on X is denoted by PDiv(X). The homomorphism Rat(X) × → Div C ∞ (X) given by φ → (φ) has the natural extension
. For simplicity, ( ) K is occasionally denoted by ( ). We define PDiv(X) K to be
An element of PDiv(X) K is called an arithmetic principal K-divisor on X.
We denote the group of arithmetic K-Weil divisors of C 0 -type (resp. of
It is easy to see that there is a unique multi-linear form
7. For a set Λ, let R Λ be the set of all maps from Λ to R. The vector space generated by Λ over R is denoted by R(Λ), that is,
For a a a ∈ R Λ and λ ∈ Λ, we often denote a a a(λ) by a a a λ .
8. Let V be a vector space over R and let , be an inner product on V. For a finite subset {x 1 , . . . , x r } of V, we define vol({x 1 , . . . , x r }) to be the square root of the Gramian of x 1 , . . . , x r with respect to , , that is,
For convenience, we set vol(∅) = 1. Note that if V = R n and , is the standard inner product, then vol({x 1 , . . . , x r }) is the volume of the parallelotope given by
Preliminaries
In this section, we prepare several materials for later sections. Let us begin with elementary results on linear algebra.
Lemmas of linear algebra.
Here we would like to provide the following four lemmas of linear algebra. (1) For x ∈ M ⊗ Z R, there are x 1 , . . . , x l ∈ M and a 1 , . . . , a l ∈ R such that a 1 , . . . , a l are linearly independent over Q and x = x 1 ⊗ a 1 + · · · + x l ⊗ a l . (2) Let x 1 , . . . , x l ∈ M and a 1 , . . . , a l ∈ R such that a 1 , . . . , a l are linearly independent over Q. If s and a 1 , . . . , a s are linearly independent over Q.
(2) We set M ′ = Zx 1 + · · · + Zx l . Then, since R is flat over Z, the natural homomorphism M ′ ⊗ R → M ⊗ R is injective, and hence we may assume that M is finitely generated. Let M tor be the set of all torsion elements in M. Considering M/M tor , we may further assume that M is free. Note that the natural homomorphism 
Note that horizontal sequences are exact and vertical homomorphisms are injective. Therefore, we have 
In the case where Σ \ {x} consists of linearly independent vectors, the equality holds if and only if x is orthogonal to Σ \ {x} R . (3) We assume that Σ \ {x} consists of linearly independent vectors and x 0. If θ is the angle between x and Σ \ {x} R , then
Proof.
(1) If #(Σ) = 1, then the assertion is obvious, so that we may set Σ = {x 1 , . . . , x n }, where x 1 = x and n = #(Σ) ≥ 2. If x 2 , . . . , x n are linearly dependent, then vol(Σ) = vol(Σ \ {x 1 }) = 0. Thus the assertion is also obvious for this case. Moreover, if x 1 ∈ x 2 , . . . , x r R , then h = vol(Σ) = 0. Thus we may assume that x 1 , x 2 , . . . , x n are linearly independent. Let {e 1 , e 2 , . . . , e r } be an orthonormal basis of x 1 , x 2 , . . . , x r R such that {e 2 , . . . , e r } yields an orthonormal basis of x 2 , . . . , x r R .
We set x i = r j=1 a ij e j . Then h = |a 11 | and a i1 = 0 for i = 2, . . . , r. Further, if we set
(2) and (3) follow from (1). 
Proof. Clearly (2) implies (1). We assume x, x = 0 and x, y 0 for some y ∈ V. First of all, 0 ≥ y + tx, y + tx = y, y + 2t x, y for all t ∈ R. Thus, if we set t = − y, y / x, y , then the above implies y, y ≥ 0, and hence y, y = 0. Therefore, if we set t = x, y /2, then we have x, y 2 ≤ 0, which is a contradiction because x, y 0. Proof. Replacing e i by a i e i , we may assume that a 1 = · · · = a n = 1. If we set x = x 1 e 1 + · · · + x n e n for some x 1 , . . . , x n ∈ K, then we can show
Thus our assertions follow from easy observations. 
. It is easy to see that the map (M) by using (1) , that is,
is multi-linear and symmetric. 
converges weakly to
(1) This is a local question, so that we may assume that there are continuous plurisubharmonic functions φ 1 , φ 2 and d-closed positive currents
as required. The second assertion is obvious.
(2) The multi-linearity of B 
Otherwise, as the question is a local problem, we can find a sequence of C ∞ plurisubharmonic functions { f n } such that { f n } converges locally uniformly to 
) is a positive form, shrinking U x if necessarily, we can find λ > 0 such that (1) Let α be a positive continuous form of bidegree (1, 1) .
(for the definition of N l+1,l+1 (M), see Conventions and terminology 1).
(1) For each point x ∈ X, there are an open neighborhood U x of x, a plurisubharmonic function p x on U x and a C ∞ -function q x on U x such that f = p x + q x over U x . If we consider a smaller U x , then we can write α and dd c (q x ) as follows:
where (z 1 , . . . , z k ) is a local coordinate on U x . As (α ij (x)) is a positive definite hermitian matrix, we can find a positive number
Because of the compactness of X, there are finitely many x 1 , . . . , x r ∈ X with
is positive over U x i , as required.
(2) By our assumption, there are
Otherwise, by (1), we can take a positive C ∞ -form α of bidegree (1, 1) with f ∈ C 0 ad (X; α). Thus, by [1] or [17, Lemma 4 .2], we can find a sequence of
Thus (2) follows from the case where f is C ∞ .
(3) First we assume f is C ∞ . Then, as
and T is ∂-closed, we have
Note that
Thus we have the assertion in the case where f is C ∞ . In general, by using (1) of C ∞ -functions on M such that g n , h n ∈ C 0 ad (M; α) for all n ≥ 1 and (3) follows from the previous case.
From now on, we assume that M is compact and Kähler. Let T be a d-closed
Then we have the following proposition.
Proposition 1.2.3. I T is a symmetric and negative semidefinite bi-linear form on
that is, the following properties are satisfied:
(M) and let ω be a Kähler form of M. We assume that, 
Then, as ǫ
In particular, by (3),
Note that we can define a Laplacian ω by the equation:
Therefore,
=⇒ f is a constant, as required. 
Proof. Clearly we may assume that X is connected. Shrinking U if necessarily, we may identify U with {x ∈ C d | |x| < 1}. We set W = {x ∈ C d | |x| < 1/2}. In this proof, we define a Laplacian ω by the formula:
and that φ i is identically zero on X \ W. Thus we can find a C ∞ -function F i with
Note that f is continuous over X and log( f ) is C ∞ over X \ Z s , where
If f is a constant over X \ W, then our assertion is obvious, so that we assume that f is not a constant over X \ W. In particular, s 0. Since
Let us choose x 0 ∈ X \ W such that the continuous function f over X \ W takes the maximum value at x 0 . Note that
For, if Z s = ∅, then our assertion is obvious. Otherwise, f is zero at any point of Z s . Since log( f ) is harmonic over X \ (W ∪ Z s ), log( f ) takes the maximum value at x 0 and log( f ) is not a constant, we have x 0 ∈ ∂(W) by virtue of the maximum principle of harmonic functions. Thus the claim follows.
We set
which implies that
as required. The last assertion is obvious by our construction because F i = 0 in this case.
Hodge index theorem for arithmetic R-Cartier divisors
In this section, we would like to observe the Hodge index theorem for arithmetic R-Cartier divisors and apply it to the pseudo-effectivity of arithmetic divisors. A negative definite quadric form over Q does not necessarily extend to a negative definite quadric form over R. For example, the quadric form q(x, y) = −(x + √ 2y) 2 on Q 2 is negative definite, but it is not negative definite on R 2 . In this sense, the equality condition of Hodge index theorem for arithmetic R-Cartier divisors is not an obvious generalization. In addition, the equality condition is crucial to consider the pseudo-effectivity of R-Cartier divisors.
Throughout this section, X will be a d-dimensional, generically smooth, normal projective arithmetic variety. Moreover, let
be the Stein factorization of X → Spec(Z), where K is a number field and O K is the ring of integers in K.
Generalized intersection pairing on arithmetic varieties. Let Div
In general, we extend the above by multi-linearity (for details, see [17, § 6.4] ). Note [11, §5] . In this sense, this subsection provides a quick introduction to the generalized intersection pairing on arithmetic varieties.
Here we need to fix a notation. Let u 1 , . . . , u p ∈ (C 0 ∩ QPSH)(X(C)) R and B 1 , . . . , B p ∈ B 1,1 ad (X(C)). Let I be a non-empty subset of {1, . . . , p} and J = {1, . . . , p}\I. If we set I = {i 1 , . . . , i k } and J = {j 1 , . . . , j l }, then, by Lemma 1.2.1, the class of
does not depend on the choice of i 1 , . . . , i k and j 1 , . . . , j l , so that it is denoted by udd c (u I ) ∧ B J .
Proposition 2.1.1. 
, the assertion of (1) is obvious if we compare two local equations of the Green functions in E + F ′ and E ′ + F.
(2) In order to proceed with arguments, we need several notations. Let Z p (X) R be the set of all pairs (Z, T) such that Z is a codimension p R-cycle on X (i.e. Z = a 1 Z 1 + · · ·+ a r Z r for some a 1 , . . . , a r ∈ R and codimension p integral subschemes Z 1 , . . . , Z r of X) and T is a real current of bidegree
be the vector subspace generated by the following elements:
, where f is a rational function on some integral closed subscheme Y of codimension p − 1 and [log | f | 2 ] is the current defined by
, see Conventions and terminology 1).
We set CH
Then we can define a homomorphism 
We prove it by induction on p. If p = 1, then the assertion is obvious, so that we assume p > 1. By the hypothesis of induction, we have
The left hand side is equal to
where J ′ = {2, . . . , p} \ I ′ . Moreover, the right hand side is equal to
. Therefore, we can see that
which is zero by the following Lemma 2.1.2.
Applying the above claim to the case where p = d, the first assertion follows. The second assertion can be easily checked by using its definition.
(3) For this purpose, it is sufficient to show that deg
for all n > 0. Then, using the continuity of vol, we can see deg
Then φ is continuous and
, we can take a sequence of C ∞ -functions {φ n } such that lim n→∞ φ n − φ sup = 0, and that φ ≤ φ n and φ n ∈ C 0 ad (X; α)
of C ∞ -type, and hence deg
by the continuity of vol, it is sufficient to see that
In addition, by (3) in Lemma 1.
for each i. Thus we have the assertion.
(3) By using the symmetry and multi-linearity of deg(
which is a straightforward calculation by using the definition in (2). 
does not depend on the choice of i 1 , . . . , i k and j 1 , . . . , j l , so that it is denoted by f (a I , b J ) .  Let a 1 , . . . , a s , b 1 , . . . , b s , c 1 , . . . , c s , d 1 Proof. We prove the lemma by induction on s.
Thus we assume s > 1. By the hypothesis of induction, we have
where 
respectively. Thus the lemma follows.
Hodge index theorem for arithmetic R-Cartier divisors.
First of all, let us fix notation. Let K be either Q or R. Let H be an ample K-Cartier divisor on X. Let D be a K-Cartier divisor on X and let E be a vertical K-Weil divisor on X.
We set E = Lemma 2.2.1. We assume that X is regular. Let P ∈ Spec(O K ) and let π −1 (P) = a 1 Γ 1 + · · · + a n Γ n be the irreducible decomposition as a cycle, that is, a 1 , . . . , a n ∈ Z >0 and Γ 1 , . . . , Γ n are prime divisors. Let us consider a linear map T P :
Proof. This is a consequence of Zariski's lemma (cf. Lemma 1.1.4). 
Lemma 2.2.2. We assume that X is regular. Let D be a K-Cartier divisor on X with
a ki Γ ki for each k = 1, . . . , n, where a ki ∈ Z >0 and Γ ki is a vertical prime divisor over P k . Since
by virtue of Lemma 2.2.1, we can find
for all k. Moreover, replacing x ki by x ki + na ki (n ≫ 1), we may assume that x ki > 0.
Here we set
Then D + E is divisorially π-numerically trivial.
First let us consider the Hodge index theorem for R-Cartier divisors on an arithmetic surface. It was actually treated in [2, Theorem 5.5]. Here we would like to present a slightly different version. 
Thus, by Proposition 1.2.3 and Zariski's lemma (cf. Lemma 1.1.4), in order to prove the assertions of the theorem, it is sufficient to see
under the assumptions (a), (b) and (c).
By (1) D l and a 1 , . . . , a l are linearly independent over Q. Let C be a 1-dimensional vertical closed integral subscheme. Since
Note that it holds for a 1 , . . . , a l ∈ Q by Faltings-Hriljac ([6] , [8] ). Moreover, each hand side is continuous with respect to a 1 , . . . , a l . Thus the equality follows in general. 
Finally let us consider the Hodge index theorem on a higher dimensional arithmetic variety. The proof is almost same as [14] , but we need a careful treatment at the final step.
Moreover, if the equality holds, then D
Proof. By (1) in Lemma 1.1.1, we can choose D 1 , . . . , D l ∈ Div(X) and a 1 , . . . , a l ∈ R such that a 1 , . . . , a l are linearly independent over Q and
and the equality holds if and only if η is a constant. Thus we may assume that η is a constant, that is, g = g ′ by replacing g l by g l + η/a l . By virtue of [14, Theorem 1.1], ) = 0. By using arithmetic Bertini's theorem (cf. [13] ), we can find m ∈ Z >0 and f ∈ Rat(X) × with the following properties: 
Therefore, by using [14, Lemma 1. 
and a 1 , . . . , a l are linearly independent over Q, we have deg(
, then L i is numerically trivial, and hence (L i ) C is also numerically trivial on X(C). This means that (L i ) C comes from a representation ρ i : π 1 (X(C)) → C × . Let ι be the natural homomorphism ι : π 1 (Y(C)) → π 1 (X(C)) and let ρ
be homomorphisms given by ρ = ρ
in Pic(Y Q ) ⊗ R, we have ρ ′ = 1. Note that ι is surjective (cf. [12, Theorem 7.4 ] and the homotopy exact sequence). Thus ρ = 1 because ρ ′ = ρ • ι. Therefore, by (2) in Lemma 1.1.1, the image of ρ i is finite for all i. This means that there is a positive integer n such that ( 
Proof. Let us consider the assertion of the lemma for D = (D, g):
. Let us consider the following lemma, which is a useful criterion of pseudo-effectivity.
Lemma 2.3.2. We assume that X is regular. Let D = (D, g) be an arithmetic R-Cartier divisor of C
∞ -type on X with the following properties:
Then D is not pseudo-effective.
Proof. Let B be an ample arithmetic R-Cartier divisor on X. We set A = D + B.
Here we claim the following:
Claim 2.3.2.1. There is an arithmetic R-Cartier divisor L = (L, h) of C ∞ -type with the following properties:
(a) L is ample on X Q .
We set L = D + (1 − α)B. The conditions (a), (b) and (c) are obvious. Moreover,
Let us go back to the proof of the lemma. Since L is ample on X Q , by Lemma 2.3.1, there are ϕ 1 , . . . , ϕ l ∈ Rat(X)
Furthermore, the above inequality also holds for a vertical prime divisor Γ because L is divisorially π-nef with respect to H.
In particular, if D is pseudo-effective, then
On the other hand, as deg(
This is a contradiction.
As consequence of Hodge index theorem and the above lemma, we have the following theorem on pseudo-effectivity: Proof. We assume that D Q PDiv(X Q ) R . Since D is numerically trivial on X Q , by Lemma 2.2.2, we can find an effective vertical R-Cartier divisor E such that D + E is divisorially π-numerically trivial with respect to H. Moreover, we can find an
, we may assume that η ≥ 0. By the Hodge index theorem,
2 ) < 0.
Thus (D + E, g 0 ) is not pseudo-effective by Lemma 2.3.2, and hence
is also not pseudo-effective. This is a contradiction.
Finally let us consider the following lemmas on pseudo-effectivity. Proof. Let A be an ample arithmetic R-Cartier divisor on X. Since D is pseudoeffective, D + (1/2)A is big. Moreover, z + (1/2)A is ample because z is nef. Therefore,
is big, as required.
Lemma 2.3.5. Let D be a vertical R-Cartier divisor on X and let η be an F ∞ -invariant continuous function on X(C). Let λ be an element of R K(C) given by λ σ = inf x∈X σ η(x) for all σ ∈ K(C). We can view λ as a locally constant function on X(C), that is, λ|
Proof. Let us begin with the following claim: 
is also pseudo-effective by Lemma 2.3.4.
For a given positive number ǫ, we set 
for all s ∈ H 0 (X(C), bA), b ∈ R ≥0 and all constant functions t on X(C). Let n be an arbitrary positive integer with n ≥ (2 log(C))/ǫ. Since (D, η) + (1/n)A is big, there are a positive integer m and
Thus, by the estimation (2.3.5.2), we have
Since log(C)/n ≤ ǫ/2,
As a consequence, (D, λ + ǫ) is pseudo-effective for any positive number ǫ, and hence (D, λ) is also pseudo-effective.
Dirichlet's unit theorem on arithmetic varieties
Let us fix notation throughout this section. Let X be a d-dimensional, generically smooth, normal and projective arithmetic variety. Let
3.1. Fundamental question. Let K be either Q or R. As in Conventions and terminology 2, we set Rat(X)
whose element is called a K-rational function on X. Note that the zero function is not a K-rational function. Let
given by φ → (φ) and φ → (φ) respectively. Note that
Conventions and terminology 2 and 5). Let
loc (X(C)) given by φ → log |φ|. It extends to a linear map
For ϕ ∈ Rat(X) × K , we denote exp(ℓ K (ϕ)) by |ϕ|. First let us consider the following lemma.
Lemma 3.1.1.
(
is continuous on X(C), so that we define ϕ g,sup to be
We have the following formulae in Rat(X)
Proof. (1) We set D = a 1 D 1 + · · · + a n D n and ϕ = ϕ
, where D 1 , . . . , D n are prime divisors, ϕ 1 , . . . , ϕ l ∈ Rat(X) × and a 1 , . . . , a n , x 1 , . . . ,
Here let us see that 
On the other hand, as
Thus the assertion follows. Therefore,
is also continuous around P.
(2) We use the same notation as in (1) . Note that
locally. Thus ϕ g,sup ≤ 1 if and only if g + n i=1 x i (− log |ϕ i | 2 ) ≥ 0, and hence (2) follows.
(3) For ϕ ∈ Rat(X)
. Thus the assertions in (3) are obvious.
By abuse of notation, we denote them by ord P and |·| σ respectively. Clearly, for ϕ ∈ K × ⊗ Z R, |ϕ| σ is the value of |ϕ| at σ. Moreover, by using the product formula on K × , we can see
Finally we would like to propose the fundamental question as in "Introduction".
Fundamental question. Let D be an arithmetic R-Cartier divisor of C 0 -type. Are the following equivalent ?
is ample, and hence D + A is big because D + A ≥ A − (ϕ) R . The observations in Subsection 3.4 show that the fundamental question is nothing more than a generalization of Dirichlet's unit theorem. Moreover, the above question does not hold in the geometric case as indicated in the following remark.
Remark 3.1.4. Let C be a smooth algebraic curve over an algebraically closed field. For ϑ ∈ Div(C) Q with deg(ϑ) = 0, the following are equivalent: (2)" is obvious. Conversely we assume (2) . Then if we set θ = ϑ + (ϕ) R , then θ is effective and deg(θ) = 0, and hence θ = 0. Thus
The above observation shows that if ϑ is a divisor on C such that deg(ϑ) = 0 and ϑ is not a torsion element in Pic(C), then there is no ϕ ∈ Rat(C)
In this subsection, we consider the following proposition.
Proof. In order to obtain the first assertion, we may clearly assume that ϕ 1 , . . . , ϕ l ∈ Rat(X) × . Let us begin with the following claim:
Claim 3.2.1.1. There is a constant M such that
Proof. Since X(C) is compact, it is sufficient to see that the above assertion holds locally. We set D = a 1 D 1 + · · · + a n D n , where a 1 , . . . , a n ∈ R and D 1 , . . . , D n are prime divisors. Let us fix P ∈ X(C) and let f 1 , . . . , f n be local equations of D 1 , . . . , D n around P respectively. Let g = i (−a i ) log | f i | 2 + h be the local expression of g with respect to f 1 , . . . , f r , where h is a continuous function around P. We set where α ik , β jk ∈ Z, u 1 , . . . , u n , v 1 , . . . , v l are units of O X(C),P and t 1 , . . . , t r are prime elements of O X(C),P . Then
Thus, if we put z i = r i exp( √ −1θ i ), then
Note that r
Thus the claim follows.
Let us choose a covering
of M with the following properties:
(a) For each j, there is a local parameter (w 1 , . . . ,
be a partition of unity subordinate to the covering {U j } N j=1
. Then
Note that there is a positive constant C j such that
Thus the lemma follows from the above claim.
Compactness theorem.
Let H be an ample arithmetic R-Cartier divisor on X. Let Γ be a prime divisor on X and let g Γ be an
(see, Conventions and terminology 6). Moreover, let C 0 0 (X) be the space of F ∞ -invariant real valued continuous functions η on X(C) with X(C) ηc 1 
The following theorem will provide a useful tool to find an element of Γ 
where R(X (1) ) is the vector space generated by X (1) over R (cf. Conventions and terminology 7). Then Υ(D) has the following boundedness: a a a,η)∈Υ(D) is bounded.
Proof. We set D = Γ d Γ Γ, g . Here we claim the following: Claim 3.3.1.1.
(1) For all (a a a, η) ∈ Υ(D) and Γ ∈ X (1) ,
and hence
as required.
By (1) in the above claim, {a a a Γ } (a a a,η)∈Υ(D) is bounded for each Γ. Further, by (2), there is a constant M such that
for all (a a a, η) ∈ Υ(D) and σ ∈ K(C), and hence
as desired. 
is convex and compact.
Proof. The convexity of the above set is obvious, so that we need to show compactness. We pose more conditions to the Γ-Green function g Γ , that is, we further assume that g Γ is of C ∞ -type and c 1 (Γ) ∧ c 1 (H) ∧d−2 = ν Γ c 1 (H) ∧d−1 for some locally constant function ν Γ on X(C). Note that this is actually possible. We set
Then there are α λΓ ∈ R and ξ λ ∈ Ξ X such that
Let us consider a linear map
given by T(a a a) = (T 1 (a a a), T 2 (a a a) ), where Thus λ a a a λ D λ = 0, and hence a a a = 0. Since Λ is finite, we can find a finite subset Λ ′ of X (1) such that the image of T is contained in
is also compact. 
Proof. Clearly we may assume that ϕ 1 , . . . , ϕ l are linearly independent in Rat(X) × R . Replacing g by g + λ (λ ∈ R) if necessarily, we may further assume that
We denote the above set by Φ. As
On the other hand, Φ is compact by Corollary 3. 
It is easy to see that, for any bounded
∈ B} is a finite set. Thus the assertion of the lemma is obvious.
We denote the set of all maximal ideals of O K by M K . For an R-Cartier divisor E = P∈M K e P P on X, we define deg(E) and Supp(E) to be Proof. This is obvious.
Lemma 3.4.3. If we set K
Proof. Let us consider a homomorphism α :
K and the image of α is a finitely generated. Thus the lemma follows from the above weak version of Dirichlet's unit theorem. 
Proof. This is a consequence of Minkowski's theorem and the arithmetic RiemannRoch theorem on arithmetic curves.
The following proposition is a core part of Dirichlet's unit theorem in terms of Arakelov theory, and can be proved by using arithmetic Riemann-Roch theorem and the compactness theorem (cf. Corollary 3.3.2 and Corollary 3.3.3). As a corollary, it actually implies Dirichlet's unit theorem itself (cf. Corollary 3.4.7). D) . Thus we may assume that D ∈ Div(X) in order to show "(i) =⇒ (iii)". For a positive integer n, we set
.
Thus, by Lemma 3.4.2, there is a finite subset 
) for all n > 0, and hence ψ g,sup ≤ 1, as required.
As corollaries, we have the following. The second one is nothing more than of Dirichlet's unit theorem. 
Proof. Clearly if the assertion holds for D, then so does for D + (0, c) for all c ∈ R. Thus we may assume that deg(D) = 0. We set D) , by using the product formula (3.1.2.1) in Remark 3.1.2, , . . . , a ′ s are linearly independent over Q and (0, ξ) = a
where α jk ∈ Z and P 1 , . . . , P l are distinct maximal ideals of O K . Then [19] ). Indeed, if we set
then Θ is a finite set by Lemma 3.4.2. Thus it is sufficient to show that, for
for all σ ∈ K(C). By using the product formula,
Therefore, D + (x) ∈ Θ, as required.
3.5. Dirichlet's unit theorem on higher dimensional arithmetic varieties. In this subsection, we will give a partial answer to the fundamental question as an application of Hodge index theorem. First we consider the case where d = 1. "(iii) =⇒ (i)" is obvious.
To proceed with further arguments, we need the following lemma. 
Proof. By Lemma 2.2.1, there are x 1 , . . . ,
This contradicts to Zariski's lemma (cf. Lemma 1.1.4).
Let M 1 , . . . , M n be effective Q-Cartier divisors as the above claim. If we set
The following theorem is a partial answer to the fundamental question. 
Let Div Cur (X) R be the vector space over R consisting of pairs (D, T), where D is an R-Cartier divisor D and T is an F ∞ -invariant (1, 1)-current of real type. We can assign an ordering ≥ to Div Cur (X) R in following way:
In the same way, we can define Div Cur (Y) R and the ordering on Div Cur (Y) R . Let
be the norm map. Then it is easy to see the following:
The first equation yields a homomorphism
Thus the claim follows from the above formulae. (a) E is effective.
Proof. Clearly we can choose P 1 , . . . , P l ∈ Spec(O K ) and β 1 , . . . , β l ∈ R such that if we set 
Let L = (L, k) be an effective R-Cartier divisor of C 0 -type. Then, since
by the above claim, we have
In particular, Proof. If we set a n = min{ h nmg,sup | h ∈ Γ × (X, nmD)}, then a n+n ′ ≤ a n a n ′ for all n, n ′ > 0. Thus it is easy to see that lim n→∞ a We choose a sequence {t t t n = (t n1 , . . . , t nr )} + (0, ǫ) ) ∅, we can find φ ∈ Γ × Q (X, D) with φ g,sup ≤ e ǫ/2 , and hence ψ g,sup ≤ e ǫ/2 . Therefore, ψ g,sup ≤ 1, as required.
