In my PhD thesis I study the termination problem of the chase algorithm, a central tool in various database problems such as the constraint implication problem, conjunctive query optimization, rewriting queries using views, data exchange, and data integration.
Introduction
The chase procedure is a fundamental algorithm that has been successfully applied in a variety of database applications [5, 12, 3, 11, 6, 8, 9, 1] . The basic idea of the chase is, given a database instance and a set of constraints as input, to fix constraint violations in the database instance. It is well-known that for an arbitrary set of constraints the chase does not necessarily terminate. In general, it is undecidable whether the chase terminates, given a set of TGDs as input, on the empty database [7] . Addressing this issue, we review the limitations of existing sufficient termination conditions for the chase and develop new techniques that allow us to establish weaker sufficient conditions. For the first time in the literature, we develop methods that allow us to ensure the termination of at least one chase sequence and not necessarily of all. We then study the interrelations of our termination conditions with previous conditions and the complexity of checking them. As another contribution, we study the problem of data-dependent chase termination and present sufficient termination conditions with respect to fixed instances. They might guarantee termination when our data-independent techniques cannot. As application of our techniques beyond those already mentioned, we transfer our results into the field of semantic query optimization in the presence of types.
Chase Termination
We divide the problem of chase termination into two branches. The first one studies dataindependent methods. As the term data-independent suggests, these chase termination conditions work for every database instance. In contrast the second branch studies methods that depend on a given database instance, which is why they are called data-dependent. Both branches are divided again into two subbranches, namely sequence-independent and sequence-dependent methods. Sequence-independent chase termination conditions can guarantee chase termination no matter what chase sequence has been taken during the execution of the chase, in difference to that sequence-dependent conditions give termination guarantees only for (at least) one chase sequence. So far, the only branch that has been considered in the literature are the data-and sequence-independent methods.
We want to point out that my thesis is the first study of sequence-dependent methods and data-dependent termination conditions at all. In the following we summarize the key concepts and ideas of our analysis and survey the main results.
Sequence-Dependent Termination: CT ∀∃
CT ∀∃ is the class of TGDs and EGDs that ensures the existence of at least one terminating chase sequence for every database instance. The literature on the chase lacks a systematic study of CT ∀∃ and concentrates solely on sequence-independent termination. We fill this gap by identifying decidable fragments of it in [16, 14] . To the best of our knowledge, these papers are the first study of sufficient termination conditions for the chase that do not ensure the termination of all chase sequences but of at least one.
But how can we safely apply the chase and be sure that the chase sequence we follow terminates? How can such a terminating sequence be found if we know that it exists? A general solution seems to be quite simple. We apply the chase in a breadth-first manner. 1 Using this technique, we can guarantee termination. However, this method is quite inefficient because it needs a lot of runtime to follow all chase sequences and it also uses a lot of memory.
The results of our study on sequence-dependent chase termination have an important additional property. We cannot only ensure that there is a terminating chase sequence, but we can statically determine it, while checking our termination conditions. This has an important implication. We do not have to apply the chase in the breadth-first, but in the usual depth-first manner, thus saving much time and space.
We show that stratification introduced in [7] does not generally ensure termination of every chase sequence, as stated by the authors of [7] , but of at least one chase sequence. Besides, we show that such a sequence can be statically determined independently of the input instance. Furthermore, we propose a possible correction of the stratification condition which ensures sequence-independent chase termination, as intended by the authors of [7], using the oblivious chase [4, 13] . This correction forms the basis for nearly all further results on sequence-independent chase termination.
Summary of Results on CT ∀∀
CT ∀∀ is the class of TGDs and EGDs such that the chase terminates for every possible input database instance and every chase sequence. The main idea of almost all of our termination conditions is as follows. The reason for infinite chase sequences is an infinite cascading of labeled nulls. Therefore our idea is, given a constraint violation I |= α(a) during the application of the chase algorithm, we try to estimate what values in a are null values that were newly introduced by the chase algorithm and have not been in the input instance. We provide different kinds of approximation which are used by our termination conditions. Figure 1 surveys our main results on CT ∀∀ from [14] and relates them to the previous termination condition weak acyclicity and to c-stratification, the corrected version
