Introduction
============

Autism spectrum disorder (ASD) and attention deficit hyperactivity disorder (ADHD) are among the most common diagnoses in children today, estimated to affect 1.5% and 9.5% of the pediatric population in the United States, respectively.^[@bib1],\ [@bib2]^ Although they are distinctly defined conditions, ASD and ADHD have considerable overlaps in their behavioral signatures, including impaired social interactions and increased impulsivity.^[@bib3]^ These symptomatic similarities can often complicate differential diagnosis for clinicians.

Developmental and neuropsychiatric disorders including ASD and ADHD are diagnosed through extensive behavioral examination by a team of clinicians. These diagnostic appointments, usually only accessible after referral from a general pediatrician, are rigorous and can last several hours. The time- and personnel-intensive natures of these appointments set the maximum capacity of specialized clinics far below the increasing demand for diagnostic evaluations. This bottleneck contributes to delays of months to even years from initial parental suspicion to clinical diagnosis,^[@bib4]^ despite many reports of parental concerns in children as young as 16 months,^[@bib5],\ [@bib6]^ and stable clinical identification of ASD as early as the age of 2.^[@bib7],\ [@bib8],\ [@bib9]^ These compounding roadblocks result in average ages of diagnosis of 4.5 years for ASD and 7 years for ADHD.^[@bib1],\ [@bib10]^

Currently, there is no screening tool or diagnostic instrument to directly differentiate between ASD and ADHD. Previously, we applied machine learning to score sheets of gold-standard autism diagnostic instruments such as the Autism Diagnostic Observation Scale^[@bib11]^ (ADOS) and Autism Diagnostic Interview-Revised^[@bib12]^ (ADI-R) to develop screening tools that could accurately distinguish ASD from non-ASD with a reduction in questions of up to 92%.^[@bib13],\ [@bib14],\ [@bib15],\ [@bib16],\ [@bib17]^ To build on these methods and to fill the gap left by the lack of a dedicated ASD-ADHD screener, we applied machine-learning to score sheets of the Social Responsiveness Scale^[@bib18]^ (SRS) to determine (1) whether the SRS could be used to distinguish ASD from ADHD and (2) whether this distinction could be made using a small subset of the questionnaire's 65 items. In that experiment, we demonstrated that only five items were necessary to discriminate between the ASD and ADHD classes with \>96% accuracy.^[@bib19]^ In the present work, we employ improved machine learning methods to train a model on the entirety of our archival sample, and test the performance of this classifier on a novel, independently collected validation set.

Materials and methods
=====================

Data collection
---------------

We obtained Stanford institutional review board approval (eProtocol 35161) to collect survey data from parents of children aged 2--17 years. We utilized crowdsource recruitment methodology,^[@bib20],\ [@bib21],\ [@bib22],\ [@bib23],\ [@bib24]^ allowing our outreach to extend across the United States. Mainstream social media networking platforms, such as Facebook, Twitter, general press releases and Yahoo Groups, were targeted to inform the community of the study via recruitment flyers that clearly expressed our goals and a link to the study website. In addition, we engaged with developmental delay and parent support groups as well as relevant startup companies (for example, Cognoa, Palo Alto, CA, USA) to send direct invitation links for participation to parents who had subscribed to their email lists.

The survey was administered online via RedCap;^[@bib25]^ all responses were anonymous. We electronically consented the parents and collected the child's general demographic information (gender, age, race, ethnicity and annual household income) as well as how they learned about the study and whether the child had any existing clinical diagnosis of a developmental or neuropsychiatric disorder. We also asked the parents to answer 15 questions about their child's daily behavior identified from machine learning analysis of the SRS. These behavioral questions corresponded to the top-ranked items identified in our initial analysis.^[@bib19]^

Survey responses were collected from 26 January to 12 March 2016. During this time frame we had 2506 total participants, 1693 of which submitted complete responses. Of the completed responses, 1643 participants responded to our optional crowdsourcing question, inquiring how they learned of the study. In all, 38.2% (*n*=628) are from email listservs of organizations, 21.4% (*n*=351) are from parent support groups, 18.7% (*n*=307) are from Facebook, 3.4% (*n*=56) are from friend referrals, 1.5% (*n*=24) are from other social media outlets (such as forums), 1.2% (*n*=20) are from news articles, 0.4% (*n*=6) are from Twitter and 15.3% (*n*=251) are from other platforms not specified above.

As our selection criteria were not limited by diagnosis, we selected the subset of responses from parents of children with only ASD (*n*=248) or only ADHD (*n*=174) to serve as our survey sample. For this survey data set, diagnoses of ASD or ADHD were provided as parent report. The average age of the ASD survey sample was 8.2±4.3 years and the average age of the ADHD survey sample was 10.4±3.6 years. The survey ASD sample was 80.6% male (*n*=200) and the survey ADHD sample was 65.5% male (*n*=114).

The data set from our initial analysis comprised 2925 complete SRS score sheets compiled from the Boston Autism Consortium, the Autism Genetic Resource Exchange and the Simons Simplex Collection data repositories. In the archival data set, diagnoses of ASD were physician-confirmed and diagnoses of ADHD were reported as part of an extensive family medical history. For each ASD (*n*=2775) and ADHD (*n*=150) subject, we subset the 15 items that corresponded to our survey questions and refer to this data set here as our archival sample. The average age of our archival ASD sample was 9.2±3.9 years and the average age of the ADHD survey sample was 11.3±3.2 years. The archival ASD sample was 83.9% male (*n*=2328) and the archival ADHD sample was 62% male (*n*=93). It is important to note that the majority of ADHD subjects in the archival sample were siblings of ASD subjects. This is a consequence of the data collection protocols of the studies included in the databases listed above.

Machine learning
----------------

The aim of this study was to select the algorithm that best distinguishes between ASD and ADHD, given a set of items derived from the SRS and to test the performance of this classifier on a novel data set. All machine learning training and testing was carried out in Python using the package Scikit Learn.^[@bib26]^ We selected the best-performing algorithms from our initial analysis to test in this validation experiment; support vector classification (SVC), Logistic Regression with *l*~1~ Regularization (Lasso), Logistic Regression with *l*~2~ Regularization (Ridge) (Referred to as \'Logistic Regression\' in our initial publication) and linear discriminant analysis (LDA). We elected to also include Elastic Net (ENet), a logistic regression model that incorporates both *l*~1~ and *l*~2~ regularization, as both the Lasso and Ridge models performed well in our previous work.

We performed three unique machine learning experiments to test how well our classifiers can generalize to new data. First, we trained each of our five algorithms on the archival sample and tested on the survey sample. Owing to the imbalance of the ASD (*n*=2775) and ADHD (*n*=150) classes in our archival sample, we performed random subsampling on the ASD training set to achieve the same ratio of ASD to ADHD (1.25:1) as the survey sample. The 100 resulting training sets consisted of 214 ASD and 150 ADHD archival data points. We fit all five models to each subsampled training set, using the Grid Search function to optimize the parameters for each model. The Grid Search function accepts arrays of possible parameter values for each algorithm as input and performs an internal cross-validation (CV) on the training data set to identify the best combination of parameter values. By default, stratified three-fold CV is used to determine the optimal combination of parameter values. The parameter values that achieve the highest accuracy on the held out fold are chosen, and the model is fit to the entire training set using those optimal parameter values. Parameter value arrays tested here were as follows: *C*=(0.01, 0.1, 1, 10) for Lasso and Ridge; *C*=(0.01, 0.1, 1, 10), kernel=(linear, rbf) for SVC; alpha=(0.05, 0.1, 0.15, ..., 1), *l*~1~ ratio=(0.05, 0.1, 0.15, ..., 1) for ENet; solver=(lsqr, eigen), shrinkage=(none, auto) for LDA. After training and parameter tuning were complete, we tested each of the five unique models on our entire survey sample and recorded the receiver operating characteristic--area under the curve (ROC--AUC). To estimate the average performance of each model on the novel testing data, we repeated this training and testing process 100 times, always subsampling from the archival data for the training set and testing on the entire validation set.

Next, we used the survey sample as our training data set and tested on the archival sample. Each of our five algorithms was trained using the previously described Grid Search parameter tuning method on the entirety of the survey sample. To estimate the performance of these five survey-trained algorithms, we tested each classifier on 100 random subsamples of the archival data set, using the 1.25:1 ASD to ADHD ratio above, and recorded the ROC--AUC for each trial.

Finally, we combined both the archival and survey samples into a single mixed data set. In order to both train and test our classifiers on this mixed sample we performed 50 rounds of two-fold CV with subsampling. We chose to implement this two-fold CV structure to both preserve the approximate ratio of training to testing data from the first two trials and to estimate the performance of our algorithms as an average over 100 independent trials, as was done in the first two trials. This allowed for direct comparisons between the results of each of the three machine learning experiments in this study. During each fold of the CV, both the training and testing folds were subsampled with the previous ratio of 1.25:1 ASD to ADHD, resulting in 231 ASD and 162 ADHD randomly shuffled archival/survey data points per fold. ROC--AUC values were recorded for each of the five algorithms over the 100 CV trials. Experimental designs for each of our three trials are summarized in [Figure 1.](#fig1){ref-type="fig"}

Results
=======

We tested the classification performance of five machine learning algorithms to distinguish between ASD and ADHD using three different training and testing data samples. [Figure 2](#fig2){ref-type="fig"} compares the ROC--AUC for each training set/algorithm combination over 100 testing trials. From this boxplot, we see that the performance of each algorithm is highly variable depending on the data set used for training or testing.

To investigate how variance between and within the archival and survey data sets contributed to the variance in classifier performance, we plotted the distributions of responses in the ASD and ADHD classes for each data set ([Figure 3](#fig3){ref-type="fig"}). For the 15 questions analyzed, this boxplot illustrates the distribution of responses ('Always' (4), 'Often' (3), 'Sometimes' (2) and 'Never' (1)) for subjects from either the ASD or ADHD class for both the archival (red) and survey (blue) samples. For each box, both the median (line) and mean (diamond) of that subset is shown. From this plot, we see that the distribution of responses from the ASD class is comparable between the archival and survey data for almost all of the questions. However, it is clear that this pattern is not present in the ADHD sample, as the means/medians from the archival and survey samples do not match for any of the 15 response distributions. [Table 1](#tbl1){ref-type="table"} lists the Kolmogorov--Smirnov test *P*-values for answer distributions between archive and survey data sets for all 15 questions.

To further explore how the differences in answer distributions affect the predictive power of our algorithms, we performed two final model training and testing experiments---one solely on archival data and another solely on survey data. Both were carried out using 50 repetitions of two-fold CV, and each fold of the CV in the archival experiment was subsampled to retain the 1.25:1 ASD to ADHD ratio used throughout. Paired with the results from our prior experiments, we were able to compare the performance of each of our five classifiers across five different combinations of training and testing data ([Figure 4](#fig4){ref-type="fig"}).

By viewing the data in this way, we see that all five models performed best (AUC\>0.90) when the archival data set was used for training. This indicated that separation of the archival data into ASD and ADHD was fairly straightforward, which is supported by the answer distributions in [Figure 3](#fig3){ref-type="fig"}. As survey data were included in the testing set, the overall performance of the model generally decreased, and for the three simpler models (Lasso, Ridge and SVC) the survey-trained algorithm tested on survey data had the lowest AUC of all training/testing combinations. However, it was evident that the ENet and LDA classifiers generalized better to survey data (AUC=0.89±0.01), significantly outperforming the other three models in both the mixed-trained/mixed-tested and survey-trained/survey-tested experiments (*P*\<2.2 × 10^−16^). [Figure 5](#fig5){ref-type="fig"} shows the ROC and precision--recall curves, as well as prediction score distributions for both the ENet (A) and LDA (B) classifiers generated from a five-fold CV with subsampling of the mixed data set. Although both models had very similar classification performance, the distribution of prediction scores differed largely between them. The prediction scores from the LDA model were concentrated toward either extreme, while we saw a more widespread distribution of prediction scores calculated from the ENet model. This similarity between these generative and discriminative models suggested that there is some truth to the generative assumptions in the LDA model, that, because of this, the model was more confident in certain regions and that these might represent reasonable scores.

To understand which of our 15 features were most useful for classification, we also plotted the feature weights for both ENet (A) and LDA (B) over the five-fold CV with subsampling on the mixed data set ([Figure 6](#fig6){ref-type="fig"}). Here, we saw a very consistent pattern in feature weights between the two models despite using differing methods for coefficient calculation, further supporting the convergence between the generative and discriminative approaches and the potential that some features may indeed be more informative than others for the distinction of ASD and ADHD (shown on plot in red) in this data sample.

Discussion
==========

The current process of diagnosing developmental and neuropsychiatric disorders such as ASD or ADHD is time-intensive, subjective and complicated by overlaps in behavioral symptoms. Furthermore, the bottlenecks created by the referral system and the extensive waitlists at specialized diagnostic clinics correspond to time delays from initial suspicion to diagnosis of a year or longer. Considering the high incidence of both ASD and ADHD coupled with the similarities in symptomatology between the two disorders, there is a clear need for screening tools that can quickly and accurately estimate risk for either condition. In our previous work, we demonstrated that machine learning could be used to distinguish between ASD and ADHD with high accuracy using only the responses to five parent-directed questions.^[@bib19]^ However, that analysis was limited by the availability of ADHD data in our archival data repository. Here, we utilized a novel data set of 422 electronically collected responses to our 15 top-ranked questions, termed the survey sample, to both increase the number of ADHD cases in our analysis and to estimate each algorithm's ability to generalize to new, 'real-world' data.

There was an inherent difference in gender distribution and age between the ASD and ADHD classes in both the survey and archival data sets. We computed the Pearson correlation between age and sum total of the coded responses to our 15 classifier questions and determined that there was no significant correlation between age and question response (*R*=0.054). To test the effect on gender on the question sum total, we performed two Kolmogorov--Smirnov tests, one comparing the distribution of totals between male and female subjects in the entire ASD population (both archival and survey) and one comparing the same in the entire ADHD population. The *P*-values for these tests were 0.2763 and 0.6844, respectively, indicating that the distributions of score totals between male and female subjects in each diagnostic class were not significantly different.

A significant difference in distributions was evident between the archival and survey data sets, particularly in the ADHD class. In the archival sample, the responses for ADHD subjects were more uniform and on average less severe than the ADHD responses in the survey sample. There are many factors that could possibly account for the differences in answer distributions. The archival ADHD data consisted solely of siblings of children with autism, resulting in a biased and highly specific sample. Conversely, the only selection criterion for our survey sample was that the child be between the ages of 2 and 17, making these data completely independent of family structure and arguably more representative of the 'real-world' population, possibly explaining the higher variance found in this sample. In addition, the archival responses used in this analysis came from the official SRS, which was likely administered in-person with a clinical professional present, and the survey responses were collected only for the 15-question subset, administered electronically. These administrative differences could possibly contribute to the different distributions; however, the crowdsourced data collection strategy implemented here tests the actual use of our classification system as a mobile, and therefore more accessible, tool for detection of autism and ADHD. By creating a classifier that can generalize to highly variable data, we take important steps toward building confidence in its accuracy within a general pediatric population.

The results of our first experiment, which used archival data to train the five models and predict survey data, were lower than our previously reported results (AUC=0.82±0.02 in the present study versus AUC=0.96 in the original experiment). This drop in performance was expected, especially considering the significant difference in answer distributions between the two cohorts. Nevertheless, a classification accuracy of 82% has promise for clinical use, especially considering that no other screening tool to directly distinguish autism and ADHD is currently available. However, we elected to utilize these novel 'real-world' data not only as a validation set, but also to improve our classification system as a whole by including some survey samples in our training set. By combining survey and archival data for training, we create a classification algorithm that can generalize well to unseen data (AUC=0.89±0.01), even when those data have more natural variablity like the kind seen in our survey sample.

In our machine learning experiments, the ENet and LDA models exhibited the best classification performance. This was not surprising, considering that these models are built to handle complex correlations between variables. LDA^[@bib27]^ explicitly takes into account correlation between inputs in its generative criterion while ENet^[@bib28]^ was intended to solve correlation issues with Lasso. When groups of variables are highly correlated, Lasso tends to select only one of the variables to have a nonzero coefficient, with the selection being unstable to noise. Also, the performance of Lasso is often lower than Ridge when there are many samples and when the variables are highly correlated.

These results support the potential of creating a quick, accurate and widely accessible method for differentiating risks between ASD and ADHD. Our success in crowdsourcing over 2500 responses to our survey in just 6 weeks indicates that mobile administration of such a tool would be possible, and would be well received by primary caregivers of children at risk in the general pediatric population. Furthermore, the simplicity of our algorithm would allow for real-time calculation of risk scores and instantaneous feedback to caregivers. The combination of this classifier with others (e.g. those designed for distinction of just autism from non-autism) could result in an ensemble classification system that can return a risk report, not only between ASD and ADHD, but a multitude of common developmental delays. Such a mobile screening platform could provide useful information to care providers regardless of geographic location or socioeconomic status. Moreover, the data captured by such a mobile system could prove to be a useful supplement to the standard clinical encounter, providing clinical practicioners a detailed assessment of the patient before they even walk in for their appointment.

Continued evaluation of this classifier is needed to assess its ability to generalize to new data and correctly predict risk for either ASD or ADHD. As new data become available through crowdsourcing or other methods, our model can be adapted to include new data points and further improve the generalizability of the classifier. Our validated algorithm represents a novel approach aimed at differentiating autism from ADHD, and shows promise for use as a mobile assessment of risk between the two disorders.
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![Representation of our machine-learning pipeline. In Trial 1, each of the five models was trained on 100 random subsamples of the archival data and tested on the same survey sample. In Trial 2, each model was trained once on the entire survey sample and tested on 100 random subsamples of the archival data. In Trial 3, each algorithm was trained and tested on 50 rounds of twofold CV with subsampling. CV, cross-validation.](tp201786f1){#fig1}

![Classification performance boxplot of five algorithms trained on archival, survey and mixed data samples over 100 validation trials.](tp201786f2){#fig2}

![Distribution of responses to each of the 15 questions for both the archival (*n*=2925) and survey (*n*=422) sets. The coded response scale corresponds to answers of 'Always' (4), 'Often' (3), 'Sometimes' (2) and 'Never' (1) for each question. For each box, both the median (line) and the mean (diamond) of that subset is shown.](tp201786f3){#fig3}

![Performance of the five machine-learning models on five different training and testing set combinations across 100 trials.](tp201786f4){#fig4}

![ROC and PR curves and prediction score distributions for ENet (**a**) and LDA (**b**) classifiers using fivefold CV with subsampling on the mixed data set. CV, cross-validation; ENet, Elastic Net; LDA, linear discriminant analysis; PR, precision--recall; ROC, receiver operating characteristic.](tp201786f5){#fig5}

![Feature weights of ENet (**a**) and LDA (**b**) models over fivefold CV with subsampling on the mixed data set. Important features (those with largest absolute mean feature weight) are indicated in red, and are consistent between the two models. CV, cross-validation; ENet, Elastic Net; LDA, linear discriminant analysis.](tp201786f6){#fig6}

###### Kolmogorov--Smirnov test *P*-values for answer distributions between archive and survey data sets for all 15 questions

  *Item*   *ASD*~*archive*~*\~ASD*~*survey*~     *ADHD*~*archive*~*\~ADHD*~*survey*~   *Archive\~survey*
  -------- ------------------------------------- ------------------------------------- --------------------------------------
  Q1       0.9616                                2.20E−16[a](#t1-fn2){ref-type="fn"}   1.10E−06[a](#t1-fn2){ref-type="fn"}
  Q2       0.3817                                2.20E−16[a](#t1-fn2){ref-type="fn"}   0.003604[a](#t1-fn2){ref-type="fn"}
  Q3       0.002261[a](#t1-fn2){ref-type="fn"}   2.20E−16[a](#t1-fn2){ref-type="fn"}   0.001386[a](#t1-fn2){ref-type="fn"}
  Q4       0.5188                                2.20E−16[a](#t1-fn2){ref-type="fn"}   4.87E−06[a](#t1-fn2){ref-type="fn"}
  Q5       0.002592[a](#t1-fn2){ref-type="fn"}   5.55E−15[a](#t1-fn2){ref-type="fn"}   0.195
  Q6       0.2602                                2.20E−16[a](#t1-fn2){ref-type="fn"}   0.005366[a](#t1-fn2){ref-type="fn"}
  Q7       0.09608                               4.89E−15[a](#t1-fn2){ref-type="fn"}   0.0006825[a](#t1-fn2){ref-type="fn"}
  Q8       1.85E−10[a](#t1-fn2){ref-type="fn"}   2.20E−16[a](#t1-fn2){ref-type="fn"}   0.001935[a](#t1-fn2){ref-type="fn"}
  Q9       0.0722                                2.17E−06[a](#t1-fn2){ref-type="fn"}   5.36E−05[a](#t1-fn2){ref-type="fn"}
  Q10      0.1032                                8.61E−07[a](#t1-fn2){ref-type="fn"}   0.0007416[a](#t1-fn2){ref-type="fn"}
  Q11      0.08979                               4.13E−06[a](#t1-fn2){ref-type="fn"}   0.04507[a](#t1-fn2){ref-type="fn"}
  Q12      0.1523                                1.41E−10[a](#t1-fn2){ref-type="fn"}   0.000634[a](#t1-fn2){ref-type="fn"}
  Q13      0.5095                                2.98E−09[a](#t1-fn2){ref-type="fn"}   0.0198[a](#t1-fn2){ref-type="fn"}
  Q14      6.17E−05[a](#t1-fn2){ref-type="fn"}   2.20E−16[a](#t1-fn2){ref-type="fn"}   5.24E−05[a](#t1-fn2){ref-type="fn"}
  Q15      0.426                                 5.55E−16[a](#t1-fn2){ref-type="fn"}   0.05345

Abbreviations: ADHD, attention deficit hyperactivity disorder; ASD, autism spectrum disorder.

Indicates significance.
