Abstract. We study a system coupling the incompressible Navier-Stokes equations in a 2D rectangular type domain with a damped Euler-Bernoulli beam equation, where the beam is a part of the upper boundary of the domain occupied by the fluid. Due to the deformation of the beam the fluid domain depends on time. We prove that this system is exponentially stabilizable, locally about the null solution, with any prescribed decay rate, by a feedback control corresponding to a force term in the beam equation. The feedback is determined, via a Riccati equation, by solving an infinite time horizon control problem for the linearized model. A crucial step in this analysis consists in showing that this linearized system can be rewritten thanks to an analytic semigroup of which the infinitesimal generator has a compact resolvent.
1. Setting of the problem. Let Ω be the rectangular domain (0, L) × (0, 1) ⊂ R 2 , with boundary Γ. Let us set Γ s = (0, L) × {1}, the upper part of the boundary of Ω, and Γ 0 = Γ \ Γ s . For a given function η from Γ s × (0, ∞) into (−1, ∞), we denote by Ω η(t) and Γ s,η(t) the sets Ω η(t) = (x, y) | x ∈ (0, L), 0 < y < 1 + η(x, t) , Γ s,η(t) = (x, y) | x ∈ (0, L), y = 1 + η(x, t) . In this setting ν > 0 is the fluid viscosity, α > 0, β ≥ 0, and δ > 0 are the adimensional rigidity, stretching, and friction coefficients of the beam, ρ 1 and ρ 2 are positive constants related to the density of the fluid and the density of the structure (see [4] ), f is a control function. Our objective is to determine f in feedback form, able to stabilizes the system (1.1) (in an appropriate space) with a prescribed exponential decay rate −ω < 0, locally about (0, 0, 0, 0). Existence of a local strong solution for system (1.1) with f = 0 has been proved in [4] (with periodic boundary conditions on the lateral boundary of Ω), under smallness conditions on the data, while existence of Hopf solutions for a slightly different model is proved in [13] (see also [8] and [12] for other models for the beam equation and for existence results in the three dimensional case). To the author knowledge nothing is known about control and stabilization of such a system. To study the control system (1.1), as in [4] , we make a change of variable in order to rewrite system (1.1) in the cylindrical domain Ω × (0, ∞) and we denote by (û,p) the image of (u, p) by this transformation. Since we are looking for solutions satisfying a prescribed exponential decay rate −ω, we rewrite the system as a first order system by setting η = η 1 and η t = η 2 and we study the control system satisfied by (ũ,p,η 1 ,η 2 ) = e ωt (û,p, η 1 , η 2 ). We linearize the system satisfied by (ũ,p,η 1 ,η 2 ) about (0, 0, 0, 0) and we determine a feedback control, able to stabilize the linearized system satisfied by (v, p, η 1 , η 2 ), by solving an infinite time horizon control problem. Next we prove that this linear feedback law, applied in the nonlinear system satisfied by (ũ,p,η 1 ,η 2 ), is able to stabilize the nonlinear system provided that the intial condition is small enough in an appropriate norm.
The analysis that we do for the linearized system is completely new for this type of fluid-structure system. Indeed we show that the linearized system satisfied by (v, p, η 1 , η 2 ) is equivalent to a system of the form (I − P )v(t) = (I − P )D(η 2 (t) e 2 χ Γs ), (1.2) where P is the so-called Leray projector and D is the Dirichlet operator associated with the stationary Stokes equation (P and D are defined in section 3, while A ω and B are defined in section 4). This type of decomposition of velocity fields, into P v and (I − P )v, has already been introduced for the NavierStokes equations with nonhomogeneous boundary conditions in [22] . Finding again this decomposition for system (1.2) is not totally obvious because the pressure, which is eliminated in the Navier-Stokes equations thanks to the projector P , also appears in the beam equation. Rewriting the system satisfied by (v, p, η 1 , η 2 ) in the form (1.2) is crucial to prove the stabilizability of this system. Indeed, we show that the operator (A ω , D(A ω )) is the infinitesimal generator of an analytic semigroup on the space
(Γ s ) and has a compact resolvent in this space (for the precise definitions of these spaces we refer to section 3). We show that the stabilizability of system (1.2) reduces to proving an approximate controllability result for a projected system. Such an approximate controllability result can be deduced from [18] in the case of a rectangular domain (see also [19, 20] for supplementary approximate controllability results).
The plan of the paper is as follows. Section 2 is devoted to rewriting system (1.1) in a fixed domain and to the obtention of a linearized system. We study the semigroup of the linearized system and properties of its infinitesimal generator in section 3. Existence and regularity results for the linearized system are stated in section 4. We study the stabilizability of the linearized system in section 5. Three feedback control laws for the linearized system (1.2) are introduced in section 6. The first one is a feedback law for system (1.2) written as a system of partial differential equations, involving the pressure (see system (2.6)). The second one is a feedback law obtained by the classical approach introduced in [2] or in [15] . In that case the pressure is eliminated since it does not appear in (1.2). The corresponding feedback law is defined via the solution to a Riccati equation of the form Π ∈ L(H), Π = Π * ≥ 0, ΠA ω + A * ω Π − ΠBB * Π + C * C = 0.
(See equation (6.2) for the definition of C.) Since A * ω , which is determined in section 3.5, cannot be interpreted only in terms of partial operators (contrarily to A ω ), we introduce a third feedback law obtained by solving a Riccati equation of the form numerical calculations). Moreover, we are able to establish the precise relationship between the feedback operators obtained by the first approach and the third one.
The optimal control problems corresponding to the first approach are studied in details in sections 7 and 8.1. In these sections, all the calculations are made in a very simple way via integrations by parts. Therefore they can be easily checked and do not need a sophisticated functional analysis framework. However the feedback law corresponding to the first approach is expressed in terms of an operator Π which is not, at that stage, characterized by a Riccati equation. This is why the third approach is helpful even if in that case the representation of the state and adjoint systems via A ω and A ω cannot be avoided.
To deal with the nonlinear closed loop system, we first study the nonhomogeneous linearized closed loop system in section 9. The main results of the paper are stated in section 10 (Theorems 10.2 and 10.3). Some Lipschitz properties of the nonlinear terms in the nonlinear system are established in section 11. These properties are next used in section 12 in the proof of the main results.
Let us finally give some references which are connected to the present work. The control of a channel flow with periodic boundary conditions have been studied in [5, 31, 32, 33] . We think that the results in those papers may be very useful to study the control of a channel flow coupled with a beam equation, with periodic boundary conditions at the lateral boundary
This will be investigated in a future work. Let us also mention some controllability results obtained for systems coupling the Navier-Stokes equations with finite dimensional solid-structure models [6, 21, 26] (and see also [25] for a simplified model). These controllability resuls are mainly based on results first obtained for the NavierStokes equations in [3] . In those models the controls act in the fluid equation and not in the structure equation as in (1.1). Thus the problems are quite different. The feedback stabilization of the NavierStokes equations in the three dimensional case is studied in [24] . It can be a starting point to study the stabilization of systems similar to (1.1) in the 3D case.
2. The linearized system. The solutions to system (1.1) obey
Thus we must choose η 0 2 in the space
then we have
Γs η(t) = 0 and Γs η t (t) = 0 for all t ≥ 0.
Everywhere throughout the paper we shall choose η 
, the equation satisfied by η in system (1.1) must be written in the form
Observe that due to the boundary conditions η = 0 and η x = 0 on 0, L × (0, ∞), we have (for solutions regular enough and when η This is why, in the equation satisfied by η, we have to write M s (η xxxx ) in place of η xxxx . But for simplicity we shall skip the writing of M s in the different equations, except if we want to stress on the role of the operator M s (which is for example the case when we shall define the operator (A ω , D(A ω ))).
We consider system (1.1) for initial conditions u 0 such that div u 0 = u 0 1,x + u 0 2,y = 0 and obeying the compatibility condition
As in [4] , for a given function η : (0, L) × (0, T ) → R satisfying η > −1, we consider the changes of variables
The mapping
is defined in a similar way. The mapping
the nonlinear system (1.1) is rewritten in the form
Due to (2.1), we can see that
For −ω < 0, we make the following change of variables:
The system (2.3) is transformed intõ
If we linearize (2.5) about (0, 0, 0, 0), we obtain the system
Observe that
. This is why the term −2νv 2,z will be dropped out from the equation satisfied by η 2 . Let us notice thatũ 2,z cannot be dropped out in system (2.5).
3. Definition of an analytic semigroup.
Transformation of system (2.6). Let us recall that
and let us denote by P :
(Ω) the so-called Leray or Helmholtz projector. We also introduce the notations
We denote by A 0 = νP ∆ the Stokes operator in V 0 n (Ω) with domain
It is well known that, by the extrapolation method, the Stokes operator can be extended as an unbounded operator in (
. This extension will be still denoted by A 0 , and we shall see that it does not lead to confusion. The operator P may also be extended to a bounded operator from
In that case P is a projector in H −1 (Ω) but no longer an orthogonal projector. We only need to consider system (2.6) in the case when ω = 0. Following [22] , it is convenient to rewrite the equation satisfied by v in system (2.6) (for ω = 0) into two equations, one satisfied by P v and the other one by (I − P )v. More precisely we have
In this setting A 0 is the Stokes operator in (
Γs denotes the characteristic function of Γ s , and D is defined by Dg = w, where (w, q) is the solution to the Dirichlet problem −ν∆w + ∇q = 0 and div w = 0 in Ω, w = g on Γ.
We shall also set
This rewriting is a way to eliminate the pressure in the equation satisfied by v. However, since the pressure p also appears in the equation satisfied by η 2 , we have to express p in terms of P v and (I − P )v. For that we can notice that (I − P )v is the gradient of the function q ∈ H 1 (Ω) solution to the Neumann problem
(Ω)) the operator defined by N s η 2 (t) = q(t). In [22] it is shown that the pressure p appearing in the first equation in (2.6) satisfies
where q t is the time derivative of q and π(t) is the solution of the other Neumann problem
Let us notice that ∆P v(t) · n is well defined in
. Therefore if the solution to system (2.6) is such that P v ∈ L 2 (0, ∞; V 2 (Ω)), the solution π to the above Neumann problem belongs to
We denote by γ s the modified trace operator on Γ s defined by
Thus we have
We can now rewrite the equation satisfied by η 2 in (2.6) in the form we have q = C = 0 and
. Thus I + ρ 1 γ s N s is symmetric and positive and it is an automorphism in L 2 0 (Γ s ). In order to write the system satisfied by (P v, η 1 , η 2 ) as an evolution equation, we introduce the unbounded operator (
will be equipped with the inner product
We define the unbounded operator (A, D(A)) in H by
It can be easily shown that A s is an isomorphism from D(A s ) into H s . Now, it is clear that, for ω = 0, we can rewrite system (2.6) in the form
The rewriting of system (2.6) when ω = 0 is done in (4.1). Proposition 3.2. The norm
Hs is a norm on D(A) equivalent to the norm
, there exist positive constants C 1 and C 2 such that
To prove the reverse inequality we write
The proof is complete. Theorem 3.3. The operator (A, D(A)) is the infinitesimal generator of an analytic semigroup on H, and the resolvent of A is compact.
To prove this theorem, we rewrite A in the form A = A 1 + B 0 , with
) is the infinitesimal generator of a strongly continuous semigroup on H.
Proof.
Step 1. We first show that the unbounded operator (
and
is the infinitesimal generator of a strongly continuous semigroup on
, and H s with the norm · H 2 0 (Γs)×L 2 0 (Γs) . For λ > 0, we have
Thus, for λ > 0 big enough, (
It can also be shown that it is maximal. Thus, for λ > 0 big enough, (
Step 2. Let us consider the evolution equation
Let us recall that (A s , D(A s )) is the infinitesimal generator of an analytic semigroup on H s (see e.g. [9, 29] ). Let us notice that the solution (P v, η 1 , η 2 ) to equation (3. 3) can be solved by first determining (η 1 , η 2 ) and next P v.
. Therefore the restriction of the semigroup (e t e A1 ) t∈R + to H is a semigroup on H. It is easy to verify that its domain is D(A 1 ) = D(A).
We are going to prove the two following theorems. 3.2. Proof of Theorem 3.5. Now we are going to estimate the resolvent of A 1 . We have
From [9] (see also [29, section 2.2]), we know that there exist a ∈ R and π/2 < θ 0 < π such that
where
For the Stokes resolvent we have
with π/2 < θ 1 < π. We can choose θ 0 = θ 1 and a > 0.
From (3.4) and (3.5), it follows that
Θ Hs for all λ ∈ S a,θ0 .
By combining the previous estimates we obtain
for all λ ∈ S a,θ0 , which proves the analyticity of the semigroup generated by A 1 .
3.3. Proof of Theorem 3.6. We set
Proof. Let us prove that, for all ε > 0, there exists C ε > 0 such that
To prove (3.6), we argue by contradiction. We assume that there exists a sequence
for some M > 0. Therefore, without loss of generality, we can assume that there exists v ∈ V 2 n (Ω) such that
which is in contradiction with
The lemma is a direct consequence of (3.6), of Lemma 3.1 and Proposition 3.2.
Lemma 3.8.
constituted of eigenvectors of the operator ρ 1 γ s N and let λ k > 0 be the eigenvalue associated with φ k . We have
Since the operator A α,β is an isomorphism from
for all 0 ≤ ε < ε < 1/2, the proof is complete. Lemma 3.9. There exists 0 < θ
The proof is very similar to that of the previous Lemma and is left to the reader. Theorem 3.6 is a direct consequence of Lemmas 3.7, 3.8 and 3.9.
3.4. Resolvent of A. In this section we want to show that the resolvent of A is compact. For that we study the stationary problem
The operator L is also an isomorphism from
. Thus, we can rewrite the system (3.8) in the form
We consider the system
The space E, equipped with the norm
. Multiplying the first equation in (3.10) by w ∈ E, after integration we obtain
Next, we set
Thus system (3.10) is equivalent to a(v, w) = (w) for all w ∈ E,
With the Lax-Milgram theorem, we can prove that the variational problem
has a unique solution. Indeed, for all
for some ρ > 0. The solution v ∈ E to the above variational problem obeys
By taking w ∈ V 1 0 (Ω) in the variational problem, we prove that v ∈ E is the unique solution to the problem
Since v| Γ0 = 0, v 1 | Γs = 0, and
, due to Lemma 3.10 below, it follows that v ∈ V 2 (Ω) ∩ E, and that
. From the equation satisfied by v we also deduce that p ∈ H 1 (Ω), and
). Finally, with the equation satisfied by η 1 and η 2 in (3.9), we have shown that system (3.7) admits a unique solution (v 
).
Proof. With a localization argument and regularity results in [11] , we can show that
Thus the only difficulty is at the corners (0, 1) and (L, 1). Let us set
It can be shown thatg ∈ H 3/2 0 (Γ s ), and thatṽ is solution to λṽ − div σ(ṽ,p) = f and divṽ = 0 inΩ,
Next as previously we can show thatṽ|
We can proceed similarly with the other corner.
3.5. Adjoint of (A, D(A)). Theorem 3.11. The adjoint of (A, D(A)) in H is defined by D(A * ) = D(A) and
With integration by parts we have
By combining the three identities, we obtain
To prove the theorem, we have to interpret the identity
(3.14)
For that we introduce the unbounded operator (A , D(A )) in H defined by D(A ) = D(A) and
We first notice that (v, p, η 1 , η 2 ) is the solution to (3.7) if and only if it satisfies
Similarly, we can show that (Φ, ψ, k 1 , k 2 ) is the solution to system (3.13) if and only if
Thus, identity (3.14) is equivalent to
for all (P v, η 1 , η 2 ) ∈ D(A) and all (P Φ, k 1 , k 2 ) ∈ D(A). Let us denote by H the space H equipped with the inner product
Thus identity (3.15) means that (A , D(A )) is the adjoint of (A, D(A)) in H. We can easily deduce the theorem from this result. 
From calculations in section 3.1, it follows that, if f ∈ L 2 (0, ∞; L 2 0 (Γ s )), system (2.6) can be rewritten in the following equivalent form:
We have to study solutions to system (4.1) when (P v 0 , η
. From the definition of D(A) and H, we can deduce that
Equipped with the norm
We define a space of initial conditions, satisfying the compatibility condition needed for the continuity of the mapping t → (I − P )v(t), as follows
We equip H cc with the inner product
, then system (4.1) admits a unique strict solution satisfying
, and
, then system (4.1) admits a unique weak solution (in the sense of semigroup theory) satisfying
) and
). (Here we use the terminology 'strict solution' and 'weak solution' in the sense of semigroup theory for the evolution equation satisfied by (P v, η 1 , η 2 ) and not for the equation satisfied by
, the estimate of (P v, η 1 , η 2 ) follows from [1, Chapter 1, Theorem 3.1]. The estimate of (I − P )v in L 2 (0, T ; H 2 (Ω)) follows from Lemma 3.10 and from the estimate of η 2 in H 2,1 (Σ s T ). The estimate of (I − P )v in H 1 (0, T ; H 1/2 (Ω)) follows from the property of the operator D.
(
, we know that system (4.1) admits a unique weak solution in L 2 (0, T ; H) satisfying
). With this estimate and the equation η 1,t = η 2 + ωη 1 , we obtain
). To prove the other estimates, we have to write an energy estimate for strict solutions to system (2.6). We substitute η 2 by η 1,t − ωη 1 in the equation of η 2 :
We multiply this equation by η 1,t − ωη 1 and by ρ 1 v the equation satisfied by v. After integration and by adding the two identities, we obtain
We also have
From these identities and the previous estimates we deduce that
, not only for strict solutions but also for weak solutions. Next we obtain
from the properties of the operator D (see e.g. [22] . We can also adapt the proof of Lemma 3.10). Thus we have
for all Φ ∈ V 1 0 (Ω), we deduce that
, and the proof is complete.
Another nonhomogeneous system (2.6). We now consider the system
where F belongs to L 2 (0, ∞; L 2 (Ω)). We shall need to write this system in the form:
where C ∈ L(L 2 (Ω), H) as to be determined. For that we decompose F = P F + (I − P )F , and we denote by π F ∈ L 2 (0, ∞; H 1 (Ω)) the function defined by ∇π F = (I − P )F . We have
where q is the solution to (3.1), π is the solution to (3.2), and π F = π 1 + π 2 with
(Ω), ∆π 1 = divF in Ω and ∆π 2 = 0 in Ω,
If we set
Thus the term M s p in the equation satisfied by η 2 in system (4.2) is
5. Approximate controllability and stabilizability. In this section, we study the approximate controllability of system coupling the Stokes equation with the beam equation. Next we prove that system (2.6) is exponentially stabilizable.
Recall that the linearized system is Proof. To prove the above approximate controllability result in H cc we have to show that if (v 0 , η 0 , η 1 ) = (0, 0, 0) then the reachable set R(T ) at time T , when the control f describes L 2 (0, T ; L 2 0 (Γ s )), is dense in H cc . To prove that result we assume that (Φ T , k
2 ) = 0. We introduce the adjoint system
With an integration by parts we obtain
, that is k 2 = 0. Thus we must show that if k 2 = 0 and if Φ is solution to
2 ) = 0. By taking the time derivative in the equation
we deduce that ψ t | Σs = C(t). Thus using an expansion of the solution Φ to equation (5.3) in terms of the eigenfunctions of the Stokes operator, as in Osses-Puel [18] , the approximate controllability problem reduces to show that if −ν∆v + ∇p = µv, div v = 0 in Ω, v = 0 on Γ and p = C on Γ s , with µ ∈ R, then v = 0. Thus we can use reults from [18, 19] to complete the proof.
Theorem 5.2. For all ω > 0, and all (v 0 , η
Proof. Without loss of generality, we can choose ω in the resolvent set of A. Due to Theorem 3.5, we know that the spectrum of −A is only a pointwise spectrum constituted of a countable number of distinct eigenvalues, that we can order as follows
Moreover the generalized eigenspace of each eigenvalue is of finite dimension (see [14] ). Let us denote by G(λ i ) the real generalized eigenspace associated to λ i if λ i ∈ R and to the pair (λ i ,λ i ) if λ i = 0, and let us set
If E(λ i ) denotes the complex generalized eigenspace associated to λ i and if (e j (λ i )) 1≤j≤m(λi) is a basis of E(λ i ), then G(λ i ) is nothing else than the space generated by the family { e j (λ i ), e j (λ i ) | 1 ≤ j ≤ m(λ i )}. Let us observe that H u is the unstable subspace of system (2.6) while H s is the stable space. Let us denote by P ω the projection onto the finite-dimensional unstable subspace H u (parallel to the stable subspace H s ). If we project system (5.1) on H u , we obtain
Due to Theorem 5.1, system (5.1) is approximately controllable in time T > 0. Thus the projected system (5.4) is also approximately controllable. Since it is of finite dimension, it is also controllable.
be a control such that P ω (P v, η 1 , η 2 )(T ) = (0, 0, 0), and still denote by f 0 its extension by zero to (T, ∞). Now, we notice that P ω (P v, η 1 , η 2 ) is the solution of system (5.4) corresponding to f = f 0 if and only if P ω (Pv,η 1 ,η 2 ) = e ωt P ω (P v, η 1 , η 2 ) is the solution of system 5) corresponding to the control f = e ωt f 0 . Thus system (5.5) is stabilizable. System (5.5) is the projection of system (2.6) onto its unstable subspace. Due to [30, 17] , system (2.6) is stabilizable by a control f belonging in L 2 (0, ∞; L 2 0 (Γ s )), if and only if its projection onto its finite dimensional unstable subspace is stabilizable. The proof is complete.
6. Feedback stabilization of system (2.6). In this section, we study the feedback stabilization of system (2.6). There are several ways to do that. One way consists in studying the infinite time horizon control problem
and (see section 3)
From Theorem 5.2 we know that system (2.6) is stabilizable in H cc . Thanks to this stabilizability result, and following the approach in [23] , the next theorem can be proved.
). There exists Π ∈ L(H cc ), obeying Π = Π * ≥ 0, such that the optimal cost is given by
Theorem 6.1 will be proved in section 8.1.
The operator Π ∈ L(H cc ), which defines the value function of (P
) through formula (6.1), is obtained as the limit of the operator Π(T ) ∈ L(H cc ) when T tends to infinity, where Π(T ) ∈ L(H cc ) is the operator defining the value function of the corresponding finite time horizon control problem
We are going to see in section 8.1 that the solution
) obeys the feedback law
is the third component of the mapping Π:
We would like to find an equation characterizing the operator Π. For that the most natural way is to follow [2] or [15] . The classical approach to find a feedback control law, as developed in [2] or in [15] , consists in considering the evolution equation (4.1) rather than the system (2.6). In that case (I − P )v must be considered as an auxiliary variable and must be removed from the control problem. For that we set
We can notice thatĨ(P v,
As in [2] or in [15] , the following theorem can be proved.
). There exists Π ∈ L(H), obeying Π = Π * ≥ 0, such that the optimal cost is given by
Moreover, Π is the solution to the algebraic Riccati equation 
, and one can easily verify that
The optimal control of problem (Q
(Here Π 3 is the third component of the mapping Π.) Since (Q
) is an equivalent formulation of problem (P
), we have
along the optimal trajectory. This does not give any precise relationship between Π and Π.
If we compare both approaches we can say that the drawback of problem (P
) is that the operator Π is not characterized by an algebraic Riccati equation. But from the numerical viewpoint, it can be more interesting to work with a system of partial differential equations rather than with a system in the form (4.1) in which the numerical approximation of A * may be more tricky. The numerical approximation of the adjoint system may be also useful to design reduced order models (see e.g. [27] ). This is why it is interesting to determine a feedback control law by solving an optimal control problem for which the adjoint system may be easily interpreted as a system of partial differential equations.
To address this issue we introduce a third problem leading to another feedback law that we can link with the one expressed with Π. We consider the problem
) will be studied in section 8.2. The following analogue of Theorem 6.2 can be proved, still with [2] or [15] .
) admits a unique solution
). There exists Π ∈ L( H), obeying Π = Π * ≥ 0, such that the optimal cost is given by
Moreover, Π is the solution to the algebraic Riccati equation
We are able to prove the following relationship between Π and Π. Theorem 6.4. The operator Π ∈ L(H cc ) can be expressed in terms of
as follows
) is that its optimality system is the same one as for problem (P
) (see section 8.2).
Studying problem (P
) admits a unique solution (v,η 1 ,η 2 ,f ) and the optimal control is
where (Φ, k 1 , k 2 ) is the solution of the following adjoint system
Conversely, the system
admits a unique solution (v, p, η 1 , η 2 , Φ, ψ, k 1 , k 2 ) and the optimal solution to (P
, is linear and continuous in H cc , it is symmetric and semidefinite positive, and the optimal cost is given by
Proof. The existence of a unique optimal control can be proved in a classical way. Let us establish the first order optimality conditions for (P
) the solution of (2.6) corresponding to f and let us set
where (w, q, ζ 1 , ζ 2 ) is the solution to 
for all η 1 and ζ 1 belonging to
Actually the writing T 0 Γs (−A α,β )η 1 ζ 1 dxdt is an abuse of notation which must be understood in the above sense. In what follows, we shall do this type of abuse below in order to simplify the writing.
Let (Φ, ψ, k 1 , k 2 ) be the solution to the adjoint system (7.1) corresponding to
Thus we have
Γs
and the optimal solution to (P T 0,v 0 ,η0,η1 ) is given by
where (Φ, ψ, k 1 , k 2 ) is the solution to (7.1) associated with the optimal state (v, η 1 , η 2 ).
The converse statement consisting in showing that the optimal control is characterized by system (7.2) is classical. We refer for example to [23, Theorem 3.1] .
The fact that the operator Π(T ) introduced in the statement of the theorem belongs to L(H cc ) and obeys Π(T ) = Π(T ) * ≥ 0 is also classical.
To prove the last statement, we can see that the solution (v, p, η 1 , η 2 , Φ, ψ, k 1 , k 2 ) to system (7.2) obeys
Thus the optimal state, the optimal control, and the corresponding adjoint states obey
This ends the proof.
Studying problems (P
). Proof of Theorem 6.1. The existence of admissible controls follows from Theorem 5.2. Next the existence of an optimal control can be proved in a classical way. The operator Π is obtained as the limit of Π(T ) when T tends to infinity (see e.g. [23, Theorem 4.1] ) in the form ).
, and the optimal control to (P
). The proof is postponed to subsection 8.3.
Problem (R
). In order to prove Theorem 6.4, we first need to compare the solutions
), where
The following theorem is a classical result in control theory.
) admits a unique solution.
The system
admits a unique solution (P v, η 1 , η 2 , P Φ, k 1 , k 2 ) and the optimal control to (R
The operator Π(T ) ∈ L( H) defined by
is linear and continuous in H, it is symmetric and semidefinite positive, and the optimal cost is given by
Using the expression of A ω determined in section 3.5, it can be shown that the solution (P v, η 1 , η 2 , P Φ, k 1 , k 2 ) to system (8.2) and the solution (v,p,η 1 ,η 2 ,Φ,ψ,k 1 ,k 2 ) to system (7.2) obey
Therefore we have
The first part of Theorem 6.3 can be proved as in Theorem 6.1. For the existence of a unique solution to the Riccati equation (6.2), we may proceed in a usual way as in [2] or in [15] .
The following analogue of Theorem 8.1 can be proved for problem (R
, and the optimal control to (R
This theorem may be proved, as in [23] , by passing to the limit in the optimality system of the finite time horizon control problem (R ) ∈ H cc . This equality gives the expression for P Π 1 , Π 2 and Π 3 . The expression for (I − P )Π 1 follows from the equalities
The proof is based on the fact that system (8.1) is equivalent to system (8.4) with the additional equations (I − P )v = (I − P )D(η 2 e 2 χ Γs ) and (I − P )Φ = (I − P )D(k 2 e 2 χ Γs ). Since we can use, for system (8.4), the maximal regularity result stated in [1, Chapter 1, Theorem 3.1], we can derive the same estimates for the solution to system (8.1).
We already know that
We can rewrite the adjoint equation of (8.4) in the form (8.5) , it can be shown that the solution (P Φ, k 1 , k 2 ) of system (8.6) obeys
Next, with estimates (8.5) and (8.7), still with [1, Chapter 1, Theorem 3.1], and with [23] , we can show that
This completes the proof.
9. Nonhomogeneous system. We now consider the nonhomogeneous linearized system
We can look for a solution to system (9.1) in the form v = w +w, where (w, p, η) is the solution to
Since div w = 0, the term 2νρ 2 w 2,z can be dropped out in the equation satisfied by η 2 , but not the term 2νρ 2w2,z . We introduce the operator unbounded operator (
System (9.2) can be written in the form
3) whereF = F −w t + ν∆w + ν∇divw + ωw,
We assume thatw belongs to
, then system (9.1) admits a unique solution, which belongs to
Proof. We first consider system (9.3). We know that ( 
Since v = w +w andw ∈ H 2,1 (Q ∞ ), we recover the estimate for v. The estimate for the pressure can be obtained from the estimate for v and from the first equation of system (9.1).
10. Stabilization of the coupled system. In this section we study the nonlinear closed loop systemũ 
Next we consider the system η (x, z, t), η, η t ) admits a unique solution in the set F µ = (u, p, η, η t ) | e ω· u • T (ii) Proof of (11.1) and (11.2). To estimate the different terms inF , we firstly write
. In these estimates we have used that (1 +η 1 )
, because Γ s is of dimension one. We continue as follows ≤ C (1 +η 1 )
(We have used that (1 +η 1 ) We first choose 0 < µ 1 . Without loss of generality, we can assume that C 1 ≥ 1 and C 2 (µ 1 ) ≥ 1. We set
, 1 − 1 µ 1 and θ 0 (µ) = µ 2C 1 .
Let us notice that if (ũ,p,η 1 ,η 2 ) belongs toD µ , then (1 +η 1 )
Thus estimates of Theorem 11.1 may be used for elements inD µ . We are going to prove that the mapping F : (ũ,p,η 1 ,η 2 ) −→ (v, p, η 1 , η 2 ), where (v, p, η 1 , η 2 ) is the solution to system (12.1), in whichF ,G andH are the functions of (ũ,p,η 1 ,η 2 ) defined by (10.2), (10.3), (10.4) , is a contraction inD µ .
If (v, p, η 1 , η 2 ) = F(ũ,p,η 1 ,η 2 ), due to Theorems 9.1 and 11.1, we have 
Thus F is a mapping fromD µ into itself. Let (ũ 1 ,p 1 ,η
