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INTRODUCTION 
The acoustoelastic measurement of stress is a topic with a rich history and the basic 
principles are well known [1]. In summary, one takes advantage of various nonlinearities 
which govem the elastic response of a solid, including but not limited to anharmonicities in 
interatomic forces, which lead to a stress dependence of the uHrasonie velocity. The basic 
idea, then is to precisely measure the velocity and to infer stress from a relation of the form 
V=Vo + Kcr (1) 
where V is the measured velocity in the presence of a stress cr, Vo is the value that would 
have been observed in the absence ofthat stress, and K is known as the acoustoelastic 
constant. 
A number of complications must be overcome in applying this simple idea. The 
velocity shifts are quite small, being on the order of or less than the strain induced by the 
stress, i.e. 0.1% or less. Hence quite precise measurements are required. The stress-free 
velocity Vo may not be known for the material in a component found in the field, since it 
can be influenced by a variety ofmicrostructural effects. Moreover, wave speed 
anisotropies induced by material conditions such as texture may be mistaken for those due 
to stress. A number of schemes have been developed to overcome these microstructural 
problems via multiple measurements, either using calibration measurements on an 
unstressed region of the same material or multiple wave mode measurements in the stressed 
region. Finally, the acoustoelastic technique measures the average stress in the region 
through which the ultrasonic wave propagates. This is an advantage when measurement of 
interior stresses is desired, since uHrasonie energy easily penetrates to the interior of most 
materials, in contrast to x-rays which are often used in stress measurements. However, it is 
a disadvantage when high resolution is desired, since one must minimize the propagation 
distance in order to improve the resolution. This, in turn, places tighter tolerances on the 
absolute time and distance measurements required to achieve a given precision in velocity 
measurement. 
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Figure 1. Schematic of a high resolution acoustic microscope. 
The authors have been engaged in a program addressed at the latter problern [2-4]. 
In particular, we have chosen to make a very localized measurement of the Rayleigh wave 
velocity using an acoustic microscope. Figure 1 shows the basic configuration, typical of 
acoustic microscopes with lenses having high numerical apertures. When the sample is 
illuminated with a highly convergent beam in the pulse-echo mode, the response is 
dominated by two signals: the specular response from the surface (signal 1) and a signal 
involving the excitation, by energy incident near the critical angle, of a Rayleigh wave 
propagating along the surface (signal 2), and its subsequent re-radiation. By observing how 
the relative times of signal 1 and 2 are effected by the transducer Iift-off, S, it is possible to 
infer the speed of the Rayleigh wave. This time domain mode of operation was chosen 
over the more traditional V(z) mode, in which tone burst excitation is used and velocity is 
inferred from the interference of the overlapping specular and Rayleigh wave signals, 
because of the desire for high spatial resolution. lt was feit that short, broadband pulses 
would be less likely to produce spurious signals by reflecting from nearby geometrical 
inhomogeneities since the time duration of the measurement was shorter. 
EXPERIMENTAL APPARATUS AND PROCEDURE 
Figure 2 shows the apparatus that was used in these experiments. Part (a) shows the 
electronic timing circuit that was used to synchronize the transducer to the clock of the 
digitizer. This was done to eliminate problems associated with "trigger jitter" [5] and led to 
a significant improvement in the time resolution for a fixed number of averages of the 
received signal [3,4]. Part (b) shows the apparatus which was used to study the stress 
dependence of the Rayleigh wave velocity, as measured with the acoustic microscope. 
Measurements were made on a silicon carbide sample, placed in compression by a 
hydraulic piston assembly. A water couplant reservoirwas built around this loading 
apparatus, so that the acoustic microscope lens could be placed just adjacent to, and above, 
the loaded sample. The transducer used was a Panametrics V3330, having nominal 
parameters of 50 MHz center frequency, 6.2 mm focallength and 6.35 mm diameter. 
The experimental procedure was as follows. A value of Ioad was first selected and 
the lens positioned over the sample. Then the received rf waveform (containing signals 1 
and 2) was captured in the digitizer, an example being shown in Fig. 3a. This procedure 
was repeated for a variety of Iift-off values, typically 10 to 20, to provide the data needed to 
determine the Rayleigh velocity. The stresswas then increased and the process repeated for 
several such stress values. 
After the completion of the run, the data was analyzed as follows. A zero crossing 
was identified on both the specular and Rayleigh wave signals, and their times were 
precisely determined by an interpolation scheme. The parameterz (focallength minus Iift-
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Figure 2. Experimental apparatus: a. timing circuit; b. loading apparatus. 
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Figure 3. Typical raw data: a. time domain signals showing selected zero crossings; b. 
plot of Z versus t, from which velocity is inferred for each applied stress Ievel. 
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oft) was then plotted versus the time difference of these signals, and the slope, m, was 
determined by a regression analysis. Figure 3b shows a typical result [2], which also 
indicates that this slope could be determined quite accurately, to about 0.2% in the case 
shown. The Rayleigh wave velocity can be computed fromm using a simple formula [2-5]. 
MEASUREMENT OF THE STRESS DEPENDENCE OF RA YLEIGH VELOCITY 
A number of experiments were performed on silicon carbide in which the above 
procedure was followed. When the Rayleigh velocity was plotted as function stress, the 
data could be fitted to a straight line, as expected. However, the slope observed varied 
significantly from run to run, even changing sign [4]. As an example, Fig 4 shows the last 
two sets of data, which were taken on two different days and not exactly the same position 
on the sample Each point is derived from plots such as those shown in Fig. 3b, with the 
error bars indicating the uncertainty determined by propagating the regression-determined 
uncertainty in m through the analysis. The slope of these plots, the acoustoelastic constant, 
K, is shown. The quoted uncertainty in K is provided by the linear regression analysis of 
the velocity versus stress data, without taking into account the uncertainties in the 
individual velocities indicated by the error bars. A glance at these graphs reveals the 
aforementioned irreproducibility in the data. Each data set appears consistent, in that the fit 
to a straight line is excellent. However, it is clearly evident that these slopes are different. 
INTERPRETATION OF THE RESULTS 
These results do not appear to bode weil for the high resolution measurement of 
stress with an acoustic microscope, at least on the sample studied. Considerable effort has 
been expended in trying to pin down the difficulty, with the results discussed in detail in 
Ref [4]. Two classes of errors can be considered: systematic effects and random effects. 
Among the former is the effect of changes in pulse shape on the velocity determination. 
Such changes were observed, but they are not believed to be responsible for the 
irreproducibility observed, although they could give rise to absolute errors. Among the 
latter were drifts in temperature, inhomogeneities in the sample, and statistical effects 
associated with the finite number of grains in the measurement volume. 
To examine the possible effects of temperature drifts in the water, careful 
measurements of the temperature were made with a thermocouple, placed as close to the 
microscope lens as possible during each of the runs. Shifts were typically on the order of 
0.1 o C during one entire measurement of the stress dependence of the velocity. 
Examination of the goveming equations indicates that this effect is not sufficient to account 
for the observed irreproducibility. 
Sampie inhomogeneity is another possible cause. The particular sample studied was 
prepared from silicon carbide powder, bonded together using a polymer precursor. This 
preparation technique produced a sample with less than 100% density, a situation which 
could have led to velocity and acoustoelastic inhomogeneities. 
However, in considering these possible sources of inhomogeneity, an additional 
effect was identified, whose consequences are believed to be ubiquitous and place a 
fundamental Iimit on the resolution which can be expected in the acoustoelastic 
measurement of stress. This effect, associated with the statistical sampling of a finite 
number of grains in the measurement volume, is discussed in greater detail in the next 
section. 
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Figure 4. Results of two nominally identical measurements of the stress dependence of the 
Rayleigh wave velocity. 
ST A TISTICAL EFFECTS OF FINITE GRAIN SIZE 
To the authors' knowledge, this effect was first considered by Johnson et al. [6,7]. 
Motivated by experimental Observations of a positional Variation of the uhrasonie velocity, 
Fisher and Johnson [6] postulated that this was a consequence of the breakdown of "the 
assumption of macroscopic homogeneity in which one supposes the grains to be 
s = (C~1 - c~2)/2p)"1'2 
-4h (p·a3) = 0 
S = (C~4/p)"1/2 
-4 h (p = a3) 
(ii) 
Figure 5. Anisotropy of wave slownesses in iron. 
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sufficiently small that the acoustic beam passes through enough of them that random 
variations in their orientations do not affect the through-thickness velocity. 11 Basedon 
experimental observations of the velocity variations, they argued that 11this variation in 
acoustic velocity with position is directly related to the number of grains within the volume 
of material sampled by the acoustic signal, 11 such that 11for a given transducer the observed 
variation should be large for coarse-grained materials and small for fine-grained materials. II 
Johnson and Fisher presented a morequantitative discussion of this effect in a 
subsequent publication [7]. The essential idea is illustrated in Fig. 5, which shows the 
ultrasonic slowness surfaces for iron and illustrates the strong anisotropy in the ultrasonic 
speeds, particularly for transverse waves. This, in turn, is a reflection of the anisotropy in 
the elastic stiffness tensor. The basic idea behind Johnson and Fisher's calculation was then 
as follows. 11Since the materials being considered are polycrystalline aggregates, the 
transducer at any point samples a finite number of grains. As the transducer moves from 
point to point in order to map out the stress field, it samples different [finite] sets of grains. 
If the typical grain dimensions are not small in comparison to the transducer diameter and 
specimen thickness [or more generally propagation path length], the number of grains 
within the transducer's 'view' will be small. As a result, the variation in grain orientations 
from point to point may affect the aggregate propetlies as seen by the transducer11 
They based their quantification oftbis idea on the Voigt approximation [8] which 
assumes that any component of the (second or third order) macroscopic elastic stiffness 
tensor, C, for a large number of grains, is determined by averaging the corresponding 
component of a rotated single crystal elastic stiffness tensor, C, over the orientations of the 
crystallites, g, taken to be random in the case exarnined in detail. 
c = Je (g) dg. 
They also noted that the variance, for single a grain, of this stiffness tensor 
component is given by 
(2) 
(3) 
They finally argued that, when the number of grains is finite in the measurement 
volume, say N, then one must consider how close the mean of N samples of a population is 
to the true mean of the population. Using the centrallimit theorem [9], this led to the 
conclusion that the variance cr2 of the mean of N samples approaches 
(4) 
as N approaches infinity. 
Based on these ideas, Johnson and Fisher present the results of a detailed analysis in 
which they evaluate the orientation integrals for each of the tensor components of the 
second and third order elastic constants for cubic crystallites. Table I, reproduced from 
their work, shows the numerical results for 2024 aluminum, which was the subject of their 
studies. Of particular interest is the fact that the fractional variances of third-order elastic 
constants exceeds that of the second-order elastic constants by about an order of magnitude. 
The consequences of these effects can be interpreted by referring to Fig.6, where it 
is shown how either shifts in the stress free velocity, Vo, or in the acoustoelastic constant K 
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Figure 6. Consequences of uncertainties in stress free velocity and acoustoelastic constant 
on the inference of stress. 
Table I Averages of the Second-Order and Third-Order Elastic Stiffness Tensors and 
Their Variances. ABCD(EF) denote the components of the tensor C. 
ABCD (EF) C (OPa) cr (OPa) 
1111 111 1.80 
1122 58.3 1.35 
1212 26.2 1.35 
111111 -1340 103 
111122 -240 50.2 
112233 -53.7 23.6 
112323 -275 50.8 
111212 -93.5 24.6 
122331 -90.9 24.8 
cr/C (%) 
1.6 
2.3 
5.2 
7.7 
21 
44 
18 
26 
27 
can cause errors in the acoustoelastic estimate of stress. The uncertainties in the second-
order elastic constants are related to the former effect and those of the third-order elastic 
constants are related to the latter effect. 
Blessing has considered these effects further and used them to interpret the accuracy 
of ultrasonic measurements to determine the dynamic elastic moduli of materials [10] and 
precision uHrasonie thickness measurements ofthin steel parts [ 11]. He found that the 
experimental variations in velocity modestly exceeded the theoretical predictions, a result 
he interpreted in terms of other ultrasonic variables such as texture, density variations and 
residual stress. 
Given this fact that velocities can shift due to a finite nurober of grains in the 
measurement volume, it is important to ask how many grains must be sampled to achieve a 
desired precision in velocity measurement. Suppose one needs to measure the velocity to a 
precision of 0.01 %, a value typical for stress measurement applications. If we take 5% as 
the variance of the second-order elastic constants (which is equal to the variance of the 
shear stiffness, C1212, of aluminum which is likely tobe closely related to the Rayleigh 
velocity), then Eq.(4) implies that N must be greater than 270,000. Fora typical 
acoustoelastic measurement, the measurement volume might be I cm3. In this case, one 
finds that the grain diameter can be as !arge as 192 micrometers. However, in our high 
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resolution geometry, the measurement volume is on the order of 0.1 mm3, for which case 
the grain diameter must be less ,that 9 micrometers, a much more serious Iimitation. 
Aluminum is one of the most elastically isotropic materials, and hence is one in 
which these problems are the least severe. It can be expected that smaller grain sizes will 
be required in other materials to achieve the same uniformity of stress-free velocity. 
Moreover, since the variances in the second-order elastic constants appear tobe 
considerably less than those of the third-order elastic constants, the conditions required to 
achieve a uniform acoustoelastic effect can also be expected to be more severe. Based on 
these discussions, it would appear clear that finite grain size effects places a fundamental 
Iimitation on the ability to achieve high resolution, acoustoelastic measurement of stress. 
SUMMARY 
An approach is described, based on the acoustic rnicroscope geometry, for the high 
resolution measurement of stress. Data is shown on silicon carbide demonstrating the 
stress dependence of the velocity but also revealing a significant scatter in both the stress 
free velocity and the acoustoelastic effect. Possible causes of this scatter are discussed. It 
is concluded that the most fundamental is the statistical effects of a finite number of grains 
in the measurement volume. Numerical examples are presented to quantify these 
conclusions. 
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