Speeding up Algorithms on Atomic Representations of Herbrand Models via New Redundancy Criteria  by Pichler, Reinhard
doi: 10.1006/jsco.1999.0361
Available online at http://www.idealibrary.com on
J. Symbolic Computation (2000) 29, 213–257
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REINHARD PICHLER†
Technische Universita¨t Wien
The importance of models within automated deduction is generally acknowledged both
in constructing countermodels (rather than just giving the answer “NO”, if a given
formula is found to be not a theorem) and in speeding up the deduction process itself
(e.g. by semantic resolution refinement).
However, so far little attention has been paid to the efficiency of algorithms to actu-
ally work with models. There are two fundamental decision problems as far as models
are concerned, namely: the equivalence of two models and the truth evaluation of an
arbitrary clause within a given model. This paper focuses on the efficiency of algorithms
for these problems in the case of Herbrand models given through atomic representations.
Both problems have been shown to be coNP-hard by Gottlob and Pichler (1999), so
there is a certain limit to the efficiency that we can possibly expect. Nevertheless, what
we can do is find out the real “source” of complexity and make use of this theoretical
result for devising an algorithm which, in general, has a considerably smaller upper
bound on the complexity than previously known algorithms, e.g. the partial saturation
method in Fermu¨ller and Leitsch (1996) and the transformation into equational problems
in Caferra and Zabel (1991).
The main results of this paper are algorithms for these two decision problems, where
the complexity depends non-polynomially on the number of atoms (rather than on the
total size) of the input model equivalence problem or clause evaluation problem, re-
spectively. Hence, in contrast to the above-mentioned algorithms, the complexity of the
expressions involved (e.g. the arity of the predicate symbols and, in particular, the term
depth of the arguments) only has polynomial influence on the overall complexity of the
algorithms.
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1. Introduction
Models play an increasingly important role in automated theorem proving. Their appli-
cability is basically twofold, first, rather than just proving that some input formula is
not a theorem, it would be desirable for a theorem prover to provide some insight as to
why a given formula is not a theorem. To this end, the theorem prover tries to construct
a countermodel rather than just giving the answer “NO”. Consequently, over the past
few years, automated model building has evolved as an important discipline within the
field of automated deduction. The second application of models arises from the idea of
guiding the proof search by providing some additional knowledge on the domain from
which the input formula is taken. This knowledge can be represented in the form of a
model, which may then be used for example in semantic resolution.
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In any case, an appropriate representation of models is called for. The following prop-
erties are indispensable prerequisites for any practically relevant model representation:
(1) “Reasonable” expressive power. A minimum requirement on the expressive power
is the possibility to finitely represent infinite models.
(2) Algorithms for two decision problems. There are two decision problems involved
in the actual work with models, namely, deciding the equivalence of models and
evaluating an arbitrary clause in such a model.†
One possible way of speeding up automated theorem provers via automated model con-
struction is shown in Caferra and Peltier (1995), namely, suppose that we want to apply
a resolution-based theorem prover to a clause set D which was obtained from a satisfiable
clause set C by adding only a few clauses (i.e. C ⊂ D holds). Then it may actually be
advantageous to construct a model M of C first and to apply semantic resolution or
semantic clash resolution based on this model M to the clause set D. The need for a
decision procedure for evaluating clauses in such a modelM is obvious. The requirement
that the equivalence of models is also effectively decidable comes from the observation
that the formalisms presented in the model building literature for representing models
allow many different ways of representing the same model. However, when we actually
want to compute the truth value of arbitrary clauses in such a model, then the efficiency
of this computation depends to a large extent on the specific representation rather than
just the model thus represented. It is therefore important to look for transformations of
the model representation constructed in the first step into an equivalent one with “bet-
ter” computational properties. However then we have to make sure, of course, that the
model representation resulting from such a transformation is equivalent to the original
one.
In Fermu¨ller and Leitsch (1996), atomic representations of Herbrand models (= AR’s)
are shown to be a very useful formalism. On the one hand, it is proven that the above-
mentioned requirements on the expressive power and decidability are met and, on the
other hand, an algorithm is presented, which allows the automatic model construction
for satisfiable clause sets of a certain syntax class.
However, the efficiency of algorithms concerning model equivalence and clause evalua-
tion, which is an important issue for the practical applicability of a model representation,
has received little attention so far. What we are interested in here is the (time) complex-
ity of such algorithms for AR’s. Actually, in Gottlob and Pichler (1999) both decision
problems (i.e. the model equivalence and the evaluation of a clause to “true”) have been
shown to be coNP-hard even for the special case of linear atomic representations and
even if the Herbrand universe contains no function symbols. Therefore, we cannot expect
to find a polynomial algorithm without giving a positive answer to the P = NP -problem.
However, what we can do is find out the real “source” of complexity and make use of
†In general, a model is an interpretation which validates a certain formula. As long as one is concerned
with the actual model construction, it is clear which formula is validated by the interpretation thus
constructed. However, when one starts to work with such an interpretation in a different context (e.g. as
input for a theorem prover based on semantic resolution), the connection between the interpretation and
the formula which is validated by this interpretation is no longer obvious. In fact, it is a bit inaccurate
to talk about “models” rather than “interpretations”, when it is not clear, which formula is actually
validated by a given interpretation. However, this kind of inaccuracy is very common in the model
building literature. We shall, therefore, also refer to “interpretations” as “models” in this paper without
having a particular formula in mind which is validated by such an interpretation.
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this theoretical result for devising an algorithm which is, in general, considerably more
efficient than previously known ones, e.g. the partial saturation method in Fermu¨ller and
Leitsch (1996) and the transformation into equational problems in Caferra and Zabel
(1991). The main results of this work are algorithms for solving the model equivalence
problem and the clause evaluation problem for AR’s, where the time complexity is non-
polynomial only in the number of atoms. In contrast to the methods of Fermu¨ller and
Leitsch (1996) and Caferra and Zabel (1991), the complexity of the expressions involved
(e.g. the arity of the predicate symbols and, in particular, the term depth of the argu-
ments) only has polynomial influence on the complexity of our algorithms.
This is a full paper based on Pichler (1998). It is organized as follows. After briefly
revising some basic terminology in Section 2, we shall provide algorithms for the two
decision problems mentioned above, namely the model equivalence problem (in Sections 3
and 4) and the clause evaluation problem (in Section 5), respectively. In Section 3, we
present a transformation of the original model equivalence problem into another type
of problem, which we shall refer to as the term tuple cover problem, i.e. given a set
M = {(t11, . . . , t1k), . . . , (tn1, . . . , tnk)} of k-tuples of terms over some Herbrand universe
H, is every ground term tuple (s1, . . . , sk) ∈ Hk an instance of some tuple (ti1, . . . , tik) ∈
M? An algorithm for the solution of the term tuple cover problem will be presented in
Section 4. The clause evaluation problem for AR’s will be tackled in Section 5. Again
we first transform the original problem into another kind of problem which we shall call
the term tuple inclusion problem, i.e. given term tuple sets E(1) = {~u (1)1 , . . . , ~u (1)n1 }, . . . ,
E(m) = {~u (m)1 , . . . , ~u (m)nm } and M = {~t1, . . . ,~tn}, is every common H-ground instance
~s of E(1), . . . , E(m) also an instance of M? (Note that we call a ground term tuple ~v
an instance of a set of tuples W = {~w1, . . . , ~wn}, iff there exists some ~wi ∈ W , s.t. ~v
is an instance of ~wi.) A solution for the term tuple inclusion problem is then provided
by transforming it into a set of term tuple cover problems. In Section 6, some related
methods are briefly sketched and their complexity is compared with our algorithms. In
Section 7 we shall summarize the main results of this paper and identify directions for
future work. Finally, in the appendix, we recall the main ideas of the coNP-hardness
proof for the term tuple cover problem (and, consequently, for model equivalence and
clause evaluation) from Gottlob and Pichler (1999).
2. Preliminaries
In this section we shall briefly recall some basic definitions from Fermu¨ller and Leitsch
(1996) which are also central to our considerations. Furthermore, some terminology and
important properties concering term representations, unification algorithms and multisets
will be revised.
2.1. representation and unification of terms
Definition 2.1. (Subterms and positions of terms) Let t be a term. Then we de-
note by [t|p] the subterm in t at position p, where positions in t are defined as strings of
integers in the following way:
1 The empty string ε is a position in t and [t|ε] = t.
2 If p is a position in t with [t|p] = f(t1, . . . , tα), then for every q ∈ {1, . . . , α}, p ◦ q
(or simply “pq”) is also a position in t and [t|pq] = tq.
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3 Nothing else is a position in t.
The length of a position p = p1 . . . pk is k. By the term depth τ(t) of a term t we denote
the maximum length of the positions in t, i.e. τ(t) = max({k | ∃ p = p1 . . . pk, s.t. p is a
position in t}).
The above definition can be easily extended to term tuples. The only modification re-
quired is that now the components of a term tuple (rather than the empty position ε)
constitute the base case of the definition of positions, i.e. for a k-tuple ~t = (t1, . . . , tk),
every j ∈ {1, . . . , k} is a position in ~t with [~t |j] = tj . The definition of the term depth
τ(~t ) as the maximum length of the positions in ~t can be taken over literally from the
case of simple terms.
There are many different ways of representing a term, where the number of symbols
required may even vary exponentially (e.g. representation as a string of symbols vs.
representation as a directed acyclic graph). In this paper, we shall make use of two such
representations, namely, labelled finite trees and directed acyclic graph.
When representing a term t as a labelled finite tree, the internal nodes (i.e. the non-leaf
nodes) are labelled with a function symbol of non-zero arity and the number of child
nodes of every such node corresponds to the arity of the labelling function symbol. The
leaf nodes are either labelled with constant symbols or variables. No confusion will arise
when we identify the tree corresponding to some term t with the term t itself. We shall
therefore simply talk about “paths of t” rather than “paths of the tree corresponding to
t”. In particular, the leftmost path of the tree representation of a term t will be referred to
as lmp(t) (i.e. the leftmost path of t). This tree representation of terms and, in particular,
the leftmost path of a term will play an important role in our proofs in Section 4.2.
For the actual work with terms, another representation of terms is more appropriate,
namely directed acyclic graphs. In Baader and Siekmann (1994), the efficiency of several
unification algorithms is analysed and it is shown that the original unification algorithm
from Robinson (1965), where terms are represented as strings of symbols, has exponential
time and space complexity. This fact is illustrated by the following example.
Example 2.2. (Baader and Siekmann, 1994) Let the terms sn and tn be defined as
follows:
sn = f(f(x0, x0), f(f(x1, x1), f(f(x2, x2), f(. . . , (f(xn−1, xn−1) . . .)))
tn = f(x1, f(x2, f(x3, f(. . . , xn) . . .))).
Then the algorithm from Robinson (1965) requires exponential time and space in order
to compute the mgu σn with
σn = {x1 ← f(x0, x0), x2 ← f(f(x0, x0), f(x0, x0)),
x3 ← f(f(f(x0, x0), f(x0, x0)), f(f(x0, x0), f(x0, x0))), . . . }.
However, by using more sophisticated data structures like directed acyclic graphs, this
kind of exponential blow-up can be avoided. In fact, even linear time algorithms for
unification exist (cf. Martelli and Montanari, 1982).
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2.2. covering sets
The following notation from Fermu¨ller and Leitsch (1996) is also convenient for our
purposes. However, we shall slightly modify the original concepts by extending the defi-
nitions for terms to the analogous definitions for term tuples.
Definition 2.3. (Set of ground instances) Let H be a Herbrand universe and let
A be an atom over H. Then we denote by GH(A) the set of all H-ground instances of A.
Likewise, for a term tuple ~t = (t1, . . . , tk) over H, we denote by GH(~t ) the set of
H-ground instances of ~t.
Definition 2.4. (Covering set of term tuples) LetH be a Herbrand universe and
let M = {~t1, . . . ,~tn} be a set of k-tuples of terms over H. Then we say that M cov-
ers S ⊆ Hk, iff every tuple ~s ∈ S is a ground instance of some tuple ~ti ∈ M , i.e.
S ⊆ ⋃ni=1GH(~ti).
Likewise, for a k-tuple ~s and a set of k-tuples N , we say that M covers ~s (or N), iff
M covers GH(~s ) (or
⋃
~t∈N GH(~t )).
The study of covering sets of terms or of term tuples has many interesting applications
in various areas of computer science. The notion of covering sets was first introduced by
Zhang et al. (1988) in the field of automated deduction in order to increase the power of
equational theorem provers. The authors observed that pure equational reasoning (i.e.
the application of inference rules like replacement of an expression by an equivalent one or
instantiation of a universally quantified variable by an arbitrary term from the underly-
ing Herbrand universe H) is not powerful enough to derive certain universally quantified
equations, even if these equations actually hold for any instantiation of these univer-
sally quantified variables by arbitrary terms from H. Rather than deriving “directly”
an equation ∀(x1, . . . , xk)(s = t), where (x1, . . . , xk) denotes the variables occurring in
s = t, it is sometimes easier to prove that certain H-instances sσ = tσ of this equation
hold. However, one then has to make sure that the set of instantiations (x1, . . . , xk)σ
thus considered actually “covers” all possible combinations of terms from H.
A similar problem was investigated in Lassez and Marriott (1987), where “implicit
generalizations” were introduced as a formal basis of machine learning from counter-
examples. An “implicit generalization” over some Herbrand universe H is of the form
t/{tϑ1, . . . , tϑn} with the intended meaning that it represents all ground instances of t
which are not an instance of any tϑi. Let ~x = (x1, . . . , xk) denote the vector of variables
occurring in t. Then the emptiness problem of implicit generalizations comes down to
testing whether the set M = {~xϑ1, . . . , ~xϑn} of k-tuples of terms covers all of Hk.
The same kind of problem arises in functional programming where the completeness of
a definition by cases has to be checked (cf. Lassez et al., 1991). Moreover, we shall show
in the subsequent sections that the model equivalence problem of AR-models and the
problem of clause evaluation in an AR-model can be transformed into similar problems.
2.3. subsumption over a fixed Herbrand universe
In Fermu¨ller and Leitsch (1996), H-subsumption (i.e. a version of subsumption, which
depends on a particular Herbrand universe H) is defined for general clauses. However,
in our definition below, we only consider the special case where all clauses are atoms:
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Definition 2.5. (H-subsumption) LetH be a Herbrand universe and letB,A1, . . . , An
be atoms over H. We say that the set A = {A1, . . . , An} H-subsumes the atom B (written
as {A1, . . . , An} ≤sH B), iff for every H-ground instance B′ of B there exists an atom
Ai ∈ A, s.t. B′ is an instance of Ai, i.e. GH(B) ⊆
⋃n
i=1GH(Ai).
For term tuples ~t, ~s1, . . . , ~sn over H, H-subsumption can be defined analogously, i.e.
{~s1, . . . , ~sn} ≤sH ~t⇔ GH(~t ) ⊆
⋃n
i=1GH(~si).
Note that the above definition of H-subsumption is not to be confused with ordinary
subsumption, whose definition is recalled below.
Definition 2.6. (Ordinary subsumption) Let B,A1, . . . , An be atoms. We say that
the set A = {A1, . . . , An} subsumes the atom B (written as {A1, . . . , An} ≤s B), iff there
exists an atom Ai ∈ A, s.t. B is an instance of Ai.
There is a fundamantal difference between H-subsumption and ordinary subsumption,
namely, H-subsumption depends on a particular Herbrand universe H while ordinary
subsumption does not. Another important difference between these two concepts of sub-
sumption concerns their complexity: ordinary subsumption of atoms can be tested in
linear time by a simple matching algorithm, while H-subsumption has been shown in
Gottlob and Pichler (1999) to be coNP-hard for any Herbrand universe H with at least
two elements (cf. the proof is sketched in the appendix). If an atom B is subsumed by an
atom set A, then clearly any instance B′ of B is also subsumed by A. Hence, A ≤s B im-
plies A ≤sH B. However, the following example illustrates that the opposite implication
does not necessarily hold.
Example 2.7. Let A = {A1, A2} be an atom set and let B a further atom with A1 =
P (x, a), A2 = P (x, f(y, z)) and B = P (a, y). Then A clearly does not subsume B.
Let H denote the Herbrand universe with signature {f, a}. Then every H-ground
instance of B is either of the form P (a, a) or P (a, f(s, t)), where s and t are arbitrary
terms in H. Hence, A ≤sH B holds, since P (a, a) is an instance of A1 and every atom of
the form P (a, f(s, t)) is an instance of A2.
Now suppose that H ′ denotes the Herbrand universe with signature {f, a, b}, where b
is another constant symbol. Then A ≤sH B does not hold, since P (a, b) is an H ′-instance
of B, which is neither an instance of A1 nor of A2.
In Fermu¨ller and Leitsch (1996), it is shown that ordinary subsumption and H-subsump-
tion actually coincide, if certain conditions on the term depth and on the depth of variable
occurrences hold, namely, let A be an atom set and let B be an atom, s.t. the minimum
depth of variable occurrences in B is greater than the term depth of A. Then A ≤sH B
holds, iff A ≤s B does. In Section 6.1 we shall see how this result can be used to devise
an H-subsumption algorithm.
The property of dependence on a particular Herbrand universe H not only applies to
H-subsumption but also to the main problems studied here, namely testing the model
equivalence of AR-models and clause evaluation in AR-models. Note that the evaluation
of a clause C in an AR-model A = {A1, . . . , An} over some Herbrand universe H must
not be confused with the clause implication (∀~x1A1) ∧ . . . (∀~xnAn) |= (∀~yC), where ~xi
denotes the variables in Ai and ~y denotes the variables in C. Again these two problems
differ in that the former one depends on a particular Herbrand universe H while the latter
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one does not. Analogously to the above considerations on ordinary subsumption vs. H-
subsumption, it can be easily shown for any clause C and any atom set A = {A1, . . . , An}
over an arbitrary Herbrand universe H, that C evaluates to “true” in the AR-model A,
if (∀~x1A1) ∧ . . . (∀~xnAn) |= (∀~yC) holds. However, the converse is clearly not true.
2.4. multisets
Multisets were introduced in Dershowitz and Manna (1979) as a technique in termina-
tion proofs with a broad field of applications. A slightly modified definition of multisets
is provided by Comon and Lescanne (1989), which we recall in Definition 2.8 below. Ac-
tually, the termination proofs of our algorithms (in Theorems 4.7 and 4.24) will be based
on a multiset argument.
Definition 2.8. (Multisets) Let S be an arbitrary set and let N denote the natural
numbers. A multiset M of elements in S is a function M : S → N , s.t. M(x) 6= 0 for
only finitely many elements x of S.
Remark. In the original definition of Dershowitz and Manna (1979), a multiset is written
in the usual set notation, where an element x is included n-times, iff M(x) = n, e.g.
M = {a, b, a, b, b, b}, if M(a) = 2, M(b) = 4 and M(x) = 0 otherwise.
In Definition 2.10 below we shall recall how an ordering ≤ on the set S can be extended
to an ordering  on the multisets over S. To this end, we need the following definition
of membership and difference of multisets.
Definition 2.9. Let X and Y be multisets over some set S and let s be a member in
S. We say that s is an element of X (written as s ∈ X), iff X(s) > 0 holds. Moreover, we
define the difference multiset Z = X−Y in such a way that for every z ∈ S, the relation
Z(z) = max({0,X(z)− Y (z)}) holds.
Definition 2.10. (Multiset orderings) Let (S,≤) be an arbitrary set S with an
ordering ≤. Then ≤ can be extended to an ordering  on the multisets of elements in S
in the following way:
Let X = {x1, . . . , xn} and Y = {y1, . . . , ym} be multisets over S. Then X  Y , iff one
of the following conditions holds:
(1) X = Y or
(2) ∃i ∈ {1, . . . , n} and ∃j ∈ {1, . . . ,m}, s.t. xi = yj and X − {xi}  Y − {yj} or
(3) ∃Z ⊆ X and ∃j ∈ {1, . . . ,m}, s.t. ∀z ∈ Z : z < yj and X − Z  Y − {yj}.
The main reason why multisets are such a useful tool in termination proofs is the property
of “well-foundedness”, which the multiset ordering “” inherits from the ordering “≤”:
Theorem 2.11. (Well-founded ordering) Let (S,≤) be an ordered set and let “≤”
be well-founded, i.e. there is no infinite, strictly decreasing sequence in S. Then the
ordering “” on multisets over S is also well-founded.
Proof. See Dershowitz and Manna (1979, p. 467).
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3. Transformation of the Model Equivalence Problem
In Definition 3.1 below we recall the formal definition of atomic representations of
Herbrand models and their equivalence from Fermu¨ller and Leitsch (1996).
Definition 3.1. (Atomic representations) Let H be a Herbrand universe. An
atomic representation of a Herbrand model (= AR) over H is a set A = {A1, . . . , An} of
atoms over H with the following intended meaning: a ground atom over H evaluates to
“true”, iff it is an instance of some atom Ai ∈ A.
In a linear atomic representation of a Herbrand model (= LAR), all atoms are linear,
i.e. they have no multiple variable occurrences.
Two AR’s A and B are equivalent, iff they represent the same (Herbrand) model, i.e.
the same ground atoms evaluate to “true” in both models.
In Fermu¨ller and Leitsch (1996), the following criterion for the equivalence of AR’s is
stated:
Lemma 3.2. (H-subsumption criterion) Let A = {A1, . . . , An} and B = {B1, . . . ,
Bm} be AR’s w.r.t. some Herbrand universe H. Then A and B are equivalent, iff
(1) ∀j ∈ {1, . . . ,m}: {A1, . . . , An} ≤sH Bj
(2) ∀i ∈ {1, . . . , n}: {B1, . . . , Bm} ≤sH Ai.
This characterization of model equivalence provides the starting point for our consid-
erations. The following lemma shows how the H-subsumption criterion can be further
transformed:
Lemma 3.3. (Transformation of the H-subsumption problem) Let B,A1, . . . ,
An be atoms over some Herbrand universe H. Furthermore, let V (B) = {x1, . . . , xk} de-
note the variables occurring in B and suppose that V (B)∩V (Ai) = ∅ for all i ∈ {1, . . . , n}
(i.e. B and the Ai’s have no variables in common). Finally, let Θ denote a set of substi-
tutions, s.t. for all unifiable pairs (Ai, B), Θ contains the restriction to V (B) of a most
general unifier of Ai and B, i.e.
Θ = {ϑ | (∃i), s.t. Ai and B are unifiable, ϑ′ is an mgu of Ai and B and ϑ = ϑ′|V (B)}.
Then the following equivalence holds:
{A1, . . . , An} ≤sH B ⇔
⋃
ϑ∈Θ
GH(x1ϑ, . . . , xkϑ) = Hk.
Proof. (Sketch) B is H-subsumed, iff all ground instances are subsumed by some Ai.
Obviously, only those instances of the Ai’s play a role, which are unifiable with B, i.e.
For every ground substitution σ, Bσ must be subsumed by some Aiϑ′i = Bϑ
′
i = Bϑi,
where ϑ′i is an mgu of Ai and B and ϑi = ϑ
′
i|V (B). However this is the case, iff for every
H-ground substitution σ, (x1σ, . . . , xkσ) is a ground instance of some (x1ϑi, . . . , xkϑi)
with ϑi ∈ Θ. 2
In the following example, the above problem transformation is put to work:
Example 3.4. Let B = P (f(g(x1), x2), f(x3, x4)) and A = {A1, . . . , A10} with
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A1 = P (f(y1, f(y2, y3)), f(a, g(y4))), A2 = P (f(y1, f(y2, y3)), f(y4, g(y5))),
A3 = P (f(g(y1), y1), f(g(y2), y3)), A4 = P (f(y1, g(y2)), y3),
A5 = P (f(y1, y2), f(y3, f(y4, y5)), A6 = P (f(y1, y2), f(y3, y2)),
A7 = P (f(y1, y2), f(f(y3, y3), y4)), A8 = P (f(y1, a), f(y2, g(y3))),
A9 = P (f(y1, a), f(f(a, y2), a)), A10 = P (f(y1, f(y2, y3)), f(y4, a)).
Then Θ from Lemma 3.3 is of the form Θ = {ϑ1, . . . , ϑ10} with
ϑ′1 = {y1 ← g(x1), x2 ← f(y2, y3), x3 ← a, x4 ← g(y4)}
⇒ ϑ1 = {x2 ← f(y2, y3), x3 ← a, x4 ← g(y4)}
ϑ′2 = {y1 ← g(x1), x2 ← f(y2, y3), x3 ← y4, x4 ← g(y5)}
⇒ ϑ2 = {x2 ← f(y2, y3), x3 ← y4, x4 ← g(y5)}
ϑ3 = {x1 ← y1, x2 ← y1, x3 ← g(y2), x4 ← y3}
ϑ4 = {x2 ← g(y2)}
ϑ5 = {x2 ← y2, x3 ← y3, x4 ← f(y4, y5)}
ϑ6 = {x2 ← y2, x3 ← y3, x4 ← y2)}
ϑ7 = {x2 ← y2, x3 ← f(y3, y3), x4 ← y4)}
ϑ8 = {x2 ← a, x3 ← y2, x4 ← g(y3)}
ϑ9 = {x2 ← a, x3 ← f(a, y2), x4 ← a}
ϑ10 = {x2 ← f(y2, y3), x3 ← y4, x4 ← a}.
Let ~x = (x1, x2, x3, x4) denote the vector of variables occurring inB. Then, by Lemma 3.3,
the H-subsumption problem {A1, . . . , A10} ≤sH B is equivalent to the term tuple cover
problem M = {~xϑ1, . . . , ~xϑ10} = {(x1, f(y2, y3), a, g(y4)), (x1, f(y2, y3), y4, g(y5)),
(y1, y1, g(y2), y3), (x1, g(y2), x3, x4)), (x1, y2, y3, f(y4, y5)), (x1, y2, y3, y2),
(x1, y2, f(y3, y3), y4), (x1, a, y2, g(y3)), (x1, a, f(a, y2), a), (x1, f(y2, y3), y4, a)}.
Remark. The size of each H-subsumption problem produced by Lemma 3.2 is clearly
restricted by the size of the original model equivalence problem. Moreover, it is easy
to prove that, as far as the complexity is concerned, also the H-subsumption problem
{A1, . . . , An} ≤sH B and the term tuple cover problem M = {~xϑ |ϑ ∈ Θ} obtained
via Lemma 3.3 are basically the same, e.g. both problems are coNP-hard. In fact, it
is by reduction to a problem very similar to the term tuple cover problem, that the
coNP-hardness of the model equivalence and of the H-subsumption problem is proven in
Gottlob and Pichler (1999) (cf. the proof is sketched in the appendix). Furthermore, the
number |M | of term tuples is restricted by the number n of atoms in the H-subsumption
problem. Finally, the total length of the term tuple cover problem depends linearly on the
length of the H-subsumption problem, provided that an efficient unification algorithm is
used which represents terms as directed acyclic graphs (cf. Section 2.1).
4. The Term Tuple Cover Problem
In this section we shall construct an algorithm which solves the term tuple cover
problem. The target of such an algorithm is to transform a given set M of k-tuples into a
set M ′ of k′-tuples of a “particularly simple form”, for which it is easy to decide whether
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M ′ covers all of Hk
′
or not. The following definition of “solved term tuple sets” makes
this idea precise.
Definition 4.1. (Solved term tuple set) We call a term tuple set M solved, iff ei-
ther M = ∅ or M contains a tuple (x1, . . . , xk) of pairwise distinct variables.
Note that if M = ∅, then no ground instance at all is covered by M and therefore,
M clearly does not cover Hk for any k. Likewise, if M contains a tuple (x1, . . . , xk) of
pairwise distinct variables, then M trivially covers all of Hk. Hence, a transformation of
arbitrary term tuple sets into term tuple sets of this form is actually all we need for a
decision procedure of the term tuple cover problem.
The central idea of the transformation into solved term tuple sets is the following: Di-
vide the original problem (with n term tuples) into subproblems s.t. the number of term
tuples in each subproblem is strictly smaller than n and the number of subproblems is
bounded by n rather than by the total input length. Our algorithm will comprise two prin-
cipal components, namely a division into subproblems, which is based on an appropriate
partition of the Herbrand universe H, and redundancy criteria which control both the
number and the size of the resulting subproblems. The basic partition of H is already well
known from previous algorithms† while the latter one is new. Moreover, the redundancy
criteria are the main reason why our algorithm is, in general, considerably more efficient
than the other algorithms.
The basic form of our division of a term tuple cover problem into subproblems will be
based on the following partition of the Herbrand universe H, which is also central to the
explosion rule for solving equational problems in Comon and Lescanne (1989) and for
the orthogonalization method in Fermu¨ller and Leitsch (1996). Let FS(H) denote the
set of function symbols of H (constants are considered as function symbols of arity 0).
Then every ground term of H has exactly one f ∈ FS(H) as its leading symbol. Hence,
H can be partitioned as H =
⋃
f∈FS(H)GH(f(x1, . . . , xα(f))). In the following lemma
we use this partition of H to split a term tuple cover problem into subproblems.
Lemma 4.2. (Basic division into subproblems) Let H be some Herbrand universe
whose set of function symbols is denoted by FS(H) (constants are considered as function
symbols of arity 0). Furthermore, let M = {~t1, . . . ,~tn} be a set of k-tuples of terms over
H and let p ∈ {1, . . . , k} denote a component of the tuples. For every f ∈ FS(H) with
arity α(f), we define the “subproblem” M (p)f as follows:
M
(p)
f = {(ti1, . . . , ti(p−1), si1, . . . , siα(f), ti(p+1), . . . , tik) | tip = f(si1, . . . , siα(f))} ∪
{(ti1, . . . , ti(p−1), x1, . . . , xα(f), ti(p+1), . . . , tik)σ | tip is a variable, the xj’s are
new pairwise distinct variables and σ = {tip ← f(x1, . . . , xα(f))}}.
Then M covers Hk, iff M (p)f covers H
k−1+α(f) for every f ∈ FS(H).
Proof. (Sketch) Let p ∈ {1, . . . , k} be an arbitrary component of the k-tuples. Then
† However, the idea of partitioning H in Comon and Lescanne (1989) and Fermu¨ller and Leitsch (1996)
will require some modification in Section 4.2, since the basic form applied in the other algorithms is not
suitable for the case where H contains only one function symbol of non-zero arity.
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the above-mentioned partition of H via the possible leading symbols of the terms in H




Hp−1 ×GH(f(x1, . . . , xα(f)))×Hk−p.
Note that the tuples from M whose pth component is a functional term with leading
symbol g 6= f play no role in covering Hp−1 × GH(f(x1, . . . , xα(f))) ×Hk−p. Hence, in
order to test whether some term tuple set M covers Hp−1×GH(f(x1, . . . , xα(f)))×Hk−p,
only the term tuples with a variable in the pth component or with a functional term with
leading symbol f have to be considered. Moreover, from the tuples with a variable z in
the pth component, only the instance where z is instantiated to the term f(x1, . . . , xα(f))
for some new, pairwise distinct variables xi is needed.
By restricting the term tuple set M in this way, we get another set M ′, where all tuples
have a functional term with leading symbol f in the pth component, i.e.
M ′ = {~t1, . . . ,~tn} with ~ti = (ti1, . . . , ti(p−1), f(si1, . . . , siα(f)), ti(p+1), . . . , tik).
Then the condition that M ′ covers Hp−1×GH(f(x1, . . . , xα(f)))×Hk−p is equivalent to
the condition that M ′′ = {(ti1, . . . , ti(p−1), si1, . . . , siα(f), ti(p+1), . . . , tik) |~ti ∈M ′} covers
Hk−1+α. However, the latter condition corresponds to the term tuple subproblem M (p)f .
2
In the following example, we put this lemma to work.
Example 4.3. (Basic division into subproblems) Let H be the Herbrand universe
with signature FS(H) = {f, g, a}. Furthermore, let an instance of the term tuple cover
problem be given through the set M = {(f(x), y), (g(x), y), (x, x), (x, f(y)), (x, g(y))}.
Then M covers H2, iff
Ma = {(a, a), (a, f(y)), (a, g(y))} covers GH(a)×H,
Mf = {(f(x), y), (f(x), f(x)), (f(x), f(y)), (f(x), g(y))} covers GH(f(x))×H and
Mg = {(g(x), y), (g(x), g(x)), (g(x), f(y)), (g(x), g(y))} covers GH(g(x))×H.
This, in turn, is equivalent to the following three term tuple cover problems:
M (1)a = {(a), (f(y)), (g(y))},
M
(1)
f = {(x, y), (x, f(x)), (x, f(y)), (x, g(y))} and
M (1)g = {(x, y), (x, g(x)), (x, f(y)), (x, g(y))}.
In the above example, the division into subproblems was not problematical at all. Note




a have strictly fewer term tuples
than the original problem M . The reason why things ran so smoothly in Example 4.3 is
because two different function symbols (namely f and g) occurred as leading symbols of
the terms in the first component. However, there is no guarantee, that two different func-
tion symbols actually occur in some component. But then the division into subproblems
from Lemma 4.2 does not necessarily produce subproblems with strictly fewer tuples. It
is, therefore, the purpose of this section to provide appropriate solutions for this kind of
problematical situations.
224 R. Pichler
Both for the division into subproblems and for the redundancy criteria, we have to
distinguish two cases, namely Herbrand universes with two or more function symbols of
non-zero arity and Herbrand universes with only one such function symbol. Surprisingly
enough, the latter case turns out to be much more difficult to handle than the former one.
Moreover, we get a considerably better upper bound on the time complexity in the former
case. By Theorem 4.10, the term tuple cover problem over some Herbrand universe with
two or more function symbols can be solved in time exponential in the number of term
tuples while the upper bound obtained in Theorem 4.25 for the latter case corresponds
to the factorial of the number of term tuples.
4.1. two or more function symbols
In this section we shall prove two redundancy criteria, which hold for any infinite
Herbrand universe. Nevertheless, only in the case of a Herbrand universe H with two or
more function symbols of non-zero arity, are they strong enough to allow the construction
of an efficient algorithm. In Section 4.2, we shall see that they do not suffice, if H contains
only one such function symbol.
It has already been mentioned that the splitting into strictly smaller subproblems
according to Lemma 4.2 requires that two different function symbols occur as leading
symbols in the pth component. What is required now is a way for appropriately dealing
with the case where the pth component of the tuples does not contain two different
function symbols as leading symbols, i.e. either all term tuples of M have a variable as
pth component or all non-variable terms in the pth component have the same leading
symbol. In the former case, all tuples would have to be considered in each subproblem.
Actually, we do not worry about those variables in the pth component which occur
nowhere else in their tuples, since then we are on the right way towards the solved form
according to Definition 4.1. However, if some variable xip occurs more than once in the
ith tuple, then some action has to be taken. The following lemma shows that we can
handle this situation by deleting all tuples with a multiply occurring variable in the pth
component.
Lemma 4.4. (Redundancy criterion based on variable components) Let H be
an arbitrary, infinite Herbrand universe. Furthermore, let M = {~t1, . . . ,~tn} be a set of
k-tuples of terms over H. Suppose that all terms occurring in the pth component of the
tuples from M are variables. Then every term tuple ~ti ∈M whose variable from the pth
component occurs somewhere else in ~ti is redundant and may, therefore, be deleted, i.e.
let M (p) := {~ti = (ti1, . . . , ti(p−1), x, ti(p+1), . . . , tik) ∈ M | x is a variable that occurs
somewhere else in ~ti}. Then M covers all of Hk, iff M −M (p) does.
Proof. In order to keep the notation simple, we assume w.l.o.g. that p = 1 (otherwise
we would swap the pth component with the first one). Suppose that M covers all of Hk.
Furthermore, let ~t = (t1, . . . , tk) be an arbitrary ground term tuple which is covered by
some ~ti ∈M (p). We have to prove that ~t is also covered by some ~tj ∈ (M −M (p)).
Let d denote the term depth of ~t, i.e. d = max({τ(tγ) | 1 ≤ γ ≤ k}) and choose an
arbitrary term s ∈ H with τ(s) > d. Since we only consider the case of an infinite
Herbrand universe H here, such a ground term s ∈ H actually does exist. Then the
term tuple ~s = (s, t2, . . . , tk) is also contained in Hk and, therefore, covered by some
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~tj = (x, tj2, . . . , tjk) ∈ M , i.e. ~s = ~tjσ with σ = {x ← s} ◦ η for some H-ground
substitution η.
We claim that ~tj ∈ (M −M (p)). Suppose, on the contrary, that ~tj ∈ M (p). Then x
also occurs in some component tjq of ~tj . Hence τ(tjqσ) ≥ τ(xσ) = τ(s) > d. But this
contradicts the assumption that τ(tq) ≤ d for all q ≥ 2 and ~tjσ = (s, t2, . . . , tk).
Hence ~tj ∈ (M −M (p)), i.e. x occurs nowhere else in ~tj . But then we can substitute
another term for the variable x without changing the remaining components tjqσ with
q ≥ 2. Hence, ~t = (t1, . . . , tk) = ~tjσ′ with σ′ = {x← t1} ◦ η. Therefore, ~t is also covered
by ~tj ∈ (M −M (p)). 2
If only one function symbol f ∈ FS(H) occurs as leading symbol of the pth component
then the subproblem M (p)f , which corresponds to the condition that M covers H
p−1 ×
GH(f(x1, . . . , xα(f)))×Hk−p, has the same number of term tuples as the original problem
M . The following redundancy criterion shows, that these difficulties can be resolved by
deleting all tuples with a non-variable term in the pth component.
Lemma 4.5. (Redundancy criterion based on non-variable components) Let
H be an arbitrary, infinite Herbrand universe and let f ∈ FS(H) be a function sym-
bol of non-zero arity. Furthermore, let M = {~t1, . . . ,~tn} be a set of k-tuples of terms
over H. Suppose that there exist term tuples in M with a non-variable term in the pth
component but the function symbol f does not occur as a leading symbol of any of these
terms. Then every term tuple ~t ∈ M with a non-variable term in the pth component is
redundant and may, therefore, be deleted, i.e. let M (p) := {~ti = (ti1, . . . , tik) ∈M | tip is
a non-variable term}. Then M covers all of Hk, iff M −M (p) does.
Proof. Again we assume w.l.o.g. that p = 1. Suppose that M covers all of Hk. Further-
more, let ~t = (t1, . . . , tk) be an arbitrary ground term tuple which is covered by some
~ti ∈M (p). We have to prove that ~t is also covered by some ~tj ∈ (M −M (p)):
~ti ∈M (p). Hence, by the definition of M (p), ti1 is a non-variable term. Therefore, t1 is
a term with leading symbol g for some g ∈ FS(H) s.t. g 6= f . Let d = max({τ(tγ) | 1 ≤
γ ≤ k}) denote the term depth of ~t and choose an arbitrary term s ∈ H with τ(s) ≥ d.
Then the term tuple ~s = (f(s, . . . , s), t2, . . . , tk) is also contained in Hk and, therefore,
covered by some ~tj = (tj1, . . . , tjk) ∈ M . However, ~s has a term with leading symbol f
in the first component and, therefore, ~s cannot be covered by a term tuple from M (p).
Hence, ~tj ∈ (M −M (p)). However tj1 is then a variable x and, consequently, ~s = ~tjσ
with σ = {x← f(s, . . . , s)} ◦ η for some H-ground substitution η.
Analogously to the proof of Lemma 4.4, we can show that the variable x occurs nowhere
else in ~tj . Suppose, on the contrary, that x also occurs in tjq for some q ≥ 2. Then
τ(tjqσ) ≥ τ(xσ) = τ(f(s, . . . , s)) > d. But this contradicts the assumption that τ(tq) ≤ d
for all q ≥ 2 and ~tjσ = (f(s, . . . , s), t2, . . . , tk).
However, then (again like in the proof of Lemma 4.4) we can substitute another term
for the variable x without changing the remaining components tjqσ with q ≥ 2. Hence,
~t = ~tjσ′ with σ′ = {x← t1} ◦ η. Therefore, ~t is also covered by ~tj ∈ (M −M (p)).2
Remark. The redundancy criteria from Lemmas 4.4 and 4.5 allow the deletion of a
subset M (p) of M by inspecting the pth component of every tuple. Hence, for either
criterion, we shall refer to the elements of M (p) as the tuples redundant on p. For a fixed
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Herbrand universe H, these redundancy criteria can be easily tested in polynomial time
w.r.t. the number of tuples (the latter one can be tested in quadratic time while, for the
former one, linear time is sufficient). These redundancy criteria are correct in the sense
that M covers Hk, iff M−M (p) does. Note however that, in general, the set of H-ground
instances contained in M is not identical to the H-ground instances of M −M (p), e.g. let
H be the Herbrand universe with signature FS(H) = {a, f, g} and let M1 = {(x, y, x)}
and M1 = {(f(x), g(x), y)}. Then an application of the criterion from Lemma 4.4 allows
the deletion of the only tuple in M1. Likewise, by Lemma 4.5, the tuple in M2 may be
deleted. Hence, M1 and M2 are equivalent to the empty set (i.e. they do not cover H3),
even though they clearly contain more H-ground instances than ∅.
We are now ready to construct an algorithm for solving the term tuple cover problem
for an arbitrary Herbrand universe with at least two function symbols of non-zero arity.
In analogy with Comon and Lescanne (1989), we shall use the notation “→” and “⇀”,
in order to refer to two different kinds of transformation rules, namely: rules which
transform a term tuple set into another term tuple set or into a collection of term tuple
sets, respectively. In Comon and Lescanne (1989), the former kind of rules (denoted by
“→”) is called “preserving”, while the latter kind (which is denoted by “⇀”) is called
“globally preserving”.
Definition 4.6. (Transformation rules) We define a rule system consisting of the
following three rules:
V (= redundancy based on variable components): M →V M −M (p),
where p is a component in M which contains only variables and M (p) = {~ti =
(ti1, . . . , ti(p−1), x, ti(p+1), . . . , tik) ∈ M | x is a variable that occurs somewhere else
in ~ti} denotes the term tuples which are redundant on p by the redundancy criterion
of Lemma 4.4. The rule “V” may only be applied, if M (p) 6= ∅.
NV (= redundancy based on non-variable components): M →NV M −M (p),
where p is a non-variable component in M , s.t. there exists a function symbol
f ∈ FS(H) of non-zero arity which does not occur as leading symbol of the p−th
component of any tuple in M . Furthermore, M (p) = {~ti = (ti1, . . . , tik) ∈M | tip is
a non-variable term} denotes the term tuples which are redundant on p by the re-
dundancy criterion of Lemma 4.5. The rule “NV” may only be applied, if M (p) 6= ∅.
BS (= basic splitting into subproblems): M ⇀BS M
(p)
f ,
where f ∈ FS(H) is a function symbol in H (constants are considered as function
symbols of arity 0) and M (p)f denotes the subproblem from Lemma 4.2, which
corresponds to the requirement that M covers Hp−1 × GH(f(x1, . . . , xα) ×Hk−p.
The rule “BS” may only be applied, if there are at least two different function
symbols occurring as leading symbols in the pth component.
In the following theorem we prove that the above rule system has the desired property
of transforming an arbitrary term tuple problem into the solved form according to Defi-
nition 4.1. An upper bound on the (time) complexity of this transformation will then be
provided in Theorem 4.10.
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Theorem 4.7. Let H be a Herbrand universe with at least two function symbols of non-
zero arity. Then non-deterministic applications of the rule system according to Defini-
tion 4.6 to an arbitrary instance of the term tuple cover problem terminates with an
equivalent collection of term tuple sets in solved form.
Proof. For the correctness of the rule system we have to show, on the one hand, that
every single rule is correct and, on the other hand, that the resulting term tuple sets are
all in solved form, when the no more rule is applicable. The correctness of every single
rule has already been proven, i.e. the rules “V” and “NV” transform a term tuple set
into an equivalent set by Lemmas 4.4 and 4.5. Likewise, by Lemma 4.2, the rule “BS”
replaces the original term tuple set by an equivalent collection of term tuple sets.
Now suppose that M is a collection of term tuple sets s.t. no more rule application is
possible. If M ∈ M is empty then, by definition, M is solved. So suppose that M ∈ M
is non-empty. We have to show then that M contains a term tuple ~t which consists
of pairwise distinct variables only. To this end we exclude the following two cases: if no
function symbol at all occurs in the tuples of M but none of the tuples consists of pairwise
distinct variables, then there exists a tuple ~t ∈M with the same variable occurring in two
different components p and q. Then the rule “V” is applicable to the pth component, since
there are only variables in the pth component of the remaining tuples and, therefore, ~t is
redundant on p by Lemma 4.4. Likewise, if there does exist a function symbol in M , then
M contains a tuple ~t with a functional term tp in the pth component. Hence, either the
rule “NV” (if one function symbol of non-zero arity is missing as leading symbol in the
pth component) or the rule “BS” is applicable (if at least two different function symbols
occur as leading symbols in the pth component). However, this again contradicts the
assumption that no rule is applicable to M . Note that this is the only place in the proof
where we actually make use of the fact that H contains at least two distinct function
symbols of non-zero arity, for otherwise it may occur that neither the rule “NV” nor the
rule “BS” is applicable to a component where some function symbol occurs.
The termination of non-deterministic applications of the above rules can be shown
by a simple multiset argument, which is based on the following observation: whenever
a rule “V”, “NV” or “BS” is applied, then the original term tuple set is replaced by
a finite number “c” of term tuple sets with strictly fewer term tuples. (In the case of
the rules “V” and “NV”, c = 1, whereas c = |FS(H)| in case of “BS”.) Now suppose
that we associate the multiset {|M1|, . . . , |Mn|} to the collection {M1, . . . ,Mn} of term
tuple sets. Then, by the definition of multiset orderings (cf. Definition 2.10), this multiset
strictly decreases whenever one of the rules “V”, “NV” or “BS” is applied. However, the
ordering “≤” on the natural numbers is well-founded and, therefore (by Theorem 2.11),
the extended ordering “” on multisets over the natural numbers is also well-founded.
Hence there can be no infinite, strictly decreasing sequence of mulitsets over the natural
numbers. But then, there can be no infinite sequence of rule applications either.2
In the following example we apply the rule system according to Definition 4.6 to the
term tuple cover problem obtained by the problem transformation in Example 3.4. Note
that the renaming of variables has no effect on the ground instances contained in a term
tuple. Hence, the term tuple set M in Example 3.4 is equivalent to the one given below.
Example 4.8. Let M = {(y1, f(y2, y3), a, g(y4)), (y1, f(y2, y3), y4, g(y5)),
(y1, y1, g(y2), y3), (y1, g(y2), y3, y4)), (y1, y2, y3, f(y4, y5)), (y1, y2, y3, y2),
228 R. Pichler
(y1, y2, f(y3, y3), y4), (y1, a, y2, g(y3)), (y1, a, f(a, y2), a), (y1, f(y2, y3), y4, a)} be a term
tuple set over the Herbrand universe H with FS(H) = {f, g, a}. (Note that M is obtained
via variable renaming from the term tuple set in Example 3.4. Hence, M is equivalent
to the H-subsumption problem A = {A1, . . . , A10} ≤sH B from Example 3.4.) Then the
transformation rules according to Definition 4.6 may be applied to produce the following
collections of term tuple sets.
Original problem:
M = {(y1, f(y2, y3), a, g(y4)), (y1, f(y2, y3), y4, g(y5)), (y1, y1, g(y2), y3),
(y1, g(y2), y3, y4), (y1, y2, y3, f(y4, y5)), (y1, y2, y3, y2), (y1, y2, f(y3, y3), y4),
(y1, a, y2, g(y3)), (y1, a, f(a, y2), a), (y1, f(y2, y3), y4, a)}.
Delete the third tuple by applying the rule “V” to the first component:
M ′ = {(y1, f(y2, y3), a, g(y4)), (y1, f(y2, y3), y4, g(y5)), (y1, g(y2), y3, y4),
(y1, y2, y3, f(y4, y5)), (y1, y2, y3, y2), (y1, y2, f(y3, y3), y4), (y1, a, y2, g(y3)),
(y1, a, f(a, y2), a), (y1, f(y2, y3), y4, a)}.
Delete the tuples 1, 6 and 8 by applying the rule “NV” to the third component:
M ′′ = {(y1, f(y2, y3), y4, g(y5)), (y1, g(y2), y3, y4), (y1, y2, y3, f(y4, y5)),
(y1, y2, y3, y2), (y1, a, y2, g(y3)), (y1, f(y2, y3), y4, a)}.
Subproblems resulting from the rule “BS”:
M (2)a = {(y1, y3, f(y4, y5)), (y1, y3, a), (y1, y2, g(y3))} ⇒
another application of the rule “BS” yields the sets
M (2)(3)aa = {(y1, y3)},M (2)(3)af = {(y1, y3, y4, y5)} and M (2)(3)ag = {(y1, y2, y3)},




4 and M (2)(3)ag covers H3.
M
(2)
f = {(y1, y2, y3, y4, g(y5)), (y1, z1, z2, y3, f(y4, y5)), (y1, z1, z2, y3, f(z1, z2)),
(y1, y2, y3, y4, a)}
the third tuple may be deleted by applying the rule “V” to the third component:
M
(2)′
f = {(y1, y2, y3, y4, g(y5)), (y1, z1, z2, y3, f(y4, y5)), (y1, y2, y3, y4, a)} ⇒
another application of the rule “BS” yields the sets M (2)(5)fa = {(y1, y2, y3, y4)},
M
(2)(5)
ff = {(y1, z1, z2, y3, y4, y5)} and M (2)(5)fg = {(y1, y2, y3, y4, y5)},
where M (2)(5)fa covers H
4, M (2)(5)ff covers H
6 and M (2)(5)fg covers H
5.
M (2)g = {(y1, y2, y3, y4), (y1, y2, y3, f(y4, y5)), (y1, y2, y3, g(y2))} covers H4.
Hence, the original set M covers H4.
In Example 4.9 we investigate a term tuple set which does not cover the whole Herbrand
universe. This example also illustrates the power of the redundancy criteria “V” and
“NV”, which should always be applied before the comparatively expensive “BS” rule.
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Example 4.9. Let M = {(g(y1), y2, g(y3), y4), (y1, a, g(y2), y3),
(y1, f(y1, y2), y3, g(y4)), (a, g(y2), y3, g(y4)), (y1, a, y2, y3), (y1, y2, y3, y3),
(y1, g(y1), y3, f(y4, y5))} be a term tuple set over H with FS(H) = {f, g, a}.
Note that the proper function symbol f is missing as leading symbol of the first com-
ponent of the tuples in M . Hence, we may delete the tuples 1 and 4 by applying the rule
“NV” to the first component. We thus get
M ′ = {(y1, a, g(y2), y3), (y1, f(y1, y2), y3, g(y4)), (y1, a, y2, y3), (y1, y2, y3, y3),
(y1, g(y1), y3, f(y4, y5))}.
Now the first component of all tuples contains only variables. Hence, we may delete all
tuples, where this variable from the first component also occurs somewhere else in the
tuple, i.e. the tuples 2 and 5. We thus get
M ′′ = {(y1, a, g(y2), y3), (y1, a, y2, y3), (y1, y2, y3, y3)}.
Now the first two tuples may be deleted by applying the rule “NV” to the second com-
ponent. Hence, we are only left with the tuple (y1, y2, y3, y3), which may be deleted by
applying the rule “V” to the third component. But then we have transformed M into
the empty set which clearly does not cover H4.
The following upper bound on the time complexity of the term tuple cover problem
follows immediately from the termination proof in Theorem 4.7.
Theorem 4.10. (Complexity estimation) Let H be a Herbrand universe with at
least two function symbols of non-zero arity. Then there exists a polynomial function
pol, s.t. the term tuple cover problem can be decided in time O(cn × pol(N)), where
c = |FS(H)|, n denotes the number of term tuples and N denotes the total length of an
input problem instance.
Proof. In order to analyse the complexity of the rule system according to Definition 4.6,
we have a closer look at the multiset argument in the termination proof of Theorem 4.7.
The whole transformation of an input term tuple set via the rules according to Defini-
tion 4.6 can be represented by a labelled tree, where every node is labelled by a term
tuple set in the following way. The root node is labelled with the input term tuple
set. Now suppose that a node “I” is labelled by some term tuple set M . If one of the
rules “V” or “NV” is applied to M , then “I” has exactly one child node whose label
M −M (p) corresponds to the term tuple set by which M is replaced. If the rule “BS”
is applied to M then “I” has |FS(H)| child nodes whose labels are the sets M (p)f (in
arbitrary order) from Lemma 4.2. Hence, at any time during the transformation process,
the current collection of term tuple sets corresponds to the labels of the leaf nodes of
this tree.
By the above definition of the tree, the number of child nodes of every node is
restricted by c = |FS(H)|. Furthermore, the depth of the tree is restricted by the
number n of term tuples in the original term tuple set, since the number of tuples
in the sets along every path decreases strictly. But then the number of rule applica-
tions (which corresponds to the number of non-leaf nodes of the tree) is restricted by
cn.2
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The following theorem is an immediate consequence of Theorem 4.10 together with the
transformation of the model equivalence problem into a set of term tuple cover problems
from Lemma 3.3.
Theorem 4.11. (Complexity of the model equivalence problem) Let H be a Her-
brand universe with two or more function symbols of non-zero arity. Then there ex-
ists a polynomial function pol, s.t. the model equivlance problem can be decided in time
O(cn × pol(N)), where c = |FS(H)|, n denotes the number of atoms and N denotes the
total length of an input problem instance.
4.2. one function symbol
As we have just seen in the previous section, redundancy criteria are necessary to ensure
that the original term tuple cover problem can be split into strictly smaller subproblems.
However, the basic idea of partitioning the Herbrand universe could be carried over
from previously known algorithms to ours without modifications. The following example
illustrates that, in the case of a Herbrand universe H with only one function symbol of
non-zero arity, we even have to modify the way in which H is partitioned.
Example 4.12. (Problematical partition of H) Let M = {(f2(x), y), (x, f2(y)),
(x, x), (f(x), x), (x, f(x))} be an instance of the term tuple cover problem over the
Herbrand universe H with signature FS(H) = {f, a}.
Then M covers H2, iff Ma = {(a, f2(y)), (a, a), (a, f(a))} covers GH(a) ×H and Mf =
{(f2(x), y), (f(x), f2(y)), (f(x), f(x)), (f(x), x), (f(x), f2(x))} covers GH(f(x))×H.
This is equivalent to the following two-term tuple cover problems:
M (1)a = {(f2(y)), (a), (f(a))} and
M
(1)
f = {(f(x), y), (x, f2(y)), (x, f(x)), (x, x), (x, f2(x))}.
The subproblem M (1)f in the above example contains the same number of tuples as the
original problem M . In Section 4.1, it was possible to restrict applications of the splitting
rule from Lemma 4.2 to those cases where the resulting subproblems were strictly smaller
than the original problem. In all other cases (i.e. whenever at least one of the subproblems
would have contained the same number of tuples as the original problem) our redundancy
criteria allowed the deletion of tuples from the original problem. Note, however, that in
the above situation we cannot hope to delete one of the tuples of M via a new redundancy
criterion, since all of the five tuples of M are actually necessary to cover H2. Hence, in
contrast to the previous section, we even need a different partition of H in order to
guarantee that all subproblems have strictly fewer term tuples.
The modified way of partitioning H and, hence, of splitting a term tuple cover problem
over H into subproblems, will be based on the following observation. In Example 4.12
above, only the instances (a, a) and (f(a), f(a)) of (x, x), the instance (f(a), a) of (f(x), x)
and the instance (a, f(a)) of (x, f(x)) are necessary for covering H2. More generally, we
shall prove that if a variable x has multiple occurrences in a tuple, then only a very
restricted number of instantiations of x is actually required.
If the single-function symbol f in H has arity α(f) = 1, then the pth component
of every tuple ~ti ∈ M is either of the form fd(x) for some variable x or of the form
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fd(a) for some constant symbol a ∈ FS(H). (The non-functional terms x and a can
be denoted as f0(x) and f0(a), respectively.) For every component p of the tuples in
M , we shall provide a bound m, s.t. the tuples ~ti with pth component fd(x) for some
multiply occurring variable x play no role in covering tuples whose pth component has
depth m or greater. For reasons to be explained below, this bound m equals two for the
first component of the tuples from Example 4.12. Hence, the term tuple cover problem
can be split into strictly smaller subproblems in the following way.
Example 4.13. (Restricted instantiation of multiply occurring variables)
Let H and M be defined as in Example 4.12.
Then M covers H2, iff
Ma = {(a, f2(y)), (a, a), (a, f(a))} covers GH(a)×H,
Mf(a) = {(f(a), f2(y)), (f(a), f(a)), (f(a), a), (f(a), f2(a))} covers GH(f(a))×H and
Mf2(x) = {(f2(x), y), (f2(x), f2(y))} covers GH(f2(x))×H.
This, in turn, is equivalent to the following term tuple problems:
M (1)a = {(f2(y)), (a), (f(a))}
M
(1)
f(a) = {(f2(y)), (f(a)), (a), (f2(a))} and
M
(1)
f2(x) = {(x, y), (x, f2(y))}.
Note that the tuples (x, x), (f(x), x) and (x, f(x)) from M are ignored in the subproblem
M
(1)
f2(x). This idea of restricted instantiation of multiply occurring variables also holds in
the general case of a function symbol f with arbitrary arity α(f) ≥ 1, as the following
example illustrates.
Example 4.14. (Function symbol with arity ≥ 2) Let M={(f(f(x1, x2), x3), x4),
(f(x1, f(x2, x3)), x4), (x1, f(f(x2, x3), x4)), (x1, f(x2, f(x3, x4))), (x, x),
(f(x1, x2), x1), (x1, f(x2, x1))} be an instance of the term tuple cover problem over the
Herbrand universe H with signature FS(H) = {f, a}.
Then the tuple (x, x) only contributes the instances (a, a) and (f(a, a), f(a, a)) for cov-
ering H2. Likewise, the tuples (f(x1, x2), x1), and (x1, f(x2, x1)) only contribute the
instances (f(a, a), a) and (a, f(a, a)), respectively.
It can, therefore, be shown that M covers H2, iff
Ma = {(a, f(f(x2, x3), x4)), (a, f(x2, f(x3, x4))), (a, a), (a, f(x2, a))} covers GH(a)×H,
Mfa = {(f(a, f(x2, x3)), x4), (f(a, z), f(f(x2, x3)), x4)), (f(a, z), f(x2, f(x3, x4))),
(f(a, z), f(a, z)), (f(a, x2), a), (f(a, z), f(x2, f(a, z)))} covers GH(f(a, z))×H
and
Mffy = {(f(f(x1, x2), x3), x4), (f(f(z1, z2), f(x2, x3)), x4), (f((z1, z2), z3),
f(f(x2, x3), x4)), (f(f(z1, z2), z3), f(x2, f(x3, x4)))} covers GH(f(f(y, z1), z2))
×H.
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This is equivalent to the following three-term tuple cover problems:
M (1)a = {(f(f(x2, x3), x4)), (f(x2, f(x3, x4)), (a), (f(x2, a))},
M
(1)
fa = {(f(x2, x3), x4), (z, f(f(x2, x3), x4)), (z, f(x2, f(x3, x4))), (z, f(a, z)), (x2, a),
(z, f(x2, f(a, z)))} and
M
(1)
ffy = {(x1, x2, x3, x4), (z1, z2, f(x2, x3), x4), (z1, z2, z3, f(f(x2, x3), x4)),
(z1, z2, z3, f(x2, f(x3, x4)))}.
Remember that terms can be considered as labelled finite trees, where the inner nodes
are labelled with a function symbol of non-zero arity (in our case, the only such function
symbol will be denoted as f) and the leaf nodes are labelled with constant symbols or
variables (cf. Section 2.1). Instead of inspecting the whole term (or, equivalently, the
whole tree representing this term) in the pth component of a tuple we shall concentrate
on the leftmost path of this term. (In the case of a function symbol f with arity α(f) = 1,
the leftmost path coincides with the term itself.) Note that the string of labels along the
leftmost path of any term t ∈ H is either of the form ff . . . fx or ff . . . fa, which
we can abbreviate to fdx and fda, respectively. Furthermore, the following notation is
convenient for our purposes. The string of labels along the leftmost path of a term t will
be referred to as lmp(t) and the depth of a path pi in the term t will be denoted as τ(pi),
i.e. let pi = fda or pi = fdx be the labels along a path in t. Then τ(pi) = d.
The above idea of a bound m on the depth of the whole term in the pth component
of the tuples in M can then be reformulated in the following way. For every component
p of the tuples in M , there is a bound m, s.t. the tuples with a multiply occurring
variable on the leftmost path of the pth component play no role in covering tuples with
a leftmost path of depth m or greater. More precisely, we shall prove that the tuples
~ti = (ti1, . . . , tik) ∈ M with lmp(tip) = fdx for some multiply occurring variable x
need not be considered when we check whether the tuples ~s = (s1, . . . , sk) ∈ Hk with
τ(lmp(sp)) ≥ m are covered by M .
The proofs in this section are centred upon the distinguished role played by the tuples
in M whose pth component has the leftmost path fdx for some singly occurring variable
x. This subset of M , which will be denoted as M (p,s), is formally defined in Definition 4.15
below.
Definition 4.15. (Singly occurring variables on the leftmost path) LetM be
a set of k-tuples and let p ∈ {1, . . . , k} be a component of these tuples. Then M (p,s) ⊆M
is defined as
M (p,s) = {(ti1, . . . , tik) ∈M | lmp(tip) = fdx and x occurs only once in ~ti}.
If M (p,s) is non-empty, then we define m and M (p,ms) ⊆M (p,s) as follows:
m = max({τ(pi) | ∃(tip, . . . , tik) ∈M (p,s) and pi = lmp(tip)})
M (p,ms) = {(ti1, . . . , tik) ∈M (p,s) | τ(lmp(tip)) = m}.
The following lemma shows that we only have to consider the case where M (p,s) is non-
empty (and, hence, m according to Definition 4.15 is well-defined), since otherwise the
set M of k-tuples trivially does not cover Hk.
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Figure 1. Tree corresponding to s1 with lmp(s1) = fda.
Lemma 4.16. (Distinguished role played by M (p,s)) Let M (p,s) ⊆ M be defined
according to Definition 4.15. Then the following implication holds.
If M (p,s) = ∅, then M does not cover Hk.
Proof. W.l.o.g. we assume that p = 1. The aim of this proof is to construct a term
tuple ~s = (s1, . . . , sk) ∈ Hk which cannot be covered by a tuple from M −M (p,s). Hence,
if M (p,s) = ∅, then ~s is not covered by M :
Let the depth d of lmp(s1) be defined s.t. d is greater than the maximum term depth in
M , e.g. d = max({τ(~ti) | ~ti ∈M})+1. Then we define s1 in such a way that lmp(s1) = fda
and all branches of s1 to the right of the leftmost path immediately terminate with a leaf
node labelled by a, where a ∈ FS(H) denotes an arbitrary constant symbol. The tree
representation of s1 is depicted in Figure 1. Finally, we set si = a for all other components
i ∈ {2, . . . , k}. Note, in particular, that the function symbol f does not occur in ~s outside
the leftmost path of s1. Then ~s = (s1, . . . , sk) ∈ Hk is not covered by any tuple from
M −M (p,s).
Suppose on the contrary that ~s is a ground instance of some ~tj = (tj1, . . . , tjk) ∈
M −M (p,s). Then lmp(tj1) is either of the form feai with e < d and ai ∈ FS(H) or fex
with e < d s.t. x occurs somewhere else in ~tj .
In the former case, the leftmost path feai of ~tj remains unchanged no matter what
substitution σ is applied to ~tj . But then, ~s with τ(lmp(s1)) = d > e cannot be an
instance of ~tj .
In the latter case, let σ denote the substitution s.t. ~s = ~tjσ. By construction, τ(lmp(s1)) >
τ(lmp(tj1)). Hence, τ(xσ) > 0 and, therefore, xσ = f(u) for some term u ∈ H. However,
by assumption, x occurs somewhere else in ~tj and, therefore, the function symbol f also
occurs somewhere outside the leftmost path of the first component of ~s = ~tjσ. However,
this contradicts the construction of ~s.2
Given some component p of a set M of k-tuples of terms, it is easy to check whether
M (p,s) is empty or not. In the former case, we may conclude by Lemma 4.16 above,
that M does not cover Hk. The following modification of “solved forms” according to
Definition 4.1 is therefore justified.
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Definition 4.17. (Solved term tuple set) Let H be a Herbrand universe with only
one function symbol of non-zero arity. We call a term tuple set M over H solved, iff either
M = ∅ or M (p,s) = ∅ for some component p or M contains a tuple (x1, . . . , xk) of pairwise
distinct variables.
The following lemma makes the idea of restricted instantiation of multiply occurring
variables (from Examples 4.13 and 4.14) precise.
Lemma 4.18. (Ground term tuples with leftmost path deeper than m) Let
M (p,s) and m be defined according to Definition 4.15. Furthermore, suppose that all
ground term tuples (s1, . . . , sk) ∈ Hk with τ(lmp(sp)) ≥ m are covered by M . Then they
are already covered by M (p,s).
Proof. W.l.o.g. let p = 1 and suppose that all ground term tuples (s1, . . . , sk) ∈ Hk
with τ(lmp(s1)) ≥ m are covered by M . Let ~t = (t1, . . . , tk) be an H-ground term tuple
in Hk, s.t. τ(lmp(t1)) ≥ m. We have to show, that ~t is covered by some ~tj ∈M (p,s):
let τ(~t ) denote the term depth of ~t according to Section 2.1 and let τ(M) denote the
maximal term depth in M , i.e. τ(M) = max({τ(~tj) | ~tj ∈M}). For d = τ(M) + τ(~t ) + 1,
let the term s1 be defined as in the proof of Lemma 4.16, i.e. lmp(s1) = fda and all
branches of s1 to the right of the leftmost path immediately terminate with a leaf node
labelled by a (cf. Figure 1). Furthermore, let t′1 denote the term which arises from t1
when the leftmost leaf node of t1 is replaced by the tree corresponding to s1 and define
~s = (t′1, t2, . . . , tk). Note that outside the leftmost path of t
′
1, the components of ~s do not
contain a subtree of depth greater than τ(~t ).
~s is in Hk and, therefore, ~s is covered by some term tuple ~tj ∈ M . We claim that
~tj ∈M (p,s). Suppose on the contrary that ~tj = (tj1, . . . , tjk) ∈M−M (p,s). Then lmp(tj1)
is either of the form feai with e ≤ τ(M) and ai ∈ FS(H) or fex with e ≤ τ(M) s.t. x
occurs somewhere else in ~tj .
In the former case, the leaf node of the leftmost path of tj1 is labelled by a constant.
Hence, this path remains unchanged no matter what substitution σ is applied to ~tj . In
particular, τ(lmp(tj1σ)) = e ≤ τ(M) < d for every substitution σ. But then, ~s with
τ(lmp(t′1)) ≥ d cannot be covered by ~tj .
In the latter case, let σ denote the substitution s.t. ~s = ~tjσ. By construction, τ(lmp(t′1)) >
τ(M) + τ(~t ) and τ(lmp(~tj1)) ≤ τ(M). Hence, τ(lmp(xσ)) > τ(~t ), since the depth of
occurrence of x on the leftmost path of ~tj1 is bounded by the maximal depth τ(M) of
M . By assumption, x occurs somewhere else in ~tj and, therefore, the term xσ with term
depth greater than τ(~t ) also occurs somewhere outside the leftmost path of the first
component of ~s = ~tjσ. But this contradicts the construction of ~s.
So let q denote the unique position of x in ~tj and let u denote the subterm of ~s at
position q, i.e. u = [~s |q]. Then ~s = ~tjσ with σ = {x← u} ◦ η, where η is some H-ground
substitution. Let u′ denote the subterm of ~t at position q, i.e. u′ = [~t |q]. Note that position
q actually exists in ~t = (t1, . . . , tk), since q is a position on the leftmost path of the first
component of ~tj = (tj1, . . . , tjk) and the inequalities τ(lmp(tj1)) ≤ m ≤ τ(lmp(t1)) hold
by assumption.
Furthermore, remember that, by the definition of ~s, the terms t′1 and t1 only differ at
positions in the subtree whose root is on the leftmost path at depth τ(lmp(t1)) ≥ m. On
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all other positions of the first component and in all other components, the tuples ~s and ~t
coincide. In particular, since the length of position q is restricted by m, ~t can be obtained
from ~s by replacing u at position q by u′ . Hence, if we modify σ = {x ← u} ◦ η to the
substitution σ′ = {x← u′} ◦ η, then ~tjσ′ = ~t holds, i.e. ~t is covered by ~tj ∈M (p,s). 2
By applying Lemma 4.18 above, we shall now provide an appropriate division into sub-
problems in the case of a Herbrand universe with only one function symbol of non-zero
arity. Furthermore, in Corollary 4.20, this lemma will be used to derive a new redundancy
criterion.
Lemma 4.19. (Modified division into subproblems) Let M be a set of k-tuples of
terms over some Herbrand universe H with signature FS(H) = {f, a1, . . . , aν}, where f
is a function symbol of arity α ≥ 1 and the ai’s are constant symbols. Furthermore, let p
denote a component of the k-tuples and let M (p,s), M (p,ms) and m be defined according
to Definition 4.15. Then, for all d ∈ {0, . . . ,m} and all terms u, we define the terms
r(d, u) inductively in the following way:
r(0, u) = u
r(i+ 1, u) = f(r(i, u), yi2, . . . , yiα),
where we require that all variables yij and all variables occurring in u be pairwise distinct.
In other words, r(d, u) is the term where the leftmost path lmp(r(d, u)) is of the form
fdu and all branches to the right of the leftmost path immediately terminate with a leaf
node labelled by some fresh variable yij (cf. Figure 2).
For every such term r(d, u) (with d ∈ {0, . . . ,m} and u ∈ H), we define the term tuples
R(p)(d, u) as R(p)(d, u) = (z1, . . . , zp−1, r(d, u), zp+1, . . . , zk), where the zi are variables
occurring only once in R(p)(d, u).
Moreover, for every pi ∈ {lmp(r(d, ai)) | 0 ≤ d < m and 1 ≤ i ≤ ν} ∪ {lmp(r(m, y))} we
define the “subproblem” M (p)pi of M as follows.
If pi = lmp(r(d, ai)) for some d ∈ {0, . . . ,m− 1} and i ∈ {1, . . . , ν}, then M (p)pi =
{(z1, . . . , zp−1, yd2, . . . , ydα, y(d−1)2, . . . , y(d−1)α, . . . , y12, . . . , y1α, zp+1, . . . , zk)σ |
~tj = (tj1, . . . , tjk) ∈M −M (p,ms) and σ is an mgu of ~tj and R(p)(d, ai)};
If pi = lmp(r(m, y)), then M (p)pi =
{(z1, . . . , zp−1, y, ym2, . . . , ymα, y(m−1)2, . . ., y(m−1)α, . . . , y12, . . . , y1α, zp+1, . . . , zk)σ |
~tj = (tj1, . . . , tjk) ∈M (p,s) and σ is an mgu of ~tj and R(p)(m, y)}.
Then M covers Hk, iff
for every pi ∈ {lmp(r(d, ai)) | 0 ≤ d < m and 1 ≤ i ≤ ν}, M (p)pi covers H(α−1)×d+k−1 and
for pi = lmp(r(m, y)), M (p)pi covers H(α−1)×m+k.
Remark. Recall the term tuple cover problem from Example 4.12, where the basic split-
ting into subproblems from Section 4.1 did not work, i.e. M = {(f2(x), y), (x, f2(y)), (x,
x), (f(x), x), (x, f(x))}. Then for p = 1, M (p,s), M (p,ms) and m according to Def-
inition 4.15 have the following values: M (p,s) = {(f2(x), y), (x, f2(y))}, m = 2 and
M (p,ms) = {(f2(x), y)}. The arity α of f is 1. Hence, the terms r(d, u) with d ∈ {0, 1, 2}
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Figure 2. Tree corresponding to r(d, u).
have dimension k = 2 and a is the only constant symbol in H. Hence, the partition of
H2 according to the above lemma is based on the following tuples: R(1)(0, a) = (a, z1),
R(1)(1, a) = (f(a), z1) and R(1)(2, y) = (f2(y), z1). Finally, M
(1)
pi according to the above
lemma is defined for pi ∈ {a, f(a), f2(y)}. We thus get the following subproblems:
M (1)a = {(f2(y)), (a), (f(a))}
M
(1)
f(a) = {(f2(y)), (f(a)), (a), (f2(a))} and
M
(1)
f2(y) = {(x, y), (x, f2(y))}.
Note that these are exactly the subproblems that we provided in Example 4.13. In par-
ticular, by Lemma 4.19 above, we have now formally justified why the tuples (x, x),
(f(x), x) and (x, f(x)) in M with a multiply occurring variable in the first component
were ignored in the subproblem M (1)f2(y). By carrying out the same considerations for the
term tuple set M in Example 4.14, it is now also clear, why we were allowed to ignore the
tuples (x, x), (f(x1, x2), x1) and (x1, f(x2, x1)) in the subproblem M
(1)
pi with pi = f2y.
Proof. Remember the basic partition of H from Lemma 4.2, i.e.
H = GH(f(x1, . . . , xα)) ∪GH(a1) ∪ . . . ∪GH(aν) = GH(f(x1, . . . , xα)) ∪ {a1, . . . , aν}.
If we apply this partition to the values which the variable y may take in R(p)(d, y), then
we get the following equations:
GH(R(p)(d, y)) =
GH(R(p)(d, f(y, y(d+1)2, . . . , y(d+1)α))) ∪GH(R(p)(d, a1)) ∪ . . . ∪GH(R(p)(d, aν)) =
GH(R(p)(d+ 1, y)) ∪GH(R(p)(d, a1)) ∪ . . . ∪GH(R(p)(d, aν)).
By an easy induction argument on d, we get the following sequence of partitions of Hk:
Hk = GH(y, z2, . . . , zk) = GH(R(p)(0, y)) =
= GH(R(p)(1, y)) ∪GH(R(p)(0, a1)) ∪ . . . ∪GH(R(p)(0, aν)) =
= GH(R(p)(2, y)) ∪GH(R(p)(1, a1)) ∪ . . . ∪GH(R(p)(1, aν)) ∪
∪ GH(R(p)(0, a1)) ∪ . . . ∪GH(R(p)(0, aν)) =
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...






Hence, M covers Hk, iff M covers GH(R(p)(m, y)) and all sets GH(R(p)(d, ai)) with
d ∈ {0, . . . ,m− 1} and i ∈ {1, . . . , ν}:
For the sets GH(R(p)(d, ai)) with d ≤ m− 1 we can ignore all tuples ~tj ∈M (p,ms), since
τ(lmp(R(d, ai))) < m holds by construction. Furthermore, by Lemma 4.18, we only have
to consider M (p,s) for covering GH(R(p)(m, y)). Hence, M covers Hk, iff
∀d ∈ {0, . . . ,m− 1} and ∀i ∈ {1, . . . , ν} : M −M (p,ms) covers GH(R(p)(d, ai)) and
M (p,s) covers GH(R(p)(m, y)).
Analogously to the proof of Lemma 4.2, it remains to prove that the subproblems M (p)pi
correspond to the requirement that certain subsets of Hk are covered by the tuples
from M . Note that the variables in R(p)(d, u) are {z1, . . . , zp−1, yd2, . . . , ydα, y(d−1)2,
. . . , y(d−1)α, . . . , y12, . . . , y1α, zp+1, . . . , zk}. Furthermore, the requirement that a cer-
tain subset M ′ of M covers GH(R(p)(d, u)) corresponds to the H-subsumption criterion
M ′ ≤sH R(p)(d, u). Hence, analogously to Lemma 3.3, this H-subsumption criterion can
be transformed into an equivalent term tuple cover problem, i.e.
∀d ∈ {0, . . . ,m − 1} and ∀i ∈ {1, . . . , ν} : M −M (p,ms) ≤sH R(p)(d, ai), iff M (p)pi with
pi = lmp(r(d, ai)) covers H(α−1)×d+k−1 and
M (p,s) ≤sH R(p)(m, y), iff M (p)pi with pi = lmp(r(m, y)) covers H(α−1)×m+k.
However then, M is equivalent to the collection of subproblems {M (p)pi |pi = lmp(r(d, ai)),
0 ≤ d < m and 1 ≤ i ≤ ν} ∪ {M (p)pi |pi = lmp(r(m, y))}.2
From Lemma 4.18, the following redundancy criterion follows easily. In fact, this redun-
dancy criterion has already been implicitly applied in the division into subproblems in
Lemma 4.19. Nevertheless, in our transformation rule system in Definition 4.23 for a
Herbrand universe with only one function symbol of non-zero arity, we shall treat this
redundancy criterion as a separate rule. It will then be possible to carry out the (cheap)
redundancy deletion without being forced to apply the (costly) division into subproblems.
In Example 4.21 we shall then put this redundancy criterion to work.
Corollary 4.20. (Redundancy based on leftmost paths deeper than m) Let
M (p,s) and m be defined as above. Furthermore let M ′ ⊆ M − M (p,s) be defined as
follows:
M ′ = {(ti1, . . . , tik) ∈ (M −M (p,s)) | τ(lmp(tip)) ≥ m}.
Then M ′ is redundant, i.e. M covers Hk, iff M −M ′ does.
Proof. W.l.o.g. let p = 1. Suppose that M covers all of Hk. Let (s1, . . . , sk) ∈ Hk be a
ground term tuple which is an instance of some ~ti = (ti1, . . . , tik) in M ′, i.e. (s1, . . . , sk) =
(ti1, . . . , tik)σ for some H-ground substitution σ. By assumption, τ(lmp(ti1)) ≥ m and,
therefore, τ(lmp(s1)) ≥ τ(lmp(ti1)) ≥ m also holds. Thus, by Lemma 4.18, (s1, . . . , sk)
∈ Hk is also covered by some ~tj ∈M (p,s).2
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Example 4.21. Let M = {(f(y1, a), f(a, y2), y3), (a, y2, f(y1, y3)) (y1, f(f(y2, a), a),
f(y1, y2)), (y1, y1, y2)} be a term tuple set over H with FS(H) = {f, a}.
For p = 3 we have m = 1, i.e. m corresponds to the depth of lmp(f(y1, y3)). Hence,
the above redundancy criterion allows the deletion of (y1, f(f(y2, a), a), f(y1, y2)), since
τ(lmp(f(y1, y2))) = 1 and y1 occurs more than once in this tuple. Now consider the
remaining term tuple set M ′ = {(f(y1, a), f(a, y2), y3)), (a, y2, f(y1, y3)) (y1, y1, y2)}.
For the second component, m = 0 holds. Hence, the tuples (f(y1, a), f(a, y2), y3)) and
(y1, y1, y2) may be deleted. We are thus only left with the tuple (a, y2, f(y1, y3)).
Remark. Note that in case of a Herbrand universe with only one function symbol of
non-zero arity, Lemmas 4.4 and 4.5 from Section 4.1 are special cases of Corollary 4.20
above. Suppose that M (p,s) 6= ∅ (otherwise the term tuple cover problem given through
M is trivial by Lemma 4.16) and that the redundancy criterion based on non-variable
components from Lemma 4.5 is applicable, i.e. f does not occur as a leading symbol in
the pth component. Then the tuples with a constant symbol in the pth component may
be deleted by Lemma 4.5. Note that the absence of f as a leading symbol in the pth
component implies that m = 0. But then, for all tuples (ti1, . . . , tik) ∈ (M −M (p,s)),
the condition τ(lmp(tip)) ≥ m holds. Hence, all tuples from (M −M (p,s)) (and, in par-
ticular, the tuples with a constant symbol in the pth component) may be deleted by
Corollary 4.20. Likewise, if M (p,s) 6= ∅ and the redundancy criterion based on variable
components from Lemma 4.4 is applicable, then m = 0 holds again. Hence, the tuples
redundant by Lemma 4.4 may also be deleted by Corollary 4.20.
The splitting into subproblems from Lemma 4.19 will be at the heart of our transfor-
mation rule system in Definition 4.23. The only thing missing is a guarantee that every
application of the splitting rule has the following two properties. Each resulting sub-
problem has strictly fewer term tuples than the original problem and the number of
subproblems only depends on the number of term tuples in the original problem (rather
than on the complexity of the terms). Note that if m = 0, then the pth component tip
of every tuple ~ti ∈ M (p,s) is simply a variable which occurs nowhere else in ~ti. Hence,
all tuples from M −M (p,s) can be deleted by Corollary 4.20. Moreover, if every tuple
~ti ∈ M has a variable in the pth component, s.t. this variable occurs nowhere else in
~ti then, analogously to Section 4.1, no further transformation of the pth component of
the tuples in M is required, since we are on the right tracks towards the solved form
according to Definition 4.17. Hence, in case of m = 0, no splitting at all (w.r.t. the pth
component) is required. However, if m ≥ 1 holds, then two difficulties have to be over-
come yet. First, in the subproblem M (p)pi with pi = lmp(r(m, y)), which corresponds to
the condition that M (p,s) covers GH(R(p)(m, y)), we cannot be sure that the number of
tuples actually does decrease, i.e. so far, we have no means to exclude the case that m ≥ 1
and M−M (p,s) = ∅. Second, this division into subproblems yields m×ν+1 subproblems,
where m depends on the complexity of the terms involved rather than on the number of
term tuples. In the following lemma we provide a solution for both difficulties.
Lemma 4.22. (Restriction on m) Let M be a term tuple set over the Herbrand uni-
verse H with signature FS(H) = {f, a1, . . . , aν}, where f is a function symbol of arity
α ≥ 1 and the ai’s are constant symbols. Let p denote a component of the k-tuples,
let M (p,s), M (p,ms) and m be defined according to Definition 4.15 and suppose that
M (p,s) 6= ∅ holds.
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If |M −M (p,s)| < m× ν, then M (p,ms) is redundant.
Proof. W.l.o.g. let p = 1. Furthermore, we assume that m ≥ 1, since otherwise the
antecedent of the above implication is false and, hence, the lemma trivially holds. Suppose
that M covers all of Hk and that M (p,ms) is not redundant. Then there exists a ground
term tuple ~s = (s1, . . . , sk) ∈ Hk which is covered by some ~ti ∈M (p,ms) but not by any
~tj ∈M −M (p,ms). Hence, τ(lmp(s1)) ≥ m and s1 is of the following form
s1 = (f(f(f . . . f(um1, um2, . . . , umα), u(m−1)2, . . . , u(m−1)α), . . .), u12, . . . , u1α),
where the uij ’s are ground terms in H (cf. Figure 3).
For every d with 0 ≤ d < m and every constant symbol a ∈ FS(H), we define
the term t(d, a) = f(f(f . . . f(a, ud2, . . . , udα), u(d−1)2, . . . , u(d−1)α), . . .), u12, . . . , u1α),
i.e. t(d, a) is obtained from s1 by pruning the leftmost path at depth d and labelling
the new leaf node with a. Furthermore, let the term tuple T (d, a) be defined as T (d, a) =
(t(d, a), s2, . . . , sk). We claim that T (d, a) is not covered by any term tuple ~tj ∈ M (p,s)
and that every term tuple ~tj ∈ M −M (p,s) can cover at most one such tuple T (d, a).
Note that these two properties are sufficient to conclude the proof of the lemma. By
definition, there are m×ν different term tuples T (d, a). By the former property, they are
only covered by term tuples ~tj from M −M (p,s) and, by the latter property, there must
be at least m× ν such term tuples ~tj to cover all of the tuples T (d, a).
T (d, a) is not covered by any term tuple ~tj ∈M (p,s). Suppose, on the contrary, that there
exists some tuple ~tj ∈ M (p,s), s.t. T (d, a) = ~tjσ for some substitution σ. Furthermore,
~tj ∈ M (p,s) −M (p,ms) holds, since τ(lmp(t(d, a))) < m by construction. Hence, analo-
gously to the proof of Lemma 4.18, σ can be modified to a substitution σ′, s.t. ~tjσ′ = ~s.
But this contradicts the assumption that ~s is not covered by any tuple from M−M (p,ms).
Every term tuple ~tj ∈M−M (p,s) can cover at most one such tuple T (d, a). Note that the
leftmost path of all terms t(d, a) is different, while the remaining paths of the first compo-
nent and the remaining components of T (d, a) are identical for every d ∈ {0, . . . ,m− 1}
and every constant symbol a ∈ FS(H). Since ~tj = (tj1, . . . , tjk) ∈ M − M (p,s), the
leftmost path of tj1 is either of the form feai with ai ∈ FS(H) or fex, s.t. x occurs
somewhere else in ~tj . If lmp(tj1) = feai, then the leftmost path of ~tj1 is fixed no matter
what substitution is applied to ~tj . Hence, a term tuple ~tj ∈ M with lmp(tj1) = feai
can cover at most one such term tuple T (d, a). So suppose that lmp(tj1) = fex for some
multiply occurring variable x. Let σ and σ′ be two substitutions, s.t. ~tjσ and ~tjσ′ cover
two distinct tuples T (d, a) and T (d′, a′). Then, in particular, lmp(tj1σ) 6= lmp(tj1σ′) and,
therefore, xσ 6= xσ′. However the variable x occurs somewhere in ~tj outside the leftmost
path of tj1. Hence, ~tjσ and ~tjσ′ differ in some subtree whose root is outside the leftmost
path of the first component. However, by construction, T (d, a) and T (d′, a′) are identical
everywhere outside the leftmost path of the first component. Hence, also a tuple with
lmp(tj1) = fex for some multiply occurring variable x can cover at most one such term
tuple T (d, a).2
Note that Lemma 4.22 does actually fix the problems mentioned above as far as the
division into subproblems from Lemma 4.19 is concerned. First, suppose that m ≥ 1 and
M −M (p,s) = ∅ holds. Then, the condition |M −M (p,s)| < m × ν from Lemma 4.22
trivially holds and, therefore, all tuples in M (p,ms) may be deleted, thus producing a
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Figure 3. s1 = f(f(f . . . f(um1, um2, . . . , umα), . . .), u12, . . . , u1α).
max({τ(pi) | ∃(tip, . . . , tik) ∈ M ′(p,s) and pi = lmp(tip)}) is strictly smaller than the
original m. Hence, this deletion of all tuples ~ti from M ′, s.t. τ(lmp(tip)) is maximal
in M ′ can be carried out again. After at most m iterations of this deletion step we
finally end up with an equivalent term tuple set M¯ , s.t. M¯ − M¯ (p,s) = ∅ and m¯ =
max({τ(pi) | ∃(tip, . . . , tik) ∈ M¯ (p,s) and pi = lmp(tip)}) = 0. Hence, if m ≥ 1 and
M − M (p,s) = ∅ actually hold, then no splitting at all has to be applied to the pth
component of M . Second, the number m × ν + 1 of subproblems resulting from this
problem division is bounded by the number n of tuples in M for the following reason.
By Lemma 4.16, we may assume |M (p,s)| ≥ 1 and, therefore, |M − M (p,s)| ≤ n − 1.
Furthermore, by Lemma 4.22, m× ν ≤ |M −M (p,s)|. Thus, m× ν + 1 ≤ n.
In other words, Lemma 4.22 gives us the guarantee that the splitting into subproblems
from Lemma 4.19 only has to be applied in those cases where the resulting subproblems
have strictly fewer tuples than the original term tuple cover problem. Hence, we are now
in a position to define an appropriate transformation rule system for a Herbrand universe
with only one function symbol of non-zero arity. Analogously to Definition 4.6, we use
the notation “→” and “⇀”, in order to refer to rules which transform a term tuple set
into another term tuple set or into a collection of term tuple sets, respectively.
Definition 4.23. (Transformation rules) Let H be a Herbrand universe with sig-
nature FS(H) = {f, a1, . . . , aν}, where f is a function symbol of arity α ≥ 1 and the ai’s
are constant symbols. Furthemore, let M (p,s), M (p,ms) and m be defined according to
Definition 4.15 and suppose that m is well-defined. Then we define the following system
of transformation rules for term tuple sets over H:
D (= redundancy of tuples with leftmost path deeper than m): M →D M −M (p),
where p is a component in M and
M (p) = {~ti = (ti1, . . . , tik) ∈M −M (p,s) | τ(lmp(tip)) ≥ m}
denotes the term tuples which are redundant on p by the redundancy criterion of
Corollary 4.20. The rule “D” may only be applied, if M (p) 6= ∅.
U (= upper bound on m): M →U M −M (p,ms),
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where p is a component in M and |M −M (p,s)| < m× ν.
MS (= modified splitting into subproblems): M ⇀MS M
(p)
pi
for pi ∈ {lmp(r(d, ai)) | 0 ≤ d < m and 1 ≤ i ≤ ν} ∪ {lmp(r(m, y))} where R(p)
and r are defined according to Lemma 4.19 and M (p)pi denotes the subproblem from
Lemma 4.19 which corresponds to the requirement that M covers GH(R(p)(d, ai))
and GH(R(p)(m, y)), respectively. The rule “MS” may only be applied, if m ≥ 1
and |M −M (p,s)| ≥ m× ν.
In the following theorem we prove that the above rule system has the desired property
of transforming an arbitrary term tuple problem into the solved form according to Def-
inition 4.17. The upper bound given in Theorem 4.25 on the (time) complexity of this
transformation will follow easily from the termination proof in Theorem 4.24.
Theorem 4.24. Let H be a Herbrand universe with signature FS(H) = {f, a1, . . . , aν},
where f is a function symbol of arity α ≥ 1 and the ai’s are constant symbols. Then non-
deterministic applications of the rule system according to Definition 4.23 to an arbitrary
instance of the term tuple cover problem over H terminates with an equivalent collection
of term tuple sets in solved form according to Definition 4.17.
Proof. Analogously to the correctness proof in Theorem 4.7, we have to show, on the
one hand, that every single rule is correct and, on the other hand, that the resulting term
tuple sets are all in solved form, when the no more rule is applicable. The correctness
of a single application of the rules “D”, “U” and “MS” has already been proven in
Corollary 4.20, Lemma 4.22 and Lemma 4.19, respectively.
Now suppose thatM is a collection of term tuple sets, s.t. the no more rule application
is possible to some term tuple set M ∈ M. If M = ∅ or M (p,s) = ∅ then, by definition,
M is solved. So suppose that M 6= ∅ and M (p,s) 6= ∅ for every component p. We have to
show then that M contains a term tuple ~t which consists of pairwise distinct variables
only. To this end we distinguish the following two cases.
Case 1. If the function symbol f actually does occur in M , then there exists an exponent
e ≥ 1 and there exists a tuple ~tj = (tj1, . . . , tjk) in M , s.t. lmp(tjp) = fex for some
variable x or lmp(tjp) = fea for some constant a. If m = 0, then ~tj ∈ M (p) = {~ti =
(ti1, . . . , tik) ∈ M −M (p,s) | τ(lmp(tip)) ≥ m} and, therefore, M (p) 6= ∅. But then the
rule “D” is applicable to the pth component. So suppose that m ≥ 1 holds. Furthermore,
either |M −M (p,s)| < m× ν or |M −M (p,s)| ≥ m× ν holds. But, in the former case, the
rule “U” is applicable to the pth component and, in the latter case, “MS” is applicable.
Case 2. If the function symbol f does not occur at all in the tuples of M , then m according
to Definition 4.15 is 0 for every component. Let ~tj = (tj1, . . . , tjk) be an arbitrary tuple
in M . By assumption, ~tj does not consist of pairwise distinct variables only. Hence, there
must be a component p, s.t. tjp is either a constant or a multiply occurring variable. But
then, since m = 0, ~tj may be deleted by the rule “D”.
For the termination proof of non-deterministic applications of the above rules, we can
also follow the pattern from Theorem 4.7, i.e. it is sufficient to show that, whenever a
rule “D”, “U” or “MS” is applied, then the original term tuple set is replaced by a finite
number “c” of term tuple sets with strictly fewer term tuples. In the case of the rules
“D” and “U”, c = 1. If, on the other hand, the rule “MS” is applied then, by the rule
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application condition, m ≥ 1 and |M −M (p,s)| ≥ m× ν must hold. Hence, in particular,
m ≥ 1 and M − M (p,s) 6= ∅. But then all subproblems produced by the rule “MS”
have strictly fewer term tuples. Moreover, the number of subproblems thus generated is
restricted by c = m × ν + 1 ≤ n, where n = |M | denotes the number of term tuples in
M . Hence, the termination follows by a simple multiset argument.2
Analogously to the complexity estimation from Theorem 4.10, the following upper bound
on the time complexity of the term tuple cover problem follows immediately from the
termination proof of the transformation rule system.
Theorem 4.25. (Complexity estimation) Let H be a Herbrand universe with only
one function symbol of non-zero arity. Then there exists a polynomial function pol, s.t.
the term tuple cover problem can be determined in time O(n!× pol(N)), where n denotes
the number of term tuples and N denotes the total length of an input problem instance.
Proof. Analogously to the proof of Theorem 4.10, the transformation of an input term
tuple set via the rules according to Definition 4.23 can be represented by a labelled tree in
the following way. The root node is labelled with the input term tuple set. Now suppose
that a node “I” is labelled by some term tuple set M . If one of the rules “D” or “U” is
applied to M , then “I” has exactly one child node whose label M−M (p) or M−M (p,ms),
respectively, corresponds to the term tuple set by which M is replaced. Let ν denote the
number of constant symbols in FS(H) and let m be defined according to Definition 4.15.
Hence, if the rule “MS” is applied to M then “I” has m× ν + 1 child nodes whose labels
are the sets M (p)pi (in arbitrary order) from Lemma 4.19. Note that m × ν + 1 ≤ |M |
holds since, otherwise, the rule “U” rather than “MS” would have to be applied to the
pth component of M . Hence, the number of child nodes of the node “I” is restricted by
the number |M | of tuples in M . Moreover, the number of tuples in any of the term tuple
sets labelling the child nodes of “I” is strictly smaller than |M |.
Note that at any time during the transformation process, the current collection of term
tuple sets corresponds to the labels of the leaf nodes of the tree defined above. Hence,
the number of rule applications (which corresponds to the number of non-leaf nodes of
this tree) is restricted by n!.2
The following theorem is an immediate consequence of Theorem 4.25 together with the
transformation of the model equivalence problem into a set of term tuple cover problems
from Lemma 3.3.
Theorem 4.26. (Complexity of the model equivalence problem) Let H be a
Herbrand universe with only one function symbol of non-zero arity. Then there exists
a polynomial function pol, s.t. the model equivlance problem can be determined in time
O(n!× pol(N)), where n denotes the number of atoms and N denotes the total length of
an input problem instance.
The application of the modified splitting rule “MS” to the term tuple sets from Exam-
ples 4.13 and 4.14 has already been discussed above, when we proved the correctness
of this rule in Lemma 4.19. The power of the rule “D”has already been illustrated in
Example 4.21. Moreover, all of these rules will be put to work in Example 6.4, when we
compare our algorithm with previous ones. It will turn out that, due to the existence of
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the redundancy criteria “D” and “U”, our algorithm still has a lower complexity upper
bound than the other algorithms, even though the upper bound obtained for a Herbrand
universe with only one proper function symbol is much worse than the upper bound
derived in Section 4.1 for the case of at least two such function symbols.
5. The Clause Evaluation Problem
5.1. transformation of the clause evaluation problem
Analogously to the transformation of the model equivalence problem in Section 3,
we shall transform the clause evaluation problem into an equivalent term tuple problem.
However, the term tuple cover problem is not appropriate in this case, due to the existence
of negative literals. Hence, the clause evaluation problem will be transformed into another
type of problem which we shall call the term tuple inclusion problem, i.e. given term tuple
sets E(1) = {~u (1)1 , . . . , ~u (1)n1 }, . . . , E(m) = {~u (m)1 , . . . , ~u (m)nm } and M = {~t1, . . . ,~tn}, is every
common H-ground instance ~s of E(1), . . . , E(m) also an instance of M? (Note that we
call a ground term tuple ~v an instance of a set of tuples W = {~w1, . . . , ~wn}, iff there
exists some ~wi ∈ W , s.t. ~v is an instance of ~wi.) The following transformation based on
mgu’s of atoms in a clause C and the atoms Ai ∈ A is a generalization of Lemma 3.3.
Lemma 5.1. (Transformation of the clause evaluation problem) Let A =
{A1, . . . , An} be an atomic representation of the model MA over some Herbrand uni-
verse H and let C = L1 ∨ . . . ∨ Ll ∨ ¬M1 ∨ . . . ∨ ¬Mm be a clause over H. Let V (C) =
{x1, . . . , xk} denote the variables occurring in C and suppose that V (C) ∩ V (Ai) = ∅
for all i ∈ {1, . . . , n} (i.e. C and the Ai’s have no variables in common). Furthermore,
let Φj with 1 ≤ j ≤ m and Ψ be defined as sets of substitutions, s.t. for all unifiable
pairs (Ai,Mj), Φj contains the restriction to V(C) of an mgu of Ai and Mj and, for all
unifiable pairs (Ai, Lj), Ψ contains the restriction to V(C) of an mgu of Ai and Lj, i.e.
Φj = {ϕ | (∃i) s.t. Ai and Mj are unifiable, ϕ′ is an mgu of Ai and Mj and ϕ = ϕ′|V (C)}
Ψ = {ψ | (∃i)(∃j) s.t. Ai and Lj are unifiable, ψ′ is an mgu of Ai and Lj and ψ =
ψ′|V (C)}.
Then C evaluates to “true” in MA, iff( ⋃
ϕ∈Φ1
GH(x1ϕ, . . . , xkϕ)
)
∩ . . .∩
( ⋃
ϕ∈Φm





GH(x1ψ, . . . , xkψ)
)
.
Proof. Let σ be an H-ground substitution with domain V (C) and let (t1, . . . , tk) =
(x1σ, . . . , xkσ) be a ground term tuple inHk. Then, analogously to the proof of Lemma 3.3,
the following relations hold.
(1) For every j with 1 ≤ j ≤ m: (t1, . . . , tk) ∈
⋃
ϕ∈Φj GH(x1ϕ, . . . , xkϕ), iff Mjσ
evaluates to “true” in MA.
(2) Hence, (t1, . . . , tk) ∈
(⋃
ϕ∈Φ1 GH(x1ϕ, . . . , xkϕ)
)∩. . .∩(⋃ϕ∈Φn GH(x1ϕ, . . . , xkϕ)),
iff M1σ∧ . . .∧Mmσ evaluates to “true” inMA (⇔ ¬M1σ∨ . . .∨¬Mmσ evaluates
to “false” in MA ).
(3) (t1, . . . , tk) ∈
⋃
ψ∈ΨGH(x1ψ, . . . , xkψ), iff there is some j with 1 ≤ j ≤ l, s.t. Ljσ
evaluates to “true” in MA ( ⇔ L1σ ∨ . . . ∨ Llσ evaluates to “true” in MA ).
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The transformation into the term tuple inclusion problem is based on the following idea:
C evaluates to “true” ⇔ all H-ground instances of C evaluate to “true” ⇔ for every
H-ground substitution σ: if all negative literals Mjσ of Cσ evaluate to “false”, then
some positive literal Ljσ of Cσ evaluates to “true”⇔ for every H-ground term tuple ~t =
(t1, . . . , tk) ∈ Hk: if ~t ∈
(⋃
ϕ∈Φ1 GH(x1ϕ, . . . , xkϕ)
) ∩ . . . ∩ (⋃ϕ∈Φm GH(x1ϕ, . . . , xkϕ)),
then ~t ∈ ⋃ψ∈ΨGH(x1ψ, . . . , xkψ).2
Note that in the special case where C contains no negative literals, then the empty inter-
section Hk is tested for inclusion, i.e. Hk ⊆ ⋃ψ∈ΨGH(x1ψ, . . . , xkψ), which is equivalent
to the term tuple cover problem
⋃
ψ∈ΨGH(x1ψ, . . . , xkψ) = H
k.
Remark. Analogously to the transformation from Lemma 3.3, the original clause eval-
uation problem and the resulting term tuple inclusion problem have similar complexity
properties: both problems are coNP-hard (see the appendix). In contrast to the transfor-
mation of the H-subsumption problem into a term tuple cover problem from Section 3,
the number of term tuples in the term tuple inclusion problem resulting from the above
transformation is quadratically bounded w.r.t. the number of atoms in the original clause
evaluation problem. This is due to the fact that, by definition, the sets Φj may contain
a unifier of every possible pair (Ai,Mj), where Ai is part of the AR-model and ¬Mj is
a negative literal in C. Likewise, the total length of each term tuple inclusion problem is
restricted by the square of the length of the original clause evaluation problem, provided
that an efficient unification algorithm is used (cf. Section 2.1).
5.2. the term tuple inclusion problem
In Section 4, we have proven that the complexity of the term tuple cover problem
depends primarily on the number of term tuples. Consequently, the number of atoms was
identified as the main source of complexity for the model equivalence problem. In order
to derive a similar result for the term tuple inclusion problem and the clause evaluation
problem, we transform a given term tuple inclusion problem into an equivalent collection
of term tuple cover problems in the following way.
(1) Distributivity of ∩ and ∪. In the term tuple inclusion problem for the sets E(1) =
{~u (1)1 , . . . , ~u (1)n1 }, . . . , E(m) = {~u (m)1 , . . . , ~u (m)nm } and M = {~t1, . . . ,~tn}, the following
kind of set inclusion has to be tested:
(A11 ∪ . . . ∪A1n1) ∩ . . . ∩ (Am1 ∪ . . . ∪Amnm) ⊆ B,
where Aij = GH(~u
(i)




. By the distributivity of ∩ and ∪, this
intersection of unions can be transformed into a union of intersections, namely






(A1α1 ∩ . . . ∩Amαm).
However, a union of sets
⋃
i∈I Ci is contained in another set B, iff every set Ci
is. Hence, the original inclusion problem is equivalent to the following collection of
simple inclusion problems:
(∀α1 ∈ {1, . . . , n1}) . . . (∀αm ∈ {1, . . . , nm}) : (A1α1 ∩ . . . ∩Amαm) ⊆ B.
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(2) Intersection of sets GH(~e1). Let GH(~e1) ∩ . . . ∩GH(~em) with ~ei = ~u (i)αi denote one
of the intersections which result from the previous transformation step. Then this
intersection can be represented as the set of ground instances of a single-term tuple
in the following way. We first rename the variables in the tuples ~ei, s.t. these tuples
are pairwise variable disjoint. Then the set of common ground instances of these
tuples can be computed via unification:
(a) if ~e1, . . . , ~em are not unifiable, then GH(~e1) ∩ . . . ∩GH(~em) = ∅
(b) if ~e1, . . . , ~em are unifiable with mgu η, then GH(~e1)∩ . . .∩GH(~em) = GH(~e1η).
However then every inclusion problem of the form GH(~e1) ∩ . . . ∩ GH(~em) ⊆⋃n
l=1GH(~tl) can be either deleted (if ~e1, . . . , ~em are not unifiable) or transformed
into an inclusion problem of the form GH(~e1η) ⊆
⋃n
l=1GH(~tl).
(3) H-subsumption. Let ~s = ~e1η denote one of the term tuples which are obtained by
the previous step. Then the condition GH(~s ) ⊆
⋃n
i=1GH(~ti) corresponds to an H-
subsumption criterion for term tuples, namely {~t1, . . . ,~tn} ≤sH ~s. Now suppose that
~s and the ~ti’s have no variables in common. Furthermore, let V (~s ) = {x1, . . . , xl}
denote the variables occurring in ~s and let Θ denote a set of substitutions, s.t. for
all unifiable pairs (~ti, ~s ), Θ contains the restriction to V (~s ) of a most general unifier
of ~ti and ~s, i.e.
Θ = {ϑ | (∃i) s.t. ~ti and ~s are unifiable, ϑ′ is an mgu of ~ti and ~s and ϑ = ϑ′|V (~s )}.
Then, analogously to Lemma 3.3, this H-subsumption criterion can be further trans-
formed into the term tuple cover problem
⋃
ϑ∈ΘGH(x1ϑ, . . . , xlϑ) = H
l.
In combination with the complexity results for the term tuple cover problem in Theo-
rems 4.10 and 4.25, we can derive the following upper bound on the complexity of our
term tuple inclusion problem.
Theorem 5.2. (Complexity estimation) If H is a Herbrand universe with at least
two function symbols of non-zero arity, then there exists a polynomial function pol, s.t.
the term tuple inclusion problem over H can be solved in time O(cn × pol(N)), where
c = |FS(H)|, n denotes the number of term tuples and N denotes the total length of an
input problem instance.
Likewise, if H is a Herbrand universe with only one function symbol of non-zero arity,
then there exists a polynomial function pol, s.t. the term tuple inclusion problem over H
can be solved in time O(n!× pol(N)) where n and N are defined as above.
Proof. (Sketch) If we solve the term tuple inclusion problem by first transforming it
into an equivalent set of term tuple cover problems, then the overall complexity of this
algorithm is mainly determined by the number of term tuple cover problems and by
the cost of solving each term tuple cover problem. Let P = (E(1), . . . , E(m),M) be an
instance of the term tuple inclusion problem with |M | = n′ and |E(1)|+· · ·+|E(m)| = n′′.
Then the number of term tuple cover problems obtained by the above transformation
is restricted by |E(1)| × · · · × |E(m)|, which (for fixed n′′) becomes maximal, when all
sets E(i) consist of three elements. This can be seen as follows. First note that the
geometric means of the m natural numbers |E(1)|, . . . , |E(m)| is less than or equal to the
arithmetic means and equality holds, iff all these numbers are identical. In other words,
n
√
|E(1)| × · · · × |E(m)| and, therefore also |E(1)| × · · · × |E(m)| reaches its maximum, iff
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all sets E(i) have the same number of elements. So let x = |E(1)| = · · · = |E(m)|. Then
we have |E(1)| × · · · × |E(m)| = xn′′x , which has its maximum over the positive reals at
x = e and over the positive integers at x = 3. Hence, the number of term tuple cover
problems is restricted by 3
n′′
3 .
On the other hand, the number of term tuples in a single-term tuple cover problem is
restricted by |M | = n′. Furthermore, the total size of every term tuple cover problem is
linearly restricted by the total size of the original term tuple inclusion problem, provided
that we use an efficient unification algorithm. Together with the complexity results from
Section 4 we, therefore, get the following complexity bounds for the term tuple inclusion
problem:
(1) If H contains at least two function symbols of non-zero arity:
O(3
n′′
3 × cn′ × pol(N)) ≤ O(cn′′ × cn′ × pol(N)) = O(cn × pol(N)).
(2) If H contains only one function symbol of non-zero arity:
O(3
n′′
3 × (n′)!× pol(N)) ≤ O((n′′ + n′)!× pol(N)) = O(n!× pol(N)).
Remark. By Theorems 4.10 and 4.25 on the one hand, and Theorem 5.2 on the other
hand, the two problems of term tuple cover and term tuple inclusion have basically the
same asymptotic complexity. Nevertheless, a closer look at the algorithms suggests that,
in practice, the latter one will usually tend to consume more time than the former one.
This is due to the fact that the term tuple inclusion problem is rather naturally reduced
to exponentially many-term tuple cover problems. If an instance of the inclusion problem
is solvable and if, moreover, all the sets E(j) have a similar size (6= 1), then all exponen-
tially many intersections A1α1 ∩ . . . ∩ Amαm actually have to be generated and further
examined by the term tuple cover algorithm.
Remember from the transformation in Lemma 5.1, that the number of tuples in the result-
ing term tuple inclusion problem is restricted by the square of the atoms in the original
clause evaluation problem. Hence, together with Theorem 5.2, we get the following upper
bound on the complexity of the clause evaluation problem.
Theorem 5.3. (Complexity of the clause evaluation problem) There exists a
polynomial function pol, s.t. the clause evaluation problem over some Herbrand universe
H can be determined in time O(c(n
2) × pol(N)) (if H contains at least two function
symbols of non-zero arity) or in time O((n2)! × pol(N)) (if H contains only one such
function symbol), respectively, where c = |FS(H)|, n denotes the number of atoms and
N denotes the total length of an input problem instance.
6. An Overview of Related Methods
It has already been mentioned that, for the decision problems treated in this work, al-
gorithms are also provided in Caferra and Zabel (1991) and Fermu¨ller and Leitsch (1996).
In both papers, an algorithm for deciding the H-subsumption problem forms the basis for
solving the model equivalence problem and the clause evaluation problem. Furthermore,
the way the H-subsumption problem is treated is decisive for the overall complexity of
these algorithms. Therefore, in this section, we shall outline these H-subsumption algo-
rithms as well as the “uncover” algorithm of Lassez and Marriott (1987), which tackles a
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similar problem. When we compare the (worst-case) complexity of these algorithms with
ours, it will turn out that the new redundancy criteria established in Section 4 constitute
the main difference between our algorithm and the previous ones. Finally we shall show
how our algorithm can be improved by integrating some ideas from other algorithms.
6.1. h-subsumption algorithms at work
In this section, the basic ideas of the H-subsumption algorithms of Fermu¨ller and
Leitsch (1996) and Caferra and Zabel (1991) will be revised along with the “uncover”
algorithm of Lassez and Marriott (1987). Finally we shall mention the algorithm from
Pichler (1997), which solves the term tuple cover problem for the special case, where all
tuples are linear (i.e. they have no multiple variable occurrences). Recall Examples 3.4
and 4.8, where an H-subsumption problem was solved by our algorithm. In this section,
we shall apply the other algorithms to the same H-subsumption problem so as to illustrate
the similarities of these algorithms with ours (e.g. the basic partition of H) and the main
differences (in particular, the redundancy criteria).
The H-subsumption algorithm in Fermu¨ller and Leitsch (1996) is based on the following
theorem. Let C and D be sets of clauses, s.t. the minimum depth of variable occurrences
in D is greater than the term depth of C, then H-subsumption and ordinary subsumption
coincide. Hence, the H-subsumption problem A ≤sH B for an atom set A and an atom
B can be decided as follows. First, B is transformed into an equivalent atom set B by
partial saturation, s.t. the minimum depth of variable occurrences in B is greater than
the term depth of A. Then, it is tested whether every atom from B is an instance of
some atom from A. In Example 6.1 below we sketch the solution of the H-subsumption
problem from Example 3.4.
Example 6.1. Let H be the Herbrand universe with signature FS(H) = {a, f, g} and
let A = {A1, . . . , A10} ≤sH B denote the H-subsumption problem from Example 3.4
with
A1 = P (f(y1, f(y2, y3), f(a, g(y4)), A2 = P (f(y1, f(y2, y3), f(y4, g(y5)),
A3 = P (f(g(y1), y1), f(g(y2), y3), A4 = P (f(y1, g(y2)), y3,
A5 = P (f(y1, y2), f(y3, f(y4, y5), A6 = P (f(y1, y2), f(y3, y2),
A7 = P (f(y1, y2), f(f(y3, y3), y4), A8 = P (f(y1, a), f(y2, g(y3)),
A9 = P (f(y1, a), f(f(a, y2), a), A10 = P (f(y1, f(y2, y3)), f(y4, a)
B = P (f(g(x1), x2), f(x3, x4)).
The term depth in A is 2. Hence, B must be partially saturated to a set B, s.t. all
variables in B occur at depth 3 or greater, i.e. the following terms have to be substituted
for the variables x1, . . . , x4:
x1 ∈ {a, f(z1, z2), g(z1)} and
xj ∈ {a, f(a, a), f(a, f(z1, z2)), f(a, g(z1)), f(f(z1, z2), a), f(f(z1, z2), f(z3, z4)),
f(f(z1, z2), g(z3)), f(g(z1), a), f(g(z1), f(z2, z3)), f(g(z1), g(z2)), g(a), g(f(z1, z2)),
g(g(z1))} for j ∈ {2, 3, 4}.
Then all 3 × 13 × 13 × 13 = 6591 substitutions, which can be constructed from com-
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binations of variable-disjoint variants of the above terms, have to be applied to B, i.e.
B = ⋃3i1=1⋃13i2=1⋃13i3=1⋃13i4=1{Bσ(i1,i2,i3,i4)} with
σ(1,1,1,1) = {x1 ← a, x2 ← a, x3 ← a, x4 ← a}
σ(1,1,1,2) = {x1 ← a, x2 ← a, x3 ← a, x4 ← f(a, a)}
...
σ(3,13,13,13) = {x1 ← g(z1), x2 ← g(g(z2)), x3 ← g(g(z3)), x4 ← g(g(z4))}.
Then A = {A1, . . . , A10} ≤sH B, iff every atom Bσ ∈ B is an instance of some Ai ∈ A.
If the condition on the minimum depth of variable occurrences is already fulfilled by B,
then the algorithm from Fermu¨ller and Leitsch (1996) is polynomial. However, in the
worst case, the partial saturation leads to a set B with exponentially many atoms. If the
signature contains at least one function symbol of arity greater than or equal to two then
even the size of the atoms in B may become exponential. In any case, the exponentiality
both of the time and space complexity refers to the size of the atoms of the original
H-subsumption problem rather than to the number of atoms.
In Caferra and Zabel (1991), the H-subsumption problem {P (~t1), . . . , P (~tn)} ≤sH P (~s )
is reduced to the equational problem
∀~y1( ~t1 6= ~s) ∧ . . . ∧ ∀~yn(~tn 6= ~s),
where ~yi denotes the vector of variables in ~ti. The unsatisfiability of this equational
problem is then tested by the method from Comon and Lescanne (1989). The rules in
Comon and Lescanne (1989) may be applied non-deterministically. At any rate, the only
way to deal with the universally quantified variables yi is via the rules U2 (= “universality
of parameters”) and E (= “explosion”):
Let yi 6= t be a disequation, s.t. yi does not occur in t. Then such a universally quantified
variable yi can be eliminated by the rule U2 from Comon and Lescanne (1989), i.e.
∀~y(P ∧ (yi 6= t ∨R))→U2 ∀~y(P ∧R[yi ← t]).
Let xj 6= t be a disequation, s.t. xj does not occur in t and t is a non-variable term
containing some universally quantified variables. Then the depth of occurrence of the
universally quantified variables in t can be reduced by applying the explosion rule E to
the variable xj followed by some simplifications (in particular, merging M ′3 and decom-
position D2), i.e.
∀~y(P ∧ (xj 6= t ∨R)) ⇀E ∃~u(xj = f(~u)) ∧ ∀~y(P ∧ (xj 6= t ∨R))→M ′3
→M ′3 ∃~u(xj = f(~u)) ∧ ∀~y(P ∧ (f(~u) 6= t ∨R)).
If t has a leading symbol g 6= f , then f(~u) 6= t can be reduced to > by the clash rule
C2 from Comon and Lescanne (1989). Otherwise, the decomposition rule D2 may be
applied, i.e.
f(u1, . . . , uα) 6= f(t1, . . . , tα)→D2 u1 6= t1 ∨ . . . ∨ uα 6= tα
In Example 6.2 below we sketch how the transformation rules from Comon and Lescanne
(1989) can be used to solve the equational problem resulting from the H-subsumption
problem from Example 3.4.
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Example 6.2. LetH be the Herbrand universe with signature FS(H) = {a, f, g} and let
A = {A1, . . . , A10} ≤sH B again denote the H-subsumption problem from Example 3.4.
By the transformation from Caferra and Zabel (1991), A ≤sH B holds, iff the following
equational problem is unsatisfiable:
P ≡ ∀~y(f(y1, f(y2, y3)) 6= f(g(x1), x2) ∨ f(a, g(y4)) 6= f(x3, x4)) ∧
∀~y(f(y1, f(y2, y3)) 6= f(g(x1), x2) ∨ f(y4, g(y5)) 6= f(x3, x4)) ∧
∀~y(f(g(y1), y1) 6= f(g(x1), x2) ∨ f(g(y2), y3) 6= f(x3, x4)) ∧
∀~y(f(y1, g(y2)) 6= f(g(x1), x2) ∨ y3 6= f(x3, x4)) ∧
∀~y(f(y1, y2) 6= f(g(x1), x2) ∨ f(y3, f(y4, y5)) 6= f(x3, x4)) ∧
∀~y(f(y1, y2) 6= f(g(x1), x2) ∨ f(y3, y2) 6= f(x3, x4)) ∧
∀~y(f(y1, y2) 6= f(g(x1), x2) ∨ f(f(y3, y3), y4) 6= f(x3, x4)) ∧
∀~y(f(y1, a) 6= f(g(x1), x2) ∨ f(y2, g(y3)) 6= f(x3, x4)) ∧
∀~y(f(y1, a) 6= f(g(x1), x2) ∨ f(f(a, y2), a) 6= f(x3, x4)) ∧
∀~y(f(y1, f(y2, y3)) 6= f(g(x1), x2) ∨ f(y4, a) 6= f(x3, x4)).
Before we start with the elimination of universally quantified variables via the “expen-
sive” explosion rule from Comon and Lescanne (1989), we simplify P via the “cheap” rules
U2 and D2 mentioned above, e.g. by successive applications of the decomposition rule D2
to the first conjunct of P we can make sure that for every disequation, at least one member
is simply a variable. We therefore get ∀~y(y1 6= g(x1)∨f(y2, y3) 6= x2∨a 6= x3∨g(y4) 6= x4).
The U2 rule may then be applied to eliminate all equations that have a universally quan-
tified variable as a member. Hence, the first conjunct of P can be further transformed into
∀~y(f(y2, y3) 6= x2∨a 6= x3∨g(y4) 6= x4). Care has to be taken in those conjuncts, where a
universally quantified variable not only occurs as a member of a disequation, e.g. by apply-
ing the D2 rule to the third conjunct, we get ∀~y(y1 6= x1∨y1 6= x2∨g(y2) 6= x3∨y3 6= x4).
In this case, an application of the U2-rule to a disequation of the form y 6= t requires that
the term t be substituted for the remaining occurrences of y, i.e. the third conjunct of P
can be further transformed into ∀~y(x1 6= x2 ∨ g(y2) 6= x3). By simplifying all conjuncts
of P in this way, we finally get the following equational problem P ′:
P ′ ≡ ∀~y(f(y2, y3) 6= x2 ∨ a 6= x3 ∨ g(y4) 6= x4) ∧ ∀~y(f(y2, y3) 6= x2 ∨ g(y5) 6= x4) ∧
∀~y(x1 6= x2 ∨ g(y2) 6= x3) ∧ ∀~y(g(y2) 6= x2) ∧
∀~y(f(y4, y5) 6= x4) ∧ (x2 6= x4) ∧
∀~y(f(y3, y3) 6= x3) ∧ ∀~y(a 6= x2 ∨ g(y3) 6= x4) ∧
(a 6= x2 ∨ f(a, y2) 6= x3 ∨ a 6= x4) ∧ ∀~y(f(y2, y3) 6= x2 ∨ a 6= x4).
The explosion rule may now be applied to one of the free variables xi which occur in
disequations of the form xi 6= t[yj ] (where t[yj ] denotes a term containing the universally
quantified variable yj). If we choose the variable x2 for the explosion rule, we can split P ′
into the three equational problems Pa ≡ (x2 = a)∧P ′, Pf ≡ (∃u1∃u2)(x2 = f(u1, u2))∧
P ′ and Pg ≡ (∃u)(x2 = g(u)) ∧ P ′, which can be simplified as follows:
P ′a ≡ (x2 = a) ∧ ∀~y(x1 6= a ∨ g(y2) 6= x3) ∧ ∀~y(f(y4, y5) 6= x4) ∧ (a 6= x4) ∧
∀~y(f(y3, y3) 6= x3) ∧ ∀~y(g(y3) 6= x4) ∧ ∀~y(f(a, y2) 6= x3 ∨ a 6= x4)
P ′f ≡ (∃u1∃u2)(x2 = f(u1, u2)) ∧ ∀~y(a 6= x3 ∨ g(y4) 6= x4) ∧ ∀~y(g(y5) 6= x4) ∧
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∀~y(x1 6= f(u1, u2) ∨ g(y2) 6= x3) ∧ ∀~y(f(y4, y5) 6= x4) ∧ (f(u1, u2) 6= x4) ∧
∀~y(f(y3, y3) 6= x3) ∧ (a 6= x4)
P ′g ≡ ⊥.
In order to see that Pg yields a contradiction, note that P ′ contains ∀~y(g(y2) 6= x2) as
a conjunct. Moreover, Pg is defined as Pg ≡ (∃u)(x2 = g(u)) ∧ P ′. However, Pg then
contains the two complementary conjuncts (∃u)(x2 = g(u)) and ∀~y(g(y2) 6= x2). Hence,
Pg clearly has no solution.
This process of applying the explosion rule followed by simplification rules has to be
repeated until all disequations of the form xi 6= t[yj ] have been eliminated from all
subproblems.
If some (free or existentially quantified) variable xj occurs in many disequations of the
form xj 6= t, then a single explosion rule application may lead to the simplification of
many terms containing universally quantified variables. However, in general, each term
tuple ~ti in our original equational problem ∀~y1(~t1 6= ~s) ∧ . . . ∧ ∀~yn(~tn 6= ~s) has to be
simplified separately. The number of explosion rule applications required depends lin-
early on the number of non-variable positions in the term tuple ~ti. We therefore get the
upper bound O((c×m)n× pol(N)) for the worst case time complexity of this equational
problem-solving method, where c is a constant, m is an upper bound on the size of the
tuples ~ti, n denotes the number of tuples and pol(N) depends polynomially on the total
length N of an input problem instance.
In Lassez and Marriott (1987), an algorithm for “implicit generalizations” is developed,
which behaves very similarly to the equational problem-solving method of Comon and
Lescanne (1989): An “implicit generalization” over some Herbrand universe H is given
as t/{tϑ1, . . . , tϑn} with the intended meaning that it represents all ground instances
of t which are not an instance of any tϑi. Apart from some other purposes such as the
transformation of an “implicit generalization” into an equivalent “explicit” one (for de-
tails, cf. Lassez and Marriott (1987)), the algorithm from Lassez and Marriott (1987) is
used to decide whether such a generalization is empty. Note that the notion of implicit
generalizations and the algorithm from Lassez and Marriott (1987) can be easily ex-
tended to term tuples. Then the H-subsumption problem {P (~t1), . . . , P (~tn)} ≤sH P (~s )
is equivalent to the emptiness problem of the implicit generalization ~s/{~t1, . . . ,~tn}.
The “uncover”-algorithm from Lassez and Marriott (1987) is based on the following
idea: w.l.o.g. we assume that an implicit generalization is of the form ~s/{~sϑ1, . . . , ~sϑn}.
This restriction is justified by the definition of implicit generalizations, since we can only
subtract those instances of ~tj from ~s which are actually contained in ~s. Hence, every
tuple ~tj on the right-hand side may be replaced by a most general instance mgi(~s,~tj).
Now suppose that some tuple ~sϑi is “linear w.r.t. ~s ” (i.e. ~xϑi has no multiple variable
occurrences, where ~x denotes the variables in ~s). Then we can compute a partition P of
~s, s.t. one element of the partition has exactly the same set of H-ground instances as ~sϑi.
(The idea of the partitioning algorithm provided by Lassez and Marriott (1987) basically
comes down to iterated applications of the explosion rule from Comon and Lescanne
(1989).) Let P ′ = P −{~sϑi} and let GH(~t )c denote the complement of GH(~t ). Moreover,
for the sake of simplicity, suppose that i = 1 (otherwise the tuples on the right-hand
side can be reordered appropriately). Then the splitting into subproblems is based on
the following equivalences, which are immediate consequences of the definition of implicit
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generalizations and the associativity and distributivity of “∪” and “∩”:




























GH(p/{~sϑ2 . . . ~sϑn}).
If there exists a tuple ~sϑj on the right-hand side of such an implicit generalization, s.t.
p is an instance of ~sϑj , then this generalization is empty and may therefore be deleted.
In all other generalizations we may again restrict the tuples on the right-hand side to
a most general instance with the left-hand side. We thus get the following collection of
generalizations: {p/{mgi(p,~sϑ2), . . . ,mgi(p,~sϑn)} | p ∈ P ′}.
The number of tuples on the right-hand side decreases strictly on every recursive call of
the procedure “uncover”. As long as an implicit generalization contains at least one tuple
on the right-hand side that is linear w.r.t. the left-hand side, this splitting step can be
repeated. Hence, we eventually end up with a collection of implicit generalizations, whose
right-hand side is either empty or contains only non-linear instances of the left-hand side.
Let I = {I1, . . . , IN} denote the set of such implicit generalizations to which the original
one has been transformed. If an Ij contains no tuples at all on the right-hand side, then Ij
is clearly non-empty (since all H-ground instances of the left-hand side are then contained
in this generalization Ij). On the other hand, for the case that there exists at least one
tuple on the right-hand side of Ij and all the tuples on the right-hand side are non-linear
instances of the left-hand side, Lassez and Marriott (1987) show by a very sophisticated
construction, that Ij is non-empty either. Moreover, note that by the correctness of the
splitting step, the set of H-ground instances of the original generalization coincides with
the union of the H-ground instances of these “subproblems” Ij . Hence, the emptiness
problem of implicit generalizations can be decided by the following algorithm. Apply the
splitting step described above, until the right-hand side of all resulting generalizations
is either empty or contains only term tuples which are non-linear w.r.t. the left-hand
side. If at least one such implicit generalization is eventually derived, then this particular
generalization and, therefore, also the original one is found to be non-empty. Otherwise, if
eventually all implicit generalizations have to be deleted, then the original generalization
is empty. In the following example we put this algorithm to work.
Example 6.3. Let I = ~s/{mgi(~s,~t1), . . . ,mgi(~s,~t10)} denote the implicit generalization
which corresponds to the H-subsumption problem A = {A1, . . . , A10} ≤sH B from Ex-
ample 3.4, i.e.
~s = (f(g(x1), x2), f(x3, x4)),
mgi(~s,~t1) = (f(g(x1), f(y2, y3)), f(a, g(y4))),
mgi(~s,~t2) = (f(g(x1), f(y2, y3)), f(y4, g(y5))),
mgi(~s,~t3) = (f(g(y1), y1), f(g(y2), y3)),
mgi(~s,~t4) = (f(g(x1), g(y2)), f(x3, x4)), etc.
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We may choose any term tuple ~sϑi from the right-hand side, s.t. ~sϑi is linear w.r.t. ~s, e.g.
mgi(~s,~t1) = ~sϑ1 with ϑ1 = {x2 ← f(y2, y3), x3 ← a, x4 ← g(y4)}. Then the algorithm
from Lassez and Marriott (1987) yields the partition P = {~sσ1, . . . , ~sσ7} of ~s, where the
σi’s are defined as follows:
σ1 = {x2 ← a}, σ2 = {x2 ← g(z)}, σ3 = {x2 ← f(z1, z2), x3 ← f(z3, z4)},
σ4 = {x2 ← f(z1, z2), x3 ← g(z3)}, σ5 = {x2 ← f(z1, z2), x3 ← a, x4 ← a},
σ6 = {x2 ← f(z1, z2), x3 ← a, x4 ← f(z3, z4)},
σ7 = {x2 ← f(z1, z2), x3 ← a, x4 ← g(z3)}.
Then GH(~sϑ1) = GH(~sσ7) and the original implicit generalization can be split into six
subproblems with strictly smaller right-hand sides, i.e.
Ii = ~sσi/{mgi(~sσi, ~sϑ2),mgi(~sσi, ~sϑ3), . . . ,mgi(~sσi, ~sϑ10)} for i ∈ {1, . . . , 6}.
Note that the number of terms in the partitioning set P depends linearly on the number of
non-variable positions in the term tuple ~ti. Hence, analogously to the equational problem
algorithm from Comon and Lescanne (1989), we get the upper boundO((c×m)n×pol(N))
for the worst case time complexity of the “uncover”-algorithm, where c is a constant, m
is an upper bound on the size of the tuples ~ti, n denotes the number of tuples and pol(N)
depends polynomially on the total length N of an input problem instance.
The two algorithms from Comon and Lescanne (1989) and Lassez and Marriott (1987)
behave very similarly in the worst case. Nevertheless there are two important differences
between these algorithms, which may have a great effect on their efficiency. The termi-
nation criterion in Lassez and Marriott (1987) provides a significant improvement, i.e.
rather than eliminating all tuples from the right-hand side of an implicit generalization,
it suffices to eliminate the linear ones only. On the other hand, the algorithm from Comon
and Lescanne (1989) provides much more flexibility, i.e. the partitioning of ~s on the basis
of a tuple ~ti essentially corresponds to multiple applications of the explosion rule in order
to eliminate all universally quantified variables from a disequation ~s 6= ~ti. However, in the
algorithm of Comon and Lescanne (1989) there is no such restriction that two successive
explosion rule applications aim at the simplification of the same disequation.
So far we have only compared the worst case complexity of other algorithms with ours
in the case of a Herbrand universe H with at least two function symbols of non-zero
arity. Unfortunately, the upper bound on the worst case complexity obtained in Theo-
rem 4.25 for a Herbrand universe H with only one such function symbol is much worse.
Nevertheless, also in this case, our algorithm has a lower worst case complexity than the
other algorithms. Again this is due to the redundancy criteria proven in Section 4. The
following example shows that in cases, where the other algorithms are particularly costly
(due to complex term structures), our algorithm clearly outperforms them.
Example 6.4. Let M = {(f4(y1), y2), (f2(y1), f3(y2)), (f5(y1), y1), (y1, f4(y2))} denote
a term tuple set over the Herbrand universe H = {a, f}.
This term tuple cover problem can be solved via the transformation rules according to
Definition 4.23 in the following way.
For p = 1 we have m = 4. Hence, the tuple (f5(y1), y1) may be deleted by applying the
rule “D” to the first component. Then m = 4 holds and, moreover, |M −M (p,s)| = 1.
Hence, the tuple (f4(y1), y2) may be deleted by the rule “U”. In the resulting term tuple
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set, m = 2 holds and, therefore, the rule “U” may be applied once again, thus deleting
(f2(y1), f3(y2)). Hence, we are only left with the tuple (y1, f4(y2)) which may be deleted
by applying the rule “U” to the second component. We thus get the term tuple set
M ′ = ∅, which clearly does not cover H2.
The term tuple cover problem given through M can also be solved via the equational
problem solving method from Comon and Lescanne (1989). The set M covers Hk, iff the
following equational problem is unsatisfiable:
P ≡ ∀~y(x1 6= f4(y1) ∨ x2 6= y2) ∧ ∀~y(x1 6= f2(y1) ∨ x2 6= f3(y2)) ∧
(x1 6= f5(y1) ∨ x2 6= y1) ∧ ∀~y(x1 6= y1 ∨ x2 6= f4(y2)), which can be simplified to
P ′ ≡ ∀~y(x1 6= f4(y1)) ∧ ∀~y(x1 6= f2(y1) ∨ x2 6= f3(y2)) ∧ (x1 6= f5(x2)) ∧
∀~y(x2 6= f4(y2)).
No matter what rule application strategy we choose for the transformation rules from
Comon and Lescanne (1989), we have to produce at least five subproblems in order to
reduce the number of disjunctions of disequations with a universally quantified variable,
e.g. the following collection of equational problems has to be produced, if we always
select the leftmost free variable for our explosion rule applications (and carry out some
appropriate simplifications):
Pa ≡ (x1 = a) ∧ ∀~y(x2 6= f4(y2))
Pf(a) ≡ (x1 = f(a)) ∧ ∀~y(x2 6= f4(y2))
Pf2(a) ≡ (x1 = f2(a)) ∧ ∀~y(x2 6= f3(y2) ∧ x2 6= f4(y2))
Pf3(a) ≡ (x1 = f3(a)) ∧ ∀~y(x2 6= f3(y2) ∧ x2 6= f4(y2))
Pf4(u) ≡ ⊥.
6.2. possible improvements of our algorithms
The short description of related algorithms in the previous section has illustrated that,
as far as the worst case complexity is concerned, our algorithm is clearly better than
the others, due to the various redundancy criteria proven in Section 4. Nevertheless, the
other algorithms contain various ideas which increase the efficiency in many cases even
though the worst case complexity may not be affected. In this section, we shall consider
some of these ideas, which can be easily incorporated into our algorithm.
It has already been mentioned that the termination criterion from Lassez and Marriott
(1987) constitutes an important improvement w.r.t. to the method of Comon and Les-
canne (1989). This criterion can be easily integrated into our algorithm by extending our
notion of solved forms, e.g. Definition 4.1 has to be modified in the following way. A term
tuple set M is called solved, iff either M contains no linear tuple or M contains a tuple
(x1, . . . , xk) of pairwise distinct variables. Definition 4.17 can be modified analogously.
Note however that this strong termination criterion from Lassez and Marriott (1987) does
not mean that non-linear term tuples are easier to handle than linear ones. In particular,
there is no guarantee that the number of linear term tuples on the right-hand side de-
creases, whenever the splitting from Lassez and Marriott (1987) is applied, e.g. Let I =
(x1, x2, x3)/{(f(y), a, y), (y, f(z), y), (a, y, y), (y1, y2, f(y3))} be an implicit generalization
over the Herbrand universe H with signature FS(H) = {a, f}. Then only the last tuple
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(y1, y2, f(y3)) is linear. However, when we apply the splitting from Lassez and Marriott
(1987) based on the partition P = {(y1, y2, a), (y1, y2, f(y3))} of the H-ground instances
of (x1, x2, x3), then we get the implicit generalization (y1, y2, a)/{(f(a), a, a), (a, f(z), a),
(a, a, a)}, which contains three linear tuples on the right-hand side. Actually, the term
tuple cover problem in case of linear tuples is studied in Pichler (1997) and the up-
per bound on the complexity obtained there is better than the ones from Section 4 for
the general case of arbitrary tuples. Due to the linearity of the tuples, the following
redundancy criterion from Pichler (1997) suffices to guarantee, that the splitting into
subproblems on the basis of the leading symbol of the pth component produces strictly
smaller subproblems.
Lemma 6.5. Let H be an arbitrary, infinite Herbrand universe. Furthermore, let M =
{~t1, . . . ,~tn} be a set of k-tuples of terms over H. Suppose that for all term tuples with
a variable in the pth component, this variable occurs nowhere else in its tuple, i.e.
For all i, if ~ti = (ti1, . . . , ti(p−1), x, ti(p+1), . . . , tik) ∈ M for some variable x, then
x 6∈ V (ti1, . . . , ti(p−1), ti(p+1), . . . , tik). Furthermore suppose that some function sym-
bol f ∈ FS(H) (whose arity is not necessarily greater than 0) does not occur as leading
symbol in the pth component. Then every term tuple ~ti ∈M with a non-variable term in
the pth component is redundant and may, therefore, be deleted, i.e. Let M (p) := {~ti =
(ti1, . . . , tik) ∈M | tip is a non-variable term}. Then M covers Hk, iff M −M (p) does.
The upper bound on the complexity of the linear term tuple cover problem obtained
in Pichler (1997) is O(3n × pol(N)), independently of the number of function symbols
in FS(H). Even though this redundancy criterion from Lemma 6.5 is not sufficient to
replace the criteria from Section 4, it might increase the efficiency also in the non-linear
case.
The main results in Section 4.2 (and, in particular, the transformation rule system in
Definition 4.23) for the case of a Herbrand universe with only one function symbol of non-
zero arity were derived on the basis of the leftmost path of some component. It should be
noted that this restriction to the leftmost path was motivated by technical reasons only,
so as to keep the notation and the proofs simple. However, this restriction is artificial
and the analogous results on the basis of an arbitrary path of some component could be
easily proven. Then our transformation rules (and, in particular, the modified splitting
rule “MS”) would no longer be less flexible than the rules from Comon and Lescanne
(1989) (and, in particular, the explosion rule).
7. Concluding Remarks and Future Work
From the theoretical point of view, the number of atoms (rather than the total length
of the input problem) has been identified as the real complexity “source” both of the
model equivalence problem and the clause evaluation problem of AR’s. Furthermore,
the examples in Section 4 illustrate which situations are particularly hard, e.g. if the
Herbrand universe H contains only one function symbol of non-zero arity and if the
constant symbols do not occur in the resulting term tuple cover problems, then the
complexity upper bound O(n!× pol(N)) seems to be quite tight.
From the practical point of view, the foundation has been laid for considerably more
efficient algorithms than previously known ones. The main reason for this improvement
are the various redundancy criteria proven in Section 4.
Algorithms on Atomic Representations 255
In this paper, we have mainly concentrated on the worst case complexity of the al-
gorithms under investigation. However, in practice, also heuristics concerning the rule
application strategy and further simplification rules play a crucial role, even if they do
not affect the worst case complexity. Some possible improvements (namely the incorpora-
tion of ideas from other algorithms into ours) have already been mentioned in Section 6.2.
Another simplification would be to delete every term tuple ~ti from a term tuple set M ,
which is an instance of some other tuple ~tj ∈ M . In order to detect this kind of redun-
dancy, a simple matching test suffices. The search for further improvements of this sort
as well as an implementation of our algorithm have been left for future work.
Note that in Section 1 the close relationship between atomic representations and con-
straint solving was already mentioned. In particular, the problems of model equivalence
and clause evaluation can be first transformed into equational problems and then tackled
by constraint solving methods. On the other hand, one may try to go the other direction
and apply the ideas presented in this paper (in particular, the redundancy criteria) to
constraint solving.
This work only deals with atomic representations of models. However, many more for-
malisms for representing models can be found in the literature (cf. Matzinger, 1997).
Like in the case of AR’s, no particular emphasis is usually put on the efficiency of algo-
rithms to actually work with these formalisms. Hence, a thorough complexity analysis
and the search for reasonably efficient algorithms would be also desirable for other model
representations.
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Appendix A. coNP-Hardness
In Gottlob and Pichler (1999), the coNP-hardness of the model equivalence problem and
the clause evaluation problem for AR’s is proven by showing the coNP-hardness of the
TOTAL-COVER problem defined below.
Definition A1. The TOTAL-COVER problem over a Herbrand universe H is defined
as follows. Let A = {P (~t1), . . . , P (~tn)} be an atom set and P (~z ) an atom over H, s.t.
~z is a vector of pairwise distinct variables. Is every H-ground instance P (~s ) of P (~z ) an
instance of some P (~ti) ∈ A?
In Gottlob and Pichler (1999) it is shown that the TOTAL-COVER problem is a special
case of the H-subsumption problem, of the model equivalence problem and of the clause
evaluation problem for AR’s. Moreover, it is obviously also a special case of the term
tuple cover problem, which in turn is a special case of the term tuple inclusion problem.
Hence, the coNP-hardness of the TOTAL-COVER problem implies the coNP-hardness
of all the other problems studied here. In the following theorem, the coNP-hardness of
the TOTAL-COVER problem over the Herbrand universe H = {0, 1} is proven which
can be easily generalized to an arbitrary Herbrand universe with at least two elements:
Theorem A2. (Gottlob and Pichler, 1999) The TOTAL-COVER problem over
the Herbrand universe H = {0, 1} is coNP-hard.
Proof. (Sketch) In order to prove the coNP-hardness of the TOTAL-COVER problem,
we reduce the well-known coNP-complete problem co-3SAT to it, i.e.
Instance: ({x1, . . . , xk}, E), s.t E = (l11∨ l12∨ l13)∧ . . .∧(ln1∨ ln2∨ ln3) is a Boolean
formula with propositional variables in {x1, . . . , xk}.
Question: Is the formula E unsatisfiable, i.e. does E evaluate to “false” in every
truth assignment I on the propositonal variables {x1, . . . , xk}?
Let P denote a predicate symbol with arity k and let {z1, . . . , zk} be a set of pairwise
distinct first-order variables. Then an instance ({x1, . . . , xk}, E) of the co-3SAT problem
can be transformed into an instance
({P (t11, . . . , t1k), . . . , P (tn1, . . . , tnk)}, P (z1, . . . , zk))
of the TOTAL-COVER problem by defining the arguments tij in the following way.
tij =

1 if xj ∈ {li1, li2, li3}
0 if ¬xj ∈ {li1, li2, li3}
zj otherwise.
Of course, this transformation can be done in polynomial time. Therefore, it only remains
to prove the equivalence of these two problem instances, i.e. the Boolean formula E is
unsatisfiable, iff every H-ground instance P (s1, . . . , sk) of P (z1, . . . , zk) is an instance of
some atom P (ti1, . . . , tik) ∈ A.
Note that the arguments tij of the atoms in A are defined in such a way that they en-
code the kind of occurrence of the propositional variable xj in the ith clause. This can
be exploited for the equivalence proof of the two problem instances in the following way.
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For the “if”-direction, suppose that E is unsatisfiable and let P (s1, . . . , sk) be an ar-
bitary ground instance of the atom P (z1, . . . , zk) over H = {0, 1}. We have to show
that P (s1, . . . , sk) is an instance of some P (ti1, . . . , tik) ∈ A. To this end, we define a
truth assignment I, s.t. I(xj) = “true”, iff sj = 0. By assumption, there is some clause
Ci = (li1 ∨ li2 ∨ li3), which evaluates to “false” in I, i.e. every literal of Ci evaluates to
“false”. It is easy to show that then P (s1, . . . , sk) is an instance of P (ti1, . . . , tik) ∈ A.
For the “only if”-direction, we start off with an arbitrary truth assignment I on the
propositional variables {x1, . . . , xk} and define an H-ground instance P (s1, . . . , sk) of
P (z1, . . . , zk), s.t. sj = 0, iff I(xj) = “true”. It can then shown that the ith clause
evaluates to “false” in I, if P (s1, . . . , sk) is an instance of P (ti1, . . . , tik) ∈ A.2
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