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This paper contains the derivation and description of a numerical technique 
for the approximate solution of the problem (Pi>, together with a summary of 
the results obtained in typical cases. The solution of this problem is presented 
to illustrate a procedure for solving a general class of induced potential 
problems (see Section IV below), and to establish that, in certain cases at 
least, this procedure furnishes numerical techniques, as well as results on 
existence and uniqueness. These numerical techniques, moreover, are 
applicable in cases where, as a result of the incompatible shapes of boundary 
and interface curves, it is difficult or impossible to construct meshes appro- 
priate to finite difference methods. 
The problem (9) under consideration may be formulated as follows: 
(8): Let the curve C be a circle of radius a < 9 whose center is the origin 
of Cartesian coordinates. Let the curve 5’ be a unit square, centered at the 
origin, enclosing C, and with sides parallel to the coordinate axes. Let the 
region R, interior to C, be filled with a homogeneous and isotropic material of 
thermal conductivity pi , while the region R’ exterior to C and interior to S 
is filled with a similar material of thermal conductivity ~a . Let the side AB 
of S (Fig. 1) be held at temperature T, while the opposite side ED is held at 
temperature T, # Tl . Let the sides AE and BD of S be insulated. It is 
required to determine the steady-state temperature distribution throughout 
Ru Cv R’. 
Although formulated in the language of heat conduction, this problem 
admits physical interpretations in electrostatics, magnetostatics, percolation 
and hydrodynamics (see [l]). Al so, it is clear that the solution of this problem 
may be continued by periodicity to obtain the temperature throughout an 
infinite, periodic heterogeneous medium. 
The first step in the solution of the problem (9) is the construction of a 
function 4(P)-the potential of the applied or external field-which is 
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harmonic throughout R u C u R’ and satisfies the prescribed boundary 
conditions on S. Such a function is clearly given by 
w = TdY + 9) + G(ii -r> (1) 
and represents the temperature distribution which would exist if R v C v R’ 
were filled with the same homogeneous and isotropic medium, i.e., in case 
(31 = u2 . 
FIG. 1 
The effect of the discontinuity in physical properties across the interface C 
is represented by a function V(P) which is harmonic throughout R v R’ 
and satisfies the conditions 
V(P) = 0 on AB and ED P = (x9 HI (2) 
av av o -=-= 
an ax 
on AE and BD. 
Moreover, the combined potential 
w = WV + V(P) (4) 
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which represents the required solution of the problem, must remain con- 
tinuous throughout R U C U R' and satisfy the condition 
&l &l 
“lzl + 
=uzz _ (5) 
on C, where n is the inward-drawn normal to C and au/an I+ , au/an /_ 
represent the limiting values of the normal derivative as C is approached, 
along the normal, from within R and R', respectively. If, now, 
01 - (12 A=-.---- 
01 + 02 
(6) 
the condition (5) may be written 
(7) 
The conditions (2), (3), and (7) determine V(P). 
Following Birkhoff [l, p. 881, the function u(P) may be described as a 
solution of the elliptic partial differential equation 
P*(uVu)=O (8) 
in the limiting case of piecewise constant u(P) and, as such, is called an 
induced potential. 
II. GENERALIZED SINGLE LAYER POTENTIALS 
The function V(P) may be sought in the form of a generalized single layer 
potential’ 
V(P) = ; J p(e) H(P; de) de [P = (GY)l (9) 
in which the customary kernel - In r ?o appropriate to an infinite region, 
has been replaced by the function 
HP, 9) = ln (llypo) + V, &). (10) 
The function h(P, &) will be constructed in such a way that V(P) satisfies (2) 
1 Generalized single layer potentials of this type have been discussed by Phillips [2]. 
See also Bergman-Schiffer [3, chap. III 5 2, p. 3501. 
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and (3) on S, for all choices of p(0), and such that H(P, Q) has, otherwise, the 
characteristic properties of the Green Function for the region R u C u R’.2 
From the symmetry of the problem it becomes apparent that H(P, $3) 
is defined throughout R U C U R’ by its values in the square aB p 0, since, 
with respect to both of its arguments, this function will be symmetric about 
the y-axis 01”/ and antisymmetric about the x-axis S@. Moreover, its values 
in c& /3 0 may be computed by the method of images. Thus 
W’, 8) = H(x, 5) = lnf(z, 0 (11) 
where 
p = (4 Y), x = x + iy, Q = (5, d, 5 = 5 + iv. 
and 
(12) 
with z,, = m + in, is the Weierstrass u-function belonging to the pair of 
periods (1, i). 
Thus,f(x, [) has a simple pole at z = 5 and at the image point z = - [, 
and simple zeros at x = [ and z = - 1. This pattern of poles and zeros is 
repeated throughout the entire z-plane in a doubly periodic pattern after the 
fashion of the poles and zeros of an elliptic function. 
When the limits 0, a/2 are placed upon the integral (9), the function V(P) 
thereby defined will have the following properties for all density functions 
~(0) satisfying a uniform Holder condition on the corresponding arc of C. 
1. V(P) is continuous throughout R u C u R’ and harmonic throughout 
R and R’. 
2. V(P) satisfies condition (2). 
3. V(P) satisfies condition (3). 
4. V(P) satisfies the equations 
2 An explicit construction for the Green Function for this region, which has been 
adapted to the present case, is given by Courant-Hilbert [4, p. 3841. 
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where 
K(0, f$) = y  i [H(rei4, ae@)] 1 
r=a 
(16) 
at points P = acid on C. 
The proofs of these properties are based upon the following equations, 
which characterize the a-function: 
(9 u(- z) = - u(z) (ii) u(X) = u(z) 
(iii) u(x + 1) = - en(Z+1/2) U(X) (iv) u(z + ;) = - eincZimi/2) u(Z). 
For, it follows from these that 
(4 l.f(%ol=l h w en x lies on the lines y = 0, y = & &; whence 
H(z, 5) = 0 under these same conditions. 
(/!I) Im {lnf(s, 5)) is independent of y when z lies on the lines x = 0, 
x = 5 k, whence i3H/i3x vanishes there. 
(y) H(z, 5) is doubly periodic with periods 1 in the x and y directions, 
althoughf(z, 1) does not have this property. 
(6) H(z, 5) is an harmonic function in x, y as long as x # f 5, & [; and 
is symmetric about the y-axis and antisymmetric about the x-axis, with 
sources at z = 5, x = - 5 and sinks at z = - 5, x = [. 
Thus, if ~(8) is symmetric about the y-axis and antisymmetric about the 
x-axis, the integral (9), taken from 6 = 0 to B = x/2, represents the genera- 
lized potential of a single layer of density p on the entire circle C. Using the 
representation (10) for H(P, Q) ‘t 1 is seen that V(P) is the sum of a single 
layer potential, in the ordinary sense, on C, and a function which is harmonic 
throughout R u C u R’ and represents the contribution of image distribu- 
tions throughout the entire plane. The properties 1 and 4 are thus conse- 
quences of the known properties of single layer potentials (see Plemelj [5], 
pp. 349-3531; Lovitt [6, pp. 107-1101, while the properties 2 and 3 follow 
from the corresponding properties of H(P, Q). 
III. FORMULATION OF AN INTEGRAL EQUATION 
Upon substituting from (l), (14), and (15) into condition (7) the integral 
equation 
~(4) = h J,‘” p.(e) K(B, (6) de + X0l sin 4. 01 = T, - T, (17) 
for the density p is obtained. The numerical procedures described in this 
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paper consist, essentially, in a technique for the approximate solution of (17) 
and the subsequent evaluation of (9). 
It follows from (10) that the kernel K(t), #J) of (17) will possess all the 
properties that characterize the kernel of classical potential theory; (see 
Plemelj [SJ, or Lovitt [6, p. 100 et seq.]). In particular, K(B, +) is a continuous 
function of each of its arguments, and admits no characteristic values less 
than 1 in absolute value. Thus, Fredholm theory may be applied to establish 
the existence of solutions of (16) in all cases of physical interest. 
Induced potential problems may be formulated in two or three dimensions 
for more or less arbitrary smooth, or piecewise smooth curves or surfaces S 
and C, and for more complicated external fields #J(P). Moreover, the surface S 
need not enclose C, it may merely be required that S and C have no points in 
common. In all these cases, a procedure analogous to the above may be 
employed to reduce the problem to the solution of a Fredholm integral 
equation. The following theorem, which summarizes the results outlined 
above, is also valid for these more general problems3 
THEOREM. The solution u(p) of the problem (9) may be written as the 
sum (4) of two functions. Of these, the function +(P) represents the applied or 
external field and is uniquely defined by boundary conditions on S and, where 
relevant, at injinity. The function V(P) p re resents the injhumce of the inter- 
face C, sati@es homogeneous boundary conditions on S, and is uniquely repre- 
sentable by (9) in the form of a generalized single layer potential. The density TV 
of this single layer potential satisfies the Fredholm integral equation (17), with h 
dejned by (6) and kernel K defined by (10) and (16). The equation (17) 
admits an unique continuous solution in all cases of physical interest-i.e. when- 
everIXI<l. 
IV. EXPANSIONS IN SERIES 
The numerical solution of (17) and the subsequent evaluation of (9) may 
be carried out by expanding K(0, 4) in a double Fourier series in the argu- 
ments 0,$; and by expanding H(z, 5) in a power series in z, respectively. 
Upon truncating these series at suitable points, which are determined by 
numerical experiments, an approximate representation of u(z) is obtained; 
in the sense that this representation is an harmonic function which satisfies 
the conditions (2), (3) automatically and (7) to a reasonable degree. Precise 
8 These problems were suggested to the author by Professor Garrett Birkhoff, and 
are discussed at length in the author’s doctoral dissertation “Induced Potentials” 
submitted at Harvard University in May, 1955. 
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statements of the results obtained in typical cases are given in Section V 
below. 
Truncation of the double Fourier series representation of K(0, #) after n 
terms (n = 1, 2, 3, a*.) g. Ives rise to a sequence {K,(B, 4)) of degenerate 
kernels with the property that K,(B, 4) ---f K(B, 4). The solution of (17), with 
a degenerate kernel K,(B, +), reduces to the solution of a linear system, 
(see [4, Chap. III, § 2, p. 1 I5 et seq.]), which may be carried out by numerical 
procedures. The convergence problems associated with this procedure have 
been resolved, in a very general context, by Goursat [7] and Lebesgue [8]. 
The first step towards obtaining the approximate kernels &(0,$) is the 
development of a power series in z for the function h(P, Q) defined by (lo), 
(11) and (12). Recalling that the kernel cos (T, n)/r of classical potential 
theory reduces to a constant in the case of a circle, it is seen to be unne- 
cessary to obtain expansions for that part of H(P, Q) which is singular in 
R v C U R'. Thus, there are no problems of convergence, interchange of 
order of summation, etc. in proceeding from the formula 
to the result 
where 
Thus, from (16), 
(20) 
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It follows from the property, referred to above, of the kernel of classical 
potential theory, or may be shown directly, that 
2 Re log 
(x + 5) (a - 0 
(z + [) (x - 5) ?,=a = O- 
Furthermore, binomial expansion of the terms in (19) leads to the formulas 
fit+l(z) = - 2 2’ (&)et+k+l ft l “) rk sin k$ (t > 0) 
in which the coefficients 
sj=$(&)i j>2. 
are all real, and vanish for all j except j = 4~. Thus it is convenient to write 
fl(,z) = mr sin 4 - 2 sakr4”-l sin (4K - 1) #. t=O 
k=l 
f4t&) = k$ %t+4k (4t & y 1 ‘) r4k+1 sin (4k f l) 4. t = 1, 2, 3, *.. 
fqt+l@:) = - k$ s4t+ak (4t &E 1 ‘) r4k-1 sin (4h - 1) c$. t = 1, 2, 3, “’ 
(21) 
whence, by termwise differentiation and substitution in (20), the double 
Fourier Series 
K(0, $) = 4x2 sin 19 sin + 
- $2 2 u4t+4kS4t+4k (4t 4fk y 2 ‘) Sin (4k - 1) + Sin (4t + 1) 6 
(22) 
is obtained. 
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The numerical evaluation of (9) requires the series expansion of the loga- 
rithmic term in (18) to obtain the result 
in which 
H(zy l) = - 4 2 &F2t+l(z) sin (2t + 1) 0 (23) 
In-l -& +.fit+1c4 ( 1 Izl>a 
F2t+1(4 = (t = 0, 1, 2, a**) (24) 
Im [(+)2’+l] +fit+h4 I x I <a. 
If, therefore, 
p(e) = 2 pzn+l sin (2n + 1) f3 
fi=O 
so that 
4 nl2 
I”2n+1 = ; .r 
p(e) sin (2n + 1) ede 
0 
then, from (9), it follows that 
Note that, when 1 x 1 > a, 
F,(z) = Im {5(x) + 74 
F2t+d4 = & Im /St- SW/ . 
where t(z) is Weierstrass’ zeta function. 
V. NUMERICAL METHODS AND RESULTS 
(25) 
(26) 
(27) 
Substitution of the series (22) and (25) into (17) leads to the equations 
(1 - X7ra2) p1 - h 2 a4ts4tp4t-l = Xci 
t=1 
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+ A 2 a4t’4ks4t+4k ( 
4t + 4k - 1 
w4k-1 .*a 
t=o 4k 
= 
- 2 
P4t+1 = 0. k 1, 2, 3, 
- 
+ h 3 a4t+4ks4t+4k ( 
4t + 4k 1 
p4k+l 4k ) p&l = 0. k = 1,2, 3, *** (28) 
t=1 
for the pat+r . Clearly, setting pzt+r = 0 for t > 71 in (28) and selecting the 
appropriate 1z equations of this system, gives rise to a finite linear system, 
equivalent to (17), with degenerate kernel. Such finite linear systems may be 
solved by the method of Gauss-Jordan [9, p. lo]. 
The factors s4t appearing in the coefficients in (28) have been tabulated 
[IO, Table 1, p. 2591 for 1 < t < 12. The binomial coefficients appearing 
in (28) are listed in the Table [I I]. 
The coefficient matrix of the system (28) has the form 
11 - ha2) ha4s4 0 ha%, 0 XalZs l2 . . . 
Aa4s4 0 3 ... 2 1 MS, G, 0 ha12s,, (y) 0 
0 ha% 0 7 a4 1 ha12s,, ( 11 ) 4 0 
hass8 0 7 6 0 ha12s12 (‘Q) 1 ha% 16 
15 
( 1 6 
0 
from which it follows that, for small values of a, the matrix is nearly diagonal, 
and that, for any value of a, the matrix is diagonally dominant, with the largest 
off-diagonal elements clustered near the diagonal. In typical cases (a = 0.25, 
h = f l/3) the coefficients p determined from (28) become, for all practical 
purposes, independent of tl as soon as II > 3, while the p2t+1 , for t > 3, 
are of order 1O-6 at most, compared with pr + 10-l. In the case a = 0.49, 
very nearly the worst possible, larger values of n are required. Some of the 
results obtained4 are rounded to four places and listed in Table I. 
The numerical evaluation of the functions fit++), defined by (19), may 
be expedited by a simple transformation of the binomial expansions which 
’ The author gratefully acknowledges the assistance of Messrs. Norbert Lacroix, 
Michel Racine and Clarence King, who programmed these computations for the 
Type 650 in the Computing Centre, University of Ottawa, and obtained all the 
numerical results quoted or referred to herein. Mr. Lacroix’ work was supported by 
the National Research Council of Canada under annual grant MCA-14. 
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depends upon the asymptotic formulafis,, N 4. For, it is clear from the nume- 
rical table referred to above that s 412 approaches its asymptotic value with 
geometric convergence, at least, so that it is convenient to rewrite (21) in the 
form 
f4&) = j$ (4t i "+" 1 ') (4 - s4t+4k) r4k+1 sin (4k + 1) + 
k=O 
- Im f 1 [ (1 _ f:,,4+1 - f&E 1 [ + (1 _ 1z)4”-l - (1 + la)4”-l II 
f4t+l(a) = 2 (4t i F r ') (4 - s4t+4k) r4k-1 sin (4K - 1) 4 
k=l 
- Im 1; [(1 + ;&J4t+l - (1 &4t+1] - [(l +1,)4t+l - (1 -1z,4t+l]/ 
Finally, the formulas (4), (27), (24), and (29), together with values of the 
pzt+i , lead to numerical values of an approximate solution of the problem 
(9). This approximate solution, which is an harmonic function, satisfies the 
conditions (2) and (3) exactly, while the condition (5) is only approximately 
satisfied. 
In the test cases run at the Computing Centre, University of Ottawa, the 
extend to which (5) was satisfied was measured by computation of the normal 
derivatives in question on C at the points 4 = 15” (15’) 90”. To this end, 
V(P), as defined in the interior region R, was continued analytically across C 
and evaluated, for each value of $, at Y = a f 0.05; r = a & 0.10. From 
these data, and the standard finite difference formula 2hf,’ = fi -f+ , 
estimates of the interior normal derivative, corresponding to h = h, = 0.05 
and h = h, = 0.10, were obtained. The application of /S-extrapolation then 
gave the values finally accepted. A similar procedure was used to compute 
the exterior normal derivatives. These values were then tested by substitu- 
tion in the first of the Plemelj formulas (14), with ~(4) defined by (25). 
Finally, values of the derivatives of the total potential were substituted in (S). 
Table II presents typical results obtained. 
5 This formula was derived by Professor G. J. van der Maas of the Department 
of Mathematics, University of Ottawa. 
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TABLE II 
TYPICAL RESULTS-VERIFICATION OF PLE~XELJ FORMULA AND 
DISCONTINUITY ACROSS C 
Case 1. a = 0.25 h = l/3 q/a2 = 2 ?2=8 
9” A! 
in + 
___--_~ __.__ 
15 -0.0804872 0.0978452 0.0891662 0.089 1663 2.000003 
30 -0.1520257 0.1959463 0.1739860 0.1739866 1.999993 
45 -0.2087991 0.2898933 0.2491539 0.2491539 2.000000 
60 -0.2483068 0.3694117 0.3088592 0.3088593 1.999999 
75 -0.2706566 0.425 1841 0.3476339 0.3476342 1.999998 
90 -0.2777088 0.4445836 0.3611462 0.3611461 2.000002 
Case 2. a = 0.49 h = l/3 q/a2 = 2 n = 12 
15 -0.1410564 0.0232809 0.0588878 0.0588834 2.000109 
30 -0.1902223 0.1195679 0.1548951 0.1548903 2.000040 
45 -0.1804796 0.3461416 0.2633 106 0.2633064 1.999989 
60 -0.1330252 0.5999347 0.3664800 0.3664778 1.999945 
75 0.0095076 0.9848032 0.4876478 0.4876532 1.999858 
90 0.1578812 1.3155164 0.5788176 0.5788270 1.999787 
REFERENCES 
1. BIRKHOFF, G. “Induced Potentials. Studies in Mathematics and Mechanics 
presented to Richard von Mises.” Academic Press, New York, 1954. 
2. PHILLIPS, H. B. The effect of surface discontinuity on the distribution of potential. 
J. Math. Phys. 13-14, 261-267 (1934-5). 
3. BERGMAN, S. AND SCHIFFER, M. “Kernel Functions and Elliptic Differential 
Equations in Mathematical Physics.” Academic Press, New York, 1953. 
4. COURANT, R. AND HILBERT, D. “Methods of Mathematical Physics,” Vol. I. 
Interscience, New York, 1953. 
5. PLEMELJ, J. Uber Lineare Randwertaufgaben der Potentialtheorie. I. Monatsh. 
Math. Physik 15, 337-411 (1904). 
6. LOVITT, W. V. “Linear Integral Equations.” Dover, New York, 1950. 
7. COURSAT, E. Bull. Sot. Math. 35, 163 (1907). 
8. LEBESGUE, H. Bull. Sot. Math. 36, 3 (1908). 
9. Fox, L. Practical solution of linear equations and inversion of matrices. Contribu- 
tions to the solution of systems of linear equations and the determination of 
eigenvalues. Nat. Bur. Std. Appl. Math. Ser. No. 39. U. S. Government Printing 
Office, Washington 25, D.C. 
10. LING, CHIH-BING. On torsion of prisms with longitudinal holes. Quart. Appl. 
Math. 9, 247-262 (1951). 
11. MILLER, J. C. P. (ed.). “Tables of Binomial Coefficients Royal Society Mathe- 
matical Tables.” Cambridge Univ. Press, 1956. 
6 
