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Abstract
The paper is concerned with asymptotic stability properties of lin-
ear switched systems. Under the hypothesis that all the subsystems
share a non strict quadratic Lyapunov function, we provide a large
class of switching signals for which a large class of switched systems
are asymptotically stable. For this purpose we define what we call non
chaotic inputs, which generalize the different notions of inputs with
dwell time.
Next we turn our attention to the behaviour for possibly chaotic
inputs. To finish we give a sufficient condition for a system composed
of a pair of Hurwitz matrices to be asymptotically stable for all inputs.
Keywords: Switched systems; Asymptotic stability; Quadratic Lya-
punov functions; Chaotic signals; Omega-limit sets.
AMS Subject Classification: 93D20, 37N35.
1 Introduction.
Let {B1, . . . , Bp} be a finite collection of d × d matrices assumed to share a
common quadratic Lyapunov function. In case where this Lyapunov function
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is strict, all the Bi’s are Hurwitz and the switched system
x˙ = Bu(t)x (1)
is asymptotically stable for any switching input u (see for instance [10], and
[1], [3], [2], [6] for other approaches).
In this paper we investigate the case where the Lyapunov function is not
strict. For each matrix Bi the space admits an orthogonal and Bi-invariant
decomposition Vi⊕V⊥i , such that the restriction of Bi to Vi is skew-symmetric
in a suitable basis and its restriction to V⊥i is Hurwitz (see Lemma 1 in Section
2). In the very interesting work [13] each matrix Bi is assumed to vanish on
the subspace Vi.
Our aim is to obtain asymptotic stability results without this assumption.
For this purpose we introduce two fundamental tools. The first one consists
in lifting the problem to the space of matricesM(d;R), as it is often done for
the ordinary linear differential equations, and in applying the polar decom-
position to the matrix trajectory. This enables us to consider a symmetric
matrix Su, defined as a limit (see Section 3), that depends on the input, and
is equal to zero if and only if the switched system is asymptotically stable
for that last (Theorem 1). On the other hand we use Ascoli’s Theorem to
show that the matrix trajectory converges uniformly on some sequences of
intervals (Section 4).
Thanks to these tools we define in Section 6 what we call ”non chaotic
inputs”. They generalize the various notions of inputs with dwell-time, or
with average dwell-time that can be found in the literature (see for instance
[12],[9], [13], or [10] for a general reference).
The main results are in Sections 6, 7, and 8.
In Section 6 we state asymptotic stability criterions for regular inputs,
that is for non chaotic and in some sense well-distributed inputs (Theorems
3 and 4).
Section 7 deals with general, that is possibly chaotic, inputs (Theorems
5 and 6).
A general result of asymptotic stability for pairs of Hurwitz matrices is
established in Section 8.
Section 9 is devoted to examples.
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2 The systems under consideration
2.1 The matrices
As explained in the introduction we deal with a finite collection of d×d matri-
ces, {B1, B2, . . . , Bp}, assumed to share a common, but not strict in general,
quadratic Lyapunov function. More accurately there exists a symmetric pos-
itive definite matrix P such that the symmetric matrices BTi P + PBi are
nonpositive (BT stands for the transpose of B). Since the Lyapunov ma-
trix P is common to the Bi’s we can assume without loss of generality that
P is the identity matrix, in other words that BTi + Bi is non positive for
i = 1, ..., p :
∀x ∈ Rd, ∀i = 1, ..., p xT (BTi +Bi)x ≤ 0. (2)
Norms. The natural scalar product of Rd in this context is the canonical
one, defined by < x, y >= xTy (it would be xTPy if the Lyapunov matrix
were P ). The norm of Rd is consequently chosen to be ‖x‖ =
√
xTx and the
space M(d,R) of square matrices (or equivalently of endomorphisms of Rd)
is endowed with the related operator norm:
‖B‖ = max{‖Bx‖ ; x ∈ Rd and ‖x‖ = 1}.
The following lemma is known, but fundamental. For this reason we give
here a proof, which in our view enlightens the sequel.
Lemma 1 Let B be a d× d matrix, identified with an endomorphism of Rd,
and assumed to satisfy BT +B ≤ 0. Let
V = {x ∈ Rd; ∀t ∈ R ∥∥etBx∥∥ = ‖x‖}
Then V is a B-invariant subspace of Rd and the restriction of B to V is
skew-symmetric in any orthonormal basis. The orthogonal complement V⊥
of V in Rd is also B-invariant and the restriction of B to V⊥ is Hurwitz.
Moreover a point x ∈ Rd belongs to V if and only if there exists τ > 0
such that
∥∥eτBx∥∥ = ‖x‖.
Proof. First of all notice that the condition BT + B ≤ 0 implies ∀x ∈ Rn,
∀t ≥ 0, ∥∥etBx∥∥ ≤ ‖x‖, so that B is Hurwitz if and only if V = {0}.
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Let B = S + A be the decomposition of B into a symmetric part S and
a skew-symmetric one A. We have
x ∈ V ⇐⇒ ∀t ∈ R ∥∥etBx∥∥2 = ‖x‖2
⇐⇒ ∀t ∈ R d
dt
∥∥etBx∥∥2 = 0
⇐⇒ ∀t ∈ R xT etBT (BT +B)etBx = 0
⇐⇒ ∀t ∈ R etBx ∈ ker(S)
because BT + B = 2S. This shows that V is a subspace of Rd, included
in ker(S), and moreover B-invariant, as shown by a second derivation. Let
y ∈ V⊥. For all x ∈ V, it follows from Sx = 0 that
< x,By > = xTSy + xTAy = (Sx)T y − (Ax)T y
= −(Ax)T y = −(Sx)T y − (Ax)Ty = − < Bx, y >= 0.
The subspace V⊥ is therefore B-invariant, the restriction of B to V⊥ is Hur-
witz (if not the intersection with V would not be {0}), and its restriction to
V is skew-symmetric in any orthonormal basis because V is included in the
kernel of S.
Assume to finish that
∥∥eτBx∥∥ = ‖x‖ for some τ > 0. Then the equality
holds for t ∈ [0, τ ], because ‖x‖ = ∥∥eτBx∥∥ ≤ ∥∥etBx∥∥ ≤ ‖x‖ for such a t, and
by analycity for all t ∈ R.

In the sequel, the set {x ∈ Rd; ∀t ∈ R ∥∥etBix∥∥ = ‖x‖} is denoted by Vi
for i = 1, . . . , p.
2.2 The switching signal
An input, or switching signal, is a piecewise constant and right-continuous
function u from [0,+∞[ into {1, ..., p}. We denote by (an)n≥0 the sequence
of switching times (of course a0 = 0 and the sequence is strictly increasing
to +∞). Therefore u(t) is constant on each interval [an, an+1[, and un ∈
{1, ..., p} will stand for this value. The duration an+1 − an is denoted by δn.
As the input is entirely defined by the switching times and the values
taken at these instants we can write
u = (an, un)n≥0.
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Such a switching signal being given the switched system under consider-
ation is the dynamical system defined in Rd by
x˙ = Bu(t)x (3)
Its solution is, for the initial condition x and for t ≥ 0,
t 7−→ Φu(t)x
where
Φu(t) = exp((t− an)Bun) exp(δn−1Bun−1) . . . exp(δ1Bu1) exp(δ0Bu0)
if t ∈ [an, an+1[.
2.3 The ω-limit sets
For x ∈ Rd we denote by Ωu(x) the set of ω-limit points of {Φu(t)x; t ≥ 0},
that is the set of limits of sequences (Φu(tk)x)k≥0, where (tk)k≥0 is strictly
increasing to +∞.
Thanks to Condition (2), the norm ‖Φu(t)x‖ is nonincreasing, and from
this fact we can easily deduce the proposition:
Proposition 1 For any initial condition x the ω-limit set Ω(x) is a compact
and connected subset of a sphere Sr = {x ∈ Rd; ‖x‖ = r} for some r ≥ 0.
Proof. The trajectory {Φu(t)x; t ≥ 0} is bounded by ‖x‖. It is a general fact
that the ω-limit set of a bounded trajectory in a finite dimensional space is
compact and connected (see for instance [11]). Let us prove that this set is
contained in a sphere. Pick two limit points,
l = lim
k 7−→+∞
Φu(tk)x and l
′ = lim
j 7−→+∞
Φu(tj)x.
For any k ≥ 0 there exists j such that tj ≥ tk. But ‖Φu(t)x‖ being nonin-
creasing this implies ‖Φu(tj)x‖ ≤ ‖Φu(tk)x‖. We have therefore l′ ≤ l, and
the converse as well.

Remark. Proposition 1 is actually proved in [13] but under an additional
assumption of ”paracontraction”.
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3 The lift of the problem
Let us now forget the initial condition x ∈ Rd and deal with the matrix
function Φu. That last is continuous on [0,+∞[ and takes its values in the
closed ball K = B′(0, 1) = {M ∈M(d;R); ‖M‖ ≤ 1} of M(d;R).
Its ω-limit set, that we denote by Ωu, is therefore a compact and connected
subset of K.
Let x ∈ Rd. If M ∈ Ωu it is clear that Mx ∈ Ωu(x). Conversely
let l ∈ Ωu(x). There exists a increasing sequence (tk)k≥0 such that l =
lim
k 7−→+∞
Φu(tk)x. For all k, the matrix Φu(tk) belongs to the compact K, and
we can extract a subsequence (Φu(tkj ))j≥0 that converges to a limit M . We
have clearly l = Mx, and the following proposition holds:
Proposition 2 The set Ωu is a compact and connected subset of
K = B′(0, 1) ⊂M(d;R), and for all x ∈ Rd the set Ωu(x) is equal to:
Ωu(x) = {Mx; M ∈ Ωu} = Ωux.
Let us now describe Ωu more accurately. We know by Proposition 1 that
the set Ωux is, for each x ∈ Rd, included in a sphere:
∃r ≥ 0 such that ∀M ∈ Ωu ‖Mx‖ = r.
Pick two matrices M and N in Ωu. Then
∀x ∈ Rd xTMTMx = xTNTNx (4)
The matrix MTM − NTN being symmetric this equality implies MTM −
NTN = 0, and we get
∀M,N ∈ Ωu MTM = NTN.
Consider the polar decomposition ofM ∈ Ω: there exist an orthogonal matrix
O and a symmetric nonnegative one S such that M = OS. Notice that
whenever M is not invertible the matrix S is not definite and the matrix O
is not unique. However S is well defined because we have
MTM = STOTOS = S2
and S is therefore the unique nonnegative, symmetric square root of MTM
and does not depend on a particular choice of the matrix M ∈ Ωu. This
matrix S is from now on denoted by Su.
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We can also apply the polar decomposition to Φu(t) and write
Φu(t) = O(t)S(t) ∀t ≥ 0
where O(t) is orthogonal and S(t) symmetric positive definite. The matrix
Φu(t) being a product of exponentials, its determinant is always positive,
and O(t) actually belongs to SOd. On the other hand Φu(t)
TΦu(t) = S
2(t)
decreases to S2u as t goes to +∞. Indeed it is a symmetric positive matrix
and for all x ∈ Rd the norm xTΦu(t)TΦu(t)x = ‖Φu(t)x‖2 is nonincreasing.
The convergence of S(t) to Su has the following consequence.
Let (Φu(tk) = O(tk)S(tk))k≥0 be a sequence that converges to M ∈ Ωu.
Up to a subsequence, the sequence (O(tk))k≥0 converges to some O ∈ SOd.
The polar decomposition of M can therefore be chosen equal to OSu. In
what follows we define by Ou the ω-limit set of {O(t); t ≥ 0}, and it is clear
that
Ωu = {OSu; O ∈ Ou} = OuSu
We can therefore state:
Theorem 1 Let Φu(t) = O(t)S(t) be the polar decomposition of Φu(t). The
function
t 7−→ Φu(t)TΦu(t) = S2(t)
converges when t 7−→ +∞ to the limit S2u where Su is a symmetric non-
negative matrix, and is the common value of the square roots of MTM for
M ∈ Ωu.
The ω-limit set of {O(t); t ≥ 0} is a compact and connected subset of
SOd denoted by Ou and Ωu = {OSu; O ∈ Ou} = OuSu.
Moreover the switched system is asymptotically stable for the input under
consideration if and only if Su = 0.
Proof. Everything has been proved, except the last assertion, which is obvi-
ous.

Remark For a single matrix B, the polar decomposition is etB = O(t)S(t)
and it is clear that B is Hurwitz if and only if S(t) tends to 0 as t 7−→ +∞.
The matrix Su being the limit of S(t) as t tends to +∞, it can sometimes
be computed using a suitable sequence (tk)k≥0 (see Example 9.2). However
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it is also useful to write Su as an integral on [0,+∞[. The convergence of
this integral is a key point for the proof of Theorem 5 in Section 7.
For t ∈ [an, an+1[ we have
Φu(t) = exp((t− an)Bun)Φu(an) and
d
dt
Φu(t) = BunΦu(t).
Therefore
d
dt
S2(t) =
d
dt
Φu(t)
TΦu(t) = Φu(t)
T (BTu(t) +Bu(t))Φu(t)
and
S2(t) = I +
∫ t
0
Φu(s)
T (BTu(s) +Bu(s))Φu(s)ds.
Since S(t) decreases to Su, the integral is convergent and
S2u = I +
∫ +∞
0
Φu(s)
T (BTu(s) +Bu(s))Φu(s)ds. (5)
Notice that for any x ∈ Rd and for any t ≥ 0 the real number xTΦu(t)T (BTu(t)+
Bu(t))Φu(t)x is nonpositive. The integral∫ +∞
0
xTΦu(s)
T (BTu(s) +Bu(s))Φu(s)xds (6)
is therefore absolutely convergent.
4 Convergence on intervals
This section is devoted to a technical result of uniform convergence of the
function Φu on some sequences of intervals. Let (tk)k≥0 be an increasing (up
to +∞) sequence of positive numbers and s > 0. Consider the sequence
(Φk)k≥0 of functions from [0, s] into M(d,R) defined by
Φk(t) = Φu(tk + t).
We are going to prove that this sequence of functions satisfies the hypothesis
of Ascoli’s Theorem. First of all the domain of the functions Φk’s is [0, s], a
compact set. On the second hand they are uniformly bounded. Indeed for
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i = 1, . . . , p and for all x ∈ Rd, the function t 7−→ ∥∥etBix∥∥ is non increasing
and consequently
∥∥etBi∥∥ ≤ 1. Since for t ∈ [an, an+1[
Φu(t) = exp((t− an)Bun) exp(δn−1Bun−1) . . . exp(δ1Bu1) exp(δ0Bu0)
we have as well ∀t ≥ 0, ‖Φu(t)‖ ≤ 1. This proves that the Φk’s are uniformly
bounded by 1.
To finish we have to show that the sequence (Φk)k≥0 is equicontinuous.
As
d
dt
etBi = Bie
tBi , we have ∀t ≥ 0
∥∥∥∥ ddtetBi
∥∥∥∥ ≤ ‖Bi‖ ,
and by the mean value theorem
∀ s, t ≥ 0 ∥∥etBi − esBi∥∥ ≤ |t− s| ‖Bi‖ .
Consequently the function Φu is λ-Lipschitzian with λ = max{‖Bi‖ ; i =
1, . . . , p}. The functions Φk are as well λ-Lipschitzian, and the family (Φk)k≥0
is equicontinuous.
We can state:
Proposition 3 For the sequence (Φk)k≥0 defined above there exists a subse-
quence that converges uniformly to a continuous function
t 7−→ Ψ(t)
from [0, s] into Ωu.
This proposition will be used in Sections 6.1 and 8.
5 The sets Ωu and ωu
We define by ωu the set of points of Ωu which are limits of sequences of
switching times:
ωu = {M ∈ Ωu; ∃(ank)k≥1 such that M = lim
k 7→+∞
Φu(ank)}
Recall that for each Bi the set Vi is defined by
Vi = {x ∈ Rd; ∀t ∈ R
∥∥etBix∥∥ = ‖x‖},
and let us state the relation between the sets Ωu, ωu and the Vi’s.
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Theorem 2 For any x ∈ Rd we have
Ωux ⊂ ωux
⋃
(∪pi=1Vi)
Proof.
Let l ∈ Ωux. There exists an increasing (up to +∞) sequence (tk)k≥1 such
that (Φu(tk)x)k≥1 converges to l. Let ank be the unique switching time such
that tk ∈ [ank , ank+1[. Up to a subsequence we can assume that (Φu(ank)x)k≥1
is also convergent, and denote its limit by l0 ∈ ωux. The set of matrices Bi
being finite we can moreover assume that unk is for all k equal to the same
index i for some i ∈ {1, ..., p}.
Let us consider the various possibilities:
1. If some subsequence of (tk − ank)k≥1 converges to 0 as k 7→ +∞, then
the uniform continuity of Φu implies l = l0 ∈ ωux.
2. If no such subsequence converges to 0 then there exist δ > 0 and an
integer k0 such that ∀k ≥ k0, tk−ank ≥ δ. In that case, and for k ≥ k0,
Φu(ank + δ)x = e
δBiΦu(ank)x 7−→k 7→+∞ eδBi l0.
It follows that eδBi l0 and l0 are two ω-limit points for x. Therefore the
equality
∥∥eδBi l0∥∥ = ‖l0‖ holds (Proposition 1), and l0 ∈ Vi according
to Lemma 1. To finish
l = limk 7→+∞ e
(tk−ank )BiΦu(ank)x
= limk 7→+∞ e
(tk−ank )Bi l0 + limk 7→+∞ e
(tk−ank )Bi(Φu(ank)x− l0).
The second limit vanishes because Φu(ank)x− l0 converges to 0 and∥∥e(tk−ank )Bi∥∥ ≤ 1. Since l0 ∈ Vi and Vi is Bi-invariant, the point
e(tk−ank )Bi l0 belongs to Vi for k ≥ k0 and so does the first limit. This
shows that l ∈ Vi and completes the proof.

Remark. Let M = limk 7→+∞Φu(ank) ∈ ωu. As noticed in the proof there
exists a subsequence (ankj ) for which the switching signal is constant, equal
to some i ∈ {1, ..., p}. Thus ωu is the set of ω-limit points that are obtained
by sequences of switching times for which the input takes a unique value.
From the second item of the proof, we can deduce the following proposi-
tion.
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Proposition 4 Let x ∈ Rd, and let (ank)k≥0 be a sequence of switching times
such that Φu(ank)x converges to l ∈ Ωux. If
• there exists i ∈ {1, ..., p} such that ∀k ≥ 0, unk = i,
• there exists δ > 0 such that ∀k ≥ 0, δnk ≥ δ,
then the limit l belongs to Vi.
6 Stability for Regular Switching Signals
The purpose of this section is to state and prove asymptotic stability results
for what we call regular inputs (see Section 6.2 for the definition). One of
their properties is to satisfy for all x ∈ Rd
Ωux ⊂ ∪pi=1Vi.
The first task is to show that the inputs which do not verify this property
are ”chaotic”, in the sense defined in the next subsection.
6.1 Chaotic inputs
Let us assume that the sequence (Φ(ank))k≥0 is convergent, and that the limit
l of Φ(ank)x0 does not belong to ∪pi=1Vi for some x0.
Pick τ > 0 and define for k ≥ 0
Ψk(t) = Φ(ank + t) for t ∈ [−τ, τ ].
By virtue of Proposition 3, and up to a subsequence, we can assume that
the sequence (Ψk)k≥0 converges uniformly to a continuous function Ψ from
[−τ, τ ] into Ωu.
Moreover ∪pi=1Vi is closed and Ψ([−τ, τ ]) compact, hence we can also
assume that
Ψ([−τ, τ ])
⋂
∪pi=1Vi = ∅. (7)
Let us make the hypothesis that there exist a sequence (anl)l≥0 and δ > 0
such that one of the following conditions hold:
[anl, anl + δnl ] ⊂ [ank − τ, ank + τ ] and δnl ≥ δ > 0
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or
anl < ank + τ < anl + δnl and ank + τ − anl ≥ δ > 0.
Up to a subsequence we can assume that unl is constant equal to i. But in that
case, and according to Proposition 4, the limit of the sequence (Φu(anl)x0)l≥0
belongs to Vi, in contradiction with (7).
This discussion motivates the following definition, and proves Proposition
5.
Definition 1 The input u is said to be chaotic if there exists a sequence
[tk, tk + τ ]k≥0 of intervals that satisfies the following conditions
1. tk 7−→k 7→+∞ +∞ and τ > 0.
2. For all ǫ > 0 there exists k0 such that for all k ≥ k0, the input u is
constant on no subinterval of [tk, tk + τ ]k≥0 of length greater than or
equal to ǫ.
An input that does not satisfy these conditions is called a non chaotic input.
Proposition 5 If the input u is non chaotic then for all OSu ∈ Ωu:
Im(OSu) ⊂
p⋃
i=1
Vi.
6.2 Regular Inputs
Definition 2 The input u is said to satisfy the assumption H(i) if there
exist a subsequence (ank)k≥0 and δ > 0 such that
∀k ≥ 0 unk = i and δnk ≥ δ.
From Proposition 4 we deduce at once:
Proposition 6 If the input u satisfies the assumption H(i) then:
∀x ∈ Rd Ωux
⋂
Vi 6= ∅.
We can know define what we call a ”regular input”, or ”regular switching
signal”:
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Definition 3 An input u is said to be regular if it is non chaotic and sat-
isfies the assumption H(i) for i = 1, . . . , p.
Remark. The simplest non chaotic inputs are those for which the durations
δn have a minimum δ > 0 (they are often called ”slow switching inputs”
in the literature). For these switching signals the hypothesis H(i) is the
consequence of one of the following weaker assumptions
1. m{t ≥ 0 u(t) = i} = +∞ (m stands for the Lebesgue measure on
the real line);
2. an infinite number of un take the value i.
The paper [9] considers switching signals with average dwell-time: there exist
N0 > and τa > such the number Nu(T, T + t) of discontinuities of u in the
interval [T, T + t] satisfies:
Nu(T, T + t) ≤ N0 + t
τa
.
Such inputs are clearly non chaotic.
6.3 The stability theorems for regular inputs
Recall that Sr stands for the sphere of radius r in Rd.
Theorem 3 If the sets Vi satisfy the condition:
(C) for r > 0, no connected component of the set (
p⋃
i=1
Vi)
⋂
Sr
intersects all the Vi’s;
then for every regular input u the matrix Su is equal to 0, and the switched
system is asymptotically stable.
Proof. Let u be a regular input, and let us assume that Su does not vanish.
Then there exists x ∈ Rd for which
Ωux ⊂ Sr
for some r > 0. Consider the two following facts:
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1. As u satisfies H(i) for i = 1, . . . , p we know by Proposition 6 that
Ωux
⋂
Vi 6= ∅;
2. As u is a non chaotic, we know by Proposition 5 that Ωux ⊂
p⋃
i=1
Vi.
But Ωux is connected, and according to the two mentionned facts, it is a
connected subset of (
p⋃
i=1
Vi)
⋂
Sr that intersects all the Vi. This is in contra-
diction with Condition (C) hence Su = 0.

The assumption of Theorem 3 implies obviously that
p⋂
i=1
VNi = {0}.
Whenever that last holds we can find nice conditions, that is easy to check
conditions, that imply Condition (C).
Theorem 4 Under the hypothesis
p⋂
i=1
Vi = {0},
the matrix Su is equal to 0, and the switched system is asymptotically stable
for every regular input as soon as one of the following conditions hold:
1. there exists i such that dimVi = 0
2. there exists i such that dimVi = 1, and Vi * Vj, ∀j 6= i
3. p = 2
4. p > 2, but dim(
∑p
i=1 Vi) >
∑p
i=1 dim(Vi)− p+ 1
In particular in the plane, that is for d = 2, at least one of these conditions
is satisfied as soon as Vi 6= R2 for i = 1, . . . , p.
Proof. We have only to show that the stated conditions imply Condition (C)
as soon as
p⋂
i=1
Vi = {0} holds. It is obvious except for the fourth one which
can be proved by induction.
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Let us assume that a connected componentW of (
⋃p
i=1 Vi)
⋂
Sr intersects
all the Vi. Let i1 = 1. There exists an index i2 6= i1 such that Vi1∩Vi2 6= {0},
hence such that
dim(Vi1 + Vi2) ≤ dimVi1 + dimVi2 − 1.
Let us assume that for some k, 1 ≤ k ≤ p − 1, and some indices i1, . . . , ik,
the inequality
dim(
k∑
j=1
Vij ) ≤
k∑
j=1
dim(Vij )− k + 1
holds. Then there exists an index ik+1 6= i1, . . . , ik such that (
k∑
j=1
Vij )∩Vik+1 6=
{0}, hence such that
dim(
k∑
j=1
Vij + Vik+1) ≤
k∑
j=1
dim(Vij )− k + 1 + dim(Vik+1)− 1

Remarks
1. Condition (C) is actually a projective condition and could be replaced
by: either the projection of
⋃p
i=1 Vi into the projective space P(Rd) is
not connected, or one of the Vi’s is equal to {0}.
2. The assumption
⋂p
i=1 Vi = {0} cannot be avoided. If not a point x0 6= 0
in this intersection can be in the kernel of Bi for all i, hence a fixed
point for any input.
In case where Condition (C) does not hold, we cannot conclude to asymp-
totic stability for regular switching inputs. However the following result holds
without that condition.
Proposition 7 1. Let u be a non chaotic input. Then
∀M ∈ Ωu ∃i ∈ {1, . . . , p} Im(M) ⊂ Vi.
2. Let u be a regular input. Then
rank (Su) ≤ min
i=1,...,p
dimVi
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Proof.
1. Let u be a non chaotic input and M ∈ Ωu. We know by Proposition 5
that Im(M) ⊂
p⋃
i=1
Vi. But Im(M) is a subspace of Rn and is therefore
included in one of the Vi’s.
2. If u satisfies moreover H(i) for all i = 1, . . . , p, then by virtue of Propo-
sition 4
∀i = 1, . . . , p ∃M ∈ Ωu such that Im(M) ⊂ Vi.
Indeed if M is the limit of (Φu(ank))k≥0, where ∀k ≥ 0 unk = i and
δnk ≥ δ > 0, then Mx ∈ Vi for all x ∈ Rd. But for each M ∈ Ωu there
exists O ∈ Ou such that M = OSu, and rank (Su) = rank (M).

7 Stability for chaotic inputs
In this section we deal with general inputs, that is with inputs which are
possibly chaotic. For this purpose, we introduce the subspaces of Rd
Ki = ker(BTi +Bi) for i = 1, ..., p
The subspace Ki is exactly the set of points x for which the derivative of∥∥etBix∥∥2 vanishes at t = 0. According to Lemma 1 the subspace Vi of Ki is
Bi-invariant, but Ki is not, unless Vi = Ki. Notice that BTi +Bi is negative
out of Ki, and that given a compact set K that does not intersect Ki, there
exists a > 0 such that
∀x ∈ K xT (BTi +Bi)x ≤ −axTx
It is proved in [13] that for all x ∈ Rd, the ω-limit set Ωux is included in the
union of the Ki’s, under the condition that the input u satisfies:
∀i ∈ {1, . . . , p} m{t ≥ 0; u(t) = i} = +∞.
(In that paper the matrices Bi are assumed to vanish on Vi but the proof
works in our more general case).
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However this requirement appears unnecessary: the sets Ωux are always
included in the union of the Ki’s, and actually an even better result holds.
Let Ju be the subset of {1, . . . , p} defined by
i ∈ Ju ⇐⇒ m{t ≥ 0; u(t) = i} = +∞,
and let
Fu =
⋃
i∈Ju
Ki ⊂
p⋃
i=1
Ki.
Of course Ju and Fu depend on the input, but Fu is always included in the
union of the Ki’s.
Theorem 5 For all x ∈ Rd, the set Ωu(x) is included in Fu and moreover
verifies
∀i ∈ Ju Ωu(x)
⋂
Ki 6= ∅
Proof.
Let us assume that for some sequence (tk)k≥0 and some x ∈ Rd
Φu(tk)x 7−→ l
but that l does not belong to Fu. This set being closed we can find ǫ > 0
and α > 0 such that
∀y ∈ B(l, 2ǫ) ∀i ∈ Ju yT (BTi +Bi)y ≤ −αyTy.
Moreover, there exists η > 0 such that
Φu(t)x ∈ B(l, ǫ) =⇒ Φu(t+ s)x ∈ B(l, 2ǫ) for |s| ≤ η.
It is easy to see that the derivative of Φu(t)x is bounded by λ(‖l‖+2ǫ), where
λ = max{‖Bi‖ ; i = 1, . . . , p} is the Lipschitz constant of Φu (see Section 4),
as long as Φu(t)x belongs to B(l, 2ǫ). The constant η can therefore be chosen
equal to ǫ
λ(‖l‖+2ǫ)
.
Now there exists an integer k0 such that Φu(tk)x ∈ B(l, ǫ) as soon as
k ≥ k0. We can also assume that the intervals [tk − η, tk + η] are mutually
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disjoint. Denoting by χ{u(s)∈Ju} the indicatrix function of the set {u(s) ∈ Ju},
we get ∫ +∞
0
xTΦu(s)
T (BTu(s) +Bu(s))Φu(s)x ds
≤
∑
k≥k0
∫ tk+η
tk−η
xTΦu(s)
T (BTu(s) + Bu(s))Φu(s)x ds
≤
∑
k≥k0
∫ tk+η
tk−η
(−α)xTΦu(s)TΦu(s)xχ{u(s)∈Ju} ds
≤ −α
∑
k≥k0
∫ tk+η
tk−η
xTS2(s)xχ{u(s)∈Ju} ds ≤ 0.
According to Section 3 all these integrals are convergent. In the last one the
integration is made on a set of infinite measure, and xTS2(s)x decreases to
xTS2ux as s tends to infinity. It follows that the convergence is possible only
if xTS2ux = 0. Finally l = OSux for some O ∈ Ou, and we obtain l = 0 in
contradiction with the hypothesis l /∈ Fu.
This proves the first assertion of the theorem. The second one being
established in [13], we give only a sketch of the proof: if the compact set
Ωux does not intersect the closed set Ki (where i ∈ Ju), then the distance
between those two sets is positive, and for t large enough Φu(t)x stays away
from Ki. The same kind of considerations than above shows that the in-
tegral, computed on the set of infinite measure {u(s) = i}, is divergent, a
contradiction.

Thanks to Theorem 5, we can state a geometrical result of stability for
general inputs.
Theorem 6 With the previous notations, it is assumed that⋂
i∈Ju
Ki = {0}.
Then the matrix Su is equal to 0, and the switched system is asymptotically
stable, as soon as for r > 0 no connected component of
(∪i∈JuKi)
⋂
Sr
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intersects all the Ki’s for i ∈ Ju. This condition is verified in the following
cases
1. the cardinal of Ju is 2;
2. the cardinal q of Ju is larger than 2,
but dim(
∑
i∈Ju
Ki) >
∑
i∈Ju
dim(Ki)− q + 1;
3. there exists i ∈ Ju such that dimKi = 0;
4. there exists i ∈ Ju such that dimKi = 1, but Ki * Kj, ∀j ∈ Ju, j 6= i.
In particular for d = 2, at least one of these conditions is satisfied as soon
as Ki 6= R2 for all i ∈ Ju.
Proof. Similar to the one of Theorem 4.

8 Stability of pairs of Hurwitz matrices
In this section we deal with the case where B1 and B2 are Hurwitz. For
the seek of generality our result is stated for general Lyapunov matrices, not
necessarily equal to the identity.
Theorem 7 Let B1 and B2 be two d×d Hurwitz matrices, assumed to share
a common, but not necessarily strict, Lyapunov matrix P . Then the switched
system is asymptotically stable for any input as soon as
K1
⋂
K2 = {0}
where Ki = ker
(
(PBiP
−1)T + PBiP
−1
)
for i = 1, 2.
Proof.
Let us first assume that P = Id, and let u be an input. There are two
possibilities:
1. Either m{t ≥ 0; u(t) = i} = +∞ for i = 1 and i = 2. According to
Theorem 6 the switched system is asymptotically stable.
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2. Or the equality m{t ≥ 0; u(t) = i} = +∞ is verified for only one index
and we can assume without loss of generality that m{t ≥ 0; u(t) =
2} < +∞. Let l be an ω-limit point for x: l = limk 7→+∞Φu(tk)x. Up to
a subsequence we can choose τ > 0 such that the sequence Φk defined
by Φk(t) = Φu(tk+ t) converges uniformly to a function Ψ on [0, τ ] (see
Section 4). As
d
dt
Φk(t) = Bu(tk+t)Φk(t)
we have
Φk(t) = Φk(0) +
∫ t
0
Bu(tk+s)Φk(s)ds (8)
The hypothesis m{t ≥ 0; u(t) = 2} < +∞ implies that m{t ∈ [tk, tk +
τ ]; u(t) = 2} tends to 0 as k tends to +∞, and up to a subsequence
we can assume that m{t ∈ [tk, tk + τ ]; u(t) = 2} ≤ 2−k. Let us denote
by E the set
E =
⋂
k≥0
⋃
j≥k
{t ∈ [0, τ ]; u(tj + t) = 2}
Clearly the Lebesgue measure of this set vanishes. Moreover if t ∈
[0, τ ]\E, then u(tk+t) is equal to 1 for k large enough, and we conclude
that Bu(tk+t) converges to B1 for almost all t ∈ [0, τ ]. The Lebesgue
Theorem can be applied to the integral (8), so that we get
Ψ(t) = Ψ(0) +
∫ t
0
B1Ψ(s)ds and Ψ(t) = exp(tB1)Ψ(0).
This shows that Ψ(t)l = exp(tB1)l belongs to Ωux for all t ∈ [0, τ ].
Therefore l ∈ V1 by the very definition of this set, but B1 being Hurwitz,
V1 = {0} and l = 0. The switched system is therefore asymptotically
stable.
If P is not the identity matrix, we can replace B1 and B2 by
B˜i = PBiP
−1 for i = 1, 2.
The identity matrix is clearly a common Lyapunov matrix for B˜1 and B˜2.

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9 Examples and applications
9.1 The particular case d = 2
Consider a collection B1, . . . , Bp of 2 × 2 matrices satisfying Condition (2).
In order to apply Theorem 4 we make the additional hypothesis
1.
p⋂
i=1
Vi = {0}
2. dim(Vi) ≤ 1 for i = 1, . . . , p.
The switched system is then asymptotically stable for all regular inputs. For
each matrix Bi there are two possibilities
1. dim(Vi) = 1. In that case Bi has distinct eigenvalues 0 and α < 0.
Consequently Ki = Vi.
2. dim(Vi) = 0. In that case Bi is Hurwitz and the dimension of Ki is 0
or 1.
Therefore the Ki’s satisfy dim(Ki) ≤ 1 for i = 1, . . . , p. In view of the first
additional hypothesis they satisfy as well
p⋂
i=1
Ki = {0}, except in the very
particular following case:
• There is an index i0 for which
1. dim(Vi0) = 0, dim(Ki0) = 1
2. and ∀i = 1, . . . , p, Ki = Ki0 .
Apart from this particular case the switched system is asymptotically sta-
ble for all well distributed inputs, i.e. for inputs that verify m{t ≥ 0; u(t) =
i} = +∞ for i = 1, ..., p, even if they are chaotic.
9.2 An example of computation of Su
Consider the 3× 3 matrices
B1 =

−1 0 00 0 −1
0 1 0

 , B2 =

−1 0 00 −1 0
0 0 0

 , B3 =

−1 0 00 0 0
0 0 −1


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We have in the natural coordinates (x, y, z) of R3:
V1 = {x = 0}, V2 = {x = y = 0}, V3 = {x = z = 0}
so that
3⋂
i=1
Vi = {0} and
3⋃
i=1
Vi = {x = 0}.
The exponentials of these matrices are
etB1 =

e−t 0 00 cos t − sin t
0 sin t cos t

 , etB2 =

e−t 0 00 e−t 0
0 0 1

 , etB3 =

e−t 0 00 1 0
0 0 e−t

 .
Let u = (an, un)n≥0 be the input defined by an = n
π
2
and
u4k = u4k+2 = 1 u4k+1 = 2 u4k+3 = 3.
We want to compute the matrix Su for this input. We have only to choose
a sequence (tk)k for which the limit of Φu(tk) exists and is easy to calculate.
A straightforward computation gives
e
pi
2
B3e
pi
2
B1e
pi
2
B2e
pi
2
B1 =

e−2π 0 00 −1 0
0 0 e−π


so that Φu(4kπ) tends to

0 0 00 1 0
0 0 0

 as k tends to +∞. The matrix Su is
therefore equal to

0 0 00 1 0
0 0 0

.
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