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A B S T R A C T
Fjordic coastlines provide sheltered locations for ﬁnﬁsh and shellﬁsh aquaculture, and are often subject to
harmful algal blooms (HABs) some of which develop offshore and are then advected to impact nearshore
aquaculture. Numerical models are a potentially important tool for providing early warning of such HAB
events. However, the complex topography of fjordic shelf regions is a signiﬁcant challenge to modelling.
This is frequently compounded by complex bathymetry and local weather patterns. Existing structured
grid models do not provide the resolution needed to represent these coastlines in their wider shelf
context. In a number of locations advectively transported blooms of the ichthyotoxic dinoﬂagellate
Karenia mikimotoi are of particular concern for the ﬁnﬁsh industry. Here were present a novel
hydrodynamic model of the coastal waters to the west of Scotland that is based on unstructured ﬁnite
volume methodology, providing a sufﬁciently high resolution hydrodynamical structure to realistically
simulate the transport of particles (such as K. mikimotoi cells) within nearshore waters where aquaculture
sites are sited. Model–observation comparisons reveal close correspondence of tidal elevations for major
semidiurnal and diurnal tidal constituents. The thermohaline structure of the model and its current ﬁelds
are also in good agreement with a number of existing observational datasets. Simulations of the transport
of Lagrangian drifting buoys, along with the incorporation of an individual-based biological model, based
on a bloom of K. mikimotoi, demonstrate that unstructured grid models have considerable potential for
HAB prediction in Scotland and in complex topographical regions elsewhere.
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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Early warning and prediction is a key requirement of the
science that surrounds harmful algal blooms (HABs). For advective
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1568-9883/ 2015 The Authors. Published by Elsevier B.V. This is an open access articthe development and track of a bloom from offshore waters,
potentially allowing an early warning of its likely timing, position
and magnitude when (if) it reaches coastal waters where most
aquaculture facilities are located (Davidson et al., 2016).
The Scottish west coast and islands suffer from regular HAB
events, primarily related to the shellﬁsh biotoxin producing genera
Alexandrium, Pseudo-nitzschia and Dinophysis with the ichthyotoxic
species Karenia mikimotoi increasingly being prevalent in elevated
densities (Davidson et al., 2009, 2011; Touzet et al., 2010). Of the
shellﬁsh biotoxin producing genera Pseudo-nitzschia (Fehling et al.,
2012) and Dinophysis (Farrell et al., 2012) are thought to develop
offshore and be advected towards the coast. While densities of
Pseudo-nitzschia in Scottish waters have been recorded to reach
670,000 cells L1 such densities are exceptional (Fehling et al.,
2006), with shellﬁsh toxicity related to both genera potentially
occurring at much lower cell densities. As the regulatory thresh-
olds for Pseudo-nitzschia and Dinophysis are 50,000 cells L1 and
100 cells L1, respectively, any model-based early warning systemle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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below these concentrations, something that is not yet routinely
possible.
The ﬁsh-killing dinoﬂagellate Karenia mikimotoi is a common
member of the dinoﬂagellate community of the NE Atlantic. In
Scottish waters, blooms of K. mikimotoi that have reached
potentially harmful densities in 1980, 1999, 2003, 2006 (Davidson
et al., 2009), and also in the autumns of 2011 and 2013. In contrast
to the shellﬁsh biotoxin genera above, harmful K. mikimotoi events
are characterised by a dramatic increase in cell abundance that can
reach concentrations in the range of millions of cells per litre.
A signature pigment gyroxanthin-diester has been identiﬁed in
the related species Karenia brevis (Kirkpatrick et al., 2000) and
multi-parameter methods have been developed by (Shutler
et al., 2011) for its identiﬁcation by satellite remote sensing.
The potential therefore exists to remotely detect developing
offshore K. mikimotoi blooms and to predict their transport
pathways numerically, providing early warning for aquaculture.
The waters off western Scotland principally consist of
contributions from the Irish Sea and Atlantic (Ellett, 1979; McKay
et al., 1986) supplemented by local freshwater runoff and Irish
shelf waters (Fernand et al., 2006), Fig. 1. To the east, water tends
to be Irish Sea-dominated, whereas the outer shelf to the west is
Atlantic-dominated. This west–east gradient is distinct in theFig. 1. The West Coast of Scotland FVCOM model mesh and observation/validation locati
gauge sites from BODC, C (*)–International Hydrographic Ofﬁce (IHO) port sites, D(^)–
domain that are shown in detail in II and III panels. The ASIMUTH–FVCOM domain bosouth, as the Islay Front (Hill and Simpson, 1989), but becomes
less distinct further north (Ellett, 1979). The fresher Irish Sea
water is associated with an ill-deﬁned, northward ﬂow, the
Scottish Coastal Current (Simpson and Hill, 1986), which has a
south–north advective timescale of months to a year (McKay et al.,
1986). For an offshore HAB to reach coastal waters it must
therefore cross this west–east gradient. In addition, the tidal
complexity of the region is expected to play a role in this, with
locally intense tidal ﬂows making this a highly dispersive
environment. There is also a net overturning within fjordic
systems in which relatively fresh surface water moves offshore
and draws in denser water at depth.
HAB modelling therefore requires a coupled biophysical
approach. Development of the physical framework for such
models in fjordic regions such as the Scottish west coast is,
however, far from straightforward. Scotland has, behind the
similarly fjordic Norway, the second longest coastline in Europe
with a geometric length (incorporating the 790 major islands) of
18,588 km (Darkes and Spence, 2008). Hence, despite a long
history of local observations, hydrodynamic modelling of Scottish
waters has remained challenging for medium and low resolution
models that use a structured (i.e. evenly-spaced) computational
grid. This is partly because some important features (islands,
fjords) and interconnections (straits) are not resolved, but alsoons. Symbols A (~) indicate UK MetOfﬁce–MIDAS weather stations, B (&)–pressure
moorings (CTD or temperature loggers). White rectangles indicate the parts of the
undaries are shown with white dashed line.
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of spatial structure in tidal currents.
Some of the difﬁculties in modelling advective HABs are
highlighted by Gillibrand et al. (2016). They analysed the factors
governing the major 2006 Karenia mikimotoi bloom event in
Scottish waters using a K. mikimotoi individual-based model
(IBM) developed by Gentien et al. (2007) and the POLCOMS
Coastal Ocean Modelling System (a three-dimensional baroclinic
model (Holt and James, 2001)) using a structured grid with a
spacing of 6 km. While this biophysical model allowed the
authors to analyse the factors governing the temporal/spatial
dynamics of this bloom in offshore waters, realistic simulations
were not possible due to the inadequate resolution of the physical
model.
The decades-long history of hydrodynamic modelling efforts
applied to the waters west of the UK using both structured
(Davies and Hall, 2000; Jones and Davies, 1996; Xing and Davies,
1998a) and unstructured models (Jones et al., 2009) has
demonstrated that an adequate representation of local coastal
hydrodynamics requires enhanced horizontal resolution. Indeed,
a number of studies of tidal dynamics in the seas around the
British Isles (Jones and Davies, 1996, Davis et al., 2001) have
shown that a resolution of 1 km or less is required to resolve tidal
currents and elevation, and considerably ﬁner resolution is
required to resolve the sheltered fjordic environments that are of
potential importance to modelled cell transport (Haigh et al.,
1992). The role of tidal forcing in governing phytoplankton
blooms in estuarine environments is also well known (Cloern,
1991; Nı´ Rathaille and Raine, 2011) with tides also inﬂuencing
phytoplankton growth in the more open water of shelf seas
(Sharples, 2008). Finally, wind forcing can be important to the
development and transport of harmful blooms (Dı´az et al., 2016),
with modelling of wind being particularly challenging in fjordic
coastal waters where its direction and strength is modulated by
mountainous topography.
In this article we therefore describe development and use of a
new modelling framework for fjordic coastal waters that uses a
high resolution meteorological model to drive an unstructured grid
hydrodynamic model. The model was initially developed in a
frame of EU FP7 (ASIMUTH, 2014) project for a restricted domain
centred on the Argyll region of Scotland (shown with dashed line,
Fig. 1-II) that contains signiﬁcant aquaculture activity and for
which HAB simulations are presented. It was subsequently
extended to the whole Scottish west coast at a somewhat lower
resolution. Validation of the physical model, including the
simulation of passive drifters, is presented for this larger domain
to demonstrate the suitability of the model structure for larger
scale cell transport.
2. Methods
2.1. The meteorological model
The modelling of coastal hydrodynamics requires high quality
meteorological forcing (Davies and Hall, 2002). We have modelled
the local atmospheric conditions using the open source, non-
hydrostatic Weather Research and Forecasting (WRF v. 3.5.1)
model (Skamarock et al., 2008), nested within the NCEP Final
operational forecast with 1 degree spatial resolution (National
Center for Environmental Prediction, 2000). Our central WRF
domain covers Scotland and adjacent seas with 140/240 grid
points in the east–west/north–south directions respectively and
with the ﬁnest resolution of around 2 km in the central part. We
also used sea surface temperature ﬁeld derived from a 1/128 daily
real-time global sea surface temperature (SST) product (Gemmill
et al., 2007) to force our atmospheric model.2.2. The hydrodynamic model
The hydrodynamic model used for this study is the open source
Finite Volume Community Ocean Model (FVCOM) version 3.1.6
(Chen et al., 2011), an unstructured grid, primitive-equation, free-
surface, hydrostatic model. Modelled parameters include surface
elevation, temperature, salinity, velocity and the turbulence
intensity. The unstructured computational mesh consists of non-
overlapping, triangular prism elements of variable size that allow
enhanced model resolution in areas of complex coastline or
bathymetry. The domain extends from the Isle of Man to the North
Minch, and from the Scottish mainland to the Outer Hebrides
archipelago (Fig. 1-I,II). Horizontally, the grid comprises 46,878
nodes describing 79,244 non-overlapping triangular prism
elements. The horizontal spacing ranges from 4.6 km at the open
boundary to 130 m in constricted, dynamically important areas,
such as narrow straits and the heads of fjords. Vertically, the
model has 11 layers in the terrain-following sigma-coordinate
system with concentration of levels in the upper part of water
column. The model was developed in two stages, ﬁrst the
‘‘ASIMUTH-FVCOM’’ model domain that has higher horizontal
resolution (down to 80 m in narrow straights) that is focused on
the Firth of Lorn and Isle of Mull area of Argyll (dashed line
Fig. 1-II), for which HAB transport simulations are presented
below. This domain was subsequently extended to the wider
Scottish west coast ‘‘WSC-FVCOM’’ domain (Fig. 1-II) at a
somewhat lower resolution to allow more spatially extensive
modelling to be undertaken.
The model bathymetry is based on gridded data from the
SeaZone digital atlas (2007 edition), Admiralty charts, and a
number of past and recent multibeam surveys. Areas with a
depth of less than 5 m occupy less than 7% of mesh elements
and less than 0.5% by volume; therefore, the minimum model
depth was set to 5 m. This is shallower than the waters in which
long-line shellﬁsh production is conducted. To minimise
hydrostatic inconsistencies, a procedure of overall volume-
preserving bathymetric smoothing was applied (Foreman et al.,
2009) such that bottom slopes are less than 0.3 within each
mesh triangle.
2.3. Parameterisations
The Mellor–Yamada 2.5 scheme (Mellor and Yamada, 1982) is
used for calculation of the vertical eddy viscosity and diffusivity.
No signiﬁcant difference in model accuracy performance was
found between this scheme and several tested GOTM (General
Ocean Turbulence Model) schemes for vertical turbulence
closure. A Smagorinsky eddy parameterisation (Smagorinsky,
1963) with coefﬁcient C = 0.2 was used to represent horizontal
diffusion.
The bottom boundary layer was parameterised with a
logarithmic wall-layer law using a drag coefﬁcient Cd = max {k
2/
ln[(Z/Z0
2)], Cd0} with von Karman constant k = 0.4 and Z being the
vertical distance from the nearest velocity grid point to the seabed.
Variability in bottom roughness is not known throughout the
model domain; so the bottom drag coefﬁcient was set to
Cd0 = 0.0025 everywhere while the roughness length scale
parameter Z0 was set to the minimum value Z0 = 4  103 m
except in shallow regions and along the coastline where it is
increased gradually to Z0 = 8  103 m.
The hydrodynamic model is solved numerically using a time-
split integration method with short external mode timestep (0.6 s).
Its computation cost on the ARCHER Cray XC30 system is
equivalent to 8.5 h of wall time for a 6 month simulation run
distributed over 1024 cpu cores. Requirements for meteorological
WRF model runs are similar.
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To simulate tidal forcing we used the Oregon State University
Tidal Prediction Software (OTIS) in its 1/308 degree implementa-
tion for the European shelf (Egbert et al., 2010). For every node
along the open boundary of our domain, the 11 dominant tidal
constituents were used to predict time series of sea surface
elevation. To ﬁlter high frequency numerical noise due to wave
reﬂection a 6 km wide sponge layer was introduced at the
boundary, and a Blumberg–Kantha implicit gravity wave radiation
condition was used (Chen et al., 2011).
The aim of the ASIMUTH project was to integrate multiple
national modelling systems for HAB prediction along the Western
European seaboard. Our model was therefore one-way nested
within the Irish Marine Institute’s NE Atlantic Model (NEA-ROMS)
which has a curvilinear structured grid and a resolution in the
desired area of around 2 km. This model is itself nested within
the operational 1/128 Mercator ocean model, which assimilates
sea surface height and temperature over the North Atlantic
(Dabrowski et al., 2014). The 3-hourly values for temperature,
salinity and velocity are linearly interpolated from the parent
model onto the model grid at the boundaries. Model runs were
initialised from a state of rest with three-dimensional temperature
and salinity ﬁelds interpolated from the nearest (in time) snapshot
of the external model (NEA-ROMS) augmented by CTD casts in
several side lochs known for the presence of low salinity waters.
Discharge from the 91 largest rivers was included using a
freshwater input rate computed from 3-hourly rainfall data over
respective catchment areas (Edwards and Sharples, 1986) aver-
aged daily with a 1–2 day lag (the lag is proportional to the
catchment area size). Where regulated discharge rates are
available, this method was calibrated against them. Evapotranspi-
ration was parameterised by applying a seasonally varying scaling
to the rainfall totals. This simpliﬁed approach produces better
results than ‘climatological’ river discharge because it takes into
account signiﬁcant (more than 50% (Parry et al., 2014)) inter-
annual variations in precipitation. River temperature was calcu-
lated as a combination of night-time air temperature and sea
surface temperature using data from sources including local
observations and satellite-derived SST.
2.5. Validation data
2.5.1. Tides
Eight tide gauges, part of the UK Tide Gauge Network, are
sparsely distributed in the region (Fig. 1). These were augmented
by historical tidal analyses provided by the International
Hydrographic Ofﬁce (IHO) from 59 local ports and harbours (Fig. 1).
2.5.2. Temperature, salinity and currents
Temperature and salinity data sources (Fig. 1) included
frequent (weekly or fortnightly) CTD transects in summer
(April–October), including a CTD station at LY1 east of the Isle
of Lismore (Fehling et al., 2006). Temperature data were also
available from two pairs of thermistor loggers near the mouth of
Loch Etive (Saulmore and Foram) and a further thermistor chain in
Loch Etive. In the southern part of the domain, SEPA (the Scottish
Environment Protection Agency) kindly provided CTD time series
from two mooring sites in the Clyde system, at Loch Striven and
Dunoon. Finally, an 18-year time series from the Tiree Passage
includes currents and subsurface CTD measurements (Inall et al.,
2009).
Satellite-derived Multi-scale Ultra-high Resolution Sea Surface
Temperature (MUR SST) at 1 km horizontal resolution was
extracted from an optimal interpolation merged daily product
(Armstrong et al., 2012), along with the real-time global sea surfacetemperature from the 1/128 NCEP operational analysis (Gemmill
et al., 2007). The latter product was also used as an additional
forcing source of the WRF meteorological modelling system.
2.5.3. Drifter tracks and temperature
In the summer of 2013, thirty Surface Velocity Programme
(SVP) drifters were deployed on the Malin shelf edge, to the west of
the southern WSC – FVCOM domain, as part of the FASTNEt project.
Two groups (of 15 each) were drogued at 15 m (shallow) and 70 m
(deep), respectively. The drogues used were of the holey sock
design and conformed to the standard drag area ratio of 40:1 (area
of the drogue: area of the tether + buoy) (Sybrandy et al., 2009). The
drag area ratio and the minimal surface expression of the buoy are
expected to have resulted in an excess downwind movement of
0.1% of the wind speed in wind speeds of 10 ms1 (Niiler et al.,
1995). Further, unquantiﬁed errors may have been introduced to
the water following capability of the drifters due to wave action,
stokes drift and strong vertical shear.
2.6. Model evaluation tools
Comparisons between the model and the observations are
represented by Taylor diagrams (Taylor, 2001), which depict
geometrically the relationship between fundamental statistical
measures as analogue to the law of cosines:
D2 ¼ s2m þ s2o2smsoR; (1)
where D is the centred RMS difference, (sm, so) are standard
deviations of the model (m) and observational (o) datasets, and R is
their correlation coefﬁcient over N samples with means (m; o):
R ¼
1
N
PN
i¼1ðMimÞðOioÞ
smso
: (2)
The Taylor skill score (S) is deﬁned as
S ¼ 1
4
 ð1RÞ
2
ðsm=so þ so=smÞ2
: (3)
In addition, we used a measure of model skill based on
regression analysis (Wilmott, 1982) in which the Index of
Agreement (d) is deﬁned in terms of the RMS error (E):
E ¼
PN
i¼1ðMiOiÞ2
N
; (4)
and the centred RMS difference (D):
D ¼ 1
N
XN
i¼1ððMimÞðOioÞÞ
2
 0:5
(5)
d ¼ 1
PN
i¼1ðMiOiÞ2PN
i¼1ðjMioj þ jOiojÞ2
(6)
The measures d and S approach unity when agreement is
excellent and zero when agreement is poor.
2.7. The biological model
The physical model produced three-dimensional velocity and
scalar (temperature and salinity) ﬁelds stored at hourly intervals to
resolve tidal ﬂuctuations. These were augmented with an
individual-based representation of the phytoplankton species of
interest. The biological equations were solved in an ‘off-line’ mode.
Biological variables (i.e. cell concentrations) were calculated at the
same unstructured mesh locations as used for scalars. Cell
concentration was subject to both physical (advection and
diffusion) and biological (growth and mortality) processes. The
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contains a representation of growth, mortality, predation and
simpliﬁed behavioural algorithms. While other biogeochemical
models of Karenia mikimotoi have been used in some applications
(e.g., Vanhoutte-Brunier et al., 2008), these require incorporation
in a food web model that includes complex (and poorly
understood) food web interactions. Difﬁculty of parameterising
these interactions makes such models difﬁcult to use for
forecasting.
The growth (division) and mortality of cells (removal) can be
expressed by the rate of change of the cells concentration C (in cells
number per litre):
@C
@t
¼ mðTÞCKgC2 (7)
where m(T) being the growth rate as a function of water
temperature T;
m ¼ 2:5103T30:15T2 þ 2:8775T17:25 (8)
and K was the empirical mortality coefﬁcient. The shear term g was
deﬁned using e; the turbulent dissipation (m2 s3) calculated
within the physical model and kinematic viscosity of sea water
n = 1.15  106 m2 s1 was deﬁned as
g ¼ e
7:5y
 0:5
(9)
Greater shear increases the encounter rate of individual cells,
which can ﬁnally lead to aggregation and sinking.
2.8. HAB transport
Horizontal transport of Karenia mikimotoi cells was provided by
advection. For every time interval Dt, particle position Xp was
updated according to
XtPðx; y; zÞ ¼ XtDtP ðx; y; zÞ þ Dt½UPðx; y; zÞ þ wpðzÞ þ dhðx; yÞ
þ dzðzÞ (10)
where Up was the 3-D advection velocity from the hydrodynamic
model, wpwas the vertical swimming motion of the particle, and dh
and dz were the displacements due to horizontal and verticalTable 1
Statistical evaluation of the WRF model performance (m) with respect to UKMO-MIDAS o
3-hourly sub-sampled time series: mean (o; m) and standard deviation(s@,s<), correlatio
Index of Agreement (d).
Site Observations Model Cor
o so m sm R 
Stornoway 0.93 4.64 1.12 5.08 0.9
Dunstaffnage 0.63 3.90 1.25 4.48 0.9
Tiree 1.30 5.19 1.51 5.22 0.9
Prestwick 1.26 3.73 1.26 4.63 0.9
Skye Lusa 1.31 2.92 1.31 3.94 0.8
South 1.64 5.77 1.85 4.90 0.9
Ballypatrick 0.36 2.54 1.35 5.25 0.8
Machrihanish 1.06 5.38 1.09 5.24 0.9
Mean U 1.06 4.26 1.34 4.84 0.9
Stornoway 1.62 5.04 2.27 6.11 0.9
Dunstaffnage 0.86 2.11 1.93 4.34 0.8
Tiree 1.55 5.61 2.20 5.37 0.9
Prestwick 1.46 3.28 1.57 3.46 0.9
Skye Lusa 0.66 3.15 2.22 5.10 0.8
South 2.19 5.62 1.88 4.96 0.9
Ballypatrick 0.74 3.15 2.44 4.65 0.7
Machrihanish 1.36 3.94 1.63 4.20 0.9
Mean V 1.31 3.99 2.02 4.77 0.9diffusion, respectively, deﬁned by
dhðx; yÞ ¼ R½6KhDt0:5; dzðzÞ ¼ R½6KvDt0:5 (11)
Here, Kh = 1 and Kv = 0.001 are horizontal and vertical eddy
diffusivities (m2 s1) and R is a random number in the interval
[1,1]. Diel vertical migration based on irradiance data was not
included in this simulation.
3. Results
3.1. Meteorological model validation
The wind-steering effect of the steep mountainous topography
is potentially important for coastal circulation and harmful algae
transport. WRF results shows that this high resolution atmospheric
model is capable of resolving the steering and enhancement of
prevailing winds along the axis of major sea lochs within the model
domain. The performance of a 2.5 year-long WRF model run, in
terms of its prediction of zonal (U) and meridional (V) wind
components, was compared with eight UK Met Ofﬁce weather
stations (Supplementary material, Table 1). For this analysis, the
WRF model output and the hourly observations were sub-sampled
at 3-hourly intervals from January 2011 until September 2013.
Excellent model–observation agreement was achieved in wind-
exposed locations, for example, Stornoway Airport, where wind
roses show a good match to the WRF model (Fig. 2a,b).
The long-term mean wind direction in the region from Met-
Ofﬁce weather stations was 2198, while the average value from the
WRF model was 2148. Performance metrics (Eqs. (1)–(6))
conﬁrmed the high quality of this representation of wind
components with an average correlation coefﬁcient for the two
components R = 0.92 (0.90), Taylor Score S = 0.80 (0.75) and
Wilmott Index of Agreement d = 0.94 (0.91).
3.2. Hydrodynamic model validation
3.2.1. Tides
Tidal model validation is commonly conducted by comparison
with measured tidal harmonics. The bulk of tidal energy in western
Scottish waters is accounted for by two major constituents M2 and
S2, responsible together for 68% (in the south) to 77% (in the north)bservations (@) for zonal (U) and meridional (V) wind components at 10 m height for
n coefﬁcient R, root mean square difference (D), RMS error (E), Taylor score (S) and
relation RMSD RMSE Taylor score Index A
D E S d
4 1.75 1.76 0.88 0.97
0 1.98 2.08 0.79 0.94
7 1.33 1.35 0.94 0.98
3 1.82 1.82 0.82 0.95
4 2.18 2.18 0.65 0.89
6 1.66 1.67 0.91 0.98
7 3.26 3.41 0.48 0.80
5 1.60 1.57 0.91 0.98
2 1.95 1.98 0.80 0.94
5 2.10 2.19 0.87 0.96
4 2.80 3.00 0.44 0.78
6 1.54 1.67 0.92 0.98
2 1.38 1.38 0.84 0.96
6 2.86 3.26 0.60 0.84
6 1.61 1.63 0.91 0.98
8 2.95 3.41 0.54 0.80
3 1.58 1.56 0.86 0.96
0 2.10 2.26 0.75 0.91
Fig. 2. Wind rose diagrams for Stornway Airport weather station sub-sampled at 3
hourly intervals from the UKMO-MIDAS hourly dataset (a) and from the Scottish-
WRF model (b). (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of the article.)
Table 2
Statistical evaluation of the FVCOM model performance (m) with respect to tide gauge 
relative to Greenwich (Po and Pm, degrees) at the numbered sites (squares) shown in Fig. 1
combined elevation differences function DF (m) is calculated using Eq. (6).
N Site Obs. FVCOM AoAm PoPm
Ao Po Am Pm m 8 
1 Bangor 1.10 317 1.13 311 0.04 6.6 
2 Kinlochbervie 1.39 202 1.39 206 0.01 3.7 
3 Millport 1.08 343 1.09 337 0.01 5.8 
4 Port-Erin 1.80 322 1.71 326 0.09 3.9 
5 Portpatrick 1.29 333 1.27 327 0.02 5.5 
6 Portrush 0.54 198 0.57 203 0.03 4.6 
7 Stornoway 1.38 198 1.34 198 0.04 0.1 
8 Tobermory 1.30 169 1.35 168 0.05 0.9 
9 Ullapool 1.50 199 1.49 200 0 0.6 
Average 1.22 240 1.23 237 0.01 3.3 
1 Bangor 0.28 1 0.28 354 0 6.3 
2 Kinlochbervie 0.53 237 0.50 251 0.03 14.2 
3 Millport 0.29 35 0.26 32 0.03 3.3 
4 Port-Erin 0.54 3 0.49 16 0.05 12.7 
5 Portpatrick 0.36 16 0.33 16 0.03 0.2 
6 Portrush 0.24 212 0.24 227 0 15.8 
7 Stornoway 0.53 231 0.50 242 0.03 10.9 
8 Tobermory 0.53 205 0.53 216 0.01 10.6 
9 Ullapool 0.58 233 0.56 245 0.02 11.9 
Average 0.43 145 0.42 184 0.01 5.8 
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tidal predictions against pressure gauge sites demonstrated very
small differences in amplitude and phase of major tidal consti-
tuents (Supplementary material, Table 2), with average relative
errors for M2 (S2) of 1 cm and 3.38 (5.88), respectively.
To estimate the combined elevation differences between
observed (Ao, Po) and modelled (Am, Pm) values we used the
function DF, which calculates difference distances in the complex
plane (Foreman et al., 2006):
DF ¼ ½ðAocosPoAmcosPmÞ2 þ ðAosinPoAmsinPmÞ2
0:5
(12)
Average DF values for nine gauged sites for M2 and K1 are 8.6
and 1.4 cm, respectively.
The amplitude and Greenwich phase of the modelled M2 tide
are plotted as co-tidal charts in Fig. 3. An extensive dataset of tidal
harmonics for 59 sites in the model domain area is available from
the International Hydrographic Ofﬁce (IHO). For comparison we
have plotted the relevant M2 amplitudes from IHO tables,
demonstrating that the overall distribution of the main tidal
harmonics matches the IHO values with minimal deviation, i.e. for
M2 and S2 the mean deviation was 0.1 cm and +3.1 cm,
respectively (see Supplementary material, Table 3). In addition,
the range of amplitudes for tidal harmonics over the model domain
shown in Figs. 3 and 4 is in good agreement with the results of
previous models of the region (Proctor and Davies, 1996; Xing and
Davies, 1998b). The WSC-FVCOM model also correctly predicts the
location of the amphidrome near the North Channel and increasing
K1 amplitude towards the Outer Hebrides and the North Minch,
which does not contradict previous modelling and observational
(Pugh, 1987) results.
The observed sea surface elevation time series representing all
available sites along the West coast of Scotland mostly demon-
strates a very high agreement between observations and our model
predictions for tides, after removal of surge signals. The quality of
model tidal prediction can be assessed visually if the computed
major harmonics (M2 and S2) are plotted against the observed
values at BODC pressure gauge sites (Fig. 4) with both M2 and S2
amplitude (a) and phase (b) being aligned close to the major
diagonal. The results of statistical analysis for surface elevationobservations (o) of sea surface elevation amplitude (Ao and Am, metres) and phase
 for major constituents M2, S2, K1, O1, and their differences (AoAm) and (PoPm). The
DF Obs. FVCOM AoAm PoPm DF
M2 Ao Po Am Pm m 8 K1
0.13 0.11 186 0.13 193 0.03 7.8 0.03
0.09 0.12 124 0.12 138 0 14.2 0.03
0.11 0.11 195 0.13 201 0.02 6.3 0.03
0.15 0.11 188 0.15 203 0.03 14.9 0.05
0.13 0.11 193 0.14 200 0.03 6.8 0.03
0.05 0.09 173 0.11 176 0.01 2.2 0.02
0.04 0.13 135 0.12 146 0.01 10.4 0.02
0.05 0.06 168 0.07 167 0 1.1 0.01
0.02 0.11 128 0.11 140 0 11.4 0.02
0.12 0.10 168 0.11 175 0.01 6. 8 0.02
S2 O1
0.03 0.08 45 0.10 42 0.02 3.3 0.02
0.13 0.08 336 0.07 349 0.01 13.1 0.02
0.03 0.09 41 0.10 47 0.02 5.8 0.02
0.12 0.10 40 0.11 46 0.01 5.6 0.01
0.03 0.09 43 0.10 44 0.01 1.8 0.01
0.07 0.08 27 0.08 32 0 5.4 0.01
0.10 0.09 351 0.08 356 0.01 4.7 0.01
0.10 0.06 23 0.06 35 0.01 11.1 0.01
0.12 0.07 343 0.07 356 0.01 12.9 0.02
0.07 0.07 150 0.08 126 0.01 9.1 0.02
Fig. 3. Co-tidal charts of sea surface elevation for the main tidal harmonic M2
calculated from the WSC-FVCOM run for summer 2013 (73 days). Phase is shown in
degrees (white lines) and amplitude in metres (colours). Corresponding amplitudes
from International Hydro-graphic Ofﬁce (IHO) port harmonic analyses are shown as
circles, and the BODC pressure gauge sites are shown as squares. The colour scheme
for sites of both types is matched to the model for easy comparison. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of the article.)
Table 3
The averaged difference functions DF (in metres) deﬁned in Eq. (6), mean amplitude
difference A (in metres) and mean Greenwich phase difference P (in degrees) for 11
major tidal harmonics between values extracted from IHO tables (Ao) and calculated
in WSC-FVCOM model (Am) at the 59 sites shown by circles in Fig.3a,b.
Harmonics DF, m A, m P,8
M2 0.104 0.001 2
S2 0.058 0.031 4
N2 0.068 0.035 6
K2 0.031 0.006 17
K1 0.025 0.003 1
O1 0.020 0.002 16
P1 0.010 0.010 6
Q1 0.021 0.011 17
M4 0.042 0.001 37
MS4 0.038 0.008 20
MN4 0.020 0.014 18
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marised in the Supplementary material, Table 4. Finally, the Taylor
diagram (Fig. 4c) depicts the overall differences between observed
and modelled sea surface elevation time-series at all nine BODC
sites. The Taylor model skill scores S (Eq. (3)) are mostly excellent
(0.95–0.99) with predictions being similar to those from observa-
tionally based tidal prediction software (POLTIPS v3.4).
3.2.2. Currents
The model allows estimation of the average current speeds
along the West Coast of Scotland. A run of the model for summer-
autumn of 2013 was split into 7-day periods centred on spring and
neap tidal cycles. Weekly averaged residual sea-surface currents
reveal that generally northward ﬂow with a speed of around6–7 cm s1 dominated in the open parts of the basin. An example
of the residual currents in August 2013 is shown in Fig. 5a, and with
more details in centre of the model domain in Fig. 5b. These results
are in general agreement with the spreading estimates of the
radionuclide tracers of Sellaﬁeld origin (McKinley et al., 1981;
McKay et al., 1986). According to these authors the ﬂow through
the Sea of the Hebrides was 2–3 km day1 (2.3–3.5 cm s1) and it
was more intensive through the Minches, 4–5 km day1 (4.6–
5.7 cm s1). According to the WSC-FVCOM model the average
overall domain residual currents in spring tidal conditions are
usually slightly (e.g. 1–2 cm s1) higher than in neap conditions,
though the difference exceeds 10–20 cm s1 in narrow sounds,
such as the Gulf of Corryvreckan (Fig. 5b). This averaged model
surface velocity is also consistent with the overall averaged drift
speed within the model domain estimated with the FASTNET
drifters between 16 July and 22 December 2013 as 6.7  4.5 cm s1
in the meridional direction and 6.5  3.0 cm s1 in the zonal.
Measurements from an RCM-9 current metre deployed at a
depth of 34 m at the SAMS mooring in the Tiree passage
demonstrate that the model generally overestimates the eastern
(u) and northern (v) M2 velocity components, but by as little as 5.9
and 1.3 cm s1 (Fig. 6a). The long-term estimates of current
ﬂuctuations along the Tiree passage for the major axis of M2 tidal
ellipse is 578 according to the 18 years of observations (Inall et al.,
2009). This is in good agreement with 2013–2014 observation
(59.58) and the modelled results (54.48). The model response to the
low frequency atmospheric (wind) signal is conﬁrmed when
compared with time-series of daily averaged residual current
components (Fig. 6b, 6c). The observed and modelled u (v)
components are highly correlated with correlation coefﬁcients
0.80 (0.86) respectively.
3.2.3. Temperature and salinity
The seasonal cycle in temperature is well captured by the model
as shown by comparison between modelled and observed time-
series from several mooring sites (Fig. 7). Statistical parameters of
model performance from two model implementations, the inner
ASIMUTH model domain (in 2011) and for the whole West Coast
model (in 2013), are shown in Table 5a,b of the supplementary
material. The best model performance (averaged Wilmott Index of
Agreement d = 0.90) was obtained for the higher resolution
ASIMUTH model domain at coastal stations in the central part
of the domain (temperature loggers at Foram and Saulmore) and
for the mooring site in the Tiree Passage, both for sub-surface and
for near-bottom instruments. In the wider, and relatively coarse,
WSC-FVCOM domain the average correlation coefﬁcient between
measured and observed temperatures is still high, but reduced
from 0.91 to 0.77, and the average Wilmott Index of Agreement (d)
reduced from 0.89 to 0.64.
Fig. 4. Modelled against observed amplitude (a) and phase (b) for M2 (triangles) and S2 (circles) tidal harmonics. The Taylor diagram of sea surface elevation is shown as (c).
Black squares represent observations (pressure gauged sites) and triangles are the FVCOM predictions. The colour scale is referenced to the Taylor model score S (Eq. (3)).
Table 4
Statistical evaluation of the FVCOM model (m) performance with respect to pressure gauge observations (@) for one-hourly sub-sampled time series of sea surface elevation:
mean (o; m) and standard deviation (s@, s<), correlation coefﬁcient R, root mean square difference (D), RMS error (E), Taylor score (S) and Index of Agreement (d).
Site Observations Model Correlation RMSD RMSE Taylor score Index A
o so m sm R D E S d
Bangor 0.00 0.87 0.00 0.89 0.98 0.19 0.19 0.95 0.99
Kinlochbervie 0.00 1.11 0.00 1.12 0.99 0.15 0.15 0.98 1.00
Millport 0.00 0.84 0.00 0.87 0.98 0.18 0.18 0.96 0.99
Port-Erin 0.00 1.40 0.00 1.36 0.99 0.19 0.19 0.98 1.00
Portpatrick 0.00 1.03 0.00 1.01 0.99 0.13 0.13 0.98 1.00
Portrush 0.00 0.46 0.00 0.48 0.98 0.09 0.09 0.96 0.99
Stornoway 0.00 1.12 0.00 1.09 1.00 0.10 0.10 0.99 1.00
Tobermory 0.00 1.05 0.00 1.10 1.00 0.11 0.11 0.99 1.00
Ullapool 0.00 1.21 0.00 1.22 1.00 0.11 0.11 0.99 1.00
Mean 0.88 0.95 0.99 0.14 0.14 0.98 1.00
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we applied the sea surface boundary conditions for temperature by
merging with SST derived from one of the best currently available
products: MUR SST with ultrahigh 1 km resolution (Armstrong
et al., 2012). The gridded remote sensing products generally unable
resolve near-shore SST patterns precisely, however the comparison
of sea surface temperature calculated by WSC-FVCOM and theoriginal MUR SST data for summer and winter 2013 frequently
demonstrate good agreement (not shown).
The surface drifters, which are discussed below, were also
equipped with temperature sensors. Comparison exercises
demonstrate that the highest correlation (0.84  0.12) between
drifters and MUR SST temperature data (on a daily 1-km grid and
re-interpolated in time and space to the drifters’ location) was found
Fig. 5. Modelled surface residual currents in August 2013, averaged over (a) spring and (b) neap periods. (b) shows a zoomed region to the W and SW of Mull, including the
Tiree passage.
D. Aleynik et al. / Harmful Algae 53 (2016) 102–117110with an average lag of 5 h (Fig. 8a). Of the 15 drifters that entered into
the model domain 11 crossed the unstable and dynamic zone associated
withthe density (salinity) front to the west of Islay and spent a relatively
long time (15–70 days) within the model domain (Table 6, Fig. 8b).
The modelled SST sub-sampled at the drifter locations (red curve), for
the 11 drifters in the model domain, demonstrated a relatively high
Index of Agreement: d = 0.88, Taylor score S = 0.68, correlation
coefﬁcient r = 0.81 and relatively small bias (RMSD = 0.39 8C).Fig. 6. (a) Tidal ellipses of observed (dashed grey line) and modelled (heavy black line) M2
10 m contour intervals. (b, c) Time series of observed (thin lines) and modelled (thick line
September 2013 and April 2014.4. Simulations of advective transport
4.1. Drifter tracking simulations
Drifters form a proxy for advectively transported particles such
as harmful algal cells, allowing hydrodynamic model testing
without the complicating factors of biological growth and food
web interactions. After being released along a line betweencurrents at 34 m depth at the Tiree Passage mooring. Bathymetry is also shown with
s) daily-averaged residual velocity components to the east (b) and north (c) between
Fig. 7. Time series of observed (blue) salinity (left) and temperature (right) at Tiree Passage mooring (33 m), Dunoon (0 m), Acces-11 (0.5 m) buoys, and CTD casts at LY1
station (S, left) for June-December 2013. FVCOM model data for the same locations are shown with red lines. The mean, STD and the range of both data sets are also shown.
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
D. Aleynik et al. / Harmful Algae 53 (2016) 102–117 11155812 N, 10804 W and 55810 N, 10805 W, all of the shallow drifters
travelled eastward, onto the shelf and 11 drifters entered the
interior of the model domain (between August and September).
Most of these failed (lost their drogue) or grounded near the Isle of
Skye not long after entering the domain. However, one drifter
(#23) travelled from the west of the model domain, through the
Minch to exit the model’s northern boundary. The drifter GPS-
derived locations and instantaneous SST were reported by the
drifters at approximately 3 h irregular intervals. The real track wasTable 5
Statistical evaluation of the FVCOM model (m) performance compared to observations (o
in the Firth of Lorn and (b) June–October 2013 for the West Scottish Coast domain.
Sites Observations Model 
Omean Ostd Mmean
o so m 
ASIMUTH, 2011
Tiree, 3 m 13.12 0.74 13.60 
Saulmore, 10 m 13.02 0.89 13.48 
Foram, 30 m 12.61 1.08 13.33 
Tiree, 34 m 12.85 0.83 13.21 
Mean 12.90 0.89 13.41 
WSC-FVCOM, 2013
Loch Striven, 0 m 11.18 1.56 11.13 
Dunoon, 0 m 13.25 1.70 14.92 
Ac11, 1 m 13.24 1.00 14.61 
Saulmore, 10 m 13.06 0.92 14.37 
Foram, 30 m 12.32 1.32 14.09 
LY1, 0 m 12.45 0.84 14.30 
Mean 12.58 1.22 13.90 resampled at regular intervals and used for comparison with
the virtual drifters tracks, sub-sampled at the same 1 h rate as the
available model velocity ﬁelds. The model-drifter separation time
and space scales were estimated and the contribution of different
factors to realistic model simulations was determined under the
best available weather and tidal forcing.
Virtual Particles (VP) were released from an area centred at the
resampled drifter position in a circle within an uncertainty radius
(UR). The length of the UR was deﬁned as half of the distance) of temperature in (a) June–November 2011 from the ASIMUTH subdomain centred
Corr coeff RMSE Index of Agreement
Mstd
sm R E d
0.28 0.84 0.56 0.88
0.35 0.85 0.58 0.89
0.32 0.97 0.79 0.87
0.30 0.98 0.47 0.94
0.31 0.91 0.60 0.90
0.81 0.89 0.92 0.84
1.17 0.47 2.27 0.60
0.96 0.55 1.65 0.56
1.10 0.83 1.44 0.64
1.25 0.94 1.84 0.67
0.81 0.91 1.88 0.52
1.02 0.77 1.67 0.64
Fig. 8. Time series of the observed temperature from surface drifter #22 in August–October 2013 (blue), the nearest FVCOM model node (red) and remote sensed MUR-SST data
(green) interpolated in time/space to the drifter location (a). All positions are shown on the right panel with the same colour scheme (b). The Taylor diagram shows the normalised
model/drifter temperature performance (c). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
Table 6
Statistical evaluation of the FVCOM model (m) performance for temperature compared to observations (o) from drifters which entered the West coast model domain in
July–October 2013.
Drifter Observations Model Corr coeff Centred Index of Agreement Taylor score
Omean Ostd Mmean Mstd RMSD RMSE
# o so m sm R D E d S
8 14.39 0.31 14.34 0.31 0.88 0.15 0.16 0.93 0.78
15 13.45 0.50 13.39 0.58 0.67 0.45 0.45 0.80 0.48
17 14.48 1.01 14.30 0.97 0.98 0.22 0.28 0.98 0.95
19 14.85 0.48 14.76 0.48 0.72 0.36 0.37 0.83 0.55
22 14.19 0.73 14.22 0.84 0.90 0.36 0.37 0.94 0.80
23 14.00 0.64 13.72 0.76 0.71 0.54 0.61 0.80 0.52
24 14.24 0.96 14.09 1.08 0.94 0.38 0.41 0.96 0.87
25 14.70 0.65 14.48 0.90 0.76 0.58 0.62 0.83 0.55
27 14.52 0.84 14.22 0.96 0.73 0.67 0.73 0.82 0.55
29 14.65 0.47 14.50 0.51 0.68 0.39 0.42 0.82 0.50
30 14.54 0.77 14.41 0.73 0.96 0.23 0.26 0.97 0.91
Mean 0.81 0.39 0.43 0.88 0.68
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D. Aleynik et al. / Harmful Algae 53 (2016) 102–117 113between the nearest sequential real drifter GPS position. The
uncertainty radius therefore varied in time and space within a
range of 0 to 2 km. VP trajectories were calculated at the drogue
depth using the model velocity ﬁeld, advecting a particle forward
from its start position. Eleven VPs were initiated around the point
at which each drifter crossed the model ‘sponge’ layer (approxi-
mately 12 km wide) and entered the interior of the model domain,
usually within the 3rd or 4th mesh cell from the edge. The
calculated VP trajectories for each real drifter were traced for the
duration of the particles’ residence (1–10 weeks), and their overall
northward displacement was close to the observed tracks (e.g.
shallow-drogued drifter #23, Fig. 9).
Individual VP tracks in this complex system would be expected
to deviate somewhat from the real drifters’ tracks. However, in the
presence of a dominant residual current, the location of the VP
cloud centre should not exceed a certain distance from the
observed drifter locations within a short time, at least during
several tidal cycles. A ‘daisy chain’ method for virtual particle
re-initialisation was developed for the case when the GPS positions
of real drifters were available at higher temporal resolutionFig. 9. Observed track of drifter #23 (blue) and eleven virtual particle (VP)
trajectories released near the ‘entrance’ location and traced for 71 days within West
Scottish Coast FVCOM model. Pink dots refer to all VP initiated from a cloud within
1/3 of the distance to the next observed drifter ﬁx (1 h ‘radius’), red and cyan show
VP released from the centre and from the furthermost start position within a virtual
particles cloud. (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of the article.)(Robel et al., 2011). The set of synthetic trajectories starts from
within a circle with certain small radius, centred at the real drifter
position at regular discrete time intervals. The separation distance
between real drifter locations and the centre of the VP probability
cloud remains in a range of 3–9 km. Model experiments with
drogue adjustments aimed to capture the wind response and
slippage of the drifter due to their geometrical characteristics were
proposed by (Edwards et al., 2006). This adjustment produced
small (10%) improvements in numerical drifter performance for
their separation distance (2.7–8 km). This test demonstrates that
real drifters generally exit the VP trajectory cloud within a few
days in calm wind conditions and low tidal speeds, and within 1 or
1.5 days in the more dynamic environments Fig. 10.
4.2. Karenia mikimotoi simulations
In late summer 2011 high concentrations of chlorophyll a (CHL-
A), were evident in the waters to the west of Scotland, using
merged MODIS-MERIS satellite products from MyOcean (Saulquin
et al., 2011), as shown in Fig. 11a. The microscopy-based regulatory
phytoplankton monitoring programme for the region conﬁrmed
this bloom to be Karenia mikimotoi with cell densities in samples
from Loch Scridain (30th August) and Loch Spelve (6th September),
within the ASIMUTH-FVCOM model domain on the south east
coast of the Isle of Mull, exceeding 100,000 cells L1. We used this
event to evaluate the ability of the model to simulate an advective
harmful bloom event using (a) a simple particle tracking model and
(b) by incorporating the K. mikimotoi growth and mortality model
of Gentien et al. (2007). In both cases we restrict our simulations to
the ASIMUTH-FVCOM model domain for which the higher mesh
resolution and best validation data was available, along with
boundary forcing from the Irish NEA-ROMS model (this being
unavailable for the larger model domain in 2011).
4.2.1. Particle tracking model
The Lagrangian tracking module was launched in an ofﬂine
mode (i.e. using archived output from FVCOM) with forty neutrally
buoyant particles released at the centre of the CHL-A maximum,
both at the surface and near the bottom, at the beginning of the
HAB event (Fig. 11b) in a centre of Tiree Passage. Near-bottom
particles (blue squares) remained in the area for a few weeks and
experienced mostly tidal/inertial oscillations. The presence of wind
and stratiﬁcation increases the speed of surface currents in the
model, which results in more extensive movements of surface
particles (red diamonds) and their quick propagation to the
northeast exit from the Tiree passage. These upper layer particles
almost completely left the model sub-domain within the same
time scale (4–5 days) as the Karenia mikimotoi patch advected in
the same direction. These model results therefore well reproduced
drift speed and direction of the observed surface CHL-A pattern
during the HAB event. However, the Lagrangian model was unable
to reproduce cell concentration, which required the inclusion of
biological process.
4.2.2. Biological model integration results
The core of the K. mikimotoi biological module was in a solving
nonlinear system of ordinary differential equations (ODE) for the
moving aggregated particles positions combined with the change
in cell concentrations, represented by the number of aggregated
particles within each computational ﬁnite volume elements of the
physical model domain. The tracking solution was based on an
explicit 4th order 4-stage Runge–Kutta multi-step method and the
assumption that the 3-dimensional velocity ﬁeld, generated by the
model, was considered stationary during the (short) discreet
tracking time interval Dt, assigned equal 10 min in the presented
experiments. For deriving velocity ﬁeld 1-hourly output from the
Fig. 10. Daisy chain experiment for drifter #23 (blue line) and eleven VP trajectories (black dots) for the ﬁrst (left) and last (right) two weeks of tracking. The contours encircle
50% (inner) and 95% (outer) contours of the ﬁnal positions of VPs after one day from re-start, colour-coded by day. The average daily wind is shown with vectors for the
synthetic drifters’ centre of mass location. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
D. Aleynik et al. / Harmful Algae 53 (2016) 102–117114main model run was used. The cell concentration ﬁeld and the
aggregated particles positions were saved with the same 1 h
output time step. The HAB module runs were performed without
the random walk algorithm being activated. The change in HAB
cells concentration was calculated using the equation for growth
and mortality (Eqs. (7) and (8)) using shear term computed with
model derived turbulent dissipation (Eq. (9)).
The chlorophyll-a (CHL-A) concentration in the sea-surface
layer was derived from the MyOcean web site, which provides
high resolution (2 km grid) merged MODIS/MERIS data, and we
used it to force and initialise the biological module. The daily
satellite dataset for the Argyll area (Fig. 11a) was converted into
concentration in cell L1 following Gillibrand et al. (2016)
starting from the 26th August 2011, a day before the main
Karenia mikimotoi HAB event within the model sub-domain. We
found the maximum value in a centre of high CHL-a patch
initially was assigned to 3.7  104 cells L1. The best ﬁt to
satellite derived observation dynamics in numerical experiment
with value of K = 0.3  105. The evolution of cell concentration
at the surface after 1, 2 and 3 days is shown in Fig. 11c. After
three days of the model run the cell concentration dropped to
1.3  104 cell L1 in the centre of the HAB in Tiree passage, the
area of higher cell concentration (>1  104 cell L1) also dimin-
ished twice. The HAB event was captured by the model, although
with small biases in its intensity and duration. The model results
demonstrate general agreement with the observed horizontal
pattern of spreading of the HAB in the model domain. The HAB
module includes also a selection of functional groups represent-
ing the most toxic organisms (i.e. K. mikimotoi or Pseudo-nitzschia
sp.). The module still requires implementation of a ‘suppressor’
term to allow more realistic simulation of the termination of HAB
development.5. Discussion and Conclusions
In some regions of the world operational model forecasting of
HAB events is becoming a reality. For example in the Gulf of Maine
seasonal predictions of Alexandrium fundyense blooms and
associated shellﬁsh toxicity are generated based on the model of
McGillicuddy et al. (2011). However, model based prediction of
HAB events in Scottish and other fjordic coastal environments has
previously been limited by the relatively coarse model grids unable
to resolve important topographical, bathymetric and meteorologi-
cal features. Hence, we have developed a hydrodynamic modelling
system based on a variable spatial mesh, and including an
independent meteorological WRF component suitable for the
simulation of the transport of HABs (or other advective biological
populations). The unstructured grid approach allows resolution of
scales as small as 100 m in dynamically complex areas.
The validation of the hydrodynamic model has demonstrated
good agreement with a wide range of important parameters such as
current speeds and directions, and tidal characteristics. The model
response is capable of representing the short term and seasonal
variations in wind strength and fresh water balance both in the
evolution of thermohaline stratiﬁcation and vertical velocity shear
in a region of extremely complicated coastline and bathymetry.
Realistic sea-surface forcing was provided by developing a
meteorological model with high spatial and temporal resolution,
which similarly delivered good agreement with available observa-
tional data, especially the wind speed and direction.
The application of the model in forecasting mode is constrained
by the high computational costs that the ﬁne mesh resolution
requires, with the need for access to High Performance Computer
(HPC) systems with thousands of processors. Hence, while wider
hydrodynamic model validation was successful, we restricted our
Fig. 11. Satellite observations of Chlorophyll-A concentrations (CHL-A_MODIS_MERIS _L4-RAN-OBS merged MyOcean product, 0.01 mg m3) during the K. mikimotoi event
August 2011 (column a). Three snapshots of the Lagrangian tracking of forty neutrally buoyant VPs released from the surface (3, red) and near-bottom (2, blue). Initial VP
positions are shown with black circles (1) (column b). K. mikimotoi bloom modelling results are shown in the right hand column (c) as the concentration of cells (cells L1) in
the upper layer. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
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use of the highest resolution mesh within reasonable computa-
tional time. To demonstrate model capability we therefore chose
to simulate the 2011 Karenia mikimotoi bloom rather than the
larger 2006 event (that was modelled by Gillibrand et al., 2016).
This was also due to the 2006 bloom’s exceptional spatial extent,
reaching to the northern Isles of Orkney and Shetland and even to
the Scottish east coast, the area larger than the extents of our
model.
The smaller domains model’s realistic simulation of Lagrangian
particle spreading was recently applied in the larval dispersal of
intertidal organisms related to offshore renewables and in the sea
lice infection applications (Adams et al., 2014a,b), and for habitat
structure and connectivity studies, focused on linkages across the
network of Marine Protective Areas (MPAs) and ﬁn-ﬁsh farms in
the region (Adams et al., 2012).While the potential to ‘‘pass’’ blooms from one model to
another exists (for example from the Irish NEA-ROMS model to the
Scottish model), initiation of blooms in such models is still most
likely to require remote sensing and in situ data of their presence
offshore. Differentiating between harmful and benign organisms is
problematic but for high biomass organisms, such as Karenia,
progress is being made. For example (Amin et al., 2009) have
developed a ‘‘bloom index’’ for the Florida red tide organism
Karenia brevis. Some success in using optical parameters to identify
in situ populations of European K. mikimotoi has also been achieved
by Shutler et al. (2012). While coastal microscopy can be used to
ground truth remote sensing, further development of these, or
other remote approaches, is likely to be necessary to identify
advective blooms offshore. An example of such an approach is the
NOAA harmful algal bloom operational forecast (HAB-OFS) that
operates in the US states of Florida and Texas (Stumpf et al., 2008).
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satellite imagery, ﬁeld observations and mathematical models.
Our model was successful in simulating the Lagrangian
transport of passive drifters, yet, as discussed by Gillibrand et al.
(2016), the simulation of biological entities over more than very
short distances typically requires the inclusion of a physiologically-
based biological model coupled to a hydrodynamic model.
Many recent developments in the ﬁeld of phytoplankton modelling
have related to the better representation of different protist
functional groups within biogeochemical models (e.g. Que´re´
et al., 2005). However, given that most harmful phytoplankton
are dinoﬂagellates with similar physiological traits to benign
members of this phylum, such an approach is problematic for HAB
modelling unless it is known that a particular HAB species or genera
will dominate at a certain time and location. Moreover, given that
west coast of Scotland is not signiﬁcantly anthropogenically
impacted by nutrients (Gowen et al., 2012), lacks background data
on inter-annual changes in, for example, nutrient concentrations
and food web interactions that would be necessary to derive a
parameterisation of a biogeochemical model, and experiences
spatially and temporally variable HAB events (Davidson et al., 2011;
Touzet et al., 2010) we therefore chose to use the IBM modelling
approach. The model of Gentien et al. (2007) was chosen to
represent K. mikimotoi for its relative simplicity, but also its
inclusion of major processes such as growth and density-
dependent mortality. The reliance of growth rate on water
temperature was a further reason to apply the model only in the
high resolution ASIMUTH-FVCOM domain, within which tempera-
ture simulations were most accurate. However, the most problem-
atic component of the model was cell mortality, there being a
requirement to implement a non-hydrodynamical ‘suppressor’
term to allow realistic simulation of the HAB termination.
Understanding and modelling of phytoplankton mortality remains
in its infancy (Choi and Berges, 2013) and for this and other
applications better physiological understanding and simulation of
the processes that lead to the collapse of a bloom are required.
The relatively good simulations generated by the biophysical
model suggest that model based HAB forecasting in the region is
possible. However, a range of developments is still required. These
include developments to the biological model to better represent
cell death, to the wave-wind interaction scheme to improve
hydrodynamic model response to short-term actions, and to the
available nesting and non-hydrostatic capabilities to more
accurate resolve 3D mixing dynamics in stratiﬁed waters where
tides interact with complex topography.
In conclusion, we have presented a proof of concept that
demonstrates the suitability of a coupled biophysical model based
on a unstructured grid approach and an IBM biological model that,
with initiation from remote sensing, is capable of forming the basis
of a HAB forecast system for the west coast of Scotland and other
fjordic shelf seas.
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