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ABSTRACT
In this paper, a novel and robust tracking method based on
efﬁcient manifold ranking is proposed. For tracking, tracked
results are taken as labeled nodes while candidate samples are
taken as unlabeled nodes, and the goal of tracking is to search
the unlabeled sample that is the most relevant with existing la-
beled nodes by manifold ranking algorithm. Meanwhile, we
adopt non-adaptive random projections to preserve the struc-
ture of original image space, and a very sparse measurement
matrix is used to efﬁciently extract low-dimensional compres-
sive features for object representation. Furthermore, spatial
context is used to improve the robustness to appearance vari-
ations. Experimental results on some challenging video se-
quences show the proposed algorithm outperforms six state-
of-the-art methods in terms of accuracy and robustness.
Index Terms— visual tracking, appearance model, mani-
fold ranking, random projections, low-dimensional compres-
sive features, spatial context
1. INTRODUCTION
Visual tracking is a long standing research topics due to its
wide range of applications such as behavior analysis, activity
recognition, video surveillance, and human-computer inter-
action [1]. Although signiﬁcant progress has been obtained
in the past decades, developing an efﬁcient and robust track-
ing algorithm is still a challenging problem due to numerous
factors such as partial occlusion, illumination variation, pose
change, abrupt motion, and background clutter.
The main tracking algorithms can be classiﬁed into t-
wo kinds: generative [2, 3, 4, 5] or discriminative method-
s [6, 7, 8, 9]. Generative methods focus on searching for
the regions which are the most similar to the tracked tar-
gets. While it is critical to construct an effective appear-
ance model in order to handle various challenging factors in
tracking, the involved computational complexity is often in-
creased at the same time. Furthermore, generative method-
s discard useful information surrounding target regions that
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Fig. 1. Basic ﬂow of our tracking algorithm. A graph is established com-
bined labeled nodes (tracked results) and unlabeled nodes (candidate sam-
ples), and ranking scores represent the relevance between object model and
candidate samples.
can be exploited to better separate objects from background-
s. Discriminative methods cast tracking as a classiﬁcation
problem that distinguishes the tracked targets from the sur-
rounding backgrounds. Above tracking methods have shown
promising performance. However, their main shortcomings
are as follows: Firstly, the effective searching algorithm and
measured method between object model and candidate sam-
ples are difﬁcult to obtain in generative method. Secondly,
the aim of discriminative methods is to distinguish the target
region from complicated background, but background varies
broadly during the tracking process or there exists similari-
ty between object and background. Thus, it is very difﬁcult
to construct a discriminative object representation. Thirdly,
feature selection is of crucial importance for generating an
effective appearance model, but current many features make
the computational load very heavy.
Motivated by the success of a graph-based ranking algo-
rithm, it has been widely applied in information retrieval and
shown to have excellent performance and feasibility on a va-
riety of data types [10, 11, 12]. Manifold ranking algorithm
ﬁrstly constructs a weighted graph by using each data node as
a vertex. The ranking score of the query is iteratively propa-
gated to nearby node via the weighted graph. Finally nodes
will be ranked according to the ranking scores, in which a
larger score indicates higher relevance. In this paper, we de-
velop a novel and robust tracking method based on manifold
ranking, which regards tracking as a ranking problem. As
shown in Fig.1, we note the tracked results as labeled nodes,
while candidate samples are regarded as unlabeled nodes. The
tracking objective is to estimate corresponding likelihood that
is determined by the relevance between the queries and all
candidate samples. Our method is different with [13] in that,
we use manifold structure to measure relevance between mod-
el and samples and low-dimensional compressive features can
efﬁciently compress features from the foreground objects and
background ones. Experimental results on some challenging
video sequences with comparisons to state-of the-art tracking
six methods demonstrate the effectiveness and robustness of
the proposed model and algorithm.
The main contributions of this paper are as follows:(1) A
novel graph-manifold ranking based visual tracking method
is proposed in this paper. (2) Efﬁcient manifold ranking al-
gorithm is adopted in our proposed method, it can reconstruct
graph efﬁciently in each tracking round and reduce the com-
putation complexity. (3) Low-dimensional compressive fea-
tures are extracted by a very sparse measurement matrix for
object representation, which preserve the structure of original
image space and discriminate object from clutter background
effectively. (4) Our method exploits temporal and spatial con-
text information, which is robust to appearance variations in-
troduced by abrupt motion, occlusion,and pose variations.
2. GRAPH-BASED MANIFOLD RANKING
The manifold ranking method is described as follows: giv-
en a query node, the remaining unlabeled nodes are ranked
based on their relevance to the given query. The goal is to
learn a ranking function to deﬁne the relevance between un-
labeled nodes and this query [11, 12]. In [12], a ranking
method that exploits the intrinsic manifold structure of da-
ta for graph labelling is proposed. Given a data set X =
{x1, x2, · · · , xl + 1, · · · , xn} ∈ m×n, some data points are
labelled queries and the rest need to be ranked according to
their relevance to the queries. W ∈ n∗m denotes the adja-
cency matrix with element Wij that indicates the weight of
the edge between point i and j. Generally, the weight can be
deﬁned by the kernelwij = e−d
2(xi,yj)/2σ
2
if there is an edge
linking xi and yj , otherwise wij = 0. The function d(xi, yj)
represents a distance metric between xi and yj .
Let f : X → n denotes a ranking function which as-
signs a ranking value ri to each point xi , and r can be deﬁned
as a vector r = [r1, r2, · · · , rn]T . Let y = [y1, y2, · · · , yn]T
denote an indication vector, in which yi = 1 if xi is a query,
and yi = 0 otherwise. Suppose all data points represent a
graph G = (V,E) , where V represents vertex set, and E
represents the edge set with W = W(ij), i, j = 1, 2, · · · , N .
The strength of edge reﬂects the similarity between two ver-
tices. To solve the optimal ranking of queries, the cost func-














‖ri − rj‖2) (1)
where μ > 0 is the regularization parameter and D is a diag-
onal matrix with the element Dii =
∑n
j=1 wij . To minimize
the cost function, we can obtain the closed form solution as:
r∗ = (I − αS)−1y (2)





2 . Then, we use the iteration scheme to solve this
optimal problem:
r(t+ 1) = αS(r(t) + (1− α)y) (3)
where α is control parameter, which balances each points in-
formation from its neighbors and that of initial information.
3. OUR PROPOSED METHOD
3.1. Framework
Fig.1 shows the basic ﬂow of our proposed tracking algorith-
m. The tracking problem is formulated as a ranking task.
Firstly, we assume the location in the ﬁrst t frames have been
obtained by CT tracker [6]. Let l(x∗i ) denote the location
of tracking result at the i-th frame where x∗i represents the
sample. Then we collect these tracked results as object ap-
pearance model set Sm = {x∗1, x∗2, · · · , x∗i }, i = 1, 2, · · · , t,
and the corresponding graph is taken as Gm. Secondly, for
a new frame, we crop out a set of image patches xr with N
samples near the location l(x∗t ) with a search radius at cur-
rent frame, i.e.xβ = {x : ‖l(x) − lt(x∗))‖ < β}. These
candidate image patches are collected as unlabeled nodes
Su = {xs+11 , xs+12 , · · · , xs+1i }, i = 1, 2, · · · , N , and the cor-
responding graph is taken as Gu. Thirdly, the candidate Gu
is combined with Gm to construct a graph G = Gm ∪Gu, in
which the label yi = 1 if a node point is in Gm, and yi = 0
if a node point is in Gu. The ranking score r∗ = [r∗m; r
∗
u]
can be obtained by manifold ranking algorithm, where r∗m is
corresponding to Gm while r∗u is corresponding to Gu. Then,
the tracking result is added into Sm, while the other candidate
samples are deleted. This procedure continues to sample can-
didates and construct a new graph to obtain the largest ranking
score as tracking result until the end of the image sequence.
3.2. low-dimensional compressive features
The Haar-like features have been widely used for object de-
tection and object tracking [8, 6, 14]. However, Haar-like
features require high computational loads for feature extrac-







Fig. 2. Temporal and spatial relationship.
al. [8] adopted the generalized Haar-like features where each
one is a linear combination of randomly generated rectangle
features, and use online boosting to select a small set of them
for object tracking. In our tracking framework, we use the
low-dimensional compressive features proposed by Zhang et
al. for the appearance model [6].
3.3. Appearance model updating process
As shown in Fig.1, we can obtain the locations in the ﬁrst
t frames by CT tracker, and then to obtain the location of
the t + 1 frame by manifold ranking algorithm. There exists
an obvious problem that the size of Sm will be very large if
all tracked results are added into appearance model in each
tracking round, so the computation complexity will be very
heavy. In addition, the bad node impacts the performance of
appearance model. To track the next frame, we need to update






where (r∗m)i represents the score of the r-th node in Sm. Then
to compute displacement error ei between the score of Sm and
the average score:
ei = ‖(r∗m)i − μr∗m‖2 (5)
We delete the node that has the largest displacement error,
and then add current tracking result x∗t+1 into Sm. Thus, the
number of Sm will be t constantly. It is worth noting that the
average ranking score computed from tracked results allevi-
ates the noise effects.
3.4. Support set construction
In our method, object appearance model Sm only reﬂects the
temporal relationship among consecutive frames, while it can
not consider its immediate surrounding background. In track-
ing process, the context of a target in an image sequence con-
sists of the spatial context including the local background and




















Fig. 3. Appearance model updating process and support set construction.
in previous frames. As shown in Fig.2 (left), our object ap-
pearance model Sm represents the temporal context by previ-
ous frames. In Fig.2 (right), note that the object can be inﬂu-
enced by its surrounding background, there exists the correla-
tion between the object (denoted by red rectangle) and its sur-
rounding background (denoted by yellow rectangle). There-
fore, in order to make use of surrounding background infor-
mation and provide much appearance information for con-
struct graph, we establish a support set to describe the spa-
tial context. The spatial context describes the relevance the
object and its surrounding background in small neighborhood
region.
Supposed in tracking the t + 1 frame, we have obtained
the object location l(x∗t+1) by ranking score, and the ranking
score of the current candidate samples is denoted as r∗u. We
select s nodes from candidate samples set Su to construct the
support set Ss. Ss are corresponding to the ﬁrst s+ 1 largest
ranking score in r∗u, and then we delete the largest one. The
graph corresponding to support set is denoted as Gs. The ap-
pearance model updating process and support set construction
are shown in details in Fig.3.
To track the t + 2 frame, a graph G = Gm ∪Gs ∪Gu is
constructed and the label yi = 1 if a node point is from Sm
and Ss, while yi = 0 if a node point is from Su. The ranking




u] can be obtained by efﬁcient manifold
ranking algorithm (see in section 4), where r∗m, r
∗
s , and r
∗
u
are corresponding to Gm, Gs, Gu respectively. The tracking
scheme is summarized in Algorithm 1. Finally, the target in
frame t+2 is the sample with the largest component in r∗u, as
the i-th sample can be selected from Su computed by:
i = argmax
i
r∗u, i = 1, 2, · · · , N (6)
Algorithm 1. The proposed tracking method
Input: Video frame f=1:F
1. The ﬁrst t frames are tracking by CT tracker to
construct object appearance model set
Sm = {x∗1, x∗2, · · · , x∗i }
2. for f= t+1 to F do
3. Crop out a set of candidate samples as unlabeled set
Su by xβ = {x : ‖l(x)− lt(x∗))‖ < β}.
4. if f == t+1
5. Construct a graph G = Gm ∪Gu and support set Ss.
6. Update model set Sm.
7. else
8. Construct a graph G = Gm ∪Gs ∪Gu.
9. Update model set Sm and support set Ss.
10. end if
11. The i-th candidate sample that has the largest in ru is
taken as the object location, as the largest score is
deﬁned as i = argmaxi r
∗
u, i = 1, 2, · · · , N .
12.end for
Output: Tracking results {l1(x∗), l2(x∗), · · · , lF (x∗)}.
4. EFFICIENT MANIFOLD RANKING ALGORITHM
In order to efﬁciently reconstruct graph, we use efﬁcient man-
ifold ranking algorithm [12] to compute the ranking score.
First, we brieﬂy introduce how to use anchor graph to model
the data. Given a data set X = {x1, x2, · · · , xn} ∈ m×n,
U = {u1, u2, · · · , ud} ∈ m×d indicates a set of anchors
sharing the same space with the data set. Then, we deﬁne a
real value function r : X → R, which assigns a semantic
label for each point in X . The aim is to ﬁnd a weight matrix
that measures relevance between data points r : X → R and
anchors in U . We obtain r(x) for each point by a weighted




zkir(uk), i = 1, 2, · · · , n (7)
where
∑d
k=1 zki = 1 and zki > 0, in which zki represents
the weight between point xi and an anchor uk. The weights
can be obtained by Nadaraya-Watson kernel regression to in-
crease smoothness. The graph construction process and the
means how to get the anchors can be found in detailed [12].
The weight matrix Z ∈ d∗n can be viewed as a d-
dimensional representation of the data X ∈ m∗n, in which
d is the number of anchor points. It means that data points
can be presented in a new space to replace the original feature
space. We set the adjacency matrix as follows:
W = ZTZ (8)
where Wij > 0 if two points are correlative and they will
share at least one common anchor point, otherwise Wij =
0. The new adjacency matrix is useful to explore relevance
among data points. According to W = ZTZ, the equation 2
can be rewritten as follows:










zTi zj = z
T
i v (10)
whereH = ZD−1, and S = HTH . I1 and I2 are the identity
matrices. From the above equations, we obtain the matrix
D without using the matrix W. Due to a low complexity for
computing the ranking function r∗, we can reconstruct graph
in each tracking round efﬁciently.
5. EXPERIMENTAL RESULTS AND ANALYSIS
5.1. Experimental setup
We evaluate the proposed tracking method based on efﬁcien-
t manifold ranking algorithm and object representation with
low-dimensional features using four video sequences with
impacted factors including abrupt motion, cluttered back-
ground, appearance and pose variation. We compare our pro-
posed tracker with six other state-of-the-art methods includ-
ing: L1 tracker (L1) [4], real-time compressive tracking (CT)
[6], multiple instance learning tracker (MIL) [3], incremen-
tal visual tracking (IVT) [3], fragment tracker (Frag) [2], and
weighted multiple instance learning tracker (WMIL) [9]. For
fair comparison, we adopt the source or binary codes provid-
ed by the authors with tuned parameters for best performance.
But for some trackers involving randomness, we repeat the
experimental results 5 times on each sequence and obtain the
averaged results. In our experiments, the parameters are used
in our algorithm as follows: the search radius for cropping
out candidate samples is set to β = 20, which is related with
object motion speed. The dimensionality of compressive fea-
ture is set 100. The ﬁrst t frames are tracking by CT method
and t is set to 30, and the number of nodes in support set is
set s = 10. Implemented in MATLAB, our tracking method
runs at 12 frames per second (FPS) by averaged results on an
i3 3.20 GHz machine with 4 GB RAM.
5.2. Experimental results
Table.1 reports the center location error, where smaller CLE
means more accurate tracking results. Table.1 shows the
quantitative results in which our tracking algorithm achieves
the better performance. Fig.4 shows part of tracking results by
different tracking methods and more results can be found in
the supplementary materials. Fig.5 illustrates the tracking re-
sults in terms of center location error, which is deﬁned as the
Euclidian distance between the center location obtained by
tracking algorithm and the ground truth. Overall, our method
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Fig. 4. Screenshots of some sampled tracking results.
Table 1. Center location error (CLE) (in pixels). Red fonts indicate the
best performance while the blue fonts indicate the second best ones.
Sequence L1 CT MIL IVT Frag WMIL Ours
DavidOutdoor 100.4 87.3 38.4 52.9 90.5 73.3 29.5
Deer 171.5 95.1 66.5 127.5 92.1 25.1 23.0
Lemming 184.9 26.3 25.9 93.4 149.1 96.9 24.3
Stone 19.2 32.8 32.3 2.5 65.9 99.8 6.4
Average CLE 119.0 60.4 40.8 69.1 99.4 73.8 20.8
Abrupt Motion: The object in Deer and Lemming se-
quences has an abrupt motion. Only our method performs
well on Deer sequence, while other trackers suffer severe drift
at frames #40, #47, #53, #59, #71. In Lemming sequence,
only MIL, CT and our method perform well at frame #486,
while the other algorithms fail to track the target objects well.
Similarly, other some trackers fail to track the target objects
well but our method can still obtain tracking performance as
at frames #1096 and #1131.
Background Clutter: The trackers are easily confused if
the object is very similar to the background. Fig.4 (a), (b),
and (d) demonstrate the tracking results in the Stone, Deer
and Lemming sequences with background clutter. Fig.4 (a)
shows different trackers tracking a yellow cobblestone locat-
ed among a lot of similar stones. Thus, it is very difﬁcult
to distinguish object from background and keep track of the
objects correctly. Comparatively, our method exhibits better
discriminative ability and outperforms other at frames #426,
#461, #506, #536 in Stone sequence, while the some other
algorithms fail to track the target objects well. The plot of po-
sition error is presented in Fig.4 (Stone), which demonstrates
that the result of our method is very close to the ground truth.
The MIL and WMIL tracker completely drifts to the back-
ground at frames #266, #426, #461, #506, #536, which veri-
ﬁes that the selected features by the MIL tracker are less in-
formative than our method. The Frag tracker has severe drift
at frames #426, #461 and #506 because its template does not
update online, making it unable to handle large background
clutter. The CT has severe drift at frames #461, #506 and
#536 because it only uses compressive feature and Bayesian
classiﬁer is sensitive to background clutter. In Deer sequence,
our method outperforms all other methods in the whole given
frames.
Partial Occlusion: Fig.4 (c) demonstrates that the pro-
posed method performs well in terms of position and rota-
tion when the target undergoes partial occlusion. Our method
and MIL perform better than other methods at frame #198,
#222 and #252, while other methods suffer from sever drift
and some of these methods completely fail to track. But our
method performs more accurate than MIL at frame #198 and
#252. Thus, our method can handle occlusion and it is not
sensitive to partial occlusion since manifold ranking algorith-
m can measure the relevance between object appearance and
candidate samples.
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Fig. 5. Error plots for video sequences.
5.3. Discussion
As shown in our experiments, our method can address these
factors including abrupt motion, cluttered background, par-
tial occlusion more effectively. The reasons are as follows:
(1) Discriminative features are extracted by a very sparse ma-
trix to separate object well from background sample, and the
low-dimensional compressive features can preserve the struc-
ture of original image space. (2) The outstanding ability of
manifold ranking algorithm is to discover underlying geomet-
rical structure and relevance between object appearance and
candidate samples. (3) Our method combines temporal with
spatial context information for tracking, it is very insensitive
to multiple factors.
However, the ranking score can not indicate the rele-
vance under similar appearance information between object
and non-object. Therefore, our method can not distinguish
object from background clutters with some tracking error or
failures as #266 and #536 in Fig.4(a).
6. CONCLUDING REMARKS
This paper proposed a novel framework named manifold
ranking based visual tracking. In order to address the short-
comings of original manifold ranking from graph reconstruc-
tion and heavy computation load, we adopt the efﬁcient man-
ifold ranking algorithm. The ability of efﬁciently construct-
ing a graph is more applicable for tracking problem. A very
sparse measurement matrix has been used to efﬁciently ex-
tract compressive features for object representation. What is
more, our method exploits temporal and spatial context infor-
mation for tracking, which is very insensitive to appearance
change. Experiments on some challenging video sequences
have demonstrated the superiority of our proposed method to
six state-of-the-art ones in accuracy and robustness.
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