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3ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ
Объект исследования и актуальность темы. Объектом иссле-
дования предлагаемой диссертации является один класс неантагонистических
дифференциальных игр, а именно — иерархических позиционных дифферен-
циальных игр.
Современный облик теории дифференциальных игр сформировался в
значительной степени под влиянием работ отечественных и зарубежных ма-
тематиков Н. Н. Красовского1,2, Л. С. Понтрягина3, Р. Айзекса4, У. Флеминга.
Крупный вклад в развитие теории дифференциальных игр внесли Э. Г. Аль-
брехт, М. Барди, В. Д. Батухтин, Е. Н. Баррон, Т. Башар, Р. Беллман, А. Брай-
сон, Н. Л. Григоренко, Р. В. Гамкрелидзе, В. И. Жуковский, М. И. Зеликин,
Н. Калтон, А. Ф. Клейменов, А. Н. Красовский, А. В. Кряжимский, А. Б. Кур-
жанский, Дж. Лейтман, П. Л. Лионс, А. А. Меликян, Е. Ф. Мищенко, М. С. Ни-
кольский, Г. Ольсдер, Ю. С. Осипов, А. Г. Пашков, В. С. Пацко, Н. Н. Пет-
ров, Л. А. Петросян, Г. К. Пожарицкий, Б. Н. Пшеничный, А. И. Субботин,
Н. Н. Субботина, В. Е. Третьяков, В. Н. Ушаков, А. Фридман, Хо-Ю-Ши,
А. Г. Ченцов, Ф. Л. Черноусько, А. А. Чикрий, С. В. Чистяков, А. Ф. Шори-
ков, Р. Эллиот и многие другие.
Первые работы по статическим неантагонистическим играм относятся
к периоду 30–50-х гг. двадцатого века и принадлежат таким авторам, как
Дж. фон Нейман, О. Моргенштерн, Дж. Нэш, Г. фон Штакельберг. Прин-
ципиальным вопросом в неантагонистической игре является выбор понятия
решения, отвечающего содержанию задачи и опирающегося на соответству-
ющий выбор принципа оптимальности. Обычно рассматриваются следующие
виды решений: равновесное по Нэшу5, решение по Штакельбергу6, различные
типы кооперативных решений.
Возникновение и становление теории неантагонистических дифферен-
циальных игр относится к концу шестидесятых — началу семидесятых годов
двадцатого века, когда в основном было завершено построение теории пози-
1Красовский Н. Н., Субботин А. И. Позиционные дифференциальные игры. М.: Наука, 1974.
2Красовский Н. Н. Управление динамической системой. М.:Наука, 1985.
3Понтрягин Л. С. Линейные дифференциальные игры преследования // Мат. Сб. 1980. Т. 112, № 3.
С. 307–330
4Айзекс Р. Дифференциальные игры. М.: Мир, 1967.
5Нэш Дж. Бескоалиционные игры // Матричные игры. М.: Физматгиз, 1961. С. 205–221.
6Von Stackelberg H. The theory of the market economy. London: Hodge, 1952.
4ционных антагонистических дифференциальных игр. Это определило то суще-
ственное влияние, которое методы и результаты теории дифференциальных
антагонистических игр оказали на теорию неантагонистических.
Неантагонистическим дифференциальным играм посвящены работы
Т. Башара, Н. Н. Данилова, В. И. Жуковского, А. Ф. Клейменова, А. Ф. Коно-
ненко, Дж. Круза, В. Н. Лагунова, Дж. Лейтмана, C. В. Лутманова, О. А. Ма-
лафеева, Г. Олсдера, А. Ори, Л. А. Петросяна, А. А. Чикрия, С. В. Чистякова
и многих других. Постановки задач, используемые методы и приемы их реше-
ния отличаются большим разнообразием, но общими являются вопросы опре-
деления понятия решения, теоремы существования решений, необходимые и
достаточные условия оптимальности, методы построения решений. Многие
понятия решений, введенные в статических играх, обобщаются на динами-
ческие игры. В частности, это относится к равновесному по Нэшу решению,
решению по Штакельбергу. Кроме того, следует отметить, что большое число
работ посвящено линейно-квадратичным играм.
Среди перечисленных авторов существенное влияние на текущее иссле-
дование и его методологию оказали работы А. Ф. Кононенко, Л. А. Петросяна
и А. Ф. Клейменова. Например, для игры двух лиц А. Ф. Кононенко7 уста-
навливает необходимые условия существования по Нэшу решения в классе
позиционных стратегий. Там же устанавливаются достаточные условия, кото-
рые почти совпадают с необходимыми. В этой же работе описана структура
равновесных по Нэшу решений, использующих идею Ю. Б. Гермеера о при-
менении стратегий наказания. Структура решений основана на совместном
выборе игроками взаимовыгодной траектории, реализуемой с помощью про-
граммных управлений, и на применении позиционных стратегий наказания в
случае отклонения игрока от выбранной траектории. При этом факт отклоне-
ния партнера каждый игрок устанавливает по информации о текущем фазо-
вом векторе системы. Теорема о достаточных условиях фактически является
теоремой существования равновесных по Нэшу решений.
Очень важным является условие динамической устойчивости решений
в неантагонистической игре, введенное Л. А. Петросяном8.
7Кононенко А. Ф. О равновесных позиционных стратегиях в неантагонистических дифференциаль-
ных играх // Докл. АН СССР. 1976. Т. 231, № 2. С. 285–288.
8Петросян Л. А. Устойчивость решений в дифференциальных играх со многими участниками //
5В работах А. Ф. Клейменова9 получены следующие результаты, послу-
жившие теоретическим фундаментом предлагаемой диссертации: 1) необхо-
димые, а также достаточные условия существования решения по Штакельбер-
гу, 2) описание решения по Штакельбергу в терминах решений нестандартной
задачи оптимального управления.
В предлагаемой диссертации получено аналитическое решение одной иг-
ры Штакельберга с помехой; в ней также предложен алгоритм приближенно-
го построения решений для одного класса иерархических дифференциальных
игр с цилиндрическими показателями качества; выполнена его программная
реализация и проведен численный эксперимент.
Модели, формализуемые в рамках теории неантагонистических диффе-
ренциальных игр, возникают при описании динамических задач управления
технологическими и механическими системами, а также при анализе эконо-
мических ситуаций, когда интересы участников, влияющих на динамику эко-
номической системы, не совпадают и не являются строго противоположны-
ми. Усиление интереса к этой области исследований также связано с ростом
уровня компьютеризации общества. Сравнительно часто отдельные компо-
ненты автоматизированной компьютерной системы наделяются способностя-
ми действовать достаточно автономно, но при этом они требуют определен-
ной координации действий. Управление такими системами может строиться
с применением методов теории неантагонистических дифференциальных игр.
Учитывая вышесказанное, можно заключить, что тема диссертации является
актуальной.
Целью работы является разработка аппарата математического моде-
лирования, включая теорию, численные алгоритмы и программную реализа-
цию для анализа одного класса неантагонистических дифференциальных игр
Штакельберга.
Методы исследования. Исследования проводятся в рамках подхо-
да, разрабатываемого в научной школе Н. Н. Красовского по оптимальному
управлению и дифференциальным играм. Оптимальные стратегии в играх
Штакельберга строятся на основе решений соответствующих нестандартных
Вестн. ЛГУ. 1977. № 19. С. 46–52.
9Клейменов А. Ф. Неантагонистические позиционные дифференциальные игры. Екатеринбург: На-
ука. Урал. отд., 1993.
6задач оптимального управления9. Алгоритмы программ основываются на дис-
кретном представлении времени, а множеств из R2 — в виде многоугольни-
ков на плоскости, к которым применяются теоретико-множественные опера-
ции: объединения, пересечения, алгебраической суммы. Некоторые алгорит-
мы, используемые в диссертации, опираются на разработки В. Н. Ушакова и
В. С. Пацко и их учеников.
Научная новизна.
1. Найдено аналитическое решение одной иерархической динамической иг-
ры Штакельберга двух лиц с помехой.
2. Разработан алгоритм, построения численных решений для линейных игр
Штакельберга с цилиндрическим показателями качества управления иг-
роков.
3. Предложен и обоснован алгоритм построения алгебраической суммы
многоугольника общего вида и выпуклого, который не содержит неко-
торые ограничения по сравнению с известными алгоритмами.
4. Получено численное решение модельного примера, имеющего извест-
ное аналитическое решение10, что позволило оценить работоспособность
предлагаемых алгоритмов и программ.
Теоретическая и практическая ценность. Теоретическая цен-
ность работы заключается в том, что предложен алгоритм приближенного
построения решений для класса неантагонистических дифференциальных игр,
а так же найдено аналитическое решение одной игры Штакельберга с помехой
— в двух вариантах постановки.
Разработан комплекс программ и библиотек с достаточно широкими
функциональными возможностями, позволяющий решать не только указан-
ные задачи из теории неантагонистических дифференциальных игр, но так-
же и отдельные задачи вычислительной геометрии. Использование комплек-
са представляет практическую ценность для автоматизации рутинных опера-
ций при построении численных решений некоторых задач теории позиционных
10Вайсблат П. М., Клейменов А. Ф. Решение одной иерархической дифференциальной игры двух
лиц // Управление с гарантированным результатом. Свердловск. 1987, С. 15–27
7дифференциальных игр, использующих теоретико-множественные операции с
многоугольниками общего вида, что часто дает выигрыш во времени счета и
сокращает расход оперативной памяти по сравнению с сеточными методами.
Положения, выносимые на защиту:
1. Найдены решения двух вариантов одной игры Штакельберга, динамика
которой описывается уравнением простых движений при наличии поме-
хи.
2. Предложен новый работоспособный алгоритм построения численных ре-
шений для класса линейных игр Штакельберга с цилиндрическими по-
казателями качества управления игроков.
3. Предложен и обоснован один из вариантов алгоритма построения алгеб-
раической суммы многоугольника общего вида и невыпуклого, облада-
ющий определенными преимуществами, по сравнению с аналогами.
Структура, объем и содержание. Диссертация состоит из введе-
ния, трех глав и списка литературы. Общий объем диссертации составляет
128 страниц, библиография включает 65 наименований, иллюстративный ма-
териал насчитывает 15 рисунков.
Обоснованность и достоверность результатов подтверждается во-
семью основными публикациями по теме диссертации.
Апробация работы. Основные результаты диссертации обсуждались
и докладывались
1. на Всесоюзной школе “Оптимальное управление. Геометрия и анализ”,
Кемерово, 1988;
2. на VII Всесоюзной конференции. “Управление в механических системах”,
Свердловск, 1990;
3. на Международном симпозиуме “Dynamic Games and Applications”,
Санкт-Петербург, 2002;
4. на Международном семинаре ИФАК “Control Applications of
Optimization”, Вышеград, Венгрия, 2003;
85. на Международной научной конференции “Устойчивость, управление и
моделирование динамических систем”, Екатеринбург, 2006.
6. на научных семинарах отдела динамических систем ИММ УрО РАН,
Екатеринбург;
7. на научных семинарах кафедры теоретической механики Уральского го-
сударственного университета;
ОСНОВНОЕ СОДЕРЖАНИЕ РАБОТЫ
Во введении дается общая характеристика работы, приводятся
историко-библиографические сведения, описывается содержание диссертации
по главам.
Глава 1 состоит из четырех разделов.
Раздел 1.1 представляет собой общее описание исследуемой задачи —
дифференциальной иерархической игры или игрыШтакельберга двух лиц при
наличии помехи.
Раздел 1.2 содержит математическую постановку задачи, формализа-
цию игры, основанную на формализации и результатах теории антагонисти-
ческих дифференциальных игр в соответствии с подходом9.
Динамика процесса управления описывается скалярным уравнением
x˙ = u+ v, x[t0] = x0, |v| ≤ α, α > 0, (1)
где u — управление игрока 2, v — помеха, время t ∈ [t0, ϑ], 0 < λ∗ ≤ λ ≤ λ
∗.
Параметр λ — выбирается игроком 1.
Показатели качества первого и второго игроков соответственно:
σ1 =
ϑ∫
t0
λu2[t]dτ, (2)
σ2 = |x[ϑ]|+
ϑ∫
t0
λu2[t]dτ. (3)
Оба игрока имеют информацию о текущей позиции игры. Кроме того,
предполагается, что лидер знает реализацию помехи наперед, в то время, как
ведомый не имеет никакой информации о помехе.
Рассматриваются два варианта игры. В первом варианте лидер пере-
дает ведомому информацию о всей реализации помехи. Во втором варианте
9такая передача информации запрещена, но дополнительно предполагается,
что лидер имеет информацию о реализующемся в текущий момент времени
управлении ведомого.
Действия лидера, который не влияет на динамику системы, а лишь осу-
ществляет выбор коэффициента λ, входящего в показатели обоих игроков, мо-
гут содержательно трактоваться, как объявление стоимости единицы “энерго-
ресурса” для ведомого, а его показателю можно приписать смысл полученной
прибыли от продажи энергоресурса. Действия ведомого можно в таком слу-
чае интерпретировать, как управление системой, находящейся под действием
помехи, а цель управления — привести систему как можно ближе к заданно-
му состоянию (начало координат), по возможности минимизируя затраты на
энергоресурс.
Рассматриваемая задача отличается от решенной в монографии9 зада-
чи тем, что информационные предположения о помехе для игрока-лидера и
игрока-ведомого здесь совсем другие.
Используемая в задаче формализация9 основана на формализации и ре-
зультатах общей теории позиционных антагонистических дифференциальных
игр1. В первом варианте игры оба игрока применяют чистые позиционные
стратегии: Λ = {λ(t, x, ε), β1(ε)}, U = {u(t, x, ε), β2(ε)}. Во втором варианте
— игрок 1 использует контрстратегии Λu = {λ(t, x, u, ε), β1(ε)}, а игрок 2 —
чистые позиционные стратегии.
Аналогично9 определяются законы управления первого и второго игро-
ков: Z(Λ, ε1,∆1) и Z(U, ε2,∆2) для варианта 1 и Z(Λ
u, ε1,∆1), Z(U, ε2,∆2) —
для варианта 2. Закон управления игрока 2 и реализация помехи порождают
ломаную Эйлера — траекторию системы (1).
Тогда гарантированные результаты первого и второго игроков в вариан-
те 1 будут:
ρ
(1)
1 (Λ, U, v[·]) = lim inf
k→∞
σ∗1(Z(Λ, ε
k
1,∆
k
1), Z(U, ε
k
2,∆
k
2), v[·], t
k
0, x
k
0), (4)
при εki → 0, t
k
0 → t0, x
k
0 → x0, δ(∆
k
i ) ≤ βi(ε
k
i ), если k →∞, (5)
ρ
(1)
2 (Λ, U, v[·]) = lim sup
k→∞
σ∗2(Z(Λ, ε
k
1,∆
k
1), Z(U, ε
k
2,∆
k
2), v[·], t
k
0, x
k
0),
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при условии (5).
Для варианта 2 — результат ρ
(2)
1 (Λ
u, U, v[·]) аналогичный варианту 1 (4), (5)
и
ρ
(2)
2 (Λ
u, U) = sup
v[·]∈V
lim sup
k→∞
σ∗2(Z(Λ
u, εk1,∆
k
1), Z(U, ε
k
2,∆
k
2), v[·], t
k
0, x
k
0),
при условии (5).
Выполнены следующие предположения:
А. Игрок 1 (лидер) выбирает стратегию Λ∗ (во втором варианте — контр-
стратегию Λu∗) до начала игры и сообщает ее игроку 2.
Б. Игрок 2 (ведомый), зная стратегию Λ∗ (контрстратегию Λu∗), действует
рационально — выбирает стратегию U ∗ из условия
ρ
(1)
2 (Λ
∗, U, v[·])→ min U , для варианта 1
и из условия
ρ
(2)
2 (Λ
u∗, U)→ min U ,
и условия невозрастания ρ
(2)
2 вдоль траекторий для варианта 2.
Гарантированный результат лидера при объявлении им стратегии Λ за-
висит от того, какую стратегию выберет ведомый из множества рациональ-
ных стратегий K1(Λ, v[·]). Для второго варианта объявленной стратегии Λ
u
при реализации помехи v[·] соответствует множество рациональных стратегий
K2(Λ
u). Рассматриваются два случая.
Случай 1, когда ведомый выбирает произвольную рациональную стра-
тегию:
̺111 (Λ, v[·]) = inf
U∈K1(Λ,v[·])
̺
(1)
1 (Λ, U, v[·]),
̺211 (Λ
u, v[·]) = inf
U∈K2(Λu)
̺
(2)
1 (Λ
u, U, v[·]);
Случай 2, когда ведомый выбирает стратегию, наилучшую для лидера
(доброжелательный ведомый):
̺121 (Λ, v[·]) = max
U∈K1(Λ,v[·])
̺
(1)
1 (Λ, U, v[·]), (6)
̺221 (Λ, v[·]) = max
U∈K2(Λu)
̺
(2)
1 (Λ
u, U, v[·]). (7)
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Задача 1i, (i = 1, 2). Найти стратегию лидера Λ1,i такую, что
̺1i1 (Λ1,i, v[·]) = maxΛ
̺1i1 (Λ, v[·]), i = 1, 2 .
Задача 2i, (i = 1, 2). Найти контрстратегию лидера Λ
u
2,i такую, что
̺2i1 (Λ
u
2,i, v[·]) = maxΛu
̺2i1 (Λ
u, v[·]), i = 1, 2 .
Для первого варианта, пару стратегий (Λ1,1, U1,1), где Λ1,1 решает зада-
чу 11, а U1,1 ∈ K1(Λ1,1, v[·]) назовем решением Штакельберга в дифферен-
циальной иерархической игре, а пару стратегий (Λ1,2, U1,2), где Λ1,2 решает
задачу 12, а U1,2 доставляет максимум в (6), при Λ = Λ1,2, назовем решением
Штакельберга в дифференциальной иерархической игре с доброжелательным
ведомым. Для второго варианта решения Штакельбега определяются анало-
гично, с понятными изменениями.
Раздел 1.3 содержит основной результат первой главы. Для нахождения
решений задач 1i и 2i рассматриваются следующие нестандартные задачи
оптимального управления, (индекс i обозначает номер варианта игры).
Задача 3i, (i = 1, 2). При фиксированной помехе v[·] найти кусочно-
непрерывные функции λ(t) и u(t), t0 ≤ t ≤ ϑ, доставляющие решение задачи
max
λ(·),u(·)
(
ϑ∫
t0
λ(τ)u2(τ)dτ),
при условии (для i = 1)
γ1(t, x(t)) +
t∫
t0
λ(τ)u2(τ)dτ ≥ γ1(ϑ, x(ϑ)) +
ϑ∫
t0
λ(τ)u2(τ)dτ, (8)
t0 ≤ t ≤ ϑ,
при условии (для i = 2)
γ2(t1, x(t1)) +
t1∫
t0
λ(τ)u2(τ)dτ ≥ γ2(t2, x(t2)) +
t2∫
t0
λ(τ)u2(τ)dτ, (9)
t0 ≤ t1 < t2 ≤ ϑ,
где x(·) — траектория уравнения (1), порожденная управлением u(·) и реали-
зацией помехи v[·] из начальной позиции (t0, x0).
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В условиях (8), (9) фигурируют непрерывные функции цены1,2
γ1(t, x(t)), γ2(t1, x(t1)) вспомогательных антагонистических игр Γ
(1)
1 , Γ
(2)
2 , со-
ответственно, в которых ведомый стремится минимизировать свой показа-
тель, а лидер ему противодействует.
Пусть λ0(·) и u0(·), — решение 31 при фиксированной помехе v[·], а
x0(·) — траектория (1), порожденная управлениями u0(·) и v[·] из пози-
ции (t0, x0). Рассматриваются стратегии Λ
0 =
{
λ0(t, x, ε), β01(ε)
}
и U 0 ={
u0(t, x, ε), β02(ε)
}
, где
λ0(t, x, ε) =
{ λ0(t) , ‖x− x0(t)‖ ≤ ε
λ(1)(t, x, ε) , ‖x− x0(t)‖ > ε
, (10)
u0(t, x, ε) =
{ u0(t) , ‖x− x0(t)‖ ≤ ε
произвольная , ‖x− x0(t)‖ > ε
, (11)
t0 ≤ t ≤ ϑ ,
λ(1)(·, ·, ·) — универсальная оптимальная стратегия лидера в игре Γ
(1)
2 , а функ-
ция β02(ε) выбрана так, чтобы обеспечить выполнение условия, что соответ-
ствующие ломаные Эйлера при условии δ(∆2) ≤ β
0
2(ε) не выходят за пределы
ε-окрестности движения x0(·).
Пусть λ0(·) и u0(·) — решение задачи 32 при фиксированной помехе
v[·]. Рассматривается контрстратегия Λu0 = {λ0(t, x, u, ε), β
∗
1(ε)} и стратегия
U0 =
{
u0(t, x, ε), β
0
2(ε)
}
, где
λ0(t, x, u, ε) =
{ λ0(t) , ‖u− u0(t)‖ ≤ ε
λ(2)(t, x, u, ε) , ‖u− u0(t)‖ > ε
, (12)
u0(t, x, ε) = u0(t) , (13)
t0 ≤ t ≤ ϑ ,
λ(2)(t, x, u, ε) — универсальная оптимальная стратегия лидера в игре Γ
(2)
2 , а
функция β∗2(·) выбрана аналогично варианту 1.
Справедливы следующие теоремы, определяющие структуру решения
задач 1i и 2i.
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Теорема 1
Пусть для решения задачи 31 в условии (8) имеет место строгое неравен-
ство для всех t ∈ [t0, ϑ), тогда пара стратегий (Λ
0, U 0) (10),(11) есть решение
Штакельберга в иерархической дифференциальной игре. Если же хотя бы
при одном t ∈ [t0, ϑ) условие (8) выполняется со знаком равенства, то пара
(Λ0, U 0) (10),(11) есть решение Штакельберга в иерархической дифференци-
альной игре с доброжелательным ведомым.
Теорема 2
Пусть для решения задачи 32: λ(·) и u0(·) в условии (9) имеет место
строгое неравенство для всех t ∈ [t0, ϑ), тогда пара контрстратегия лидера
(Λu0, U0) (12),(13) есть решение Штакельберга в иерархической дифференци-
альной игре. Если же хотя бы при одном t ∈ [t0, ϑ) условие (9) выполняется
со знаком равенства, то пара (Λu0 , U0) (12),(13) есть решение Штакельберга в
иерархической дифференциальной игре с доброжелательным ведомым.
В разделе 1.4 выписываются функции цены антагонистических игр Γ
(1)
2 ,
Γ
(2)
2 , находятся решения задач 3i и тем самым, согласно теоремам 1 и 2,
находятся решения задач 1 и 2.
Заметим, что для второго варианта функция цены игры Γ
(2)
2 строилась
на основе метода вспомогательных программных конструкций, с проверкой
условия регулярности11. Приводятся результаты численного расчета при неко-
торых значениях параметров, которые иллюстрируют теоретические положе-
ния.
Вторая глава посвящена разработке алгоритма построения решений
в линейной иерархической игре Штакельберга двух лиц с цилиндрическими
показателями, динамика которой описывается уравнением
x˙ = Ax+Bu+ Cv, x[t0] = x0. (14)
Здесь время t ∈ [t0, ϑ], фазовый вектор x ∈ R
n; A ∈ [n × n], B ∈ [n × k],
C ∈ [n × l] — постоянные матрицы. Значения управляющих векторов u и v
первого и второго игроков ограничены условиями
u(t) ∈ µ(t)P, v(t) ∈ γ(t)Q, (15)
11Красовский А. Н. Некоторые задачи игрового управления: Учеб. пособие. Свердловск: УрГУ, 1984
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где множества P ,Q — выпуклые компактные многогранники в простран-
ствах Rk и Rl с конечным числом вершин, а µ(t) = a + bt, γ(t) = c + dt —
скалярные линейные функции.
Зафиксируем две некоторые координаты xα, xβ фазового вектора x.
Предположим, что первый игрок, распоряжающийся выбором управления u,
стремится максимизировать терминальный цилиндрический показатель вида
I1 = σ1(xα(ϑ), xβ(ϑ)), (16)
а второй игрок, распоряжающийся выбором управления v, стремится макси-
мизировать терминальный цилиндрический показатель вида
I2 = σ2(xα(ϑ), xβ(ϑ)). (17)
Предполагается, что функция σ1 : R
2 → R1 — непрерывная, а σ2 : R
2 → R1
— гладкая и вогнутая.
Предполагается, что игрокам известны уравнения динамики системы,
ограничения на управляющие множества, показатели качества управления,
момент окончания игры и фазовый вектор в любой момент игры. Это позво-
ляет формализовать действия игроков в классах чистых позиционных стра-
тегий. Аналогично главе 1 формализуются законы управления, движения и
гарантированные результаты игроков. Первый игрок — лидер объявляет свою
стратегию до начала игры, а второй игрок — ведомый, выбирает свою стра-
тегию из условия рациональности.
Следуя подходу9, для построения решений Штакельберга используется
сведение задачи к нестандартной задаче оптимального управления, как задачи
нахождения кусочно-непрерывных функций — управлений игроков, максими-
зирующих показатель лидера, на траекториях системы, для которых максимум
функции цены антагонистической игры, достигается на конце траектории. Та-
кие траектории называем допустимыми. Допустимую траекторию, на которой
достигается максимум показателя лидера, назовем оптимальной.
Структура стратегий, доставляющих решение Штакельберга, по сути де-
ла описана в главе 1 (см. стр. 12 автореферата). Основная идея этой структу-
ры состоит в том, что оба игрока стремятся согласованно обеспечить нахожде-
ние текущей позиции игры в пределах ε-трубки, построенной вокруг оптималь-
ной траектории. Таким образом, построение решения Штакельберга сводится
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к нахождению оптимальной траектории в нестандартной задаче оптимального
управления и последующему нахождению порождающих ее управлений. Слож-
ность задачи заключается в том, что для указанного класса задач функция
цены антагонистической игры, вообще говоря, не находится в явном виде.
То обстоятельство, что показатели игроков зависят только от двух фа-
зовых координат, позволяет применить известное преобразование фазового
вектора с использованием фундаментальной матрицы Коши для исходной си-
стемы1, после чего задача сводится к эквивалентной ей задаче на плоскости.
Показатели игроков при этом преобразовании не изменяются. Допустимая
траектория будет оптимальной, тогда и только тогда, когда соответствующая
ей траектория в задаче на плоскости доставляет максимум показателю лидера
на множестве концов допустимых траекторий в задаче на плоскости.
В диссертации предлагается следующий алгоритм построения реше-
ний последней задачи, основанный на приведении динамической систе-
мы к системе конечно-разностных уравнений для сетки по оси времени
(ti, i = 0, . . . , n), и использовании методов вычислительной геометрии для
приближенного построения границ сечений D(ti) ∈ R
2 множества допусти-
мых траекторий плоскостями ti = const.
Граница сечения представляется плоским многоугольником общего ви-
да, который может быть невыпуклым и не обязательно связным. Полу-
чаются такие многоугольники в результате циклической последовательно-
сти теоретико-множественных операций алгебраической суммы, разности или
объединения, повторяющихся на каждом шаге алгоритма по оси времени. Эти
самодостаточные алгоритмы оформлены как модули и последовательность их
вызовов определяется программой-оболочкой, использующей для хранения
сечений дисковые файлы.
Финальное множество D(ϑ) аппроксимируется совокупностью его при-
ближенных “дуг”, получаемых в результате работы алгоритма. Сопоставление
рисунков 1 (a) и 1 (b), а также рисунков 2 (а) и 2 (б) дает наглядное пред-
ставление о том, как дуги, получающиеся в результате работы алгоритма,
“заполняют” соответствующие множества D(ϑ).
Для построения каждой дуги сначала с помощью попятной процедуры12
12Исакова Е. А., Логунова Г. В., Пацко В. С. Построение стабильных мостов в линейной дифферен-
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(а) (б)
Рис. 1.
(а) (б)
Рис. 2.
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приближенно вычисляются сечения стабильного моста в задаче сближения-
уклонения1,2 с лебеговым множеством, границей которого является одна из
линий уровня функции σ2(x) = c.
Для каждого моста, определенного значением c, в прямом времени для
моментов t = ti строится последовательность многоугольников, аппроксими-
рующих сечения множества траекторий системы, не попадающих внутрь ука-
занного моста, плоскостями t = ti. Эту последовательность многоугольников,
называем трубкой достижимости
Алгоритм построения трубки достижимости предполагает выполнение
следующих операций, повторяющихся для каждого момента времени ti. Пусть
сечение трубки достижимости (текущий многоугольник) построено для мо-
мента ti. Далее строится множество достижимости системы в следующий мо-
мент времени ti+1, для которого начальными состояниями являются точки
текущего многоугольника. Затем полученное множество достижимости пере-
секается13 с дополнением сечения моста для момента ti+1. Результирующий
многоугольник и будет сечением трубки достижимости для момента ti+1. На
последнем шаге вершины сечения трубки достижимости, лежащие на границе
последнего сечения моста, берутся в качестве искомой дуги.
Следует отметить, что для построения множеств достижимости в те-
кущий момент времени используется разработанный автором алгоритм по-
строения алгебраической суммы выпуклого многоугольника и многоугольника
общего вида. Достоинство алгоритма в том, что он, в отличие от аналогов,
корректно обрабатывает границы множеств, а так же работает быстрее три-
ангуляционных алгоритмов.
С его помощью текущий многоугольник общего вида складывается с
выпуклым многоугольником, аппроксимирующим множество достижимости
системы из произвольного начального состояния, принадлежащего плоскости
t = ti.
Для построения кусочно непрерывных управлений игроков, доставляю-
щих решение нестандартной задачи оптимального управления, используется
циальной игре с фиксированным моментом окончания // Алгоритмы и программы решения линейных
дифференциальных игр. Свердловск: УНЦ АН СССР, 1984. С. 127–158.
13Вахрушев В. А., Тарасьев А. М., Ушаков В. Н. Алгоритм построения пересечения и объединения
множеств на плоскости // Управление с гарантированным результатом, Свердловск: УНЦ АН СССР,
1987. С. 28–36.
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следующая процедура. Сначала на сетке, состоящей из точек, равноотстоя-
щих друг от друга вдоль дуг, аппроксимирующих множество D(ϑ), находится
максимум показателя первого игрока. После чего попятной процедурой, ис-
пользующей алгоритм перебора управлений игроков, находится порожденная
этими управлениями допустимая траектория, соединяющая найденную точку
максимума с начальной точкой. На каждом шаге попятной процедуры управ-
ления подбираются так, чтобы строящаяся траектория не покидала трубки
достижимости, соответствующей найденному максимуму показателя первого
игрока.
Глава 2 состоит из 6 разделов. Раздел 2.1 содержит математическую
постановку задачи и ее формализацию. Раздел 2.2 содержит определение
структуры решений и включает два подраздела. Подраздел 2.2.1 содержит
формулировку вспомогательной антагонистической игры Γ2. Подраздел 2.2.2
содержит формулировку вспомогательной задачи нестандартного оптималь-
ного управления.
Раздел 2.3 содержит общее описание алгоритма, содержит четыре под-
раздела. Подраздел 2.3.1 содержит принципиальную схему алгоритма. Подраз-
дел 2.3.2 содержит описание алгоритма построения оптимальной траектории.
Подраздел 2.3.3 содержит обсуждение геометрических конструкций, использу-
емых при работе алгоритма. Подраздел 2.3.4 содержит основные определения
и обозначения, связанные с описанием плоских многоугольников в алгоритме.
Раздел 2.4 содержит описание процедуры построения моста для игры
сближения-уклонения с лебеговым множеством показателя качества управле-
ния второго игрока, состоит из 3 подразделов. Подраздел 2.4.1 содержит по-
становку задачи. Подраздел 2.4.2 содержит описание алгоритма. Подраздел
2.4.3 содержит краткое описание реализации.
Раздел 2.5 содержит описание алгоритма построения алгебраической
суммы многоугольника общего вида и выпуклого, состоит из 7 подразделов.
Подраздел 2.5.1 содержит описание теории “кинетического подхода”, служа-
щей теоретическим основанием предлагаемому алгоритму. Подраздел 2.5.2
содержит сравнительный анализ предлагаемого алгоритма с известными ал-
горитмами. Подраздел 2.5.3 содержит общее описание алгоритма построения
алгебраической суммы многоугольников, а последующие четыре раздела де-
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тализируют этапы этого алгоритма. Подраздел 2.5.4 содержит описание этапа
“обведение”. Подраздел 2.5.5 содержит описание этапа выделения контуров,
содержащих границу результирующего многоугольника. Подраздел 2.5.6 со-
держит описание этапа выделения границы результирующего многоугольни-
ка. Подраздел 2.5.7 содержит описание операции объединения многосвязных
многоугольников.
Раздел 2.6 содержит краткое описание программной реализации. По-
скольку вспомогательных алгоритмов, являющихся частями алгоритма по-
строения решений Штакельбрга довольно много, причем отдельные проце-
дуры алгоритмов12,13 разрабатывались различными коллективами авторов, в
разное время и для разных платформ, то объединение их в рамках одной
программы оказалось чрезвычайно трудоемкой задачей. Среднестатистиче-
ские затраты только на программирование и отладку одной логики алгорит-
мов (без учета интерфейсных модулей) составляет не менее 1.7 человеко-лет.
Кроме того, алгоритм предъявляет высокие требования к объему оператив-
ной памяти и быстродействию вычислительной системы, поэтому его практи-
ческая проверка, в определенной степени сдерживалась скоростью развития
средств программирования и вычислительной техники.
Параметров, оказывающих влияние на работу алгоритма, довольно мно-
го, что затрудняет оценку его погрешности, особенно, если иметь в виду вы-
числительную погрешность. Можно выделить две группы таких параметров:
1) параметры точности представления геометрических объектов (точка, от-
резок, ломаная) и 2) технологические параметры, определяющиеся характе-
ристиками вычислительного комплекса (память, быстродействие, операцион-
ная система). Это представляет определенную трудность при управлении про-
граммным комплексом, реализующим алгоритм.
В третьей главе приводятся результаты численного решения одной
нелинейной дифференциально иерархической игры двух лиц, решение кото-
рой получено с помощью слегка модифицированной программной реализации
алгоритма, разработанного для класса иерархических дифференциальных игр
с цилиндрическими показателями, описанного в главе 2. Производится срав-
нение полученных результатов с известным аналитическим решением10.
Рассматривается задача управления плоским движением материальной
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точки массы m, находящейся под действием двух сил F1 и F2. При этом си-
ла F1 поворачивается на угол ϕ. В формировании сил участвуют два игрока.
Первый игрок осуществляет выбор силы F1, а второй игрок — силы F2, а так-
же угла поворота ϕ силы первого игрока. Указанная задача рассматривалась
в статье10 как иерархическая дифференциальная игра; там же получено ее
аналитическое решение.
В данной задаче множество D(ϑ), в зависимости от исходных значений
задачи может иметь два типа: первый тип изображен на рис. 1, второй —
на рис. 2. Вид аналитическое решение обозначено литерой (а), численного
решения — (б). Вычисления производились с 64-битной точностью и следу-
ющими значениями параметров: 500 шагов по времени, 512 вершин сечения
моста, 64 вершины точечного множества достижимости, минимальная длина
ребра 10−4, минимальное значение синуса угла при вершине и максималь-
ное отклонение дуги от радиуса последнего сечения моста - 10−5. Средняя
относительная погрешность составила 0.0065 в первом варианте и 0.056 во
втором.
При сравнении аналитических и численных результатов выяснилось, что
в аналитических формулах, описывающих границу множества достижимости
D(ϑ) в статье10 , имеется неточность. В диссертации приводится уточненное
аналитическое описание границы множества D(ϑ).
Таким образом, можно считать, что предлагаемый алгоритм построе-
ния множества D(t) дает приемлемые результаты и может применяться для
других задач данного класса, которые, в подавляющем большинстве не имеют
аналитического решения.
Глава 3 состоит из четырех разделов. Раздел 3.1 содержит формули-
ровку задачи. Раздел 3.2 содержит общее описание аналитического решения.
Раздел 3.3 содержит общее описание алгоритма решения. Раздел 3.4 содержит
результаты численного эксперимента.
Автор работы глубоко признателен и выражает искреннюю благодар-
ность Клейменову Анатолию Федоровичу за постоянное внимание, помощь и
всестороннюю поддержку.
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ОСНОВНЫЕ РЕЗУЛЬТАТЫ
Таким образом в диссертации были получены нижеперечисленные ре-
зультаты:
1. Получены аналитические решения для двух вариантов одной иерархиче-
ской динамической игры Штакельберга, динамика которой описывается
уравнением простых движений, а показатели игроков содержат инте-
гральные члены /1, 2/.
2. Разработан алгоритм, позволяющий строить численные решения для
класса линейных динамических игр Штакельберга в плоскости с цилин-
дрическими показателями качества. Алгоритм включает в себя эффек-
тивный авторский алгоритм построения алгебраической суммы плоских
многоугольников /3, 4, 5, 6/.
3. На основе вышеупомянутого алгоритма реализован комплекс программ
/7, 8, 9/.
4. Произведен расчет модельного примера, имеющего известное аналити-
ческое решение. Анализ достоверности полученных результатов дока-
зывает работоспособность предлагаемого алгоритма, функциональность
предлагаемого комплекса программ/10/.
Таким образом, можно считать, что поставленные в диссертационной
работе цели достигнуты полностью. Основное содержание диссерта-
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