Public sequence databases contain information on the sequence, structure and function of proteins. Genome sequencing projects have led to a rapid increase in protein sequence information, but reliable, experimentally verified, information on protein function lags a long way behind. To address this deficit, functional annotation in protein databases is often inferred by sequence similarity to homologous, annotated proteins, with the attendant possibility of error. Now, the functional annotation in these homologous proteins may itself have been acquired through sequence similarity to yet other proteins, and it is generally not possible to determine how the functional annotation of any given protein has been acquired. Thus the possibility of chains of misannotation arises, a process we term 'error percolation'. With some simple assumptions, we develop a dynamical probabilistic model for these misannotation chains. By exploring the consequences of the model for annotation quality it is evident that this iterative approach leads to a systematic deterioration of database quality.
INTRODUCTION
The computational analysis of genome sequences involves the identification of gene structure, the translation of DNA into protein sequences and finally the annotation of genes and proteins . Annotation can be defined as the step during which functional assignment is performed for genes or proteins, usually based on their similarity to previously characterized sequences in public databases .
All the above steps involve the use of computer systems, * To whom correspondence should be addressed. † Both these authors contributed equally to this work. such as various algorithms and databases, with different capabilities-as well as manual operations from a variety of users with different degrees of expertise. This complex, ambiguous process of computational analysis of biological information is unavoidably error-prone (Bork and Koonin, 1998) .
In particular, the process of similarity-based sequence annotation has been systematically studied to some extent (des Jardins et al., 1997; Shah and Hunter, 1997) and certain sources of error have been identified (Bork and Koonin, 1998) : these range from simple typographical mistakes (Kyrpides and Ouzounis, 1998) or mere omissions (Kyrpides et al., 2000) to the delineation of complex multi-domain protein architectures (Smith and Zhang, 1997) or the annotation of less well characterized protein families (Iyer et al., 2001 ). On a genome-wide scale the amount of errors of this type may actually proliferate (Devos and Valencia, 2001) . Therefore, reliable similarity-based sequence annotation is crucial during the analysis of multiple genomes, which involves the automatic database-driven annotation of hundreds of thousands of genes .
Here, we study for the first time how errors in sequence annotation propagate in public databases. In many cases the results of erroneous analyzes are included in sequence databases, which at the same time form the primary source of information. This iterative process might lead to the propagation of these errors in function assignment for an unknown number of gene or protein sequences (Karp, 1998) .
In principle, these erroneous assignments might potentially corrupt the full information content of the database (Karp, 1998) : we thus define this peculiar operation in bioinformatics as 'error percolation', an analogy to a fluid substance flowing through a porous medium. In the context of genome analysis, erroneous assignments have been described as 'false positive' descriptions with respect to biological function (Kyrpides and Ouzounis, 1999) . There is only a rather limited literature on this subject, representing either case studies with cautionary statements (Pallen et al., 1999) or more systematic studies that address the problem of function assignment by sequence similarity (Brenner, 1999; Wilson et al., 2000; Devos and Valencia, 2001; Hegyi and Gerstein, 2001) .
We approach this issue by developing a probabilistic model that captures the principal properties of the error percolation process in protein sequence databases and attempts to identify the key factors that affect database quality.
A MODEL OF ERROR PERCOLATION Functional classes of protein sequences
Suppose there exist n non-overlapping functional classes of protein in nature. In principal, these functional classes might represent any classification scheme. Let i denote the set of all protein sequences in nature belonging to class i, for i = 1, . . . , n. Let π i denote the probability that a sequence, randomly drawn from nature, belongs to i . Thus π i represents the relative size of class i.
Matching sequences
For two sequences c and d, let c ∼ d denote the event that sequence c matches sequence d, according to some standard sequence comparison algorithm, such as BLAST (Altschul et al., 1990) . We assume that c ∼ d implies that d ∼ c, i.e. the results of a sequence comparison are symmetrical. Let c ∼ d denote the event that c does not match d. For a given sequence c ∈ i , let µ i j denote the probability that d ∼ c, where d is a sequence drawn at random from j . That is, µ i j is the conditional match probability
We assume that µ i j is constant over all c ∈ i , so that µ i j = µ ji . We consider also a related probability. For a given sequence c ∈ i , let q i j denote the probability that d ∈ j , where d is a sequence drawn at random from all those sequences in nature that match c. That is, q i j is the conditional class probability
Then by Bayes' theorem, random from nature. That is, η i is the no-match probability
Then
Annotated database of known sequences Consider a database of all protein sequences known at time t. Let A t denote the subset of this database comprising all sequences which have been annotated. We define annotation as the assignment of a sequence to a functional class. Let N t denote the size of A t . For now, we assume that one new sequence, drawn at random from nature, is annotated and then added to A t per unit time. That is, we assume N t = t, i.e. we use database size as a time coordinate. We also assume that annotations are not updated, having been entered into A t . We relax these assumptions in the sections Reannotation and Model exploration and consequences. Thus, at time t, A t will contain t annotated protein sequences. Let c t+1 denote a sequence, drawn randomly from nature, to be added to A t at time t + 1. Write c t+1 k to denote the annotation that c t+1 is attributed to k . We now describe a mechanism by which this attribution is made. This mechanism is not intended to describe precisely how annotations are acquired in the real world. Rather, through its random element, we loosely represent the variety of ways in which annotations might be determined in practice.
Up to time t e , we assume that all sequences have been annotated on the basis of biochemical experiment data. We will refer to such annotations as experimental. For all times t ≥ t e , we assume that c t+1 is annotated by matching, as follows. First, a subset M t (c t+1 ) ⊆ A t is compiled, where, for any given sequence c, 
Probabilities of misannotation
Annotations may be inaccurate, i.e. we may have c t+1 k when in fact c t+1 ∈ i , where i = k. We are particularly concerned with the potential for inaccurate annotations to percolate through the database, via the copying mechanism described above and illustrated in Figure 1 .
Let p (t) ik denote the probability that c t+1 k , given that c t+1 ∈ i . That is, p (t) ik is the annotation probability
ik denote the average of such probabilities up to time t:p
To calculate p
, we must consider the ways in which the annotation c t+1 k can arise. For each j = 1, . . . , n, this annotation may arise because it happens that the selected sequence, d * , belongs to j but has been attributed to class k . Note that the model does not discriminate between different causes of misannotation, i.e. µ i j encompasses all possible errors. Assuming, for all s ≤ t, that A s is approximately an unbiased random sample from nature, it can be easily shown that, for t > t e ,
The above assumption on the unbiasedness of A s is not exact, as a consequence of our requirement that
again assuming unbiasedness of A s . A more exact theory avoiding this assumption would entail considerable additional complexity. However, the assumption may be adequate for our limited purposes, provided that the probability (8) is not large. Indeed, Equation (8) suggests that, for large t, this probability will be small. It is convenient to rewrite Equation (7) in matrix form. Let P(t) denote the n × n matrix whose (i, k)th element is p (t) ik . Similarly, letP(t) and Q n denote the n × n matrices formed fromp (t) ik and q ik . Let I n denote the n × n identity matrix. Then (7) becomes
From definition (6), we havē
from which, using (9), we obtain
It is evident that the rate of change in mean annotation probabilities is inversely proportional to database size.
Continuous-time approximation
Equation (10) is set in discrete time. Its continuous-time approximation is
and the continuous-time version of (9) is
where t ≥ t e . The general solution to differential Equation (11) can be written, for t ≥ t e ,
where R(t) = N t /N t e = t/t e , the relative size of the database at time t; λ i and v i are the ith eigenvalue and right normalized eigenvector of matrix Q n ; and
Note that λ 1 = 1 and v 1 = 1 n / √ n, where 1 n is the vector of length n having all elements equal to 1. Thus the first term of the summations in (13) and (14) is 1 n 1 T n /n, which does not depend on time, t.
Equation (13) shows that information on different aspects of classification (represented by different eigenvectors) will be lost at different rates. For example, it may be that the ability to correctly assign sequences from a particular set of classes will be lost more rapidly than for other classes. Overall, we see that information loss is characterized by up to (n − 1) distinct rates of decay, 1 − λ i , the actual number of distinct rates depending on the structure of Q n . Below we consider two possible forms for Q n .
As Q n is a stochastic matrix, we have that |λ i | ≤ 1 for all i. If the strict inequality λ i < 1 were to hold for each i > 1, Equation (13) would imply that
as t −→ ∞. Each row of (15) is identical, demonstrating that, eventually, the database would contain no information whatsoever on correct protein classification. Alternatively, if λ i = 1 for some i > 1, then some aspect of classification would not degenerate with time. For example, if the classes { i } were partitioned into sets, and if the sequence-matching tool never matched two sequences from different class sets, then the ability to classify correctly into sets would remain at its level inP(t e ).
REANNOTATION
To this point, we have assumed that annotated sequences are not reannotated in the light of subsequent data.
Here we consider a scheme for reannotation, based on matching against recent experimental annotations or general corrections. Suppose that all new sequences, c, arriving during a given time interval (t r , t s ], have experimental annotations, and are not subject to the usual annotation by matching. Let P e denote the matrix of experimental annotation probabilities. Thus P(t) = P e for t ∈ (t r , t s ]. Furthermore, suppose the annotation of each such sequence c is copied to all matching sequences already in the database, thereby reannotating them. Stating this more formally, at
where k is such that c t+1 k . To simplify the analysis, we assume that π i = 1/n and η i = η for each i. Then it can be shown that, provided (s − r )/s is small, approximately,
where M n is the n × n matrix whose elements are µ i j . A continuous-time approximation derived from (16) is
which can be solved to give, for t ∈ (t r , t s ],
using (3). The formula suggests rapid (exponential) convergence towards Q n P e . However, the element of approximation in (17) renders it inapplicable for large t. Nevertheless, it is useful for assessing the impact of occasional bursts of reannotation activity, which is the most that is likely to be achieved during the current phase of database expansion.
It is possible to continue the simulation for the postreannotation period, t > t s , simply by using Equation (13) again, but with t e replaced by t s .
A SIMPLE MODEL OF MATCH PROBABILITIES
In the section Matching sequences we assumed homogeneity within each functional class (the match probability µ i j is the same for all pairs of proteins from ( i , j )). Here we also assume symmetry between protein classes, so that π i = 1/n for each class i, and
where δ and are parameters to be determined. δ represents the match probability between two proteins belonging to same functional class whereas is the match probability between two proteins originating from different classes. These assumptions impose the following structures on the matrix of conditional match probabilities Q n and the no-match probabilities η i :
where d n = + (δ − )/n. With the above form for Q n , it can be shown that eigenvalues
Therefore V n = I n , and Equations (12) and (13) become The decay in the proportion of correctly classified proteins in the database,P ii (t), with increasing database size, R(t), according to (22) . Each curve represents the decay for a particular value of α, assuming n = 1000 classes with experimental misclassification rate ρ = 0.
for t ≥ t e and where α = /d n is the exponent of error percolation. NowP(t e ) = P e , where P e is the matrix of experimental annotation probabilities (see Reannotation). If we assume that P e has a form similar to that of Q n , i.e. the rate of experimental error between two functional classes is a constant, then
where the probability of experimental error ρ is a parameter to be determined. Finally, Equations (21) and (22) become
Reannotation The above results can be integrated in Equation (17) to give annotation probabilities during a reannotation period (t r , t s ].
ESTIMATION OF ANNOTATION PARAMETERS
In order to estimate annotation parameters we analyze a database of protein families, which contains complete genome sequences and SWISS-PROT, as well as computed pairwise similarity relationships. (1 We consider the Tribes families F i to be the functional classes i . We assume that BLAST is our sequence matching tool. For two proteins p 1 and p 2 and given an E-value cutoff (< 10 −5 ), it can be established, using SIM, whether p 1 matches p 2 ( p 1 ∼ p 2 ) or not ( p 1 p 2 ). Note this relationship is not necessarily symmetrical ( p 1 ∼ p 2 ⇒ p 2 ∼ p 1 ) and contains self-comparisons as well as multiple entries for a given pair of proteins.
The match probabilities and the derivative quantities are measured by simple counting procedures. We exclude self-matches and consider at most one match per protein pair but we do not symmetrify the relationship.
Estimations using one family only
We denote the protein database size with N and the number of protein families with n. For a given family F i , we define: 
(iv) TM i the actual true match count in SIM ;
(v) FM i the actual false match count.
Then straightforward calculations lead to the parameter estimations for family F i :
• The probability δ i that two proteins, belonging to F i , match each other is estimated by:
• The probability i that two proteins, one belonging to F i and one not belonging to F i , match each other is estimated by :
assuming (simple model ) that families F j =i are all equivalent.
• The probability η i that a protein from F i does not match another protein (selected at random) is estimated by:
where N i (N − 1) is the number of possible matches for a protein belonging to F i and 1 2 scales the number of false matches (overall false matches are counted twice). The equation can also be recovered noticing:
• Using Equations (29) and (30), the resulting family exponent of error percolation α i is:
i.e. as the ratio between the probability of false match and the probability of match. (We consider this approach rather than the alternative formula:
/n, because the latter is sensitive to the assumption that all families have the same size.)
Estimations using more than one family
The previous calculations can easily be generalized in order to use the information in a subset of families {F i } i∈I or in the complete database (I = [1 . . . n]). We only have to sum counts over the set of family indexes I, in analogy to Equations (28) to (31):
. (35) As for Equation (30), Equation (34) can be obtained noticing:
MODEL EXPLORATION AND CONSEQUENCES
In the present work, we have analyzed for the first time the effect of the iterative strategy for computational protein sequence annotation. We have developed a probabilistic framework to address this issue and, using a continuous-time approximation, have computed an analytical solution (13) expressed in terms of eigenvalues and eigenvectors of the class probability matrix, Q. Here, we define database quality as the proportion of sequences correctly assigned to their true functional class, corresponding to the diagonal terms of matrixP. Also, we define annotation quality as the probability of correctly assigning a sequence to its true functional class, corresponding to the diagonal terms of matrix P. Two important results arise from these calculations: (i) In general, the quality of the database decays as a power law of the (relative) database size. This is natural, given that the quality of annotation of an incoming protein is less than the quality of the database (Equation (6), assumingp
j j , Equation (7)).
(ii) In particular, there could be a component (corresponding to eigenvalues equal to 1, see Equation (13)) of the classification that will remain unaffected by error percolation.
An important conclusion is that we cannot usually expect to gain information by increasing the database size with sequences annotated by homology. On the contrary, the model suggests that ultimately complete loss of information will take place (Equation (15)). What this work implies is that homology-based annotations should be performed using the experimental annotation only. This has not been common practice in the field, even though preference for curated databases over sequence archives has been given. For example GeneQuiz embodies such rules (Andrade et al., 1999) . To achieve this in practice, keeping track of the origin of each annotation would be sufficient (Karp, 1998) . We have specified the properties of the matching tools, describing them by just two probabilities: a true match probability δ and a false match probability (Equation (18)). Under this simple model, the rate of loss of valid classification information is controlled by the exponent of error percolation α = /d n (Equation (22)). Using Equation (20), we can rewrite: α = /(1 − η). In a very logical way, α is the ratio between the false match probability and the overall match probability 1−η for any given pair of proteins, representing a measure of the discriminating power of the matching tool. Figure 2 shows how the proportion of correctly classified proteins decays over time. We see that the decay is initially very rapid, but appears to slow down as the database size increases. An alternative view of these data is presented in Figure 3 , which might be used to determine how large a database can become before database quality deteriorates below a minimum acceptable level. For each of several settings for the minimum allowable proportion of correctly classified proteins,P ii (t), Figure 3 plots a curve relating the maximum database size, R(t), to the decay exponent α.
We observe a substantial impact of the exponent of percolation α on database quality and achievable size, shown in Figures 2 and 3 respectively. To gain some idea of a value for α that might be applicable in practice, we perform an estimation of the parameters for the simple model using the complete Tribes protein family database (see Estimations using more than one family). The results of the estimations, as a function of the BLAST Evalue cutoff used to establish the matching relationships from SIM, are presented in Figure 4a -d. The optimal value for the exponent α is α opt = 6.2 10 −3 , corresponding to an E-value cutoff of E = 10 −60 and a true match probability of δ 5%. Such a small value of δ would penalize small families of proteins, as it would lead to underpredictions, i.e. leaving uncharacterized many proteins that have annotated homologues in the database. In practice, there is a tradeoff between the quality of the annotation (no overpredictions) and the number of annotated, characterized proteins (no underpredictions). For the smaller E-value cutoffs in Figure 4a -d, the false match probability settles around 1.5 10 −7 and the overall match probability 1 − η is of the order of 10 −4 . Injecting this latter value into Equation (8) along with a database size t = 50 000 which corresponds to the database sizes in 1995 (Figure 5 ), we get an upper estimate for the probability that an incoming protein would not have any match in the database after 1995, prob( M t = φ) 0.7%. This justifies a posteriori the assumption of unbiasedness of A s made in Probabilities of misannotation.
To estimate the maximum acceptable database size at a given quality level, we choose the E-value cutoff E = 10 −20 as a realistic value used in practice. The corresponding parameter estimates are δ = 13%, = 3.2 10 −6 , and α = 0.03 (Figure 4 ). These estimates are consistent with an 'effective' number of classes, n = 1256 (Equation (20)). We do not use the actual n from Tribes, as it contains a high proportion of singleton classes, themselves defined by lack of BLAST matches. For the two values of α mentioned above (α opt and α), if we set the minimum acceptable level of database quality to 0.95 i.e. 5% of annotation error, we get a maximum relative database size of 5000 for α opt and 5 for α; yet, if we set this minimum acceptable level to 0.99 these numbers dramatically decrease to 5 and 1.4 respectively. Following Figure 5 , relative size can be converted to absolute time: 5000-fold corresponds to 25 years, 5-fold to 5 years and 1.4-fold to 1 year. In plain terms, given the current database growth and imposing these levels of desirable quality, these estimates suggest that the iterative homology based annotation strategy may not be sustainable for more than a few years.
For the parameter values corresponding to E-value cutoff E = 10 −20 , the system dynamics are shown in Figure 6 . Note the use of the logarithmic horizontal scale in Figure 6 . Currently, protein sequence databases are growing at an almost exponential rate ( Figure 5 ) therefore the logarithmic scale in R(t) might be taken to represent a linear scale in calendar time, as indicated on the figure. In this process the doubling time τ of the protein database size is transformed to a half-life τ/α with respect to database quality. For τ = 1.98 year ( Figure 5 ) and α = α (resp. α = α opt ), we get τ/α 66 year (resp. τ/α 320 year). Simply put, it would take decades to centuries before half of the correct annotations will be corrupted by error percolation. These values are large compared to the span of calendar time in Figure 6 and consequently the exponential decrease appears as a straight line. Thus, we see an almost linear decline in database quality over calendar time whose slope can be estimated by ln (2) year whereas the realistic exponent α leads to a decrease by 1% per year. Figure 6 also shows the relationship between the quality of existing annotations,P(t), and the quality of new annotations, P(t). Up to time t e , the two curves are identical. Once annotation by matching has commenced at time t e , P ii (t) immediately drops, and thereafter remains at a constant distance belowP ii (t), as required by Equations (24) and (25) . Also shown on Figure 6 is the effect of a sustained period of reannotation, between times t r and t s , according to the protocol described in Reannotation. We see a rapid improvement in this interval, during whichP ii (t) increases by 0.03 and R(t) increases from 12 to 14, but thereafter a decline parallel to the original track of descent. When R(t) = 37 that is roughly 3 years after the end of the reannotation period ( Figure 5 ),P ii (t) returns to the level it was at just prior to reannotation. In short, by incorporating twice as many experimental annotations as was originally available at time t e , we get a long-lasting improvement of the database quality of 3%. However, the experimental effort involved in such a burst of reannotation would probably be prohibitive. These results underline our views stated above that experimentally derived annotations should be kept separately.
The iterative process of homology based annotation and incorporation of newly annotated sequences in the original database can have dramatic effects on the overall information content of these repositories because of the percolation of annotation errors. Even though percolation of errors can be maintained within reasonable bounds by the use of very strict criteria of matching, the iterative process will always lead to a deterioration of the database quality.
FUTURE DIRECTIONS
We are currently investigating extensions to the simple model of error percolation analyzed in the present work. Preliminary calculations for a model with two types of functional classes differing in size show that the qualitative results remain the same but the fundamental role of the relative size of the family in the database becomes prominent. A similar approach is developed to test the effect of the assumption that matching parameters are homogeneous across functional classes.
In the context of homology based annotation transfer, it is crucial to assess the level of description that is acceptable in order to copy information (Devos and Valencia, 2001) . We are addressing this issue by developing a model that uses a hierarchical classification of functional classes. Besides the specificity issue, the problem of multidomain/multi-functional proteins can also be tackled by allowing proteins to belong to more than one functional class in the model. Finally, the probabilistic framework developed here will be employed to building scoring mechanisms to quantitatively evaluate homology-based annotation.
