This paper presents the unscented transform (UT) applied to uncertainty modeling of manufacturing tolerances at the design stage of microwave passive devices. The process combines the UT with electromagnetic simulations and assumes that the numerical sources of error are negligible in comparison to the imperfections due to the manufacturing process. The technique was validated with the simulation, construction, and test of several sets of identical microstrip filters with very good results. Although the combination of UT and electromagnetic simulators was presented for microstrip filters, it can also be used for different types of microwave devices.
Introduction
Electromagnetic simulation has become an integral part in the analysis and validation of microwave devices. However, the manufacturing process can introduce errors that might degrade the actual performance. Such effects can increase the number of required prototypes and also the final production cost.
One solution to avoid these problems is to model the uncertainties in the assembly process. The most popular method for such uncertainties is the use of random variables in the simulation process with the Monte Carlo technique [1] . The main drawback of this approach is that it requires several thousands of simulations to get the statistics of the final result. Therefore, it is useful to use alternate uncertainty modeling techniques which can reduce the problem substantially. One of these approaches is the unscented transform (UT). The UT is based on the approximation of a continuous probability density function by a discrete one. Since the distribution is discrete, only a finite number of simulations will be required to capture the statistics of the problem. The use of UT allows efficient use of electromagnetic simulation in the characterization of mapped random variables. It is important to notice that the simulator response is not an exact result but an approximation of the actual answer. The use of different simulators with diverse numerical methods means that the same filter may yield slightly different responses depending on the simulator used.
Theory

Modeling Error.
The manufacturing process of a filter usually introduces errors in the dimensions. If there is only one source of error, then this may be modeled by a single random variable with fixed mean and a certain probability distribution. If the actual distribution of the process was entirely characterized, then the unscented transform could also be used with greater accuracy. If more variables are also subjected to the manufacturing process, then more random variables with suitable distributions are required resulting in a greater number of simulations. In this work, the variables were considered independent and limited to two by a filter as basic simplification.
Since an electromagnetic simulator is being used, in addition to the manufacturing error there is also the numerical error. This source of uncertainty is usually difficult to quantify or geometry dependent. For this reason its source of error was not modeled in this work.
Modeling a Continuous Distribution by a Discrete One.
The characterization of uncertainty in a certain function G(x) is equivalent to the problem of calculating the statistical moments of a random variable u submitted to the mapping G ( u) . If the function G(x) can be represented by its Taylor expansion, then a truncated polynomial representation can be written by
Since the polynomial is truncated, it implies that the expected value of the mapping is
where p(u) is the continuous probability density function and u is the continuous random variable. Therefore, the calculation of the expected value using a continuous distribution results is
If the distribution is discrete, the expected value will be
where p n are the weights (probabilities) of the discrete distribution and u n are the sigma points (discrete points of the distribution). Since the mapping has the same results for the discrete and continuous ones, then
Equation (5) shows that the moments of the mapped variable can be calculated either using a continuous or discrete distribution. The result will be the same provided that the moments of the continuous and discrete distributions are equal. Naturally, the discrete distribution is more useful for simulation purposes since it needs calculation only at a finite number of points. [2] developed the UT in 1997, and it has been used in various areas of electrical engineering [3, 4] . The UT is completely defined once the discrete distribution mimics the continuous one. For that, it is necessary to calculate the appropriate weights p n and u n sigma points. Since (5) has to hold for all moments, the calculation of the weights and sigma points is the solution of a system
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If u is a random variable with mean U, standard deviation σ, skewness γ 1 , and excess kurtosis γ 2 , the sigma points are
2.4. Applying the UT to the Uniform Distribution. The sigma points and weights are simple once the probability density function of the source of uncertainty is known. In this work, the uniform distribution was used as the probability function. The sigma points and weights for the case of the uniform distribution in the interval [−1, 1] are presented in Table 1 . Table 2 shows how to combine the information of Table 1 in an electromagnetic simulation. In this example, one may consider a particular device with a single transmission line with an average width of 2.25 mm and an error of 0.1 mm (uniform distribution). The first order UT approximation (n = 1 in Table 1 ) requires three simulations to characterize the statistics of the problem, as shown in Table 2 .
Each sigma point of Table 2 will yield one result. This can be any number of output parameters: insertion loss, return loss, bandwidth, center frequency, and so on. The statistical parameters of the response G( u) will be calculated using
Although (8) shows the calculation of the first noncentral moment of response, the UT may yield a number of statistical parameters. In this work the main ones are expected value, standard deviation, and cumulative distribution function (which allows the characterization of the confidence interval).
The UT also provides information on which variables are more relevant for variations in the response and how many random variables are needed for the model. One simple form to determine the most relevant variables is to determine the proportion of variation. If x and y are two variables, one may use the proportion 
Equation (9) is an approximation of the relative importance between the variables. Once the solutions to the set of sigma points are calculated, the results can be combined according to the weighted average calculation of the UT theory [2] .
Comparison between Different Simulators
The UT was used to model manufacturing errors at the simulator stage instead of at the prototype stage. The main assumption is that the simulator response is a very good approximation of one ideal device (without assembly errors). Unfortunately the value of the numerical uncertainty may be somewhat dependent on the problem. This assumption was verified in a microstrip second-order bandpass filter [5] , designed with a center frequency of 1.8 GHz and 150 MHz bandwidth. The filter was implemented in microstrip technology in substrate of relative permittivity ε r = 10 and thickness h = 1.57 mm.
These filters had six prototypes assembled using the same process based on a single design. The original designs were simulated in different simulation packages: CST, SONNETLite, and a standard FDTD simulator.
These reference simulations were then compared to the measurements of the prototypes. The purpose of the comparison was to determine which simulator had the best response in comparison to the measurements. Naturally, all programs had their strong and weak points, so a score (1-3) was devised to rank the response of each simulator (see Table 3 ).
The simulations were compared to the average result of the measurements of the filter. As Figure 1 shows, there is a difference between measured and simulated center frequencies. Figure 1 also allows the calculation of the filter bandwidth. As expected, the CST simulator shows a better approximation to center frequency and bandwidth rather than the other techniques.
Results
The statistical characterization consisted in obtaining the expected value, standard deviation, and cumulative probability function (CDF). The calculation of the CDF used the techniques developed in [6] . The manufacturing technique used in this work is detailed in [5] .
Sources of Uncertainty.
The two clearest sources of uncertainty are the width of the gaps and the separation between the lines, as shown in Figure 1 . These sources of uncertainty were characterized with two independent random variables with uniform distribution in the interval [−0.1 mm, 0.1 mm]. Figure 2 shows the comparison between the measured and simulated responses of the filter using the respective sigma points. Figure 3 shows the measured and calculated standard deviation. The standard deviation indicates the dispersion of the variable over the average. The smaller the standard deviation means less variation over the average.
Measurements and Simulations.
Cumulative Probability Function of Selected Parameters
4.3.1. Center Frequency. The CDF of the center frequency of filter is presented in Figure 4 . This figure shows an estimate of the 95% confidence intervals for measurements. All the measurements are included in the interval to simulation, as well as its average.
However, the values of measured central frequency are a clear indication that there are still sources of errors that were not modeled.
4.3.2.
Bandwidth. The CDF of the bandwidth is presented in Figure 5 . The curve shows that all measurement points are inside the range defined by the simulation 95% confidence interval. As well as for central frequency, some of the errors were not entirely modeled either because of the intrinsic error introduced by the simulator or perhaps because the simulator did not perform well regarding this parameter. It is unlikely that this error comes from the measurement.
Conclusions
This paper presented a simple and accurate technique for characterization of uncertainties by UT with electromagnetic simulators. This characterization allows the inclusion of the uncertainties introduced in the manufacturing process into the electromagnetic simulation. After several tests, the numerical tool that had the best performance was chosen to model the effect of uncertainties (in these cases the CST software package).
An important conclusion is that all simulators introduce some kind of intrinsic error that may, under certain circumstances, emerge as a dominant mechanism of the overall error. This means that even if the other sources of uncertainty are adequately modeled, there may be cases where the numerical error masks the effect of manufacturing uncertainties in the final results. Unfortunately, this error still cannot be adequately modeled using the UT.
The validation of this method was performed including the effects of uncertainty in the simulation and comparing the effects with real measurements of the filters. The results indicate that the combination of UT and EM simulator can characterize accurately the effects of uncertainty.
