This article develops tests of covariance restrictions after estimating by three-stage least squares a dynamic random effects model from panel data. The asymptotic distribution of covariance matrix estimates under non-normality is obtained. It is shown how minimum chi-square tests for interesting covariance restrictions can be calculated from a generalised linear regression involving the sample autocovariances and dummy variables. Asymptotic efficiency exploiting covariance restrictions can also be attained using a GLS estimator.
INTRODUCTION AND PRELIMINARIES
A popular method of estimation for linear models from short panels including lags of the dependent variable and individual effects is three-stage least squares (3SLS) applied to the system of T equations corresponding to each time period available in the sample. A desirable feature of this technique is that the resulting estimates are robust to residual autocorrelation of arbitrary form, since the T x T autocovariance matrix of the errors is left unrestricted. However, in a model with lagged dependent variables and sufficient strictly exogenous variables, if the autocovariances satisfy some set of restrictions, more efficient estimates of the regression parameters can be obtained. This is so because of lack of orthogonality between slope and covariance parameters in the autoregressive model. In addition, in a typical situation the number of constraints under consideration will be large. For example, an error components structure with a first-order moving average scheme is characterised by 3 parameters which, for T = 10, imposes 52 restrictions on the autocovariance matrix. On the other hand, it can be argued that often the economic model suggests restrictions in the autocorrelation properties of the errors (e.g. white noise shocks) and that finding the converse could be interpreted as an indication of misspecification. Therefore, it is of interest to be able to perform tests of covariance restrictions after estimation by 3SLS or asymptotically equivalent techniques, and also to obtain more efficient estimates of the parameters if a set of restrictions is accepted.
The model we consider is yit= yt+ayi(t -,8zit+uit The coefficient yt represents a time effect and a and a are both scalar for simplicity of presentation. The basic discussion on this model is due to Chamberlain (1984) , where the following facts are shown.' The model can be written as a multivariate regression of T equations subject to restrictions and, provided plim N-' ziz is nonsingular and T_ 3, a, 3, , and A are identified. In the absence of covariance restrictions an efficient minimum distance estimator is readily available. In addition, Chamberlain shows that an asymptotically equivalent estimator of a and 8 can be obtained by 3SLS in the system of (T-2) equations (1) in first-difference form. This alternative is more convenient because in this form the cross-equation restrictions are linear and ,u and A need not be explicitly estimated. If A = 0, rqi and zit are uncorrelated in which case 3SLS in the system of the (T-1) equations (1) in levels is efficient. Since A is a vector of regression coefficients, conventional tests of A = 0 can easily be implemented.
Bhargava and Sargan (1983) have developed maximum likelihood estimators for a similar model with normal errors. They propose likelihood ratio (LR) tests of the error components structure. One problem with this approach is that LR tests of covariance restrictions are not robust to non-normality (see MaCurdy (1981) and Arellano (1985) ) and thus are bound to reject too often when the distribution of the errors has long tails. Another problem is that enforcing covariance restrictions by quasi-ML methods does not necessarily represent an efficiency improvement over unrestricted covariance QML when the errors are non-normal (see Arellano (1989a) ). MaCurdy (1982) has proposed to use time-series methods for selecting autoregressive moving-average schemes for vi, in static models. While his approach could be extended to dynamic models, the possibility of obtaining consistent estimates of the covariances in the absence of restrictions suggests basing a formal specification search on a sequence of tests of particular schemes against the unrestricted autocovariance matrix. Section 2 states the limiting distribution of the elements of the estimated covariance matrix under non-normality and presents robust Wald and minimum chi-square (MCS) tests of covariance restrictions. Section 3 discusses how to calculate MCS tests for particular useful cases in the form of a generalised regression involving the sample autocovariances and dummy variables. Section 4 provides a summary and some concluding remarks on how the GLS estimator of Arellano (1989b) can be applied to obtain efficient estimates of a, / and yt imposing covariance restrictions. Proofs are collected in an Appendix.
THE LIMITING DISTRIBUTION OF UNRESTRICTED COVARIANCE MATRIX ESTIMATES
It is convenient to write model ( 
where H(q1) is a nonsingular transformation matrix and H is H(uf) evaluated at some preliminary consistent estimate 4' (cf. Chamberlain (1984) 
However, Wald and MCS tests based on (10) will not be distributed as a x2 under the null unless (9) holds.
THE MCS TEST FOR SOME USEFUL CASES
In some cases of interest, like error-components or first-differences structures with a moving average scheme, the restrictions implied on the elements Cots are linear and the calculation of the Wald test is straightforward.2 However for the majority of useful cases, the MCS statistic can be calculated as the residual sum of squares from an auxiliary generalised linear regression in which the elements cA,s and dummy variables are the observations. This makes the MCS test particularly attractive in this context. Below we give the details for particular cases. 
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where p is the OLS estimate of p in the regression above. Proof Since ei is independently distributed, the Lemma follows from the Liapunov central limit theorem. 11 We first obtain the distribution of structural covariance estimates in a linear simultaneous equations system with unrestricted constant terms and then specialise the result to our model. Let 
