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Abstract
This thesis is devoted to the study of some differential models arising in fluid mechan-
ics or general relativity and involving the mean curvature operators in the N -dimensional
Euclidean or Minkowski spaces, respectively given by
1
N
div
( ∇u√
1± |∇u|2
)
.
In both cases the operators are quasilinear elliptic operators which do not satisfy the property
of uniform ellipticity, the Euclidean mean curvature operator 1N div
(∇u/√1 + |∇u|2) being
degenerate, whereas the Minkowski mean curvature operator 1N div
(∇u/√1− |∇u|2) being
singular.
This work is subdivided into three parts. The first one concerns the study of the periodic
solutions of the one-dimensional prescribed curvature equation in the Euclidean space, which
models capillarity-type phenomena. The equation of interest is the following:
−
(
u′√
1 + u′2
)′
= f(t, u).
According to the structure of the curvature operator and imposing a suitable behaviour at
zero, or at infinity, of the prescribed curvature f , we prove the existence of infinitely many
arbitrarily small classical subharmonic solutions with suitable nodal properties, or bounded
variation subharmonic solutions with arbitrarily large oscillations. The technique for the
search of classical solutions is topological and relies on the use of the rotation number and
on a generalization of the Poincare´-Birkhoff theorem; whereas the approach for the study of
non-classical solutions is based on non-smooth critical point theory, namely on a mountain
pass lemma set in the space of bounded variation functions.
The second part of the thesis is devoted to the study of the homogeneous Dirichlet
problem associated with an anisotropic prescribed mean curvature equation in the Euclidean
space, which provides a model for describing the geometry of the human cornea. The problem
under consideration is the following:
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in Ω,
u = 0 on ∂Ω.
Here a, b are positive parameters and Ω is a bounded domain in RN with Lipschitz boundary.
This chapter is subdivided into three sections, which are focused on the one-dimensional, the
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radial and the general N -dimensional case, respectively. In the one-dimensional and in the
radial case in a ball, we prove an existence and uniqueness result of classical solution, which
also displays some additional qualitative properties. Here the techniques used are topological
in nature. Finally, in the N -dimensional case, we prove the existence, the uniqueness and the
regularity of a strong-type solution of the problem. In order to tackle the possible gradient
blow-up phenomena, the approach is variational and the framework is the space of bounded
variation functions. We first collect some preliminary results about the behaviour of the
action functional associated with the problem; among them, we remark the importance
of an approximation property. We then prove the existence and uniqueness of the global
minimizer of the action functional, which is smooth in the interior but non necessarily on the
boundary, and satisfies the problem in a suitable sense. We finally prove the uniqueness of
solution. Under some strengthened assumptions on the geometry of the domain, the solution
obtained is classical.
The third part of the thesis deals with the Dirichlet problem associated with a prescribed
mean curvature equation in the Minkowski space, which is of interest in general relativity.
The problem is the following:
−div
( ∇u√
1− |∇u|2
)
= f(x, u) in Ω,
u = 0 on ∂Ω.
Here Ω is a bounded regular domain in RN and a model prescribed curvature f is given by
f(x, s) = λa(x)(s+)p + µb(x)(s+)q,
where λ, µ are non-negative parameters, a, b : Ω → R are continuous functions which are
simultaneously positive somewhere and p, q are the exponents satisfying 0 < p ≤ 1 < q.
According to the choice of p and q, the behaviour of the function f is sublinear, linear, super-
linear or sub-superlinear at s = 0. The attention is addressed towards the existence and the
multiplicity of positive solutions of the problem. In parallel to the second part of the thesis,
this chapter is subdivided into three sections, which are focused on the one-dimensional,
the radial and the general N -dimensional case, respectively. In the one-dimensional case, a
time-map approach is employed for treating a simple autonomous situation. In the radial
case in a ball, the technique is variational and the study of the action functional associated
with the problem evidences the existence of either one (sublinear or linear cases), or two
(superlinear case), or three (sub-superlinear case) non-trivial critical points of the action
functional: each of them is a positive solution of the problem. Finally, in the general N -
dimensional case, we adopt a topological approach which allows to study the non-variational
problem, where the function f may also depend on the gradient of the solution. Namely, by
a lower and upper solution method specifically developed for this problem, we prove several
existence, multiplicity and localization results, in relation to the presence of a single lower
solution, or a single upper solution, or a couple of ordered or non-ordered lower and upper
solutions of the problem.
The Appendix completes this thesis: here several mathematical tools that have been
used to prove the results are collected.
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Introduction
Outline
This thesis is devoted to the study of some differential models arising in fluid mechan-
ics or general relativity and involving the mean curvature operators in the N -dimensional
Euclidean or Minkowski spaces, respectively given by
1
N
div
( ∇u√
1± |∇u|2
)
.
In both cases the operators are quasilinear elliptic operators which do not satisfy the property
of uniform ellipticity, the Euclidean mean curvature operator 1N div
(∇u/√1 + |∇u|2) being
degenerate, whereas the Minkowski mean curvature operator 1N div
(∇u/√1− |∇u|2) being
singular.
This work is subdivided into three parts. The first one concerns the study of the periodic
solutions of the one-dimensional prescribed curvature equation in the Euclidean space. The
second part is devoted to the study of the homogeneous Dirichlet problem associated with
an anisotropic prescribed mean curvature equation in the Euclidean space. The third part
deals with the Dirichlet problem associated with a prescribed mean curvature equation in
the Minkowski space. The second and the third parts are subdivided into three sections,
which treat the one-dimensional, the radial and the general N -dimensional case, respectively.
Our aim is also to provide the mathematical tools that have been used to prove the results
collected in this thesis: all of them are gathered in the Appendix.
The remainder of the Introduction consists in a more detailed description of the contents
of the thesis, starting from a historical discussion about the subjects, which has the purpose
of emphasizing the origins of the study and the open problems about it. We then specify
the motivations leading our research, as well as the mathematical techniques employed for
obtaining all the results.
A capillarity-type equation with periodic pattern
The first part of this thesis is dedicated to the study of periodic solutions of the ordinary
differential equation
−
(
u′√
1 + u′2
)′
= f(t, u). (1)
On the left-hand side, we recognize, up to the sign, the one-dimensional curvature operator
in the Euclidean space, while the function f : [0, T ] × R → R on the right-hand side
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represents the prescribed curvature. This equation and its N -dimensional counterpart arise
in particular when dealing with capillarity phenomena.
The terms capillarity or capillary action stand for the ensemble of phenomena occurring
when two immiscible materials are situated adjacent to each other and at least one of them is
a liquid. The capillarity is originated by the interaction between the two materials in terms of
adhesive forces and cohesive forces acting on the particles of the fluid. As already remarked
by I. Newton, the capillary action plays thus a role at microscopic scales, those of the atoms
of the materials involved, and in the meantime it has consequences at macroscopic scales,
of the order of a few millimeters in the presence of normal gravity. Indeed it is simple to
enumerate many examples of capillarity phenomena which permeate nature and everyone’s
daily experiences: the formation of a drop of dew on a plant, the production of tears from
the eyes, the formation of soap bubbles, the flotation of objects which are denser than the
liquid in which they are immersed, the separation of oil and water, the soaking up of a liquid
by a sponge, or the rise of a liquid in a narrow tube.
We refer to interface as the separation surface between the materials in contact, namely
we talk about capillary surface in the case the two materials are both liquids or a liquid and
a gas. We refer to surface tension corresponding to the interface as the energy needed for
increasing the surface of an area unit. The surface tension is responsible of the reduction of
the surface area, as much as it can, under given boundary conditions maintaining constant
the volume enclosed or confined by that surface. In the presence of a liquid in contact with
a solid surrounded by another fluid (usually a gas), the contact angle γ is the angle between
the surface interfaces solid-fluid and fluid-fluid (the capillary surface). The contact angle
range is evidently
[
0, pi
]
. When the second fluid is a gas, the two boundary cases correspond
to perfect drying (if γ = 0) or perfect wetting (if γ = pi).
Among the innumerable situations in which capillarity arises, we are interested in de-
termining the height that a liquid reaches in a capillary tube, if the liquid partially fills the
container which is closed at the bottom and immersed in a gravity field. By a capillary tube
we mean a tube whose diameter has dimension of the order of 1 µm up to 1 mm. We sketch
the simplest situation, the one of a vertical tube whose cross section is circular and which
is subject to a downward uniform gravity field. The molecules of the solid constituting the
container exert an attractive force on the liquid, which is pulled upward the walls; on the
other hand, the cohesive forces carry the liquid upward along the tube. The phenomenon
is then led by the presence of adhesive forces, between the solid and the liquid, and the
cohesive forces acting among the molecules of the liquid itself. The hydrostatic pressure at
the top of the column is compensated by the curvature of the top surface of the column.
The first recorded observations regarding such situations go back at least at medieval
times. We can imagine these events created wonder and doubts: scientific knowledge was
far from being mature for giving accurate explanations to this type of phenomena, which
received the name of capillus, the latin term defining hair. Some attempts to better under-
stand the capillary action were conducted by Leonardo da Vinci in the fifteenth century.
Nevertheless it was the development of the calculus of variations and of differential geome-
try which constituted the turning point for giving a stable mathematical basis to those real
events. T. Young, a medical doctor and natural philosopher, is identified as the founder of
the modern theory of capillarity: in 1805 [140] he described qualitatively the bright idea
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which in the following developed into the concept of surface tension. The deduction was led
by the observation of the mutual behaviour of a liquid and an immiscible gas in contact each
other and by the intuition that the interface which forms behaves like a membrane under
isotropic tension.
He introduced the mean curvature H = H(x) of a surface and the concept of contact
angle γ: by reasoning on the balance of the forces acting in the neighbourhood of the capillary
surface, Young concluded that the fluid free surface and the support surface form an angle,
γ, which depends on the materials in contact only. The year later, in 1806, P.-S. de Laplace
[100] derived a rigorous mathematical formulation of the concepts previously proposed by
Young. His most important contribution consists in quantifying the relation between the
interface geometry and the stress it sustains. The equation takes the form ∆p = 2Hσ, where
∆p is the pressure change across the surface and σ the surface tension associated with that
interface. He then produced the following result: the height u = u(x) of a capillary surface
interface lying over a domain Ω in a vertical gravity field satisfies the differential equation
−div
( ∇u√
1 + |∇u|2
)
= −au+ λ in Ω. (2)
Here a = ρgσ , with ρ the density change across the free surface and g the magnitude of the
gravitational acceleration. In particular, a assumes positive values if the denser fluid lies
below the surface interface, negative values otherwise. Moreover λ is a constant depending
on some physical aspects, like the volume of the fluid.
Laplace also established the boundary conditions satisfied in the presence of a capillary
vertical cylindrical tube of uniform material:
∇u√
1 + |∇u|2 · ν = cos γ on ∂Ω. (3)
Here Ω is the cross section, ν is the outward unit normal to ∂Ω and γ is the contact angle.
In 1830 C.F. Gauss interpreted the results by Young and Laplace through the principle
of the virtual work formulated by D. Bernoulli in 1717 and the introduction of a suitable
free energy, consisting of four terms: the free surface energy, the energy experienced by any
droplet of the free surface in order to remain in contact with the liquid without mixing with
vapor; the wetting energy, the energy associated with the adhesive forces between the liquid
and the walls of the container; the gravitational energy, the potential energy due to the
presence of gravity; finally, an additional term taking into account some physical constraints
to which the liquid is subject, such as its volume.
Later on the capillarity research field shone during the nineteenth and twentieth centuries,
the most recent high spot in the history of modern capillarity being marked by the set of
the bounded variation function theory, developed by E. De Giorgi originally with the aim
of studying the minimal surfaces. In the direction of capillarity, in 1973 M. Emmer proved
the first existence theorem in the presence of a liquid in a capillary tube with general cross
section [64].
On the other hand, the study of the non-parametric surfaces with constant mean curva-
ture, that is of the graphs of the solutions of
−div
( ∇u√
1 + |∇u|2
)
= λ in Ω, (4)
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where λ is a constant and Ω is a domain in RN , finds its origins in the calculus of variations
developed by L. Euler and G.L. Lagrange in the eighteenth century. The initial interest
in such a subject was purely analytical since it was led by the possible applications to the
resolution of partial differential equations. Nevertheless, in the sequel the theory knew many
important developers in the field of differential geometry, where the attention was addressed
to the classification of constant mean curvature surfaces, not only in the Euclidean three-
dimensional space. Among these types of surfaces, we have already mentioned the minimal
surfaces. In this regard, we just limit to remember the Bernstein theorem [26], which states
that the only entire minimal graphs in the Euclidean space R3 are the planes. We refer to [62]
and [96] for a detailed dissertation about the classical theory of minimal and of constant mean
curvature surfaces, respectively. However, the study of constant mean curvature surfaces was
tackled in more applicative terms, too. The investigation of equilibrium capillary surfaces
formed as a consequence of the leading action of the surface tension and in the possible
presence of gravity is treated in the classical book by R. Finn [67] (see also [49], where
gravity is assumed not to occur, and [50, 66], where gravity is supposed to be relevant).
Many contributes go towards the direction of determining existence, regularity and mul-
tiplicity results of solutions of equation
−div
( ∇u√
1 + |∇u|2
)
= f(x, u) in Ω (5)
supplemented with co-normal boundary conditions (3). The developed strategies can mainly
be divided into two different currents. Besides the already mentioned variational approach
of De Giorgi and his school, based on measure-theoretic methods, also the techniques for
nonlinear elliptic partial differential equations have been extensively applied to the study
of this problem, within the aim of finding classical solutions. In this frame some effort is
devoted to derive gradient estimates and eventually to prove existence by using topological
degree methods. The literature on this subject includes [64, 84, 76, 77, 78, 79, 80, 94, 129,
95, 132, 99, 137, 138, 139, 67, 83, 63, 118] and the references therein.
If, on the one hand, equation (5) models capillarity phenomena when supplemented with
co-normal boundary conditions (3), on the other hand the Dirichlet problem associated
with the equation finds application in questions involving micro-electromechanical systems
(MEMS), as some recent studies evidence. The physical situation of interest can be sketched
as follows: the system is composed of a thin elastic membrane electrostatically actuated and
suspended above a rigid plate. A difference of potential is imposed between the membrane
and the plate. The leading energies present on the system are the elastic and the electrostatic
ones. The first model describing the shape u = u(x, y) of the deflected membrane was
proposed by J.A. Pelesko and X.Y. Chen in [125]. The function u satisfies a homogeneous
Dirichlet problem where the operator in the equation is the Laplacian. However, as noticed
by Pelesko himself with N.D. Brubacker in [34], the model aforementioned cannot retain the
small gradient terms, which are on the contrary included by replacing the Laplace operator
with the mean curvature operator in the Euclidean space. The problem at issue is set in
a bounded domain Ω, that is the projection over a horizontal plane of the membrane or
of the plate, and involves a nonlinearity f , depending on the strengths of the elastic and
the electrostatic forces, which presents one singularity. The analysis of the one-dimensional
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version of the problem is performed in [35] via time-map. The work [30] enlarges the view
also to the case of nonlinearities with two singularities and the aim is the study of positive
solutions. In both cases existence and non-existence results are obtained in relation to the
size of the multiplicative coefficient of f ; in [30] the attention is also put on the determination
of regularity and multiplicity of solutions.
Finally, it should be observed that the periodic problem for (5) also has physical rele-
vance. Indeed, when the right-hand side is constant, periodic solutions of the two-dimensional
equation describe the free surface produced by a thin layer of liquid over a hydrophobic plane,
exhibiting a periodic pattern of dry spots [131].
Here we will discuss the one-dimensional version (1) of (5) supplemented with periodic
boundary conditions. The question of the existence of solutions of equation (1) has received
considerable attention in recent years: the existence of classical solutions has been addressed
in [16, 21, 17, 22, 23, 18, 110] by using topological methods, whereas the existence of bounded
variation solutions has been discussed in [115, 116, 117] by using non-smooth critical point
theory. We notice that the special structure of the Euclidean operator gives rise to the
co-existence of classical and non-classical solutions of the equation: as proved in a simple
autonomous case in Section 1.2 of Chapter 1, a phase-plane analysis and energy arguments
show that any solution u such that
∫ u(t)
0
f(ξ) dξ exceeds somewhere the threshold 1 presents
discontinuities and then it cannot be a solution of (1) in the classical sense. In the rest of
Section 1.2, we concentrate on the behaviour of the time-map in relation to different choices
of an autonomous nonlinearity f = f(s): namely, assuming f is superlinear at s = 0 or the
potential F is sublinear at infinity, we see that there exist classical or bounded variation
solutions of (1), respectively, with arbitrarily large minimum period.
Starting from these simple considerations and in step with literature, our aim is to study
the existence, the multiplicity and the nodal properties (if something can be said about) of
periodic, in particular subharmonic, solutions of equation (1). The precise notion of periodic
solution we are led to adopt in this context is given in Definition 1.1.1 and contained in
Section 1.1; by a subharmonic function we mean a periodic function whose minimum period
is rT , for some r ∈ Q with r > 1.
The results we obtain are the following. In Section 1.3, assuming that f is superlinear
at s = 0, we prove the existence of infinitely many C1-small classical subharmonic solutions
having suitable nodal properties. The proof is based on the use of the rotation number and
on a version of the Poincare´-Birkhoff theorem recently proposed by [72, Theorem 8.2] which
does not require uniqueness of solutions for the Cauchy problems associated with (1). The
rotation number counts the number of counterclockwise turns that a solution z = (u, v) of
the equivalent planar system u
′ = − v√
1− v2 ,
v′ = f(t, u)
(6)
makes around the origin, then it is useful to get information about the nodal properties
of the solution u of equation (1). The frame to which we apply the generalized Poincare´-
Birkhoff theorem is built by Lemma 1.3.2 and Lemma 1.3.3. On the one hand, we show that
solutions z = (u, v) of (6) starting sufficiently far from the origin make more than a fixed
number of turns k around the origin in a minimum time-interval which depends on k. On
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the other hand, a sort of elastic property for small solutions is proved: solutions z = (u, v) of
(6) starting sufficiently near the origin make less than one turn in a fixed time-interval. The
frame is now completed and the generalized Poincare´-Birkhoff theorem applies, implying the
existence and the multiplicity result desired, as expressed by the main result, Theorem 1.3.5.
The planning of the whole section takes some inspiration from [31], where the authors focus
the attention on the linearized version of equation (1), that is on the semilinear equation
−u′′ = f(t, u),
and they prove the existence of infinitely many arbitrarily small classical subharmonic solu-
tions of it, assuming a (one-sided) superlinear behaviour of f = f(t, s) at s = 0. Their proof
is based on the classical Poincare´-Birkhoff Theorem.
The parallel result, which deals with the case where the potential F of f is sublinear
at infinity and produces the existence of bounded variation subharmonic solutions of (1), is
contained in Section 1.4. The proof now makes use of some tools of non-smooth critical point
theory. We first show the validity of an equivalent formulation of the notion of solution,
expressed by a variational inequality, which turns out to be the essential preliminary step.
Then we proceed under the leading assumptions that F is sublinear and coercive at infinity.
Fixed a positive integer k, we define a suitable action functional IkT associated with the
periodic problem over the space of bounded variation functions in ]0, kT [. By taking ad-
vantage of the behaviour of F at infinity, we prove that the functional has a mountain pass
geometry and we get the existence of a sequence (vn)n of quasi-subcritical points of IkT , by
applying a version of the mountain pass lemma in the space of bounded variation functions
proved in [116, Lemma 2.13]. Then suitable critical value estimates imply that the sequence
(vn)n is bounded and, up to a subsequence, it converges in L
1(0, kT ) to a sub-critical point
uk of the functional IkT : uk is a kT -periodic solution of the equation as it satisfies the vari-
ational inequality. The sequence (uk)k displays arbitrarily L
∞-big norm. An additional sign
condition over the function f prevents (uk)k from being a sequence of constant functions,
in particular we show that the sequence is made of infinitely many subharmonic solutions
of (1) having arbitrarily large oscillations and diverging minimum periods.
The results described in this first chapter are contained in our work [55].
An anisotropic prescribed mean curvature equation modelling the
corneal shape
The second part of the thesis is devoted to the study of an equation of the form
−div
( ∇u√
1 + |∇u|2
)
= f(x, u,∇u) in Ω, (7)
set in a bounded regular domain Ω in RN . The left-hand side of the equation represents,
up to the factor − 1N , the mean curvature operator in the N -dimensional Euclidean space,
whereas the nonlinearity f depends on the solution and on its gradient. In particular, our
interest is addressed to the anisotropic prescribed mean curvature equation
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in Ω. (8)
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Here a, b are positive parameters and Ω is a bounded domain in RN with Lipschitz bound-
ary. Equation (8) appears in the modelling theory of capillarity phenomena for compressible
fluids, if supplemented with non-homogeneous co-normal boundary conditions (3), γ being
the contact angle. The model has been first proposed by Finn in [68], where the author
underlines that any liquid is compressible at some extent and that the compressibility char-
acter may affect the capillarity phenomena. His work is a turning point in the physical and
mathematical analysis of capillarity phenomena since, as the author explains, incompres-
sibility has been the implicit assumption made till that moment. The situation that Finn
takes into account is the presence of a compressible liquid in a vertical capillary tube with
some regular cross section Ω ⊂ R2. The tube is immersed in a downward uniform gravity
field and the medium outside is a gas with negligible density. By applying the principle
of virtual work and by taking advantage of some standard procedures which are typical of
calculus of variations, Finn found that the free surface interface liquid-gas is described by a
function u which satisfies equation (8). The parameters’ signification is the following:
a =
ρ0g
σ
, b = χg.
Here ρ0 is the density at the base of the fluid column, g is the magnitude of the gravitational
acceleration, σ is the magnitude of the surface tension and χ is the compressibility constant
of the fluid. It is now clear the meaning of the word “anisotropic”in the denomination
of equation (8): it is originated in the frame of such a capillarity model and it refers to
the density anisotropy of the liquid considered, because of its compressibility character.
Inspired by Finn’s considerations, some other works have been recently devoted to the
study of existence, uniqueness and regularity of solutions of equation (8) accompanied with
co-normal boundary conditions. Actually, the study is extended to the equation
−div
( ∇u√
1 + |∇u|2
)
= f(u) +
b√
1 + |∇u|2 in Ω. (9)
Here f : R→ R is a strictly decreasing function: the physical interest being to be able in this
way to take into account also the expansion energy, that is the energy released in expansion
by a unit mass of compressible fluid when raising. In this realistic case, the function f
assumes the form
f(s) = −c eχgs,
where c =
(
ρ0
χ − p0
)
1
σ and p0 is the base pressure. With this choice of f , equation (9),
coupled with (3) again, is considered in [70], where the attention is addressed to the radial
solutions when the cross section Ω is a disk: the authors obtain an existence result, for
any value γ ∈ [0, pi[ of the contact angle, whereas uniqueness of radial solutions is assured
if γ ∈ [0, pi2 ]. The works [13] and [12] investigate equations (9) and (8), respectively, in
a general Lipschitz domain, and in both cases the boundary conditions are of co-normal
type. In the former paper, the authors prove the existence of variational solutions, which
are classical under smoothness assumptions on the domain; this result is strengthened in the
latter paper, where the solutions are shown to be locally Lipschitz continuous assuming the
boundary ∂Ω is only Lipschitz. In this last case, the technique is variational and consists in
transforming the equation into an equivalent one by the change of variable v = e−bu. We
will come back to this technique later.
8 Introduction
Let us now suppose that the function f in equation (9) presents one singularity and the
constant b may assume any real value: as shown by Brubacker in his Ph.D. Thesis [36], the
equation belongs to the model of a system in which capillarity and electrostatics combine
to provide the dominant forces. The specific electro-capillary system taken into account is
made by a planar soap film which is subject to a vertical applied vector field. The study
is motivated, among other things, by its applications in the aforementioned field of micro-
electromechanical systems. The most general case has not be analyzed yet, being the efforts
addressed to the particular cases in which gravity does not occur (b = 0) or its effects are
small; one of the goals of our future research consists in studying the MEMS model without
imposing these restrictions.
In parallel, assuming again that a and b are positive parameters, equation (8) has been
shown to provide a model, when coupled with homogeneous Dirichlet boundary conditions,
for the description of the geometry of the human cornea. In [120], W. Okrasin´ski and  L.
P lociniczak derive the equation, by applying a balance of forces which act on the cornea in
equilibrium. They reasonably assume that the cornea is radially symmetric, it is subject
to a constant tension and to a spring force which is proportional to the displacement from
the equilibrium position, finally it has no bending moment. Under these assumptions, the
parameters a, b in equation (8) are given by
a =
kR2
T
, b =
PR
T
,
where R is the radius of the cornea, P is the magnitude of the intraocular pressure, T is the
magnitude of the tension and k is the elastic constant. The study of the model has relevant
applications in medical science: the cornea is responsible of about two third of the refractive
power of the eye. A better understanding of the geometry of the cornea is essential for
giving to biotechnologists and to medical scientists a solid knowledge starting to which they
can develop new and better technologies for the treatment of some common diseases such
as myopia, hyperopia or astigmatism.
In a part of the existing literature about this corneal geometry model ([120, 119, 121, 127,
122]), the mathematical analysis is performed on the equation obtained by (8) by linearizing
the mean curvature operator around 0, supplemented by homogeneous Dirichlet boundary
conditions, that is 
−∆u = −au+ b√
1 + |∇u|2 in Ω,
u = 0 on ∂Ω.
Furthermore, if Ω is supposed to be an interval in R ([120, 127]), or a disk in R2 ([119, 121]),
the authors prove existence and uniqueness of a classical solution of the problem, for any
positive choice of the parameters a, b in the one-dimensional case, while imposing some
limitations to get the existence result in the radial case. Whereas, [122] deals with the
parameter identification in the radial case, through an iterative method. On the other hand,
the original quasilinear problem in dimension 1 is considered in [126], where a numerical
solution is obtained.
Chapter 2 is devoted to the study of existence, uniqueness and regularity of solutions of
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the complete model
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in Ω,
u = 0 on ∂Ω,
(10)
over an arbitrary Lipschitz bounded domain Ω in RN . The cases N = 1 and N ≥ 2 in a ball
are investigated in Section 2.2 and Section 2.3, respectively. The problems can be rephrased
in the forms 
−
(
u′√
1 + u′2
)′
= −au+ b√
1 + u′2
in [0, R],
u′(0) = u(R) = 0
(11)
and 
−
(
rN−1u′√
1 + u′2
)′
= rN−1
(
− au+ b√
1 + u′2
)
in [0, R],
u′(0) = u(R) = 0,
(12)
respectively, where 2R is the diameter of the domain.
In both cases, we prove an existence and uniqueness result of classical solutions of the
problems, for any choice of the positive parameters a, b and any size of the domain. We
remark that the non-variational structure of equation (8) puts the one-dimensional problem
out of the scope of the methods developed in [101, 113, 117] for the prescribed mean curvature
equation. Nevertheless, both for N = 1 and N ≥ 2 in the ball we show that an a priori bound
in C1 for all possible solutions can be obtained by an elementary, but delicate, argument
which exploits the qualitative properties – positivity, monotonicity and concavity – of the
solutions themselves. The key observation is the following: by rewriting the two problems
in the forms −u′′ = −au(1 + u′2)3/2 + b(1 + u′2) in [0, R],u′(0) = u(R) = 0 (13)
and −u′′ = −au(1 + u′2)3/2 + b(1 + u′2) +
N − 1
r
u′(1 + u′2) in [0, R],
u′(0) = u(R) = 0,
(14)
respectively, we notice that the right-hand side of the equations in (13) and (14) satisfy a
one-sided Nagumo condition. This is essential for determining the C1-bound on the solutions
of the problems. In case N = 1, we combine these estimates with a degree argument, in order
to prove the existence of solutions. The proof of the uniqueness is then based on suitable
fixed point index calculations, which are performed via linearization. In case N ≥ 2 in the
ball, we rely on these estimates for applying a shooting method on a modification of the
equation in (12) in order to prove the existence of a solution of (12) and hence of a radially
symmetric solution of (10) where Ω is the ball with radius R. A uniqueness result actually
holds for problem (10) in a general Lipschitz domain Ω: the proof is based on converting the
original problem by the change of variable v = e−bu into a variational inequality, for which
the uniqueness of solution can be easily established by using a monotonicity argument.
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In dimension N = 1 we also develop a linear iterative scheme for approximating the
solution by two monotone sequences of strict lower and upper solutions, starting from an
explicit pair of constant lower and upper solutions. The monotone approximation method
takes inspiration from the one developed in [45, 44]. These two sequences provide accurate
two-sided bounds on the solution, moreover they yield the strict order stability of the solution
itself. We also illustrate the use of this approximation scheme with some examples, where
we compute numerically the solution u of (11) for the same choice of the parameters a and
b as the one considered in [120].
Let us now turn the attention to the more delicate general N -dimensional case. Besides
the interest that this study may have in view of the application cited, it appears to be
challenging also from the purely mathematical point of view. Indeed, it is a well-known fact
that the solvability in the classical sense of the Dirichlet problem for the prescribed mean
curvature equation
−div
( ∇u√
1 + |∇u|2
)
= NH(x) in Ω (15)
is intimately related both to the geometric properties of Ω and to the size of the prescribed
curvature H. In [132] J. Serrin established a basic criterion for the solvability of the Dirichlet
problem for (15): a mean convexity assumption on ∂Ω, introduced in [132, Chapter IV, p.
484] (see also [83, Chapters 14 and 16]), was shown to be sufficient, and in a suitable sense
also necessary, for the existence of a classical solution. When these ideas are applied to
the homogeneous Dirichlet problem (10), they yield its solvability assuming a smallness
condition on the coefficient b and a version of the Serrin’s mean convexity condition on ∂Ω:
see, respectively, assumptions (2) and (3) in [107] (the result of reference is stated in the
Appendix of this work as Theorem 4.9.4 and the conditions cited have the same name). In
[25, Remark 1] it was stated, yet without an explicit proof, that using the methods of [24]
the mean convexity assumption might be suitably relaxed, allowing boundary points with
negative mean curvature, at the expense however of requiring some smallness conditions both
on the coefficients of the equation and on the size of the domain. The situation in which the
mean convexity assumption breaks down is also treated in the recent literature (see, e.g.,
[91, 92]), where the attention is focused on the existence of solutions and their boundary
behaviour, when restricting the attention on the Dirichlet problem for the prescribed mean
curvature equation (15).
In the light of this discussion our aim here is twofold. First, Theorem 2.4.27 provides a
general existence result without placing any additional condition either on the coefficients, or
on the domain. This is performed by suitably generalizing the notion of solution. Second, in
Theorem 2.4.28 we introduce an explicit quantitative condition, which relates the coefficients
of the equation with the geometry of the domain and guarantees that the solution previously
obtained attains the homogeneous Dirichlet boundary values classically, even in cases where
the Serrin’s mean convexity assumption fails.
Some comments follow about the notion of solution of (10) and the geometric assumption
on the domain Ω which assures the existence of a classical solution of the problem. A
solution u of (10) is required to be a strong-type solution of the equation and to satisfy the
homogeneous Dirichlet conditions in a generalized sense: wherever u does not vanish at some
point y of ∂Ω, the upward unit normal νu to the graph of u equals (ν, 0) or (−ν, 0), according
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to the sign of u, where ν is the outward unit normal to ∂Ω at y. Roughly speaking the graph
of u is asked to be smoothly continuable so that to obtain a vertical segment which links
the graph with (y, 0). This kind of boundary behaviour for solutions of the N -dimensional
prescribed mean curvature equation has already been observed in [86, 85]; more recently,
but limited to dimension N = 1, it has been discussed in [29, 30, 112, 113, 124]. The precise
notion of solution of (10) adopted in this section is expressed by Definition 2.4.1.
The geometric assumption required in Theorem 2.4.28 consists in asking that Ω satisfies
an exterior sphere condition, in which the radius of the sphere is bounded from below by
a constant depending on the coefficients a, b and the dimension N . The notion of exterior
sphere condition considered therein does not imply the Serrin’s mean convexity assumption,
as it permits that all principal curvatures be negative. We also remark that our result cannot
be deduced from [134, 63, 107, 25].
The goal of Section 2.4 is to present the proofs of Theorem 2.4.27 and Theorem 2.4.28.
As in [68, 69, 13, 70, 12, 24], we notice that equation (8) can formally be seen as the Euler
equation of the functional∫
Ω
e−bu
√
1 + |∇u|2 dx− a
b
∫
Ω
e−bu
(
u+
1
b
)
dx, (16)
which involves the anisotropic area functional
∫
Ω
e−bu
√
1 + |∇u|2 dx. The natural change of
variable v = e−bu transforms problem (10) into
−div
( ∇v√
v2 + b−2|∇v|2
)
= −a log(v)− b
2v√
v2 + b−2|∇v|2 in Ω,
v = 1 on ∂Ω
(17)
and the functional in (16) into∫
Ω
√
v2 + b−2|∇v|2 dx+ a
b2
∫
Ω
v (log(v)− 1) dx.
As the first term
∫
Ω
√
v2 + b−2|∇v|2 dx of this functional grows linearly with respect to the
gradient term, the appropriate framework where to settle its study appears to be the space
of bounded variation functions. Therefore we denote by
∫
Ω
√
v2 + b−2|Dv|2 the relaxation
of
∫
Ω
√
v2 + b−2|∇v|2 dx from W 1,1(Ω) to BV (Ω) and we define the functional
J (v) =
∫
Ω
√
v2 + b−2|Dv|2 + 1
b
∫
∂Ω
|v − 1| dHN−1,
where as usual (see [87]) the term 1b
∫
∂Ω
|v − 1| dHN−1 is introduced in order to take into
account the Dirichlet boundary conditions in (17).
Our aim is to find a solution of (17) by minimizing the functional
I(v) = J (v) +
∫
Ω
F (v) dx
on the cone BV (Ω)+ of all non-negative functions in BV (Ω). Here F (s) denotes the con-
tinuous extension of the function ab2 s(log(s)− 1) onto [0,+∞[.
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This program is performed through several steps, where various facts about the functional
J are proved, such as an alternative representation formula, its convexity, its Lipschitz
continuity with respect to the norm of BV (Ω) and its lower semi-continuity with respect to
the L1-convergence in BV (Ω), as well as a lattice property, encoding a kind of maximum
principle. We also prove a delicate approximation result, which plays a crucial role in the
sequel of the proof.
Once this preliminary study is obtained, we show the existence of a global minimizer of
I in BV (Ω)+. This positive minimizer v is unique, bounded and bounded away from zero;
moreover, it is the unique solution of an associated variational inequality.
Next we prove the interior regularity of v. This exploits an argument which was in-
troduced in [76] and used, e.g., in [77, 79, 12] for the study of capillarity problems. The
procedure can be summarized as follows. We fix a point x0 ∈ Ω and an open ball B cen-
tered at x0 and compactly contained in Ω. We take a sequence (vn)n of regular functions
approximating v and satisfying J (vn)→ J (v), whose existence is guaranteed by the above
mentioned approximation property. By a result in [107] we can solve, in the classical sense, a
sequence of Dirichlet problems in B for the equation in (17), where the boundary values are
prescribed on ∂B by the restriction of each function vn. The gradient estimates obtained
in [99] and the extremality properties enjoyed by these solutions allow us to prove their
convergence, possibly within a ball of smaller radius, to a regular solution of the equation
in (17), which must coincide with v by uniqueness.
By using again the extremality of v, or the equivalent variational inequality satisfied by
v, we are eventually able to conclude that u = − 1b log(v) is the desired solution of (10)
according to Definition 2.4.1. This solution u is unique, smooth and positive in Ω.
The final step is devoted to the study of the boundary behaviour of u, namely, we show
that, for each point x0 ∈ ∂Ω where an exterior sphere condition of radius r ≥ (N − 1) ba
is satisfied, u is continuous at x0 and there it attains the value zero. This goal is achieved
by first proving a comparison result valid for suitably defined lower and upper solutions of
problem (17) and then by constructing an appropriate upper solution of (10) vanishing at
x0. An elementary geometric observation guarantees that the set of points in ∂Ω, where the
needed exterior sphere condition holds, is always non-empty.
The results described in the second chapter are contained in our works [47, 51, 52].
Graphs of prescribed mean curvature in the Minkowski space
The third part of this thesis deals with the study of the mean curvature operator in the
Minkowski space. Literature about this topic sinks its roots in the study of constant
Minkowski mean curvature hypersurfaces: the non-parametric surfaces of this kind are the
graphs of functions u which satisfy the strong strictly spacelike condition, that is
‖∇u‖∞ < 1,
and the equation
−div
( ∇u√
1− |∇u|2
)
= λ, (18)
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where λ ∈ R. In case λ = 0, we talk about maximal Minkowski mean curvature hypersur-
faces. From a physical point of view, the interest in such a study is motivated by the relevant
applications this type of surfaces has in differential geometry and in general relativity. In
1970 E. Calabi proposed in his work [39] the problem of classifying the maximal hypersur-
faces in the Minkowski space LN+1, with N ≥ 1. He found that, for N ≤ 4, the only entire
solutions of (18) are affine functions. The result bears the name of Calabi-Bernstein theorem
and more recently it has been proved in a simpler way by A. Romero in [130]. Only some
years later, S.Y. Cheng and S.T. Yau extended the result to the general N -dimensional case
and proposed its parametric version, proving that the only complete maximal Minkowski
mean curvature hypersurfaces are the spacelike hyperplanes. The work of reference is [42].
Finally, the first who classified the entire constant Minkowski mean curvature hypersurfaces
was A.E. Treibergs in [135].
The importance of such surfaces in general relativity is drafted by R. Bartnik in his
survey on the topic [14]: constant mean curvature hypersurfaces in the Minkowski space
have been successfully applied to theoretical questions involving Einstein’s equations (see,
e.g., [108]), as well as employed in a preliminary proof by Cheng and Yau [43] of the positive
mass conjecture [11].
The next step in the research was to consider hypersurfaces with not necessarily constant
prescribed mean curvature in the Minkowski space. When dealing with graphs of functions,
they are the graphs of solutions of equations of the type (18), where the right-hand side is
replaced by a function f which may depend on the space variable x or on the solution u,
too. The aim of Chapter 3 is precisely to study graphs of prescribed mean curvature
in the Minkowski space. When restricting the attention to the Dirichlet problem on
bounded domains, R. Bartnik and L. Simon in [15] and independently C. Gerhardt in [81]
proved the existence of a strong strictly spacelike solution of
−div
( ∇u√
1− |∇u|2
)
= f(x, u) in Ω,
u = 0 on ∂Ω,
(19)
where Ω is a bounded regular domain in RN , under the sole assumption that the function f is
globally bounded. Anyway it is worth observing that the specific structure of the Minkowski
operator always allows to reduce to that situation. On the other hand, if problem (19) admits
zero as a solution, then that universal result does not provide any information on the possible
existence of nontrivial solutions. This is one of the motivations, but not the sole as we will
see, which led us to discuss existence and multiplicity of positive solutions of (19), assuming
that the function f = f(x, s) is sublinear, linear, superlinear or sub-superlinear near s = 0.
A model example of f takes the form
f(x, s) = λa(x)(s+)p + µb(x)(s+)q, (20)
where λ, µ are non-negative parameters, a, b : Ω → R are continuous functions which are
simultaneously positive somewhere and p, q are the exponents satisfying 0 < p ≤ 1 < q.
In order to give a first insight in the problem, we start considering the autonomous one-
dimensional case, which is dealt with elementary phase-plane methods and time-mapping
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estimates. We then examine the radial case in a ball and finally we tackle the general
N -dimensional problem (19). The results we obtain can be summarized as follows.
Take µ = 0 in (20): if the exponent p ∈ ]0, 1[ is fixed, we show that (19) has at least
one positive solution for every λ > 0. If p = 1, we show that (19) has at least one positive
solution for all large λ > 0. Moreover, in both cases we show that the existence of positive
solutions is guaranteed for any given µ > 0, for the same choices of λ. In the case p = 1,
non-existence of positive solutions is proved to occur for all sufficiently small λ > 0.
Take λ = 0 in (20): if the exponent q ∈ ]1,+∞[ is fixed, we prove that (19) has at
least two positive solutions for all large µ > 0. Non-existence of positive solutions is also
established provided µ > 0 is sufficiently small.
Finally, take λ > 0 and µ > 0 in (20). Let p ∈ ]0, 1[ and q ∈ ]1,+∞[ be given. Then (19)
has at least three positive solutions for every large µ > 0 and all sufficiently small λ > 0.
Our results should be compared with similar ones obtained in [59] for a class of semilinear
problems, and in [60, 114] for a class of quasilinear problems driven by the p-Laplace operator
and the mean curvature operator in the Euclidean space, respectively. In these papers
some kinds of local analogues to the classical conditions of sublinearity and of superlinearity
have been introduced, extending in various directions some of the results proved in the
celebrated work by A. Ambrosetti, H. Brezis and G. Cerami [3]. We observe however that
the multiplicity and the non-existence results we obtain for (19) are peculiar of this problem,
due to the specific structure of the differential operator. In particular, we point out that in
all our statements no restriction is placed on the range of the exponent q.
In the radial case our approach is variational and based upon the search of non-trivial
critical points of the action functional associated with a suitable modified problem. In the
sublinear or linear cases, the critical point is a non-trivial global minimizer u1 of the action
functional at negative level, possibly for sufficiently large values of λ > 0; in the superlinear
case, the critical points are a global minimizer u1 at a negative level and a mountain pass
critical point u2 at a positive level, for sufficiently large values of µ > 0; finally, in the
sub-superlinear case, the functional still maintains a global minimizer u1 at a negative level
and a mountain pass critical point u2 at a positive level, provided µ > 0 is sufficiently large,
but it also has a non-trivial local minimizer u3 in a neighbourhood of 0, provided λ > 0 is
sufficiently small.
The result we produce in the N -dimensional case is valid for the more general problem
−div
( ∇u√
1− |∇u|2
)
= f(x, u,∇u) in Ω,
u = 0 on ∂Ω,
(21)
where f : Ω× R× RN → R may also depend on the gradient of the solution. We point out
that the solvability of problem (21) has been raised as an open question in the recent work
[109]. As now the problem looses its variational structure, we use in this case a topological
approach. More precisely, we develop a lower and upper solution method. The interest of
using lower and upper solutions relies on the localization and the multiplicity information
that they may provide. In this respect, due to the special features of the mean curvature
operator in the Minkowski space, again several peculiarities are displayed. In particular, we
see that the knowledge of a single lower solution α, or a single upper solution β, allows to
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localize solutions, and the existence of a pair of lower and upper solutions α, β, with α 6≤ β,
yields multiplicity of solutions, without assuming any additional condition. Furthermore,
no Nagumo condition is needed in order to get these conclusions. We stress again that
these statements have no analogues for other quasilinear elliptic problems, for an exhaustive
discussion of which we refer to [106, 102, 133].
Finally, by the construction of lower and upper solutions, obtained by solving suitable
auxiliary radial problems chosen depending on the behaviour of f - sublinear, linear, super-
linear or sub-superlinear - we are able to prove the aforementioned existence and multiplicity
results of positive solutions for the general problem (19).
The results presented in the third chapter are contained in our articles [46, 48, 54, 53].
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Notation
In the following all the notations used in this thesis are collected.
Let N be a positive integer, k = 1, . . . , N and x, y ∈ RN .
N0 N \ {0}
R+ [0,+∞[
R+0 ]0,+∞[
R−0 ]−∞, 0[
|x| Euclidean norm of x, that is,
( N∑
j=1
x2j
)1/2
x · y Euclidean scalar product of x and y, that is,
N∑
j=1
xj yj
log logarithm function to base e
sgn sign function
k∗
kN
N − k (meaning +∞ if N = k)
Let O be an open bounded set in RN , x ∈ O, U be an open set in RN .
Let also k be a positive integer or +∞ and m be a positive integer.
|U| N -dimensional Lebesgue measure of U
χU characteristic function of U
dist(x, ∂O) inf{|x− z| : z ∈ ∂O}
diam(O) length of the diameter of the smallest ball in RN containing O
B(U) σ-algebra of Borel subsets of U
HN−1 (N − 1)-dimensional Hausdorff measure
M(U) set of all Lebesgue measurable functions u : U → R
C0(U ;Rm) set of all functions f ∈ C(U ;Rm) with compact support in U
Ck0 (U ;Rm) set of all functions f ∈ Ck(U ;Rm) with compact support in U
We always refer to measurable sets E ⊆ RN or measurable functions f : E → Rm intending
Lebesgue measurable sets or functions, respectively.
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Let U be an open set in RN .
Let v, w : U → R be measurable functions.
v ≥ 0 in U v(x) ≥ 0 for a.e. x ∈ U
v > 0 in U v ≥ 0 in U and there exists a set V ⊆ U ,
with |V| > 0, such that v(x) > 0 for a.e. x ∈ V
{v < w} {x ∈ U : v(x) < w(x)}
{v ≤ w} {x ∈ U : v(x) ≤ w(x)}
v ∧ w min{v, w}
v ∨ w max{v, w}
v− −(v ∧ 0)
v+ v ∨ 0
We say that v is non-negative in U if v ≥ 0 in U .
We say that v is positive in U if v > 0 in U .
Let U be an open set in RN , let u : U → R, v ∈ L1(U), w ∈ L1(RN ) and z ∈ Lp(RM ),
for some p ∈ [1,+∞]. Let also g ∈ C1(U ;RN+1), with g = (g1, . . . , gN+1),
and ` ∈ C2(U).
graph(u) graph of u
supp(v) support of v
w ∗ z convolution product of w and z
divN (g) div(g1, . . . , gN ) =
N∑
j=1
∂xjgj
H` Hessian matrix of `
Let O be an open bounded set in RN with Lipschitz boundary, x ∈ O, y ∈ ∂O
and v, w ∈ C1(O).
ν(y) outward unit normal vector to ∂O at y
νv(x) upward unit normal vector to graph(v) at x:
νv(x) =
1√
1 + |∇v|2 (−∇v, 1)
v  w in O v(x) < w(x), for all x ∈ O, and
either v(y) < w(y),
or
∂v
∂ν
(y) >
∂w
∂ν
(y) if v(y) = w(y), for all y ∈ ∂O
We say that v is strictly positive in O if v  0 in O.
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Let (X, ‖·‖X), (Y, ‖·‖Y ) be normed spaces.
I : X → X identity operator on X
X ↪→ Y X is embedded in Y :
there exists an injective and continuous linear operator
from X to Y
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Chapter 1
A capillarity-type equation with
periodic pattern
1.1 Outline
In this chapter we are concerned with the existence and the multiplicity of periodic, in
particular subharmonic, solutions of the quasilinear ordinary differential equation
−
(
u′√
1 + u′2
)′
= f(t, u). (1.1)
In Section 1.2 we study the behaviour of the solutions of the autonomous equation
−
(
u′√
1 + u′2
)′
= f(u),
combining elementary phase-plane analysis and energy arguments. This evidences the co-
existence of classical and non-classical, specifically bounded variation, solutions of the gen-
eral equation (1.1). To this end, we adopt the following notion of periodic solution for
equation (1.1).
Definition 1.1.1 (Notion of solution). Let τ > 0 be fixed. We say that a function u ∈
BVloc(R) is a τ -periodic solution of (1.1) if u is τ -periodic, f(·, u) ∈ L1(0, τ) and∫ τ
0
(Du)a (Dφ)a√
1 + |(Du)a|2 dt+
∫ τ
0
sgn
(
Du
|Du|
)
Dφ
|Dφ| |Dφ|
s
+ sgn(u(0+)− u(τ−)) (φ(0+) − φ(τ−)) =
∫ τ
0
f(t, u)φdt (1.2)
holds for every φ ∈ BVloc(R) such that |Dφ|s is absolutely continuous with respect to |Du|s.
We notice that if u is a τ -periodic solution of (1.1) such that u ∈ W 1,1loc (R), then it is a
weak τ -periodic solution of (1.1), in the sense that∫ τ
0
u′φ′√
1 + u′2
dt =
∫ τ
0
f(t, u)φdt
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for every φ ∈ W 1,1(0, τ) with φ(0) = φ(τ). This implies that u′√
1+u′2
∈ W 1,1loc (R), u
′√
1+u′2
is τ -periodic and −
(
u′√
1+u′2
)′
= f(t, u) a.e. in ]0, τ [. We remark that a weak τ -periodic
solution u of (1.1) is continuous, but may present a derivative blow up. However, we
have u′ ∈ C([0, τ ], [−∞,+∞]). Hence u′ satisfies the periodicity conditions in an extended
sense, i.e., with possibly u′(0) = u′(τ) = +∞ or u′(0) = u′(τ) = −∞. It is clear that, if
u ∈ C1(R), then u is a τ -periodic solution of (1.1) in the Carathe´odory sense; if, in addition,
f : R× R→ R is continuous and τ -periodic in t, then u is a classical τ -periodic solution of
(1.1).
The following notions of subharmonic solution of (1.1) are chosen.
Definition 1.1.2. We say that u is a subharmonic solution of (1.1) if it is a periodic
solution of (1.1) having minimum period τ = rT for some r ∈ Q with r > 1.
Definition 1.1.3. We say that u is a subharmonic solution of order m of (1.1) if it is a
mT -periodic solution of (1.1) for some m ∈ N with m ≥ 2, but it is not jT -periodic, for
any j = 1, 2, . . . ,m− 1.
It is easily seen that a subharmonic solution of (1.1) having minimum period τ = pqT ,
for some p, q ∈ N0, with p, q coprime and p > q, is a subharmonic solution of order p of
(1.1). 1
Section 1.3 is devoted to classical solutions: assuming that f is superlinear at 0, we
prove in Theorem 1.3.5 the existence of infinitely many small classical subharmonic solutions
having suitable nodal properties. In this case the proof, which borrows some arguments from
[31], is based on the use of the rotation number and on a version of the Poincare´-Birkhoff
theorem stated in Theorem 4.7.7 which does not require the uniqueness of solutions for the
Cauchy problems associated with (1.1).
Bounded variation solutions are studied in Section 1.4: in particular Theorem 1.4.6
provides a parallel result concerning the existence of subharmonic solutions of (1.1) having
large oscillations, under the assumption that the potential F of f is sublinear and coercive
at infinity. In this case infinitely many large bounded variation non-classical solutions are
expected. The proof makes use of some tools of non-smooth critical point theory, namely
a version of the mountain pass lemma in the space of bounded variation functions stated
in Theorem 4.6.10 and proved in [116], combined with suitable critical value estimates as
introduced for the semilinear problem in [71].
1.2 The autonomous equation
In this section we discuss the existence of periodic solutions of the autonomous equation
−
(
u′√
1 + u′2
)′
= f(u), (1.3)
1Indeed, let kT be a period of u, for some k ∈ N0. Then there exists n ∈ N0 such that k = pqn, that is
kq = pn. Since p, q are coprime, n is a multiple of q, that is there holds n = mq for some m ∈ N0. We then
obtain k = mp, which means that u is not jT -periodic for any j = 1, . . . , p − 1. Since u is pT -periodic, we
conclude that u is a subharmonic solution of order p of (1.1).
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by performing an elementary analysis in the phase-plane. We assume that f : R→ R is odd
and continuous. We also suppose that f(s) > 0 for all s > 0 and lim
s→+∞F (s) = +∞, with
F (s) =
∫ s
0
f(ξ) dξ. Let us define the functions
ϕ : R→ ]− 1, 1[, ϕ(s) = s√
1 + s2
, (1.4)
ψ : ]− 1, 1[→ R, ψ(s) = s√
1− s2 (1.5)
and set Ψ : ]− 1, 1[ → R as Ψ(s) =
∫ s
0
ψ(ξ) dξ = 1 −
√
1− s2. Then equation (1.3) is
equivalent to the planar system u′ = −ψ(v),v′ = f(u). (1.6)
The energy function associated with (1.6) is given by
E(u, v) = Ψ(v) + F (u).
Clearly, the solutions (u, v) of (1.6) parametrize the level curves of E . Let us fix r > 0.
We know by Theorem 4.7.6 that there is a unique non-extendible solution u of the Cauchy
problem 
−(ϕ(u′))′ = f(u),
u(0) = r,
u′(0) = 0,
(1.7)
which satisfies
Ψ
(
ϕ(u′(t))
)
+ F (u(t)) = F (r)
for all t belonging to its domain. Let us define
Cr = {(x, y) ∈ R2 : Ψ(ϕ(y)) + F (x) = F (r)}.
Note that Ψ(ϕ(y)) = 1− 1√
1+y2
. The curve Cr is symmetric with respect to the origin and
its topology depends on the value F (r). In detail, since Cr can be represented in the form
Cr =
{
(x, y) ∈ R2 : y = ±
√
F (r)− F (x)
χ(F (r)− F (x))
}
,
with
χ : [0, 1]→ R, χ(s) = 1− s√
2− s ,
we see that Cr is connected if and only if F (r) < 1; indeed, under this assumption, Cr
is homeomorphic to the circle S1. Otherwise Cr is disconnected and unbounded in the y-
component; namely, setting r∞ = F−1(F (r)−1), we have that, if (x, y) ∈ Cr and x→ ±r±∞,
then |y| → +∞. We notice that, if r = F−1(1), then r∞ = 0, whereas if r > F−1(1), then
r∞ ∈ ]0, r[.
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Figure 1.1: Level curves Cr for the energy E , with F (x) = log(1 + x4).
If Cr is connected and u is a non-extendible solution of (1.7) such that the trajectory
(u, u′) parametrizes Cr, then u ∈ C2(R) and is periodic with minimum period 4T (r), where
T (r) ∈ R+0 is the first positive zero of u, i.e., u is a classical 4T (r)-periodic solution of (1.3).
If Cr is disconnected and u is a non-extendible solution of (1.7) such that the trajectory
(u, u′) parametrizes Cr ∩
(
R+0 × R
)
, then there exists S(r) ∈ R+0 such that
lim
t→S(r)−
u(t) = r∞ and lim
t→S(r)−
u′(t) = −∞
and, by symmetry,
lim
t→−S(r)+
u(t) = r∞ and lim
t→−S(r)+
u′(t) = +∞.
Clearly, u ∈W 1,1(−S(r), S(r)). Since, by symmetry, (−u,−u′) parametrizes Cr∩
(
R−0 ×R
)
,
we can extend u to the interval ] − S(r), 3S(r)[, by setting u(t) = −u(t − 2S(r)) for all
t ∈ ]S(r), 3S(r)[, and then by 4S(r)-periodicity all over R. It is clear that u ∈ BVloc(R) and
is periodic, with minimum period 4S(r). Let us show that u is a 4S(r)-periodic solution of
(1.3) according to (1.2). Without restriction we can also replace u with u(·+ S(r)).
Let φ ∈ BVloc(R) be such that |Dφ|s is absolutely continuous with respect to |Du|s.
Denote by φ1 and φ2 the restrictions of φ to ]0, 2S(r)[ and to ]2S(r), 4S(r)[, respectively.
By the regularity of u in ]0, 2S(r)[ and in ]2S(r), 4S(r)[, we have |Dφ1|s = |Dφ2|s = 0: this
implies that φ1 ∈ W 1,1(0, 2S(r)) and φ2 ∈ W 1,1(2S(r), 4S(r)). Hence, multiplying (1.3)
by φj , j = 1, 2, and integrating by parts in ]0, 2S(r)[ and in ]2S(r), 4S(r)[, respectively, we
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obtain
−
∫ 2S(r)
0
(ϕ(u′))′φ1 dt = − [ϕ(u′)φ1](2S(r))
−
0+ +
∫ 2S(r)
0
ϕ(u′)φ′1 dt =
∫ 2S(r)
0
f(u)φ1 dt,
−
∫ 4S(r)
2S(r)
(ϕ(u′))′φ2 dt = − [ϕ(u′)φ2](4S(r))
−
(2S(r))+ +
∫ 4S(r)
2S(r)
ϕ(u′)φ′2 dt =
∫ 4S(r)
2S(r)
f(u)φ2 dt.
By the properties of u, we have
[ϕ(u′)φ1]
(2S(r))−
0+ = −φ1(0+)− φ1
(
(2S(r))−
)
,
[ϕ(u′)φ2]
(4S(r))−
(2S(r))+ = φ2
(
(2S(r))+
)
+ φ2
(
(4S(r))−
)
.
Therefore summing up we get∫ 2S(r)
0
ϕ(u′)φ′ dt+
∫ 4S(r)
2S(r)
ϕ(u′)φ′ dt
+
[
φ(0+)− φ((4S(r))−)]+ [φ((2S(r))−)− φ((2S(r))+)] = ∫ 4S(r)
0
f(u)φdt.
(1.8)
Notice that ∫ 2S(r)
0
ϕ(u′)φ′ dt+
∫ 4S(r)
2S(r)
ϕ(u′)φ′ dt =
∫ 4S(r)
0
ϕ((Du)a)(Dφ)a dt
=
∫ 4S(r)
0
(Du)a(Dφ)a√
1 + |(Du)a|2 dt,
φ(0+)− φ((4S(r))−) = sgn(u(0+)− u((4S(r))−))(φ(0+)− φ((4S(r))−)).
Moreover, using the fact that the polar decomposition of the measure (Dφ)s with respect
to its total variation |(Dφ)s| = |Dφ|s is given by (Dφ)s = (Dφ)s|Dφ|s |Dφ|s and that there holds
(Dφ)s
|Dφ|s =
Dφ
|Dφ| , |Dφ|s-a.e. in R (see Corollary 4.1.3 and Lemma 4.1.4, respectively), we can
write
φ
(
(2S(r))−
)− φ((2S(r))+) = −∫ 4S(r)
0
(Dφ)s = −
∫ 4S(r)
0
(Dφ)s
|Dφ|s |Dφ|
s
= −
∫ 4S(r)
0
Dφ
|Dφ| |Dφ|
s =
∫ 4S(r)
0
sgn
(
Du
|Du|
)
Dφ
|Dφ| |Dφ|
s.
Substituting in (1.8), we obtain (1.2) with τ = S(r), that is, u is a 4S(r)-periodic solution
of (1.3).
We conclude this section by discussing the existence of periodic solutions of the au-
tonomous equation (1.3) with reference to two model examples for f = F ′, at 0 or at ±∞,
respectively. Namely we suppose that
(a) F (s) = |s|p+1 , for some p ∈ ]1,+∞[, in a neighbourhood of 0,
or
(b) F (s) = |s|q+1 , for some q ∈ ]− 1, 0[, in a neighbourhood of ±∞.
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Assume that (a) holds: the expression of the classical time-map T : ]0, F−1(1)[ → R+0 ,
with F−1(1) = 1, is
T (r) =
∫ r
0
χ
(
F (r)− F (s))√
F (r)− F (s) ds = r
1−p
2
∫ 1
0
χ
(
rp+1(1− sp+1))√
1− sp+1 ds.
The concavity of the function χ implies that
1√
2
(1− s) ≤ χ(s) ≤ 1√
2
in [0, 1]. (1.9)
Hence we obtain
r
1−p
2√
2
∫ 1
0
1√
1− sp+1 ds ≥ T (r) ≥
r
1−p
2√
2
∫ 1
0
1√
1− sp+1 ds−
r
3+p
2√
2
∫ 1
0
√
1− sp+1 ds
for all r ∈ ]0, 1[. Then we conclude
lim
r→0+
T (r) = +∞.
This implies that in case (a) there exists a family of classical periodic solutions of (1.3),
approaching 0 in the C1-norm and having arbitrarily large minimum periods.
Assume that (b) holds: the expression of the non-classical time-map S : [F−1(1),+∞[→
R+0 , with F−1(1) = 1, is
S(r) =
∫ r
r∞
χ
(
F (r)− F (s))√
F (r)− F (s) ds = r
1−q
2
∫ 1
r∞/r
χ
(
rq+1(1− sq+1))√
1− sq+1 ds.
By using (1.9) and by applying the change of variable t = 1− sq+1, we have
r
1−q
2√
2
∫ 1
r∞/r
1√
1− sq+1 ds ≥ S(r) ≥
r
1−q
2√
2
∫ 1
r∞/r
1− rq+1(1− sq+1)√
1− sq+1 ds
=
r
1−q
2
(q + 1)
√
2
∫ 1/rq+1
0
1− rq+1t√
t
(1− t)− qq+1 dt,
for all r > 1. Taking r > 1 sufficiently large, we have (1 − t)− qq+1 ≥ 1√
2
for all t ∈ [0, 1rq+1 ]
and then
S(r) ≥ r
1−q
2
2(q + 1)
∫ 1/rq+1
0
1− rq+1t√
t
dt =
2
3(q + 1)rq
.
Hence we conclude that
lim
r→+∞S(r) = +∞.
This implies that in case (b) there exists a family of periodic solutions of (1.3) according to
(1.2), having arbitrarily large oscillations and arbitrarily large minimum periods.
These simple observations are the starting point of our study of the general non-autono-
mous equation (1.1). In particular, the estimates we have produced on T (r) and on S(r) in
the model cases (a) and (b) motivate the introduction of the assumptions of superlinearity
of f at 0 and of sublinearity of F at infinity.
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1.3 Small classical periodic solutions
We start this section with an elementary result concerning a property of the solutions of the
first order system in RN
z′ = `(t, z). (1.10)
Definition 1.3.1. We say that a continuous function κ : R+0 → R+0 is an Osgood function
if ∫ 1
0
dξ
κ(ξ)
= +∞ =
∫ +∞
1
dξ
κ(ξ)
.
Let us set, for each s > 0,
H(s) =
∫ s
1
dξ
κ(ξ)
;
it is immediate to see that H : R+0 → R is an increasing diffeomorphism.
Lemma 1.3.1. Assume that ` : I × RN → RN is continuous, with I an interval in R, and
suppose that there exists an Osgood function κ such that
|`(t, ζ) · ζ| ≤ κ(|ζ|2) (1.11)
for all t ∈ I and for all ζ ∈ RN . Then any non-trivial solution z of (1.10) is globally defined
and satisfies
H−1(−2|t− t0|+H(|z(t0)|2)) ≤ |z(t)|2 ≤ H−1(2|t− t0|+H(|z(t0)|2)), (1.12)
for all t, t0 ∈ I. In particular, z never vanishes.
Proof. Let z be a non-trivial solution of (1.10) and let J be a maximal interval such that
z(t) 6= 0 for all t ∈ I. Pick t0, t ∈ J , multiply (1.10) by z and integrate between t0 and t.
Using (1.11), we easily get
−2|t− t0| ≤ H(|z(t)|2))−H(|z(t0)|2)) =
∫ |z(t)|2
|z(t0)|2
dξ
κ(ξ)
≤ 2|t− t0|.
Thus (1.12) holds for all t0, t ∈ J . From (1.12) we deduce that z is bounded and bounded
away from 0 in all compact subintervals of J . Therefore we conclude that J = I, i.e., z is
globally defined, and, in particular, that z never vanishes.
Throughout this section we suppose that the function f satisfies the following assump-
tions:
(S0) f : R× R→ R, f = f(t, s), is T -periodic in t, for some T > 0, and continuous;
(S1) lim
s→0
f(t, s)
s
= 0, uniformly in t ∈ [0, T ];
(S2) there exists δ > 0 such that f(t, s)s > 0, for all t ∈ [0, T ] and for all s ∈ [−δ, δ] \ {0}.
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Let us define f¯ : R× R→ R by setting, for any t,
f¯(t, s) =

f(t,−δ) if s < −δ,
f(t, s) if |s| ≤ δ,
f(t, δ) if s > δ.
The function f¯ satisfies the same assumptions as f does, in particular, (S2) holds, with f
replaced by f¯ , for all t ∈ [0, T ] and for all s ∈ R \ {0}. Let us also define ψ¯ : R→ R as
ψ¯(s) =

−ψ(δ) + ψ′(δ)(s+ δ) if s < −δ,
ψ(s) if |s| ≤ δ,
ψ(δ) + ψ′(δ)(s− δ) if s > δ,
where ψ has been defined in (1.5). It is easily checked that the vector field ` : R×R2 → R2
given by `(t, ζ) = (−ψ¯(y), f¯(t, x)) satisfies the assumptions of Lemma 1.3.1, where the
Osgood function κ can be taken to be a non-zero linear function, say, κ(s) = κ s and thus
H(s) = 1κ log(s). Hence Lemma 1.3.1 guarantees that any Cauchy problem associated with
the system u′ = −ψ¯(v),v′ = f¯(t, u) (1.13)
has a global solution z = (u, v) ∈ C1(R), which, if non-trivial, never vanishes: indeed, z
satisfies
|z(t0)| exp(−κ|t− t0|) ≤ |z(t)| ≤ |z(t0)| exp(κ|t− t0|) (1.14)
for all t, t0 ∈ R. This allows, in particular, to represent such a solution in polar coordinates
as
u(t) = ρ(t) cos θ(t),
v(t) = ρ(t) sin θ(t).
Note that the couple (ρ, θ) satisfies
ρ′(t) = f¯(t, ρ(t) cos θ(t)) sin θ(t)− ψ¯(ρ(t) sin θ(t)) cos θ(t),
θ′(t) =
ψ¯(ρ(t) sin θ(t))ρ(t) sin θ(t) + f¯(t, ρ(t) cos θ(t))ρ(t) cos θ(t)
ρ(t)2
,
or equivalently
ρ′(t) =
f¯(t, u(t))v(t)− ψ¯(v(t))u(t)√
u(t)2 + v(t)2
,
θ′(t) =
ψ¯(v(t))v(t) + f¯(t, u(t))u(t)
u(t)2 + v(t)2
,
for all t ∈ R. For any fixed t0, t1 ∈ R, with t0 < t1, and assuming that z(t0) = z0 for some
z0 ∈ R2 \ {0}, we define the rotation number of z in [t0, t1] as
Rot(z; [t0, t1]) =
θ(t1)− θ(t0)
2pi
=
1
2pi
∫ t1
t0
ψ¯(v(t))v(t) + f¯(t, u(t))u(t)
u(t)2 + v(t)2
dt.
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The rotation number counts the counterclockwise turns of the function z around the origin
in the time interval [t0, t1].
We notice that the sign conditions satisfied by f¯ and ψ¯, namely f¯(t, s)s > 0 and ψ¯(s)s >
0, for all t ∈ R and for all s ∈ R \ {0}, imply that the function θ is strictly increasing,
or equivalently that the rotation number is positive, for any non-trivial solution z in any
compact time interval.
Lemma 1.3.2. Assume (S0), (S1), (S2). For any k ∈ N0, there exist τ∗k > 0 and r∗k ∈
]0,min{ 1k , δ}[, such that, for any interval J = [t0, t1], with |t0 − t1| > τ∗k , and any solution
z of (1.13), with z(t0) = z0 for some |z0| = r∗k, we have
Rot(z; J) > k. (1.15)
Proof. By condition (S2) there exist two continuous functions g, h : [−δ, δ]→ R such that
0 <g(s)s ≤ h(s)s, for all s ∈ [−δ, δ] \ {0},
g(s)s ≤ f¯(t, s)s ≤ h(s)s, for all t ∈ [0, T ], for all s ∈ [−δ, δ]. (1.16)
Indeed, it suffices to define
g(s) =

max
t∈[0,T ]
f¯(t, s) if − δ ≤ s < 0,
min
t∈[0,T ]
f¯(t, s) if 0 ≤ s ≤ δ,
and
h(s) =

min
t∈[0,T ]
f¯(t, s) if − δ ≤ s < 0,
max
t∈[0,T ]
f¯(t, s) if 0 ≤ s ≤ δ.
From now on we will refer to g, h as some continuous extensions onto R of the functions
previously defined, which satisfy
0 <g(s)s ≤ h(s)s, for all s ∈ R \ {0}, (1.17)
g(s)s ≤ f¯(t, s)s ≤ h(s)s, for all t ∈ [0, T ], for all s ∈ R, (1.18)
and
lim
|s|→+∞
G(s) = lim
|s|→+∞
H(s) = +∞, (1.19)
where G, H : R→ R are given by
G(s) =
∫ s
0
g(ξ) dξ, H(s) =
∫ s
0
h(ξ) dξ.
Let us introduce the planar autonomous systemsu′ = −ψ¯(v),v′ = g(u) (1.20)
and u′ = −ψ¯(v),v′ = h(u). (1.21)
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The energy functions associated with (1.20) and (1.21) are, respectively,
EG(x, y) = Ψ¯(y) +G(x), EH(x, y) = Ψ¯(y) +H(x),
with Ψ¯ : R→ R given by
Ψ¯(s) =
∫ s
0
ψ¯(ξ) dξ.
By definition of ψ¯ and from conditions (1.17) and (1.19), it follows that the only equilibrium
point of (1.20) and (1.21) is (0, 0) and all the level curves of EG and EH are closed curves
around (0, 0). Hence global existence and uniqueness of solution hold for every Cauchy
problem associated with (1.20) and (1.21).
Let us introduce two auxiliary functions M∓ : R2 \ {0} → R, defined by
M−(x, y) =

h(x)y − ψ¯(y)x
h(x)x+ ψ¯(y)y
if xy < 0,
g(x)y − ψ¯(y)x
g(x)x+ ψ¯(y)y
if xy ≥ 0
and
M+(x, y) =

g(x)y − ψ¯(y)x
g(x)x+ ψ¯(y)y
if xy < 0,
h(x)y − ψ¯(y)x
h(x)x+ ψ¯(y)y
if xy ≥ 0.
M−,M+ are both continuous functions. Let us consider the differential equations
dr
dθ
= rM−(r cos θ, r sin θ) (1.22)
and
dr
dθ
= rM+(r cos θ, r sin θ). (1.23)
Trajectories associated with non-trivial solutions of (1.22) and (1.23) parametrize spirals,
surrounding the origin, obtained by alternating the level curves of EG and EH . Indeed, let
θ0 ∈ R and ρ0 > 0 be fixed. By continuity of the functions involved there exists at least one
maximal solution r− of (1.22) such that r−(θ0) = ρ0. Let I be the domain of r−. We prove
that I = R. Let
x(θ) = r(θ) cos(θ), (1.24)
y(θ) = r(θ) sin(θ), (1.25)
for all θ ∈ I. Assume that x(θ0)y(θ0) ≥ 0 and take θ¯ ∈ I, with θ¯ > θ0, such that x(θ¯)y(θ¯) ≥
0, with (x(θ¯), y(θ¯)) 6= 0. Then, for all θ ∈ ]θ0, θ¯[, the following holds
d
dθ
EG(x(θ), y(θ)) = ψ¯(y(θ))y′(θ) + g(x(θ))x′(θ)
= ψ¯(y(θ))
[
r′(θ) sin θ + r(θ) cos θ
]
+ g(x(θ))
[
r′(θ) cos θ − r(θ) sin θ
]
= ψ¯(y(θ))
[
y(θ)
g(x(θ))y(θ)− ψ¯(y(θ))x(θ)
g(x(θ))x(θ) + ψ¯(x(θ))x(θ)
+ x(θ)
]
+ g(x(θ))
[
x(θ)
g(x(θ))y(θ)− ψ¯(y(θ))x(θ)
g(x(θ))x(θ) + ψ¯(x(θ))x(θ)
− y(θ)
]
= 0.
1.3 Small classical periodic solutions 31
That is, for all θ ∈ ]θ0, θ¯[,
EG(x(θ), y(θ)) = EG(x(θ0), y(θ0)) = c > 0,
or, in other words, the restriction of r− to the interval [θ0, θ¯] is such that the curve (x, y)
in [θ0, θ¯] defined by (1.24), (1.25) parametrizes the arc of the level curve EG(x, y) = c
with extreme points (x0, y0) = (x(θ0), y(θ0)) and (x¯, y¯) = (x(θ¯), y(θ¯)) contained in the same
quarter as (x0, y0). As any non-trivial level curve of EG is bounded away from 0, the function
r(θ) =
√
x(θ)2 + y(θ)2 is bounded away from 0 in [θ0, θ¯], as well. Then there exists θ1 ∈ I,
with θ1 > θ0, such that x(θ1) = 0 with y(θ1) 6= 0. In a similar way, we prove the existence
of θ2 ∈ I, with θ2 > θ1, such that the restriction of r− to the interval [θ1, θ2] is such that
the curve (x, y) in [θ1, θ2] defined by (1.24), (1.25) parametrizes the arc of the level curve
EH(x, y) = c with extreme points (x1, y1) = (x(θ1), y(θ1)) and (x2, y2) = (x(θ2), y(θ2))
contained in the same quarter as (x1, y1); moreover r− is bounded away from 0 in [θ1, θ2].
The definition of the function M− allows to conclude that r− is globally defined, that is
I = R, and that r−(θ) > 0 for all θ ∈ R, and that r− is the unique solution of the Cauchy
problem associated with (1.22) with initial datum r−(θ0) = ρ0 > 0.
In summary, there exists a unique global solution r− for any Cauchy problem associated
with (1.22) with initial datum r−(θ0) = ρ0, with θ0 ∈ R and ρ0 > 0. Moreover r− satisfies
r−(θ) > 0 for all θ ∈ R.
In a parallel way, it is clear that there hold global existence and uniqueness of solution r+
of any Cauchy problem associated with (1.23) with initial datum r+(θ0) = ρ0, with θ0 ∈ R
and ρ0 > 0. Moreover r+ satisfies r+(θ) > 0 for all θ ∈ R.
In the following we will sometimes use the notations r−(· ; θ0, ρ0) or r+(· ; θ0, ρ0) when
referring to the functions r− or r+ as above, respectively.
Let us fix k ∈ N0. For any ρ0 > 0, set
m∗k(ρ0) = inf
θ0∈[0,2pi]
θ∈[θ0,θ0+2kpi]
r−(θ; θ0, ρ0) > 0
and
M∗k (ρ0) = sup
θ0∈[0,2pi]
θ∈[θ0,θ0+2kpi]
r+(θ; θ0, ρ0).
From EG(0) = EH(0) = 0 we obtain lim
ρ0→0+
M∗k (ρ0) = 0, then there exists r
∗
k > 0 such that
0 < m∗k(r
∗
k) ≤ r∗k ≤M∗k (r∗k) < min
{
1
k
, δ
}
.
Pick rk, rk > 0 such that
0 < rk < m
∗
k(r
∗
k) ≤ r∗k ≤M∗k (r∗k) < rk < min
{
1
k
, δ
}
.
Define a continuous function G : R2 \ {0} → R by
G(x, y) = g(x)x+ ψ¯(y)y
x2 + y2
.
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Let A = {(x, y) ∈ R2 : rk ≤
√
x2 + y2 ≤ rk} and δ∗k = minA G > 0. Set τ
∗
k =
2kpi
δ∗k
and take
any interval J = [t0, t1], with τ = t1 − t0 > τ∗k and a solution z of (1.13) with z(t0) = z0,
for some z0 ∈ R2 such that |z0| = r∗k. We want to prove that (1.15) holds, i.e.,
Rot(z; J) > k.
Without loss of generality, we can assume that θ(t0) = θ0 ∈ [0, 2pi[. Therefore the thesis
amounts to proving that
θ(t1)− θ(t0) > 2kpi. (1.26)
Set
σ = sup{s ∈ [t0, t1] : rk ≤ ρ(t) ≤ rk in [t0, s]}.
For all t ∈ [t0, σ], we have
|u(t)| ≤ ρ(t) < δ. (1.27)
Two cases may occur: either σ = t1, or σ < t1.
If σ = t1, by (1.27) and (1.16), we have
Rot(z; J) =
1
2pi
∫ σ
t0
ψ¯(v(t))v(t) + f¯(t, u(t))u(t)
u(t)2 + v(t)2
dt
≥ 1
2pi
∫ t1
t0
G(u(t), v(t)) dt ≥ τ
2pi
min
A
G > δ
∗
kτ
∗
k
2pi
= k
and hence (1.15) follows.
If σ < t1, the maximality of σ implies that rk ≤ ρ(t) ≤ rk for all t ∈ [t0, σ] and
ρ(σ) ∈ {rk, rk}. Assume that ρ(σ) = rk, the other case being treated similarly. In order to
prove (1.26), we only need to show that
θ(σ)− θ(t0) > 2kpi,
since, as already observed, the function θ is strictly increasing. By contradiction, assume
that θ(σ)− θ(t0) ≤ 2kpi. The monotonicity of θ also implies
θ(t) ∈ [θ0, θ0 + 2kpi], (1.28)
for all t ∈ [t0, σ].
On the other hand, ζ = (ρ, θ) satisfies
ρ′(t) = f¯(t, ρ(t) cos θ(t)) sin θ(t)− ψ¯(ρ(t) sin θ(t)) cos θ(t),
θ′(t) =
ψ¯(ρ(t) sin θ(t)) sin θ(t) + f¯(t, ρ(t) cos θ(t)) cos θ(t)
ρ(t)
, (1.29)
for all t ∈ R. In this regard, we introduce some additional functions S, U : J×R2 \{0} → R,
given by
S(t, x, y) =
f¯(t, x)y − ψ¯(y)x
x2 + y2
,
U(t, x, y) =
ψ¯(y)y + f¯(t, x)x
x2 + y2
,
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and R, Θ : J × ]0,+∞[× R→ R, given by
R(t, ρ, θ) = ρS(t, ρ cos θ, ρ sin θ),
Θ(t, ρ, θ) = U(t, ρ cos θ, ρ sin θ).
By definition, there holds
ρS(t, ρ cos θ, ρ sin θ)
U(t, ρ cos θ, ρ sin θ)
=
R(t, ρ, θ)
Θ(t, ρ, θ)
for all (t, ρ, θ) ∈ J × ]0,+∞[× R; moreover by using property (1.18), we easily see that
S(t, x, y)
U(t, x, y)
≤M+(x, y) (1.30)
is satisfied for all t ∈ [t0, σ] and for all (x, y) ∈ R2 \ {0}.
Let γ : R→ ]0,+∞[ be the solution of (1.23) satisfying γ(θ0) = r∗k. From the definition
of M∗k , we have
γ(θ) ≤M∗k (r∗k) < rk,
for all θ ∈ [θ0, θ0 + 2kpi]. On the other hand, the function (ρ, θ) which parametrizes z is a
solution of ρ′ = R(t, ρ, θ),θ′ = Θ(t, ρ, θ),
in R, with ρ(t0) = |z(t0)| = r∗k = γ(θ0) = γ(θ(t0)). We know that θ′(t) > 0 for all t ∈ [t0, σ],
so that the restriction to [t0, σ] of the function θ satisfies θ : [t0, σ] → [θ(t0), θ(σ)], it is a
C1-diffeomorphism, with inverse s : [θ(t0), θ(σ)] → [t0, σ]. If we set %(θ) = ρ(s(θ)), so that
ρ(t) = %(θ(t)), we find
d%(θ)
dθ
=
ρ′(t)
θ′(t)
∣∣∣
t=s(θ)
=
R(s(θ), ρ(s(θ)), θ)
Θ(s(θ), ρ(s(θ)), θ)
.
Hence, %(θ) satisfies, for θ ∈ [θ(t0), θ(σ)], the differential inequality
%′ ≤ %M+(% cos θ, % sin θ)
and, moreover, %(θ0) = ρ(t0) = γ(θ0). As uniqueness of solution holds for any Cauchy
problem associated with (1.23), by the classical result on differential inequalities stated in
Theorem 4.7.5, we conclude that %(θ) ≤ γ(θ), for all θ ∈ [θ(t0), θ(σ)], and hence ρ(t) ≤
γ(θ(t)), for all t ∈ [t0, σ]. In particular, we have rk = ρ(σ) ≤ γ(θ(σ)) < rk, which is a
contradiction.
Lemma 1.3.3. Assume (S0), (S1), (S2). Let J be a compact interval in R. Then there
exists r0 = r0(J) > 0 such that
Rot(z; J) < 1, (1.31)
for any solution z of (1.13), with 0 < min
J
|z| ≤ r0.
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Proof. Assumptions (S1) and (S2) imply in particular that, for any fixed ε > 0, there exists
δε ∈ ]0, δ[ such that, for all t ∈ R and s ∈ [−δε, δε],
f¯(t, s)s ≤ εs2.
Let J = [t1, t2] and z = (u, v) be a non-trivial solution of (1.13) such that, for all t ∈ J ,
|u(t)| ≤ δε. (1.32)
Denote as usual by (ρ, θ) the polar coordinates of z and set θ1 = θ(t1) and θ2 = θ(t2). We
want to prove that
θ2 − θ1 < 2pi. (1.33)
Assume by contradiction that
θ2 − θ1 ≥ 2pi. (1.34)
As we have, by (1.32),
f¯(t, ρ(t) cos θ(t))ρ(t) cos θ(t) ≤ ε(ρ(t) cos θ(t))2
and
ψ¯(ρ(t) sin θ(t))ρ(t) sin θ(t) ≤ ψ′(δ)(ρ(t) sin θ(t))2,
we obtain, from (1.29),
θ′(t)
ψ′(δ)(sin θ(t))2 + ε(cos θ(t))2
≤ 1,
for all t ∈ [t1, t2]. Setting c = ψ′(δ) and integrating over [t1, t2] yield
|J | = t2 − t1 ≥
∫ θ2
θ1
1
c(sin s)2 + ε(cos s)2
ds
≥
∫ 2pi
0
1
c(sin s)2 + ε(cos s)2
ds = 4
∫ pi
2
0
1
c(sin s)2 + ε(cos s)2
ds
=
4
ε
∫ pi
2
0
1
(cos t)2
1
1 +
(√
c
ε tan t
)2 dt = 4√cε
∫ +∞
0
1
1 + t2
dt =
2pi√
cε
.
A contradiction is achieved taking ε ∈ ]0, 4pi2c|J|2 [. Hence (1.33) follows.
In order to conclude, we use Lemma 1.3.1: choosing r0 > 0 small enough, any solution
z, with 0 < min
J
|z| ≤ r0, by (1.14) satisfies
max
J
|u| ≤ max
J
|z| ≤ δε.
Hence (1.33) holds, implying the validity of (1.31).
Theorem 1.3.4. Assume (S0), (S1), (S2). For every k ∈ N0 there exists m∗k ∈ N0 such that
for any integer m > m∗k, which is coprime with k, equation (1.1) has at least one classical
subharmonic solution uk of order m with precisely 2k zeroes in [0,mT [.
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Proof. Fix k ∈ N0. Let τ∗k and r∗k as in Lemma 1.3.2, and m∗k ∈ N0, with m∗kT > k τ∗k . Take
m ∈ N0 such that m > m∗k and r0 = r0([0,mT ]) < r∗k as in Lemma 1.3.3. The two results
just mentioned guarantee on the one hand that
Rot(z; [0,mT ]) > k
for any solution z with initial value z0 such that |z0| = r∗k; on the other hand there holds
Rot(z; [0,mT ]) < k
for any solution z with initial value z0 such that |z0| = r0. Since solutions of the Cauchy
problems associated with (1.13) are globally defined, we can apply the Poincare´-Birkhoff
theorem, in the version of Theorem 4.7.7: there exists in particular one point z∗k ∈ R2 such
that r0 < |z∗k| < r∗k and a corresponding solution zk = (uk, vk) of (1.13) which is mT -periodic
and satisfies
Rot(zk; [0,mT ]) = k.
By the previous discussion we know that, denoting by (ρk, θk) the polar coordinates of
zk, the angular displacement θk is strictly increasing, and thus uk has exactly 2k zeroes
in [0,mT [. Moreover, since m, k are coprime, mT is the minimum period of uk among
T, 2T, . . . , (m− 1)T,mT . Finally, Lemmas 1.3.2 and 1.3.3 imply that zk satisfies
r0 < |zk(t)| < r∗k
for all t ∈ R. This condition assures that uk is a classical subharmonic solution of (1.1) of
order m, with precisely 2k zeroes in [0,mT [.
Remark 1.3.1 Taking k = 1 in Theorem 1.3.4 we conclude that, for any m > m∗k there
exists at least one subharmonic solution of (1.1) having minimum period mT .
We are now in position of proving
Theorem 1.3.5. Assume that
(S0) f : R× R→ R, f = f(t, s), is T -periodic in t, for some T > 0, and continuous,
(S1) lim
s→0
f(t, s)
s
= 0, uniformly in t ∈ [0, T ],
(S2) there exists δ > 0 such that f(t, s)s > 0, for all t ∈ [0, T ] and for all s ∈ [−δ, δ] \ {0}.
Then there exists a sequence (uk)k of classical subharmonic solutions of (1.1) such that
lim
k→+∞
‖uk‖C1 = 0
and whose minimum periods diverge.
Proof. We keep the same notations as in the proof of Theorem 1.3.4. Fix any k ∈ N0 and
take mk ∈ N0, coprime with k, such that mk > max{k2,m∗k}. From the proof of Theorem
1.3.4 we know that there exists at least one point z∗k ∈ R2 such that r0 < |z∗k| < r∗k and a
corresponding solution zk = (uk, vk) of (1.13) which is mkT -periodic and satisfies
Rot(zk; [0,mkT ]) = k.
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The minimum period τk of zk, and hence of uk, satisfies τk ≥ mkk T > kT. This estimate
obviously yields
lim
k→+∞
τk = +∞.
The proof of Theorem 1.3.4 also guarantees that, for any k ∈ N0,
max{‖uk‖∞, ‖(ψ¯)−1(u′k)‖∞} ≤ ‖zk‖∞ < r∗k.
As we chose r∗k <
1
k in Lemma 1.3.2, we get
lim
k→+∞
‖uk‖C1 = 0.
This concludes the proof.
1.4 Large bounded variation periodic solutions
In this section we will use the following notation: for any σ > 0, let us set
W 1,1σ (0, σ) = {u ∈W 1,1(0, σ) : u is σ-periodic}.
We start with some preparatory results.
Lemma 1.4.1. Let σ > 0 be fixed and u ∈ BVloc(R) be a σ-periodic function. Then u is a
σ-periodic solution of (1.1) if and only if f(·, u) ∈ L1(0, σ) and the following inequality
Jσ(v)− Jσ(u) ≥
∫ σ
0
f(t, u)(v − u) dt (1.35)
holds for all v ∈ BV (0, σ), with
Jσ(v) =
∫ σ
0
√
1 + |Dv|2 + |v(0+)− v(σ−)|. (1.36)
Proof. For any φ ∈ BV (0, σ), let us define Tφ : R→ R as
Tφ(s) = Jσ(u+ sφ)−
∫ σ
0
f(t, u)(u+ sφ) dt.
The function Tφ is convex. Let us also set Kσ : BV (0, σ)→ R as
Kσ(v) =
∫ σ
0
√
1 + |Dv|2.
By Theorem 4.6.13 the functional Kσ is differentiable in the direction φ ∈ BV (0, σ) if and
only if |Dφ|s is absolutely continuous with respect to |Du|s and, under this assumption, by
Remark 4.6.3 we deduce
d
ds
Kσ(u+ sφ)|s=0 =
∫ σ
0
(Du)a (Dφ)a√
1 + |(Du)a|2 dt+
∫ σ
0
sgn
(
Du
|Du|
)
Dφ
|Dφ| |Dφ|
s. (1.37)
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Fix now φ ∈ BV (0, σ) as required in Theorem 4.6.13. Then Tφ is differentiable at s = 0 and
the following holds
Tφ′(0) = d
ds
Jσ(u+ sφ)|s=0 − d
ds
(∫ σ
0
f(t, u)(u+ sφ) dt
)
|s=0
=
d
ds
Kσ(u+ sφ)|s=0 + d
ds
( ∣∣(u+ sφ)(0+)− (u+ sφ)(σ−)∣∣ )|s=0 − ∫ σ
0
f(t, u)φdt
=
d
ds
Kσ(u+ sφ)|s=0 + d
ds
( ∣∣u(0+)− u(σ−) + s(φ(0+)− φ(σ−))∣∣ )|s=0 − ∫ σ
0
f(t, u)φdt
=
d
ds
Kσ(u+ sφ)|s=0 + sgn(u(0+)− u(σ−)) (φ(0+)− φ(σ−))−
∫ σ
0
f(t, u)φdt.
(1.38)
From (1.37) and (1.38) we obtain
Tφ′(0) =
∫ σ
0
(Du)a (Dφ)a√
1 + |(Du)a|2 dt+
∫ σ
0
sgn
(
Du
|Du|
)
Dφ
|Dφ| |Dφ|
s
+ sgn(u(0+)− u(σ−)) (φ(0+)− φ(σ−))−
∫ σ
0
f(t, u)φdt. (1.39)
Assume now that f(·, u) ∈ L1(0, σ) and (1.35) holds for all v ∈ BV (0, σ). Then, for any
given φ ∈ BV (0, σ), the function Tφ has a minimum at s = 0. Fix now φ ∈ BV (0, σ)
as required in Theorem 4.6.13. Since s = 0 is a minimum of Tφ, we have T ′φ(0) = 0, or
equivalently using (1.39)∫ σ
0
(Du)a (Dφ)a√
1 + |(Du)a|2 dt+
∫ σ
0
sgn
(
Du
|Du|
)
Dφ
|Dφ| |Dφ|
s
+ sgn(u(0+)− u(σ−)) (φ(0+) − φ(σ−)) =
∫ σ
0
f(t, u)φdt.
This means that u is a σ-periodic solution of (1.1).
Conversely, let us assume that u is a σ-periodic solution of (1.1) and fix v ∈ BV (0, σ).
According to Theorem 4.6.5, there exists a sequence (vn)n in W
1,1
σ (0, σ) such that
lim
n→+∞ vn = v
in L1(0, σ) and a.e. in [0, σ], and
lim
n→+∞Jσ(vn) = Jσ(v).
For each n, set φn = vn − u. We have that φn ∈ BV (0, σ), with |Dφn|s = |Du|s and
φn(0
+)− φn(σ−) = u(0+)− u(σ−). As, by assumption, u satisfies the Euler equation (1.2),
we have T ′φn(0) = 0; moreover, by convexity of Tφn , there holds
Tφn(1) ≥ T ′φn(0) · 1 + Tφn(0) = Tφn(0),
that is,
Jσ(u+ φn)−
∫ σ
0
f(t, u)(u+ φn) dt ≥ Jσ(u)−
∫ σ
0
f(t, u)u dt,
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or equivalently
Jσ(vn)−
∫ σ
0
f(t, u)vn dt ≥ Jσ(u)−
∫ σ
0
f(t, u)u dt. (1.40)
As by the dominated convergence theorem we have
lim
n→+∞
∫ σ
0
f(t, u)vn dt =
∫ σ
0
f(t, u)v dt,
we can pass to the limit in (1.40), as n goes to +∞, obtaining
Jσ(v)− Jσ(u) ≥
∫ σ
0
f(t, u)(v − u) dt,
that is (1.35).
Lemma 1.4.2. Let u ∈ BVloc(R) be a non-constant σ-periodic function, for some σ > 0.
Then u has a minimum period τ > 0 and στ ∈ N0.
Proof. We first prove that u cannot have arbitrarily small periods. Assume by contradiction
that there exists a sequence (σn)n, with 0 < σn <
σ
n , of periods of u. As u is σn-periodic,
by Proposition 4.6.8 and by Corollary 4.6.18 we have
0 < 2
(
ess sup
R
u− ess inf
R
u
)
= 2
(
ess sup
[0,σn]
u− ess inf
[0,σn]
u
)
≤
∫ σn
0
|Du|+ |u(σ−n )− u(0+)| ≤
1
n
(∫ σ
0
|Du|+ |u(σ−)− u(0+)|
)
,
which yields a contradiction by letting n go to +∞.
Let us denote by T the set of all (positive) periods of u and set τ = inf T . We know
from the previous step that τ > 0. Let us show that τ is the minimum period. Let (σn)n be
a sequence in T converging to τ , with σn > τ for all n . Let ur denote the right-continuous
representative of the bounded variation function u (see Proposition 4.6.15). As there exists
a set E in R, with zero Lebesgue measure, for which ur(t+σn) = ur(t) for every n and each
t ∈ R \ E, we conclude that ur(t+ τ) = ur(t) for each t ∈ R \ E, that is τ ∈ T .
It is finally clear that, σ > 0 being a period of u, there holds στ ∈ N0.
Lemma 1.4.3. Let u ∈ BVloc(R) be a non-constant σ-periodic solution of (1.1) and let
τ > 0 be the minimum period of u. Then u is a τ -periodic solution of (1.1).
Proof. Suppose that σ > τ . By definition of σ-periodic solution of (1.1), u satisfies∫ σ
0
(Du)aφ′√
1 + |(Du)a|2 dt =
∫ σ
0
f(t, u)φdt (1.41)
for every φ ∈ C∞0 (]0, σ[).
Let us prove that the function f(·, u) ∈ L1loc(R) is τ -periodic. As τ is the minimum
period of u, there exists N ∈ N, with N ≥ 2, such that σ = Nτ . Assume by contradiction
that, e.g., f(t, u(t)) 6= f(t + τ, u(t + τ)) for all t in a subset of [0, τ ] of positive measure.
Take φ1 ∈ C∞0 (]0, τ [) and φ2 ∈ C∞0 (]τ, 2τ [), with φ1(t) = φ2(t+ τ) in [0, τ ], such that∫ τ
0
f(t, u)φ1 dt 6=
∫ 2τ
τ
f(t, u)φ2 dt.
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As (Du)a = (Du(· − τ))a a.e. in R and φ′2 = φ′1(· − τ) in [τ, 2τ ], we get from (1.41)∫ τ
0
f(t, u)φ1 dt =
∫ τ
0
(Du)aφ′1√
1 + |(Du)a|2 dt
=
∫ 2τ
τ
(Du)aφ′2√
1 + |(Du)a|2 dt =
∫ 2τ
τ
f(t, u)φ2 dt,
which is a contradiction.
We next prove that u is a τ -periodic solution of (1.1). Pick any w ∈ BV (0, τ) and let
vi ∈ BV ((i− 1)τ, iτ) be such that vi(t+ (i− 1)τ) = w(t) for a.e. t ∈ [0, τ ], for i = 1, . . . , N .
Define v ∈ BV (0, σ) as v(t) = vi(t) for a.e. t ∈ [(i−1)τ, iτ ], for i = 1, . . . , N . By Proposition
4.6.20 we have∫ σ
0
√
1 + |Dv|2 + |v(σ−)− v(0+)| −
∫ σ
0
f(t, u)v dt
= N
∫ τ
0
√
1 + |Dv|2 +N |v(τ−)− v(0+)| −N
∫ τ
0
f(t, u)v dt
= N
∫ τ
0
√
1 + |Dw|2 +N |w(τ−)− w(0+)| −N
∫ τ
0
f(t, u)w dt
and∫ σ
0
√
1 + |Du|2 + |u(σ−)− u(0+)| −
∫ σ
0
f(t, u)u dt
= N
∫ τ
0
√
1 + |Du|2 +N |u(τ−)− u(0+)| −N
∫ τ
0
f(t, u)u dt.
By assumption on u and according to Lemma 1.4.1, we obtain∫ τ
0
√
1 + |Du|2 + |u(τ−)− u(0+)| −
∫ τ
0
f(t, u)u dt
≤
∫ τ
0
√
1 + |Dw|2 + |w(τ−)− w(0+)| −
∫ τ
0
f(t, u)w dt,
or equivalently
Jτ (w)− Jτ (u) ≥
∫ τ
0
f(t, u)(w − u) dt.
We conclude that u is a τ -periodic solution of (1.1).
The following result guarantees the existence of a sequence of arbitrarily large kT -periodic
solutions of (1.1).
Theorem 1.4.4. Assume
(s0) f : R × R → R, f = f(t, s), is T -periodic in t, for some T > 0, and satisfies the
Lp-Carathe´odory conditions in [0, T ]× R for some p > 1,
(s′1) lim|s|→+∞
F (t, s)
|s| = 0 uniformly a.e. in t ∈ [0, T ],
(s2) lim|s|→+∞
∫ T
0
F (t, s) dt = +∞, where F (t, s) =
∫ s
0
f(t, ξ) dξ,
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(s′3) there exists R > 0 such that f(t, s) s ≥ 0 for a.e. t ∈ [0, T ] and for every s with
|s| ≥ R.
Then there exists a sequence (uk)k of kT -periodic solutions of (1.1), satisfying
lim
k→+∞
ess sup
[0,kT ]
uk = +∞ or lim
k→+∞
ess inf
[0,kT ]
uk = −∞. (1.42)
Proof. For any fixed k ∈ N0, define a functional IkT : BV (0, kT )→ R by setting
IkT (v) = JkT (v)−
∫ kT
0
F (t, v) dt,
where the operator JkT is defined in (1.36) with σ = kT . We also introduce
WkT =
{
w ∈ BV (0, kT ) :
∫ kT
0
w dt = 0
}
and, for every v ∈ BV (0, kT ), we set
r =
1
kT
∫ kT
0
v dt,
so that w = v − r ∈ WkT .
Step 1. IkT has a mountain-pass geometry.
Assumptions (s0) and (s
′
1) imply that for every ε > 0 there exists a T -periodic function
cε ∈ L1loc(R) such that
F (t, s) ≤ ε|s|+ cε(t), (1.43)
for a.e. t ∈ R and every s ∈ R. For every w ∈ WkT , we have, using (1.43) and Proposition
4.6.7,
IkT (w) = JkT (w)−
∫ kT
0
F (t, w) dt
≥
∫ kT
0
|Dw|+ |w((kT )−)− w(0+)| − ε
∫ kT
0
|w| dt−
∫ kT
0
cε dt
≥
(
1− εkT
4
)(∫ kT
0
|Dw|+ |w((kT )−)− w(0+)|
)
−
∫ kT
0
cε dt.
This implies that
inf
WkT
IkT > −∞.
On the other hand, by assumption (s2) there exists Ak ∈ R+0 such that
kT −
∫ kT
0
F (t, Ak) dt < infWkT
IkT .
According to Theorem 4.6.10, there exist sequences (vn)n in BV (0, kT ) and (εn)n in R such
that lim
n→+∞ εn = 0,
JkT (v)− JkT (vn) ≥
∫ kT
0
f(t, vn)(v − vn) dt− εn ‖v − vn‖BV (0,kT ) , (1.44)
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for every v ∈ BV (0, kT ), and
lim
n→+∞ IkT (vn) = ck = infγ∈Γk maxξ∈[−Ak,Ak] IkT
(
γ(ξ)
)
, (1.45)
where
Γk =
{
γ ∈ C([−Ak, Ak];BV (0, kT )) : γ(±Ak) = ±Ak} . (1.46)
Step 2. The sequence (vn)n is bounded in BV (0, kT ).
Let us write, for each n ∈ N, vn = wn + rn, with wn ∈ WkT . Assume by contradiction that,
possibly passing to a subsequence that we still denote by (vn)n,
lim
n→+∞ ‖vn‖BV (0,kT ) = +∞. (1.47)
Using (1.43), (1.45) and Proposition 4.6.7 again, we get for all large n
ck + 1 ≥ IkT (vn) = JkT (wn)−
∫ kT
0
F (t, wn + rn) dt
≥
∫ kT
0
|Dwn|+ |wn((kT )−)− wn(0+)| − ε
∫ kT
0
|wn| dt− εkT |rn| −
∫ kT
0
cε dt
≥
(
1− εkT
4
)(∫ kT
0
|Dwn|+ |wn((kT )−)− wn(0+)|
)
− εkT |rn| −
∫ kT
0
cε dt.
Hence we deduce that for every η > 0, there exists cη > 0 such that for all large n
1
2
(∫ kT
0
|Dwn|+ |wn((kT )−)− wn(0+)|
)
≤ η|rn|+ cη
and, by Corollary 4.6.9,
‖wn‖L∞(0,kT ) ≤ η|rn|+ cη. (1.48)
By (1.47) and (1.48), we infer that
lim
n→+∞ |rn| = +∞.
Possibly passing to a further subsequence that we still denote by (vn)n, we can suppose that
either lim
n→+∞ rn = +∞ or limn→+∞ rn = −∞.
Assume that the former case occurs. From (1.48) we get
lim
n→+∞ ess inf[0,kT ]
vn = +∞ (1.49)
and hence, by (s′3), for all large n
f(t, vn(t)) ≥ 0,
for a.e. t ∈ [0, kT ]. Testing (1.44) against v = vn ± 1, we obtain
0 ≥ ±
∫ kT
0
f(t, vn) dt− εnkT
and then, for all large n,∫ kT
0
|f(t, vn)| dt =
∣∣∣∣∫ kT
0
f(t, vn) dt
∣∣∣∣ ≤ εnkT. (1.50)
42 Chapter 1. A capillarity equation with periodic pattern
Now, test (1.44) against v = rn. We get, using (1.50), Proposition 4.6.7 and Corollary 4.6.9,
JkT (wn) ≤ JkT (rn) +
∫ kT
0
f(t, vn)wn dt+ εn ‖wn‖BV (0,kT )
≤ kT + ‖f(·, vn)‖L1(0,kT ) ‖wn‖L∞(0,kT ) + εn ‖wn‖BV (0,kT )
≤ εn
(
1 +
3
4
kT
)(∫ kT
0
|Dwn|+ |wn((kT )−)− wn(0+)|
)
+ kT.
(1.51)
Hence we can easily conclude that there exists a constant c > 0 such that for all large n∫ kT
0
|Dwn|+ |wn((kT )−)− wn(0+)| ≤ c
and
JkT (wn) ≤ c.
Therefore, using (s′3), we get for all large n
IkT (vn) = JkT (wn)−
∫ kT
0
F (t, vn) dt
= JkT (wn)−
∫ kT
0
(∫ ess inf
[0,kT ]
vn
0
f(t, s) ds
)
dt−
∫ kT
0
(∫ vn(t)
ess inf
[0,kT ]
vn
f(t, s) ds
)
dt
≤ c−
∫ kT
0
F
(
t, ess inf
[0,kT ]
vn
)
dt.
Then a contradiction follows, using (1.49) and (s2), as we have by (1.45)
inf
n
IkT (vn) > −∞.
Step 3. For each k ∈ N0, there exists a kT -periodic solution uk of (1.1), with IkT (uk) = ck.
Fix k ∈ N0. Since by Step 2 the sequence (vn)n is bounded in BV (0, kT ), there exists a
subsequence, that we still denote by (vn)n, and a function uk ∈ BV (0, kT ), such that
lim
n→+∞ vn = uk
in L1(0, kT ) and a.e. in [0, kT ], and
sup
n
‖vn‖L∞(0,kT ) < +∞.
Hence, using (s0), Proposition 4.6.6 and the dominated convergence theorem, we get
lim
n→+∞ f(·, vn) = f(·, uk), in L
1(0, kT ),
lim
n→+∞
∫ kT
0
F (t, vn) dt =
∫ kT
0
F (t, uk) dt,
lim inf
n→+∞JkT (vn) ≥ JkT (uk),
lim
n→+∞
∫ kT
0
f(t, vn)(v − vn) dt =
∫ kT
0
f(t, uk)(v − uk) dt,
lim
n→+∞ εn ‖v − vn‖BV (0,kT ) = 0,
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for every v ∈ BV (0, kT ). Accordingly, we obtain from (1.44)
JkT (v)−
∫ kT
0
f(t, uk)(v − uk) dt = JkT (v)− lim
n→+∞
∫ kT
0
f(t, vn)(v − vn) dt
+ lim
n→+∞ εn ‖v − vn‖BV (0,kT ) ≥ lim infn→+∞JkT (vn) ≥ JkT (uk),
i.e., uk is a kT -periodic solution of (1.1). Moreover, testing (1.44) against v = uk, we get
JkT (uk)−
∫ kT
0
f(t, uk)(uk − vn) dt+ εn ‖uk − vn‖BV (0,kT ) ≥ JkT (vn).
Letting n go to +∞, we have
JkT (uk) ≥ lim sup
n→+∞
JkT (vn).
As
JkT (uk) ≤ lim inf
n→+∞JkT (vn),
we conclude that
JkT (uk) = lim
n→+∞JkT (vn)
and
IkT (uk) = lim
n→+∞ IkT (vn) = ck.
Step 4. The following limits hold
lim
k→+∞
1
k
IkT (uk) = −∞, (1.52)
lim
k→+∞
1
k
‖uk‖L1(0,kT ) = +∞,
lim
k→+∞
‖uk‖L∞(0,kT ) = +∞. (1.53)
For each k ∈ N0, let φk : [0, kT ] → R be defined as φk(t) = ksgn
(
t − kT
2
)
. Note that φk
is an eigenfunction associated with the second eigenvalue kT4 of the 1-Laplace operator with
periodic boundary conditions on [0, kT ] (cf. [41]). Define a path γk : [−Ak, Ak]→ BV (0, kT )
as
γk(ξ) = ξ +
(
1− |ξ|
Ak
)
φk.
Clearly, we have γk ∈ Γk, where Γk is defined in (1.46). For each ξ ∈ [−Ak, Ak], we wish to
compute
JkT (γk(ξ)).
Notice first that
JkT (γk(±Ak)) = kT. (1.54)
Pick now ξ ∈ ]−Ak, Ak[ and name ψk =
(
1− |ξ|
Ak
)
φk. We observe that
JkT (γk(ξ)) = JkT (ψk).
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From Remark 4.6.2 and Lemma 4.6.19, we get∫ kT
0
√
1 + |Dψk|2 =
∫ kT/2
0
√
1 + |Dψk|2
+
∫ kT
kT/2
√
1 + |Dψk|2 +
∣∣ψk((kT2 )+)− ψk((kT2 )−)∣∣.
Notice also that ∫ kT/2
0
√
1 + |Dψk|2 =
∫ kT
kT/2
√
1 + |Dψk|2 = kT
2
,
∣∣ψk((kT2 )+)− ψk((kT2 )−)∣∣ = |ψk(kT−)− ψk(0+)| = 2k(1− |ξ|Ak
)
.
Then we compute
JkT (γk(ξ)) =
∫ kT
0
√
1 + |Dψk|2 + |ψk(kT−)− ψk(0+)| = kT + 4k
(
1− |ξ|
Ak
)
. (1.55)
From (1.54) and (1.55), valid for all ξ ∈ ]−Ak, Ak[, we deduce that
JkT (γk(ξ)) = 4k
(
1− |ξ|
Ak
)
+ kT ≤ (4 + T )k
holds for all ξ ∈ [−Ak, Ak]. Hence we obtain, for each ξ ∈ [−Ak, Ak],
IkT (γk(ξ)) ≤ (4 + T )k −
∫ kT
0
F (t, γk(ξ)) dt. (1.56)
Now we want to estimate the last integral for all large enough k. Note that we can assume,
without restriction, that Ak ≥ k ≥ max{4, R}. Hence, we see that, for each ξ ∈ [−Ak, Ak],
there exists an interval [ak, bk] ⊆ [0, kT ] with ak = ak(ξ), bk = bk(ξ) and bk − ak ≥
⌊
k
2
⌋
T ,
such that
|γk
(
ξ
)
(t)| ≥ k,
for a.e. t ∈ [ak, bk]. Indeed, the following statements hold:
(i) if ξ ∈ [−Ak, 0[, then
|γk
(
ξ
)
(t)| =
∣∣∣∣ξ + k(1 + ξAk
)
sgn
(
t− kT
2
)∣∣∣∣ = −ξ(1− kAk
)
+ k ≥ k,
for a.e. t ∈ [ak, bk] =
[
0, bk2 cT
]
;
(ii) if ξ = 0, then
|γk
(
0
)
(t)| =
∣∣∣∣ksgn(t− kT2
)∣∣∣∣ ≥ k,
for a.e. t ∈ [ak, bk] = [0, kT ];
(iii) if ξ ∈ ]0, Ak], then
|γk
(
ξ
)
(t)| =
∣∣∣∣ξ + k(1− ξAk
)
sgn
(
t− kT
2
)∣∣∣∣ = k + ξ(1− kAk
)
≥ k,
for a.e. t ∈ [ak, bk] =
[⌈
k
2
⌉
T, kT
]
.
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As we have assumed (Ak ≥)k ≥ R, we have, using (s′3),
F (t, s) ≥ F (t, k),
for a.e. t ∈ R and every s with |s| ≥ k. Moreover, by (s0), there exists a T -periodic function
h ∈ L1loc(R) such that
F (t, s) ≥ −h(t),
for a.e. t ∈ R and every s ∈ R. Therefore we obtain, for every ξ ∈ [−Ak, Ak],∫ kT
0
F (t, γk(ξ)) dt =
∫ bk
ak
F (t, γk(ξ)) dt+
∫
[0,kT ]\[ak,bk]
F (t, γk(ξ)) dt
≥
∫ bk
ak
F (t, k) dt−
∫
[0,kT ]\[ak,bk]
h dt
≥
∫ bk
ak
F (t, k) dt− k ‖h‖L1(0,T ) .
(1.57)
Note that, for any ξ ∈ [−Ak, Ak], we have∫ bk
ak
F (t, k) dt ≥
⌊
k
2
⌋∫ T
0
F (t, k) dt
and then, by (s2)
lim
k→+∞
1
k
∫ bk
ak
F (t, k) dt = +∞.
Therefore we can conclude, from (1.56) and (1.57), that
lim
k→+∞
1
k
max
ξ∈[−Ak,Ak]
IkT (γk(ξ)) ≤ lim
k→+∞
(
4 + T + ‖h‖L1(0,T ) −
1
k
∫ bk
ak
F (t, k) dt
)
= −∞,
which in turn implies that
lim
k→+∞
1
k
IkT (uk) = −∞, (1.58)
as
IkT (uk) = inf
γ∈Γk
max
ξ∈[−Ak,Ak]
IkT (γ(ξ)).
We finally observe that, as
1
k
IkT (uk) ≥ −1
k
∫ kT
0
F (t, uk) dt,
then we get, from (1.58),
lim
k→+∞
1
k
∫ kT
0
F (t, uk) dt = +∞.
Using (1.43) with ε = 1, we have
1
k
∫ kT
0
F (t, uk) dt ≤ 1
k
∫ kT
0
|uk| dt+ 1
k
∫ kT
0
|c1| dt
=
1
k
‖uk‖L1(0,kT ) + ‖c1‖L1(0,T ) ≤ T ‖uk‖L∞(0,kT ) + ‖c1‖L1(0,T ) ,
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and hence both
lim
k→+∞
1
k
‖uk‖L1(0,kT ) = +∞
and
lim
k→+∞
‖uk‖L∞(0,kT ) = +∞.
Remark 1.4.1 Under the assumptions of Theorem 1.4.4 we cannot exclude that all the
solutions uk are constant. This cannot happen if assumption (s
′
3) is slightly strengthened,
replacing it with (s3) as below, indeed in that case the solutions obtained, if classical, would
be subharmonic solutions in the sense, e.g., of [38, p. 426]: namely, if (uk)k is the sequence
of classical solutions possibly obtained, then uk is a kT -periodic solution of (1.1), but not
T -periodic. This is the content of Theorem 1.4.5.
Theorem 1.4.5. Assume (s0), (s
′
1), (s2) and
(s3) there exists R > 0 such that f(t, s)s > 0 for a.e. t ∈ [0, T ] and every s with |s| ≥ R.
Then there exists a sequence (uk)k∈N0 of kT -periodic solutions of (1.1), satisfying
lim
k→+∞
( ess sup
[0,kT ]
uk − ess inf
[0,kT ]
uk) = +∞. (1.59)
Moreover, for each N ∈ N0, there exists k¯ such that, for every k ≥ k¯, ukN is not a NT -
periodic solution of (1.1).
Proof. Theorem 1.4.4 guarantees the existence of a sequence (uk)k of kT -periodic solutions
of (1.1) for which (1.42) holds. Let us prove the validity of (1.59). Indeed, otherwise from
(1.42) we deduce, possibly passing to a subsequence of (uk)k still denoted by (uk)k, that
lim
k→+∞
ess inf
[0,kT ]
uk = +∞ or lim
k→+∞
ess sup
[0,kT ]
uk = −∞.
Assume that the former case occurs. Hence condition (s3) implies that, for all large k,
f(t, uk(t)) > 0, (1.60)
for a.e. t ∈ [0, kT ]. By Lemma 1.4.1, testing (1.35) with σ = kT and u = uk against
v = uk ± 1, we infer ∫ kT
0
f(t, uk) dt = 0.
A contradiction then follows from (1.60).
Next, in order to prove the last conclusion, we suppose by contradiction that, for some
N ∈ N0, there exists a subsequence (ukjN )j of (ukN )k, such that, for every j, ukjN is NT -
periodic. Let us denote this subsequence by (ukN )k for simplicity. From condition (1.52)
and the NT -periodicity of ukN , we have
lim
k→+∞
1
N
INT (ukN ) = lim
k→+∞
1
kN
IkNT (ukN ) = −∞.
This implies that
sup
k
INT (ukN ) = M < +∞.
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The same argument employed in Step 2 in the proof of Theorem 1.4.4 yields the existence
of a further subsequence of (ukN )N , which we still denote by (ukN )N , such that
lim
k→+∞
ess inf
[0,NT ]
ukN = +∞ or lim
k→+∞
ess sup
[0,NT ]
ukN = −∞.
Now we proceed as above in order to get a contradiction by means of condition (s3).
Remark 1.4.2 By a diagonal argument, we see that there exists a sequence (kj)j of positive
integers, with kj ≥ j for every j ∈ N0, such that the corresponding solutions (ukj )j are kjT -
periodic, but not hT -periodic for h = 1, . . . , j.
Finally, if both assumptions (s′1) and (s
′
3) are strengthened into (s1) expressed below
and (s3), respectively, then the solutions obtained exhibit large-amplitude oscillations and
have arbitrarily large minimum periods, as stated in the following theorem.
Theorem 1.4.6. Assume that
(s0) f : R × R → R, f = f(t, s), is T -periodic in t, for some T > 0, and satisfies the
Lp-Carathe´odory conditions in [0, T ]× R for some p > 1,
(s1) lim|s|→+∞
f(t, s) = 0 uniformly a.e. in t ∈ [0, T ],
(s2) lim|s|→+∞
∫ T
0
F (t, s) dt = +∞, where F (t, s) =
∫ s
0
f(t, ξ) dξ,
(s3) there exists R > 0 such that f(t, s)s > 0 for a.e. t ∈ [0, T ] and every s with |s| ≥ R.
Then there exists a sequence (uk)k of subharmonic solutions of (1.1) such that
lim
k→+∞
( ess sup
R
uk − ess inf
R
uk) = +∞ (1.61)
and whose minimum periods diverge.
Proof. Theorem 1.4.5 guarantees the existence of a sequence (uk)k of kT -periodic solutions of
(1.1) for which (1.61) holds. Since, for all large k, uk is a non-constant kT -periodic solution
of (1.1), Lemma 1.4.2 and Lemma 1.4.3 imply that uk has a minimum period τk > 0 and it
is a τk-periodic solution of (1.1), i.e., for every v ∈ BV (0, τk),
Jτk(v)− Jτk(uk) ≥
∫ τk
0
f(t, uk)(v − uk) dt. (1.62)
We want to prove that
lim
k→+∞
τk = +∞. (1.63)
Assume by contradiction that there exists a subsequence (τkj )j of (τk)k such that
sup
j
τkj = τ < +∞.
Let us denote (τkj )j simply by (τk)k. Assumptions (s0) and (s1) imply that, for every ε > 0,
there exists cε ∈ L1loc(R) such that
f(t, s)s ≤ ε|s|+ cε(t), (1.64)
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for a.e. t ∈ R and every s ∈ R. Testing (1.62) against v = 0 and using (1.64), we get
Jτk(uk) ≤
∫ τk
0
f(t, uk)uk dt+ τk
≤ ε
∫ τk
0
|uk| dt+
∫ τk
0
cε dt+ τk
≤ ετ ‖uk‖L∞(0,τk) + ‖cε‖L1(0,τ) + τ.
Set rk =
1
τk
∫ τk
0
uk dt and wk = uk − rk. By Corollary 4.6.9, we obtain
2 ‖wk‖L∞(0,τk) ≤
∫ τk
0
|Duk|+ |uk(τ−k )− uk(0+)|
≤ ετ ‖wk‖L∞(0,τk) + ετ |rk|+ ‖cε‖L1(0,τ) + τ.
Hence we conclude that, for every η > 0, there exists cη > 0, which is independent of k,
such that
‖wk‖L∞(0,τk) ≤ η|rk|+ cη,
which is the counterpart of (1.48) in Step 2 in the proof of Theorem 1.4.4. We can then
proceed as there and obtain, possibly passing to a subsequence of (uk)k still denoted by
(uk)k, that (uk)k satisfies
lim
k→+∞
ess inf
[0,τk]
uk = +∞ or lim
k→+∞
ess sup
[0,τk]
uk = −∞.
Arguing as in the first part of the proof of Theorem 1.4.5 we finally get a contradiction by
means of condition (s3).
Chapter 2
An anisotropic prescribed mean
curvature equation modelling
the corneal shape
2.1 Outline
This chapter is devoted to the study of the homogeneous Dirichlet problem in RN
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in Ω,
u = 0 on ∂Ω.
(2.1)
Here a and b are positive parameters and Ω denotes
(i) the open interval ]−R,R[, for some R > 0, in case N = 1 (Section 2.2);
(ii) the open ball B = B(x0, R) in RN , centered at x0 ∈ RN with radius R > 0, in case
N ≥ 2 (Section 2.3);
(iii) a general bounded domain in RN with Lipschitz boundary, in case N ≥ 2 (Section
2.4).
The common goal of the three sections is to investigate existence, uniqueness and regularity
of solutions of problem (2.1). In the meantime, each part distinguishes because of some
additional features, as it will be clear in a while.
In Section 2.2 the one-dimensional problem is tackled by transforming it into an equiv-
alent one. The new formulation is useful to highlight some qualitative properties of the
solutions of the problems, namely an a priori bound in the C1-norm depending on the pa-
rameters a, b only, the monotonicity and the concavity. The validity of the estimate from
below for the derivative of any solution u bases on the one-sided Nagumo condition for the
right-hand side f = f(u, u′) of the equation of the equivalent problem. The property that
f satisfies is of the type
f(s, ξ) ≤ A(1 + ξ2), (2.2)
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for all (s, ξ) in the domain of f , where A is a positive constant which is independent of
the point (s, ξ). The qualitative properties obtained allow to get the existence of a classical
solution of the problem: the argument makes use of the topological degree and exploits the
Leray-Schauder continuation theorem. The uniqueness result, which holds in the general
N -dimensional case as Corollary 2.3.2 states, is proved in dimension 1 in a different way,
which employes the fixed point index. This closes Subsection 2.2.1.
Subsection 2.2.2 is devoted to the construction of a linear monotone iterative procedure
which approximates the unique solution of the problem. We start by remarking the existence
of a family of trivial lower solutions α and upper solutions β, with α ≤ β. The linear iterative
scheme is of the form proposed by [45] and [44]: in presence of a couple of ordered lower
and upper solutions, the method produces monotone sequences of lower and upper solutions
which converge in C2-norm to the unique solution of the problem associated. This result
also gives the order stability of the solution.
We finish with some comments about the numerical features of our iterative scheme: it is
tested in order to compare the results with those found in [120], where the procedure refers
to the semilinear version of the problem, obtained by replacing the mean curvature operator
with its linearization around 0, the Laplace operator.
In Section 2.3 we study problem (2.1) in a open ball B of RN , with N ≥ 2. We
notice that, by the uniqueness result, the solution of the problem is radially symmetric. We
then first reduce the problem in the ball B into an equivalent one-dimensional problem.
The qualitative properties obtained in Section 2.2 are proved to be still valid: with this
aim, we consider a Cauchy problem, whose equation is obtained by modifying the function
ϕ : R→ ]− 1, 1[, given by
ϕ(s) =
s√
1 + s2
and giving rise to the Euclidean mean curvature operator, into a suitable function which is
asymptotically linear. The so-defined problem enjoys existence and uniqueness of classical
solutions, and those starting below the threshold ba display the same qualitative properties
clarified in Section 2.2. Again, the nonlinear term f = f(r, u, u′) in the equation maintains
the one-sided Nagumo condition previously introduced, which in particular implies the va-
lidity of the same a priori bound on the derivative of the solutions of the Cauchy problem
and of the original Dirichlet radial problem.
Section 2.4 constitutes the most challenging part of Chapter 2, since it refers to problem
(2.1) over a general bounded domain Ω in RN , with Lipschitz boundary and N ≥ 2. Because
of its importance, a detailed description of the section is given in the Introduction. Here
the same methods used in the one-dimensional or in the radial case do not apply, due to the
possible occurrence of non-classical solutions. In order to apply a variational technique it is
useful to transform the problem into an equivalent one, given by (2.62), whose variational
formulation is simpler. The proof consists in showing the existence of a global minimizer
for the action functional associated with the modified problem (2.62), and in detecting its
interior regularity. The main ingredients of the proof of the regularity are the result of
existence of classical solutions obtained in [107] for the Dirichlet problem (2.1), assuming a
sort of convexity assumption on the domain and a smallness condition on the parameter b,
and some gradient estimates provided by [99]. Such a global minimizer is proved to be the
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unique solution of problem (2.1), according to the generalized notion given in Definition 2.4.1,
where the boundary conditions are satisfied in a weak sense. In order to obtain a classical
solution, which in particular vanishes pointwise on ∂Ω, we impose an extra-assumption, the
exterior sphere condition on Ω with a sufficiently big radius, the value depending on the
parameters a, b and the dimension N : the condition we provide is less restrictive than the
mean convexity assumption required in [107] since it allows the mean curvature of ∂Ω to
be negative, but it establishes a threshold of negativity. Even if we expect that threshold
is not the optimal one, a remark which concludes the section provides a numerical evidence
about the possible existence of solutions satisfying the boundary conditions only in the
generalized sense. Accordingly, our future research is addressed towards the formulation of
a better condition which links the geometry of the domain and the parameters a and b of
the problem and which distinguishes between classical and non-classical solutions of problem
(2.1).
We stress the fact that the existence and uniqueness results obtained in each of the three
sections are valid for any choice of the positive parameters a and b and any size of the
Lipschitz bounded domain Ω.
2.2 The case N = 1
In this section we are concerned with the study of the existence, the uniqueness, the order
stability and the qualitative properties of solutions belonging to C2([−R,R]) of the one-
dimensional homogeneous Dirichlet problem−
(
u′√
1 + u′2
)′
= −au+ b√
1 + u′2
in [−R,R],
u(−R) = u(R) = 0,
(2.3)
where a > 0, b > 0 and R > 0 are constants fixed. We also provide a linear monotone
iterative method of approximation of the solution u ∈ C2([−R,R]) of (2.3), as well as some
numerical computations obtained starting from the monotone approximation method which
has been implemented via MatLab.
Because of the nature of the problem, the study of the solvability and the approximation
procedure are led on the equivalent mixed boundary value problem (2.8), that is (2.9), which
is set on the half interval [0, R]. The same remark holds for the order stability analysis and
the numerical experiments.
2.2.1 Existence, uniqueness and qualitative properties
Problem (2.3) can be written in the equivalent form−u′′ = −au(1 + u′2)3/2 + b(1 + u′2) in [−R,R],u(−R) = u(R) = 0. (2.4)
Let us set for convenience, for all (s, ξ) ∈ R2,
f(s, ξ) = −as(1 + ξ2)3/2 + b(1 + ξ2). (2.5)
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Remark 2.2.1 We notice that the function f is locally Lipschitz continuous with respect
to (s, ξ), then any Cauchy problem associated with the equation
−u′′ = f(u, u′) (2.6)
has a unique local solution. In particular, the constant function ba is the unique solution of
the Cauchy problem 
−u′′ = f(u, u′),
u(0) = ba ,
u′(0) = 0.
Remark 2.2.2 Any possible solution of (2.3) satisfies u(t) > 0 for all t ∈ ]−R,R[. This
follows by evaluating the equation in (2.4) at any interior minimum point. Moreover, u is
an even function. Indeed, assume u ∈ C2([−R,R]) is a solution of (2.3), or equivalently of
(2.4), and let t0 ∈ ]−R,R[ be a critical point of u. Suppose that t0 ≥ 0, the proof being
similar if t0 ≤ 0. Then u is a solution of the Cauchy problem
−v′′ = f(v, v′),
v(t0) = u(t0),
v′(0) = 0.
(2.7)
According to Remark 2.2.1 and by the even property of f = f(s, ξ) with respect to ξ, there
holds
u(t) = u(2t0 − t),
for all t ∈ [t0, R]. As u satisfies u(t) > 0 for all t ∈ ]−R,R[, we conclude that t0 = 0
and then u is symmetric with respect to t = 0. This implies that any solution of (2.3) is a
solution of −
(
u′√
1 + u′2
)′
= −au+ b√
1 + u′2
in [0, R],
u′(0) = u(R) = 0.
(2.8)
Conversely the even extension of any solution of (2.8) is clearly a solution of (2.3) by the
even character of f = f(s, ξ) with respect to ξ.
In the following we will concentrate on problem (2.8), which can be equivalently written
as −u′′ = −au(1 + u′2)3/2 + b(1 + u′2) in [0, R],u′(0) = u(R) = 0. (2.9)
We start with a preliminary result, where some properties of the solutions of problem (2.8)
are highlighted.
Lemma 2.2.1. The following assertions hold.
(i) Any solution u ∈ C2([0, R]) of (2.8) satisfies u(t) > 0 for all t ∈ [0, R[ and u(t) < ba
for all t ∈ [0, R].
2.2 The case N = 1 53
(ii) Any solution u ∈ C2([0, R]) of (2.8) is such that u′(t) < 0 for all t ∈ ]0, R] and
u′′(t) < 0 for all t ∈ [0, R].
(iii) Any solution u ∈ C2([0, R]) of (2.8) is such that u′(t) > −c for all t ∈ [0, R], where
c =
√
exp( 2b
2
a )− 1.
Proof. In the following steps u ∈ C2([0, R]) denotes a solution of (2.8), or equivalently of
(2.9). From the equation in (2.9) it follows that, if tˆ ∈ [0, R] is such that u′(tˆ) = 0 and
u(tˆ) 6= ba , then
u′′(tˆ)
(
u(tˆ)− ba
)
> 0. (2.10)
Step 1. Proof of (i). Firstly, Remark 2.2.2 shows that u(t) > 0 for all t ∈ [0, R[. Secondly,
we see that u ≤ ba in [0, R]: this follows by evaluating the equation in (2.9) at any maximum
point. Moreover Remark 2.2.1 implies that
u(t) <
b
a
for all t ∈ [0, R].
Step 2. Proof of (ii). We first prove that
u′(t) < 0
for all t ∈ ]0, R]. As u′(0) = 0, assertion (i) implies that there exists δ > 0 such that
u′′(t) < 0 for all t ∈ [0, δ[ and u′(t) < 0 for all t ∈ ]0, δ[. Assume by contradiction that there
exists tˆ ∈ ]0, R] such that u′(tˆ) ≥ 0. We can suppose that u′(tˆ) = 0 and u′(t) < 0 in ]0, tˆ[.
The previous step shows that u(tˆ) < ba , then, by (2.10), we have u
′′(tˆ) < 0 and hence there
exists η > 0 such that u′(t) > u′(tˆ) = 0, for all t ∈ ]tˆ− η, tˆ[, which contradicts the definition
of tˆ.
Secondly, we prove that
u′′(t) < 0
for all t ∈ [0, R]. Assume now by contradiction that there exists t¯ ∈ ]0, R] such that u′′(t¯) ≥ 0.
As u′′(0) < 0, we can suppose that there exists t0 ∈ ]0, t¯[ such that u′′(t0) = 0 and u′′(t) < 0
for all t ∈ [0, t0[. Let us define ` : [0, R]→ R as
`(t) = −au(t) + b√
1 + u′(t)2
. (2.11)
Since
`(t) = − u
′′(t)
(1 + u′(t)2)3/2
for all t ∈ ]0, R[, there hold `(t0) = 0 and
`′(t) = −au′(t)− b u
′(t)u′′(t)
(1 + u′(t)2)3/2
for all t ∈ ]0, R[. In particular `′(t0) = −au′(t0) > 0. Then there exists δ > 0 such that
`(t) < 0 for all t ∈ ]t0 − δ, t0[, meaning that u′′(t) > 0 for all t ∈ ]t0 − δ, t0[, which is a
contradiction.
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Step 3. Proof of (iii). Since by assertion (i) u ≥ 0 in [0, R], we get f(u, u′) ≤ b(1 + u′2) in
[0, R], and then, from the equation in (2.9), we conclude that
− u
′′
1 + u′2
≤ b (2.12)
in [0, R]. Multiplying by −u′, where u′ ≤ 0 in [0, R] by assertion (ii), and integrating
between 0 and R, we obtain ∫ R
0
u′u′′
1 + u′2
dt ≤
∫ R
0
−bu′ dt.
On the one hand, using the boundary condition u′(0) = 0 we have∫ R
0
u′u′′
1 + u′2
dt =
1
2
log
(
1 + (u′(R))2
)
.
On the other hand, the boundary condition u(R) = 0 and assertion (i) imply∫ R
0
−bu′ dt < b
2
a
.
In conclusion, setting
c =
√
exp( 2b
2
a )− 1, (2.13)
we get u′(R) > −c. Since u′ is (strictly) decreasing, we conclude
u′(t) > −c
for all t ∈ [0, R].
We are now in position to prove the existence of a unique solution u ∈ C2([0, R]) of
problem (2.8). The uniqueness result is obtained in this context by making some fixed point
index computations, taking advantage of the degree argument used for the proof of the
existence of a solution. We stress that the uniqueness result is proved in Corollary 2.3.2,
which is valid for the general N -dimensional problem (2.1) in a bounded domain Ω with
Lipschitz boundary. The intention being here to show how different techniques, namely,
topological or variational methods, can be applied in order to prove the same result.
Theorem 2.2.2. Let a > 0, b > 0 and R > 0 be given. Then there exists a unique solution
u ∈ C2([0, R]) of (2.8) and it satisfies the conditions (i), (ii) and (iii) of Lemma 2.2.1.
Proof. The proof is divided into three steps.
Step 1. Existence. Let us prove that there exists at least one solution u ∈ C2([0, R]) of
(2.8), or equivalently of (2.9). Let K : C([0, R]) → C1([0, R]) be the operator which maps
h ∈ C([0, R]) to the unique solution w of−w′′ = h in [0, R],w′(0) = w(R) = 0.
Clearly, K(h) ∈ C2([0, R]). Moreover, the operator K is completely continuous, since
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- K is continuous from C([0, R]) to C2([0, R]), in particular to C1([0, R]);
- K sends bounded subsets of C([0, R]) into bounded subsets of C2([0, R]). Moreover the
immersion C2([0, R]) ↪→ C1([0, R]) being compact, it turns out that K sends bounded
subsets of C([0, R]) into relatively compact subsets of C1([0, R]).
Moreover, let F : C1([0, R]) → C([0, R]) be the Nemytskii operator associated with f , i.e.,
F(w) = f(w,w′) for any w ∈ C1([0, R]). We see that, by continuity of the function f , the
operator F is continuous and maps bounded sets into bounded sets. Let us now introduce
the open bounded subset of C1([0, R])
Q = {u ∈ C1([0, R]) : ‖u‖∞ < ba , ‖u′‖∞ < c},
where c is given by (2.13). Finally, let us define the operator T : Q → C1([0, R]) by
T = K ◦ F|Q. According to the properties of the operators K,F, we see that T continuously
maps Q onto C2([0, R]); moreover T : Q → C1([0, R]) is completely continuous. Finally the
fixed points of T are precisely the solutions of (2.9) belonging to C2([0, R]) ∩Q.
An inspection of the assertions of Lemma 2.2.1 shows that, if u ∈ Q satisfies, for some
λ ∈ [0, R],
u = λT(u),
i.e., −u′′ = −λau(1 + u′2)3/2 + λb(1 + u′2) in [0, R],u′(0) = u(R) = 0,
then u ∈ Q. The invariance property of the topological degree under homotopy (see the
definition of the topological degree, Definition 4.2.1) implies that
deg(I− T,Q, 0) = deg(I,Q, 0) = 1, (2.14)
where I stands for the identity operator. Therefore there exists a fixed point u ∈ Q of T,
which is a solution u ∈ C2([0, R]) of (2.9).
By Lemma 2.2.1, u satisfies the conditions (i), (ii) and (iii).
Step 2. Uniqueness. Set Φ = I−T. As the function f : R2 → R is of class C1, the operators
F : C1([0, R]) → C([0, R]) and, hence, Φ : C1([0, R]) → C1([0, R]) are of class C1, with
Fre´chet differentials
F′(u)w =
∂f
∂s
(u, u′)w +
∂f
∂ξ
(u, u′)w′ and Φ′(u)w = (I− K ◦ F′(u))w
for any given u ∈ C1([0, 1]) and all w ∈ C1([0, R]).
We observe that, for any u ∈ C1([0, R]), Φ′(u) is injective. Indeed, let us fix u ∈ C1([0, R])
and assume that Φ′(u)w = 0 for some w ∈ C1([0, R]). This means that w is the solution of−w
′′ =
∂f
∂ξ
(u, u′)w′ +
∂f
∂s
(u, u′)w in [0, R],
w′(0) = w(R) = 0.
The condition
∂f
∂s
(s, ξ) = −a(1 + ξ2)3/2 < 0, (2.15)
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which is valid for all (s, ξ) ∈ R2, implies that w = 0 in [0, R]. Assume by contradiction that
max
[0,R]
w = w(tˆ) > 0. The boundary condition w(R) = 0 gives tˆ ∈ [0, R[. Then there hold
w′(tˆ) = 0 and
w′′(tˆ) = −∂f
∂s
(
u(tˆ), u′(tˆ)
)
w(tˆ) > 0,
implying the existence of δ > 0 such that w′(t) > 0, and therefore w(t) > w(tˆ) = max
[0,R]
w, for
all t ∈ ]tˆ, tˆ+ δ[. This contradicts the assumption on tˆ and proves that w ≤ 0 in [0, R]. In a
completely similar way one can show that w ≥ 0 in [0, R]. We deduce that w = 0 in [0, R].
By linearity of Φ′(u), this shows that the operator is injective for any u ∈ C1([0, R]). The
Fredholm alternative (Theorem 4.2.4) applies to Φ′(u) and implies that Φ′(u) is bijective,
for all u ∈ C1([0, R]). There are then the conditions to apply the local inversion theorem
(Theorem 4.2.3) to Φ. Notice that we can equivalently write
S = {u ∈ C1([0, R]) : u = T(u)} = {u ∈ C1([0, R]) : Φ(u) = 0}. (2.16)
In particular, if u is a fixed point of T, that is, if u is a solution of equation
Φ(u) = 0,
then Theorem 4.2.3 guarantees that u is isolated in C1([0, R]).
On the other hand, according to (2.16) and to Lemma 2.2.1, S is a closed, bounded set
in C1([0, R]), therefore compact in C1([0, R]) by complete continuity of T.
Combining the facts that the set S is compact in C1([0, R]) and that any fixed point of
T is isolated in C1([0, R]) implies that S is finite, i.e., S = {u1, . . . , um} for some positive
integer m.
For any u ∈ C1([0, R]) and any r > 0, let us denote by B(u, r) the open ball in C1([0, R])
centered at u and having radius r. Pick r > 0 so small that B(uk, r) ⊆ Q for all k = 1, . . . ,m,
and B(ui, r)∩B(uj , r) = ∅ for all i, j = 1, . . . ,m, with i 6= j. The excision and the additivity
properties of the topological degree (see Definition 4.2.1) yield
deg(Φ,Q, 0) =
m∑
k=1
deg(Φ, B(uk, r), 0) =
m∑
k=1
i(Φ, uk), (2.17)
where, for each k = 1, . . . ,m,
i(Φ, uk) = deg(Φ, B(uk, r), 0)
denotes the fixed point index of uk. Using again (2.15), we see as above that, for any given
u ∈ C1([0, R]) and all µ > 0, the problem−µw
′′ =
∂f
∂ξ
(u, u′)w′ +
∂f
∂s
(u, u′)w in [0, R],
w′(0) = w(R) = 0
has no non-trivial solution w ∈ C2([0, R]). Accordingly, for any given u ∈ C1([0, R]), the
operator T′(u) does not have any eigenvalue µ > 0. Therefore, we infer from Theorem 4.2.2
that
i(Φ, uk) = 1 (2.18)
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for all k = 1, . . . ,m. Finally, by (2.14), (2.17) and (2.18) we conclude that m = 1, i.e., there
is a unique solution u ∈ C2([0, R]) of problem (2.9), or equivalently of (2.8).
The following existence and uniqueness result for the original homogeneous Dirichlet
problem (2.3) is a straightforward consequence of the previous result, together with Remark
2.2.2.
Corollary 2.2.3. Let a > 0, b > 0 and R > 0 be given. Then there exists a unique solution
u ∈ C2([−R,R]) of (2.3). Moreover u is even and it satisfies the conditions
• 0 < u(t) < ba for all t ∈ [0, R[;
• u′(t) < 0 for all t ∈ ]0, R];
• u′′(t) < 0 for all t ∈ [0, R];
• u′(t) > −c for all t ∈ [0, R], where c =
√
exp( 2b
2
a )− 1.
2.2.2 Monotone approximation and order stability
In this subsection we discuss approximation and stability of the solution of problem (2.8),
or equivalently of (2.9). To this end, we define a linear iterative scheme that allows to
construct an increasing sequence of strict lower solutions and a decreasing sequence of strict
upper solutions of (2.9) which converge in C2([0, R]) to the unique solution u of (2.9), that
is of (2.8). Then, according to [93, 57], we have that u is strictly order stable from above
and from below and hence it is (Lyapunov) asymptotically stable as an equilibrium of the
parabolic problem ∂τu− ∂ttu− f(u, ∂tu) = 0 in ]0, R[× ]0,+∞[,∂tu(0, τ) = u(R, τ) = 0 in ]0,+∞[. (2.19)
In addition, the converging sequences of lower and upper solutions provide explicitly com-
putable estimates of the basin of attractivity of the solution.
Lower and upper solutions Let us consider the problem−u′′ = g(t, u, u′) in [0, R],u′(0) = u(R) = 0, (2.20)
where g : [0, R]× R× R→ R is locally Lipschitz continuous.
Definition 2.2.1 (Lower and upper solutions of (2.20)). A function α ∈ C2([0, R]) is said
a lower solution of (2.20) if it satisfies−α′′ ≤ g(t, α, α′) in [0, R],α(R) ≤ 0 ≤ α′(0).
Moreover, a lower solution α ∈ C2([0, R]) of (2.20) is said to be strict if any solution u of
(2.20) such that u ≥ α satisfies u α, in [0, R].
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A function β ∈ C2([0, R]) is said an upper solution of (2.20) if it satisfies−β′′ ≥ g(t, β, β′) in [0, R],β(R) ≥ 0 ≥ β′(0).
Moreover, an upper solution β ∈ C2([0, R]) of (2.20) is said to be strict if any solution u of
(2.20) such that u ≤ β satisfies u β, in [0, R].
Remark 2.2.3 According to Proposition 4.7.4, the locally Lipschitz character exhibited by
g implies that a lower solution α ∈ C2([0, R]) of (2.20), which is not a solution, is a strict
lower solution, and an upper solution β ∈ C2([0, R]) of (2.20), which is not a solution, is a
strict upper solution.
Remark 2.2.4 Any constant α ≤ 0 is a strict lower solution of (2.9) and any constant
β ≥ ba is a strict upper solution of (2.9). In particular, one can choose α = 0 and β = ba .
We wish to point out that, with this choice of lower and upper solutions, the existence
of at least one solution u of problem (2.9) between α and β can be alternatively achieved by
applying Theorem 4.7.3; in order to fit the framework of the result mentioned, it suffices to
set r = 0 and φ : R+ → R+0 , given by φ(ξ) = b(1 + ξ2). Indeed, according to Lemma 2.2.1,
any solution u of (2.8), or equivalently of (2.9), satisfies u′(0) = 0 and u′ ≤ 0 in [0, R], in
particular u′(R) ≤ r; moreover there holds∫ ∞
r
ξ
φ(ξ)
dξ =
∫ +∞
0
ξ
b(1 + ξ2)
dξ =
1
2b
log(1 + ξ2)|+∞0 = +∞
and finally f satisfies the one-sided Nagumo condition
f(s, ξ) ≤ b(1 + ξ2) = φ(|ξ|)
for all (s, ξ) ∈ [α, β]×R. Conditions listed correspond to the assumptions of Theorem 4.7.3
and permit to deduce the thesis expressed above.
Let us consider the following modified problem−u′′ = fˆ(u, u′) in [0, R],u′(0) = u(R) = 0. (2.21)
Here fˆ : R2 → R is defined as follows. We first introduce an auxiliary function f˜ by setting,
for all (s, ξ) ∈ R2,
f˜(s, ξ) =
f(s, ξ) if |ξ| ≤ c,(−as+ b√
1+ξ2
)
(1 + c2)3/2 if |ξ| > c,
where f is defined in (2.5) and c in (2.13). Then we set, for all (s, ξ) ∈ R2,
fˆ(s, ξ) =

f˜(0, ξ) if s < 0,
f˜(s, ξ) if 0 ≤ s < ba ,
f˜
(
b
a , ξ
)
if ba ≤ s.
(2.22)
The function fˆ is locally Lipschitz continuous and satisfies the following conditions:
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(h1) there exists aˆ > 0 such that
−aˆ(s2 − s1) ≤ fˆ(s2, ξ)− fˆ(s1, ξ) ≤ 0
holds for all (s1, ξ), (s2, ξ) ∈ R2, with s1 ≤ s2;
(h2) there exists N > 0 such that
|fˆ(s, ξ2)− fˆ(s, ξ1)| ≤ N |ξ2 − ξ1|
holds for all (s, ξ1), (s, ξ2) ∈ R2.
We can choose
aˆ = a(1 + c2)3/2 (2.23)
in (h1), and
N = max
{
b
√
1 + c2, bc
(
2 + 3
√
1 + c2
)}
(2.24)
in (h2).
Remark 2.2.5 Proposition 4.7.4 applies under the assumptions that the continuous non-
linearity fˆ satisfies (h1), (h2) (or in parallel since fˆ is locally Lipschitz continuous) and
implies that any constant α ≤ 0 and any constant β ≥ ba are respectively a strict lower and
a strict upper solution of (2.21).
Lemma 2.2.4. A function u ∈ C2([0, R]) is a solution of (2.21) if and only if it is a solution
of (2.8).
Proof. Let u ∈ C2([0, R]) be a solution of (2.21). In order to prove that u is also a solution
of (2.8), or equivalently of (2.9), it is sufficient to show that u satisfies 0 ≤ u ≤ ba and
−c ≤ u′ ≤ 0 in [0, R].
The function fˆ satisfies the following conditions:
fˆ(s, ξ) > 0, for all s ≤ 0 and for all ξ ∈ R, (2.25)
fˆ(s, 0) = 0, for all s ≥ ba . (2.26)
We see that u ≥ 0 in [0, R], by evaluating the equation in (2.21) at any minimum point and
taking advantage of (2.25). According to Remark 2.2.5, this implies that u  0 in [0, R].
By the local Lipschitz character of fˆ , any Cauchy problem associated with the equation
−u′′ = fˆ(u, u′) has a unique solution. On the other hand, condition (2.26) implies that any
constant β ≥ ba is a solution of the equation. As a consequence, the solution u of (2.21)
satisfies condition u(t) < ba for all t ∈ [0, R], in particular there holds u ba in [0, R].
Let us now turn the attention to u′ and u′′. The proof of the fact that u′(t) < 0 for all
t ∈ ]0, R] can be repeated verbatim as in assertion (ii) of Lemma 2.2.1. Let us show that
u′′(t) < 0
for all t ∈ [0, R]. Assume by contradiction that there exists t¯ ∈ ]0, R] such that u′′(t¯) ≥ 0.
As u′′(0) < 0, we can suppose that there exists t0 ∈ ]0, t¯[ such that u′′(t0) = 0 and u′′(t) < 0
for all t ∈ [0, t0[. Let us consider ` : [0, R]→ R defined in (2.11) and given by
`(t) = −au(t) + b√
1 + u′(t)2
.
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Since
`(t) =

− u
′′(t)
(1 + u′(t)2)3/2
if |u′(t)| ≤ c,
− u
′′(t)
(1 + c2)3/2
if |u′(t)| > c,
for all t ∈ ]0, R[, there hold `(t0) = 0 and
`′(t) = −au′(t)− b u
′(t)u′′(t)
(1 + u′(t)2)3/2
for all t ∈ ]0, R[. In particular `′(t0) = −au′(t0) > 0. Then there exists δ > 0 such that
`(t) < 0 for all t ∈ ]t0 − δ, t0[, meaning that u′′(t) > 0 for all t ∈ ]t0 − δ, t0[, which is a
contradiction.
We next prove that u′(t) > −c, for all t ∈ [0, R]. Let us fix t ∈ [0, R]. By definition of fˆ
and according to the bounds satisfied by u, there holds
−u′′(t) ≤ b(1 + u′(t)2) if |u′(t)| ≤ c,
−u′′(t) ≤ b (1 + c
2)3/2√
1 + u′(t)2
if |u′(t)| > c.
In the case |u′(t)| > c, we immediately get
− u
′′(t)
1 + u′(t)2
≤ b (1 + c
2)3/2
(1 + u′(t)2)3/2
≤ b.
We then see that
− u
′′
1 + u′2
≤ b in [0, R],
which is precisely (2.12) in Step 3 of the proof of Lemma 2.2.1. As there we conclude that
u′(t) > −c for all t ∈ [0, R]. Accordingly, u is a solution of (2.9).
Conversely, the definition of fˆ and Lemma 2.2.1 imply that any solution u ∈ C2([0, R])
of (2.8), or equivalently of (2.9), is a solution of (2.21) as well.
Let us consider the following auxiliary linear problem
−w′′ −√Lw′ + Lw = h in [0, R],
w′(0) = 0,
w(R) = m.
(2.27)
Here, h : [0, R] → R is a continuous function and L > 0 and m ∈ R are given constants.
Notice that problem (2.27) has a unique solution w ∈ C2([0, R]). The following result is
inspired from [45] and [44, Chapter 5].
Lemma 2.2.5. Let aˆ and N be given by (2.23) and (2.24), respectively. Then there exists
L0 > 0 such that for all L ≥ L0, for all h ∈ C([0, R]), with h ≥ 0 in [0, R], and for all
m ≥ 0, the solution w of (2.27) satisfies
(L− aˆ)w − (Nsgn(w′) +√L)w′ ≥ 0 in [0, R]. (2.28)
In addition, if h > 0 in [0, R] or m > 0, then
(L− aˆ)w(t)− (Nsgn(w′(t)) +√L)w′(t) > 0 for all t ∈ [0, R]. (2.29)
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Proof. Let us denote by w1 and w2 the respective solutions of
−w′′1 −
√
Lw′1 + Lw1 = 0 in [0, R],
w1(0) = 1,
w′1(0) = 0
and 
−w′′2 −
√
Lw′2 + Lw2 = 0 in [0, R],
w2(R) = 0,
w′2(R) = −1.
Step 1. The functions w1 and w2 satisfy
w′1(t) > 0 for all t ∈ ]0, R],
w1(t) > 0 for all t ∈ [0, R]
and
w′2(t) < 0 for all t ∈ [0, R],
w2(t) > 0 for all t ∈ [0, R[.
A simple computation yields
w1(t) = A exp
(
c1t
√
L
)
+B exp
(
c2t
√
L
)
,
w2(t) = C exp
(
c1t
√
L
)
+D exp
(
c2t
√
L
)
,
where
c1 =
√
5− 1
2
, c2 = −
√
5 + 1
2
,
A =
√
5 + 1
2
√
5
, B =
√
5− 1
2
√
5
,
C = −
exp
(
1−√5
2 R
√
L
)
√
5L
, D =
exp
(√
5+1
2 R
√
L
)
√
5L
.
The conclusion then easily follows by direct calculations.
Step 2. There exists L0 > 0 such that, for any L ≥ L0, the following inequalities hold
W1(t) = (L− aˆ)w1(t)−
(
N +
√
L
)
w′1(t) > 0 for all t ∈ [0, R] (2.30)
and
W2(t) = (L− aˆ)w2(t) +
(
N −
√
L
)
w′2(t) > 0 for all t ∈ [0, R]. (2.31)
Let us first show that (2.30) holds. We have
W1 = (L− aˆ)w1 −
(
N +
√
L
)
w′1
=
(
(L− aˆ)− c1
(
N +
√
L
)√
L
)
A exp
(
c1t
√
L
)
+
(
(L− aˆ)− c2
(
N +
√
L
)√
L
)
B exp
(
c2t
√
L
)
=
(
L(1− c1)− c1N
√
L− aˆ)A exp (c1t√L)
+
(
L(1− c2)− c2N
√
L− aˆ)B exp (c2t√L).
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Since c1 < 1 and c2 < 0, we can conclude that, for any sufficiently large L > 0, W1(t) > 0
for all t ∈ [0, R]. Namely, if we set
L0 =
(c1N)
2 + 2aˆ(1− c1) + c1N
√
(c1N)2 + 4aˆ(1− c1)
2(1− c1)2 (2.32)
and we take L ≥ L0, we have
L(1− c1)− c1N
√
L− aˆ ≥ 0.
Moreover, since L0 > aˆ, the inequality
L(1− c2)− c2N
√
L− aˆ > 0
holds as well. This yields the validity of (2.30).
As for (2.31), by the sign properties of w2 and w
′
2, we have that W2(t) > 0 for all t ∈ [0, R]
provided that L > max{aˆ, N2}: this condition holds as L0 > max{aˆ, N2}.
Step 3. Concluding. Fix now L ≥ L0, h ∈ C([0, R]), with h ≥ 0 in [0, R], and m ≥ 0.
Let w be the solution of problem (2.27). If h = 0 in [0, R] and m = 0, then (2.28) trivially
follows. Therefore suppose that h > 0 in [0, R] or m > 0. We can express w as
w(t) = w2(t)
∫ 0
t
w1h
w′2w1 − w2w′1
ds+ w1(t)
[∫ t
R
w2h
w′2w1 − w2w′1
ds+
m
w1(R)
]
for all t ∈ [0, R]. The following holds
(L− aˆ)w(t)− (Nsgn(w′) +√L)w′(t)
=
(
(L− aˆ)w2(t)−
(
Nsgn(w′(t)) +
√
L
)
w′2(t)
)∫ 0
t
w1h
w′2w1 − w2w′1
ds
+
[∫ t
R
w2h
w′2w1 − w2w′1
ds+
m
w1(R)
](
(L− aˆ)w1(t)−
(
Nsgn(w′(t)) +
√
L
)
w′1(t)
)
≥W2(t)
∫ 0
t
w1h
w′2w1 − w2w′1
ds+W1(t)
[∫ t
R
w2h
w′2w1 − w2w′1
ds+
m
w1(R)
]
,
for t ∈ [0, R]. The sign properties of w1, w2,W1,W2 and the assumptions on h and m
immediately yield (2.29).
We introduce now a linear monotone iterative scheme for approximating the solution of
(2.8); namely, we define by recurrence two sequences (αn)n, and (βn)n as follows:
• let α0 be any constant, with α0 ≤ 0, and, for n ∈ N, let αn+1 ∈ C2([0, R]) be the solution
of −α′′n+1 −
√
Lα′n+1 + Lαn+1 = fˆ(αn, α
′
n)−
√
Lα′n + Lαn in [0, R],
α′n+1(0) = αn+1(R) = 0,
(2.33)
• let β0 be any constant, with β0 ≥ ba , and, for n ∈ N, let βn+1 ∈ C2([0, R]) be the solution
of −β′′n+1 −
√
Lβ′n+1 + Lβn+1 = fˆ(βn, β
′
n)−
√
Lβ′n + Lβn in [0, R],
β′n+1(0) = βn+1(R) = 0,
(2.34)
where fˆ is defined in (2.22).
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Theorem 2.2.6. Let a > 0 and b > 0 be given. Then there exists L0 > 0, given by (2.32),
such that, for any L ≥ L0 and for all R > 0, the sequences (αn)n and (βn)n recursively
defined in (2.33) and (2.34), respectively, converge in C2([0, R]) to the unique solution u of
(2.21) and hence of (2.8). In addition, for each n ∈ N the following properties hold:
• αn is a strict lower solution and βn is a strict upper solution of (2.21),
and
• αn  αn+1  u βn+1  βn in [0, R].
Proof. Let us fix L ≥ L0, where L0 is given by (2.32). Let aˆ and N be given by (2.23) and
(2.24), respectively.
Step 1. The sequence (αn)n in C
2([0, R]) is such that, for each n ∈ N, αn  αn+1 in [0, R]
and αn is a strict lower solution of (2.21).
The proof is done by induction. Define, for each n ∈ N, un+1 = αn+1 − αn. The function
u1 satisfies 
−u′′1 −
√
Lu′1 + Lu1 = fˆ(α0, α
′
0) + α
′′
0 in [0, R],
u′1(0) = 0,
u1(R) ≥ 0.
(2.35)
Notice that fˆ(α0, α
′
0) + α
′′
0 > 0 in [0, R]. Hence the maximum principle, Theorem 4.7.2,
implies that u1  0, that is, α0  α1, in [0, R]. Now, let us show that α1 is a strict lower
solution of (2.21). Using the definition of α1, together with conditions (h1) and (h2), we get
fˆ(α1, α
′
1) + α
′′
1 = (fˆ(α1, α
′
1)− fˆ(α0, α′0))−
√
Lu′1 + Lu1
≥ −(N |u′1|+ aˆu1)−√Lu′1 + Lu1
= (L− aˆ)u1 −
(
Nsgn(u′1) +
√
L
)
u′1 (2.36)
in [0, R]. Since u1 is a solution of (2.35), which is of the form of (2.27), with h = fˆ(α0, α
′
0)+
α′′0 > 0 in [0, R] and m ≥ 0, Lemma 2.2.5 applies and yields
(L− aˆ)u1(t)− (Nsgn(u′1(t)) +
√
L)u′1(t) > 0 (2.37)
for all t ∈ [0, R]. From (2.36), (2.37) and from the boundary conditions α′1(0) = α1(R) = 0,
by applying Remark 2.2.3 we conclude that α1 is a strict lower solution of (2.21).
Assume now that, for some integer n ∈ N0, αn is strict lower solution of (2.21) satisfying
the boundary conditions. The function un+1 satisfies−u′′n+1 −
√
Lu′n+1 + Lun+1 = fˆ(αn, α
′
n) + α
′′
n in [0, R],
u′n+1(0) = un+1(R) = 0.
(2.38)
As αn is strict and satisfies the boundary conditions, we have fˆ(αn, α
′
n) + α
′′
n > 0 in [0, R].
Hence the maximum principle, Theorem 4.7.2 yields un+1  0, i.e., αn  αn+1 in [0, R].
Finally, αn+1 satisfies
fˆ(αn+1, α
′
n+1) + α
′′
n+1 = (fˆ(αn+1, α
′
n+1)− fˆ(αn, α′n))−
√
Lu′n+1 + Lun+1
≥ −(N ∣∣u′n+1∣∣+ aˆun+1)−√Lu′n+1 + Lun+1
= (L− aˆ)un+1 − (Nsgn(u′n+1) +
√
L)u′n+1 (2.39)
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in [0, R]. Since un+1 is the solution of problem (2.38), which is of the form of (2.27), with
h = fˆ(αn, α
′
n) + α
′′
n > 0 in [0, R] and m = 0, Lemma 2.2.5 applies and yields
(L− aˆ)un+1(t)− (Nsgn(u′n+1(t)) +
√
L)u′n+1(t) > 0 (2.40)
for all t ∈ [0, R]. From (2.39), (2.40), and from the boundary conditions α′n+1(0) =
αn+1(R) = 0, we conclude that αn+1 is a strict lower solution of (2.21), such that
fˆ(αn+1, α
′
n+1) + α
′′
n+1 > 0 in [0, R].
In a similar way, one can prove the following conclusion.
Step 2. The sequence (βn)n ∈ C2([0, R]) is such that, for each n ∈ N, βn+1  βn in [0, R]
and βn is a strict upper solution of (2.21).
Step 3. We have, for each n ∈ N, αn  βn in [0, R].
For each n ∈ N, let us set
zn = βn − αn and hn = fˆ(βn, β′n)− fˆ(αn, α′n)−
√
Lz′n + Lzn,
where, clearly, zn+1 and hn satisfy−z′′n+1 −
√
Lz′n+1 + Lzn+1 = hn in [0, R],
z′n+1(0) = zn+1(R) = 0.
(2.41)
By construction, we have z0  0 in [0, R] and
h0 = fˆ(β0, β
′
0)− fˆ(α0, α′0)−
√
Lz′0 + Lz0 = −b+ L(β0 − α0) ≥ b(La − 1).
As L ≥ L0 > aˆ > a, we conclude that h0(t) > 0 for all t ∈ [0, R].
Take now any n ∈ N and suppose that zn  0 and hn > 0 in [0, R]. From (2.41) and
using the maximum principle, Theorem 4.7.2, we infer that zn+1  0 in [0, R]. Let us prove
that hn+1 > 0 in [0, R]. We easily see that
hn+1 ≥ (L− aˆ)zn+1 − (Nsgn(z′n+1) +
√
L)z′n+1
in [0, R]. As zn+1 is the solution of problem (2.41), which is of the form of (2.27), with
h = hn > 0 in [0, R] and m = 0, Lemma 2.2.5 applies and yields
(L− aˆ)zn+1(t)− (Nsgn(z′n+1(t)) +
√
L)z′n+1(t) > 0,
and hence hn+1(t) > 0, for all t ∈ [0, R]. The conclusion zn  0, i.e., αn  βn, in [0, R] for
all n ∈ N, then follows by induction.
Step 4. There exists C > 0 such that, for all n ∈ N,
‖α′n‖∞ ≤ C and ‖β′n‖∞ ≤ C. (2.42)
We know that α1 ≤ αn ≤ βn ≤ β1 in [0, R] for all n ∈ N0, with α1(R) = 0 = β1(R). Hence
we get
−α′1(R) ≤ −α′n(R) ≤ −β′n(R) ≤ −β′1(R)
for all n ∈ N0. Let us set B = |β′1(R)|.
2.2 The case N = 1 65
Suppose, by contradiction, that (2.42) does not hold, i.e., for every C > B there exists
j = j(C) ∈ N0 such that ‖α′j‖∞ > C or ‖β′j‖∞ > C. Assume that the former eventuality
occurs. By Step 1, Step 3 and using conditions (h1) and (h2), we get
α′′j ≥ −fˆ(αj , α′j) =
(−fˆ(αj , α′j) + fˆ(β0, α′j))−(fˆ(β0, α′j)−fˆ(β0, 0))− fˆ(β0, 0)
=
(−fˆ(αj , α′j) + fˆ(β0, α′j))−(fˆ(β0, α′j)−fˆ(β0, 0))
≥ −aˆ(β0 − αj)−N |α′j |
≥ −(aˆ ‖β0 − α0‖∞ +N |α′j |)
(2.43)
in [0, R]. Suppose that max
[0,R]
α′j > C. Since α
′
j(0) = 0, there exists tC ∈ ]0, R[ such that
α′j(tC) = C. Let tB ∈ ]tC , R] be such that α′j(tB) = B and α′j(t) ∈ ]B,C[ for all t ∈ ]tC , tB [.
From (2.43) we infer (for simplicity we name d = aˆ ‖β0 − α0‖∞)
1 ≥ −
∫ tB
tC
α′′j
d+N |α′j |
dt =
∫ C
B
dξ
d+Nξ
=
1
N
(
log(d+NC)− log(d+NB)
)
. (2.44)
The right-hand side of (2.44) diverges as C goes to +∞, then a contradiction follows.
In a completely similar way, we achieve the conclusion if either min
[0,R]
α′j < −C or ‖β′j‖∞ >
C is assumed.
Step 5. The sequence (αn)n converges in C
2([0, R]) to the solution u of (2.8) and there
holds αn  u in [0, R] for all n ∈ N.
It follows from the previous steps that the sequence (αn)n is increasing and bounded in
C2([0, R]). Therefore there exists a function u : [0, R] → R which is the pointwise limit of
(αn)n in [0, R]. According to the property αn  αn+1 in [0, R] for all n ∈ N, there holds
αn  u in [0, R] for all n ∈ N. Moreover, by the Arzela`-Ascoli theorem, any subsequence
(αnl)l of (αn)n admits a subsequence which is convergent in C
1([0, R]) to u. Then the
whole sequence (αn)n converges in C
1([0, R]) to u. From the equation in (2.33) we see that
the convergence takes place in C2([0, R]). Hence u is a solution of problem (2.21) and, by
Lemma 2.2.4 and Theorem 2.2.2, it is in fact the unique solution of problem (2.8).
In a similar way, one can prove the following conclusion.
Step 6. The sequence (βn)n converges in C
2([0, R]) to the solution u of (2.8) and there holds
u βn in [0, R] for all n ∈ N.
Thus the proof is completed.
Corollary 2.2.7. Let a > 0, b > 0 and R > 0 be given. Then the unique solution u of
(2.21) is (Lyapunov) globally asymptotically stable as an equilibrium of the parabolic problem∂τv − ∂ttv − fˆ(v, vt) = 0 in ]0, R[× R,∂tv(0, τ) = v(R, τ) = 0 in R. (2.45)
Proof. Let us note that any lower, respectively upper, solution of (2.21) is a lower, respec-
tively upper, solution of the parabolic problem
∂τv − ∂ttv − fˆ(v, vt) = 0 in ]0, R[× R,
∂tv(0, τ) = v(R, τ) = 0 in R,
v(t, τ) = v(t, τ +R) in ]0, R[× R.
(2.46)
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Arguing as in the proof of Theorem 2.2.2 we see that u is the unique solution of (2.46). Then
Theorem 2.2.6 implies that u is strictly order stable from below and from above. Actually,
since any constant α0 ≤ 0 is a strict lower solution and any constant β0 ≥ ba is a strict
upper solution of (2.46), the results in [57, Section 2.6] imply that u is (Lyapunov) globally
asymptotically stable as a solution of (2.46) and hence as an equilibrium of (2.45).
Remark 2.2.6 The definition of fˆ implies that the solution u of (2.8) is strictly order stable
from below and from above and (Lyapunov) asymptotically stable as an equilibrium of the
parabolic problem (2.19).
A numerical experiment
We present here some experiments concerning the numerical approximation of the solution
of problem (2.8), for the same choice of the parameters a = b = R = 1 as in [120].
The iterative scheme in the case L ≥ L0. We have computed various approximations
of the unique solution u ∈ C2([0, R]) of problem (2.8), or equivalently of (2.21). The
computations have been obtained at different precision levels by implementing in MatLab
the linear iterative scheme defined by (2.33) and (2.34); at each step of the iteration the
resulting linear equations have been solved using the bvp4c routine with a 100-point grid.
We have chosen L = L0, with L0 = 1828.5 given by (2.32), α0 = 0 and β0 =
b
a = 1. Theorem
2.2.6 guarantees that the approximating sequences (αn)n and (βn)n are constituted by lower
and upper solutions of (2.21) and monotonically converge to u, in an increasing or decreasing
fashion, respectively; thus, for each n, the couple αn, βn brackets the solution u, providing
lower and upper estimates. In what follows the L∞-norm of a function given is intended as
the computation of the L∞-norm of its discretization on the grid given. We have denoted
by nk the minimum number of iterations needed in order that ‖βnk − αnk‖∞ < 10−k for
k = 1, 2, 3; the corresponding values are n1 = 1421, n2 = 2788 and n3 = 4155. In Table
2.1 we have tabulated αnk , βnk , for k = 1, 2, 3, at the mesh points t = 0, 0.2, 0.4, 0.6, 0.8, 1;
the graphs of αnk , βnk are displayed in Figure 2.1; whereas Figure 2.2 describes the rate of
decay of ‖βn − αn‖∞, as well as of the errors ‖αn − u‖∞ and ‖βn − u‖∞, plotted against the
number n of iterations. Here u denotes a reference approximation of the solution of (2.8),
calculated using the same scheme up to a precision of 10−5. Although the lower solutions αn
converge slightly faster than the upper solutions βn, the monotone iterative scheme defined
by (2.33) and (2.34) turns out to be extremely slow.
t = 0 t = 0.2 t = 0.4 t = 0.6 t = 0.8 t = 1
αn1(t) 0.336 0.325 0.289 0.227 0.132 0
αn2(t) 0.367 0.354 0.315 0.247 0.143 0
αn3(t) 0.370 0.357 0.318 0.249 0.144 0
βn1(t) 0.436 0.421 0.373 0.290 0.167 0
βn2(t) 0.377 0.364 0.323 0.253 0.146 0
βn3(t) 0.371 0.358 0.319 0.249 0.144 0
Table 2.1: Values of the approximations αn, βn obtained with different precision (L = L0).
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Figure 2.1: Graphs of the approximations αn1 , βn1 (in violet), αn2 , βn2 (in green), αn3 , βn3
(in blue), defined by (2.33), (2.34), with L = L0, such that ‖βnk − αnk‖∞ < 10−k, for
k = 1, 2, 3.
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Figure 2.2: Graphs of ‖αn − u‖∞ (in blue), ‖βn − u‖∞ (in green) and ‖βn − αn‖∞ (in
violet), with L = L0, plotted against the number of iterations n.
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The solutions of (2.8) and of its linearization: a comparison. Here we present a numerical
comparison between the solution u of the quasilinear problem (2.8) and the solution v of
the partially linearized problem
−v′′ = −av + b√
1 + v′2
in [0, R],
v′(0) = v(R) = 0.
We have approximated u by the lower solution obtained by implementing the monotone
iterative scheme given by (2.33), with α0 = 0, L = L0 and stopping criterion ‖βn − αn‖∞ <
10−5. An approximation of v, matching the one obtained in [120], has been calculated using
the bvp4c routine of MatLab with a 100-point grid. Table 2.2 reports the values of u and v
at the mesh points t = 0, 0.2, 0.4, 0.6, 0.6, 0.8, 1 and Figure 2.3 displays the graphs of u and
v.
t = 0 t = 0.2 t = 0.4 t = 0.6 t = 0.8 t = 1
u(t) 0.370 0.358 0.318 0.249 0.144 0
v(t) 0.341 0.327 0.288 0.221 0.125 0
Table 2.2: Values of u and v.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t
u
Figure 2.3: Graphs of u (in blue) and v (in green).
We finally remark that in [126] the solution of the original problem (2.8) is approximated
by numerically solving the parabolic problem
∂τv − ∂ttv − f(v, vt) = 0 in ]0, R[× R,
∂tv(0, τ) = v(R, τ) = 0 in R,
v(t, 0) = 0 in [0, R].
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2.3 The case N ≥ 2 in a ball
The current section is devoted to the study of existence, uniqueness and qualitative proper-
ties of solution u ∈ C2(B) of the Dirichlet problem (2.1) in the spherical domain B, where
B = B(x0, R) is any open ball in RN , with N ≥ 2, centered at x0 with radius R > 0. The
problem which we are interested in is the following.−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in B,
u = 0 on ∂B.
(2.47)
2.3.1 Existence, uniqueness and qualitative properties
We start with the uniqueness result, which is valid for problem (2.1) set in a general bounded
domain Ω in RN with Lipschitz boundary, where N ≥ 1.
Proposition 2.3.1. Let a > 0 and b > 0 be given and let Ω be a bounded domain in RN
with Lipschitz boundary, where N ≥ 1. Let u1, u2 ∈W 1,1(Ω) ∩ L∞(Ω) be such that∫
Ω
∇ui · ∇w√
1 + |∇ui|2
dx = −
∫
Ω
auiw dx+
∫
Ω
bw√
1 + |∇ui|2
dx (2.48)
for all w ∈W 1,10 (Ω), and u1 = u2 HN−1-a.e. on ∂Ω. Then u1 = u2 a.e. in Ω.
Proof. The proof consists of two steps.
Step 1. An associated variational inequality. We show that, if u ∈W 1,1(Ω)∩L∞(Ω) satisfies
(2.48), with ui substituted by u, for all w ∈ W 1,10 (Ω), then v = e−bu ∈ W 1,1(Ω) ∩ L∞(Ω)
satisfies∫
Ω
√
w2 + b−2|∇w|2 dx−
∫
Ω
√
v2 + b−2|∇v|2 dx ≥ − a
b2
∫
Ω
log(v) (w − v) dx, (2.49)
for all w ∈ W 1,1(Ω) with w = e−bu HN−1-a.e. on ∂Ω. We pick a function w ∈ W 1,1(Ω) as
specified. The function w − v belongs to W 1,10 (Ω). Then u satisfies∫
Ω
∇u · ∇(w − v)√
1 + |∇u|2 dx = −
∫
Ω
au(w − v) dx+
∫
Ω
b(w − v)√
1 + |∇u|2 dx. (2.50)
The change of variable v = e−bu transforms (2.50) into
1
b2
∫
Ω
∇v · ∇(w − v)√
v2 + b−2|∇v|2 dx = −
a
b2
∫
Ω
log(v) (w − v) dx−
∫
Ω
v(w − v)√
v2 + b−2|∇v|2 dx. (2.51)
Let us set g : R× RN → R as
g(s, ξ) =
√
s2 + b−2|ξ|2.
We remark that the function g is convex in R×RN and differentiable in R+0 ×RN , therefore
we have
g(s, ξ)− g(s0, ξ0) ≥ ∇g(s0, ξ0) · (s, ξ),
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for all (s0, ξ0) ∈ R+0 × RN and for all (s, ξ) ∈ R× RN . Clearly, there holds
∇g(s0, ξ0) · (s, ξ) = 1
b2
ξ0 · ξ√
s20 + b
−2|ξ0|2
+
s0s√
s20 + b
−2|ξ0|2
,
for all (s0, ξ0) ∈ R+0 × RN . Rearranging (2.51), these observations yield
− a
b2
∫
Ω
log(v) (w − v) dx = 1
b2
∫
Ω
∇v · ∇(w − v)√
v2 + b−2|∇v|2 dx+
∫
Ω
v(w − v)√
v2 + b−2|∇v|2 dx
≤
∫
Ω
√
w2 + b−2|∇w|2 dx−
∫
Ω
√
v2 + b−2|∇v|2 dx.
Step 2. Uniqueness. Let us now consider the functions u1, u2 given in the statement of
the Proposition. By the previous step we have that v1 = e
−bu1 and v2 = e−bu2 belong
to W 1,1(Ω) ∩ L∞(Ω) and satisfy (2.49), with v substituted by v1, v2, respectively, for all
w ∈W 1,1(Ω) such that w = e−bu1 = e−bu2 HN−1-a.e. on ∂Ω. In particular there hold∫
Ω
√
v22 + b
−2|∇v2|2 dx−
∫
Ω
√
v21 + b
−2|∇v1|2 dx ≥ − a
b2
∫
Ω
log(v1) (v2 − v1) dx
and ∫
Ω
√
v21 + b
−2|∇v1|2 dx−
∫
Ω
√
v22 + b
−2|∇v2|2 dx ≥ − a
b2
∫
Ω
log(v2) (v1 − v2) dx.
Summing up and rearranging we get
0 ≥ a
b2
∫
Ω
(log(v2)− log(v1)) (v2 − v1) dx.
The strict monotonicity of the logarithm function yields v1 = v2 and hence u1 = u2, a.e. in
Ω.
A straightforward consequence is the uniqueness of solution in C2(Ω) of problem (2.1).
Corollary 2.3.2. Let N ≥ 1 be fixed. Let a > 0 and b > 0 be given and let Ω be a bounded
domain in RN with Lipschitz boundary. Then there exists at most one solution u ∈ C2(Ω)
of (2.1).
Corollary 2.3.2 guarantees that problem (2.47) has at most one solution u ∈ C2(B). By
radiality of the domain and the structure of the equation, it is natural to look for a radially
symmetric solution, which, if it exists, is the unique solution of the problem. Let us then
consider the following mixed boundary value problem.
−
(
rN−1 v′√
1 + v′2
)′
= rN−1
(
−av + b√
1 + v′2
)
in ]0, R[,
v′(0) = v(R) = 0.
(2.52)
Proposition 2.3.3 below ensures that problem (2.52) has a solution v ∈ C2([0, R]), for which
some qualitative properties are provided.
Proposition 2.3.3. For any a, b > 0 and any R > 0 given, problem (2.52) has a solution
v ∈ C2([0, R]). In addition, v satisfies the following properties:
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(i) 0 < v(r) < ba for all r ∈ [0, R[;
(ii) v′(r) < 0 for all r ∈ ]0, R];
(iii) v′′(r) < 0 for all r ∈ [0, R];
(iv) v′(r) > −c for all r ∈ [0, R], where
c =
√
exp( 2b
2
a )− 1. (2.53)
Proof. The proof is divided into some steps.
Step 1. A modified problem. Let us define a function ϕ˜ : R→ R as
ϕ˜(s) =

s√
1 + s2
if |s| ≤ c,
s+ sgn(s) c3
(1 + c2)3/2
if |s| > c.
Note that ϕ˜ is of class C1 and
ϕ˜′(s) =

1
(1 + s2)3/2
if |s| ≤ c,
1
(1 + c2)3/2
if |s| > c
is bounded, bounded away from 0 and satisfies, for all s ∈ R,
ϕ˜′(s) ≥ 1
(1 + s2)3/2
. (2.54)
Let us introduce the initial value problem
−(rN−1ϕ˜(v′))′ = rN−1
(
− av + b√
1 + v′2
)
,
v(0) = d,
v′(0) = 0,
(2.55)
with d ∈ R. Clearly v ∈ C2([0, ω[), for some ω ∈ R+0 ∪ {+∞}, is a solution of (2.55) if and
only if it is a solution of
−v′′ =
(
− av + b√
1 + v′2
)
1
ϕ˜′(v′)
+
N − 1
r
ϕ˜(v′)
ϕ˜′(v′)
,
v(0) = d,
v′(0) = 0.
(2.56)
Let ω ∈ R+0 ∪ {+∞} and v ∈ C2([0, ω[) be a solution of (2.56). On the one hand, by
definition of ϕ˜ and from the condition v′(0) = 0, we have
lim
r→0
ϕ˜(v′(r))
r ϕ˜′(v′(r))
= lim
r→0
v′(r)(1 + v′(r)2)
r
= v′′(0). (2.57)
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On the other hand, from the equation in (2.56) there holds
ϕ˜(v′)
r ϕ˜′(v′)
=
1
N − 1
[(
av − b√
1 + v′2
)
1
ϕ˜′(v′)
− v′′
]
(2.58)
in ]0, R[. From (2.57) and (2.58) and by the initial conditions satisfied by v, we get
v′′(0) =
ad− b
N
. (2.59)
Step 2. Global existence, uniqueness and continuous dependence. We are going to show
that, for any given d ∈ R, the initial value problem (2.55), or equivalently (2.56), has a
unique solution v ∈ C2([0, R]). Moreover, v depends continuously on the initial datum d
and satisfies (2.59).
We first verify that, for any δ > 0 small enough, the operator S, defined by
(Sv)(r) = d+ ∫ r
0
ϕ˜−1
(∫ s
0
(
t
s
)N−1(
av(t)− b√
1 + v′(t)2
)
dt
)
ds,
is a contraction in the space C1([0, δ]). Let us fix some δ > 0, which will be made possibly
smaller in the following, and take v, w ∈ C1([0, δ]). For any s ∈ [0, δ], let us set
cv(s) =
∫ s
0
(
t
s
)N−1(
av(t)− b√
1 + v′(t)2
)
dt,
cw(s) =
∫ s
0
(
t
s
)N−1(
aw(t)− b√
1 + w′(t)2
)
dt.
Then we can write∣∣(Sv)(r)− (Sw)(r)∣∣ = ∣∣∣∣∫ r
0
(
ϕ˜−1(cv(s))− ϕ˜−1(cw(s))
)
ds
∣∣∣∣
for all r ∈ [0, δ]. Since the function g(ξ) =
√
1 + ξ2 is globally Lipschitz continuous with
Lipschitz constant 1, we notice that, for all s ∈ [0, δ], there holds
|cv(s)− cw(s)| ≤
∫ s
0
(
t
s
)N−1(
a|v(t)− w(t)|+ b
∣∣∣√1 + v′(t)2 −√1 + w′(t)2∣∣∣) dt
≤
∫ s
0
(
t
s
)N−1 (
a|v(t)− w(t)|+ b|v′(t)− w′(t)|
)
dt
≤ s
N
(a+ b) ‖v − w‖C1 .
Since ϕ˜′ is bounded away from 0, ϕ˜−1 is globally Lipschitz continuous. Naming L > 0 its
Lipschitz constant, we have∣∣(Sv)(r)− (Sw)(r)∣∣ ≤ L∫ r
0
|cv(s)− cw(s)| ds ≤ L
2N
(a+ b)r2 ‖v − w‖C1 , (2.60)
for all r ∈ [0, δ]. Moreover there holds∣∣(Sv)′(r)− (Sw)′(r)∣∣ = ∣∣ϕ˜−1(cv(r))− ϕ˜−1(cw(r))∣∣
≤ L
N
(a+ b)r |v(r)− w(r)| ≤ L
N
(a+ b)r ‖v − w‖C1 ,
(2.61)
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for all r ∈ [0, δ]. If, e.g., δ > 0 is taken sufficiently small so that max{ L2N (a + b)δ2, LN (a +
b)δ
} ≤ 14 , then from (2.60) and (2.61) we obtain
‖Sv − Sw‖C1 ≤ 12 ‖v − w‖C1 .
This proves that S is a contraction in C1([0, δ]). We notice that the operator S is linked
to the initial value problem (2.55) since a function u ∈ C2([0, δ]) is a solution of (2.55) if
and only if it is a fixed point of S. Therefore, the contraction mapping principle provides
existence and uniqueness of solution u ∈ C2([0, δ]) of problem (2.55).
Let now d, e ∈ R and v ∈ C2([0, δ]) be the solution of (2.55), whereas w ∈ C2([0, δ]) be
the solution of (2.55) with d substituted by e. Since
v(r) = d+
∫ r
0
ϕ˜−1(cv(s)) ds, w(r) = e+
∫ r
0
ϕ˜−1(cw(s)) ds,
by the previous computations we deduce
|v(r)− w(r)| ≤ |d− e|+ 14 ‖v − w‖C1 , |v′(r)− w′(r)| ≤ 14 ‖v − w‖C1 ,
for all r ∈ [0, δ]. Then we obtain
‖v − w‖C1 ≤ 2|d− e|.
Continuous dependence of the local solutions of (2.55) on the initial data is therefore satis-
fied.
Let us now denote by h : ]0,+∞[ × R × R → R the function which appears on the
right-hand side of the equation in (2.56), i.e.,
h(r, s, ξ) =
(
− as+ b√
1 + ξ2
)
1
ϕ˜′(ξ)
+
N − 1
r
ϕ˜(ξ)
ϕ˜′(ξ)
.
Since h is locally Lipschitz continuous in [δ,R]×R×R and grows linearly in (s, ξ) ∈ R×R
uniformly in r ∈ [δ,R], any local solution of (2.56), that is of (2.55), can be uniquely
continued to [0, R].
Finally, the continuous dependence of these global solutions on the initial datum d is a
standard consequence of the uniqueness.
Step 3. Qualitative properties. We show that, for any given d < ba , the solution v ∈ C2([0, R])
of (2.56) satisfies conditions (ii) and (iii). The computations mimic the proof of Steps 2
and 3 of Lemma 2.2.1 in Section 2.2, which is committed to treating the one-dimensional
version of problem (2.47). However for completeness all the details follow.
Let us prove (ii). As v′(0) = 0 and v′′(0) < 0, there exists δ1 > 0 such that v′(r) < 0 in
]0, δ1[. Assume by contradiction that there exists r0 ∈ ]0, R] such that v′(r0) ≥ 0. We can
suppose that v′(r0) = 0 and v′(r) < 0 in ]0, r0[. This yields in particular v(r0) < ba . As from
the equation in (2.56) we have
v′′(r0) = av(r0)− b < 0,
there exists δ2 > 0 such that v
′(r) > 0 in ]r0 − δ2, r0[, which is a contradiction.
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Let us prove (iii). Assume by contradiction that there exists r ∈ ]0, R] such that v′′(r) ≥
0. As v′′(0) < 0, we can suppose that there exists r0 ∈ ]0, r[ such that v′′(r0) = 0 and
v′′(r) < 0 in [0, r0[. Define ` : [0, R]→ R as
`(r) = −v′′(r)ϕ˜′(v′(r)) = −av(r) + b√
1 + v′(r)2
+
N − 1
r
ϕ˜(v′(r)).
We have `(r0) = 0 and, by (ii),
`′(r0) = −av′(r0)− bv
′(r0)v′′(r0)
(1 + v′(r0)2)3/2
− N − 1
r20
ϕ˜(v′(r0)) +
N − 1
r0
ϕ˜′(v′(r0))v′′(r0),
= −av′(r0)− N − 1
r20
ϕ˜(v′(r0)) > 0.
This implies the existence of δ3 > 0 such that `(r) < 0 on ]r0 − δ3, r0[ and in particular
v′′(r) > 0 in ]r0 − δ3, r0[, which is a contradiction.
Step 4. Solvability. We consider the map T : [0, ba] → R defined by T (d) = v(R), where
v is the solution of (2.56). The continuous dependence on the initial data holding for the
initial value problem (2.56) implies that the map T is continuous. According to condition
(ii), it satisfies T (0) < 0; finally, as the constant function ba is the solution of (2.56) with
d = ba , there holds T
(
b
a
)
= ba > 0. Then there exists d ∈
]
0, ba
[
such that T (d) = 0.
The corresponding solution v ∈ C2([0, R]) satisfies v′(0) = 0 = v(R), as well as, by Step 3,
conditions (i), (ii), (iii).
In order to show that v also satisfies condition (iv) and it is the desired solution of (2.52),
we prove the estimate
‖v′‖∞ ≤ c,
or equivalently, by (iii),
v′(R) ≥ −c,
where c is given by (2.53). From the equation in (2.56) and using condition (2.54), we easily
get
−v′′(r) ≤ b
ϕ˜′(v′(r))
√
1 + v′(r)2
≤ b(1 + v′(r)2),
and hence
v′(r) v′′(r)
1 + v′(r)2
≤ −bv′(r).
Integrating this inequality over [0, R], we obtain
1
2
log(1 + v′(R)2) ≤ b v(0) < b
2
a
,
that is
|v′(R)| <
√
exp
(
2b2
a
)− 1 = c.
This concludes the proof.
Remark 2.3.1 The bound c given by (2.53) on the derivative of the solution v of problem
(2.52) is precisely the bound (2.13) on the derivative of the solution of the one-dimensional
version (2.3) of problem (2.47), obtained in Section 2.2.
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We are now in position to state the main result.
Theorem 2.3.4. Let N ≥ 2. Let a > 0, b > 0 be given and let B = B(x0, R) be the open
ball in RN of center x0 and radius R > 0. Then there exists a unique solution u ∈ C2(B)
of (2.47), which in addition satisfies the following properties:
• there exists a function v ∈ C2([0, R]) such that u(x) = v(|x− x0|) for all x ∈ B;
• 0 < v(r) < ba for all r ∈ [0, R[;
• v′(r) < 0 for all r ∈ ]0, R];
• v′′(r) < 0 for all r ∈ [0, R];
• v′(r) > −c for all r ∈ [0, R], where c =
√
exp( 2b
2
a )− 1.
Proof. Corollary 2.3.2 guarantees that problem (2.47) has at most one solution u ∈ C2(B).
Proposition 2.3.3 ensures that problem (2.52) has a solution v ∈ C2([0, R]) which exhibits the
characteristics expressed above. Setting u(x) = v(|x−x0|) for all x ∈ B, a simple calculation
shows that u ∈ C2(B) is the unique solution of (2.47); thus the thesis follows.
2.4 The case N ≥ 2 in a general domain
In the last section of the chapter, we consider the general N -dimensional problem (2.1),
which we report here for convenience.
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in Ω,
u = 0 on ∂Ω.
Throughout the chapter, the following conditions on the parameters a, b and on the set Ω
are assumed.
(h1) a > 0 and b > 0;
(h2) Ω is a bounded domain in RN with Lipschitz boundary ∂Ω, where N ≥ 2.
The aim is to study existence, uniqueness and regularity of solution of (2.1). As anticipated
in the Outline, in the general N -dimensional context it seems too restrictive to work in
the classical setting, contrarily to what has been done in the one-dimensional and radial
cases. It is then necessary to introduce a suitable notion of generalized solution as given in
Definition 2.4.1. Going towards this direction, we consider the following non-homogeneous
Dirichlet problem:
−div
( ∇v√
v2 + b−2|∇v|2
)
= −a log(v)− b
2v√
v2 + b−2|∇v|2 in Ω,
v = 1 on ∂Ω.
(2.62)
The problem is obtained from problem (2.1) by the change of variable v = e−bu.
The technique we will apply is variational. The advantage in considering the modified
problem is that it has a simpler variational formulation, as it will be clear in the following.
We then proceed by introducing the functional framework in which to settle the study of
(2.62).
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2.4.1 The variational framework
Formally the functional associated with the operator in the left-hand side of (2.62) takes
the form
K(w) =
∫
Ω
√
w2 + b−2|∇w|2 dx.
Since the functional K has a linear growth in w and ∇w, a natural space where to define it
would be the Sobolev space W 1,1(Ω). On the other hand, it is not a favourable framework
where to deal with critical point theory. The space of bounded variation functions BV (Ω) is
helpful in this context and the definition of the following functional follows from this remark.
Let us consider an open set O in RN and define the functional JO : BV (O)→ R
JO(w) =
∫
O
√
w2 + b−2|Dw|2 (2.63)
as ∫
O
√
w2 + b−2|Dw|2 = sup
{∫
O
w
(
gN+1 +
1
bdiv(g˜)
)
dx :
g = (g˜, gN+1) = (g1, . . . gN , gN+1) ∈ C10 (O;RN+1), |g|2 =
N+1∑
j=1
g2j ≤ 1 in O
}
.
In the following, where dealing with an open setO in RN and a function g ∈ C10 (O;RN+1),
we will always denote its components as g = (g˜, gN+1) = (g1, . . . , gN , gN+1), even if without
explicitly declaring it. We will use both the notations
divN (g) = div(g˜).
Remark 2.4.1 Let O be an open set in RN . Observe that, for all w ∈ C1(O),∫
O
√
w2 + b−2|Dw|2 =
∫
O
√
w2 + b−2|∇w|2 dx. (2.64)
In fact, for g ∈ C10 (O;RN+1) with
N+1∑
j=1
g2j ≤ 1, by Cauchy-Schwarz inequality in RN+1 we
have∫
O
w
(
gN+1 +
1
bdiv(g˜)
)
dx =
∫
O
(
wgN+1 − 1b∇w · g˜
)
dx
≤
∫
O
√
w2 + b−2|∇w|2
√√√√N+1∑
j=1
g2j dx ≤
∫
O
√
w2 + b−2|∇w|2 dx,
from which we deduce that∫
O
√
w2 + b−2|Dw|2 ≤
∫
O
√
w2 + b−2|∇w|2 dx. (2.65)
On the other hand, choosing as test function gε = χε
(−b−1∇w,w)√
w2+b−2|∇w|2 where χε ∈ C
∞
0 (O)
satisfies |χε| ≤ 1 in O and lim
ε→0+
χε = 1 in L
1(O), we have∫
O
√
w2 + b−2|Dw|2 ≥
∫
O
χε
√
w2 + b−2|∇w|2 dx.
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Passing to the limit, we obtain∫
O
√
w2 + b−2|Dw|2 ≥
∫
O
√
w2 + b−2|∇w|2 dx. (2.66)
We then deduce (2.64) from (2.65) and (2.66).
Proposition 2.4.1. The following statements hold for any open set O in RN .
(i) JO is convex.
(ii) JO is lower semi-continuous with respect to the L1-norm, that is, for any sequence
(wn)n in BV (O) converging in L1(O) to some w ∈ BV (O), there holds JO(w) ≤
lim inf
n→+∞JO(wn).
(iii) For all w ∈ BV (O),
max
{∫
O
|w| dx, 1
b
∫
O
|Dw|
}
≤
∫
O
√
w2 + b−2|Dw|2 ≤
∫
O
|w| dx+ 1
b
∫
O
|Dw|.
(iv) JO is Lipschitz continuous with respect to the BV -norm.
Proof. Step 1. Proof of (i). Taking any v, w ∈ BV (O) and λ ∈ [0, 1], and any g ∈
C10 (O;RN+1) such that |g| ≤ 1 in O, it is clear that∫
O
(λv + (1− λ)w)
(
gN+1 +
1
bdiv(g˜)
)
dx
= λ
∫
O
v
(
gN+1 +
1
bdiv(g˜)
)
dx+ (1− λ)
∫
O
w
(
gN+1 +
1
bdiv(g˜)
)
dx
≤ λ
∫
O
√
v2 + b−2|Dv|2 + (1− λ)
∫
O
√
w2 + b−2|Dw|2,
then
JO
(
λv + (1− λ)w) = ∫
O
√
(λv + (1− λ)w)2 + b−2|D(λv + (1− λ)w)|2
≤ λ
∫
O
√
v2 + b−2|Dv|2 + (1− λ)
∫
O
√
w2 + b−2|Dw|2
= λJO(v) + (1− λ)JO(w).
In conclusion, JO is convex.
Step 2. Proof of (ii). Let us consider a sequence (wn)n in BV (O), with lim
n→+∞wn = w in
L1(O), for some w ∈ BV (O), and any g ∈ C10 (O;RN+1) such that |g| ≤ 1 in O. We have∫
O
w
(
gN+1 +
1
bdiv(g˜)
)
dx = lim
n→+∞
∫
O
wn
(
gN+1 +
1
bdiv(g˜)
)
dx
= lim inf
n→+∞
∫
O
wn
(
gN+1 +
1
bdiv(g˜)
)
dx
≤ lim inf
n→+∞
∫
O
√
w2n + b
−2|Dwn|2.
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By definition of JO we then conclude
JO(w) =
∫
O
√
w2 + b−2|Dw|2 ≤ lim inf
n→+∞
∫
O
√
w2n + b
−2|Dwn|2 = lim inf
n→+∞JO(wn).
The lower semi-continuity of JO with respect to the L1-norm is therefore proved.
Step 3. Proof of (iii). Let w ∈ BV (O). On the one hand, we see
∫
O
√
w2 + b−2|Dw|2
= sup
{∫
O
w
(
gN+1 +
1
bdiv(g˜)
)
dx : g ∈ C10 (O;RN+1),
N+1∑
j=1
g2j ≤ 1 in O
}
≥ max
{
sup
{∫
O
w gN+1 dx : gN+1 ∈ C10 (O;R), |gN+1| ≤ 1 in O
}
,
sup
{
1
b
∫
O
w div(h) dx : h ∈ C10 (O;RN ),
N∑
j=1
h2j ≤ 1 in O
}}
= max
{∫
O
|w| dx, 1
b
∫
O
|Dw|
}
.
On the other one, we get
∫
O
√
w2 + b−2|Dw|2
= sup
{∫
O
w
(
gN+1 +
1
bdiv(g˜)
)
dx : g ∈ C10 (O;RN+1),
N+1∑
j=1
g2j ≤ 1 in O
}
≤ sup
{
w gN+1 dx : gN+1 ∈ C10 (O;R), |gN+1| ≤ 1 in O
}
+ sup
{
1
b
∫
O
w div(h) dx : h ∈ C10 (O;RN ),
N∑
j=1
h2j ≤ 1 in O
}
=
∫
O
|w| dx+ 1
b
∫
O
|Dw|.
We are in position to assert that (iii) is valid.
Step 4. Proof of (iv). Consider v, w ∈ BV (O). By applying the estimate from above
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expressed in (iii), we have
JO(v)− JO(w)
=
∫
O
√
v2 + b−2|Dv|2 −
∫
O
√
w2 + b−2|Dw|2
= sup
{∫
O
v
(
gN+1 +
1
bdiv(g˜)
)
dx : g ∈ C10 (E;RN+1), |g| ≤ 1 in O
}
− sup
{∫
O
w
(
gN+1 +
1
bdiv(g˜)
)
dx : g ∈ C10 (E;RN+1), |g| ≤ 1 in O
}
≤ sup
{∫
O
(v − w)
(
gN+1 +
1
bdiv(g˜)
)
dx : g ∈ C10 (O;RN+1), |g| ≤ 1 in O
}
=
∫
O
√
(v − w)2 + b−2|D(v − w)|2
≤
∫
O
|v − w| dx+ 1
b
∫
O
|D(v − w)|
≤ max
{
1,
1
b
}
‖v − w‖BV .
This proves that JO is Lipschitz continuous with respect to the BV -norm.
Lemma 2.4.2. For any open set O in RN and for any v ∈ BV (O), there exists a positive
finite Radon measure µv on O such that
µv(A) = JA(v) (2.67)
for all open sets A ⊆ O.
Proof. Let us consider an open set O in RN and fix v ∈ BV (O). We define the functional
Lv : C0(O;RN+1)→ R as
Lv(g) =
∫
O
vgN+1 dx− 1
b
∫
O
g˜Dv
for any g = (g˜, gN+1) (Dv is the finite vector Radon measure on O, which is associated with
the bounded variation function v). For any g ∈ C0(O;RN+1), with |g| ≤ 1 in O, we have
|Lv(g)| =
∣∣∣∣∫O vgN+1 dx− 1b
∫
O
g˜Dv
∣∣∣∣
≤
∫
O
|v||gN+1| dx+ 1
b
∫
O
|g˜||Dv|
≤ max
{
1,
1
b
}
‖v‖BV (O) ‖g‖L∞(O) .
(2.68)
Then, by Theorem 4.1.5, the function µv : B(O)→ [0,+∞], defined on the open sets S = A
as
µv(A) = sup{Lv(g) : g ∈ C0(A;RN+1), |g| ≤ 1 in A},
otherwise as
µv(S) = inf{µv(A) : A open, with S ⊆ A}, (2.69)
is a positive Radon measure. Moreover, according to (2.68), µv is finite. We have obtained
that µv is a positive finite Radon measure according to Definition 4.1.7.
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Let us now define µv : B(O)→ R over the open sets S = A as
µv(A) = sup{Lv(g) : g ∈ C10 (A;RN+1), |g| ≤ 1 in A},
otherwise as
µv(S) = inf{µv(A) : A open, with S ⊆ A}. (2.70)
We wish to prove that
µv = µv in B(O). (2.71)
Of course, by definition of µv and µv, there holds µv(A) ≤ µv(A) for all open sets A ⊆ O.
It remains to prove the converse inclusion. Let us now consider an open set A ⊆ O and
g ∈ C0(A;RN+1), |g| ≤ 1 in A. For any ε > 0, there exists hε ∈ C∞0 (A;RN+1), |hε| ≤ 1 in
A, such that ‖g − hε‖L∞(A) < ε. By (2.68) and the linearity of Lv, we have
|Lv(g)− Lv(hε)| ≤ max
{
1,
1
b
}
‖v‖BV (O) ε,
where g, hε still denote the null extensions of g, hε over O. This implies that
Lv(g) ≤ lim sup
ε→0+
Lv(hε)
≤ sup{Lv(h) : h ∈ C10 (A;RN+1), |h| ≤ 1 in A} = µv(A).
By generality of g, we conclude that µv(A) ≤ µv(A). In particular, the equality is satisfied
for all open sets A ⊆ O.
Let us now take S ∈ B(O). The equality below
{µv(A) : A open, with S ⊆ A} = {µv(A) : A open, with S ⊆ A}
and the definitions given in (2.69) and in (2.70) imply
µv(S) = µv(S).
Thus we obtain (2.71). Let us now notice that, for all open sets A ⊆ O, there holds
µv(A) = sup
{∫
A
vgN+1 dx− 1
b
∫
A
g˜Dv : g ∈ C10 (A;RN+1), |g| ≤ 1 in A
}
= sup
{∫
A
vgN+1 dx+
1
b
∫
A
v div(g˜) dx : g ∈ C10 (A;RN+1), |g| ≤ 1 in A
}
=
∫
A
√
v2 + b−2|Dv|2 = JA(v),
that is (2.67) is satisfied.
Proposition 2.4.3. Let O, U be open bounded sets in RN , with O ⊆ U . Let v ∈ BV (O),
w ∈ BV (U \ O) and define over U the function z as
z =
v a.e. in O,w a.e. in U \ O.
Then z ∈ BV (U) and the following holds∫
∂O
√
z2 + b−2|Dz|2 = 1
b
∫
∂O
|v − w| dHN−1. (2.72)
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Proof. By Theorem 4.6.17, we know that z ∈ BV (U). Let now (An)n be a sequence of open
sets in RN such that
∂O ⊆ An ⊆ An ⊆ U ,
An+1 ⊆ An, for all n,⋂
n
An = ∂O
and
lim
n→+∞
∫
An
√
z2 + b−2|Dz|2 =
∫
∂O
√
z2 + b−2|Dz|2.
By Proposition 2.4.1, we have
max
{∫
An
|z| dx, 1
b
∫
An
|Dz|
}
≤
∫
An
√
z2 + b−2|Dz|2
≤
∫
An
|z| dx+ 1
b
∫
An
|Dz|.
(2.73)
Moreover, the dominated convergence theorem yields
lim
n→+∞
∫
An
|z| dx =
∫
∂O
|z| dx = 0,
lim
n→+∞
∫
An
|Dz| =
∫
∂O
|Dz|.
Passing to the limit as n goes to +∞ in (2.73), this implies that the equality below is
satisfied: ∫
∂O
√
z2 + b−2|Dz|2 = 1
b
∫
∂O
|Dz|.
An application of Theorem 4.6.17 gives∫
∂O
|Dz| =
∫
∂O
|v − w| dHN−1,
thus we conclude that (2.72) holds.
An approximation property
The following proposition plays a crucial role in the sequel; it generalizes the classical ap-
proximation property in the space of bounded variation functions with respect to the strict
convergence (see Theorem 4.6.4).
Proposition 2.4.4 (An approximation property). Let O be an open bounded set in RN
with Lipschitz boundary. Let w ∈ BV (O). Then, for all p ∈ [1, 1∗[, there exists a sequence
(wn)n in W
1,1(O) ∩ C∞(O) such that
lim
n→+∞wn = w, in L
p(O) and a.e. in O, (2.74)
|wn| ≤W, a.e. in O, (2.75)
lim
n→+∞
∫
O
√
w2n + b
−2|Dwn|2 =
∫
O
√
w2 + b−2|Dw|2, (2.76)
wn = w, HN−1-a.e. on ∂O, (2.77)
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for some W ∈ Lp(O). Moreover, if c ≤ w ≤ d in O, then for each σ > 0 the sequence (wn)n
can be selected such that, for all n, there holds
c− σ ≤ wn ≤ d+ σ, in O. (2.78)
Proof. Step 1. Let p ∈ [1, 1∗[. Then there exists a sequence (wn)n in W 1,1(O) ∩ C∞(O)
such that (2.74), (2.75), (2.76), (2.77) hold.
Let (εn)n be a sequence of positive numbers converging to 0. Fix n ∈ N and consider,
for m ∈ N0, i ∈ N, the set
O(m, i) =
{
x ∈ O : dist(x, ∂O) > 1
m+ i
}
.
Let χO(m,i) be the characteristic function of O(m, i). The dominated convergence theorem
yields
lim
m→+∞
∫
O\O(m,i)
|w| dx = lim
m→+∞
∫
O
(1− χO(m,i))|w| dx = 0,
lim
m→+∞
∫
O\O(m,i)
|Dw| = lim
m→+∞
∫
O
(1− χO(m,i))|Dw| = 0.
Hence we can choose Mn ∈ N0 such that∫
O\O(Mn,0)
|w| dx < εn and 1
b
∫
O\O(Mn,0)
|Dw| < εn. (2.79)
For simplicity let us now set Oi = O(Mn, i) and introduce the family {Ai}i≥1 of open subsets
of O given by
A1 = O2 =
{
x ∈ O : dist(x, ∂O) > 1
Mn + 2
}
,
and, for i ≥ 2,
Ai = Oi+1 \ Oi−1 =
{
x ∈ O : 1
Mn + i+ 1
< dist(x, ∂O) < 1
Mn + i− 1
}
.
The family {Ai}i≥1 is an open covering of O. Moreover by the strictly decreasing behaviour
of the sequence
(
1
Mn+i
)
i≥1, we have that the following are satisfied:
A1 ⊆ O3, Ai ⊆ Oi+2 \ Oi−2, (2.80)
Ai ⊆ O \ O0 =
{
x ∈ O : dist(x, ∂O) ≤ 1
Mn
}
, (2.81)
Ai ∩Ak = ∅, for all k ≥ i+ 2, (2.82)
for all i ≥ 2. In particular (2.82) comes from the obvious observation that Ai ∩ Ai+2 = ∅.
Let now (φi)i∈N0 be a partition of unity on O subordinate to the open covering {Ai}i∈N0 ,
that is
φi|O\Ai = 0, φi|Ai ∈ C∞0 (Ai),
0 ≤ φi ≤ 1, in O,
+∞∑
i=1
φi = 1, in O. (2.83)
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Let also η be a positive radial mollifier centered at 0. Take δi = δi(n) > 0 for all i ∈ N0 and
consider the sequence (ηδi ∗wφi)i∈N0 . Notice on the one hand that, as w ∈ BV (O) ⊆ Lp(O)
and φi ∈ C∞(O), the function wφi belongs to Lp(O) with
supp(wφi) ⊆ supp(φi) ⊆ Ai.
On the other hand, ηδi being a mollifier, it belongs to C
∞(RN ) and
supp(ηδi) ⊆ B(0, δi),
where B(x0, r) denotes an open ball in RN centered at x0 with radius r > 0. Since there
holds
supp(ηδi ∗ (wφi)) ⊆ supp(ηδi) + supp(wφi),
and in view of (2.80), it is possible to choose δi such that there holds
supp(ηδ1 ∗ (wφ1)) ⊂ O3, (2.84)
supp(ηδi ∗ (wφi)) ⊂ Oi+2 \ Oi−2, (2.85)
for any i ≥ 2. Moreover, by Theorem 4.4.4, we can assume that
‖wφi − ηδi ∗ (wφi)‖Lp(O) <
εn
2i
, (2.86)
for all i ∈ N0. Reasoning in a similar way about the sequence (ηδi ∗ w∇φi)i∈N0 , where in
particular w∇φi belongs to Lp(O), the constant δi can be picked small enough so that
‖w∇φi − ηδi ∗ (w∇φi)‖Lp(O) <
b
|O| 1q
εn
2i
, (2.87)
for all i ∈ N0, where q satisfies 1p + 1q = 1. Let us now define
wn =
+∞∑
i=1
ηδi ∗ (wφi).
In view of (2.82), for any x ∈ O, there exists an open neighbourhood U ⊆ O of x such that
wn|U ∈ Lp(U)∩C∞(U). Taking an open covering of O made of a finite number of such sets,
we see that wn belongs to L
p(O) ∩ C∞(O). Moreover, using conditions (2.83) and (2.86),
we compute
‖w − wn‖Lp(O) =
∥∥∥∥∥
+∞∑
i=1
(
wφi − ηδi ∗ (wφi)
)∥∥∥∥∥
Lp(O)
≤
+∞∑
i=1
‖wφi − ηδi ∗ (wφi)‖Lp(O)
<
+∞∑
i=1
εn
2i
= εn,
that is
lim
n→+∞wn = w, in L
p(O).
Possibly passing to a subsequence, we may assume that there also hold
lim
n→+∞wn = w, a.e. in O,
|wn| ≤W, a.e. in O,
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for some W ∈ Lp(O). In particular, conditions (2.74) and (2.75) are satisfied. Moreover, by
the lower semi-continuity of JO(z) =
∫
O
√
z2 + b−2|Dz|2 with respect to the L1-norm,
JO(w) ≤ lim inf
n→+∞JO(wn). (2.88)
We will now prove that
lim sup
n→+∞
JO(wn) ≤ JO(w). (2.89)
Fix g ∈ C10 (O;RN+1), with g = (g1, . . . , gN , gN+1) and |g| ≤ 1 in O. We will then express∫
O
wn
(
gN+1 +
1
bdivN (g)
)
dx
using the definition of wn =
+∞∑
i=1
ηδi ∗ (wφi). Consider first
∫
O
wngN+1 dx =
+∞∑
i=1
∫
O
(ηδi ∗ (wφi))gN+1 dx =
+∞∑
i=1
∫
O
wφi(ηδi ∗ gN+1) dx
=
∫
O
wφ1(ηδ1 ∗ gN+1) dx+
+∞∑
i=2
∫
O
wφi(ηδi ∗ gN+1) dx.
(2.90)
The second passage is due to Lemma 4.4.2. Notice that, for all i ≥ 2, the function φi(ηδi ∗
gN+1) ∈ C∞(O) vanishes outside Ai and for all x ∈ Ai there holds∣∣∣(φi(ηδi ∗ gN+1))(x)∣∣∣ = |φi(x)|∣∣∣∫
RN
ηδi(y)gN+1(x− y) dy
∣∣∣
≤ ‖φi‖L∞(O) ‖gN+1‖L∞(O)
∫
RN
ηδi(y) dy
≤ 1.
In particular, for all i ≥ 2,∫
O
wφi(ηδi ∗ gN+1) dx =
∫
Ai
wφi(ηδi ∗ gN+1) dx ≤
∫
Ai
|w| dx,
then, by applying (2.81), (2.82) and finally (2.79),
+∞∑
i=2
∫
O
wφi(ηδi ∗ gN+1) dx ≤
+∞∑
i=2
∫
Ai
|w| dx ≤ 2
∫
O\O0
|w| dx < 2εn. (2.91)
From (2.90) and (2.91), we conclude that for all n∫
O
wngN+1 dx <
∫
O
wφ1(ηδ1 ∗ gN+1) dx+ 2εn. (2.92)
Consider now ∫
O
wndivN (g) dx =
∞∑
i=1
∫
O
(ηδi ∗ (wφi))divN (g) dx, (2.93)
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where, for any i ∈ N0, by Lemma 4.4.2 and Proposition 4.4.3,∫
O
(ηδi ∗ (wφi))divN (g) dx
=
N∑
j=1
∫
O
(ηδi ∗ (wφi))∂xjgj dx =
N∑
j=1
∫
O
wφi(ηδi ∗ ∂xjgj) dx
=
∫
O
wφi
( N∑
j=1
ηδi ∗ ∂xjgj
)
dx =
∫
O
wφi
N∑
j=1
∂xj (ηδi ∗ gj) dx
=
∫
O
wφi
N∑
j=1
∂xj (ηδi ∗ g)j dx =
∫
O
wφidivN (ηδi ∗ g) dx.
(2.94)
Combining (2.93) and (2.94), we can write
∫
O
wndivN (g) dx =
+∞∑
i=1
∫
O
wφidivN (ηδi ∗ g) dx.
The aim is now to prove that the following equality is satisfied:
+∞∑
i=1
∫
O
wφidivN (ηδi ∗ g) dx =
+∞∑
i=1
∫
O
wdivN
(
φi(ηδi ∗ g)
)
dx
−
+∞∑
i=1
∫
O
g˜ ·
(
ηδi ∗ (w∇φi)− w∇φi
)
dx.
(2.95)
Fix i ∈ N0 and j = 1, . . . , N . There holds∫
O
w∂xj
(
φi(ηδi ∗ g)
)
j
dx =
∫
O
w∂xj
(
φi(ηδi ∗ gj)
)
dx
=
∫
O
w
(
(∂xjφi)(ηδi ∗ gj) + φi∂xj (ηδi ∗ gj)
)
dx
(2.96)
and then∫
O
wdivN
(
φi(ηδi ∗ g)
)
dx =
N∑
j=1
∫
O
w∂xj
(
φi(ηδi ∗ g)
)
j
dx
=
N∑
j=1
∫
O
wφi∂xj (ηδi ∗ gj) dx+
N∑
j=1
∫
O
w(∂xjφi)(ηδi ∗ gj) dx
=
∫
O
wφidivN (ηδi ∗ g) dx+
∫
O
w
N∑
j=1
(∂xjφi)(ηδi ∗ gj) dx,
so that
+∞∑
i=1
∫
O
wφidivN (ηδi ∗ g) dx =
+∞∑
i=1
∫
O
wdivN
(
φi(ηδi ∗ g)
)
dx
−
+∞∑
i=1
∫
O
w
N∑
j=1
(∂xjφi)(ηδi ∗ gj) dx.
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In order to obtain (2.95), it is sufficient to prove that
+∞∑
i=1
∫
O
g˜ ·
(
ηδi ∗ (w∇φi)− w∇φi
)
dx =
+∞∑
i=1
N∑
j=1
∫
O
w (∂xjφi)(ηδi ∗ gj) dx. (2.97)
We see that, for any i ∈ N0,∫
O
g˜ ·
(
ηδi ∗ (w∇φi)− w∇φi
)
dx
=
N∑
j=1
∫
O
gj
(
ηδi ∗ (w∇φi)− w∇φi
)
j
dx
=
N∑
j=1
∫
O
gj
(
ηδi ∗ (w ∂xjφi)− w∂xjφi
)
dx
=
N∑
j=1
∫
O
gj
(
ηδi ∗ (w ∂xjφi)
)
dx−
N∑
j=1
∫
O
gjw ∂xjφi dx,
(2.98)
where, for any j = 1, . . . , N ,∫
O
gj
(
ηδi ∗ (w ∂xjφi)
)
dx =
∫
O
w (∂xjφi)(ηδi ∗ gj) dx (2.99)
by Lemma 4.4.2. Using (2.83), we deduce
+∞∑
i=1
∂xjφi = 0, in O, (2.100)
for all j = 1, . . . , N . Therefore, from (2.98), (2.99) and (2.100), we conclude
+∞∑
i=1
∫
O
g˜ ·
(
ηδi ∗ (w∇φi)− w∇φi
)
dx =
+∞∑
i=1
N∑
j=1
∫
O
w (∂xjφi)(ηδi ∗ gj) dx
−
+∞∑
i=1
N∑
j=1
∫
O
w ∂xjφi dx =
+∞∑
i=1
N∑
j=1
∫
O
w (∂xjφi)(ηδi ∗ gj) dx.
We have obtained (2.97), thus (2.95) is satisfied.
Going ahead, in the first sum in the right-hand side of (2.95) we isolate the term corre-
sponding to i = 1:∫
O
wndivN (g) dx =
∫
O
wdivN
(
φ1(ηδ1 ∗ g)
)
dx
+
+∞∑
i=2
∫
O
wdivN
(
φi(ηδi ∗ g)
)
dx
−
+∞∑
i=1
∫
O
g˜ ·
(
ηδi ∗ (w∇φi)− w∇φi
)
dx.
For any i ≥ 2, the function G = φi(ηδi ∗ (g1, . . . , gN )) belongs to C∞(O;RN ) and
N∑
j=1
G2j ≤ 1
in O, with supp(G) ⊆ Ai. Then, by the characterization of the total variation of w, and
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also conditions (2.81), (2.82) and (2.79),
+∞∑
i=2
∫
O
wdivN
(
φi(ηδi ∗ g)
)
dx =
+∞∑
i=2
∫
Ai
wdivN
(
φi(ηδi ∗ g)
)
dx
≤
+∞∑
i=2
∫
Ai
|Dw| ≤ 2
∫
O\O0
|Dw|
< 2εnb.
Moreover, from (2.87),∣∣∣∣∣
+∞∑
i=1
∫
O
g˜ ·
(
ηδi ∗ (w∇φi)− w∇φi
)
dx
∣∣∣∣∣ ≤
+∞∑
i=1
∫
O
|g˜||ηδi ∗ (w∇φi)− w∇φi| dx
≤
+∞∑
i=1
‖g˜‖Lq(O)‖ηδi ∗ (w∇φi)− w∇φi‖Lp(O)
≤
+∞∑
i=1
‖g˜‖Lq(O) b|O| 1q
εn
2i
≤ εnb.
In conclusion we have∫
O
wndivN (g) dx <
∫
O
wdivN
(
φ1(ηδ1 ∗ g)
)
dx+ 3εnb. (2.101)
Dividing (2.101) by b and summing with (2.92) yields∫
O
wn
(
gN+1 +
1
bdivN (g)
)
dx
<
∫
O
w
(
φ1(ηδ1 ∗ gN+1) + 1bdivN
(
φ1(ηδ1 ∗ g)
)
dx+ 5εn
≤
∫
O
√
w2 + b−2|Dw|2 + 5εn.
This holds for all g ∈ C10 (O;RN+1), with |g| ≤ 1 in O. Then for all n
JO(wn) ≤ JO(w) + 5εn
so that
lim sup
n→+∞
JO(wn) ≤ JO(w),
which is (2.89). Combining this with (2.88), we get
lim
n→+∞
∫
O
√
w2n + b
−2|Dwn|2 = lim
n→+∞JO(wn) = JO(w) =
∫
O
√
w2 + b−2|Dw|2, (2.102)
that is (2.76) holds.
Notice that (2.101) proves in parallel that∫
O
wndiv(h) dx <
∫
O
wdiv
(
φ1(ηδ1 ∗ h)
)
dx+ 3εnb (2.103)
is satisfied for all h ∈ C10 (O;RN ) with |h| ≤ 1 in O. By definition of the total variation, we
deduce that, for all n, wn belongs to BV (O), in particular wn belongs to W 1,1(O), since
wn ∈ C∞(O). Moreover we also obtain∫
O
|Dwn| ≤
∫
O
|Dw|+ 3εnb,
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thus
lim sup
n→+∞
∫
O
|Dwn| ≤
∫
O
|Dw|.
By lower semi-continuity of the total variation in BV (O) with respect to the L1-norm as
expressed by Theorem 4.6.3, we conclude
lim
n→+∞
∫
O
|Dwn| =
∫
O
|Dw|. (2.104)
In order to obtain (2.105), we prove that, for all n ∈ N and for all x ∈ ∂O,
lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|wn − w| dy = 0. (2.105)
Fix n ∈ N and x ∈ ∂O, and let ρ > 0. For all i < i0(ρ) =
⌈
1
ρ
⌉
− Mn − 2, we have
B(x, ρ) ∩ Oi+2 = ∅ and hence ηδi ∗ (wφi) − wφi = 0 in B(x, ρ) ∩ O. Then, for a.e.
y ∈ B(x, ρ) ∩ O, there holds
wn(y)− w(y) =
+∞∑
i=1
ηδi ∗ (wφi)(y)− w(y)
=
+∞∑
i=1
(
ηδi ∗ (wφi)(y)− w(y)φi(y)
)
=
+∞∑
i=i0
(
ηδi ∗ (wφi)(y)− w(y)φi(y)
)
.
By construction of φi, we know that there exists C > 0 such that, for all i ∈ N0,∫
O
|ηδi ∗ (wφi)− wφi| dy ≤
C
2i
.
This implies that∫
B(x,ρ)∩O
|wn − w| dy ≤
+∞∑
i=i0
∫
B(x,ρ)∩O
|ηδi ∗ (wφi)− wφi| dy ≤
+∞∑
i=i0
C
2i
=
2C
2i0
.
Notice that, by definition of i0, we have
lim
ρ→0+
2i0ρN = +∞.
Then we see that (2.105) is satisfied, for all n and for all x ∈ ∂O. Now, according to Theorem
4.6.14, there hold, for all n and for HN−1-a.e. x ∈ ∂O,
lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|w − T w(x)| dy = 0,
lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|wn − T wn(x)| dy = 0.
Then we have
|T w(x)− T wn(x)| lim
ρ→0+
|B(x, ρ) ∩ O|
ρN
≤ lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|T w(x)− w| dy
+ lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|w − wn| dy
+ lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|wn − T wn(x)| dy = 0.
2.4 The case N ≥ 2 in a general domain 89
We deduce that, for all n,
wn = w, HN−1-a.e. on ∂O,
that is (2.77) is satisfied. This concludes the proof of the step.
Step 2. If c ≤ w ≤ d in O, then for each σ > 0 the sequence (wn)n can be obtained such
that, for all n, (2.78) is satisfied. Let us fix σ > 0. Since, by construction, for each i ∈ N0,
the function φi is uniformly continuous in O, there exists ηi = ηi(σ) > 0 such that, for all
x, z ∈ O, with |x− z| < ηi, there holds
|φi(x)− φi(z)| < 1
max{|c|, |d|}
σ
2i
.
Up to now, for any n ∈ N and any i ∈ N0, the constants δi = δi(n) have been chosen small
enough in order that conditions from (2.84) to (2.87) are satisfied. Hence, reducing δi if
necessary, we can assume that δi ≤ ηi. In this way, for all n and for all x ∈ O, we obtain
wn(x) =
+∞∑
i=1
(ηδi ∗ (wφi))(x) =
+∞∑
i=1
∫
B(0,δi)
ηδi(y)φi(x− y)w(x− y) dy
≤
+∞∑
i=1
∫
B(0,δi)
ηδi(y)
[
φi(x)w(x− y) + |φi(x− y)− φi(x)| |w(x− y)|
]
dy
≤
+∞∑
i=1
(
dφi(x) +
1
max{|c|, |d|}
σ
2i
max{|c|, |d|}
)∫
B(0,δi)
ηδi(y) dy
≤
(
d
+∞∑
i=1
φi(x) +
+∞∑
i=1
σ
2i
)
≤ d+
+∞∑
i=1
σ
2i
= d+ σ.
The proof that wn ≥ c− σ in O is similar.
The anisotropic area functional
Let us now set J : BV (Ω)→ R as
J (v) =
∫
Ω
√
v2 + b−2|Dv|2 + 1
b
∫
∂Ω
|v − 1| dHN−1, (2.106)
where b > 0, as in assumption (h1), and Ω satisfies assumption (h2), conditions established
at the beginning of the current section. In order to give an equivalent formulation of the
functional J , we consider an open bounded set U in RN such that Ω ⊆ U and, for any
v ∈ BV (Ω), we define v¯ : U → R as the extension of the function v over U given by
v¯ =
v a.e. in Ω,1 a.e. in U \ Ω.
Theorem 4.6.17 implies that v¯ ∈ BV (U).
Proposition 2.4.5. For any v ∈ BV (Ω), there holds
J (v) =
∫
U
√
v¯2 + b−2|Dv¯|2 − |U \ Ω|. (2.107)
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Proof. According to Lemma 2.4.2, in particular to the property of σ-additivity of the measure
µv¯ defined on B(U), the quantity
∫
U
√
v¯2 + b−2|Dv¯|2 can be split into∫
U
√
v¯2 + b−2|Dv¯|2
=
∫
Ω
√
v¯2 + b−2|Dv¯|2 +
∫
∂Ω
√
v¯2 + b−2|Dv¯|2 +
∫
U\Ω
√
v¯2 + b−2|Dv¯|2
=
∫
Ω
√
v2 + b−2|Dv|2 +
∫
∂Ω
√
v¯2 + b−2|Dv¯|2 + |U \ Ω|.
Therefore it is sufficient to show that∫
∂Ω
√
v¯2 + b−2|Dv¯|2 = 1
b
∫
∂Ω
|v − 1| dHN−1 (2.108)
in order to obtain (2.107). Actually, (2.108) holds as an application of Proposition 2.4.3,
with O = Ω and w = 1.
Proposition 2.4.6 (Lower semi-continuity of J ). J is lower semi-continuous with respect
to the L1-norm.
Proof. The statement comes quite directly from property (ii) of Proposition 2.4.1 applied
to O = U , but for the sake of completeness we report here the details. Take any sequence
(vn)n in BV (Ω) such that lim
n→+∞ vn = v in L
1(Ω), for some v ∈ BV (Ω). Then, considering
the extensions vn and v¯ in U of vn, for all n, and v, respectively, as expressed above, it is
clear that lim
n→+∞ vn = v¯ in L
1(U). Then
JU (v¯) ≤ lim inf
n→+∞JU (vn).
Since by Proposition 2.4.5 there holds
J (w) = JU (w)− |U \ Ω|
for all w ∈ BV (Ω), we deduce
J (v) ≤ lim inf
n→+∞J (vn),
which concludes the proof.
Proposition 2.4.7 (An approximation property for J ). Let w ∈ BV (Ω). Then, for all
p ∈ [1, 1∗[, there exists a sequence (wn)n in W 1,1(Ω) ∩ C∞(Ω) such that
lim
n→+∞wn = w, in L
p(Ω) and a.e. in Ω,
|wn| ≤W, a.e. in Ω,
lim
n→+∞J (wn) = J (w),
wn = w, HN−1-a.e. on ∂O,
for some W ∈ Lp(Ω). Moreover, if c ≤ w ≤ d in Ω, then for each σ > 0 the sequence (wn)n
can be selected such that, for all n, there holds
c− σ ≤ wn ≤ d+ σ, in Ω.
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Proof. This is a particular case of the general approximation property given by Proposition
2.4.4, with O = Ω.
The proposition below provides an approximation result for J in the spirit of Proposition
2.4.7, requiring this time the approximating sequence (zn)n takes value 1 on the boundary
of the domain, ∂Ω. In order to prove it, we anticipate the observation expressed by the
following remark.
Remark 2.4.2 Let O be an open bounded set in RN , I be a set of indexes, L > 0 be such
that fi : O → R is a Lipschitz continuous functions with Lipschitz constant L, for all i ∈ I.
As a simple consequence of the triangle property of the norm in RN , we see that inf
i∈I
fi,
supi∈I fi are Lipschitz continuous functions with Lipschitz constant L. Since moreover the
norm in RN is a Lipschitz continuous function with Lipschitz constant 1, we deduce that
the distance function dist(·, ∂O) : O → R is a Lipschitz continuous function with Lipschitz
constant 1.
Proposition 2.4.8 (An approximation property for J with boundary value 1). Let w ∈
BV (Ω). Then for all p ∈ [1, 1∗[, there exists a sequence (zn)n in W 1,1(Ω) such that
lim
n→+∞ zn = w, in L
p(Ω) and a.e. in Ω, (2.109)
|zn| ≤ Z, a.e. in Ω, (2.110)
lim
n→+∞J (zn) = J (w), (2.111)
zn = 1, HN−1-a.e. on ∂Ω, (2.112)
for some Z ∈ Lp(Ω).
Proof. Let us fix p ∈ [1, 1∗[. By Proposition 2.4.7 there exists a sequence (wn)n in W 1,1(Ω) ∩
C∞(Ω) such that
lim
n→+∞wn = w, in L
p(Ω) and a.e. in Ω,
|wn| ≤W, a.e. in Ω,
lim
n→+∞J (wn) = J (w),
wn = w, HN−1-a.e. on ∂Ω,
for some W ∈ Lp(Ω). On the other hand, according to Theorem 4.5.2 and to Theorem
4.6.14, there exists a function ξ ∈W 1,1(Ω) such that ξ = 1−w, HN−1-a.e. on ∂Ω. For any
n ∈ N0, let us now consider the function ψn : Ω→ R given by
ψn(x) =
(
n+ 1
n
(1− n dist(x, ∂Ω)) ∨ 0
)
∧ 1.
Having in mind Remark 2.4.2, we notice that ψn is a Lipschitz continuous function. Ac-
cording to Lemma 4.6.22, the sequence (ψn)n fulfills the following conditions
lim
n→+∞ψn = 0, in L
1(Ω), (2.113)
lim sup
n→+∞
∫
Ω
|u||∇ψn| dx ≤
∫
∂Ω
|u| dHN−1, for all u ∈ BV (Ω). (2.114)
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For all n ∈ N0, we define ξn = ξψn ∈ W 1,1(Ω). Then, possibly passing to a subsequence of
(ξn)n, there hold
lim
n→+∞ ξn = 0, in L
1(Ω) and a.e. in Ω, (2.115)
lim
n→+∞(∇ξ)ψn = 0, in L
1(Ω).
As a consequence also of (2.113) and (2.114), there holds∫
Ω
|∇(ξψn)| dx =
∫
Ω
|∇ξ||ψn| dx+
∫
Ω
|ξ||∇ψn| dx
≤ εn +
∫
∂Ω
|ξ| dHN−1 = εn +
∫
∂Ω
|w − 1| dHN−1,
(2.116)
where the sequence (εn)n converges to 0. Let now define zn = wn + ξn ∈W 1,1(Ω) for all n.
The sequence (zn)n satisfies (2.110), (2.112), with Z = W + 1 ∈ Lp(Ω), possibly taking n
sufficiently large. We prove that (2.111) is also satisfied. We remark that, for all n,
J (zn) =
∫
Ω
√
z2n + b
−2|∇zn|2 dx
= sup
{∫
Ω
(wn + ξn)
(
gN+1 +
1
bdivNg
)
dx : g ∈ C10 (Ω;RN+1), |g| ≤ 1 in Ω
}
≤ sup
{∫
Ω
wn
(
gN+1 +
1
bdivNg
)
dx : g ∈ C10 (Ω;RN+1), |g| ≤ 1 in Ω
}
+ sup
{∫
Ω
ξn
(
gN+1 +
1
bdivNg
)
dx : g ∈ C10 (Ω;RN+1), |g| ≤ 1 in Ω
}
=
∫
Ω
√
w2n + b
−2|∇wn|2 dx+
∫
Ω
√
ξ2n + b
−2|∇ξn|2 dx.
By (2.115) and (2.116) and property (iii) of Proposition 2.4.1, we have
lim sup
n→+∞
∫
Ω
√
ξ2n + b
−2|∇ξn|2 dx ≤ 1
b
∫
∂Ω
|w − 1| dHN−1.
Then
lim sup
n→+∞
J (zn) ≤
∫
Ω
√
w2 + b−2|∇w|2 dx+ 1
b
∫
∂Ω
|w − 1| dHN−1 = J (w).
We are now able to conclude that (2.111) is satisfied since, by lower semi-continuity of J
with respect to the L1-norm,
J (w) ≤ lim inf
n→+∞J (zn).
Finally, by (2.111) and property (iii) of Proposition 2.4.1, we see that (zn)n is bounded in
BV (Ω), then, possibly passing to a subsequence, (zn)n also satisfies
lim
n→+∞ zn = w, in L
p(Ω) and a.e. in Ω,
which is (2.109). This concludes the proof.
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A lattice property
The functional J satisfies the following property.
Proposition 2.4.9 (Lattice property for J ). For any v, w ∈ BV (Ω), there holds
J (v ∧ w) + J (v ∨ w) ≤ J (v) + J (w). (2.117)
Proof. As a first step, we prove that the restriction of J to W 1,1(Ω) satisfies a stronger
property, namely, for any v, w ∈W 1,1(Ω), there holds
J (v ∧ w) + J (v ∨ w) = J (v) + J (w). (2.118)
Indeed, let us fix v, w ∈ W 1,1(Ω): by Theorem 4.6.11, the functions v ∧ w, v ∨ w belong to
W 1,1(Ω), with
|∇(v ∧ w)| =χ{v<w}|∇v|+ χ{v≥w}|∇w|,
|∇(v ∨ w)| =χ{v<w}|∇w|+ χ{v≥w}|∇v|.
We write
{T v < T w} = {z ∈ ∂Ω : T v(z) < T w(z)},
{T v ≥ T w} = {z ∈ ∂Ω : T v(z) ≥ T w(z)}.
We then see
J (v ∧ w) + J (v ∨ w)
=
∫
Ω
√
(v ∧ w)2 + b−2|∇(v ∧ w)|2 dx+ 1
b
∫
∂Ω
|(v ∧ w)− 1| dHN−1
+
∫
Ω
√
(v ∨ w)2 + b−2|∇(v ∨ w)|2 dx+ 1
b
∫
∂Ω
|(v ∨ w)− 1| dHN−1
=
∫
{v<w}
√
v2 + b−2|∇v|2 dx+
∫
{v≥w}
√
w2 + b−2|∇w|2 dx
+
1
b
∫
{T v<T w}
|v − 1| dHN−1 + 1
b
∫
{T v≥T w}
|w − 1| dHN−1
+
∫
{v<w}
√
w2 + b−2|∇w|2 dx+
∫
{v≥w}
√
v2 + b−2|∇v|2 dx
+
1
b
∫
{T v<T w}
|w − 1| dHN−1 + 1
b
∫
{T v≥T w}
|v − 1| dHN−1
=
∫
Ω
√
v2 + b−2|∇v|2 dx+ 1
b
∫
∂Ω
|v − 1| dHN−1
+
∫
Ω
√
w2 + b−2|∇w|2 dx+ 1
b
∫
∂Ω
|w − 1| dHN−1
= J (v) + J (w).
That is, the functional J satisfies (2.118).
As a second step, we prove the validity of the lattice property in BV (Ω), as expressed
by (2.117). From Theorem 4.6.11 we know that v ∧ w, v ∨ w ∈ BV (Ω). The approximation
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property satisfied by J assures the existence of two sequences (vn)n, (wn)n in W 1,1(Ω) such
that
lim
n→+∞ vn = v, limn→+∞wn = w, in L
1(Ω), (2.119)
lim
n→+∞J (vn) = J (v), limn→+∞J (wn) = J (w). (2.120)
Let us now consider the functions m : R→ R+, M : R→ R+ given by
m(s) = s−, M(s) = s+
and notice that, for any s, t ∈ R, there hold
s ∧ t = t−m(s− t), s ∨ t = M(s− t) + t.
According to Theorem 4.4.6, the Nemytskii operators associated with the functions m, M
and mapping L1(Ω) into L1(Ω) are continuous, therefore the following limits hold
lim
n→+∞ vn ∧ wn = v ∧ w, in L
1(Ω), (2.121)
lim
n→+∞ vn ∨ wn = v ∨ w, in L
1(Ω). (2.122)
As a consequence of the lower semi-continuity of J with respect to the L1-norm, we obtain
J (v ∧ w) ≤ lim inf
n→+∞J (vn ∧ wn),
J (v ∨ w) ≤ lim inf
n→+∞J (vn ∨ wn).
Now fix n: by the previous step we know that
J (vn ∧ wn) + J (vn ∨ wn) = J (vn) + J (wn).
Finally
J (v ∧ w) + J (v ∨ w) ≤ lim inf
n→+∞J (vn ∧ wn) + lim infn→+∞J (vn ∨ wn)
= lim inf
n→+∞
(J (vn) + J (wn))
= lim
n→+∞J (vn) + limn→+∞J (wn) = J (v) + J (w).
We conclude that the lattice property (2.117) holds for all v, w ∈ BV (Ω).
The action functional
We are now in position of defining the action functional associated with problem (2.62) and
of collecting some useful properties it satisfies.
We recall that, according to the assumptions (h1) and (h2), the parameters a, b are
positive and Ω is a bounded domain in RN with Lipschitz boundary.
Let us consider the cone of non-negative functions in BV (Ω),
BV (Ω)+ = {w ∈ BV (Ω) : w ≥ 0 a.e. in Ω},
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and define the potential functional F : BV (Ω)+ → R as
F(v) =
∫
Ω
F (v) dx,
where F : R+ → R,
F (s) =
0 s = 0,a
b2 s(log(s)− 1) s > 0.
Remark that f(s) = F ′(s) = ab2 log(s), for all s > 0. Finally we consider I : BV (Ω)+ → R
defined as
I(v) = J (v) + F(v). (2.123)
The functional I is associated with the auxiliary problem (2.62).
Proposition 2.4.10. The following statements hold true:
(i) I is bounded from below.
(ii) I is lower semi-continuous with respect to the Lp-norm, for all p ∈ ]1, 1∗[.
Proof. Step 1. Proof of (i). Let us fix some v ∈ BV (Ω)+. On the one hand, from property
(iii) of Proposition 2.4.1 we know that
J (v) =
∫
Ω
√
v2 + b−2|Dv|2 + 1
b
∫
∂Ω
|v − 1| dHN−1
≥
∫
Ω
√
v2 + b−2|Dv|2 ≥ max
{∫
Ω
|v| dx, 1
b
∫
Ω
|Dv|
}
≥ 0. (2.124)
On the other hand, by definition of F , we see that F satisfies
inf
R+
F = F (1) = − a
b2
,
which immediately yields
F(v) =
∫
Ω
F (v) dx ≥ − a
b2
|Ω|. (2.125)
The non-negativity (2.124) of J and the bound from below (2.125) of F imply (i).
Step 2. Proof of (ii). Let us fix some p ∈ ]1, 1∗[. Proposition 2.4.6 proves that J is lower
semi-continuous with respect to the L1-norm, so it maintains the same property with respect
to the Lp-norm. Turn now the attention on F and consider a sequence (vn)n in BV (Ω) such
that lim
n→+∞ vn = v in L
p(Ω), for some v ∈ BV (Ω). By definition, the function F grows like
the function G(s) = s log(s) at +∞, in particular it satisfies
F (s) ≤ d|s|p + e
for some d > 0, e > 0 and for all s ∈ R. According to Theorem 4.4.6, the Nemytskii operator
associated with F is continuous from Lp(Ω) to L1(Ω), in particular
lim
n→+∞
∫
Ω
|F (vn)− F (v)| dx = 0,
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then there holds
lim
n→+∞F(vn) = limn→+∞
∫
Ω
F (vn) dx =
∫
Ω
F (v) dx = F(v).
We deduce that
I(v) = J (v) + F(v) ≤ lim inf
n→+∞(J (vn) + F(vn)) = lim infn→+∞ I(vn).
This concludes the proof of (ii).
2.4.2 Existence, localization and uniqueness of the global mini-
mizer
The properties collected in the previous subsection imply the existence and the localization
of global minimizers of the action functional I, which suffices for deducing the uniqueness
of the critical point of I.
Theorem 2.4.11 (Existence of global minimizers). The functional I admits a global mini-
mum in BV (Ω)+.
Proof. Let p ∈ ]1, 1∗[ be fixed, let (vn)n be a minimizing sequence of I in BV (Ω)+. Since
inf
BV (Ω)+
I 6= +∞, the sequence (vn)n is bounded with respect to the BV -norm. Indeed, by
applying property (iii) of Proposition 2.4.1 with O = Ω, for all n we have
max
{∫
Ω
|vn| dx, 1
b
∫
Ω
|Dvn|
}
≤
∫
Ω
√
v2n + b
−2|Dvn|2 ≤ J (vn)
≤ J (vn) +
∫
Ω
F (vn) dx−
∫
Ω
inf
R+
F dx
= I(vn) + a
b2
|Ω|.
Since moreover BV (Ω) is compactly embedded in Lp(Ω), possibly passing to a subsequence
of (vn)n, there holds lim
n→+∞ vn = v in L
p(Ω) and a.e. in Ω, for some v ∈ Lp(Ω) with v ≥ 0
a.e. in Ω. Using the lower-semi-continuity of the total variation in BV with respect to the
Lp-norm, which is a consequence of Theorem 4.6.3, we deduce that v ∈ BV (Ω)+. Finally,
the lower semi-continuity of I with respect to the Lp-norm yields
I(v) ≤ lim
n→+∞ I(vn) = infBV (Ω)+ I,
that is v is a global minimizer of I in BV (Ω)+.
Theorem 2.4.12 (Uniqueness of the global minimizer). The functional I has a unique
global minimizer in BV (Ω)+.
Proof. The function F is strictly convex in [0,+∞[, as a consequence the functional F is
strictly convex in BV (Ω)+; the same holds for the action functional I since J is convex in
the whole space BV (Ω), in particular in BV (Ω)+.
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Let now v1, v2 ∈ BV (Ω)+ be global minimizers of I. There holds
I
(
1
2 (v1 + v2)
)
= J
(
1
2 (v1 + v2)
)
+ F
(
1
2 (v1 + v2)
)
≤ 12J (v1) + 12J (v2) + 12F(v1) + 12F(v2)
= 12I(v1) + 12I(v2)
and the equality is attained if and only if v1 = v2. This suffices to conclude the uniqueness
of the global minimizer of I.
Proposition 2.4.13 (Lower bound of the global minimizer). Let v ∈ BV (Ω)+ be the global
minimizer of I. Then v ≥ exp(− b2a ) a.e. in Ω.
Proof. In the current proof we use ε to mean exp
(− b2a ), for simplicity of notation. An
application of the lattice property of J clearly gives
I(v ∨ ε)− I(v) = J (v ∨ ε) + F(v ∨ ε)− J (v)−F(v)
=
(
J (v ∨ ε) + J (v ∧ ε)− J (v)
)
− J (v ∧ ε) + F(v ∨ ε)−F(v)
≤ J (ε)− J (v ∧ ε) + F(v ∨ ε)−F(v).
Since ε ∈ ]0, 1[, by using property (iii) of Proposition 2.4.1 with O = Ω, we see that
J (ε)− J (v ∧ ε)
=
∫
Ω
ε dx+
1
b
∫
∂Ω
|ε− 1| dHN−1
−
∫
Ω
√
(v ∧ ε)2 + b−2|D(v ∧ ε)|2 − 1
b
∫
∂Ω
|v ∧ ε− 1| dHN−1
≤
∫
Ω
ε dx+
1
b
∫
∂Ω
|ε− 1| dHN−1 −
∫
Ω
|v ∧ ε| dx− 1
b
∫
∂Ω
|v ∧ ε− 1| dHN−1
=
∫
Ω
(ε− |v ∧ ε|) dx+ 1
b
∫
∂Ω
(v ∧ ε− ε) dHN−1
≤
∫
Ω
(ε− |v ∧ ε|) dx =
∫
{v<ε}
(ε− v) dx.
Thus we have
I(v ∨ ε)− I(v) ≤
∫
{v<ε}
(ε− v + F (ε)− F (v)) dx.
Since the function G : [0,∞[→ R, defined by G(s) = s+F (s), is strictly decreasing in [0, ε],
we conclude that
I(v ∨ ε)− I(v) ≤
∫
{v<ε}
(G(ε)−G(v)) dx ≤ 0,
and the equality is attained if and only if v ≥ ε a.e. in Ω. Since by assumption v is the
global minimizer of I, we deduce that v ≥ ε = exp(− b2a ) a.e. in Ω.
Proposition 2.4.14 (Upper bound of the global minimizer). Let v ∈ BV (Ω)+ be the global
minimizer of I. Then v ≤ 1 a.e. in Ω.
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Proof. An application of the lattice property to J gives
I(v ∧ 1)− J (v) = J (v ∧ 1) + F(v ∧ 1)− J (v)−F(v)
≤ J (1)− J (v ∨ 1) + F(v ∧ 1)−F(v).
On the one hand we have, applying Proposition 2.4.1 again,
J (1)− J (v ∨ 1)
=
∫
Ω
dx −
∫
Ω
√
(v ∨ 1)2 + b−2|D(v ∨ 1)|2 − 1
b
∫
∂Ω
|v ∨ 1− 1| dHN−1
≤
∫
Ω
dx−
∫
Ω
|v ∨ 1| dx
=
∫
{v>1}
(1− v) dx ≤ 0.
On the other hand, since F is (strictly) increasing in [1,+∞[, we infer
F(v ∧ 1)−F(v) =
∫
{v≥1}
F (1) dx−
∫
{v≥1}
F (v) dx ≤ 0.
We then obtain
I(v ∧ 1) ≤ I(v).
Since v is the unique global minimizer of I, the inequality above implies v ∧ 1 = v, that is
v ≤ 1, a.e. in Ω.
The next result provides an equivalent formulation of the problem of minimizing the
functional I in BV (Ω)+, expressed by a variational inequality.
Proposition 2.4.15. Let v ∈ BV (Ω)+ be such that ess inf
Ω
v > 0. Then v is the global
minimizer of I in BV (Ω)+ if and only if v satisfies the variational inequality
J (w)− J (v) ≥ − a
b2
∫
Ω
log(v)(w − v) dx (2.126)
for all w ∈ BV (Ω).
Proof. Step 1. If v ∈ BV (Ω)+ is the global minimizer of I in BV (Ω)+, then v satisfies
(2.126) for all w ∈ BV (Ω)∩L∞(Ω). Let w ∈ BV (Ω)∩L∞(Ω) be fixed. Since v ∈ BV (Ω)+
is bounded and bounded away from 0, for any ε > 0, there exists t¯ = t¯(ε) ∈ ]0, 1] such that,
for all t ∈ [0, t¯[, we have
ε ≤ v + t(w − v) ≤ 3
2
, a.e. in Ω, (2.127)
in particular v + t(w − v) ∈ BV (Ω)+. On the one hand, F is (continuously) differentiable
in R+0 , with
F ′(s) = f(s) =
a
b2
log(s), (2.128)
for all s ∈ R+0 . This implies that
lim
t→0+
F (v + t(w − v))− F (v)
t
= F ′(v)(w − v) = a
b2
log(v)(w − v),
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a.e. in Ω. Using (2.127) again, the local Lipschitz character of F in ]0,+∞[ entails that
there exists L > 0 such that ∣∣∣∣F (v + t(w − v))− F (v)t
∣∣∣∣ ≤ L,
a.e. in Ω, for all t ∈ ]0, t¯[. Then, by the dominated convergence theorem, there holds
lim
t→0+
∫
Ω
F (v + t(w − v))− F (v)
t
dx =
a
b2
∫
Ω
log(v)(w − v) dx. (2.129)
On the other hand, the convexity of the functional J implies that, for all t ∈ ]0, 1],
J (w)− J (v) = (1− t)J (v) + tJ (w)− J (v)
t
≥ J (v + t(w − v))− J (v)
t
. (2.130)
By assumption, v is the global minimizer of I = J +F in BV (Ω)+, therefore, for all t ∈ ]0, t¯[,
J (v + t(w − v))− J (v)
t
≥ −
∫
Ω
F (v + t(w − v))− F (v)
t
dx. (2.131)
Combining (2.130), (2.131) and passing to the limit as t goes to 0+, we conclude that, in
view also of (2.129),
J (w)− J (v) ≥ − a
b2
∫
Ω
log(v)(w − v) dx
is satisfied. We have then obtained the variational inequality (2.126) for all w ∈ BV (Ω) ∩
L∞(Ω).
Step 2. If v is the global minimizer of I in BV (Ω)+, then v satisfies (2.126) for all w ∈
BV (Ω). Let w ∈ BV (Ω). By Proposition 2.4.7, there exists in particular a sequence (wn)n
in W 1,1(Ω) such that
lim
n→+∞wn = w, a.e. in Ω,
|wn| ≤W, a.e. in Ω,
lim
n→+∞J (wn) = J (w),
for some W ∈ L1(Ω). For all n we define the truncation w˜n : Ω→ R of wn as follows:
w˜n(x) =

−n if wn(x) < −n,
wn(x) if − n ≤ wn(x) < n,
n if n ≤ wn(x).
We obtain a sequence (w˜n)n of functions belonging to W
1,1(Ω) ∩ L∞(Ω). Notice that
J (w˜n) ≤ J (wn) for all n. Therefore, by Step 1 the variational inequality is satisfied
J (wn)− J (v) ≥ J (w˜n)− J (v) ≥ − a
b2
∫
Ω
log(v)(w˜n − v) dx
for all n. Moreover,
lim
n→+∞ w˜n = w, a.e. in Ω,
|w˜n| ≤W, a.e. in Ω.
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Since ess inf
Ω
v > 0 and v is also bounded from above, as the global minimizer of I according
to Proposition 2.4.14, we notice that f(v) = ab2 log(v) ∈ L∞(Ω). Then, by the dominated
convergence theorem,
lim
n→+∞
a
b2
∫
Ω
log(v)(w˜n − v) dx = a
b2
∫
Ω
log(v)(w − v) dx.
We conclude that (2.126) holds, passing to the limit as n goes to +∞.
Step 3. If v satisfies (2.126) for all w ∈ BV (Ω), then v is the global minimizer of I in
BV (Ω)+. Since by assumption ess inf
Ω
v > 0 and since the function F is (strictly) convex in
R+ and (continuously) differentiable in R+0 such that (2.128) is valid, we see that
F (w)− F (v) ≥ a
b2
log(v)(w − v)
holds for all w ∈ BV (Ω)+. This implies that
I(w) = J (w) + F(w) = J (w) +
∫
Ω
F (w) dx
≥ J (w) +
∫
Ω
F (v) dx+
a
b2
∫
Ω
log(v)(w − v) dx
≥ J (v) +
∫
Ω
F (v) dx = J (v) + F(v) = I(v)
is satisfied for all w ∈ BV (Ω)+. In other terms v is the global minimizer of I in BV (Ω)+.
2.4.3 Interior regularity of the global minimizer
In order to prove the regularity in Ω of the global minimizer of I, we use an argument which
requires a preliminary study of the following non-homogeneous Dirichlet problem
−div
( ∇z√
z2 + b−2|∇z|2
)
= −a log(z)− b
2z√
z2 + b−2|∇z|2 in Br,
z = v on ∂Br.
(2.132)
Here Br = B(x0, r) is a ball centered at x0 ∈ Ω with radius r > 0, such that Br ⊆ Ω, and
v ∈ C2,α(Br), for some α ∈ ]0, 1[, is a given function satisfying
1
2
exp
(− b2a ) ≤ v ≤ 32 (2.133)
in Br. According to the notation BV (Ω)
+ in use, we introduce the cone of the non-negative
BV -functions defined in Br,
BV (Br)
+ = {w ∈ BV (Br) : w ≥ 0 a.e. in Br}.
Lemma 2.4.16. Let x0 ∈ Ω and α ∈ ]0, 1[. Then there exists r0 = r0(x0) > 0 such that,
for every r ∈ ]0, r0[ and every v ∈ C2,α(Br) satisfying (2.133), problem (2.132) has a unique
solution z ∈ C2(Br), which in addition satisfies
(i) z ∈ C2,α(Br);
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(ii) 12 exp
(− b2a ) ≤ z ≤ 32 in Br;
(iii) there exist β = β(a, b,N, r) > 0, C = C(a, b,N, r) > 0 such that
‖z‖C1,β(Br/4) ≤ C; (2.134)
(iv) z is a global minimizer of Ir : BV (Br)+ → R,
Ir(w) =
∫
Br
√
w2 + b−2|Dw|2 + 1
b
∫
∂Br
|w − v| dHN−1 +
∫
Br
F (w) dx.
Proof. We fix r > 0 such that Br = B(x0, r) ⊆ Ω, where r will be possibly reduced in the
following, and v ∈ C2,α(Br) satisfying (2.133). We also define
φ = −1
b
log(v).
The bounds from above and from below (2.133) imply that the following estimates hold for
φ
−1
b
log
(
3
2
)
≤ φ ≤ b
a
+
1
b
log 2 (2.135)
in Br. It is clear that a function z ∈ C2(Br) with ess inf
Br
z > 0 is a solution of (2.132) if and
only if u = − 1b log(z) ∈ C2(Br) is a solution of
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in Br,
u = φ on ∂Br.
(2.136)
Step 1. Proof of existence, uniqueness of solution of (2.136) and validity of (i). We show
the existence of r0 = r0(x0) > 0 such that, for any r ∈ ]0, r0[, there exists a unique solution
u ∈ C2(Br) of (2.136) such that u ∈ C2,α(Br).
The existence of a solution u ∈ C2,α(Br) of problem (2.136), for sufficiently small r > 0,
is proved in [107, Corollary 1], the statement of the result being produced in the Appendix
as Theorem 4.9.4. Here we will briefly show the validity of the assumptions which permit
to apply the result. In our case the function H takes the form H : R× RN → R, with
H(s, ξ) = H1(s) +H2
1√
1 + |ξ|2 = −
a
N
s+
b
N
1√
1 + |ξ|2 .
In particular ∂sH = ∂sH1 ≤ 0 in R. As a second control, fix any η ∈ C10 (Br). We see∣∣∣∣∫
Br
H(0,∇η) η dx
∣∣∣∣ = bN
∣∣∣∣∫
Br
η√
1 + |∇η|2 dx
∣∣∣∣
≤ b
N
∫
Br
|η| dx ≤ b
N
C(Br)
∫
Br
|∇η| dx,
where C(Br) is the Poincare´ constant in W
1,1
0 (Br), namely
C(Br) =
r
N
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(for the details, see [61, Example 3.2]). Let us set
r0 = min
{
dist(x0, ∂Ω),
(
a
N − 1
(
b
a
+
1
b
log 2
))−1}
.
We observe that
r0 =
(
a
N − 1
(
b
a
+
1
b
log 2
))−1
<
N
b
.
Then, taking r ∈ ]0, r0[, there exists ε > 0, which is independent of η ∈ C10 (Br), such that
the following holds ∣∣∣∣∫
Br
H(0,∇η) η dx
∣∣∣∣ ≤ 1− εN
∫
Br
|∇η| dx.
Finally,
N
N − 1 |H1(φ)| =
a
N − 1 |φ| ≤
a
N − 1
(
b
a
+
1
b
log 2
)
is valid in Br. We remark that the mean curvature of ∂Br is H∂Br (y) =
1
r at any point
y ∈ ∂Br. Therefore, we obtain
N
N − 1 |H1(φ(y))| ≤ H∂Br (y),
for all y ∈ ∂Br. The assumptions of Theorem 4.9.4 are then satisfied, implying the existence
of a solution u ∈ C2,α(Br) of problem (2.136). Uniqueness of solution of (2.136) in C2(Br)
is proved in Proposition 2.3.1. By the change of variable z = e−bu, we conclude that there
exists a unique solution z ∈ C2(Br) of (2.132), which moreover belongs to C2,α(Br). This
concludes the proof of (i).
Step 2. Proof of (ii). We notice that the equation in (2.136) can be written in the form
− ∆u√
1 + |∇u(x)|2 +
N∑
i,j=1
∂xiu ∂xju ∂xixju
(1 + |∇u(x)|2)3/2 = −au+
b√
1 + |∇u(x)|2 in Br. (2.137)
Let us now consider the solution u ∈ C2(Br) of problem (2.136). If x¯ ∈ Br is a local
maximum point of u (a local minimum point of u, respectively), then evaluating (2.137) at
x¯ yields
u(x¯) ≤ b
a
,
(
u(x¯) ≥ 0
)
.
The boundary conditions satisfied by u imply that
−1
b
log
(
3
2
)
≤ u ≤ b
a
+
1
b
log 2 (2.138)
holds in Br. By the change of variable z = e
−bu, this is equivalent to (ii).
Step 3. There exists d = d(a, b,N, r) > 0 such that ‖∇u‖L∞(Br/2) ≤ d. The equation in
(2.136) satisfied by u can be rewritten in the form
−
N∑
j=1
∂xjaj(∇u) = h(u,∇u) in Br,
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where
aj(ξ) =
ξj√
1 + |ξ|2 , j = 1, . . . , N,
h(s, ξ) = −as+ b√
1 + |ξ|2 ,
for all s ∈ R, for all ξ ∈ RN . The functions introduced satisfy the following conditions
(the specific notations used here are listed in the Appendix in relation with Theorem 4.9.2).
According to (2.138), we first notice that
max
Br
|u| ≤ b
a
+
1
b
log 2 = M.
• There exists µ0 > 0 such that |aj | ≤ µ0 in RN , for all j = 1, . . . , N : indeed this is true
for any µ0 ≥ 1.
• There exist µ1 > 0, µ2 ≥ 0 such that
N∑
j=1
aj(ξ)ξj ≥ µ1
√
1 + |ξ|2 − µ2. for all ξ ∈ RN .
Indeed
|ξ|2 + µ2
√
1 + |ξ|2 ≥ |ξ|2 + µ2 ≥ µ1|ξ|2 + µ1 = µ1(1 + |ξ|2)
is valid for all ξ ∈ RN and for any 0 < µ1 ≤ µ2. Then
N∑
j=1
aj(ξ)ξj =
|ξ|2√
1 + |ξ|2 ≥ µ1
√
1 + |ξ|2 − µ2
holds for any µ1, µ2 as above, for all ξ ∈ RN .
• There exists µ3 = µ3(a, b) > 0 such that |h(s, ξ)| ≤ µ3, for all (s, ξ) ∈ [−M,M ]× RN .
Indeed, the estimate holds whenever µ3 ≥ aM + b = a( ba + 1b log 2) + b.
• There exist µ4, µ5 > 0 such that
µ4
|ξ′|2√
1 + |∇u|2 ≤
N∑
i,j=1
aij(∇u)ξiξj ≤ µ5 |ξ
′|2√
1 + |∇u|2 in Br, (2.139)
for all ξ ∈ RN . In fact, for all ξ ∈ RN ,
N∑
i,j=1
aij(∇u)ξiξj =
N∑
i,j=1
δij(1 + |∇u|2)− ∂xiu ∂xju
(1 + |∇u|2)3/2 ξiξj
=
|ξ|2√
1 + |∇u|2 −
(∇u · ξ)2
(1 + |∇u|2)3/2
is valid in Br. On the other hand, by definition, we have
ξˆ · νu(x) = − ξ · ∇u(x)√
1 + |∇u(x)|2 ,
where νu(x) is the upward unit normal vector to the graph of u at x ∈ Br. Then
|ξ′|2 = |ξ|2 − (ξˆ · νu(x))2 = |ξ|2 − (ξ · ∇u(x))
2
1 + |∇u(x)|2 .
We have obtained that (2.139) holds for any 0 < µ4 ≤ 1 ≤ µ5.
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• Consider the function defined in Br as follows:
A(u,∇u) =−
N∑
i,l
∂ξih(s, ξ)|(s,ξ)=(u,∇u)∂xlu δi∂xlu
−
N∑
i,l
∂ξih(s, ξ)|(s,ξ)=(u,∇u)∂xiu ∂xlu δN+1∂xlu
− ∂sh(s, ξ)|(s,ξ)=(u,∇u)|∇u|2.
The aim is to prove that there exists µ6 > 0, which is independent of u, such that
A(u,∇u) ≥ −µ6|δ∇u| (2.140)
holds in Br. First of all, we notice that
∂ξih(s, ξ) = −
bξi
(1 + |ξ|2)3/2 , i = 1, . . . , N,
∂sh(s, ξ) = −a,
for all s ∈ R, for all ξ ∈ RN , then function A(u,∇u) simplifies into
A(u,∇u) = b
N∑
i,l=1
∂xiu ∂xlu
(1 + |∇u|2)3/2 δi∂xlu
+ b
N∑
i,l=1
(∂xiu)
2∂xlu
(1 + |∇u|2)3/2 δN+1∂xlu+ a|∇u|
2
in Br. Since
|∂xiu ∂xlu|
(1 + |∇u|2)3/2 ≤ 1,
|(∂xiu)2∂xlu|
(1 + |∇u|2)3/2 ≤ 1,
in Br, for all i, l = 1, . . . , N , we see, also by means of the Cauchy-Schwarz inequality
in RN(N+1),
A(u,∇u) ≥ −b
N∑
i,l=1
|∂xiu ∂xlu|
(1 + |∇u|2)3/2 |δi∂xlu| − b
N∑
i,l=1
|∂xiu ∂xlu|
(1 + |∇u|2)3/2 |δN+1∂xlu|
≥ −bN
( N∑
i,l=1
|δi∂xlu|+
N∑
l=1
|δN+1∂xlu|
)
≥ −bN
N+1∑
i=1
N∑
l=1
|δi∂xlu|
≥ −bN
(
N(N + 1)
)1/2(N+1∑
i=1
N∑
l=1
|δi∂xlu|2
)1/2
= −bN
(
N(N + 1)
)1/2
|δ∇u|,
in Br. We conclude that (2.140) holds whenever µ6 ≥ bN(N(N + 1))1/2.
Finally there are the conditions to apply Theorem 4.9.2. We deduce that, choosing Br/2 =
B(x0,
r
2 ) which is compactly contained into Br, there exists d = d(a, b,N, r) > 0 such that
‖∇u‖L∞(Br/2) ≤ d. (2.141)
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Step 4. Proof of (iii). We show that there exist β = β(a, b,N, r) > 0 and D = D(a, b,N, r) >
0 such that
‖u‖C1,β(Br/4) ≤ D. (2.142)
Notice the equation in (2.136) satisfied by u can also be written in the form
N∑
i,j=1
aij(∇u)∂xixju+ h(u,∇u) = 0 in Br, (2.143)
with
h(s, ξ) = −as+ b√
1 + |ξ|2 ,
aij(ξ) =
δij(1 + |ξ|2)− ξi ξj
(1 + |ξ|2)3/2 , i, j = 1, . . . , N,
for all s ∈ R, for all ξ ∈ RN . The functions are clearly continuously differentiable. Choosing
the subdomain Br/4 = B(x0,
r
4 ) of Br/2, we are then in the position of applying Theorem
4.9.3, which implies the existence of β = β(a, b,N, r) > 0 and D = D(a, b,N, r) > 0 such
that
‖∇u‖C0,β(Br/4) ≤ D. (2.144)
Combining (2.138), (2.141) and (2.144), we can now infer that (2.142) holds. This is equiv-
alent to (iii).
Step 5. Proof of (iv). Pick any w ∈ W 1,1(Br), multiply the equation in (2.132) by w − v
and integrate by parts; we obtain∫
Br
∇z · ∇(w − z)√
z2 + b−2|∇z|2 dx−
∫
∂Br
(∇z · ν)(w − z)√
z2 + b−2|∇z|2 dH
N−1
=
∫
Br
(
−a log(z)− b
2z√
z2 + b−2|∇z|2
)
(w − z) dx.
(2.145)
Observe that, by the boundary conditions satisfied by z, there holds∣∣∣∣∫
∂Br
(∇z · ν)(w − z)√
z2 + b−2|∇z|2 dH
N−1
∣∣∣∣ ≤ b∫
∂Br
|w − z| dHN−1
= b
∫
∂Br
|w − v| dHN−1.
(2.146)
A rearrangement of (2.145) and (2.146) gives(∫
Br
∇z · ∇(w − z)√
z2 + b−2|∇z|2 dx+
∫
Br
b2z(w − z)√
z2 + b−2|∇z|2 dx
)
+ b
∫
∂Br
|w − v| dHN−1 ≥ −a
∫
Br
log z(w − z) dx. (2.147)
The convexity of the map g : R × RN → R given by g(s, ξ) = √s2 + b−2|ξ|2 and its
differentiability in R+0 × RN yield∫
Br
√
w2 + b−2|∇w|2 dx−
∫
Br
√
z2 + b−2|∇z|2 dx
≥ 1
b2
∫
Br
∇z · ∇(w − z)√
z2 + b−2|∇z|2 dx+
∫
Br
z(w − z)√
z2 + b−2|∇z|2 dx.
(2.148)
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From (2.147) and (2.148) we then obtain, also by the boundary conditions satisfied by z,∫
Br
√
w2 + b−2|∇w|2 dx+ 1
b
∫
∂Br
|w − v| dHN−1
−
∫
Br
√
z2 + b−2|∇z|2 dx− 1
b
∫
∂Br
|z − v| dHN−1
=
∫
Br
√
w2 + b−2|∇w|2 dx−
∫
Br
√
z2 + b−2|∇z|2 dx+ 1
b
∫
∂Br
|w − v| dHN−1
≥ − a
b2
∫
Br
log(z)(w − z) dx. (2.149)
Consider now the functional Jr : BV (Br)→ R defined by
Jr(w) =
∫
Br
√
w2 + b−2|Dw|2 + 1
b
∫
∂Br
|w − v| dHN−1
and take any w ∈ BV (Br)+. The approximation property, Proposition 2.4.4, assures the
existence of a sequence (wn)n in W
1,1(Br) such that
lim
n→+∞wn = w, in L
1(Br),
lim
n→+∞Jr(wn) = Jr(w).
According to (2.149), there holds
Jr(wn)− Jr(z) ≥ − a
b2
∫
Br
log(z)(wn − z) dx (2.150)
for all n. By passing to the limit in (2.150) as n goes to +∞, we obtain
Jr(w)− Jr(z) ≥ − a
b2
∫
Br
log z(w − z) dx.
By the convexity of F defined in R+, its differentiability in R+0 and since there holds
ess inf
Br
z > 0, we see that
F (w)− F (z) ≥ a
b2
log(z)(w − z)
a.e. in Br, and we finally conclude
Ir(w) = Jr(w) +
∫
Br
F (w) dx
≥ Jr(z)− a
b2
∫
Br
log(z)(w − z) dx+
∫
Br
F (w) dx
≥ Jr(z) +
∫
Br
F (z) dx = Ir(z)
that is, z ∈ BV (Br)+ is a global minimizer of Ir in BV (Br)+. This proves statement
(iv).
Proposition 2.4.17. Let v ∈ BV (Ω)+ be the global minimizer of I. Then v ∈ C∞(Ω) ∩
W 1,1(Ω).
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Proof. Step 1. For any subdomain Ω′ compactly contained in Ω, there exists α ∈ ]0, 1[ such
that v ∈ C1,α(Ω′). Let us fix a subdomain Ω′ compactly contained in Ω. According to
Propositions 2.4.13 and 2.4.14, the global minimizer v of I satisfies
exp
(− b2a ) ≤ v ≤ 1
a.e. in Ω. Let p ∈ ]1, 1∗[ be fixed. By the approximation property, Proposition 2.4.7, we
deduce that there exists (vn)n in C
∞(Ω) ∩W 1,1(Ω) such that
lim
n→+∞ vn = v, in L
p(Ω) and a.e. in Ω,
|vn| ≤ V, a.e. in Ω,
lim
n→+∞J (vn) = J (v), (2.151)
1
2
exp
(− b2a ) ≤ vn ≤ 32 , in Ω, (2.152)
for some V ∈ Lp(Ω). Moreover, we can apply the dominated convergence theorem to the
sequence (F (vn))n so that we obtain
lim
n→+∞F(vn) =
∫
Ω
F (vn) dx =
∫
Ω
F (v) dx = F(v).
Combining this with (2.151), we have
lim
n→+∞ I(vn) = I(v). (2.153)
Let us fix x0 ∈ Ω′ and let r0 = r0(x0) > 0 be the constant in the statement of Lemma 2.4.16.
Take r ∈ ]0, r0] sufficiently small in such a way that Br ⊆ Ω. Let us consider the problem
−div
( ∇z√
z2 + b−2|∇z|2
)
= −a log(z)− b
2z√
z2 + b−2|∇z|2 in Br,
z = vn on ∂Br.
(2.154)
Applying Lemma 2.4.16, we get the existence of a unique solution zn ∈ C2(Br) of (2.154),
such that
1
2
exp
(− b2a ) ≤ zn ≤ 32 , in Br; (2.155)
moreover there exist constants β = β(a, b,N, r) > 0 and C = C(a, b,N, r) > 0 such that
‖zn‖C1,β(Br/4) ≤ C; (2.156)
finally zn is a global minimizer of the functional Inr : BV (Br)+ → R given by
Inr (w) =
∫
Br
√
w2 + b−2|Dw|2 + 1
b
∫
∂Br
|w − vn| dHN−1 +
∫
Br
F (w) dx.
We consider the sequence (wn)n given by
wn =
zn a.e. in Br,vn a.e. in Ω \Br.
Theorem 4.6.17 justifies that wn ∈ BV (Ω).
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We show that, possibly passing to a subsequence, (wn)n is bounded in BV (Ω) and there
holds
lim
n→+∞wn = v, in L
p(Ω). (2.157)
We notice first that (wn)n is bounded in L
∞(Ω), since
‖wn‖L∞(Ω) ≤ max
{
‖zn‖L∞(Br) , ‖vn‖L∞(Ω)
}
≤ 3
2
.
In particular, (wn)n is bounded in L
1(Ω). Moreover, by Proposition 2.4.3 we can write∫
∂Br
√
w2n + b
−2|Dwn|2 = 1
b
∫
∂Br
|zn − vn| dHN−1.
Using also the fact that zn is a global minimizer of Inr , we compute
I(wn) = J (wn) + F(wn)
=
∫
Ω
√
w2n + b
−2|Dwn|2 + 1
b
∫
∂Ω
|wn − 1| dHN−1 +
∫
Ω
F (wn) dx
=
∫
Br
√
w2n + b
−2|Dwn|2 +
∫
Ω\Br
√
w2n + b
−2|Dwn|2 +
∫
∂Br
√
w2n + b
−2|Dwn|2
+
1
b
∫
∂Ω
|wn − 1| dHN−1 +
∫
Br
F (wn) dx+
∫
Ω\Br
F (wn) dx
=
∫
Br
√
z2n + b
−2|Dzn|2 +
∫
Ω\Br
√
v2n + b
−2|Dvn|2 + 1
b
∫
∂Br
|zn − vn| dHN−1
+
1
b
∫
∂Ω
|vn − 1| dHN−1 +
∫
Br
F (zn) dx+
∫
Ω\Br
F (vn) dx
= Inr (zn) +
(∫
Ω\Br
√
v2n + b
−2|Dvn|2 + 1
b
∫
∂Ω
|vn − 1| dHN−1 +
∫
Ω\Br
F (vn) dx
)
≤ Inr (vn) +
(∫
Ω\Br
√
v2n + b
−2|Dvn|2 + 1
b
∫
∂Ω
|vn − 1| dHN−1 +
∫
Ω\Br
F (vn) dx
)
=
∫
Ω
√
v2n + b
−2|Dvn|2 + 1
b
∫
∂Ω
|vn − 1| dHN−1 +
∫
Ω
F (vn) dx
= I(vn).
According to (2.153), we may assume that I(vn) ≤ I(v) + 1, for all n. Then, according to
property (iii) of Proposition 2.4.1, we obtain
1
b
∫
Ω
|Dwn| ≤
∫
Ω
√
w2n + b
−2|Dwn|2 ≤ J (wn) ≤ J (wn) + F(wn) + a
b2
|Ω|
= I(wn) + a
b2
|Ω| ≤ I(vn) + a
b2
|Ω| ≤ I(v) +
(
a
b2
|Ω|+ 1
)
.
We conclude that (wn)n is bounded in BV (Ω). Since BV (Ω) is compactly embedded in
Lp(Ω), possibly passing to a subsequence, we see
lim
n→+∞wn = w, in L
p(Ω) and a.e. in Ω, (2.158)
for some w ∈ BV (Ω). Then, by lower semi-continuity of I with respect to the Lp-norm,
which is stated by property (ii) of Proposition 2.4.10, we conclude
I(w) ≤ lim inf
n→+∞ I(wn) ≤ lim infn→+∞ I(vn) = limn→+∞ I(vn) = I(v).
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On the other hand, the estimates from below in (2.152) and (2.155) imply ess inf
Ω
w > 0.
Since v is the unique global minimizer of I in BV (Ω)+, we deduce that w = v. In particular
we have obtained (2.157).
Now, according to the estimate (2.156), the sequence of functions (zn)n restricted to
Br/4 is bounded in C
1,β(Br/4). Therefore, for any β
′ ∈ ]0, β[, there exists a function
z ∈ C1,β′(Br/4) such that, possibly passing to a subsequence, there holds
lim
n→+∞ zn = z, in C
1,β′(Br/4). (2.159)
By definition of wn and from (2.158) and (2.159), we deduce that
v|Br/4 = w|Br/4 ∈ C1,β
′
(Br/4).
By compactness of Ω′, we conclude that there exists α ∈ ]0, 1[ such that v ∈ C1,α(Ω′).
Step 2. v ∈ C∞(Ω) ∩ W 1,1(Ω). We know that v ∈ C1(Ω) ∩ BV (Ω), then v belongs to
W 1,1(Ω): the details are contained in Lemma 4.6.2. Now, pick φ ∈ C10 (Ω). As v ∈W 1,1(Ω)
satisfies the variational inequality (2.126), we have, for all t > 0,∫
Ω
1
t
(√
(v + tφ)2 + b−2|∇(v + tφ)|2 −
√
v2 + b−2|∇v|2
)
dx+
a
b2
∫
Ω
log(v)φdx ≥ 0.
As ess inf
Ω
v > 0, we can pass to the limit as t goes to 0+ and get
1
b2
∫
Ω
∇v · ∇φ√
v2 + b−2|∇v|2 dx+
∫
Ω
v φ√
v2 + b−2|∇v|2 dx+
a
b2
∫
Ω
log(v)φdx ≥ 0.
By replacing φ with −φ, we then conclude that∫
Ω
∇v · ∇φ√
v2 + b−2|∇v|2 dx+
∫
Ω
b2v φ√
v2 + b−2|∇v|2 dx+ a
∫
Ω
log(v)φdx = 0
holds for all φ ∈ C10 (Ω). Let us now fix a smooth subdomain Ω′ compactly contained in Ω:
since ess inf
Ω
v > 0 and since the previous step proves the existence of α ∈ ]0, 1[ such that
v ∈ C1,α(Ω′), we have that v is a weak solution of the linear Dirichlet problem
N∑
i,j=1
aij(x)∂xixjz = g(x) in Ω
′,
z = v on ∂Ω′,
with coefficients
aij =
δij√
v2 + b−2|∇v|2 −
∂xiv ∂xjv
b2(v2 + b−2|∇v|2)3/2 ,
for i, j = 1, . . . , N, and
g =
v |∇v|2
(v2 + b−2|∇v|2)3/2 + a log(v) +
b2v√
v2 + b−2|∇v|2
belonging to C0,α(Ω′). There are the conditions to apply Theorem 4.8.4, which implies
that v|Ω′ belongs to C2,α(Ω′). Moreover, iterated applications of Theorem 4.8.6 provide
v|Ω′ ∈ C∞(Ω′): we then conclude that v ∈ C∞(Ω).
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2.4.4 Existence of solution
This subsection is devoted to the proof of the existence of a solution of problem (2.1),
according to Definition 2.4.1 below. We recall that the problem is set in a bounded domain
Ω with Lipschitz boundary. For the notations used in the following we refer to Section 4.6
in the Appendix.
Definition 2.4.1 (Notion of solution of (2.1)). A solution of (2.1) is a function u ∈W 1,1(Ω)
such that
• div
(
∇u√
1+|∇u|2
)
∈ L∞(Ω);
• u satisfies the equation in (2.1) a.e. in Ω;
• for HN−1-a.e. x ∈ ∂Ω, either u(x) = 0,
or u(x) > 0 and
[
∇u√
1+|∇u|2 , ν
]
(x) = −1,
or u(x) < 0 and
[
∇u√
1+|∇u|2 , ν
]
(x) = 1.
Remark 2.4.3 Notice that, if u is a solution of problem (2.1) according to Definition
2.4.1, then ∇u√
1+|∇u|2 ∈ X(Ω)∞ and therefore, according to Theorem 4.6.24, the weak trace[
∇u√
1+|∇u|2 , ν
]
on ∂Ω of the component of ∇u√
1+|∇u|2 with respect to the outward unit normal
vector ν to ∂Ω is defined.
Moreover, from the equation in (2.1) satisfied a.e. in Ω by u, we deduce that u ∈ L∞(Ω).
The notion of classical solution of problem (2.1) is reported below.
Definition 2.4.2 (Classical solution of (2.1)). A function u ∈ C2(Ω) ∩ C(Ω) is a classical
solution of (2.1) if it satisfies the equation everywhere in Ω and the boundary conditions on
∂Ω.
Proposition 2.4.18 (Existence of solutions of (2.1)). Let v ∈ BV (Ω)+ be the global mini-
mizer of I. Then the function u = − 1b log(v) is a solution of (2.1), which moreover satisfies
(i) u ∈ C∞(Ω);
(ii) 0 ≤ u ≤ ba in Ω;
(iii) u minimizes in W 1,1(Ω) ∩ L∞(Ω) the functional∫
Ω
e−bz
√
1 + |∇z|2 dx− a
b
∫
Ω
e−bz
(
z +
1
b
)
dx+
1
b
∫
∂Ω
|e−bz − 1| dHN−1. (2.160)
Proof. Step 1. The function u satisfies (i), (ii) and it is a solution of the equation in (2.1)
everywhere in Ω. According to Propositions 2.4.13 and 2.4.14, which provide an L∞-bound
for the global minimizer v of I, and according to Proposition 2.4.17 about the interior
regularity of v, we have that v belongs to W 1,1(Ω) ∩ C∞(Ω) and it satisfies exp(− b2a ) ≤
inf
Ω
v ≤ sup
Ω
v ≤ 1. The function u = − 1b log(v) is then well defined and belongs to W 1,1(Ω) ∩
C∞(Ω), moreover it satisfies 0 ≤ u ≤ ba in Ω.
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We now prove that div
(
∇u√
1+|∇u|2
)
∈ L∞(Ω) and u satisfies the equation in (2.1) ev-
erywhere in Ω. Let us take φ ∈ W 1,10 (Ω) ∩ L∞(Ω) and t > 0 sufficiently small such that
ess inf
Ω
(v + tφ) > 0. Since v is the global minimizer of I in BV (Ω)+, in particular there
holds 1t (I(v + tφ)− I(v)) ≥ 0, that is
1
t
∫
Ω
(√
(v + tφ)2 + b−2|∇(v + tφ)|2 −
√
v2 + b−2|∇v|2
)
dx
+
1
t
∫
Ω
(
F (v + tφ)− F (v)
)
dx ≥ 0. (2.161)
We see that the following limits hold
lim
t→0+
1
t
∫
Ω
(√
(v + tφ)2 + b−2|∇(v + tφ)|2 −
√
v2 + b−2|∇v|2
)
dx
=
1
b2
∫
Ω
∇v · ∇φ√
v2 + b−2|∇v|2 dx
+
∫
Ω
vφ√
v2 + b−2|∇v|2 dx, (2.162)
lim
t→0+
1
t
∫
Ω
(
F (v + tφ)− F (v)
)
dx =
a
b2
∫
Ω
log(v)φdx.
Accordingly, passing to the limit as t goes to 0+ in (2.161), we get
1
b2
∫
Ω
∇v · ∇φ√
v2 + b−2|∇v|2 dx+
∫
Ω
vφ√
v2 + b−2|∇v|2 dx+
a
b2
∫
Ω
log(v)φdx ≥ 0
and the equality is attained by changing φ with −φ. Since there holds
v√
v2 + b−2|∇v|2 +
a
b2
log(v) ∈ L∞(Ω),
we deduce
div
( ∇v√
v2 + b−2|∇v|2
)
∈ L∞(Ω).
By the integration-by-part formula given in Proposition 4.6.25, we conclude that
−div
( ∇v√
v2 + b−2|∇v|2
)
+
b2v√
v2 + b−2|∇v|2 + a log(v) = 0, in Ω.
We infer that u = − 1b log(v) is such that div
(
∇u√
1+|∇u|2
)
∈ L∞(Ω) and it satisfies
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 , in Ω. (2.163)
Step 2. For HN−1-a.e. x ∈ ∂Ω, either u(x) = 0, or both
[
∇u√
1+|∇u|2 , ν
]
(x) = −1 and
u(x) > 0. Let us fix φ ∈ W 1,1(Ω) ∩ L∞(Ω) such that φ(x) = 0 if v(x) = 1 for HN−1-a.e.
x ∈ ∂Ω and take t > 0 sufficiently small such that ess inf
Ω
(v + tφ) > 0. By assumption v
is the global minimizer of I in BV (Ω)+, in particular there holds 1t (I(v + tφ)− I(v)) ≥ 0,
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that is
1
t
∫
Ω
(√
(v + tφ)2 + b−2|∇(v + tφ)|2 −
∫
Ω
√
v2 + b−2|∇v|2
)
dx
+
1
t
∫
Ω
(
F (v + tφ)− F (v)
)
dx
+
1
t
1
b
∫
∂Ω
(
|v + tφ− 1| − |v − 1|
)
dHN−1 ≥ 0. (2.164)
Let us examine the third term in the left-hand side of (2.164). Since v ∈ W 1,1(Ω) satisfies
the upper bound v ≤ 1 in Ω, there also holds v ≤ 1 HN−1-a.e. on ∂Ω. According to the
choice of φ, for HN−1-a.e. x ∈ ∂Ω such that v(x) = 1, we have φ(x) = 0, then
1
t
(
|v(x) + tφ(x)− 1| − |v(x)− 1|
)
= 0 = −φ(x),
for any t > 0 as above. On the other hand, for HN−1-a.e. x ∈ ∂Ω such that v(x) < 1, t > 0
can be assumed so small so that there holds v(x) + tφ(x)− 1 < 1. Then
1
t
(
|v(x) + tφ(x)− 1| − |v(x)− 1|
)
=
1
t
(
1− v(x)− tφ(x)− 1 + v(x)
)
= −φ(x).
Therefore, for HN−1-a.e. x ∈ ∂Ω, the following limit is valid
lim
t→0+
1
t
(
|v(x) + tφ(x)− 1| − |v(x)− 1|
)
= −φ(x).
Moreover, for all t > 0, we have∣∣∣1
t
(
|v(x) + tφ(x)− 1| − |v(x)− 1|
)∣∣∣ ≤ |φ(x)|,
for HN−1-a.e. x ∈ ∂Ω. We are in condition of applying the dominated convergence theorem
to the third term in the left-hand side of (2.164), so that we obtain
lim
t→0+
1
t
1
b
∫
∂Ω
(
|v + tφ− 1| − |v − 1|
)
dHN−1 = −1
b
∫
∂Ω
φdHN−1.
Accordingly, passing to the limit as t goes to 0+ in (2.164) and having in mind that both
the limits (2.162) still hold, we get
1
b2
∫
Ω
∇v · ∇φ√
v2 + b−2|∇v|2 dx+
∫
Ω
vφ√
v2 + b−2|∇v|2 dx
+
a
b2
∫
Ω
log(v)φdx− 1
b
∫
∂Ω
φdHN−1 ≥ 0
and the equality is attained by changing φ with −φ. The change of variable u = − 1b log(v)
gives ∫
Ω
∇u · ∇φ√
1 + |∇u|2 dx =
∫
Ω
(
−au+ b√
1 + |∇u|2
)
φdx−
∫
∂Ω
φdHN−1.
Using the integration-by-part formula stated in Proposition 4.6.25, we infer∫
Ω
(
div
( ∇u√
1 + |∇u|2
)
− au+ b√
1 + |∇u|2
)
φdx
=
∫
∂Ω
([ ∇u√
1 + |∇u|2 , ν
]
+ 1
)
φdHN−1.
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Combining the previous equality with (2.163), we have∫
∂Ω
([ ∇u√
1 + |∇u|2 , ν
]
+ 1
)
φdHN−1 = 0. (2.165)
The function φ has been chosen so that for HN−1-a.e. x ∈ ∂Ω such that u(x) = 0 then
φ(x) = 0: this implies that∫
{T u>0}
([ ∇u√
1 + |∇u|2 , ν
]
+ 1
)
φdHN−1 = 0.
Since the previous equality is satisfied by all φ ∈W 1,1(Ω)∩L∞(Ω), such that, for HN−1-a.e.
x ∈ ∂Ω, φ(x) = 0 whenever u(x) = 0, by the fundamental lemma of the calculus of variations
we conclude that [ ∇u√
1 + |∇u|2 , ν
]
(x) = −1
holds for HN−1-a.e. x ∈ ∂Ω such that u(x) > 0.
This proves in particular that u is a solution of (2.1), according to Definition 2.4.1.
Step 3. The function u satisfies (iii). This can be easily deduced from the fact that, for all
z ∈W 1,1(Ω) ∩ L∞(Ω),∫
Ω
e−bz
√
1 + |∇z|2 dx− a
b
∫
Ω
e−bz
(
z +
1
b
)
dx+
1
b
∫
∂Ω
|e−bz − 1| dHN−1 = I(e−bz)
and v = e−bu is the global minimizer of I in BV (Ω)+.
2.4.5 Uniqueness and localization
We wish to prove the uniqueness and a strict interior localization property of the solution
of problem (2.1).
According to Proposition 2.4.15, the global minimizer v of I in BV (Ω)+ satisfies the
variational inequality (2.126) for all w ∈ BV (Ω).
Conversely, a solution u of problem (2.1) produces a function v = e−bu, which satisfies
the variational inequality (2.126), as the following proposition shows.
Proposition 2.4.19. Let u be a solution of problem (2.1). Then v = e−bu ∈ W 1,1(Ω) ∩
L∞(Ω) satisfies
J (w)− J (v) ≥ − a
b2
∫
Ω
log(v)(w − v) dx, (2.166)
for all w ∈ BV (Ω).
Proof. Let φ ∈W 1,1(Ω) be such that φ(x) = 0 if u(x) = 0 for HN−1-a.e. x ∈ ∂Ω. According
to the boundary behaviour of u, we have∫
Ω
([ ∇u√
1 + |∇u|2 , ν
]
+ sgn(u)
)
φdHN−1 = 0.
On the other hand, we multiply by φ the equation in (2.1) and integrate over Ω. Notice
that, as ∇u√
1+|∇u|2 ∈ X(Ω)∞, it is possible to integrate by parts according to Proposition
4.6.25. Then we obtain∫
Ω
∇u · ∇φ√
1 + |∇u|2 dx−
∫
∂Ω
[ ∇u√
1 + |∇u|2 , ν
]
φdHN−1 =
∫
Ω
(
−au+ b√
1 + |∇u|2
)
φdx,
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that is ∫
Ω
∇u · ∇φ√
1 + |∇u|2 dx =
∫
Ω
(
−au+ b√
1 + |∇u|2
)
φdx−
∫
∂Ω
sgn(u)φdHN−1.
In terms of v, the equation above takes the form
1
b2
∫
Ω
∇v · ∇φ√
v2 + b−2|∇v|2 dx+
∫
Ω
vφ√
v2 + b−2|∇v|2 dx
= − a
b2
∫
Ω
log(v)φdx+
1
b
∫
∂Ω
sgn(1− v)φdHN−1.
As usual, the convexity of the map g : R × RN → R given by g(s, ξ) = √s2 + b−2|ξ|2 and
its differentiability in R+0 × RN , together with the condition ess inf
Ω
v > 0, yield
∫
Ω
√
(v + φ)2 + b−2|∇(v + φ)|2 dx−
∫
Ω
√
v2 + b−2|∇v|2 dx
≥ − a
b2
∫
Ω
log(v)φdx+
1
b
∫
∂Ω
sgn(1− v)φdHN−1.
Since
sgn(1− v)φ+ |v + φ− 1| − |v − 1| ≥ 0, HN−1-a.e. on ∂Ω,
we infer that
J (v + φ)− J (v) ≥ − a
b2
∫
Ω
log(v)φdx
for all φ ∈W 1,1(Ω) such that φ(x) = 0 if v(x) = 1, for HN−1-a.e. x ∈ ∂Ω. In particular the
variational inequality (2.166) is satisfies for all w ∈W 1,1(Ω) such that w = 1 HN−1-a.e. on
∂Ω.
Let us take now any w ∈ BV (Ω). According to Proposition 2.4.8, we are able to exhibit a
sequence (wn)n in W
1,1(Ω) such that
lim
n→+∞wn = w, in L
1(Ω) and a.e. in Ω,
lim
n→+∞J (wn) = J (w),
wn = 1, HN−1-a.e. on ∂Ω.
Then, for all n there holds
J (wn)− J (v) ≥ − a
b2
∫
Ω
log(v)(wn − v) dx.
By passing to the limit as n goes to +∞ and applying the dominated convergence theorem
in the right-hand side of the inequality, we obtain (2.166).
We present a comparison result.
Proposition 2.4.20 (A comparison principle). Let γ, δ ∈W 1,1(Ω)∩L∞(Ω) satisfy ess inf
Ω
γ >
0, ess inf
Ω
δ > 0. Let also assume
J (γ + z)− J (γ) ≥ − a
b2
∫
Ω
log(γ)z dx, (2.167)
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for all z ∈W 1,1(Ω) ∩ L∞(Ω), with z ≤ 0 a.e. in Ω, and
J (δ + z)− J (δ) ≥ − a
b2
∫
Ω
log(δ)z dx, (2.168)
for all z ∈W 1,1(Ω) ∩ L∞(Ω), with z ≥ 0 a.e. in Ω. Then γ ≤ δ a.e. in Ω.
Proof. The functions γ ∧ δ, γ ∨ δ can be written as
γ ∧ δ = γ − (δ − γ)−, γ ∨ δ = δ + (δ − γ)−.
Taking z = −(δ − γ)− in (2.167) and z = (δ − γ)− in (2.168), we obtain
J (γ ∧ δ)− J (γ) ≥ a
b2
∫
Ω
log(γ)(δ − γ)− dx, (2.169)
J (γ ∨ δ)− J (δ) ≥ − a
b2
∫
Ω
log(δ)(δ − γ)− dx. (2.170)
Summing (2.169) and (2.170) and using the lattice property, Proposition 2.4.9, we are able
to conclude
0 ≥ a
b2
∫
Ω
(log(γ)− log(δ))(δ − γ)− dx = a
b2
∫
{δ<γ}
(log(γ)− log(δ))(γ − δ) dx ≥ 0,
which implies, by the strictly increasing character of the logarithm function, that γ ≤ δ a.e.
in Ω.
The uniqueness of solution of problem (2.1), according to Definition 2.4.1, is an immediate
consequence of the comparison principle, as the following result shows.
Proposition 2.4.21 (Uniqueness of solution of (2.1)). Problem (2.1) admits a unique so-
lution.
Proof. Let u1, u2 be solutions of problem (2.1) according to Definition 2.4.1. Set vi = e
−bui ∈
W 1,1(Ω) ∩ L∞(Ω), for i = 1, 2. Proposition 2.4.19 proves that vi satisfies the variational
inequality
J (vi + z)− J (vi) ≥ − a
b2
∫
Ω
log(vi)z dx,
for all z ∈ BV (Ω). Proposition 2.4.20 implies that v1 = v2, i.e., u1 = u2, in Ω.
We introduce now the concepts of strong upper solution of problem (2.1) and of strong
lower solution of problem (2.62).
Definition 2.4.3 (Strong upper solution of (2.1)). We say that β ∈ W 1,1(Ω) is a strong
upper solution of (2.1) if div
(
∇β√
1+|∇β|2
)
∈ L∞(Ω) and β satisfies

−div
( ∇β√
1 + |∇β|2
)
≥ −aβ + b√
1 + |∇β|2 a.e. in Ω,
β ≥ 0 HN−1-a.e. on ∂Ω.
(2.171)
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Definition 2.4.4 (Strong lower solution of (2.62)). We say that γ ∈ W 1,1(Ω) is a strong
lower solution of (2.62) if ess inf
Ω
γ > 0, div
(
∇γ√
1+|∇γ|2
)
∈ L∞(Ω) and γ satisfies

−div
( ∇γ√
γ2 + b−2|∇γ|2
)
≤ −a log(γ)− b
2γ√
γ2 + b−2|∇γ|2 a.e. in Ω,
γ ≤ 1 HN−1-a.e. on ∂Ω.
(2.172)
Remark 2.4.4 Notice that the change of variable v = e−bu transforms a bounded strong
upper solution of (2.1) into a bounded strong lower solution of (2.62). Namely, a function
β ∈W 1,1(Ω)∩L∞(Ω) is a strong upper solution of (2.1) if and only if γ = e−bβ ∈W 1,1(Ω)∩
L∞(Ω) is a strong lower solution of (2.62).
Lemma 2.4.22. Assume γ is a strong lower solution of (2.62). Then γ satisfies
J (γ + z)− J (γ) ≥ − a
b2
∫
Ω
log(γ) z dx, (2.173)
for all z ∈W 1,1(Ω) ∩ L∞(Ω) such that z ≤ 0 a.e. in Ω.
Proof. Let us fix z ∈ W 1,1(Ω) ∩ L∞(Ω) such that z ≤ 0 a.e. in Ω. Multiplying the first
inequality in (2.172) by z, integrating over Ω and applying Theorem 4.6.25 to the left-hand
side, we obtain∫
Ω
∇γ · ∇z√
γ2 + b−2|∇γ|2 dx−
∫
∂Ω
[ ∇γ√
γ2 + b−2|∇γ|2 , ν
]
z dHN−1
+
∫
Ω
b2γz√
γ2 + b−2|∇γ|2 dx ≥ −a
∫
Ω
log(γ)z dx. (2.174)
Let us now consider the functional K : W 1,1(Ω)→ R given by
K(w) =
∫
Ω
√
w2 + b−2|∇w|2 dx.
The functional K is convex and, since ess inf
Ω
γ > 0, it is of class C1 in a neighbourhood of
γ. In particular, there holds
K(γ + z)−K(γ) ≥ K′(γ)z,
for all z ∈W 1,1(Ω). Here
K′(γ)z = 1
b2
∫
Ω
∇γ · ∇z√
γ2 + b−2|∇γ|2 dx+
∫
Ω
γz√
γ2 + b−2|∇γ|2 dx.
From (2.174), we obtain
K(γ + z)−K(γ) ≥ − a
b2
∫
Ω
log(γ)z dx+
1
b2
∫
∂Ω
[ ∇γ√
γ2 + b−2|∇γ|2 , ν
]
z dHN−1,
then
J (γ + z)− J (γ) ≥ − a
b2
∫
Ω
log(γ)z dx+
1
b2
∫
∂Ω
[ ∇γ√
γ2 + b−2|∇γ|2 , ν
]
z dHN−1
+
1
b
(∫
∂Ω
|γ + z − 1| dHN−1 −
∫
∂Ω
|γ − 1| dHN−1
)
.
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By assumption z ≤ 0 a.e. in Ω and γ ≤ 1 HN−1-a.e. on ∂Ω, then we see
|γ + z − 1| − |γ − 1| = 1− γ − z + γ − 1 = |z|, HN−1-a.e. on ∂Ω.
Moreover, by using the estimate (4.27) in Theorem 4.6.24, we get
1
b2
∣∣∣∣∫
∂Ω
[ ∇γ√
γ2 + b−2|∇γ|2 , ν
]
z dHN−1
∣∣∣∣ ≤ 1b2
∥∥∥∥ ∇γ√γ2 + b−2|∇γ|2
∥∥∥∥
L∞(Ω)
∫
∂Ω
|z| dHN−1
≤ 1
b
∫
∂Ω
|z| dHN−1.
We finally obtain
J (γ + z)− J (γ) ≥ − a
b2
∫
Ω
log(γ)z dx,
holding for all z ∈W 1,1(Ω)∩L∞(Ω) such that z ≤ 0 a.e. in Ω. This concludes the proof.
The previous results allow to obtain a strict interior localization property for the solution
u ∈W 1,1(Ω) of (2.1).
Proposition 2.4.23. Let v be the global minimizer of I in BV (Ω)+ and let u = − 1b log(v)
be the solution of (2.1). Then u(x) < ba for all x ∈ Ω.
Proof. Let B be an open ball in RN such that Ω ⊆ B. According to Theorem 2.3.4, there
exists a unique solution β ∈ C2(B) of problem
−div
( ∇u√
1 + |∇u|2
)
= −au+ b√
1 + |∇u|2 in B,
u = 0 on ∂B,
(2.175)
which in addition satisfies β(x) < ba for all x ∈ B. In particular, β = β|Ω is a bounded
strong upper solution of (2.1). Taking γ = e−bβ , we see that γ is a bounded strong lower
solution of (2.62), with γ(x) > exp
(− b2a ) for all x ∈ Ω. Then, by Lemma 2.4.22, γ satisfies
J (γ + z)− J (γ) ≥ − a
b2
∫
Ω
log(γ) z dx,
for all z ∈ W 1,1(Ω) ∩ L∞(Ω) such that z ≤ 0 a.e. in Ω. On the other hand, by Lemma
2.4.15, v satisfies
J (v + z)− J (v) ≥ − a
b2
∫
Ω
log(v)z dx
for all z ∈ BV (Ω). We are in position of applying the comparison principle, Proposition
2.4.20, which implies that v ≥ γ in Ω, in particular there holds v(x) > exp(− b2a ) for all
x ∈ Ω. In terms of u, this means u(x) < ba for all x ∈ Ω.
Proposition 2.4.24. Let v be the global minimizer of I in BV (Ω)+. Let u = − 1b log(v).
Then u(x) > 0 for all x ∈ Ω.
Proof. The information provided by properties (i) and (ii) of Proposition 2.4.18 include the
fact that u ≥ 0 in Ω and u ∈ C∞(Ω) is a classical solution of the equation
−a(x)∆u = h˜(x), in Ω. (2.176)
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Here
a(x) =
1√
1 + |∇u(x)|2 ,
h˜(x) = −au(x) + b√
1 + |∇u(x)|2 −
N∑
i,j=1
∂xiu ∂xju ∂xixju
(1 + |∇u(x)|2)3/2 .
Assume by contradiction that there exists x0 ∈ Ω such that u(x0) = inf
Ω
u = 0. By evaluating
(2.176) at x0, we obtain ∆u(x0) = −b < 0, contradicting the fact that x0 is a minimum
point of u in Ω. We conclude that u(x) > 0 for all x ∈ Ω.
2.4.6 Boundary behaviour
We introduce the following notions.
Definition 2.4.5. We say that an open bounded set O in RN satisfies the exterior sphere
condition at some x0 ∈ ∂Ω with radius r > 0 if there exists y ∈ RN such that
B(y, r) ∩ Ω = ∅ and x0 ∈ B(y, r) ∩ ∂Ω,
for some r > 0.
Definition 2.4.6. Let O be an open bounded set in RN and let ` : O → R be a continuous
map. We say that ` satisfies a bounded slope condition at x0 ∈ ∂Ω if
sup
x∈Ω
∣∣∣∣ `(x)x− x0
∣∣∣∣ < +∞.
When the domain Ω satisfies the exterior sphere condition at some point x0 ∈ ∂Ω with
sufficiently large radius r > 0, it is possible to construct an upper solution β of problem
(2.1) which vanishes at x0: β forces the solution u of (2.1) to attain at x0 the value 0 and
possibly to satisfy a bounded slope condition at that point. Precisely, the following result
holds.
Proposition 2.4.25. Let a > 0, b > 0 be given. Let Ω be a bounded domain with Lipschitz
boundary and satisfy the exterior sphere condition at some x0 ∈ ∂Ω with radius r ≥ (N−1) ba .
Let u be the solution of (2.1). Then u(x0) = 0. In case r > (N − 1) ba , u also satisfies a
bounded slope condition at x0.
Proof. Let us fix a constant R ≥ r + ba such that the open annulus
Ar,R = {x ∈ RN : r < |x− y| < R} (2.177)
satisfies Ω ⊆ Ar,R. Let us define the radially symmetric function β : Ar,R → R as
β(x) =

√(
b
a
)2
−
(
|x− y| −
(
r + ba
))2
if r ≤ |x− y| < r + ba ,
b
a if r +
b
a ≤ |x− y| ≤ R.
(2.178)
We notice that β ∈W 1,1(Ω) ∩ C(Ω). Moreover β(x0) = 0 by construction, since |x0−y| = r.
We will prove that β is a strong upper solution of (2.1). Let us consider the one-dimensional
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function which is associated with β by radial symmetry, which we still name β : [r,R]→ R.
We see that, for all t ∈ ]r + ba , R[, there holds
−
(
tN−1
β′(t)√
1 + β′(t)2
)′
= 0 = tN−1
(
−aβ(t) + b√
1 + β′(t)2
)
.
Let us now concentrate on the subinterval
]
r, r + ba
[
, where we observe that the graph of β
is the concave arc of circumference of radius ba centered at
(
r + ba , 0
)
. We easily compute
β′(t) =
r + ba − t√(
b
a
)2 − (t− (r + ba))2
,
√
1 + β′(t)2 =
b
a
1√(
b
a
)2 − (t− (r + ba))2
,
β′(t)√
1 + β′(t)2
=
a
b
(
r +
b
a
− t
)
and (
β′(t)√
1 + β′(t)2
)′
= −a
b
.
We obtain, on the one hand,
− 1
tN−2
(
tN−1
β′(t)√
1 + β′(t)2
)′
= −
(
(N − 1) β
′(t)√
1 + β′(t)2
− a
b
t
)
=
a
b
(
t− (N − 1)
(
r +
b
a
− t
))
≥ a
b
(
r − (N − 1) b
a
)
≥ 0
and, on the other hand,
−aβ(t) + b√
1 + β′(t)2
= 0,
for all t ∈ ]r, r + ba [. Therefore the function tN−1 β
′√
1+β′2
∈ L∞(r,R) satisfies
(
tN−1
β′√
1 + β′2
)′
∈ L∞(r,R)
and there holds
−
(
tN−1
β′√
1 + β′2
)′
≥ tN−1
(
−aβ + b√
1 + β′(t)2
)
in ]r, r + ba [ ∪ ]r + ba , R[. By construction, we have β ≥ 0 in [r,R]. The radial symmetry of
the function (2.178) implies that
div
( ∇β√
1 + |∇β|2
)
∈ L∞(Ar,R)
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and the restriction β|Ω satisfies (2.171). This proves in particular that β|Ω ∈ W 1,1(Ω) is a
strong upper solution of problem (2.1).
Let us now consider v = e−bu, γ = e−bβ . Since β is a strong upper solution of (2.1), γ is
a strong lower solution of (2.62). Then, according to Proposition 2.4.19 and to Proposition
2.4.20, we see that v ≥ γ, that is u ≤ β, hold in Ω. In particular, u(x0) ≤ β(x0) = 0.
Proposition 2.4.24 allows to conclude that u(x0) = 0.
In case r > (N − 1) ba , we modify the definition of β as follows
β(x) =
c
√(
b
a
)2
+ ε2 −
(
|x− y| −
(
r + ba
))2
− εc if r ≤ |x− y| < r + ba ,
b
a if r +
b
a ≤ |x− y| ≤ R,
where c = ab
(
ε +
√(
b
a
)2
+ ε2
)
and ε > 0 is suitably chosen. It is then easy to see that
the restriction of the function β to Ω is an upper solution of (2.1), which satisfies β(x0) = 0
and satisfies a bounded slope condition at x0. Since, as above, u ≤ β in Ω, u also satisfies a
bounded slope condition at x0.
Proposition 2.4.26. Let a > 0, b > 0 be given. Let Ω be a bounded domain with Lipschitz
boundary and let u be the solution of (2.1). Then the set of points x0 ∈ ∂Ω, where u is
continuous and satisfies u(x0) = 0, is non-empty.
Proof. It is enough to observe that, for any given point x ∈ ∂Ω, there exists a point x0 ∈ ∂Ω
such that
|x− x0| = max
y∈Ω
|x− y|.
At such a point x0 an exterior sphere condition holds for any given radius R > 0. The
conclusion then follows from Proposition 2.4.25.
2.4.7 Main results and related remarks
Collecting the results obtained in Theorems 2.4.11 and 2.4.12, Propositions 2.4.17, 2.4.18,
2.4.21, 2.4.24, 2.4.23 and 2.4.26, we conclude that the following theorem is proved.
Theorem 2.4.27. Let a > 0, b > 0 be given and let Ω be a bounded domain in RN having
Lipschitz boundary. Then there exists a unique solution u of (2.1), which also satisfies
(i) u ∈ C∞(Ω);
(ii) the set of points x0 ∈ ∂Ω, where u is continuous and satisfies u(x0) = 0, is non-empty;
(iii) 0 < u(x) < ba for all x ∈ Ω;
(iv) u minimizes in W 1,1(Ω) ∩ L∞(Ω) the functional∫
Ω
e−bz
√
1 + |∇z|2 dx− a
b
∫
Ω
e−bz
(
z +
1
b
)
dx+
1
b
∫
∂Ω
|e−bz − 1| dHN−1.
The existence of classical solutions of (2.1) is then guaranteed by the following direct
consequence of Theorem 2.4.27 and of Proposition 2.4.25.
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Theorem 2.4.28. Suppose that all the assumptions of Theorem 2.4.27 hold and let u ∈
C∞(Ω)∩W 1,1(Ω) be the solution of (2.1), whose existence is guaranteed by Theorem 2.4.27.
Then u is continuous at x0 and satisfies u(x0) = 0 at any point x0 ∈ ∂Ω where an exterior
sphere condition holds with radius r ≥ (N − 1) ba . Moreover, if r > (N − 1) ba , then u also
satisfies a bounded slope condition at x0. In particular, if an exterior sphere condition with
radius r ≥ (N − 1) ba is satisfied at every point x0 ∈ ∂Ω, then u ∈ C∞(Ω)∩C(Ω) and it is a
classical solution of (2.1), according to Definition 2.4.2.
Remark 2.4.5 As a consequence of conclusion (i) of Theorem 2.4.27 and of the structure
of the equation in problem (2.1), classical results, such as [111, Theorem 5.8.6], guarantee
that the solution of (2.1) is actually analytic in Ω.
Remark 2.4.6 The extremality property expressed by conclusion (iv) of Theorem 2.4.27
is crucial in order to infer the boundary behaviour of the solution, as required by Definition
2.4.1.
Remark 2.4.7 The mere existence of a solution u ∈ C∞(Ω) ∩W 1,1(Ω) of the equation in
(2.1) might likely be deduced from [134, Theorem 5.1], by the change of variable v = e−bu,
combined with the obtention of suitable a priori estimates and appropriate truncations.
Yet, this somehow roundabout approach would not yield the information on the boundary
behaviour of u provided by Theorem 2.4.27 and Theorem 2.4.28.
Remark 2.4.8 It is easy to verify that the solution u of problem (2.1) is continuous and
satisfies u(x0) = 0 at any point x0 ∈ ∂Ω∩Conv(Ω), where Conv(Ω) denotes the convex hull
of Ω.
Remark 2.4.9 If Ω exhibits some symmetry, then the solution u of (2.1) exhibits the same
kind of symmetry. Indeed, if U(Ω) = Ω for some U ∈ O(N), O(N) denoting the orthogonal
group in RN , then u∗ = u ◦ U is still a solution and hence, by uniqueness, u∗ = u. In
particular, if Ω is rotationally invariant, then u is radially symmetric.
Remark 2.4.10 Assume the domain Ω is an open annulus in RN
Ar,R = {x ∈ RN : r < |x− y| < R}
for some y ∈ RN , with 0 < r < R. The exterior sphere condition is clearly satisfied at any
point of the external boundary
∂A+r,R = {x ∈ RN : |x− y| = R}.
If the internal radius r satisfies r ≥ (N − 1) ba , then the exterior sphere condition is also
satisfied at any point of the internal boundary
∂A−r,R = {x ∈ RN : |x− y| = r}.
Accordingly, the solution of problem (2.1) vanishes at any point of the boundary ∂Ω, i.e.,
it is classical. On the other hand, when r < (N − 1) ba , some numerical computations
seem to indicate that the solution may not attain the boundary conditions in the classical
sense on ∂A−r,R. At the moment, however, the numerical evidence is not supported by an
analytical proof. We intend to proceed in this direction by making further, more detailed
investigations.
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Chapter 3
Graphs of prescribed mean
curvature in the Minkowski
space
3.1 Outline
This chapter is focused on the mean curvature operator in the Minkowski space, which is
given by
1
N
div
( ∇u√
1− |∇u|2
)
.
Namely we study existence, regularity and multiplicity of positive solutions of the homoge-
neous Dirichlet problem
−div
( ∇u√
1− |∇u|2
)
= f(x, u) in Ω,
u = 0 on ∂Ω.
(3.1)
In parallel to Chapter 2, Ω denotes
(i) the open interval ]− T, T [, for some T > 0, in case N = 1 (Section 3.2);
(ii) the open ball B = B(x0, R) in RN , centered at x0 ∈ RN with radius R > 0, in case
N ≥ 2 (Section 3.3);
(iii) a general bounded domain in RN with boundary of class C2, in case N ≥ 2 (Section
3.4).
Moreover, the nonlinearity f satisfies the L1-Carathe´odory conditions and some additional
properties which will be specified on a case-by-case basis. As it will be clear in the following
explanation, we point out that the general N -dimensional case treats the problem where the
function f may also depend on the gradient ∇u of the solution.
In the specific, Section 3.2 refers to the one-dimensional autonomous problem, where
the choice of the right-hand side f = f(s) is limited to f(s) = λ(s+)p, with λ > 0 and
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either p ∈ ]0, 1[ or p = 1 or p ∈ ]1,+∞[. The three selected functions display a sublinear,
linear, superlinear behaviour in a right neighbourhood of 0, respectively. As evidenced by
the phase-plane analysis, the solutions (u, u′) of the equivalent planar system lie in the stripe
R × ]− 1, 1[, the threshold −1, 1 for the derivative not being reached at any point of the
domain. The natural bound imposed by the notion of solution, the strong strictly spacelike
condition,
‖∇u‖∞ < 1,
makes any solution of the equation a classical solution. Combining the energy argument with
a time-map approach, in the sublinear case we show the existence of exactly one positive
solution of the Dirichlet problem for all λ > 0; in the linear case we find the existence of a
threshold λ∗ > 0 for λ which distinguishes between the non-existence of positive solutions,
for smaller positive λ, and the existence of exactly one positive solution for all λ > λ∗;
finally, in the superlinear case, we obtain the existence of a second threshold λ∗∗ > 0 for λ
which distinguishes between the non-existence of positive solutions, for smaller positive λ,
the existence of at least one positive solution for λ = λ∗∗ and the existence of at least two
positive solutions for all λ > λ∗∗.
The existence and multiplicity results obtained in the simplified one-dimensional situa-
tion are confirmed in the radial case in a ball B, which is treated in Section 3.3. The section
opens with a result which emphasizes one motivation for the study of radial solutions of
the problem and which is peculiar of the current frame: using a result proved in [82], we
show that any positive solution of the autonomous Dirichlet problem is radially symmetric,
provided the right-hand side is a function f = f(s) of class C1. In the meantime, we show
that the mean curvature operator in the Minkowski space is an elliptic operator which is
not uniformly elliptic, as it may exhibit a singular behaviour.
The interest is then extended to the non-autonomous Dirichlet problem (3.1) and the
nonlinearity f satisfies more generally the L1-Carathe´odory conditions. Anyway, the model
problems mimic the previous one-dimensional framework: in this context f can be thought
as
f(r, s) = λa(r)(s+)p + µb(r)µ(s+)q,
where a(·), b(·) are continuous functions which are positive somewhere, 0 < p < 1 ≤ q and
and λ, µ > 0. This time the technique is variational: once reduced the radial problem to
an equivalent one-dimensional version, we replace it with a modified problem obtained by
substituting the function ψ, defined in (1.5) and giving rise to the Minkowski mean curva-
ture operator, with a suitable function which is asymptotically linear. The choice of the
truncation is such that any function u is a positive solution of the modified problem if and
only if it is a positive solution of the original problem. We then consider a suitable weighted
Hilbert space, which is a good variational setting, and we define the action functional as-
sociated with the modified problem. For that functional we study its critical points, which
are of different nature according to the type of nonlinearity f : in the sublinear or linear
cases (p ∈ ]0, 1[ and µ = 0, or q = 1 and λ = 0, respectively), the functional has one global
minimizer u1 at a negative level, possibly for sufficiently large values of µ > 0 in the linear
case; in the superlinear case (q ∈ ]1,+∞[ and λ = 0), the functional has both a global
minimizer u1 at a negative level and a mountain pass critical point u2 at a positive level, for
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sufficiently large values of µ > 0; finally, in the sub-superlinear case (p ∈ ]0, 1[, q ∈ ]1,+∞[
and λ, µ ∈ ]0,+∞[), the presence of the sublinear term in f in a right neighbourhood of
0 does not destroy the previous geometry of the functional, which still maintains a global
minimizer u1 at a negative level and a mountain pass critical point u2 at a positive level,
provided µ > 0 is sufficiently large, on the contrary it produces the existence of a non-trivial
local minimizer u3 in a neighbourhood of 0, at a negative level, provided λ > 0 is sufficiently
small. We conclude the section with the proof of the fact that, under the continuity assump-
tion of the right-hand side of (3.1), any radial weak solution of the Dirichlet problem (3.1)
in the ball B is actually classical, in particular it belongs to C2(B).
As anticipated, Section 3.4 enlarges the view on the general non-variationalN -dimensional
problem 
−div
( ∇u√
1− |∇u|2
)
= f(x, u,∇u) in Ω,
u = 0 on ∂Ω,
(3.2)
on a bounded domain Ω with C2-boundary. The possibility of considering a function f which
may also depend on the gradient of the solution is due to the topological technique used in
this context. The general assumption is that the function f satisfies the L∞-Carathe´odory
conditions. By using [15], we first show the validity of a comparison and of an existence
result for a problem of the type (3.1), but where the right-hand side is assumed to be a
function v ∈ L∞(Ω). Then, by a lower and upper solution method, we prove some existence,
localization and multiplicity results for the original problem (3.2). In detail, we see that the
presence of a couple of a lower solution α and an upper solution β, with α ≤ β, provides
the existence of at least one solution of the problem lying between them, and in particular
the existence of extremal solutions, that is, of solutions v, w, with v ≤ w, of the problem
such that any other solution lies between them. The proof of the existence of at least one
solution between α and β is made by transforming the problem into an equivalent fixed
point problem to which we apply a degree computation. As a second result, we prove that
the presence of a couple of a strict lower solution α and a strict upper solution β, where this
time α 6≤ β, not only determines the existence of a solution, but also produces a multiplicity
result. Indeed, because of the strong strictly spacelike condition satisfied by any solution u of
problem (3.2), it can be naturally transformed into an equivalent one which possesses some
trivial constant ordered lower and upper solutions; taking advantage of the previous result
and applying again a degree argument on three different open bounded sets of C10 (Ω), we are
able to prove the existence of three distinct ordered solutions of (3.2), which are localized in
relation to the original lower solution α and upper solution β. Some existence, localization
and multiplicity variants are obtained assuming the existence of a single lower solution, or
a single upper solution, or a couple of non-ordered lower and upper solutions which are
not necessarily strict. When restricting the attention to the case in which f = f(t, u) does
not depend on the gradient of the solution, the variational characterization of the solutions
obtained is also provided. We present some relevant applications of these results in the case
f(s) = λ(s+)p, where p > 0 and λ > 0, as in Section 3.2: namely, in the sublinear or linear
case (p ∈ ]0, 1]), the construction of a non-trivial lower solution, possibly for sufficiently
large λ > 0 if p = 1, produces one positive solution of the problem, and in the superlinear
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case (p ∈ ]1,+∞[), the construction of a couple of non-trivial non-ordered lower and upper
solutions gives rise to two distinct positive solutions of the problem, provided λ > 0 is
sufficiently large.
We conclude the section with an additional application to an autonomous problem,
where the potential F of f oscillates at 0+: in this case, a sequence of arbitrarily L∞-small
positive solutions of the problem is exhibited. The construction of a sequence of positive
upper solutions tending to 0 in the L∞-norm and the simple remark that 0 is a lower solution
lead to the conclusion.
3.2 The case N = 1
3.2.1 The autonomous equation: a time-map approach
In this subsection we discuss the existence of positive solutions of the following autonomous
Dirichlet problem in the Minkowski space−
(
u′√
1− u′2
)′
= f(u) in [−T, T ],
u(−T ) = u(T ) = 0.
(3.3)
Here T > 0 and F : R→ R is given by
F (s) =
∫ s
0
f(ξ) dξ = λ|s|p+1,
with λ > 0 and p > 0. We notice that the right-hand side f : R → R of the equation in
(3.3) is odd, continuous and satisfies f(s) > 0 for all s > 0. Let us consider the functions
ϕ,ψ previously defined in Chapter 1.
ϕ : R→ ]− 1, 1[, ϕ(s) = s√
1 + s2
, (3.4)
ψ : ]− 1, 1[→ R, ψ(s) = s√
1− s2 .
Let us also set Φ : R→ R as Φ(s) =
∫ s
0
ϕ(ξ) dξ =
√
1 + s2 − 1. Then the equation in (3.3)
is equivalent to the planar system u′ = −ϕ(v),v′ = f(u). (3.5)
Notice that its unique equilibrium point is (0, 0). The energy function associated with (3.5)
is given by
E(u, v) = Φ(v) + F (u).
The solutions (u, v) of (3.5) parametrize the level curves of E . Let us fix r > 0. We know
by Theorem 4.7.6 that there is a unique non-extendible solution u of the Cauchy problem
−(ψ(u′))′ = f(u),
u(0) = r,
u′(0) = 0,
(3.6)
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which satisfies
Φ
(
ψ(u′(t))
)
+ F (u(t)) = F (r)
for all t belonging to its domain. Let us define
Cr = {(x, y) ∈ R2 : Φ(ψ(y)) + F (x) = F (r)}.
Due to the even character of Φ and F , Cr is symmetric with respect to both the axes;
moreover Cr does not contain any equilibrium points of (3.5) and there holds Cr ⊆ [−r, r]×
]− 1, 1[, in particular Cr is connected. We also notice that Φ(ψ(y)) = 1√
1− y2 − 1 for all
y ∈ ]− 1, 1[: by taking advantage of this, the curve Cr can be represented in the form
Cr =
{
(x, y) ∈ R2 : y = ±
√
F (r)− F (x)
κ(F (r)− F (x))
}
,
where κ : R+ → R is given by
κ(s) =
1 + s√
2 + s
.
The function κ satisfies κ(0) = 1√
2
, it is strictly increasing and concave, with
κ′(s) =
3 + s
2(2 + s)3/2
, κ′′(s) = − 5 + s
4(2 + s)5/2
,
for all s ∈ R+. Let u be a non-extendible solution of (3.6) such that the trajectory (u, u′)
parametrizes Cr; we see that u ∈ C2(R) and is periodic with minimum period 4T (r), where
T (r) ∈ R+0 is the first positive zero of u, i.e., u is a classical 4T (r)-periodic solution of
equation
−
(
u′√
1− u′2
)′
= f(u).
We notice that the restriction of u to [−T (r), T (r)] is a positive solution of the Dirichlet
problem −
(
u′√
1− u′2
)′
= f(u) in [−T (r), T (r)],
u(−T (r)) = u(T (r)) = 0.
The aim is then to find, if it exists, a value r > 0 such that T (r) = T . For doing it, we
study the behaviour of the time-map T (·) : R+0 → R+0 , which can be computed as
T (r) =
∫ r
0
κ(F (r)− F (s))√
F (r)− F (s) ds. (3.7)
For any r > 0, T (r) provides the first positive instant in which the solution of the corre-
sponding Cauchy problem (3.6) vanishes. In the current case F (s) = λ|s|p+1 for all s ∈ R,
we use the notation Tλ in order to stress the dependence of the time-map on the parameter
λ; the expression (3.7) takes the form
Tλ(r) =
1√
λ
∫ r
0
κ(λ(rp+1 − sp+1))√
1− sp+1 ds =
1√
λ
r
1−p
2
∫ 1
0
κ(λrp+1(1− ξp+1))√
1− ξp+1 dξ,
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the last formulation being obtained by the change of variable ξ = sr . We notice that, for
any λ > 0, Tλ is continuous in R+0 and that it satisfies
lim
r→+∞Tλ(r) = +∞. (3.8)
Indeed there holds
Tλ(r) =
∫ r
0
1√
F (r)− F (s)
1 + F (r)− F (s)√
2 + F (r)− F (s) ds
=
∫ r
0
(
1 +
1√
(F (r)− F (s))2 + 2(F (r)− F (s))
)
ds ≥ r.
We also compute the first derivative of Tλ, which is given by
T ′λ(r) =
1√
λ
1− p
2
r−
p+1
2
∫ 1
0
κ(λrp+1(1− ξp+1))√
1− ξp+1 dξ
+
√
λ
2
(p+ 1)r
p+1
2
∫ 1
0
√
1− ξp+1 3 + λr
p+1(1− ξp+1)
(2 + λrp+1(1− ξp+1))3/2 dξ. (3.9)
The behaviour of Tλ as r goes to 0
+ depends on the exponent p. For this reason we
distinguish the following three cases
(i) p ∈ ]0, 1[: f is sublinear at 0;
(ii) p = 1: f is linear at 0;
(iii) p ∈ ]1,+∞[: f is superlinear at 0.
From (3.9) we first notice that Tλ is strictly increasing whenever p ∈ ]0, 1].
(i) Sublinear case, p ∈ ]0, 1[. We see that, for all λ > 0, there holds
lim
r→0+
Tλ(r) = 0. (3.10)
Let us fix λ > 0 and set gr : [0, 1[→ R, for all r ∈ [0, 1], as
gr(s) =
1√
λ
r
1−p
2
κ(λrp+1(1− sp+1))√
1− sp+1 .
We see that, for all s ∈ [0, 1[,
lim
r→0+
gr(s) = 0,
and, for all r ∈ [0, 1], for all s ∈ [0, 1[,
gr(s) = |gr(s)| ≤ 1√
λ
κ(λ)√
1− sp+1 = h(s),
with h ∈ L1(0, 1). Then by the dominated convergence theorem we get
lim
r→0+
Tλ(r) = lim
r→0+
∫ 1
0
gr(ξ) dξ = 0,
that is (3.10) is satisfied.
From (3.8), (3.10) and the strictly increasing character of the time-map Tλ for all
λ > 0, we deduce that problem (3.3) has precisely one positive solution for all λ > 0.
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(ii) Linear case, p = 1. From the expression of the time-map
Tλ(r) =
1√
λ
∫ 1
0
κ(λr2(1− ξ2))√
1− ξ2 dξ,
we show that the following limit holds for all λ > 0:
lim
r→0+
Tλ(r) =
pi
2
√
2λ
. (3.11)
Let us fix λ > 0 and set hr : [0, 1[→ R, for all r ∈ [0, 1], as
hr(s) =
1√
λ
κ(λr2(1− s2))√
1− s2 .
We see that, for all s ∈ [0, 1[,
lim
r→0+
hr(s) =
1√
2λ
1√
1− s2 ,
and, for all r ∈ [0, 1], for all s ∈ [0, 1[,
hr(s) = |hr(s)| ≤ 1√
λ
κ(λ)√
1− s2 = h(s),
with h ∈ L1(0, 1). Then by the dominated convergence theorem we get
lim
r→0+
Tλ(r) = lim
r→0+
∫ 1
0
hr(ξ) dξ =
1√
2λ
∫ 1
0
1√
1− ξ2 dξ =
pi
2
√
2λ
,
that is (3.11) is satisfied.
Let us now set λ∗ = 18
(
pi
T
)2
so that T = pi
2
√
2λ∗
: from (3.8), (3.11) and the strictly
increasing character of the time-map Tλ in R+0 for all λ > 0, we deduce that problem
(3.3) has precisely one positive solution for all λ ∈ ]λ∗,+∞[, whereas it has no positive
solutions if λ ∈ ]0, λ∗].
(iii) Superlinear case, p ∈ ]1,+∞[. We first notice that for all λ > 0 there holds
lim
r→0+
Tλ(r) = lim
r→0+
1√
λ
r
1−p
2
∫ 1
0
κ(λrp+1(1− ξp+1))√
1− ξp+1 dξ =
cp+1√
2λ
lim
r→0+
r
1−p
2 = +∞,
(3.12)
where cp+1 =
∫ 1
0
1√
1− ξp+1 dξ ∈
]
0, pi2
[
. By definition of κ we have
κ(s) =
1 + s√
2 + s
=
√
2 + s− 1√
2 + s
≤ √2 + s,
for all s ∈ R+, then
Tλ(r) ≤ 1√
λ
r
1−p
2
∫ 1
0
√
2 + λrp+1(1− ξp+1)
1− ξp+1 dξ
≤ 1√
λ
r
1−p
2
(∫ 1
0
√
2
1− ξp+1 dξ +
√
λr
p+1
2
)
=
√
2
λ
cp+1r
1−p
2 + r = Sλ(r) (3.13)
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holds for all λ > 0, for all r ∈ R+0 .
Once fixed λ > 0, let us set mλ = min
r∈R+0
Tλ(r). We show that
lim
λ→+∞
mλ = 0. (3.14)
Let r0 = λ
− 1p+1 . A simple computation gives Sλ(r0) = (
√
2 cp+1 + 1)λ
− 1p+1 , then
taking advantage of (3.13), we deduce that (3.14) is satisfied.
In conclusion, by conditions (3.8), (3.12) and (3.14), we get the existence of some
λ∗∗ > 0 such that problem (3.3) has at least two positive solutions for all λ ∈ ]λ∗∗,+∞[,
at least one positive solution if λ = λ∗∗ and no positive solutions for any λ ∈ ]0, λ∗∗[.
Collecting the results obtained in the three cases, we have proved the following theorem
under the sublinear, linear or superlinear assumptions on f .
Theorem 3.2.1. Let T > 0 be fixed. The following existence results are valid for the
Dirichlet problem (3.3) when F (s) = λ|s|p+1, with λ > 0, p > 0.
(i) If p ∈ ]0, 1[, then problem (3.3) has precisely one positive solution for all λ > 0;
(ii) if p = 1, then problem (3.3) has precisely one positive solution for all λ ∈ ]λ∗,+∞[,
where λ∗ = 18
(
pi
T
)2
, whereas it has no positive solutions for any λ ∈ ]0, λ∗];
(iii) if p ∈ ]1,+∞[, then there exists λ∗∗ > 0 such that problem (3.3) has at least two
positive solutions for all λ ∈ ]λ∗∗,+∞[, it has at least one positive solution if λ = λ∗∗
and it has no positive solutions for any λ ∈ ]0, λ∗∗[.
The bifurcation diagrams, where ‖u‖∞ is plotted against λ in the sublinear, linear or
superlinear cases, are depicted in the figures below.
-
6
λ
T
‖u‖∞
Figure 3.1: Bifurcation diagram in the sublinear case, p ∈ ]0, 1[.
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-
6
λλ∗
T
‖u‖∞
Figure 3.2: Bifurcation diagram in the linear case, p = 1.
-
6
λλ∗∗
T
‖u‖∞
Figure 3.3: Bifurcation diagram in the superlinear case, p ∈ ]1,+∞[.
The existence and multiplicity results previously obtained can be extended to the non-
autonomous problem −
(
u′√
1− u′2
)′
= λf(t, u) in [−T, T ],
u(−T ) = u(T ) = 0,
(3.15)
where f : [−T, T ]×R→ R satisfies at least the L1-Carathe´odory conditions: in the following
Theorem 3.2.2 refers to the sublinear case, Theorem 3.2.3 deals with the linear case, finally
Theorem 3.2.4 studies the superlinear case. We omit here the proofs of these results; the
sublinear and the superlinear cases being extensively treated in Section 3.3 under radial
assumptions on a bounded domain Ω in RN and in Section 3.4 under more general conditions
on the domain. For an exhaustive dissertation about the one-dimensional situation, we refer
to our work [46], which contains the proofs of the results stated below. Limited to that
paper, the approach in the sublinear and in the superlinear cases is variational, whereas the
technique employed in the linear case is topological and based on the classical Rabinowitz
bifurcation theorem.
Here F (t, s) stands for F (t, s) =
∫ s
0
f(t, ξ) dξ.
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Theorem 3.2.2. Assume
(h1) f : [−T, T ]× R→ R satisfies the L1-Carathe´odory conditions,
(h2) there exist a, b, with −T ≤ a < b ≤ T , such that lim inf
s→0+
F (t, s)
s2
> −∞ uniformly a.e.
in t ∈ [a, b],
(h3) there exist c, d, with a < c < d < b, such that lim sup
s→0+
∫ d
c
F (t, s)
s2
dt = +∞,
(h4) f(t, 0) ≥ 0 for a.e. t ∈ [−T, T ].
Then problem (3.15) has at least one positive solution for all λ > 0.
Theorem 3.2.3. Assume
(h5) m ∈ L∞(−T, T ) with m+ > 0 in [−T, T ],
(h6) f : [−T, T ]× R→ R satisfies the L∞-Carathe´odory conditions,
(h7) lim
s→0+
f(t, s)
s
= m(t) uniformly a.e. in t ∈ [−T, T ].
Then there exist λ∗, λ∗, with 0 < λ∗ < λ∗ and λ∗ = λ∗(m), such that problem (3.15) has at
least one strictly positive solution for all λ ∈ ]λ∗,+∞[, whereas it has no positive solutions
for all λ ∈ ]0, λ∗[.
Theorem 3.2.4. Assume (h1),
(h8) there exists w ∈ H10 (−T, T ), with w > 0 in [−T, T ] and ‖w′‖∞ < 1, such that∫ T
−T
F (t, w) dt > 0,
(h9) lim sup
s→0+
F (t, s)
s2
≤ 0 uniformly a.e. in t ∈ [−T, T ],
(h10) f(t, 0) = 0 for a.e. t ∈ [−T, T ].
Then there exists λ∗∗ > 0 such that problem (3.15) has at least two positive solutions for all
λ ∈ ]λ∗∗,+∞[.
3.3 The variational case N ≥ 2 in a ball
This section focuses on the existence and the multiplicity of positive radially symmetric
solutions of the Dirichlet problem associated with a prescribed mean curvature equation in
the Minkowski space 
−div
( ∇u√
1− |∇u|2
)
= f(r, u) in B,
u = 0 on ∂B,
(3.16)
where B = B(x0, R) is a ball in RN , with N ≥ 2, centered at x0 with radius R > 0, and
r ∈ ]0, R[ is such that r = |x−x0|, for any x ∈ B. Depending on the behaviour of f = f(r, s)
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near s = 0, we prove the existence of either one, or two or three positive solutions. All the
results are obtained by reduction to an equivalent non-singular one-dimensional problem, to
which variational methods can be applied in a standard way.
From here on we fix N ≥ 2. Throughout this section δij denotes the Kronecker delta.
3.3.1 Preliminaries
We start with the analysis of an autonomous case.
Motivation
Starting from a simple autonomous case, the following proposition supplies one motivation
for the study of positive radial solutions of problem (3.16).
Proposition 3.3.1. Let f : R → R be of class C1. Then any positive solution u ∈ C2(B)
of the autonomous Dirichlet problem
−div
( ∇u√
1− |∇u|2
)
= f(u) in B,
u = 0 on ∂B
(3.17)
is radially symmetric.
Proof. Let u ∈ C2(B) be a positive solution of (3.17); by definition, there exists some
constant L ∈ ]0, 1[ such that ‖∇u‖∞ < L. For simplicity we write the equation in (3.17) as
−div
(
a(|∇u|2)∇u
)
= f(u),
with a : [0, 1[→ R given by
a(s) =
1√
1− s .
Easy computations yield
div
(
a(|∇u|2)∇u
)
= a(|∇u|2)∆u+ 2a′(|∇u|2)
N∑
i,j=1
∂xiu ∂xju ∂xixju.
Let us consider the function F : R×B1 × RN2 → R given by
F(s, z, p) = a(|z|2)
N∑
i=1
pii + 2a
′(|z|2)
N∑
i,j=1
zi zj pij + f(s),
where B1 is the open ball in RN centered at 0 with radius 1, z = (zi)i ∈ RN and p =
(pij)i,j ∈ RN2 . We introduce a modification a¯ : R→ R of the function a, defined by
a¯(s) =

α1(s) if s ∈ ]−∞, 0[,
a(s) if s ∈ [0, L2[,
α2(s) if s ∈ [L2, 1[,
c if s ∈ [1,+∞[,
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where the functions α1, α2 : R → R and the constant c are such that a¯ belongs to C∞(R),
it is increasing and positive. The function u is a positive solution of the modified problem−div
(
a¯(|∇u|2)∇u
)
= f(u) in B,
u = 0 on ∂B.
As above, we observe that
div(a¯(|∇u|2)∇u) = a¯(|∇u|2)∆u+ 2a¯′(|∇u|2)
N∑
i,j=1
∂xiu ∂xju ∂xi,xju
and there exists a constant K > 0 such that 0 ≤ a¯′(s) < K for all s ∈ R. Let us consider
the function F : R× RN × RN2 → R given by
F(s, z, p) = a¯(|z|2)
N∑
i=1
pii + 2a¯
′(|z|2)
N∑
i,j=1
zi zj pij + f(s).
The function F satisfies all the assumptions in Theorem 4.10.1. Then we can easily conclude
that u is symmetric with respect to any hyperplane passing through the origin, which means
that u is radially symmetric.
Remark 3.3.1 Notice that Theorem 4.10.1 cannot be applied directly to the original oper-
ator, the mean curvature operator in the Minkowski space, since it is not uniformly elliptic.
Indeed, the operator can be written as
div
( ∇u√
1− |∇u|2
)
=
∆u√
1− |∇u|2 +
1
(1− |∇u|2)3/2
N∑
i,j=1
∂xiu ∂xju ∂xixju,
for any u of class C2 with ‖u‖∞ < 1. The matrix associated with it is given by (aij)i,j =
(aij(z))i,j , where
aij(z) =
δij√
1− |z|2 +
zi zj
(1− |z|2)3/2 ,
for all i, j = 1, . . . , N . By applying the Cauchy-Schwarz inequality in RN we get
|ξ|2 ≤
N∑
i,j=1
aij(z)ξi ξj ≤ |ξ|
2
(1− |z|2)3/2 ,
for all z ∈ B1, for all ξ ∈ RN . It is then clear that there is no Λ > 0 such that
N∑
i,j=1
aij(z)ξi ξj ≤ Λ|ξ|2,
for all z ∈ B1, for all ξ ∈ RN .
The variational framework
We introduce some technical tools that will be used in the sequel. From here on we assume
(h1) f : [0, R]× R→ R satisfies the L1-Carathe´odory conditions.
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We set F : [0, R]× R→ R as F (r, s) =
∫ s
0
f(r, ξ) dξ.
The notion of (positive) solution of problem (3.16) we adopt is the following.
Definition 3.3.1 (Notion of solution of (3.16)). We say that a function u ∈ C1(B) is a
solution of (3.16) if ‖∇u‖∞ < 1, ∇u√
1−|∇u|2 ∈ W
1,1(B), u satisfies the equation a.e. in B
and the boundary conditions on ∂B. Further, it is said to be positive if u > 0 in B.
As anticipated, the aim of this section is to investigate the existence of positive radially
symmetric solutions of problem (3.16). By definition, a function u ∈ C1(B) is radial if there
exists a one-dimensional function v ∈ C1([0, R]), such that
v(r) = u(x− x0), (3.18)
with x ∈ B such that r = |x − x0|, for all r ∈ [0, R]. In this regard, we introduce the
following mixed boundary value problem in dimension 1.−
(
rN−1v′√
1− v′2
)′
= rN−1f(r, v) in ]0, R[,
v′(0) = v(R) = 0.
(3.19)
The concept of (positive) solution of (3.19) reflects the one for the N -dimensional problem
(3.16).
Definition 3.3.2 (Notion of solution of (3.19)). We say that a function v ∈ C1([0, R]) is a
solution of (3.19) if ‖v′‖∞ < 1, rN−1v′√1−v′2 ∈ W 1,1(0, R), u satisfies the equation a.e. in [0, R]
and the boundary conditions. Further, it is said to be positive if v > 0 in [0, R].
We observe that, if u ∈ C1(B) is a radially symmetric solution of the Dirichlet problem
(3.16), then v ∈ C1([0, R]) defined by (3.18) is a solution of the mixed boundary value
problem (3.19); the converse also holds. The aim is then to find positive solutions v ∈
C1([0, R]) of (3.19).
With this intent, we will first introduce an equivalent formulation of problem (3.19).
Define f˜ : [0, R]× R→ R by setting, for a.e. r ∈ [0, R],
f˜(r, s) =

0 if |s| ≥ R+ 1,
f(r, s) 0 ≤ s ≤ R,
linear if −(R+ 1) < s < 0 or R < s < R+ 1,
(3.20)
such that f˜(r, ·) is a continuous function. We notice that f˜ satisfies the L1-Carathe´odory
conditions and there exists γ ∈ L1(0, R) such that∣∣f˜(r, s)∣∣ ≤ γ(r), (3.21)
for a.e. r ∈ [0, R] and for every s ∈ R.
We consider the functions ψ, ϕ as defined in Chapter 1, which are recalled here.
ψ : ]− 1, 1[→ R, ψ(s) = s√
1− s2 ,
ϕ : R→ ]− 1, 1[, ϕ(s) = s√
1 + s2
.
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The function ϕ is the inverse of ψ. Let us also define Ψ : ]− 1, 1[→ R as
Ψ(s) =
∫ s
0
ψ(ξ) dξ = 1−
√
1− s2. (3.22)
Set σ = ψ′(ϕ(‖γ‖L1)) and define ψ˜ : R→ R as
ψ˜(s) =

σ (s+ ϕ(‖γ‖L1))− ‖γ‖L1 if s < −ϕ(‖γ‖L1),
ψ(s) if |s| ≤ ϕ(‖γ‖L1),
σ (s− ϕ(‖γ‖L1)) + ‖γ‖L1 if s > ϕ(‖γ‖L1).
(3.23)
Let Ψ˜ : R→ R be given by
Ψ˜(s) =
∫ s
0
ψ˜(ξ) dξ. (3.24)
It satisfies
1
2
s2 ≤ Ψ˜(s) ≤ 1
2
σs2 (3.25)
for all s ∈ R. Consider the modified problem−(rN−1ψ˜(v′))′ = rN−1f˜(r, v) in ]0, R[,v′(0) = v(R) = 0. (3.26)
We say that a function v ∈ C1([0, R]) is a solution of the equation in (3.26) if rN−1ψ˜(v′) ∈
W 1,1(0, R) and v satisfies the equation in (3.26) a.e. in [0, R]; moreover v is a solution of
(3.26) if in addition it satisfies the boundary conditions.
Notice that ψ˜ is defined in R, then there is no need to impose any assumptions on the
boundedness of v′ in [0, R]. In fact, the structure of the equation implies a natural bound
on v′, as the following proposition evidences.
Proposition 3.3.2. Assume (h1). Then a positive function v ∈ C1([0, R]) is a solution of
(3.19) if and only if it is a solution of (3.26).
Proof. Let v ∈ C1([0, R]) be a positive solution of (3.19). From v(R) = 0 and ‖v′‖∞ < 1,
we obtain the estimate 0 ≤ v(r) < R for all r ∈ [0, R], so
f˜(r, v(r)) = f(r, v(r)),
for a.e. r ∈ [0, R]. Since v′(0) = 0, integrating the equation in (3.19) between 0 and a fixed
r ∈ ]0, R[, we get ∣∣rN−1ψ(v′(r))∣∣ ≤ ∫ r
0
sN−1 |f(s, v)| ds,
hence ∣∣ψ(v′(r))∣∣ ≤ ∫ r
0
(s
r
)N−1
|f(s, v)| ds ≤ ‖γ‖L1 .
Therefore ‖v′‖∞ ≤ ψ−1(‖γ‖L1) = ϕ(‖γ‖L1), which implies that
ψ˜(v′(r)) = ψ(v′(r)),
for all r ∈ [0, R], and we conclude that v is a positive solution of (3.26).
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On the other hand, if v ∈ C1([0, R]) is a positive solution of (3.26), arguing as above, we
see that
‖v′‖∞ ≤
(
ψ˜
)−1(‖γ‖L1).
In particular, we get ‖v′‖∞ < 1. Then, as before, 0 ≤ v(r) < R for all r ∈ [0, R], so
ψ(v′(r)) = ψ˜(v′(r)) for all r ∈ [0, R],
f(r, v(r)) = f˜(r, v(r)) for a.e. r ∈ [0, R]
and v is a positive solution of (3.19).
This proposition allows to turn our attention to the search of positive solutions of (3.26).
The variational formulation of problem (3.26) is introduced in what follows. According
to [28], we define the space
HN−1(0, R) =
{
w ∈W 1,1loc (]0, R]) :
∫ R
0
rN−1w′2 dr < +∞ and w(R) = 0
}
.
Remark 4.5.2 ensures that HN−1(0, R) is a Hilbert space with respect to the norm
‖w‖R =
(∫ R
0
rN−1w′2 dr
)1/2
.
We notice that the following inclusion holds
HN−1(0, R) ⊆ C(]0, R]).
Now we point out some properties of HN−1(0, R), which play a central role in the theorem
we are going to prove.
Lemma 3.3.3. For any p ∈ ]N−22 ,+∞[, there exists a constant c = c(R, p) > 0 such that
the estimate
‖rpv‖∞ ≤ c ‖v‖R
holds for all v ∈ HN−1(0, R).
Proof. If N > 2, the result is contained in Proposition 4.5.3, with the choice k = N − 1. We
show that it also holds for N = 2. Fix p > 0: for any r ∈ ]0, R], we have
|rpv(r)| =
∣∣∣∣rp ∫ R
r
v′ ds
∣∣∣∣ ≤ (∫ R
r
r2p
s
ds
)1/2(∫ R
r
sv′2 ds
)1/2
≤
(
r2p log
(
R
r
))1/2
‖v‖R.
Now name l : ]0, R] → R the function l(y) = y2p log(Ry ). This function is continuous and
bounded, so there exists a positive constant c = c(R, p) such that |l(y)| ≤ c for all y ∈ ]0, R].
Then we get the conclusion.
Lemma 3.3.4. For any q ∈ [2, 2∗[, there exists a constant d = d(R, q) > 0 such that the
estimate ∫ R
0
rN−1 |v|q dr ≤ d ‖v‖qR
holds for all v ∈ HN−1(0, R).
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Proof. We refer to Proposition 4.5.4 for the case N > 2, with the choice k = N − 1. As for
N = 2, we apply Lemma 3.3.3, with p = 1q and we get∫ R
0
r |v|q dr =
∫ R
0
(
r1/q |v|
)q
dr ≤ R∥∥r1/qv∥∥q∞ ≤ d ‖v‖qR ,
where d = Rcq and c is the constant in the statement of the previous Lemma.
In particular, we deduce that there exists a Poincare´-like constant CP = CP (R) > 0 such
that ∫ R
0
rN−1 |v|2 dr ≤ CP ‖v‖2R , (3.27)
for all v ∈ HN−1(0, R).
We are now in position of defining the action functional associated with (3.26). Naming
F˜ : [0, R]× R→ R the function F˜ (r, s) =
∫ s
0
f˜(r, ξ) dξ, we set I : HN−1(0, R)→ R as
I(w) =
∫ R
0
rN−1Ψ˜(w′) dr −
∫ R
0
rN−1F˜ (r, w) dr,
where Ψ˜ is defined in (3.24). In the rest of the subsection we list some properties of problem
(3.26).
Lemma 3.3.5. If v ∈ HN−1(0, R) is a critical point of I, then v belongs to C1([0, R]) and
is a solution of (3.26).
Proof. The proof closely follows the line of [28, Proposition 5], of which part of the statement
is recorded in Proposition 4.5.5. Since v ∈ W 1,1loc (]0, R]) and |ψ˜(s)| ≤ σ |s| for all s ∈ R, by
Theorem 4.4.6 we see that the function rN−1ψ˜(v′) belongs to L1loc(]0, R]). Moreover, from
(h1) and in particular from condition (3.21) satisfied by f˜ , the function r
N−1f˜(r, v) belongs
to L1(0, R). On the other hand, since v is a critical point of I in HN−1(0, R), it satisfies
v(R) = 0 and ∫ R
0
rN−1ψ˜(v′)w′ dr =
∫ R
0
rN−1f˜(r, v)w dr
for all w ∈ C∞0 (0, R). Therefore, we infer that rN−1ψ˜(v′) ∈ W 1,1loc (]0, R]) and the following
equality holds
−(rN−1ψ˜(v′))′ = rN−1f˜(r, v), (3.28)
a.e. in ]0, R[. As a consequence, v ∈ C1(]0, R]). It remains to study the behaviour of v as r
tends to 0+. Set Γ : [0, R]→ R as
Γ(s) =
∫ s
0
γ(ξ) dξ,
where γ is defined in (3.21). Notice that, since γ ∈ L1(0, R), its primitive Γ ∈ W 1,1(0, R).
Taking 0 < r1 < r2 ≤ R and integrating (3.28) between r1 and r2, we get∣∣rN−12 ψ˜(v′(r2))− rN−11 ψ˜(v′(r1))∣∣ ≤ ∫ r2
r1
rN−1|f˜(r, v)| dr
≤ rN−12
∫ r2
r1
γ(r) dr
= rN−12 (Γ(r2)− Γ(r1)). (3.29)
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The uniform continuity of Γ implies that the function rN−1ψ˜(v′) has finite limit as r tends to
0+. In particular, the condition
∫ R
0
rN−1v′2 dr < +∞, that is
∫ R
0
rN−1
(
ψ˜(v′)
)2
dr < +∞,
forces the limit to be 0. Hence, for any fixed r ∈ ]0, R] estimate (3.29) yields∣∣rN−1ψ˜(v′(r))∣∣ ≤ rN−1Γ(r).
Observing that |s| ≤ |ψ˜(s)| for all s ∈ R, we have
|v′(r)| ≤ ∣∣ψ˜(v′(r))∣∣ ≤ Γ(r)
for all r ∈ ]0, R]. In particular, v ∈ C1([0, R]), with v′(0) = 0. We can conclude in this way
that v is a solution of (3.26).
Lemma 3.3.6. Assume (h1) and let f(r, 0) ≥ 0, for a.e. r ∈ [0, R]. If v ∈ C1([0, R]) is a
nontrivial solution of
−(rN−1ψ˜(v′))′ = rN−1f˜(r, v) in ]0, R[ (3.30)
and v satisfies v(R) = 0, then v is positive.
Proof. Multiplying equation (3.30) by v− and integrating from 0 to R, we get
−
∫ R
0
(rN−1ψ˜(v′))′v− dr =
∫ R
0
rN−1f˜(r, v)v− dr. (3.31)
By definition of f˜ introduced in (3.20), f˜(r, s) ≥ 0 for a.e. r ∈ [0, R] and every s ≤ 0, so the
right-hand side of (3.31) is non-negative. Since by Theorem 4.6.11 the function v− belongs
to W 1,1(0, R), we can integrate by parts the left-hand side of (3.31) and, by the oddness of
ψ˜, we have∫ R
0
(rN−1ψ˜(v′))′v− dr = −
∫ R
0
rN−1ψ˜(v′)(v−)′ dr =
∫ R
0
rN−1ψ˜((v−)′)(v−)′ dr.
Therefore we get ∫ R
0
rN−1ψ˜((v−)′)(v−)′ dr ≤ 0.
Since ψ˜ is strictly increasing and ψ˜(0) = 0, we have ψ˜(s)s ≥ 0, for all s ∈ R and the equality
holds if and only if s = 0. Hence we can conclude that the nontrivial solution v is such that
v− = 0 in [0, R], that is v is positive.
3.3.2 Existence and multiplicity results
We are now in position of proving several existence and multiplicity results under different
configurations of the nonlinearity.
Theorem 3.3.7. Assume (h1),
(h2) there exist a, b, with 0 ≤ a < b ≤ R, such that lim inf
s→0+
F (r, s)
s2
> −∞ uniformly a.e. in
r ∈ [a, b],
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(h3) there exist c, d, with a < c < d < b, such that lim sup
s→0+
∫ d
c
rN−1
F (r, s)
s2
dr = +∞,
(h4) f(r, 0) ≥ 0 for a.e. r ∈ [0, R],
(h5) g : [0, R]× R→ R satisfies the L1-Carathe´odory conditions,
and set G : [0, R]× R→ R as G(r, s) =
∫ s
0
g(r, ξ) dξ. Assume further
(h6) there exists w ∈ HN−1(0, R) such that w > 0 in [0, R], ‖w′‖∞ < 1 and∫ R
0
rN−1G(r, w) dr > 0,
(h7) lim sup
s→0+
G(r, s)
s2
≤ 0 uniformly a.e. in r ∈ [0, R],
(h8) lim inf
s→0+
G(r, s)
s2
> −∞ uniformly a.e. in r ∈ [a, b], with a and b defined in (h2),
(h9) g(r, 0) = 0 for a.e. r ∈ [0, R].
Then there exist µ∗ > 0 and a function λ : ]µ∗,+∞[ → ]0, 1] such that, for all µ > µ∗
λ ∈ ]0, λ(µ)[, the problem−
(
rN−1v′√
1− v′2
)′
= rN−1
(
λf(r, v) + µg(r, v)
)
in ]0, R[,
v′(0) = v(R) = 0
(3.32)
has at least three positive solutions.
Proof. Step 1. Variational setting of the problem. Following the procedure applied in Propo-
sition 3.3.2, we replace f , g with functions f˜ , g˜ defined according to (3.20) so that f˜(r, ·),
g˜(r, ·) are continuous for a.e. r ∈ [0, R]; we also substitute F , G with F˜ , G˜, where F˜ ,
G˜ : [0, R]×R→ R are given by F˜ (r, s) =
∫ s
0
f˜(r, ξ) dξ , G˜(r, s) =
∫ s
0
g˜(r, ξ) dξ, respectively.
We notice that the modified functions f˜ , g˜ satisfy all the assumptions of the theorem, and,
for a.e. r ∈ [0, R], f˜(r, ·), g˜(r, ·) both coincide with the original functions in [0, R], f˜(r, s) = 0
for |s| ≥ R+1, g˜(r, s) = 0 for s ≤ 0 or s ≥ R+ 1. Since f˜ and g˜ vanish outside the rectangle
[0, R]× [−(R+ 1), R+ 1] and satisfy the L1-Carathe´odory conditions, we can find constants
cf , cg > 0 such that∫ R
0
rN−1|F˜ (r, v)| dr ≤ cf and
∫ R
0
rN−1G˜(r, v) dr ≤ cg, (3.33)
for all v ∈ HN−1(0, R); moreover, for all λ ≥ 0, µ ≥ 0 there exists γ = γλ,µ ∈ L1(0, R) such
that
λ|f˜(r, s)|+ µ|g˜(r, s)| ≤ γ(r) (3.34)
for a.e. r ∈ [0, R] and every s ∈ R. Without loss of generality, we can also suppose that
ψ(‖w′‖∞) < ‖γ‖L1 ,
where w ∈ HN−1(0, R) is the function described in (h6).
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We define ψ˜ as in (3.23), Ψ˜ as in (3.24) and Iλ,µ : HN−1(0, R)→ R by setting
Iλ,µ(v) =
∫ R
0
rN−1Ψ˜(v′) dr − λ
∫ R
0
rN−1F˜ (r, v) dr − µ
∫ R
0
rN−1G˜(r, v) dr,
for all λ ≥ 0, µ ≥ 0.
Step 2. Existence of a global minimizer. The functional Iλ,µ is of class C1 and weakly lower
semi-continuous. Moreover, it is coercive and bounded from below: indeed, from (3.25) and
(3.33), we have
Iλ,µ(v) ≥ 1
2
∫ R
0
rN−1v′2 dr − λ
∫ R
0
rN−1F˜ (r, v) dr − µ
∫ R
0
rN−1G˜(r, v) dr
≥ 1
2
‖v‖2R − (λcf + µcg) (3.35)
for all v ∈ HN−1(0, R). As a consequence of Theorem 4.3.1, for each λ ≥ 0 and µ ≥ 0 there
exists u1 ∈ HN−1(0, R) such that
Iλ,µ(u1) = min
v∈HN−1(0,R)
Iλ,µ(v).
Take µ∗ > 0 such that∫ R
0
rN−1Ψ(w′) dr − µ∗
∫ R
0
rN−1G˜(r, w) dr + 2cf ≤ 0 (3.36)
where Ψ is defined in (3.22). Then if λ ∈ [0, 1] and µ > µ∗, we have
Iλ,µ(u1) ≤ Iλ,µ(w) < −cf < 0, (3.37)
which implies u1 6= 0.
Step 3. Existence of a mountain pass critical point. We are now interested in searching a
second critical point of Iλ,µ, using the mountain pass theorem, Theorem 4.3.2. Let us verify
that the Palais-Smale condition holds. Take a Palais-Smale sequence (vn)n in HN−1(0, R).
From (3.35) it follows that (vn)n is bounded; this implies that there exists a subsequence,
that we still denote by (vn)n, which weakly converges in HN−1(0, R). Let v be the limit
of this sequence. Since (I ′λ,µ(vn)[w])n converges to 0, for all w ∈ HN−1(0, R), choosing
w = vn − v, we get
lim
n→+∞
(∫ R
0
rN−1ψ˜(v′n)(v
′
n − v′) dr − λ
∫ R
0
rN−1f˜(r, vn)(vn − v) dr+
−µ
∫ R
0
rN−1g˜(r, vn)(vn − v) dr
)
= 0.
By (3.34) and Lemma 3.3.3, there exists c = c(R,N) > 0 such that there holds∣∣∣∣ ∫ R
0
rN−1(λf˜(r, vn) + µg˜(r, vn))w dr
∣∣∣∣ ≤ ∫ R
0
rN−1γ(r)|w| dr ≤ c ‖γ‖L1 ‖w‖R ,
for all n and for all w ∈ HN−1(0, R), that is, the function `n : [0, R] → R given by `n(r) =
rN−1(λf˜(r, vn)+µg˜(r, vn)) induces a linear and continuous functional on HN−1(0, R) for all
n. Then, by definition of weak convergence in HN−1(0, R) we obtain
lim
n→+∞
∫ R
0
rN−1(λf˜(r, vn) + µg˜(r, vn)) (vn − v) dr = 0.
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It follows that
lim
n→+∞
∫ R
0
rN−1ψ˜(v′n) (v
′
n − v′) dr = 0.
Moreover, we have
lim
n→+∞
∫ R
0
rN−1ψ˜(v′) (v′n − v′) dr = 0,
and then
lim
n→+∞
∫ R
0
rN−1(ψ˜(v′n)− ψ˜(v′)) (v′n − v′) dr = 0.
In order to conclude that
lim
n→+∞ ‖vn − v‖R = 0,
it suffices to observe that
(ψ˜(s1)− ψ˜(s2)) (s1 − s2) ≥ (s1 − s2)2,
for all s1, s2 ∈ R. This shows that the Palais-Smale condition holds.
On the other hand, let us check that, for sufficiently small non-negative λ, we are in
presence of the mountain pass geometry around the origin. By assumptions (h5) and (h7)
there exist ϑ > 0 and η¯ > 0 such that
G˜(r, s) ≤ ϑ|s|2+η¯
for a.e. r ∈ [0, R] and all s ∈ R. We can now state that, for any given η ∈ [0, η¯], the
inequality ∫ R
0
rN−1G˜(r, v) dr ≤ ϑ(R+ 1)η¯
∫ R
0
rN−1|v|2+η dr
holds for all v ∈ HN−1(0, R). Indeed, recall that from (h9) and from the definition of the
function g˜, we have G˜(r, s) = 0 for all s ≤ 0 and G˜(r, s) = G˜(r,R + 1) for all s ≥ R + 1,
both for a.e. r ∈ [0, R]. Therefore, for any η ∈ [0, η¯]∫ R
0
rN−1G˜(r, v) dr =
∫ R
0
rN−1G˜(r, v+ ∧ (R+ 1)) dr
≤ ϑ
∫ R
0
rN−1(v+ ∧ (R+ 1))2+η¯ dr
= ϑ(R+ 1)2+η¯
∫ R
0
rN−1
(
v+
R+ 1
∧ 1
)2+η¯
dr
≤ ϑ(R+ 1)2+η¯
∫ R
0
rN−1
(
v+
R+ 1
∧ 1
)2+η
dr
= ϑ(R+ 1)η¯−η
∫ R
0
rN−1(v+ ∧ (R+ 1))2+η dr
≤ ϑ(R+ 1)η¯
∫ R
0
rN−1|v|2+η dr.
3.3 The variational case N ≥ 2 in a ball 143
Fix η ∈ [0, η¯] such that 2 + η < 2∗, then by Lemma 3.3.4 there exists a constant dη > 0 such
that
∫ R
0
rN−1Ψ˜(v′) dr − µ
∫ R
0
rN−1G˜(r, v) dr ≥ 1
2
‖v‖2R − µϑ(R+ 1)η¯
∫ R
0
rN−1|v|2+η dr
≥ 1
2
‖v‖2R − µϑ(R+ 1)η¯dη‖v‖2+ηR
= ‖v‖2R
(
1
2
− µϑ(R+ 1)η¯dη‖v‖ηR
)
(3.38)
for all v ∈ HN−1(0, R). Now take ρ ∈ ]0, ‖w‖R[ such that
1
2
− µϑ(R+ 1)η¯dηrη > 0
for all r ∈ [0, ρ]. We notice that for any ν ∈ ]0, ρ], there exists a constant λµ,ν ∈ ]0, 1] such
that
r2
(
1
2
− µϑ(R+ 1)η¯dηrη
)
− λµ,νcf ≥ 0 (3.39)
for all r ∈ [ν, ρ]. We fix some ν ∈ ]0, ρ] and the corresponding λµ,ν > 0. We also pick any
λ ∈ [0, λµ,ν [. By (3.38) and (3.39), we have
Iλ,µ(v) =
∫ R
0
rN−1Ψ˜(v′) dr − λ
∫ R
0
rN−1F˜ (r, v) dr − µ
∫ R
0
rN−1G˜(r, v) dr
≥ ‖v‖2R
(
1
2
− µϑ(R+ 1)η¯dη‖v‖ηR
)
− λcf > 0
for all v ∈ HN−1(0, R) such that ‖v‖R = ρ. Since (3.37) also holds, by the mountain pass
theorem we conclude that the functional Iλ,µ has a critical point u2, with Iλ,µ(u2) > 0 and
then u1 6= u2.
Step 4. Existence of a local minimizer. We observe that there exists a local minimum point
u3 of Iλ,µ, with ‖u3‖R < ρ. To verify that u3 6= 0, let ζ ∈ HN−1(0, R) be such that 0 ≤ ζ ≤ 1
in [0, R], ζ(r) = 0 for all r ∈ [0, a] ∪ [b, R], and ζ(r) = 1 for all r ∈ [c, d]. By assumptions
(h2), (h3) and (h8) there exist a constant K > 0 and a strictly decreasing sequence (cn)n in
R satisfying
lim
n→+∞ cn = 0, (3.40)
lim
n→+∞
∫ d
c
rN−1
F˜ (r, cn)
c2n
dr = +∞, (3.41)
F˜ (r, cnζ(r)) ≥ −Kc2nζ(r)2 for a.e. r ∈ [a, b] and all n, (3.42)
G˜(r, cnζ(r)) ≥ −Kc2nζ(r)2 for a.e. r ∈ [a, b] and all n.
In particular we have ‖cnζ‖R < ρ for large n. Then we compute, using also (3.25) and
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(3.27),
Iλ,µ(cnζ) =
∫ R
0
rN−1Ψ˜(cnζ ′) dr − λ
∫ R
0
rN−1F˜ (r, cnζ) dr − µ
∫ R
0
rN−1G˜(r, cnζ) dr
≤ σ
2
∫ R
0
rN−1(cnζ ′)2 dr − λ
∫ b
a
rN−1F˜ (r, cnζ) dr − µ
∫ b
a
rN−1G˜(r, cnζ) dr
≤ c2n
(
σ
2
‖ζ‖2R − λ
∫ d
c
rN−1
F˜ (r, cn)
c2n
dr + (λ+ µ)K
∫ b
a
rN−1ζ2 dr
)
≤ c2n
(
σ
2
‖ζ‖2R − λ
∫ d
c
rN−1
F˜ (r, cn)
c2n
dr + CP (λ+ µ)K‖ζ‖2R
)
< 0,
for large n. Hence we have Iλ,µ(u3) < 0 and therefore u3 6= 0. Let us then fix ν3 = ‖u3‖R > 0
and λ(µ) = min{λµ,ν , λµ,ν3} ∈ ]0, 1]. We observe that, by (3.38) and (3.39), we have
Iλ,µ(u3) ≥ ‖u3‖2R
(
1
2
− µϑ(R+ 1)η¯dη‖u3‖ηR
)
− λcf > −cf ,
for all µ > µ∗ and λ ∈ ]0, λ(µ)[. Since, by (3.37), Iλ,µ(u1) < −cf , we conclude that u1 6= u3.
Conclusion. The results contained in Lemma 3.3.5, Proposition 3.3.2 and Lemma 3.3.6
ensure that each critical point of Iλ,µ is a nontrivial, therefore positive, solution of (3.32).
Proposition 3.3.8. Assume (h5), (h6), (h7) and (h9). Then there exists µ
∗ > 0 such that,
for all µ > µ∗, the problem−
(
rN−1v′√
1− v′2
)′
= µrN−1g(r, v) in ]0, R[,
v′(0) = v(R) = 0
(3.43)
has at least two positive solutions.
Proof. We define g˜ : [0, R]×R→ R as in Step 1 of the proof of Theorem 3.3.7, and Ψ˜ : R→ R
as in (3.24). We then consider the functional Iµ : HN−1(0, R)→ R given by
Iµ(v) =
∫ R
0
rN−1Ψ˜(v′) dr − µ
∫ R
0
rN−1G˜(r, v) dr. (3.44)
Taking µ∗ > 0 as in (3.36), Step 2 and Step 3 of the previous proof are still valid. This
shows that for all µ > µ∗ there exist two nontrivial critical points u1 and u2 for Iµ, therefore
they are positive solutions of (3.43).
Proposition 3.3.9. Assume (h5), (h6) and g(r, 0) ≥ 0 for a.e. r ∈ [0, R]. Then there exists
µ∗ > 0 such that, for all µ > µ∗, problem (3.43) has at least one positive solution.
Proof. As for Proposition 3.3.8, the proof essentially follows the ideas of Theorem 3.3.7.
Taking λ = 0 and µ > 0 in Step 2, we see that the functional Iµ in (3.44) has a global
minimizer u ∈ HN−1(0, R). In order to prove that u 6= 0, we observe that from (h6) there
exists µ∗ > 0 such that
Iµ(u) ≤ Iµ(w) < 0,
for all µ > µ∗. Then u is a positive solution of (3.43).
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Proposition 3.3.10. Assume (h1), (h2), (h3) and (h4). Then for all λ > 0, the problem−
(
rN−1v′√
1− v′2
)′
= λrN−1f(r, v) in ]0, R[,
v′(0) = v(R) = 0
(3.45)
has at least one positive solution.
Proof. We define f˜ : [0, R]×R→ R as in (3.20) so that to obtain an L1-Carathe´odory func-
tion, and we set Ψ˜ : R→ R as in (3.24). We then consider the functional Iλ : HN−1(0, R)→
R given by
Iλ(v) =
∫ R
0
rN−1Ψ˜(v′) dr − λ
∫ R
0
rN−1F˜ (r, v) dr.
As in Step 1 and Step 2 of the proof of Theorem 3.3.7, we obtain the existence of a global
minimizer u ∈ HN−1(0, R) of Iλ. In order to conclude, we should prove that u 6= 0.
Following the line of Step 4, we take a function ζ ∈ HN−1(0, R), such that 0 ≤ ζ ≤ 1 in
[0, R], ζ(r) = 0 for all r ∈ [0, a] ∪ [b, R] and ζ(r) = 1 for all r ∈ [c, d]. By (h2) and (h3)
there exist a constant K > 0 and a strictly decreasing sequence (cn)n in R satisfying (3.40),
(3.41) and (3.42). Then we have
Iλ(cnζ) ≤ c2n
(
σ
2
‖ζ‖2R − λ
∫ d
c
rN−1
F˜ (r, cn)
c2n
dr + λCPK‖ζ‖2R
)
.
Hence, for large n, we have Iλ(u) ≤ Iλ(cnζ) < 0 and therefore u is nontrivial. We are now
in position to conclude that u is a positive solution of (3.45).
Remark 3.3.2 An application of the previous results is presented here. Let f, g : [0, R] ×
R→ R be the functions
f(r, s) = a(r)sp, g(r, s) = b(r)sq,
where a, b : [0, R] → R are continuous with a+ > 0 and b+ > 0, in [0, R], and p ∈ ]0, 1[,
q ∈ [1,+∞[. With reference to Theorem 3.3.7, it is easy to see that f satisfies conditions
(h1), (h2), (h3), (h4) for all p ∈ ]0, 1[, whereas g satisfies conditions (h5), (h6), (h8), (h9) for
all q ∈ [1,+∞[, condition (h7) also holding under the stronger assumption q ∈ ]1,+∞[. We
draw the following conclusions.
1. Sublinear case (p ∈ ]0, 1[): according to Proposition 3.3.10, problem (3.45) has at least
one positive solution for all λ > 0.
2. Linear case (q = 1): according to Proposition 3.3.9, there exists µ∗ > 0 such that
problem (3.43) has at least one positive solution for all µ > µ∗.
3. Superlinear case (q ∈ ]1,+∞[): according to Proposition 3.3.8, there exists µ∗∗ > 0
such that problem (3.43) has at least two positive solutions for all µ > µ∗∗.
4. Sub-superlinear case (p ∈ ]0, 1[, q ∈ ]1,+∞[): according to Theorem 3.3.7, there exists
µ∗∗∗ > 0 and a function λ : ]µ∗∗∗,+∞[ → ]0, 1] such that problem (3.32) has at least
three positive solutions for all µ > µ∗∗∗ and all λ ∈ ]0, λ(µ)[.
146 Chapter 3. Graphs of prescribed Minkowski mean curvature
Remark 3.3.3 Theorem 3.3.7 can also be stated in the case of an annular domain. One
can show it following step-by-step the proof of the theorem produced here.
Remark 3.3.4 Assume that f : [0, R]× R→ R is continuous. Then any solution of (3.19)
belongs to C2([0, R]).
This can be seen as follows: let u be a solution of (3.19), then the function h(·) = f(·, u(·))
is continuous in [0, R]. Integrating the equation in (3.19) between 0 and r, for any r ∈ ]0, R],
we obtain
ψ(u′(r)) = −
∫ r
0
(s
r
)N−1
h(s) ds.
Now we show that the function ψ(u′) belongs to C1([0, R]). Obviously, we have ψ(u′) ∈
C1(]0, R]). Next we verify that the following limit holds
lim
r→0+
ψ(u′(r))
r
= −h(0)
N
. (3.46)
Fix ε > 0. By continuity of h at 0, there exists δ > 0 such that |h(s)− h(0)| < ε holds, for
any s ∈ [0, δ[. Taking r ∈ ]0, δ[, we have∣∣∣∣∣h(0)N + ψ(u′(r))r
∣∣∣∣∣ =
∣∣∣∣∣h(0)N − 1r
∫ r
0
(
s
r
)N−1
h(s) ds
∣∣∣∣∣
=
∣∣∣∣∣ 1rN
∫ r
0
sN−1(h(0)− h(s)) ds
∣∣∣∣∣
≤ ε
rN
∫ r
0
sN−1 ds =
ε
N
,
which confirms the validity of (3.46) and which proves that ψ(u′) ∈ C1([0, R]). Since
ϕ = ψ−1 ∈ C1(R), we conclude that u ∈ C2([0, R]).
Remark 3.3.5 Under the assumptions of Remark 3.3.4, any radial solution u of (3.16) is
a classical solution of (3.16), in particular u belongs to C2(B).
In fact, u ∈ C1(B) satisfies∫
B
∇u · ∇w√
1− |∇u|2 dx =
∫
B
f(r, u)w dx
for all w ∈ C∞0 (B). Let v(r) = u(x−x0), with x ∈ B such that r = |x−x0|, for all r ∈ [0, R].
Arguing similarly to Lemma 3.3.5 and Proposition 3.3.2, we prove that v is a solution of
(3.19). Then, by Remark 3.3.4 we obtain that v ∈ C2([0, R]). In order to conclude that
u ∈ C2(B), we compute
∂xixju(x) =
(
v′′(r)− v
′(r)
r
)
(xi − x0i ) (xj − x0j )
r2
+ δij
v′(r)
r
,
for all x ∈ B \ {x0}, where x0 = (x01, . . . , x0N ). Taking advantage of the fact that v′(0) = 0,
it is sufficient to observe that
∂xixju(x0) = δijv
′′(0),
for all i, j = 1, 2, . . . , N .
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3.4 The non-variational case N ≥ 2 in a general domain
We develop a lower and upper solution method for the Dirichlet problem associated with
the prescribed mean curvature equation in Minkowski space
−div
( ∇u√
1− |∇u|2
)
= f(x, u,∇u) in Ω,
u = 0 on ∂Ω,
(3.47)
where Ω is a bounded regular domain in RN and the function f satisfies the L∞-Carathe´odory
conditions. The obtained results display various peculiarities due to the special features of
the differential operator involved.
3.4.1 Preliminaries
Throughout the current section we assume that
(h1) Ω is a bounded domain in RN , with boundary ∂Ω of class C2,
and
(h2) f : Ω× R× RN → R satisfies the L∞-Carathe´odory conditions.
We adopt the following notion of solution of problem (3.47).
Definition 3.4.1 (Notion of solution of (3.47)). A function u is a solution of (3.47) if
u ∈ C0,1(Ω), u satisfies the strong strictly spacelike condition, that is
‖∇u‖∞ < 1, (3.48)
there holds ∫
Ω
∇u · ∇w√
1− |∇u|2 dx =
∫
Ω
f(x, u,∇u)w dx, (3.49)
for all w ∈W 1,10 (Ω), and u = 0 on ∂Ω.
Remark 3.4.1 As a direct consequence of the strong strictly spacelike condition (3.48),
any solution u ∈ C0,1(Ω) of (3.47) satisfies ‖u‖∞ < 12diam(Ω).
We first show the validity of a comparison result, taking inspiration from [15, Lemma 1.2],
whose statement is provided by Lemma 4.9.6.
Lemma 3.4.1 (A comparison result). Assume that O is a bounded domain in RN , with
boundary ∂O of class C1. Suppose that v1, v2 ∈ L∞(O) satisfy v1 ≤ v2 a.e. in Ω. Let, for
i = 1, 2, ui ∈W 2,r(O), for some r > N , be such that ‖∇ui‖∞ < 1 and satisfy
−div
( ∇ui√
1− |∇ui|2
)
= vi a.e. in O.
Then
u1 ≤ u2 −min
∂O
(u2 − u1). (3.50)
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Proof. Fix v ∈ L∞(O) and suppose that u ∈ W 2,r(O), for some r > N , is such that
‖∇u‖∞ < 1 and satisfies
−div
( ∇u√
1− |∇u|2
)
= v a.e. in O. (3.51)
Let us set
Cu = {w ∈ C0,1(O) : ‖∇w‖∞ ≤ 1 and w = u on ∂O}
and define the functional Jv : Cu → R as
Jv(w) =
∫
O
√
1− |∇w|2 dx+
∫
O
vw dx. (3.52)
Since r > N , the space W 2,r(O) is compactly embedded in C1(O) (see Theorem 4.5.1), in
particular u belongs to Cu. We claim that u maximizes Jv in Cu. Indeed, pick any w ∈ Cu;
multiplying (3.51) by u− w and integrating by parts, we get∫
O
∇u · ∇(u− w)√
1− |∇u|2 dx =
∫
O
v(u− w) dx. (3.53)
Let B1 be the open ball in RN centered at 0 with radius 1 and g : B1 → R be the function
g(y) =
√
1− |y|2. By concavity of g and its differentiability in B1, we obtain∫
O
√
1− |∇w|2 dx−
∫
O
√
1− |∇u|2 dx ≤
∫
O
∇u · ∇(u− w)√
1− |∇u|2 dx. (3.54)
Combining (3.53) and (3.54) yields
Jv(w) ≤ Jv(u).
Accordingly, we have that u1 and u2 are global maximizers of Jv1 in Cu1 and of Jv2 in Cu2 ,
respectively. Hence Lemma 4.9.6 applies, implying that (3.50) holds.
Next we prove a well-posedness result, which is based on the gradient estimates obtained
in [15, Corollary 3.4, Theorem 3.5] and expressed by Proposition 4.9.7 and Theorem 4.9.8,
for the Dirichlet problem 
−div
( ∇u√
1− |∇u|2
)
= v in O,
u = 0 on ∂O,
(3.55)
where O is an open bounded set in RN , with boundary of class C2, and v ∈ L∞(O).
Lemma 3.4.2. Assume that O is a bounded domain in RN , with boundary ∂O of class
C2, and suppose that v ∈ L∞(O). Then problem (3.55) has a unique solution u ∈ W 2,r(O)
for all finite r > N . Moreover, for any given Λ > 0 and r > N , there exist constants
ϑ = ϑ(O,Λ) ∈ ]0, 1[ and c = c(O,Λ, r) > 0 such that, for every v ∈ L∞(O) with ‖v‖∞ ≤ Λ,
the following estimates hold:
‖∇u‖∞ < 1− ϑ (3.56)
and
‖u‖W 2,r ≤ c ‖v‖∞. (3.57)
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Proof. Uniqueness. The uniqueness of solution of (3.55) follows immediately from Lemma
3.4.1.
Existence. Let Λ > 0 and r > N be fixed. Take a function v ∈ L∞(O), with ‖v‖∞ ≤ Λ.
We first assume that v further satisfies v ∈ C0,1(O). Combining Proposition 4.9.7 and
Theorem 4.9.8 provides the existence of a constant ϑ = ϑ(O,Λ) ∈ ]0, 1[ such that any
solution u ∈ C2(O) ∩ C1(O) of (3.55) satisfies (3.56); according to Remark 3.4.1, u also
satisfies ‖u‖∞ < 12diam(Ω). We can then modify the differential operator on the left of
the equation in (3.55) in such a way that Theorem 4.9.1 applies, yielding the existence of
constants α = α(O,Λ) ∈ ]0, 1] and c1 = c1(O,Λ) > 0 such that u ∈ C1,α(O) and
‖u‖C1,α < c1.
We can suppose α has been taken so small that W 2,r(O) is compactly embedded into
C1,α(O); as a consequence, α and c1 now depend on O, Λ and r too. Let us define
D = {w ∈ C1,α(O) : ‖∇w‖∞ < 1− ϑ, ‖w‖C1,α < c1}.
D is an open bounded subset of C1,α(O) with 0 ∈ D. Pick any w ∈ D and set, for
i, j = 1, . . . , N ,
aij(w) = δija(|∇w|2) + 2a′(|∇w|2)∂xiw ∂xjw, (3.58)
where δij is the Kronecker delta and a(s) = (1− s)− 12 . Consider the Dirichlet problem
−
N∑
i,j=1
aij(w)∂xixjz = v in O,
z = 0 on ∂O.
(3.59)
Note that the coefficients aij(w) belong to C
0,α(O) and they are uniformly bounded in
C0,α(O), with bound which is independent of w ∈ D and ultimately depending on O, Λ
and r only; moreover, the ellipticity constant can be taken equal to 1. According to the Lr-
regularity theory, in particular from the Theorems 4.8.8 and 4.8.7, we deduce that problem
(3.59) has a unique solution z ∈W 2,r(O) (depending on v and w) and there exists a constant
c2 = c2(O,Λ, r) > 0 such that
‖z‖W 2,r ≤ c2(‖z‖Lr + ‖v‖Lr ).
Since in particular r > N2 , W
2,r(O) is embedded into L∞(O), then z satisfies
‖z‖∞ ≤ c3,
for some c3 = c3(O,Λ, r) > 0. Combining these two estimates yields
‖z‖W 2,r ≤ c4 ‖v‖Lr , (3.60)
for some constant c4 = c4(O,Λ, r) > 0 (depending on the indicated quantities only).
Moreover, as z ∈ C1,α(O), v ∈ C0,1(O) and aij(w) ∈ C0,α(O), for i, j = 1, . . . , N , the
Schauder regularity theory, see Theorem 4.8.3, applies locally and allows us to conclude
that z ∈ C2,α(O); hence, in particular, z ∈W 2,r(O) ∩ C2(O).
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Let us denote by L : D → C1,α(O) the operator which sends each w ∈ D onto the unique
solution z ∈ W 2,r(O) of (3.59). Let us verify that L is completely continuous. We first
prove that L has a relatively compact range. Let (wn)n be a sequence in D. By (3.60)
the sequence (L(wn))n is bounded in W 2,r(O). Hence there exists a subsequence (L(wnk))k
which weakly converges in W 2,r(O) and strongly converges in C1,α(O) to some z ∈W 2,r(O).
The continuity of L can be verified as follows. Let (wn)n be a sequence in D converging in
C1,α(O) to some w ∈ D. We want to prove that (L(wn))n converges in C1,α(O) to L(w).
Let us consider any subsequence (L(wnk))k of (L(wn))n and verify that it has a subsequence
converging to L(w). Arguing as above, there exists a subsequence (L(wnks ))s of (L(wnk))k
which weakly converges in W 2,r(O) and strongly converges in C1,α(O) to some z ∈W 2,r(O).
As each znks = L(wnks ) satisfies problem
−
N∑
i,j=1
aij(wnks )∂xixjznks = v in O,
znks = 0 on ∂O,
(3.61)
we can pass to the limit, concluding that z ∈ W 2,r(O) is a solution of (3.59) and hence,
by uniqueness, z = L(w). We then deduce that the whole sequence (L(wn))n converges in
C1,α(O) to L(w).
We further observe that if u ∈ D is a fixed point of L, then u is a solution of (3.55),
with u ∈W 2,r(O). In order to prove the existence of a fixed point of L, we show that every
solution u ∈ D of
u = tL(u), (3.62)
for some t ∈ [0, 1], belongs to D. Note that (3.62) implies that u ∈W 2,r(O) is a solution of
−div
( ∇u√
1− |∇u|2
)
= tv in O,
u = 0 on ∂O.
(3.63)
As ‖tv‖∞ ≤ Λ and v ∈ C0,1(O), by the previous argument we deduce that u satisfies
u ∈ W 2,r(O) ∩ C2(O), ‖∇u‖∞ < 1 − ϑ, ‖u‖C1,α < c1, and hence u ∈ D. Accordingly, the
Leray-Schauder continuation theorem, that is Theorem 4.2.1, yields the existence of a fixed
point u ∈ D of L and therefore of a solution in W 2,r(O) of (3.55) which satisfies (3.56) and
‖u‖W 2,r ≤ c4 ‖v‖Lr . (3.64)
The general case of a function v ∈ L∞(O), with ‖v‖∞ ≤ Λ, can be easily dealt with by
approximation. Fix r > N and let (vn)n be a sequence in C
0,1(O) converging to v in Lr(O)
and satisfying ‖vn‖∞ ≤ Λ for all n. The corresponding solutions (un)n in W 2,r(O) of (3.55)
satisfy (3.56) and (3.64), where u is replaced by un, for all n. Arguing as above, we can
extract a subsequence of (un)n which weakly converges in W
2,r(O) to a solution u of (3.55).
Clearly, estimate (3.56) is valid, possibly reducing ϑ. By the weak lower semi-continuity of
the W 2,r-norm, (3.64) and hence (3.57) hold true as well.
Remark 3.4.2 If u ∈ C0,1(Ω) is a solution of (3.47), then u ∈W 2,r(Ω), for all finite r ≥ 1.
In particular, u satisfies the equation a.e. in Ω and the boundary conditions everywhere on
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∂Ω. Indeed, set v = f(·, u,∇u) ∈ L∞(Ω). By Lemma 3.4.2 the problem
−div
( ∇z√
1− |∇z|2
)
= v in Ω,
z = 0 on ∂Ω
(3.65)
has a unique solution z ∈ W 2,r(Ω), for all finite r > N , satisfying the equation a.e. in Ω
and the boundary conditions everywhere on ∂Ω. Take now any w ∈ W 1,10 (Ω), multiply the
equation in (3.65) by z − w and integrate by parts: we have that z satisfies∫
Ω
∇z · ∇(z − w)√
1− |∇z|2 dx =
∫
Ω
v(z − w) dx. (3.66)
Let us define the following subset of C0,1(Ω)
C = {w ∈ C0,1(Ω) : ‖∇w‖∞ ≤ 1 and w = 0 on ∂Ω} (3.67)
and the functional Jv : C → R as in (3.52), that is
Jv(w) =
∫
Ω
√
1− |∇w|2 dx+
∫
Ω
vw dx. (3.68)
Let B1 be the open ball in RN centered at 0 with radius 1 and g : B1 → R be the function
g(y) =
√
1− |y|2. By concavity of g and its differentiability in B1, exactly as in (3.54) we
deduce that ∫
O
√
1− |∇w|2 dx−
∫
O
√
1− |∇z|2 dx ≤
∫
O
∇z · ∇(z − w)√
1− |∇z|2 dx, (3.69)
for all w ∈ C. Since formula (3.66) holds in particular for all w ∈ C, combining it and (3.69)
yields that z maximizes Jv over C. In the same way u maximizes Jv over C. We then
conclude as in the comparison result, Lemma 3.4.1, by applying Lemma 4.9.6, which gives
that u = z. By regularity of z, we deduce that u ∈ W 2,r(Ω), for all finite r > N , therefore
for all finite r ≥ 1.
Remark 3.4.3 Let O be a bounded domain in RN with boundary of class C2 and v ∈
L∞(O). We notice that Remark 3.4.2 also proves that any solution C0,1(O) of problem
(3.55) is of class W 2,r(O), for all finite r ≥ 1. Indeed it is just sufficient to replace Ω with
O and the right-hand side of the equation in (3.47) with v ∈ L∞(O).
3.4.2 A lower and upper solution method
In this subsection we formulate several existence, multiplicity and localization results for
problem (3.47) via a lower and upper solution method.
Assume (h1) and (h2). By Lemma 3.4.2 we can define an operator T : C0,1(Ω)→ C10 (Ω)
which sends any function v ∈ C0,1(Ω) onto the unique solution u ∈ W 2,r(Ω), for all finite
r > N , of the problem
−div
( ∇u√
1− |∇u|2
)
= f(x, v,∇v) in Ω,
u = 0 on ∂Ω.
(3.70)
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According to Remark 3.4.2, u ∈ C0,1(Ω) is a solution of (3.47) if and only if u is a fixed
point of T . Let us also denote by
B = {u ∈ C10 (Ω) : ‖∇u‖∞ < 1} (3.71)
the unit open ball in C10 (Ω).
Lemma 3.4.3. Assume (h1) and (h2). Then the operator T : C0,1(Ω) → C10 (Ω) is com-
pletely continuous and deg(I− T ,B, 0) = 1, where I is the identity operator.
Proof. Step 1. The operator T is completely continuous. We begin with the proof of the
continuity of T . Fix some finite r > N . Let (vn)n be a sequence in C0,1(Ω) converging to
some v ∈ C0,1(Ω). We name un = T (vn), for all n, and u = T (v). The aim is to prove that
lim
n→+∞un = u in C
1(Ω). We notice that condition (h2) implies that lim
n→+∞ f(·, vn,∇vn) =
f(·, v,∇v) in L∞(Ω) and then there exists Λ > 0 such that
‖f(·, vn,∇vn)‖∞ ≤ Λ (3.72)
for all n. Let (unk)k be a subsequence of (un)n. From (3.72) and Lemma 3.4.2 we obtain
that (unk)k is bounded in W
2,r(Ω), then there exists a subsequence (unks )s of (unk)k which
weakly converges in W 2,r(Ω), and strongly converges in C1(Ω), to some z ∈ W 2,r(Ω);
moreover there exists ϑ = ϑ(Ω,Λ) ∈ ]0, 1[ such that∥∥∇unks∥∥∞ < 1− ϑ,
for all s ∈ N. In particular, ‖∇z‖∞ ≤ 1− ϑ < 1, and, by the boundary conditions satisfied
by (un)n, we also have z = 0 on ∂Ω. Moreover, by definition of solution of (3.70), unks
satisfies ∫
Ω
∇unks · ∇w√
1− |∇unks |2
dx =
∫
Ω
f(x, vnks ,∇vnks )w dx, (3.73)
for all w ∈W 1,10 (Ω), for all s ∈ N. Passing to the limit as s goes to +∞ in (3.73), we get∫
Ω
∇z · ∇w√
1− |∇z|2 dx =
∫
Ω
f(x, v,∇v)w dx,
for all w ∈ W 1,10 (Ω). We have proved that z ∈ W 2,r(Ω) is a solution of problem (3.70). By
uniqueness of solution of (3.70) in W 2,r(Ω) and by definition of the operator, we conclude
that z = T (v) = u.
We continue by showing that T sends bounded subsets of C0,1(Ω) into relatively compact
subsets of C10 (Ω). Let (vn)n be a bounded sequence in C
0,1(Ω). Then, by condition (h2),
there exists a constant Λ > 0 which satisfies (3.72) for all n. Let un = T (vn) for all
n. Exactly as above, by applying Lemma 3.4.2 we deduce the existence of a subsequence
(unk)k of (un)n which strongly converges to some z ∈ C1(Ω). This allows to conclude that
the operator T is completely continuous.
Step 2. deg(I− T ,B, 0) = 1. According to assumption (h2), there exists Λ1 > 0 such that
‖f(·, v,∇v)‖∞ ≤ Λ1 for all v ∈ B. Using Lemma 3.4.2 again, we find a constant η ∈ ]0, 1[
such that the solution u = T (v) of (3.70) satisfies ‖∇u‖∞ ≤ η. Hence T maps B into B. Let
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us now consider, for all t ∈ [0, 1], the completely continuous operator tT |C1(Ω) : C1(Ω) →
C10 (Ω), which by definition associates to any v ∈ C1(Ω) the unique solution u in W 2,r(Ω),
for all finite r > N , of the problem
−div
( ∇u√
1− |∇u|2
)
= tf(x, v,∇v) in Ω,
u = 0 on ∂Ω.
An easy inspection of the computations previously made shows that tT maps B into B, for
all t ∈ [0, 1]. The invariance by homotopy of the topological degree yields deg(I−T ,B, 0) =
deg(I,B, 0) = 1.
Remark 3.4.4 Lemma 3.4.3 implies that, under (h1) and (h2), T has a fixed point in B
and hence problem (3.47) has a solution u ∈W 2,r(Ω) for all finite r ≥ 1.
Remark 3.4.5 We notice that the solvability of (3.47) has been explicitly raised in [109]
as an open question.
Remark 3.4.6 Assume that Ω is a bounded domain in RN with boundary of class C2,α
and that f ∈ C0,α(Ω× R× RN ), for some α ∈ ]0, 1[. Then any solution u of (3.47) belongs
to C2,γ(Ω), where γ = min
{
α, 1− Nr
}
.
Indeed, let u be a solution of (3.47). According to Remark 3.4.2, u ∈ W 2,r(Ω), for all
finite r ≥ 1. Let us fix r > N and let us define the following “frozen”functions in Ω:
aij = δija(|∇u|2) + 2a′(|∇u|2)∂xiu ∂xju,
v = f(·, u,∇u),
where δij is the Kronecker delta and a : ]−∞, 1]→ R is given by a(s) = (1 − s)− 12 . Then
u is a solution of problem 
−
N∑
i,j=1
aij(x)∂xixjz = v in Ω,
z = 0 on ∂Ω.
(3.74)
The problem involves a linear strongly uniformly elliptic operator L, with ellipticity constant
which can be taken equal to 1. According to the choice of r > N , the Sobolev embedding
theorem stated in Theorem 4.5.1 implies that u ∈ C1,β(Ω), with β = 1 − Nr , in particular
the coefficients aij of L belong to C
0,β(Ω), for all i, j = 1, . . . , N . Let γ = min{α, β}.
By assumption on f and since u is globally Lipschitz continuous, the right-hand side of
the equation v belongs to C0,α(Ω) and then to C0,γ(Ω). There are then the conditions
to apply the regularity theory for linear strongly uniformly elliptic operators, specifically
Theorem 4.8.5, which provides the existence of a solution z ∈ C2,γ(Ω) of problem (3.74). By
uniqueness of solution of problem (3.74) in W 2,r(Ω) and since u ∈W 2,r(Ω) is also a solution
of (3.74), we conclude that u = z ∈ C2,γ(Ω).
Remark 3.4.7 Let N : C0,1(Ω)→ L∞(Ω) be a continuous operator and let P : C0,1(Ω)→
C10 (Ω) be the operator which sends any function v ∈ C0,1(Ω) onto the unique solution u of
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the problem 
−div
( ∇u√
1− |∇u|2
)
= N (v) in Ω,
u = 0 on ∂Ω.
In a completely similar way to the proof of Lemma 3.4.3, one can show that P is completely
continuous and deg(I− P,B, 0) = 1. Accordingly, there exists a solution u of problem
−div
( ∇u√
1− |∇u|2
)
= N (u) in Ω,
u = 0 on ∂Ω.
We introduce now the notions of lower solution and upper solution of problem (3.47).
Definition 3.4.2 (Lower and upper solutions of (3.47)). We say that a function α : Ω→ R
is a lower solution of (3.47) if α ∈ C0,1(Ω) and α satisfies
• ‖∇α‖∞ < 1,
• for every w ∈W 1,10 (Ω), with w ≥ 0 a.e. in Ω,∫
Ω
∇α · ∇w√
1− |∇α|2 dx ≤
∫
Ω
f(x, α,∇α)w dx, (3.75)
• α ≤ 0 on ∂Ω.
We say that a lower solution α of (3.47) is strict if every solution u of (3.47) with u ≥ α
satisfies u α, in Ω.
Similarly, we say that a function β : Ω→ R is an upper solution of (3.47) if β ∈ C0,1(Ω)
and β satisfies
• ‖∇β‖∞ < 1,
• for every w ∈W 1,10 (Ω), with w ≥ 0 a.e. in Ω,∫
Ω
∇β · ∇w√
1− |∇β|2 dx ≥
∫
Ω
f(x, β,∇β)w dx,
• β ≥ 0 on ∂Ω.
We say that an upper solution β of (3.47) is strict if every solution u of (3.47) with u ≤ β
satisfies u β, in Ω.
Remark 3.4.8 If u is simultaneously a lower solution of (3.47) and an upper solution of
(3.47), then u is a solution of (3.47). Indeed, u ∈ C0,1(Ω) satisfies the strong strictly
spacelike condition (3.48). Moreover, let w ∈W 1,10 (Ω): by Theorem 4.6.11, we have
∇w = ∇w+ −∇w−, (3.76)
where w+, w− ≥ 0 a.e. in Ω. Since u is both a lower and an upper solution of (3.47), we
obtain ∫
Ω
∇u · ∇w+√
1− |∇u|2 dx =
∫
Ω
f(x, u,∇u)w+ dx, (3.77)
−
∫
Ω
∇u · ∇w−√
1− |∇u|2 dx = −
∫
Ω
f(x, u,∇u)w− dx. (3.78)
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Summing (3.77) and (3.78) and using (3.76), we get (3.49). Finally the boundary condition
u = 0 on ∂Ω is clearly valid.
Of course, the converse implication also holds: if u is a solution of (3.47), then u is both
a lower solution and an upper solution of (3.47).
The following result is obtained in presence of a couple of ordered lower and upper
solutions of problem (3.47). Below we refer to T as the operator defined at the beginning
of the current section.
Proposition 3.4.4. Assume (h1) and (h2). Suppose there exist a lower solution α and
an upper solution β of (3.47), with α ≤ β in Ω. Then problem (3.47) has solutions v, w,
with α ≤ v ≤ w ≤ β in Ω, such that every solution u of (3.47), with α ≤ u ≤ β, satisfies
v ≤ u ≤ w, in Ω. Further, if α and β are strict, then
deg(I − T ,U , 0) = 1, (3.79)
where
U = {z ∈ C10 (Ω) : α z  β in Ω and ‖∇z‖∞ < 1}. (3.80)
Proof. The proof is divided into three parts.
Part 1. Existence of a solution u of (3.47) with α ≤ u ≤ β in Ω.
Step 1. Construction of a modified problem. We set the function γ : Ω× R→ R as
γ(x, s) =

α(x) if s < α(x),
s if α(x) ≤ s < β(x),
β(x) if β(x) ≤ s,
(3.81)
for a.e. x ∈ Ω, and the operator F : C0,1(Ω)→ L∞(Ω) as
F(u) = f(·, γ(·, u),∇γ(·, u)). (3.82)
We notice that F is continuous. Moreover, for all u ∈ C0,1(Ω), for a.e. x ∈ Ω, there holds
F(u)(x) = f(x, α(x),∇α(x)), if u(x) < α(x),
and
F(u)(x) = f(x, β(x),∇β(x)), if u(x) > β(x).
Then we consider the modified problem
−div
( ∇u√
1− |∇u|2
)
= F(u) in Ω,
u = 0 on ∂Ω.
(3.83)
Step 2. Every solution u of (3.83) satisfies α ≤ u ≤ β in Ω. Let u be a solution of (3.83).
In order to prove that u ≥ α in Ω, we set w = (u−α)− ∈W 1,10 (Ω).Taking w as test function
both in ∫
Ω
∇u · ∇w√
1− |∇u|2 dx =
∫
Ω
F(u)w dx
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and in (3.75), we get∫
{u<α}
∇u · ∇(u− α)√
1− |∇u|2 dx =−
∫
Ω
∇u · ∇(u− α)−√
1− |∇u|2 dx
=−
∫
Ω
F(u) (u− α)− dx =
∫
{u<α}
F(u) (u− α) dx
and
−
∫
{u<α}
∇α · ∇(u− α)√
1− |∇α|2 dx =
∫
Ω
∇α · ∇(u− α)−√
1− |∇α|2 dx
≤
∫
Ω
f(x, α,∇α) (u− α)− dx = −
∫
{u<α}
f(x, α,∇α) (u− α) dx,
respectively. Summing up we obtain∫
{u<α}
( ∇u√
1− |∇u|2 −
∇α√
1− |∇α|2
)
· (∇u−∇α) dx
≤
∫
{u<α}
(F(u)− f(x, α,∇α)) (u− α) dx = 0. (3.84)
Name B1 the unit open ball in RN and ψ : B1 → R the function given by ψ(y) = y√
1−|y|2 .
As a consequence of the strict monotonicity of ψ, from (3.84) we deduce that∫
{u<α}
( ∇u√
1− |∇u|2 −
∇α√
1− |∇α|2
)
· (∇u−∇α) dx = 0,
then, either the N -dimensional measure of {u < α} is equal to 0, or ∇(u − α) = 0 a.e. in
{u < α}. In both cases we get (u−α)− = 0 and hence u ≥ α, in Ω. In a completely similar
way we prove that u ≤ β in Ω.
Step 3. Problem (3.47) has at least one solution u, with α ≤ u ≤ β in Ω. Let us consider
the operator P : C0,1(Ω) → C10 (Ω) which sends any function v ∈ C0,1(Ω) onto the unique
solution u of 
−div
( ∇u√
1− |∇u|2
)
= F(v) in Ω,
u = 0 on ∂Ω.
Remark 3.4.7 implies that
deg(I − P,B, 0) = 1, (3.85)
where B is defined in (3.71). Therefore P has a fixed point u, which is a solution of (3.83).
By Step 2 we know that u satisfies α ≤ u ≤ β in Ω and hence it is a solution of (3.47) as
well.
Part 2. Existence of extremal solutions. We know that the solutions of (3.47) are precisely
the fixed points of the operator T . By the complete continuity of T proved in Lemma 3.4.3,
the closed bounded subset of C10 (Ω)
S = {u ∈ C10 (Ω) : u = T (u) and α ≤ u ≤ β in Ω}
is compact. In Part 1 we showed that S is non-empty.
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Step 1. There exists minS. For each u ∈ S, define the closed subset of S
Ku = {z ∈ S : z ≤ u in Ω}.
The family {Ku : u ∈ S} has the finite intersection property. Indeed, if n ∈ N0 and
u1, . . . , un ∈ S, let u0 = u1 ∧ · · · ∧ un: it satisfies α ≤ u0 ≤ β in Ω. We prove the existence
of a solution u of (3.47) with α ≤ u ≤ u0 in Ω. For all i = 0, 1, . . . , n, set the function
γi : Ω× R→ R as
γi(x, s) =

α(x) if s < α(x),
s if α(x) ≤ s < ui(x),
ui(x) if ui(x) ≤ s,
for a.e. x ∈ Ω, and the continuous operator Fi : C0,1(Ω)→ L∞(Ω) as
Fi(u) = f(·, γi(·, u),∇γi(·, u)).
Let also F : C0,1(Ω)→ L∞(Ω) be defined as
F = F0 −
n∑
i=1
|F0 −Fi|.
We consider problem 
−div
( ∇u√
1− |∇u|2
)
= F(u) in Ω,
u = 0 on ∂Ω.
(3.86)
According to Remark 3.4.7, there exists a solution u of (3.86). We now prove that any solu-
tion z of (3.86) satisfies α ≤ z ≤ u0 in Ω. We first notice that, on the one hand, for all j, k =
0, 1, . . . , n, for a.e. x ∈ Ω, there holds Fj(z)(x) = Fk(z)(x) = f(x, α(x),∇α(x)), if z(x) <
α(x), and then
F(z)(x) = f(x, α(x),∇α(x)), if z(x) < α(x); (3.87)
on the other hand, for all i = 0, 1, . . . , n by definition ui ≥ u0 in Ω, then we get, for a.e.
x ∈ Ω,
Fi
(
z
)
(x) = Fi
(
ui
)
(x) = f
(
x, ui(x),∇ui(x)
)
, if z(x) > ui(x). (3.88)
Similarly to Step 2 in Part 1, testing now (3.75) and∫
Ω
∇z · ∇w√
1− |∇z|2 dx =
∫
Ω
F(z)w dx (3.89)
against w = (z − α)− ∈W 1,10 (Ω) and taking advantage of (3.87), we get
0 ≤
∫
{z<α}
( ∇z√
1− |∇z|2 −
∇α√
1− |∇α|2
)
· (∇z −∇α) dx
≤
∫
{z<α}
(
F(z)− f(x, α,∇α)
)
(z − α) dx = 0.
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We then deduce that z ≥ α in Ω. Let now fix j = 1, . . . , n: we will prove that z ≤ uj in
Ω. Testing this time (3.49), where u is replaced by uj , and (3.89) against w = (z − uj)+ ∈
W 1,10 (Ω), and using (3.88) gives
0 ≤
∫
{z>uj}
( ∇z√
1− |∇z|2 −
∇uj√
1− |∇uj |2
)
· (∇z −∇uj) dx
=
∫
{z>uj}
(
F(z)− f(x, uj ,∇uj)
)
(z − uj) dx
=
∫
{z>uj}
(
F0(z)− f(x, uj ,∇uj)−
n∑
i=1
|F0(z)−Fi(z)|
)
(z − uj) dx
=
∫
{z>uj}
(
F0(z)− f(x, uj ,∇uj)− |F0(z)−Fj(z)| −
n∑
i=1
i 6=j
|F0(z)−Fi(z)|
)
(z − uj) dx
≤
∫
{z>uj}
(
F0(z)− f(x, uj ,∇uj)− |F0(z)−Fj(z)|
)
(z − uj) dx
=
∫
{z>uj}
(
F0(z)−Fj(z)− |F0(z)−Fj(z)|
)
(z − uj) dx
≤ 0.
We then obtain z ≤ uj in Ω; being the inequality valid for all j = 1, . . . , n, we conclude
z ≤ u0 in Ω.
The estimates above prove that the solution u of (3.86) satisfies α ≤ u ≤ u0 ≤ β in
Ω, therefore u is also a solution of (3.47). In particular, u ∈
n⋂
i=1
Kui , which concludes the
proof of the validity of the finite intersection property of the family {Ku : u ∈ S}. By the
compactness of S, there exists v ∈
⋂
u∈S
Ku. Clearly, v = minS, that is v is the minimum
solution of (3.47) lying between α and β.
Step 2. There exists maxS. The procedure is symmetric to the one employed in the
previous step. For each u ∈ S, we define the closed subset of S
Ku = {z ∈ S : u ≤ z in Ω}.
The family {Ku : u ∈ S} has the finite intersection property. Indeed, if n ∈ N0 and
u1, . . . , un ∈ S, let u0 = u1 ∨ · · · ∨ un : it satisfies α ≤ u0 ≤ β in Ω. In order to prove the
existence of a solution of (3.47) which satisfies u0 ≤ u ≤ β in Ω, one can define the function
γi : Ω× R→ R as
γi(x, s) =

ui(x) if s < ui(x),
s if ui(x) ≤ s < β(x),
β(x) if β(x) ≤ s,
for a.e. x ∈ Ω, and the continuous operator F i : C0,1(Ω)→ L∞(Ω) as
F i(u) = f(·, γi(·, u),∇γi(·, u)),
for all i = 0, 1, . . . , n. Let also F : C0,1(Ω)→ L∞(Ω) be defined as
F = F0 +
n∑
i=1
|N 0 −N i|.
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Following the line of the proof of the previous step, one can show that any solution z of the
modified problem 
−div
( ∇u√
1− |∇u|2
)
= F(u) in Ω,
u = 0 on ∂Ω
satisfies α ≤ u0 ≤ z ≤ β in Ω and that the family {Ku : u ∈ S} has the finite intersection
property. From these information we can easily deduce the existence of w = maxS pro-
ceeding in a similar way to the conclusion of Step 2: w is the maximum solution of (3.47)
between α and β.
Part 3. Degree computation. Let us assume that α and β are, respectively, a strict lower and
a strict upper solution of (3.47). Since there exists a solution u of (3.47), with α ≤ u ≤ β
in Ω, and such a solution satisfies α  u  β in Ω, it follows that α  β in Ω. Hence the
set U defined in (3.80) is a non-empty open bounded subset of C10 (Ω) such that there is no
fixed point either of T or of P on its boundary ∂U . Moreover, as T and P coincide in U ,
we have
deg(I − T ,U , 0) = deg(I − P,U , 0).
Since P is fixed point free in B\U , the excision property of the degree and (3.85) imply that
deg(I − P,U , 0) = deg(I − P,B, 0) = 1.
Thus we conclude that (3.79) holds.
The counterpart result to Proposition 3.4.4 is formulated below, in presence of a couple
of non-ordered strict lower and strict upper solutions of problem (3.47).
Proposition 3.4.5. Assume (h1) and (h2). Suppose there exist a strict lower solution α
and a strict upper solution β of (3.47), with α 6≤ β in Ω. Then problem (3.47) has at least
three solutions u1, u2, u3, with
u1 < u2 < u3, u1  β, u2 6≥ α, u2 6≤ β, u3  α, in Ω. (3.90)
Proof. The proof is divided into three steps.
Step 1. Construction of a modified problem. Set
M1 = max{‖α‖∞, ‖β‖∞, 12diam(Ω)}, (3.91)
M2 = max{‖∇α‖∞, ‖∇β‖∞, 1} = 1 (3.92)
and set fM : Ω× R× RN → R as
fM (x, s, ξ) =

f(x, s, ξ) if |s| ≤M1 and |ξ| ≤M2,
0 if |s| ≥M1 + 1 or |ξ| ≥M2 + 1,
linear if M1 < |s| < M1 + 1 and M2 < |ξ| < M2 + 1,
where the linear part is taken so that to obtain a Carathe´odory function. Note that, with
this definition, fM satisfies the L
∞-Carathe´odory conditions. We consider the modified
problem 
−div
( ∇u√
1− |∇u|2
)
= fM (x, u,∇u) in Ω,
u = 0 on ∂Ω.
(3.93)
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Due to the choice of M1 and M2, Remark 3.4.1, which is clearly still valid for problem (3.93),
implies that any solution of (3.93) is a solution of (3.47), α and β are strict lower and upper
solutions of (3.93) as well, and the constants α¯ = −(M1 +1) and β¯ = M1 +1 are strict lower
and upper solutions of (3.93).
Step 2. Degree computation. Let us define the following open bounded subsets of C10 (Ω):
Uβα¯ = {u ∈ C10 (Ω) : α¯ u β in Ω and ‖∇u‖∞ < 1},
U β¯α = {u ∈ C10 (Ω) : α u β¯ in Ω and ‖∇u‖∞ < 1},
U β¯α¯ = {u ∈ C10 (Ω) : α¯ u β¯ in Ω and ‖∇u‖∞ < 1}.
Notice that Uβα¯ ⊂ U β¯α¯ , U β¯α ⊂ U β¯α¯ , and, as α 6≤ β in Ω, Uβα¯ ∩ U β¯α = ∅. Moreover, since both α
and α¯ are strict lower solutions of (3.93), and β and β¯ are strict upper solutions of (3.93),
we have
0 /∈ (I− TM )
(
∂U β¯α ∪ ∂Uβα¯ ∪ ∂U β¯α¯
)
, (3.94)
where TM : C0,1(Ω) → C10 (Ω) is the operator which sends any function v ∈ C0,1(Ω) onto
the unique solution u ∈ C10 (Ω) of
−div
( ∇u√
1− |∇u|2
)
= fM (x, v,∇v) in Ω,
u = 0 on ∂Ω.
Define now the open bounded subset of C10 (Ω)
V = U β¯α¯ \
(U β¯α ∪ Uβα¯).
By (3.94), using the excision property of the degree, we get
deg(I− TM ,U β¯α¯ , 0) = deg(I− TM ,U β¯α¯ \ (∂U β¯α ∪ ∂Uβα¯ ), 0)
and hence the additivity property of the degree implies
deg(I− TM ,U β¯α¯ , 0) = deg(I− TM ,Uβα¯ , 0) + deg(I− TM ,U β¯α , 0) + deg(I− TM ,V, 0).
Since, by Proposition 3.4.4, we have
deg(I− TM ,U β¯α¯ , 0) = deg(I− TM ,Uβα¯ , 0) = deg(I− TM ,U β¯α , 0) = 1,
we finally get
deg(I− TM ,V, 0) = −1.
Step 3. Existence of solutions. Since Uβα¯ , U β¯α , V are pairwise disjoint, the previous degree
calculations imply that there are three distinct fixed points u1, u2, u3 of the operator TM ,
with
u1 ∈ Uβα¯ , u2 ∈ V, u3 ∈ U β¯α .
This means that
u1  β, u2 6≥ α, u2 6≤ β, u3  α, in Ω.
Let v and w be, respectively, the minimum and the maximum solution of (3.93) lying between
α¯ and β¯. Then, possibly replacing u1 with v and u3 with w, we immediately conclude that
(3.93) and, hence, (3.47) have three distinct solutions for which (3.90) holds.
3.4 The non-variational case N ≥ 2 in a general domain 161
3.4.3 Existence and multiplicity results
Here we formulate and collect several existence, multiplicity and localization results for
problem (3.47).
Theorem 3.4.6. Assume (h1) and (h2). The following conclusions hold.
(i) Suppose there exists a lower solution α of (3.47). Then problem (3.47) has at least
one solution u, with
u ≥ α in Ω.
(ii) Suppose there exists an upper solution β of (3.47). Then problem (3.47) has at least
one solution u, with
u ≤ β in Ω.
(iii) Suppose there exist a strict lower solution α and a strict upper solution β of (3.47),
with α 6≤ β in Ω. Then problem (3.47) has at least three solutions u1, u2, u3, with
u1 < u2 < u3, u1  β, u2 6≥ α, u2 6≤ β, u3  α, in Ω. (3.95)
Proof. In order to prove (i), we consider the modified problem (3.93) constructed in Step 1
of the proof of Proposition 3.4.5, with the choices
M1 = max{‖α‖∞, 12diam(Ω)},
M2 = max{‖∇α‖∞, 1} = 1.
By Remark 3.4.1, we see that any solution of the modified problem (3.93) is a solution of
the original one (3.47). Let us set β¯ = M1 + 1. We have that α is a lower solution and β¯
is an upper solution of (3.93) with α ≤ β¯ in Ω. By Proposition 3.4.4 there exists at least
one solution u of (3.93), with α ≤ u ≤ β¯ in Ω, and hence of (3.47). A similar argument
implies the validity of (ii). Finally, the statement in (iii) is precisely the one of Proposition
3.4.5.
Corollary 3.4.7. Assume (h1) and (h2). The following conclusions hold.
(iv) Suppose there exist a lower solution α and an upper solution β of (3.47), with α ≤ β
in Ω. Then problem (3.47) has a solution u, with
α ≤ u ≤ β in Ω.
(v) Suppose there exist a lower solution α and an upper solution β of (3.47), with α 6≤ β
in Ω. Then problem (3.47) has at least two solutions u1, u2, with
u1 < u2, u1 ≤ β, u2 ≥ α, in Ω. (3.96)
(vi) Suppose there exist lower solutions α, α¯ and upper solutions β, β¯ of (3.47), with α,
β strict, α¯ ≤ α ∧ β ≤ α ∨ β ≤ β¯, and α 6≤ β, in Ω. Then problem (3.47) has at least
three solutions u1, u2, u3, with
α¯ ≤ u1 < u2 < u3 ≤ β¯, u1  β, u2 6≥ α, u2 6≤ β, u3  α, in Ω. (3.97)
162 Chapter 3. Graphs of prescribed Minkowski mean curvature
Proof. Statement (iv) is contained and proved in Proposition 3.4.4.
Let us show that (v) is valid: let α be a lower solution and β be an upper solution of
(3.47), with α 6≤ β in Ω. Let M1, M2 be the positive constants given in (3.91), (3.92),
respectively, and consider the modified problem (3.93). Take the constant functions in Ω
given by α¯ = −(M1 + 1) and β¯ = M1 + 1. Then α, α¯ are lower solutions and β, β¯ are upper
solutions of (3.93), which satisfy α¯ ≤ β and α ≤ β¯, in Ω. According to (iv) and to Remark
3.4.1 applied to the modified problem (3.93), there exist two solutions u1, u2 of (3.93) which
satisfy
α¯ ≤ u1 ≤ β, α ≤ u2 ≤ β¯, in Ω,
‖ui‖∞ < M1 and, by definition of solution, ‖∇ui‖∞ < 1 ≤M2, for i = 1, 2, therefore u1, u2
are solutions of (3.47). Proposition 3.4.4 provides a minimum solution v and a maximum
solution w of (3.47) lying between α¯ and β¯. Possibly replacing u1 with v and u2 with w,
from the assumption α 6≤ β in Ω, we have u1 < u2, in Ω, then we obtain (3.96).
We finally prove (vi). We define the function γ : Ω× R→ R as
γ(x, s) =

α(x) if s < α(x),
s if α(x) ≤ s < β(x),
β(x) if β(x) ≤ s,
for a.e. x ∈ Ω, the operator F : C0,1(Ω)→ L∞(Ω) as
F(u) = f(·, γ(·, u),∇γ(·, u)) (3.98)
and we consider problem (3.83), where the operator in the right-hand side of the equation
is given by (3.98). Step 1 of Proposition 3.4.4 shows that any solution u of (3.83) satisfies
α¯ ≤ u ≤ β¯ in Ω. We notice that α and β are still a strict lower solution and a strict upper
solution of (3.83), respectively. Then, applying statement (iii) of Theorem 3.4.6 to problem
(3.83), we deduce the existence of three solutions u1, u2, u3 of (3.83) which satisfy (3.95).
Since there also holds α¯ ≤ u1 < u2 < u3 ≤ β¯ in Ω, we conclude that u1, u2, u3 are solutions
of (3.47) as well, satisfying (3.97).
Applications to the variational case
The last part of this section is devoted to the Dirichlet problem
−div
( ∇u√
1− |∇u|2
)
= f(x, u) in Ω,
u = 0 on ∂Ω,
(3.99)
where the right-hand side of the equation does not depend on the gradient. Differently from
problem (3.47), (3.99) has a variational structure. We present then a variational version of
(i), (ii) in Theorem 3.4.6 and of (iv) in Corollary 3.4.7 for problem (3.99).
Proposition 3.4.8. Assume (h1) and
(h3) f : Ω× R→ R satisfies the L∞-Carathe´odory conditions.
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Let C be the subset of C0,1(Ω) given by
C = {w ∈ C0,1(Ω) : ‖∇w‖∞ ≤ 1 and w = 0 in ∂Ω}
and I : C → R be the functional defined as
I(v) =
∫
Ω
√
1− |∇w|2 dx+
∫
Ω
F (x,w) dx, (3.100)
where F : Ω× R→ R, F (x, s) =
∫ s
0
f(x, ξ) dξ.
(a) Suppose there exists a lower solution α of (3.99). Then there is a solution of (3.99)
which maximizes I over the set Cα = {w ∈ C : w ≥ α in Ω}.
(b) Suppose there exists an upper solution β of (3.99). Then there is a solution of (3.99)
which maximizes I over the set Cβ = {w ∈ C : w ≤ β in Ω}.
(c) Suppose there exist a lower solution α and an upper solution β of (3.99), with α ≤ β
in Ω. Then there is a solution of (3.99) which maximizes I over the set Cα,β = {w ∈
C : α ≤ w ≤ β in Ω}.
Proof. Notice first that the set C is the one defined in (3.67). Let us prove that (a) is valid.
We define fα : Ω× R→ R as
fα(x, s) =

f(x, α(x)) if s < α(x),
f(x, s) if α(x) ≤ s < 12diam(Ω),
f
(
x, 12diam(Ω)
)
if 12diam(Ω) ≤ s,
for a.e. x ∈ Ω. Due to assumption (h3), the function fα is bounded. Set Fα : Ω × R → R,
Fα(x, s) =
∫ s
0
fα(x, ξ) dξ. Define the functional Iα : C → R as
Iα(w) =
∫
Ω
√
1− |∇w|2 dx+
∫
Ω
Fα(x,w) dx.
By Proposition 4.9.5, there is u ∈ C maximizing Iα over C, i.e.,∫
Ω
√
1− |∇u|2 dx+
∫
Ω
Fα(x, u) dx ≥
∫
Ω
√
1− |∇v|2 dx+
∫
Ω
Fα(x, v) dx, (3.101)
for all v ∈ C. Now, take any w ∈ C, fix λ ∈ ]0, 1[ and choose v = u + λ(w − u) in (3.101).
By concavity, we have∫
Ω
√
1− |∇u|2 dx+
∫
Ω
Fα(x, u) dx
≥
∫
Ω
√
1− |∇u+ λ(∇w −∇u)|2 dx+
∫
Ω
Fα(x, u+ λ(w − u)) dx
≥ λ
∫
Ω
√
1− |∇w|2 dx+ (1− λ)
∫
Ω
√
1− |∇u|2 dx+
∫
Ω
Fα(x, u+ λ(w − u)) dx
and hence, rearranging and dividing by λ,∫
Ω
√
1− |∇u|2 dx−
∫
Ω
√
1− |∇w|2 dx ≥
∫
Ω
(∫ 1
0
fα(x, u+ tλ(w − u))(w − u) dt
)
dx.
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Passing to the limit as λ goes to 0+ and using the dominated convergence theorem yield∫
Ω
√
1− |∇u|2 dx−
∫
Ω
√
1− |∇w|2 dx ≥
∫
Ω
fα(x, u)(w − u) dx,
that is ∫
Ω
√
1− |∇u|2 dx+
∫
Ω
fα(x, u)u dx ≥
∫
Ω
√
1− |∇w|2 dx+
∫
Ω
fα(x, u)w dx
holds for all v ∈ C. Let us set now v = fα(·, u) and denote by z the solution in W 2,r(Ω), for
all finite r ≥ 1, of problem (3.65). As in Remark 3.4.2, we have that both u and z maximize
the functional Jv defined in (3.68) over C. Again Lemma 4.9.6 applies implying that u = z.
Accordingly, u ∈W 2,r(Ω), for all finite r ≥ 1, is a solution of the modified problem
−div
( ∇u√
1− |∇u|2
)
= fα(x, u) in Ω,
u = 0 on ∂Ω.
(3.102)
Using Remark 3.4.1 and following the same line as in Part 1 of Proposition 3.4.4 we conclude
that u satisfies α ≤ u ≤ 12diam(Ω) in Ω. In parallel we notice that, for any w ∈ C,
‖w‖∞ ≤ 12diam(Ω) (3.103)
and the functionals I and Iα coincide over the set D = {w ∈ C : α ≤ w ≤ 12diam(Ω) in Ω},
with D = Cα. We conclude that u is a solution of problem (3.99) which maximizes the
functional I over the set Cα.
Similarly, we can prove that (b) is satisfied: it is sufficient to replace fα with fβ : Ω×R→
R which is defined by
fβ(x, s) =

f
(
x,− 12diam(Ω)
)
if s < − 12diam(Ω),
f(x, s) if − 12diam(Ω) ≤ s < β(x),
f(x, β(x)) if β(x) ≤ s,
for a.e. x ∈ Ω, and Fα with Fβ : Ω×R→ R given by Fβ(x, s) =
∫ s
0
fβ(x, ξ) dξ. Accordingly,
we replace the functional Iα with Iβ : C → R defined as
Iβ(w) =
∫
Ω
√
1− |∇w|2 dx+
∫
Ω
Fβ(x,w) dx.
We consider the modified problem obtained from (3.102) by replacing the function fα in
the right-hand side of the equation with fβ . In a parallel way, we prove the existence of
a solution u of the original problem (3.99) which is a global maximizer of Iβ and which
satisfies u ≤ β in Ω, therefore u maximizes the functional I over the set Cβ .
Finally, in case (c), we replace fα with fα,β : Ω× R→ R given by
fα,β(x, s) =

f(x, α(x)) if s < α(x),
f(x, s) if α(x) ≤ s < β(x),
f(x, β(x)) if β(x) ≤ s,
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for a.e. x ∈ Ω, and Fα with Fα,β : Ω × R → R given by Fα,β(x, s) =
∫ s
0
fα,β(x, ξ) dξ.
Accordingly, we substitute the functional Iα with Iα,β : C → R defined as
Iα,β(w) =
∫
Ω
√
1− |∇w|2 dx+
∫
Ω
Fα,β(x,w) dx.
We then consider the modified problem obtained from (3.102) by replacing the function fα
in the right-hand side of the equation with fα,β . As above, we prove the existence of a
solution u of the original problem (3.99), which is a global maximizer of Iα,β and which
satisfies α ≤ u ≤ β in Ω, therefore u maximizes the functional I over the set Cα,β .
3.4.4 Applications
We now produce a few sample applications of our preceding results to the simple situation
−div
( ∇u√
1− |∇u|2
)
= λup in Ω,
u = 0 on ∂Ω.
(3.104)
Example 1. Assume p ∈ ]0, 1[. Then, for each λ > 0, problem (3.104) has at least one
solution u  0 in Ω. For convenience, we replace up with (u+)p at the right hand-side of
(3.104). In the light of the previous results, it is clear that it is enough to construct a strict
lower solution α > 0 of (3.104). Fix an open ball B in RN with B ⊆ Ω. We are in position
of applying some existence and regularity results obtained in Section 3.3: namely, according
to the sublinear case treated in Remark 3.3.2, and to Remark 3.3.5, for any given λ > 0, the
Dirichlet problem 
−div
( ∇u√
1− |∇u|2
)
= λup in B,
u = 0 on ∂B
(3.105)
has a (radially symmetric) solution z ∈ C2(B) satisfying z > 0 in B. By applying the strong
maximum principle, Theorem 4.8.2, and the Hopf boundary point lemma, Lemma 4.8.1, we
deduce that z  0 in B. Let us define a function α ∈W 2,∞(Ω) by
α(x) =
z(x) if x ∈ B,0 if x ∈ Ω \B. (3.106)
Using the divergence theorem and recalling that the outward normal derivative of the func-
tion z on ∂B is negative, we verify that α is a lower solution of (3.104). Let w ∈ W 1,10 (Ω),
with w ≥ 0 a.e. in Ω:∫
Ω
∇α · ∇w√
1− |∇α|2 dx =
∫
B
∇α · ∇w√
1− |∇α|2 dx
= −
∫
B
div
( ∇z√
1− |∇z|2
)
w dx+
∫
∂B
∂z
∂ν
w dHN−1
≤ −
∫
B
div
( ∇z√
1− |∇z|2
)
w dx
=
∫
B
λzp w dx =
∫
Ω
λαp w dx.
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By regularity of α and the boundary conditions satisfied, we see that α is a lower solution
of (3.104). Let us show that it is strict. Suppose that u is a solution of (3.104) with u ≥ α
in Ω. As u > 0 in Ω, again the strong maximum principle and the Hopf boundary point
lemma imply that u 0 in Ω. In particular, we have that min
B
u > 0. Since there also holds
λup ≥ λαp in B, we can apply the comparison result stated in Lemma 3.4.1, and conclude
that α(x) ≤ u(x)−min
∂B
u < u(x) for every x ∈ B. Thus we have proved that u α in Ω.
Example 2. Assume p = 1. Then there exists λ∗ > 0 such that, for each λ ∈ ]λ∗,+∞[,
problem (3.104) has at least one solution u 0 in Ω. The proof proceeds as in Example 1,
the difference just being the construction of the lower solution of (3.104). As above, let B
be an open ball in RN with B ⊆ Ω. According to the linear case treated in Remark 3.3.2
and to Remark 3.3.5, there exists some λ∗ > 0 such that, for each λ ∈ ]λ∗,+∞[, problem
(3.105) has at least one solution z ∈ C2(B) such that z > 0 in B. One can then conclude
exactly as in Example 1.
Example 3. Assume p ∈ ]1,+∞[. Then there exists λ∗∗ > 0 such that, for each λ ∈
]λ∗∗,+∞[, problem (3.104) has at least two solutions u1 > u2  0 in Ω. As 0 is a (lower)
solution, in order to get the conclusion, we have just to construct a strict lower solution α > 0
and a strict upper solution β > 0 of (3.104), such that α 6≤ β, in Ω. As above, let B be an
open ball in RN with B ⊆ Ω. According to the superlinear case treated in Remark 3.3.2 and
to Remark 3.3.5, there exists some λ∗∗ > 0 such that, for all λ ∈ ]λ∗∗,+∞[, problem (3.105)
has in particular one solution z ∈ C2(B) such that z > 0 in B. We fix λ ∈ ]λ∗∗,+∞[, we
take one corresponding solution z of (3.105) with the characteristics above, and we define
α : Ω→ R as in (3.106): in the same way as in Example 1 we see that α is a positive lower
solution of (3.104). Let us prove the existence of a strict upper solution β  0 in Ω with
α 6≤ β in Ω. Let ]a, b[ be the projection of Ω over the x1-axis and set g(s) = λ(s+)p. We
consider the equation
−
(
v′√
1− v′2
)′
= g(v) in [a, b]. (3.107)
It is possible to exhibit a sequence (vk)k of solutions of (3.107) of class C
2 in [a, b], such
that min
[a,b]
vk > 0 for every k and
lim
k→+∞
‖vk‖∞ = 0. (3.108)
Indeed, let G : R → R be the potential function of g, that is G(s) =
∫ s
0
g(ξ) dξ =
λ
p+1 (s
+)p+1: the choice of p leads to the existence of a strictly decreasing sequence (rk)k in
R such that lim
k→+∞
rk = 0 and
lim
k→+∞
G(rk)
r2k
= 0+. (3.109)
From Section 3.2, we know that, for all r ∈ R+0 , the function
T (r) =
∫ r
0
κ(G(r)−G(s))√
G(r)−G(s) ds =
∫ 1
0
rκ(G(r)−G(rs))√
G(r)−G(rs) ds,
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where κ : R+ → R is given by κ(s) = 1+s√
2+s
, represents the time-map and is such that the
initial value problem 
−
(
v′√
1− v′2
)′
= g(v),
v(a) = r,
v′(a) = 0
has a (unique) positive solution v in [a, T (r)] which in particular satisfies v(x1) > 0 for all
x1 ∈ [a, T (r)[ and v(T (r)) = 0. Since κ(s) ≥ 1√2 , for all s ∈ R+, we easily see that
T (r) ≥ r√
2G(r)
, (3.110)
for all r ∈ R+0 . Combining (3.109) and (3.110), it follows
lim
k→+∞
T (rk) = +∞.
This means that there exists a sequence (vk)k in C
2([a, b]) of solutions of equation (3.107)
such that min
[a,b]
vk > 0, for every k, and (3.108) holds. For each k, define βk(x) = vk(x1) for
all x ∈ Ω. Clearly, each βk ∈ C2(Ω) satisfies the equation of problem (3.104) everywhere in
Ω and min
Ω
βk > 0, therefore βk is an upper solution of (3.104), with βk  0 in Ω. Moreover,
according to (3.108), we have βk 6≥ α in Ω, provided that k is large enough. We finally verify
that βk is strict. Let u > 0 be a solution of (3.104) such that u ≤ βk in Ω. Since λup ≤ λβpk
in Ω, by Lemma 3.4.1 we get u ≤ βk −min
Ω
βk, therefore u βk, in Ω, which is the thesis.
Example 4. Assume f : R→ R is continuous and satisfies
lim inf
s→0+
F (s)
s2
= 0, (3.111)
lim sup
s→0+
F (s)
s2
= +∞, (3.112)
where F (s) =
∫ s
0
f(ξ) dξ. Then there exists a sequence (uk)k of solutions of
−div
( ∇u√
1− |∇u|2
)
= f(u) in Ω,
u = 0 on ∂Ω,
(3.113)
such that uk > 0 in Ω for every k and lim
k→+∞
‖uk‖∞ = 0. Let us first notice that f(0) = 0
and hence α = 0 is a (lower) solution. Let ]a, b[ be the projection of Ω over the x1-axis. Two
possibilities may occur:
(i) there exists a strictly decreasing sequence (rk)k in R such that lim
k→+∞
rk = 0 and
f(rk) ≤ 0. Taking vk = rk in [a, b], we have that vk satisfies
−
(
v′k√
1− v′2k
)′
≥ f(vk) in [a, b],
min
[a,b]
vk > 0, for every k, and (3.108) is satisfied.
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(ii) There exists r ∈ R+0 such that f(s) > 0 for all s ∈ ]0, r]. As in Example 3, by
assumption (3.111), we construct a sequence (vk)k in C
2([a, b]) of solutions of the
equation in (3.113) such that min
[a,b]
vk > 0, for every k, and (3.108) holds.
In both cases, we define βk(x) = vk(x1) for all x ∈ Ω, for each k. It follows that the
sequence (βk)k is made of upper solutions of (3.113), with min
Ω
βk > 0 for every k and
lim
k→+∞
‖βk‖∞ = 0. Then we use Proposition 3.4.8 to get, for each k, the existence of a
solution uk of (3.113), with 0 ≤ uk ≤ βk in Ω, maximizing the functional I : C → R given
by
I(w) =
∫
Ω
√
1− |∇w|2 dx+
∫
Ω
F (w) dx,
over the set {w ∈ C : 0 ≤ w ≤ βk in Ω}, where the definition of the set C is given in
(3.67). Finally we construct a sequence of functions (ζk)k, with ζk ∈ C10 (Ω), ‖∇ζk‖∞ < 1,
0 < ζk ≤ βk in Ω and I(ζk) > |Ω| for every k. Indeed, let B be an open ball such that
B ⊆ Ω and let z ∈ C10 (Ω) satisfy z = 1 in B. On the one hand, according to condition
(3.111), there exists δ > 0 such that F (s) ≥ −s2 for all [0, δ]. On the other hand, according
to condition (3.112), there exists a strictly decreasing sequence (dk)k in R converging to 0,
such that
lim
k→+∞
F (dk)
d2k
= +∞.
Let us define ζk = dkz. We have ζk ∈ C10 (Ω), and, for sufficiently large k, there hold
‖∇ζk‖∞ < 1 and 0 < ζk ≤ βk ≤ δ in Ω. Using the inequality
√
1− |ξ|2 ≥ 1 − |ξ|2, for all
ξ ∈ RN with |ξ| ≤ 1, we now compute
I(ζk) =
∫
Ω
√
1− |∇ζk|2 dx+
∫
Ω
F (ζk) dx
≥ |Ω| −
∫
Ω
|∇ζk|2 dx+
∫
B
F (dk) dx+
∫
Ω\B
F (ζk) dx
≥ |Ω|+ d2k
(
−
∫
Ω
|∇z|2 dx+ F (dk)
d2k
|B| −
∫
Ω\B
z2 dx
)
> |Ω|,
the strict inequality being valid provided k is sufficiently large. The properties of the se-
quence (ζk)k allow to conclude that uk > 0 in Ω for sufficiently large k and lim
k→+∞
‖uk‖∞ = 0.
Chapter 4
Appendix
4.1 Measure theory
Definition 4.1.1 (Positive measure). Let X be a non-empty set endowed with a σ−algebra E, in
other words, let (X, E) be a measure space. The function µ : E → [0,+∞] is a positive measure if
there hold
• µ(∅) = 0;
• σ-additivity: for any countable family of pairwise disjoint sets {An}n in E, the following is
satisfied
µ
(⋃
n
An
)
=
∑
n
µ(An).
Moreover,
• µ is σ-finite if X is the union of the terms of an increasing sequence of sets in E with finite
measure;
• µ is finite if µ(X) < +∞.
Definition 4.1.2 (Measure). Let (X, E) be a measure space. The function µ : E → Rm, for some
m ∈ N0, is a measure if µ(∅) = 0 and µ is σ-additive. Namely,
• if m = 1, then µ is a real measure;
• if m > 1, then µ is a vector valued measure.
We notice that a positive measure µ is not a particular case of some measure ν, since ν must
be finite, according to Definition 4.1.2, whereas this is not the case for µ.
Definition 4.1.3 (Total variation of a measure). Let µ be a measure on a measure space (X, E).
The total variation of µ is given by the function |µ| : E → R,
|µ|(A) = sup
{+∞∑
n=1
|µ(An)| : (An)n pairwise disjoint, A =
⋃
n
An
}
.
Theorem 4.1.1. Let µ be a measure on a measure space (X, E). Then its total variation |µ| is a
positive finite measure.
Proof. For the proof we refer to [6, Theorem 1.6].
Definition 4.1.4 (Absolute continuity and singularity). Let (X, E) be a measure space.
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(a) Let µ be a positive measure and ν be a real or vector valued measure on (X, E). We say that
ν is absolutely continuous with respect to µ, or that ν is the absolutely continuous part of µ,
if, for any A ∈ E such that µ(A) = 0, there holds |ν(A)| = 0.
(b) Let µ, ν be real or vector valued measures on (X, E). We say that µ and ν are mutually
singular, or that ν is the singular part of µ, if there exists A ∈ E such that |µ|(A) = 0 and
|ν|(X \A) = 0.
Theorem 4.1.2 (Radon-Nikody´m decomposition). Let (X, E) be a measure space. Let µ be a σ-
finite positive measure and ν be a measure with values in Rm, for some m ∈ N0, both measures on
(X, E). Then there exists a unique pair of Rm−valued measures ρ, νs, such that
ν = ρ+ νs,
where ρ is absolutely continuous with respect to µ, and νs and µ are mutually singular. Moreover,
there exists a unique function f ∈ L1(X,µ;Rm) such that
ρ = fµ,
that is, for all A ∈ E there holds
ρ(A) =
∫
A
f dµ.
The function f takes the name of density of ν with respect to µ and it is denoted by ν
µ
or νa.
Corollary 4.1.3 (Polar decomposition). Let µ be a Rm-valued measure on a measure space (X, E),
for some m ∈ N0. Then there exists a unique function f ∈ L1(X,µ;Rm) such that
µ = f |µ|. (4.1)
Proof. It suffices to remark that any measure is absolutely continuous with respect to its total
variation, then the Radon-Nikody´m decomposition of µ with respect to |µ| reduces to (4.1).
Lemma 4.1.4. Let (X, E) be a measure space. Let µ be a positive σ-finite measure and ν be a vector
valued measure, both measures on (X, E). Let ν = νaµ + νs be the Radon-Nikody´m decomposition
of ν with respect to µ. Then there hold
νa =
ν
|ν| |ν|
a µ-a.e. in X, (4.2)
ν
|ν| =
νs
|ν|s |ν|
s-a.e. in X. (4.3)
Proof. On the one hand, the Radon-Nikody´m decompositions of ν with respect to µ and of νs with
respect its total variation |νs| give
ν = νaµ+ νs = νaµ+
νs
|νs| |ν
s|. (4.4)
On the other hand, the Radon-Nikody´m decomposition of ν with respect to its total variation |ν|
and then the one of |ν| with respect to µ, imply
ν =
ν
|ν| |ν| =
ν
|ν| (|ν|
aµ+ |ν|s). (4.5)
From (4.4) and (4.5) we get
ν = νaµ+
νs
|νs| |ν
s| =
(
ν
|ν| |ν|
a
)
µ+
ν
|ν| |ν|
s.
Since there holds
|νs| = |ν|s,
the uniqueness of the Radon-Nikody´m decomposition applied to the measure ν with respect to µ
gives precisely (4.2) and (4.3).
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Definition 4.1.5 (Finite Radon measure). Let O be an open set in RN . We say that µ : B(O)→
Rm, for some m ∈ N0, is a finite Radon measure if it is a measure, according to the Definition
4.1.2.
Definition 4.1.6 (Positive Radon measure). Let O be an open set in RN . We say that µ : B(O)→
[0,+∞] is a positive Radon measure if µ is a positive measure such that µ(K) < +∞ for each
compact set K in O.
Definition 4.1.7 (Positive finite Radon measure). Let O be an open set in RN . We say that
µ : B(O) → [0,+∞[ is a positive finite Radon measure if µ is a positive Radon measure. In
particular there holds µ(O) < +∞.
Theorem 4.1.5 (Riesz representation theorem). Let L : C0(RN ;RM ) → R be a linear functional
such that
sup{L(g) : g ∈ C0(RN ;RM ), |g| ≤ 1 in RN , supp(g) ⊆ K} < +∞,
for each compact set K in RN . Then the function µ : B(RN )→ [0,+∞] defined as
µ(A) = sup{L(g) : g ∈ C0(RN ;RM ), |g| ≤ 1 in RN , supp(g) ⊆ A}
if A ∈ B(RN ) is open,
µ(S) = inf{µ(A) : S ⊆ A, A open}
otherwise, is a positive Radon measure.
Proof. For the proof we refer to [65, Section 1.8, Theorem 1].
4.2 Topological degree
Definition 4.2.1 (Topological degree). Let X be a real normed linear space, I be the identity
operator on X,
(a) O be an open bounded set in X,
(b) T : O → X be a completely continuous map,
(c) 0 /∈ (I− T)(∂O), that is u 6= T(u), for all u ∈ ∂O.
To each couple (T,O) satisfying (a), (b), (c), one can associate an integer deg(I − T,O, 0), which
is called the topological degree of f with respect to O, with the following properties.
(i) Normalization:
deg(I,O, 0) =
1 if 0 ∈ O,0 if 0 ∈ X \ O.
(ii) Additivity: if O1, O2 are disjoint open bounded sets in X such that 0 /∈ (I− T)(∂O1 ∪ ∂O2),
then
deg(I− T,O1 ∪ O2, 0) = deg(I− T,O1, 0) + deg(I− T,O2, 0).
(iii) Invariance with respect to a homotopy: if H : [0, 1] × O → X is completely continuous and
such that 0 /∈ (I−H(t, ·))(∂O) for all t ∈ [0, 1], then
deg(I−H(0, ·),O, 0) = deg(I−H(1, ·),O, 0).
(iv) If deg(I− T,O, 0) 6= 0, then there exists u ∈ O such that u = T(u).
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(v) Excision: if A ⊆ O is an open set such that 0 /∈ (I− T)(O \A), then
deg(I− T,O, 0) = deg(I− T,O \A, 0).
For the definition and the properties of the topological degree we refer to [105, Definition 4.2.5
and Section 4.3].
In addition to the conditions on X, O, T assumed by Definition 4.2.1, let us define Φ = I − T
and consider
(d) u0 ∈ O an isolated zero of Φ.
u0 ∈ O being isolated in X, there exists r > 0 such that Φ(u) 6= 0 for all u ∈ B(u0, r) \ {u0} (here
B(u0, r) denotes the open ball in X centered at u0 with radius r). Using the excision property of
the topological degree, we deduce that
deg(Φ, B(u0, δ), 0) = deg(Φ, B(u0, r), 0),
for all δ ∈ ]0, r[. We are now in position to give the following (well-posed) definition.
Definition 4.2.2 (Index). Let X be a real normed linear space. Under the previous assumptions
(a), (b), (d) on O, T, u0, the fixed point index of u0 is defined as
i(Φ, u0) = lim
δ→0+
deg(Φ, B(u0, δ), 0).
Theorem 4.2.1 (Leray-Schauder continuation theorem). Let X be a real Banach space, O be an
open bounded set in X and c, d ∈ R, with c < d. Let also T : [c, d] × O → X be a completely
continuous map and Φ : [c, d]×O → X be defined as Φ(t, u) = u− T (t, u). Suppose also
Φ(t, u) = u− T (t, u) 6= 0, for all (t, u) ∈ [c, d]× ∂O.
If deg(Φ(c, ·),O, 0) 6= 0, then problem
Φ(t, u) = u− T (t, u) = 0
admits a solution u in O, for all t ∈ [c, d]. Moreover, naming
Σ = {(t, u) ∈ [c, d]×O : Φ(t, u) = 0},
Σt = {u ∈ O : Φ(t, u) = 0},
for all t ∈ [c, d], there exists a compact connected set C in Σ which satisfies
C ∩ ({c} × Σc) 6= 0 and C ∩ ({d} × Σd) 6= 0.
Proof. For the proof we refer to [2, Theorem 4.3.4]. We mention that the result was first proved by
J. Leray and J. Schauder in [103].
Theorem 4.2.2. Let X be a real Banach space and O be an open bounded set in X. Let T ∈
C1(O, X) be a completely continuous map, such that 1 is not an eigenvalue of T′(u0), for some
u0 ∈ O. Then, setting Φ = I−T and Φ(u0) = 0, one has that u0 is an isolated zero of Φ and there
holds
i(Φ, u0) = (−1)β ,
where β is the sum of the algebraic multiplicities of all the eigenvalues of T′(x0) belonging to ]1,+∞[.
Proof. For the proof we refer to [4, Theorem 3.20].
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Theorem 4.2.3 (Local inversion theorem). Let X, Y be real Banach spaces, F : X → Y , x0 ∈ X
and y0 = F (x0). If there exists a neighbourhood U0 of x0 in X such that
(i) F |U0 ∈ C1(U0;Y ),
(ii) F ′(x0) is invertible (as a linear map from X to Y ),
then there exist a neighbourhood U ⊆ U0 of x0 in X and a neighbourhood V of y0 in Y such that
the equation
F (x) = y
has a unique solution in U , for all y ∈ V . Furthermore, denoting by F−1 : V → U the inverse of
F |U , one has F−1 is of class C1 and, for every x ∈ U , there holds(
F−1
)′
(y) =
(
F ′(x)
)−1
,
where F (x) = y.
Proof. For the proof we refer to [2, Theorem 3.1.1].
Theorem 4.2.4 (Fredholm alternative). Let X be a Banach space and T : X → X be a completely
continuous linear operator. Then, for all λ 6= 0, either
(i) there exists x ∈ X, with x 6= 0, such that (λI− T)(x) = 0,
or
(ii) for all y ∈ X, there exists a unique x ∈ X such that (λI− T)(x) = y.
Proof. For the proof we refer to [73, Theorem 5.2.10].
4.3 Critical point theory
Definition 4.3.1. Let X be a normed linear space and J : X → R be continuous. We say that
(i) J is coercive if lim
‖x‖→+∞
J (x) = +∞;
(ii) J is weakly lower semi-continuous if, for any sequence (xn)n in X which weakly converges
to some x ∈ X (in symbols, xn ⇀ x in X), there holds
J (x) ≤ lim inf
n→+∞
J (xn).
Theorem 4.3.1 (Existence of minima). Let X be a reflexive Banach space and let J : X → R
be coercive and weakly lower semi-continuous. Then J is bounded from below and it has a global
minimum, that is there exists x0 ∈ X such that J (x0) = inf J . Moreover, if J is differentiable,
then x0 is a critical point of J .
Proof. For the proof we refer to [4, Lemma 5.3, Theorem 5.5].
We introduce the framework where to settle the mountain pass theorem proved by G. Ambrosetti
and P. Rabinowitz in [5, Theorem 2.1].
Let X be a Banach space and J : X → R be a functional of class C1. Let K be a compact
metric space and K0 be a closed set in K. Let f0 : K0 → X be a fixed continuous mapping. We
define the family
Γ = {f ∈ C(K,X) : f = f0 in K0}. (4.6)
We also set
c = inf
f∈Γ
max
t∈K
J (f(t)) (4.7)
(c can be −∞).
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Definition 4.3.2 (Palais-Smale sequence / Palais-Smale condition). Let X be a Banach space,
J : X → R be a functional of class C1.
(i) A sequence (xn)n in X is said a Palais-Smale sequence if lim
n→+∞
J (xn) = c, for some c ∈ R,
and lim
n→+∞
J ′(xn) = 0.
(ii) J is said to satisfy the Palais-Smale condition if any Palais-Smale sequence (xn)n in X
admits a converging subsequence.
Theorem 4.3.2 (Mountain pass theorem). Let X be a Banach space and J : X → R be a functional
of class C1 which satisfies the Palais-Smale condition. Let S be a closed set in X which disconnects
X. Let xa, xb be points of X which belong to distinct connected components of X \S. Assume there
exists m ∈ R such that J satisfies the following condition:
inf
S
J ≥ m and max{J (xa),J (xb)} < m.
Let a, b ∈ R and
Γ = {f ∈ C([a, b], X) : f(a) = xa, f(b) = xb}.
Then there holds
c = inf
f∈Γ
max
t∈[a,b]
J (f(t)) > −∞
and c is a critical value, that is there exists u ∈ X such that J (u) = c and J ′(u) = 0.
Proof. For the proof we refer to [58, Theorem 5.7].
4.4 Lebesgue spaces
An approximation result
Theorem 4.4.1. Let O be a measurable set in RN , p ∈ [1,+∞]. Let (vn)n be a sequence in Lp(O)
and v ∈ Lp(O) satisfy lim
n→+∞
‖v − vn‖Lp = 0. Then there exist a subsequence (vnk )k of (vn)n and a
function V ∈ Lp(O) such that
(i) lim
k→+∞
vnk = v a.e. in O,
(ii) |vnk | ≤ V , for all k, a.e. in O.
Proof. For the proof we refer to [33, Theorem 4.9].
Convolution
Lemma 4.4.2. Let O be an open set in RN . Let f ∈ C(RN ) be radially symmetric, h ∈ Lp(O),
k ∈ Lq(O), where 1
p
+ 1
q
= 1 be such that supp(h), supp(k) ⊆ O. Then the following holds∫
O
(f ∗ h¯)k¯ dx =
∫
O
(f ∗ k¯)h¯ dx, (4.8)
where h¯, k¯ are the trivial extensions over RN of h, k, respectively.
Proof. Let us name fˆ : RN → R, fˆ(x) = f(−x). Using [33, Proposition 4.16], we compute∫
O
(f ∗ h¯)(x)k¯(x) dx =
∫
RN
(f ∗ h¯)(x)k¯(x) dx =
∫
RN
(fˆ ∗ k¯)(x)h¯(x) dx
=
∫
RN
(∫
RN
fˆ(y)k¯(x− y) dy
)
h¯(x) dx
=
∫
RN
(∫
RN
f(y)k¯(x− y) dy
)
h¯(x) dx
=
∫
RN
(f ∗ k¯)(x)h¯(x) dx =
∫
O
(f ∗ k¯)(x)h¯(x) dx,
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that is (4.8).
Proposition 4.4.3 (Regularity of the convolution product). Let f ∈ Ck0 (RN ), with k ∈ N0, and
let g ∈ L1loc(RN ). Then f ∗ g ∈ Ck(RN ) and
∂xj (f ∗ g) = (∂xjf) ∗ g
for all j = 1, . . . , N . In particular, if f ∈ C∞0 (RN ) and g ∈ L1loc(RN ), then f ∗ g ∈ C∞(RN ).
Proof. For the proof we refer to [33, Proposition 4.20].
We recall the following definition, where B(x, r) denotes the open ball in RN centered at x with
radius r > 0.
Definition 4.4.1. A function η : RN → R is a positive mollifier centered at 0 if η belongs to
C∞0 (RN ) and it satisfies
supp(η) ⊆ B(0, 1),∫
RN
η dx = 1,
η ≥ 0 in RN .
Under these assumptions, for any δ > 0, we denote by ηδ : RN → R the function
ηδ(x) = δ
−Nη
(
x
δ
)
. (4.9)
We notice that ηδ ∈ C∞0 (RN ) satisfies the following conditions:
supp(ηδn) ⊆ B(0, δn),∫
RN
ηδn dx = 1,
ηδn ≥ 0 in RN .
Theorem 4.4.4. Assume f ∈ Lp(RN ), with p ∈ [1,+∞[ and let (δn)n be a sequence of values
converging to 0. Naming η a positive mollifier centered at 0 and (ηδn)n the sequence of functions
obtained from η according to (4.9), the following holds
lim
n→+∞
ηδn ∗ f = f in Lp(RN ).
Proof. For the proof we refer to [33, Theorem 4.22].
Lp-Carathe´odory functions
Definition 4.4.2 ((Lp-)Carathe´odory function). Let O be a measurable set in RN .
(i) We say that f : O × R × RN → R satisfies the Carathe´odory conditions, or equivalently f
is a Carathe´odory function, if f(x, ·, ·) : R × RN → R is continuous, for a.e. x ∈ O, and
f(·, s, ξ) : O → R is measurable, for all s ∈ R, for all ξ ∈ RN .
(ii) We say that f : O×R×RN → R satisfies the Lp-Carathe´odory conditions, or equivalently f is
a Lp-Carathe´odory function, for some p ∈ [1,+∞] if f is a Carathe´odory function, according
to (i), such that, for all r ∈ R+0 there exists a function g ∈ Lp(O) for which the estimate
|f(x, s, ξ)| ≤ g(x),
is satisfied for a.e. x ∈ O, for all (s, ξ) ∈ [−r, r]2.
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Theorem 4.4.5. Let O be an open set in RN . If f : O × R → R satisfies the Carathe´odory
conditions and u ∈M(O), then the function Nf (u) : O → R defined as
Nf (u) = f(·, u) (4.10)
is measurable.
Proof. For the proof we refer to [58, Theorem 2.1].
From the Theorem above we see that any Carathe´odory function f : O × R → R defines an
operator Nf :M(O)→M(O), which is called Nemytskii operator, or superposition operator. The
following result shows some more properties of the operator, under suitable assumptions on the
function f .
Theorem 4.4.6. Let O be an open set in RN and let f : O × R → R satisfy the Carathe´odory
conditions. Suppose that there exist constants d, r ∈ R+0 and a function e ∈ Lq(O), for some
q ∈ [1,+∞], such that
|f(x, s)| ≤ d|s|r + e(x),
for a.e. x ∈ O, for all s ∈ R. Then
(i) Nf maps Lqr(O) into Lq(O),
(ii) Nf : Lqr(O) → Lq(O) is continuous and sends bounded subsets of Lqr(O) into bounded
subsets of Lq(O).
Proof. For the proof we refer to [58, Theorem 2.3].
4.5 Sobolev spaces
Remark 4.5.1 Let O be an open set in RN , k ∈ N and α ∈ ]0, 1]. The notations for the Ho¨lder
continuous spaces Ck,α(O), Ck,α(O) used here and throughout this thesis are intended according
to [83, p. 52].
Theorem 4.5.1 (Sobolev embedding theorem). Let O be a bounded domain in RN , with locally
Lipschitz boundary ∂O. Let j ∈ N, m ∈ N0 and p ∈ [1,+∞[. Then there hold the following
embeddings, which are all compact.
• If mp > N > (m− 1)p, then
W j+m,p(O) ↪→ Cj,λ(O), for all λ ∈
[
0,m− N
p
]
,
in particular
Wm,p(O) ↪→ Lq(O), for all q ∈ [p,+∞];
• if mp = N , then
Wm,p(O) ↪→ Lq(O), for all q ∈ [p,+∞[;
• if mp < N , then
Wm,p(O) ↪→ Lq(O), for all q ∈
[
p,
Np
N −mp
]
;
• if N = (m− 1)p, then
W j+m,p(O) ↪→ Cj,λ(O), for all λ ∈ ]0, 1[. (4.11)
Also, if N = m− 1 and p = 1, then (4.11) holds for λ = 1 as well.
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Proof. For the proof we refer to [1, Theorem 4.12, Theorem 6.2].
Theorem 4.5.2. Let O be an open bounded set in RN with Lipschitz boundary. Let ϕ : ∂O → R.
Then ϕ is the trace of a function u ∈W 1,1(O) if and only if ϕ ∈ L1(∂O). Namely, if ϕ is the trace
of some function u ∈W 1,1(O), then there exists C > 0 such that there holds
‖ϕ‖L1(∂O) ≤ C ‖u‖W1,1(O) .
If ϕ ∈ L1(∂O), then it is possible to construct a function u ∈ W 1,1(O) whose trace is ϕ and such
that there exists D > 0 for which there holds
‖u‖W1,1(O) ≤ D ‖ϕ‖L1(∂O) .
Proof. For the proof we refer to [74, Teorema 1.II].
We introduce a family of weighted normed linear spaces which are essential for the variational
setting of the problem treated in Chapter 3, Section 3.3.
Definition 4.5.1. Let R > 0 and k > 1 be fixed. We define the weighted function space Hk(0, R)
as
Hk(0, R) =
{
w ∈W 1,1loc (]0, R]) :
∫ R
0
rkw′2 dr < +∞ and w(R) = 0
}
. (4.12)
Remark 4.5.2 Endowed with the norm
‖w‖R =
(∫ R
0
rkw′2 dr
)1/2
,
Hk(0, R) is a Hilbert space.
Proposition 4.5.3. Let R > 0 and k > 1 be fixed. Let p ∈ ] k−1
2
,+∞[. Then there exists a
constant c = c(R) > 0 such that the estimate
‖rpv‖∞ ≤ c ‖v‖R
holds for all v ∈ Hk(0, R).
Proof. For the proof we refer to [28, Corollary 2].
Proposition 4.5.4. Let R > 0 and k > 1 be fixed. Let q ∈ [2, 2k+2
k−1
[
. Then there exists a constant
d = d(R) > 0 such that the estimate ∫ R
0
rk |v|q dr ≤ d ‖v‖qR
holds for all v ∈ Hk(0, R).
Proof. For the proof we refer to [28, Proposition 3].
Proposition 4.5.5. Let R > 0 and k > 1 be fixed. Assume f : R→ R is continuous and
• there exists q ∈ ]0, k+3
k−1
[
such that lim sup
s→+∞
|f(s)|
sq
< +∞.
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Define F : R→ R as F (s) =
∫ s
0
f(ξ) dξ. Assume c : [0, R]→ R is continuous. Then the functional
I : Hk(0, R)→ R given by
I(w) =
∫ R
0
rk
(
w′(r)2
2
+ c(r)F (w(r))
)
dr
is of class C1; moreover a critical point v of I in Hk(0, R) belongs to C1([0, R]) and it is a solution
of v
′′ + k
v
r
= c(r)f(v) in ]0, R[,
v′(0) = v(R) = 0.
Proof. For the proof we refer to [28, Proposition 5].
4.6 Bounded variation functions
Definition 4.6.1 (Bounded variation function). Let O be an open set in RN . Let also v ∈ L1(O).
We say that v is a bounded variation function, and we denote it by v ∈ BV (O), if there exists a
finite Radon measure Dv = (D1v, . . . , DNv) on O such that∫
O
v ∂xjw dx = −
∫
O
wDjv,
for all w ∈ C10 (O). The total variation |Dv| of Dv is called the total variation of v.
Theorem 4.6.1 (Characterization of the total variation of v ∈ BV (O)). Let O be an open set in
RN . Let v ∈ L1(O). Then v ∈ BV (O) if and only if
V (v,O) = sup
{∫
O
v div(w) dx : w ∈ C10 (O), ‖w‖∞ ≤ 1
}
< +∞,
and in that case there holds ∫
O
|Dv| = V (v,O).
Proof. For the proof we refer to [6, Proposition 3.6].
For any open set O in RN , the linear space BV (O) endowed with the norm
‖v‖BV (O) =
∫
O
|v| dx+
∫
O
|Dv|
is a Banach space.
In the one-dimensional case when O is an interval, O = ]c, d[, for some c < d, if v ∈ BV (c, d),
then we have ∫ d
c
|Dv| = sup
{∫ d
c
vw′ dt : w ∈ C10 (]c, d[), ‖w‖∞ ≤ 1
}
We introduce now the area functional.
Definition 4.6.2 (Area functional). Let O be an open set in RN . Let v ∈ BV (O). We set∫
O
√
1 + |Dv|2 = sup
{∫
O
(
v div(w1) + w2
)
dx : w1, w2 ∈ C10 (O),
∥∥w21 + w22∥∥∞ ≤ 1}.
There holds, for any v ∈ BV (O),∫
O
|Dv| ≤
∫
O
√
1 + |Dv|2.
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Lemma 4.6.2. Let O be an open set in RN and let v ∈ BV (O) ∩ C1(O). Then v ∈W 1,1(O).
Proof. It suffices to observe that ∫
O
|∇v| dx =
∫
O
|Dv| < +∞.
Theorem 4.6.3 (Lower semi-continuity of the total variation inBV with respect to the L1loc−norm).
Let O be an open set in RN and let (vn)n be a sequence of functions in BV (O) converging in L1loc(O)
to v. Then ∫
O
|Dv| ≤ lim inf
n→+∞
∫
O
|Dvn|.
Proof. For the proof we refer to [87, Theorem 1.9].
The first part of the following result comes from the observation that, for any given open set
O in RN , the space C∞(O) is not dense in BV (O) with respect to the BV -norm, since the closure
of C∞(O) in this norm is the Sobolev space W 1,1(O), which is strictly contained in BV (O). As a
direct consequence, we cannot expect to approximate a function v ∈ BV (O) with a sequence (vn)n
in C∞(O). Nevertheless, the convergence holds with respect to the distance in BV (O) given by
d(v, w) =
∫
O
|v − w| dx+
∣∣∣∫
O
|Dv| −
∫
O
|Dw|
∣∣∣.
The convergence which is originated by the previous distance is named strict convergence in BV (O).
This important result was obtained first by G. Anzellotti and M. Giaquinta in [10, Teorema 1].
Theorem 4.6.4 (An approximation property, strict convergence in BV ). Let O be an open set in
RN and let v ∈ BV (O). Then there exists a sequence (vn)n in W 1,1(O) ∩ C∞(O) such that
lim
n→+∞
vn = v, in L
1(O), (4.13)
lim
n→+∞
∫
O
|Dvn| =
∫
O
|Dv|. (4.14)
If in addition O is bounded, then for every n and every x ∈ ∂O there holds
lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|vn − v| dy = 0.
Proof. For the proof we refer to [87, Theorem 1.17, Remark 1.18].
The following strengthened result is true in dimension N = 1. Here as well as Chapter 1, for
any σ > 0, the notation W 1,1σ (0, σ) stands for
W 1,1σ (0, σ) = {v ∈W 1,1(0, σ) : v is σ-periodic}.
Theorem 4.6.5. Let σ > 0 and let v ∈ BV (0, σ). Then there exists a sequence (vn)n in W 1,1σ (0, σ)
such that
lim
n→+∞
vn = v in L
1(0, σ),
lim
n→+∞
∫ σ
0
|v′n| dt =
∫ σ
0
|Dv|+ |v(σ−)− v(0+)|,
lim
n→+∞
∫ σ
0
√
1 + |v′n|2 dt =
∫ σ
0
√
1 + |Dv|2 + |v(σ−)− v(0+)|.
Proof. For the proof we refer to [116, Corollary 2.2].
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Some other results involving the total variation in dimension 1 follow.
Proposition 4.6.6 (Semi-continuity of the area functional with additional boundary term). Let
σ > 0 be fixed and let us define the functional J : BV (0, σ)→ R as
J (v) =
∫ σ
0
√
1 + |Dv|2 + |v(σ−)− v(0+)|.
For every (vn)n in BV (0, σ) converging in L
1(0, σ) to some v ∈ BV (0, σ), there holds
J (v) ≤ lim inf
n→+∞
J (vn).
Proof. For the proof we refer to [116, Proposition 2.4].
Proposition 4.6.7 (Symmetric Wirtinger inequality). For every σ > 0 and every v ∈ BV (0, σ)
such that
∫ σ
0
v dt = 0, there holds
‖v‖L1(0,σ) ≤
σ
4
(∫ σ
0
|Dv|+ |v(σ−)− v(0+)|
)
.
Proof. For the proof we refer to [116, Corollary 2.7].
Proposition 4.6.8 (An oscillation estimate). For every σ > 0 and every v ∈ BV (0, σ), there holds
ess sup
[0,σ]
v − ess inf
[0,σ]
v ≤ 1
2
(∫ σ
0
|Dv|+ |v(σ−)− v(0+)|
)
.
Proof. For the proof we refer to [116, Proposition 2.9].
Corollary 4.6.9. For every σ > 0 and every v ∈ BV (0, σ) such that
∫ σ
0
v dt = 0, there holds
‖v‖∞ ≤
1
2
(∫ σ
0
|Dv|+ |v(σ−)− v(0+)|
)
.
Proof. For the proof we refer to [116, Corollary 2.10].
The following result is a version of the mountain pass lemma in the space of bounded variation
functions in dimension 1.
Theorem 4.6.10. Let f : [0, σ] × R → R be a Lp-Carathe´odory function, for some p > 1. Let us
consider the functionals J , I : BV (0, σ)→ R defined as
J (v) =
∫ σ
0
√
1 + |Dv|2 + |v(σ−)− v(0+)|,
I(v) = J (v)−
∫ σ
0
F (t, v) dt,
where F : [0, σ] × R → R is given by F (t, s) =
∫ s
0
f(t, ξ) dξ. Let a, b ∈ R, with a < b, and xa,
xb ∈ BV (0, σ) be given. Set
Γ =
{
γ ∈ C([a, b];BV (0, σ)) : γ(a) = xa, γ(b) = xb} .
Suppose that
c = inf
γ∈Γ
max
ξ∈[a,b]
I(γ(ξ)) > max{I(xa), I(xb)}.
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Then there exist sequences (γn)n, (vn)n and (εn)n, where γn ∈ Γ, vn ∈ BV (0, σ) and εn ∈ R such
that lim
n→+∞
εn = 0, satisfying for each n
c− 1
n
≤ I(vn) ≤ max
ξ∈[a,b]
I(γn(ξ)) ≤ c+ 1
n
,
min
ξ∈[a,b]
‖vn − γn(ξ)‖BV (0,σ) ≤
1
n
and, for every v ∈ BV (0, σ),
J (v)− J (vn) ≥
∫ σ
0
f(t, vn)(v − vn) dt− εn ‖v − vn‖BV (0,σ) .
Proof. For the proof we refer to [116, Lemma 2.13].
Theorem 4.6.11. Let O be an open set in RN . The following properties hold.
(i) For any v, w ∈W 1,1(O), the functions v ∧ w, v ∨ w belong to W 1,1(O). Moreover
|∇(v ∧ w)| =χ{v<w}|∇v|+ χ{v≥w}|∇w|,
|∇(v ∨ w)| =χ{v<w}|∇w|+ χ{v≥w}|∇v|.
(ii) For any v, w ∈ BV (O), the functions v ∧ w, v ∨ w belong to BV (O).
Proof. As for the proof of (i), we refer to [136, Theorem 1.56]. As for (ii), we refer to [7, p. 277].
We now introduce some definitions and results from [8] with the aim of expressing correctly a
differentiation formula of the area functional
∫
O
√
1 + |Du|2 for some u ∈ BV (O) and some given
open bounded set O in RN .
Definition 4.6.3. Let O be an open bounded set in RN . Let f : O × RN → R+ satisfy
(i) for all Borel measurable functions η : O → RN , the function f(·, η(·)) is Borel measurable;
(ii) for a.e. x ∈ O, for all ξ ∈ RN , there exists the finite limit
lim
t→0+
f
(
x,
ξ
t
)
t = f0(x, ξ). (4.15)
For any measure µ : B(O)→ RN , we define the positive measure f(·, µ) : B(O)→ [0,+∞] as∫
B
f(x, µ) =
∫
B
f(x, µa) dx+
∫
B
f0
(
x,
µs
|µ|s
)
|µ|s. (4.16)
Remark 4.6.1 According to Lemma 4.1.4, in formula (4.16) we can replace µ|µ| with
µs
|µ|s since the
two functions are equal |µ|s-a.e. in O.
Remark 4.6.2 We notice that the function f0 associated with f : RN → R given by f(ξ) =√
1 + |ξ|2 is f0(ξ) = |ξ|, for all ξ ∈ RN , and, for any open bounded set O in RN and any u ∈ BV (O),
the following is a positive measure on (O,B(O)):∫
B
√
1 + |Du|2 =
∫
B
√
1 + (|Du|a)2 dx+
∫
B
|Du|s. (4.17)
The following result proves that the area functional set in Definition 4.6.2 and the positive
measure given in (4.17) coincide on any open bounded sets in RN .
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Theorem 4.6.12. Let O be an open bounded set in RN and let u ∈ BV (O). Then for any open
set A ⊆ O, there holds
sup
{∫
A
(
u div(w1) + w2
)
dx : w1, w2 ∈ C10 (A),
∥∥w21 + w22∥∥L∞(A) ≤ 1}
=
∫
A
√
1 + (|Du|a)2 dx+
∫
A
|Du|s.
Proof. For the proof we refer to [40, p. 362].
Theorem 4.6.13. Let O be an open bounded set in RN . Let f : O × RN → R+ satisfy conditions
(i), (ii) in Definition 4.6.3. Let us also assume that f = f(x, ξ) is differentiable with respect to ξ
in O × RN , f0 = f0(x, ξ) is differentiable with respect to (x, ξ) in O × (RN \ {0}). Moreover let us
suppose that there exists M > 0 such that
|∇ξf(x, ξ)| ≤M, for all (x, ξ) ∈ O × RN ,
|∇ξf0(x, ξ)| ≤M, for all (x, ξ) ∈ O × (RN \ {0}).
Then the functional F : BV (O)→ [0,+∞]
F(u) =
∫
O
f(x,Du), (4.18)
defined according to (4.16), is differentiable at the point u ∈ BV (O) in the direction φ ∈ BV (O) if
and only if |Dφ|s is absolutely continuous with respect to |Du|s, and in such a case one has
d
dt
F(u+ tφ)|t=0 =
∫
O
∇ξf(x, (Du)a) · (Dφ) dx+
∫
O
∇ξf0
(
x,
Du
|Du|
)
· Dφ|Dφ| |Dφ|
s. (4.19)
Proof. For the proof we refer to [9, Theorem 3.6].
Remark 4.6.3 We notice that Theorem 4.6.13 applied to function f : RN → R given by f(ξ) =√
1 + |ξ|2 implies that, taking any u ∈ BV (O) and any direction φ ∈ BV (O) in which the functional
F given by (4.18) is differentiable at u, formula (4.19) becomes
d
dt
F(u+ tφ)|t=0 =
∫
O
(Du)a ·Dφ√
1 + |(Du)a|2 dx+
∫
O
sgn
(
Du
|Du|
)
· Dφ|Dφ| |Dφ|
s,
for any open bounded set O in RN .
The next theorem assures the existence of a trace function for any BV -function defined on an
open bounded set O of RN with Lipschitz boundary. According to the definition of the trace for a
function belonging to W k,p, for any k, p ∈ [1,+∞[, the trace of a BV -function gives a meaning to
the values on ∂O of v ∈ BV (O). The next result also gives a formulation of the integration-by-part
formula for such functions.
Theorem 4.6.14. Let O be an open bounded set in RN with Lipschitz boundary and let v ∈ BV (O).
Then there exists a function ϕ ∈ L1(∂O) which satisfies, for HN−1-a.e. x ∈ ∂O,
lim
ρ→0+
1
ρN
∫
B(x,ρ)∩O
|v(y)− ϕ(x)| dy = 0.
Moreover for any g ∈ C10 (RN ;RN ), there holds∫
O
v div(g) dx = −
∫
O
g ·Dv +
∫
∂O
ϕ(g · ν) dHN−1,
ν being the outward unit normal vector to ∂O.
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Proof. For the proof we refer to [87, Theorem 2.10].
In the present work, when N ≥ 2, for any given open bounded set O in RN with Lipschitz
boundary and any v ∈ BV (O), the BV -trace function ϕ is always denoted either by T v or by v:
the latter notation is used when there is no possibility to confuse the original function v ∈ BV (O)
and its trace T v ∈ L1(∂O).
In dimension N = 1, the existence of the trace of a function v ∈ BV (c, d) is accompanied by
the existence of one-sided limits at any points of the interior of the interval. Namely, the following
result holds.
Proposition 4.6.15. Let c, d ∈ R, with c < d, and v ∈ BV (c, d). Then there exist
v(t+0 ) = lim
t→t+0
v(t), for all t0 ∈ [c, d[,
v(t−0 ) = lim
t→t−0
v(t), for all t0 ∈ ]c, d].
Moreover, the set of points at which v is discontinuous is at most countable. Finally,
• there is a unique constant γ and a unique function vl ∈ BV (c, d), which is left-continuous
and satisfies
lim
t→c+
vl(t) = 0
and
v(t) = vl(t) + γ
at all points of continuity of v;
• there is a unique constant δ and a unique function vr ∈ BV (c, d), which is right-continuous
and satisfies
lim
t→d−
vr(t) = 0
and
v(t) = vr(t) + δ
at all points of continuity of v.
Proof. For the proof we refer to [37, Section 2.3].
With reference to the notation of the proposition above, we denote v(t+0 ) as the right trace of
v at t0 ∈ [c, d[, and v(t−0 ) as the left trace of v at t0 ∈ ]c, d]. We also name vr the right-continuous
representative of v, vl the left-continuous representative of v.
Theorem 4.6.16. Let O be an open bounded set in RN with Lipschitz boundary. Let v, vn, for all
n, be functions in BV (O) satisfying
lim
n→+∞
vn = v, in L
1(O),
lim
n→+∞
∫
O
|Dvn| =
∫
O
|Dv|.
Then the following holds
lim
n→+∞
T vn = T v, in L1(∂O).
Proof. For the proof we refer to [87, Theorem 2.11].
184 Appendix
Theorem 4.6.17. Let O be an open bounded set in RN with Lipschitz boundary. Let also v1 ∈
BV (O) and v2 ∈ BV (RN \ O). Define
v =
v1 a.e. in O,v2 a.e. in RN \ O. (4.20)
Then v ∈ BV (RN ) and the following holds∫
RN
|Dv| =
∫
O
|Dv1|+
∫
RN\O
|Dv2|+
∫
∂O
|T v1 − T v2| dHN−1.
Proof. For the proof we refer to [65, Theorem 1, Section 5.4].
In dimension N = 1 Theorem 4.6.17 states that, if c, d ∈ R, with c < d, and v1 ∈ BV (c, d),
v2 ∈ BV (R \ [c, d]), then the function v defined as in (4.20) belongs to BV (R) and there holds∫
R
|Dv| =
∫ d
c
|Dv1|+
∫
R\[c,d]
|Dv2|+ |v1(c+)− v2(c−)|+ |v2(d+)− v1(d−)|.
This implies the following simple result.
Corollary 4.6.18. If v ∈ BVloc(R) is τ -periodic, for some τ > 0, and σ = mτ , for some positive
integer m, then there holds∫ σ
0
|Dv| = m
∫ τ
0
|Dv|+ (m− 1)|v(τ−)− v(0+)|.
In parallel, the following remarks hold for the area functional.
Lemma 4.6.19. Let u ∈ BVloc(R). Then for any τ ∈ R there holds√
1 + |Du|2(τ) = |Du|s(τ) = |u(τ+)− u(τ−)|. (4.21)
Proof. According to the expression of the area functional given in (4.17), we have√
1 + |Du|2(τ) =
∫
{τ}
√
1 + |Du|2 =
∫
{τ}
√
1 + |(Du)a|2 dt+
∫
{τ}
|Du|s = |Du|s(τ). (4.22)
On the other hand, from Theorem 4.6.17 we get
|Du|s(τ) = |Du|(τ)− |Du|a dt(τ) = |Du|(τ) = |u(τ+)− u(τ−)|. (4.23)
From (4.22) and (4.23) we obtain (4.21).
An immediate consequence is the following.
Proposition 4.6.20. If v ∈ BVloc(R) is τ -periodic, for some τ > 0, and σ = mτ , for some positive
integer m, then there holds∫ σ
0
√
1 + |Dv|2 = m
∫ τ
0
√
1 + |Dv|2 + (m− 1)|v(τ−)− v(0+)|.
Assume O is an open bounded set in RN with Lipschitz boundary. Theorems 4.6.4 and 4.6.14
imply the existence, for any function v ∈ BV (O), of a sequence (vn)n of BV -functions which are
infinitely many times differentiable, which strictly converge to v with respect to the BV -norm and
such that T vn = T v, HN−1-a.e. on ∂O. Namely
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Theorem 4.6.21 (An approximation property, strict convergence in BV with equal traces). Let
O be an open bounded set in RN with Lipschitz boundary and let v ∈ BV (O). Then there exists a
sequence (vn)n in W
1,1(O) ∩ C∞(O) such that
lim
n→+∞
vn = v, in L
1(O), (4.24)
lim
n→+∞
∫
O
|Dvn| =
∫
O
|Dv|, (4.25)
T vn = T v, HN−1-a.e. on ∂O. (4.26)
Proof. This result is stated in [87, Remark 2.12].
Lemma 4.6.22. Let O be an open bounded set in RN with Lipschitz boundary. For any n ∈ N0,
let us define ψn : O → R as
ψn(x) =
(
n+ 1
n
(1− ndist(x, ∂Ω)) ∨ 0
)
∧ 1.
Then the following properties hold
(i) lim
n→+∞
ψn = 0 in L
1(O);
(ii) supp(ψn − 1) is a compact set in O;
(iii) 0 ≤ ψn ≤ 1 in O;
(iv) lim sup
n→+∞
∫
O
|u||∇ψn| dx ≤
∫
∂O
|u| dHN−1, for all u ∈ BV (O).
Proof. For the proof we refer to [40, Lemma 7.3].
In order to present some results in terms of pairings between measures and bounded functions,
for any open bounded set O in RN we define the following normed linear spaces:
BV (O)c = BV (O;RN ) ∩ L∞(O;RN ) ∩ C(O;RN ),
X(O)µ = {ψ ∈ L∞(O;RN ) : div(ψ) is a bounded measure on O},
X(O)p = {ψ ∈ L∞(O;RN ) : div(ψ) ∈ Lp(O)},
with p ∈ [1,+∞]. Let us remark that X(O)p2 ⊆ X(O)p1 ⊆ X(O)µ, for all 1 ≤ p1 ≤ p2 ≤ +∞.
Theorem 4.6.23. Let O be an open bounded set in RN with Lipschitz boundary. Then there exists
a bilinear map 〈·, ·〉∂O : X(O)µ ×BV (O)c → R such that
〈ψ, u〉∂O =
∫
∂O
uψ · ν dHN−1, if ψ ∈ C1(O;RN ),∣∣∣ 〈ψ, u〉∂O ∣∣∣ ≤ ‖ψ‖L∞(O) ∫
∂O
|u| dHN−1, for all ψ ∈ X(O)µ, for all u ∈ BV (O)c.
Proof. For the proof we refer to [8, Theorem 1.1].
Theorem 4.6.24. Let O be an open bounded set in RN with Lipschitz boundary. Then there exists
a linear operator γ : X(O)µ → L∞(∂O) such that
‖γ(ψ)‖L∞(∂O) ≤ ‖ψ‖L∞(O) , for all ψ ∈ X(O)µ, (4.27)
〈ψ, u〉∂O =
∫
∂O
γ(ψ)u dHN−1, for all u ∈ BV (O)c,
γ(ψ) = ψ · ν, for all ψ ∈ C1(O;RN ). (4.28)
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Proof. For the proof we refer to [8, Theorem 1.2].
The previous theorem shows the existence of a weak trace operator associated with X(O)µ. In
view of property (4.28) we denote γ(ψ) by [ψ, ν], for all ψ ∈ X(O)µ.
Proposition 4.6.25 (An integration-by-part formula). Let O be an open bounded set in RN with
Lipschitz boundary. Let p ∈ [1,+∞]. Then for all ψ ∈ X(O)p and for all u ∈ W 1,1(O) ∩ Lq(O),
where 1
p
+ 1
q
= 1 (meaning that q = +∞ when p = 1 and that q = 1 when p = +∞), there holds∫
O
u div(ψ) dx+
∫
O
ψ · ∇u dx =
∫
∂O
[ψ, ν]u dHN−1.
Proof. For the proof we refer to [8, Proposition 1.3].
4.7 Ordinary differential equations
Mixed boundary value problems
Let us consider the eigenvalue problem−u′′ + p(t)u′ + q(t)u = λu in [c, d],u′(c) = u(d) = 0, (4.29)
where p, q : [c, d]→ R are continuous functions and q(t) > 0 for all t ∈ [c, d[.
Lemma 4.7.1. The first eigenvalue of problem (4.29) is λ1 > 0.
Proof. Let λ ≤ 0 and let w ∈ C2([c, d]) be a solution (4.29). Assume w(t¯) = max
[c,d]
w > 0. Then
there holds t¯ ∈ [c, d[. In any case we have w′(t¯) = 0 and then from the equation we obtain
w′′(t¯) = (q(t¯)− λ)w(t¯) > 0.
Therefore there exists δ > 0 such that w′(t) > 0 and w(t) > w(t¯) = max
[c,d]
w for all t ∈ ]t¯, t¯+ δ[,
which is a contradiction. This shows that max
[c,d]
w ≤ 0.
In a completely similar way one can show that min
[c,d]
w ≥ 0, implying that w = 0 in [c, d].
Theorem 4.7.2 (A maximum principle). Let u ∈ C2([c, d]) satisfy
−u′′ + p(t)u′ + q(t)u ≥ 0 in [c, d],
u′(c) ≤ 0,
u(d) ≥ 0,
(4.30)
where p, q : [c, d]→ R are continuous functions with q(t) > 0 for all t ∈ [c, d[. Then u(t) > 0 for all
t ∈ [c, d[, moreover u(d) = 0 implies u′(d) < 0.
Proof. Having in mind Lemma 4.7.1, for the proof we refer to [56, Appendix, Theorem 5.2].
Remark 4.7.1 Under the assumptions of Theorem 4.7.2 we notice that any function u ∈ C2([c, d])
which satisfies (4.30) is also such that u 0 in [c, d].
Let us consider the mixed problem−u′′ = g(t, u, u′) in [c, d],u′(c) = u(d) = 0. (4.31)
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Theorem 4.7.3 (Existence of solution in the presence of ordered lower and upper solutions).
Assume α, β ∈ C2([c, d]) are lower and upper solutions of problem (4.31) such that α ≤ β in [c, d].
Define
E = {(t, s, ξ) ∈ [c, d]× R2 : α(t) ≤ s ≤ β(t)}.
Let g : E → R be a continuous function. Assume moreover that there exist r ≥ 0 and a continuous
function φ : R+ → R+0 such that, for any solution of (4.31), we have
(i) u′(c) ≤ r and u′(d) ≥ −r,
(
u′(c) ≥ −r and u′(d) ≤ r
)
,
(ii)
∫ +∞
r
ξ
φ(ξ)
dξ > max
[c,d]
β −min
[c,d]
α,
(iii) g(t, s, ξ) ≥ −φ(|ξ|)
(
g(t, s, ξ) ≤ φ(|ξ|)
)
, for all (t, s, ξ) ∈ E.
Then (4.31) has at least one solution u ∈ C2([c, d]) which satisfies α ≤ u ≤ β in [c, d].
Proof. For the proof we refer to [56, Chapter 2, Theorem 3.1].
The following proposition concerns properties of lower or upper solutions, which are not solu-
tions, of problem (4.31), under the assumption that the continuous nonlinearity g = g(t, s, ξ) is
one-sided locally Lipschitz continuous in s and locally Lipschitz continuous in ξ. Namely there
holds
Proposition 4.7.4. Let g : [c, d]×R×R→ R be a continuous function with the following properties:
(g1) for all r > 0 there exists K = K(r) > 0 such that for all t ∈ [c, d], for all ξ ∈ R, for all s1,
s2 ∈ [−r, r] with s1 ≤ s2 there holds
g(t, s2, ξ)− g(t, s1, ξ) ≥ −K(s2 − s1);
(g2) for all r > 0 there exists L = L(r) > 0 such that for all t ∈ [c, d], for all s ∈ R, for all ξ1,
ξ2 ∈ [−r, r] there holds
|g(t, s, ξ2)− g(t, s, ξ1)| ≤ L|ξ2 − ξ1|.
If α ∈ C2([c, d]) is a lower solution which is not a solution of (4.31), then it is a strict lower
solution. Moreover, if β ∈ C2([c, d]) is an upper solution which is not a solution of (4.31), then it
is a strict upper solution.
Proof. The proof takes inspiration from [56, Chapter III, Proposition 1.7, Proposition 2.7].
A differential inequality
Theorem 4.7.5. Let O be an open connected set in R2 and ω : O → R be a continuous map such
that the initial value problems for the equation
x′ = ω(t, x) (4.32)
have a unique solution. If x = x(t) is a solution of (4.32) in [a, b], and y = y(t) is a solution of the
differential inequality
dy
dt
≤ ω(t, y),
in [a, b], with y(a) ≤ x(a), then y(t) ≤ x(t) for all t ∈ [a, b].
Proof. For the proof we refer to [89, Section I.6, Theorem 6.1].
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Hamiltonian systems
Theorem 4.7.6. Let us consider a Hamiltonian system, that isx′ = −∂yH(x, y),y′ = ∂xH(x, y), (4.33)
with H : R2 → R of class C1. Then local uniqueness of solution of Cauchy problems associated
with (4.33) is guaranteed, provided the initial value (x0, y0) ∈ R2 is not an equilibrium of the system
(4.33), that is ∇H(x0, y0) 6= (0, 0).
Proof. For the proof we refer to [128, Theorem 1].
Theorem 4.7.7 (Generalization of the Poincare´-Birkhoff theorem). Let H : R × R2N → R, H =
H(t, x, y) be a continuous function, T -periodic in t and continuously differentiable with respect to
(x, y). For each i = 1, . . . , N , let Γi1, Γ
i
2 be two strictly star shaped Jordan curves in R2 around the
origin such that
0 ∈ D(Γi1) ⊆ D(Γi1) ⊆ D(Γi2),
D(Γ) denoting the open bounded region delimited by the Jordan curve Γ. Let also A be the following
generalized annulus in R2N
A =
[
D(Γ12) \ D(Γ11)
]
× · · · ×
[
D(ΓN2 ) \ D(ΓN1 )
]
.
Assume that every solution z = (z1, . . . , zN ) with zi = (xi, yi) of the Hamiltonian systemx′ = ∇yH(t, x, y),y′ = −∇xH(t, x, y), (4.34)
departing from z(0) ∈ ∂A is defined in [0, T ] and satisfies
zi(t) 6= (0, 0), for all t ∈ [0, T ] and i = 1, . . . , N.
Assume finally that there are integer numbers ν1, . . . , νN in Z such that, for each i, either
Rot(zi; [0, T ])
< νi if zi(0) ∈ Γi1,> νi if zi(0) ∈ Γi2,
or
Rot(zi; [0, T ])
> νi if zi(0) ∈ Γi1,< νi if zi(0) ∈ Γi2.
Then the Hamiltonian system (4.34) has at least N + 1 geometrically distinct T -periodic solutions
z0, . . . , zN such that z0(0), . . . , zN (0) ∈ A such that
Rot
(
zki ; [0, T ]
)
= νi, for all k = 0, 1, . . . , N and i = 1, . . . , N.
Proof. For the proof we refer to [72, Theorem 8.2].
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4.8 Linear elliptic equations
Throughout this section, L represents the following operator:
Lu = −
N∑
i,j=1
aij(x)∂xixju+
N∑
j=1
bj(x)∂xju+ c(x)u in O, (4.35)
with O an open set in RN . We assume that L is strongly uniformly elliptic, that means that there
exist 0 < λ ≤ Λ such that
λ|ξ|2 ≤
N∑
i,j=1
aij(x)ξiξj ≤ Λ|ξ|2,
for all x ∈ O and for all ξ ∈ RN . Moreover aij = aji, for all i, j = 1, . . . , N . The specific
characteristics of O and the regularity of the boundary ∂O, of the coefficients aij , bj , c, for all
i, j = 1, . . . , N , and of the function u will be specified on a case-by-case basis.
Maximum principles
Lemma 4.8.1 (Hopf boundary point lemma). Let O be a bounded domain with boundary of class
C1,1 and L be the operator given by (4.35). Let aij, bj, c belong to C(O), for all i, j = 1, . . . , N .
Let u ∈W 2,p(O), for some p > N , satisfy
Lu ≤ 0 a.e. in O. (4.36)
If u achieves a strict local maximum at a point x0 ∈ ∂O, then
∂u
∂ν
(x0) > 0,
provided either c = 0 in O, or both c ≥ 0 in O and u(x0) ≥ 0.
Proof. For the proof we refer to [136, Lemma 3.26].
Theorem 4.8.2 (Strong maximum principle). Let O be a bounded domain with boundary of class
C1,1 and L be the operator given by (4.35). Let aij, bj, c belong to C(O), for all i, j = 1, . . . , N .
Let u ∈W 2,p(O), for some p > N , satisfy (4.36). Unless u is constant, the maximum M of u in O
cannot be achieved in O if either c = 0 in O or both c ≥ 0 in O and M ≥ 0.
Proof. For the proof we refer to [136, Theorem 3.27].
Classical solutions
Theorem 4.8.3. Let O = B be an open ball in RN , L be the operator given by (4.35). Let aij , bj ,
c ∈ C0,α(B), for some α ∈ ]0, 1[, for all i, j = 1, . . . , N , and with c ≥ 0 in B. If we also assume
f ∈ C0,α(B) and φ ∈ C2,α(B), then the Dirichlet problemLu = f in B,u = φ on ∂B
has a unique solution u ∈ C2,α(B).
Proof. For the proof we refer to [83, Corollary 6.9].
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Theorem 4.8.4. Let O be a bounded domain in RN which satisfies an exterior sphere condition at
any point of ∂O. Let us consider the Dirichlet problemLu = f in O,u = φ on ∂O, (4.37)
where L is the operator given by (4.35). If the following conditions are satisfied
• there exists α > 0 such that aij, bj, c, f ∈ C0,α(O), for all i, j = 1, . . . , N ,
• aij, bj, c, f are bounded, for all i, j = 1, . . . , N ,
• φ ∈ C(∂O),
• c ≥ 0 in O,
then problem (4.37) has a (unique) solution u ∈ C2,α(O) ∩ C(O).
Proof. For the proof we refer to [83, Theorem 6.13].
Theorem 4.8.5. Let O be a bounded domain in RN with boundary of class C2,α, for some α ∈ ]0, 1[.
Let us consider problem (4.37), where L is the operator given by (4.35). Assume the following
conditions hold:
• aij, bj, c, f ∈ C0,α(O), for all i, j = 1, . . . , N ,
• c ≥ 0 in O.
Then, for any φ ∈ C2,α(O), problem (4.37) has a (unique) solution in C2,α(O).
Proof. For the proof we refer to [83, Theorem 6.14].
Theorem 4.8.6. Let O be an open set in RN . Let us consider the equation
Lu = f in O, (4.38)
where L is the operator given by (4.35). Assume that there exist k ∈ N, α > 0 such that aij, bj, c, f
belong to Ck,α(O), for all i, j = 1, . . . , N . If u ∈ C2(O) is a solution of (4.38), then u ∈ Ck+2,α(O).
In particular, if aij, bj, c, f ∈ C∞(O), then u ∈ C∞(O).
Proof. For the proof we refer to [83, Theorem 6.17].
Lr-regularity theory
Theorem 4.8.7. Let O be a bounded domain in RN , with boundary of class C1,1. Let L be the
operator given by (4.35). Assume that
• aij ∈ C(O), for all i, j = 1, . . . , N ,
• bj , c ∈ L∞(O), for all j = 1, . . . , N , and f ∈ Lr(O),
for some r > N . Let M > 0 be such that
|aij |, |bj |, |c| ≤M, a.e. in O,
for all i, j = 1, . . . , N . Let u ∈W 2,r(O) be a strong solution of problemLu = f in O,u = 0 on ∂O.
Then there exists C = C(N, r, λ,M,O, ωij) > 0 such that
‖u‖W2,r ≤ C(‖u‖Lr + ‖f‖Lr ),
where ωij is the modulus of continuity of a
ij in O, for all i, j = 1, . . . , N .
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Proof. The theorem is a special case of [83, Theorem 9.13].
Theorem 4.8.8. Let O be a bounded domain in RN , with boundary of class C1,1. Let us consider
problem (4.37), where the operator L is given by (4.35). Assume that
• aij ∈ C(O), bj, c ∈ L∞(O), for all i, j = . . . , N ,
• c ≥ 0 a.e. in O.
If f ∈ Lr(O) and φ ∈ W 2,r(O), for some r > N , then problem (4.37) has a unique solution
u ∈W 2,r(O).
Proof. For the proof we refer to [83, Theorem 9.15].
4.9 Quasilinear elliptic equations
Theorem 4.9.1. Let O be a bounded domain with C1,α boundary, for some α ∈ ]0, 1]. Let also λ,
Λ, M0 be positive constants, with λ ≤ Λ, let κ, Φ be non-negative constants, let m > −1. Let us
consider the quasilinear equation
−div(A(x, u,∇u)) = B(x, u,∇u) in O, (4.39)
where A = (aij(x, s, p))i,j and B = B(x, s, p) are supposed to satisfy the following conditions:
N∑
i,j=1
aij(x, s, p)ξiξj ≥ λ(κ+ |p|)m|ξ|2,
N∑
i,j=1
aij(x, s, p)ξiξj ≤ Λ(κ+ |p|)m|ξ|2,
|A(x, s, p)−A(y, w, p)| ≤ Λ(1 + |p|)m+1
(
|x− y|α + |s− w|α
)
,
|B(x, s, p)| ≤ Λ(1 + |p|)m+2,
for all (x, s, p) ∈ ∂O× [−M0,M0]×RN , for all (y, w, p) ∈ O× [−M0,M0]×RN , for all ξ ∈ RN . Let
finally φ ∈ C1,α(∂O) be such that ‖φ‖C1,α(∂O) ≤ Φ. If u is a bounded weak solution of the Dirichlet
problem whose equation is (4.39) and whose boundary condition is
u = φ on ∂O,
with |u| ≤ M0 in O, then there exist β = β
(
N,α, Λ
λ
,m
) ∈ ]0, 1] and C = C(O, α, Λ
λ
,m,M0,Φ
)
> 0
such that u ∈ C1,β(O) and
‖u‖C1,β ≤ C.
Proof. For the proof we refer to [104, Theorem 1].
Here are the notations used in the following Theorem. Let O be a bounded domain in RN . The
equation considered is
−
N∑
j=1
∂xjaj(∇u) = h(u,∇u) in O, (4.40)
where aj ∈ C2(RN ), h ∈ C1(R× RN ).
aij(ξ) =
∂ai
∂ξj
(ξ)
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for all ξ ∈ RN , for all i, j = 1, . . . , N . Moreover, ξ′ represents ξ′ = ξˆ − (ξˆ · νu)νu, with ξˆ = (ξ, 0) ∈
RN+1, and
νu =
1√
1 + |∇u|2 (−∇u, 1) in O, (4.41)
that is, νu(x) is the upward normal unit vector to graph(u) at x ∈ O. For any u ∈ C2(O), let us
also set in O
δi∂xju = ∂xixju−
N∑
k=1
∂xkxju ∂xku
1 + |∇u|2 ∂xiu, for all i = 1, . . . , N,
δN+1∂xju =
N∑
k=1
∂xkxju ∂xku
1 + |∇u|2 ,
for all j = 1, . . . , N . Moreover, let us define in O
|δ∇u| =
( N∑
l=1
N+1∑
i=1
|δi∂xlu|2
)1/2
.
Having in mind these notations, we present the following result.
Theorem 4.9.2. Let O be a bounded domain in RN . Let u ∈ C2(O) be a solution of (4.40). Name
M = max
O
|u|. Assume that the following conditions hold:
• there exists µ0 > 0 such that |aj | ≤ µ0 in RN , for all j = 1, 2, . . . , N ;
• there exist µ1 > 0, µ2 ≥ 0 such that
N∑
j=1
aj(ξ)ξj ≥ µ1
√
1 + |ξ|2 − µ2 for all ξ ∈ RN ;
• there exists µ3 > 0 such that |h(s, ξ)| ≤ µ3, for all (s, ξ) ∈ [−M,M ]× RN ;
• there exist µ4, µ5 > 0 such that
µ4
|ξ′|2√
1 + |∇u|2 ≤
N∑
i,j=1
aij(∇u)ξiξj ≤ µ5 |ξ
′|2√
1 + |∇u|2
for all ξ ∈ RN ;
• defining in O the following function
A(u,∇u) =−
N∑
i,l
∂h(s, ξ)
∂ξi
|(s,ξ)=(u,∇u)∂xlu δi∂xlu
−
N∑
i,l
∂h(s, ξ)
∂ξi
|(s,ξ)=(u,∇u)∂xiu ∂xlu δN+1∂xlu
− ∂h
∂s
(s, ξ)|(s,ξ)=(u,∇u)|∇u|2,
there exists µ6 > 0 such that
A(u,∇u) ≥ −µ6|δ∇u|, in O.
Let us name I = {µk}k the set of parameters involved in the conditions listed above. Then, for any
subdomain O′ compactly contained in O, there exists d = d(dist(O′, ∂O), N, I) > 0 such that
‖∇u‖L∞(O′) ≤ d.
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Proof. This theorem is a particular case of [99, Theorem 4].
Theorem 4.9.3. Let O be a bounded domain in RN . Let us consider the equation
N∑
i,j=1
aij(x, u,∇u)∂xixju+B(x, u,∇u) = 0 in O. (4.42)
Let u ∈W 2,2(O) be a solution of (4.42), such that
‖u‖∞ ≤M, ‖∇u‖∞ ≤M1,
for some M, M1 > 0. Assume that there exists λ > 0 such that
N∑
i,j=1
aij(x, u(x),∇u(x))ξiξj ≥ λ|ξ|2,
for a.e. x ∈ O, for all ξ ∈ RN . Assume also that, when restricted to O × [−M,M ] × [−M1,M1],
the function aij = aij(x, s, p) belongs to C1(O× [−M,M ]× [−M1,M1]), for all i, j = 1, . . . , N , the
function B = B(x, s, p) belongs to C(O × [−M,M ]× [−M1,M1]), and let M2 > 0 be such that
|B(x, s, p)| ≤M2,
|∂xkaij(x, s, p)| ≤M2, for all k = 1, . . . , N,
|∂saij(x, s, p)| ≤M2,
|∂pkaij(x, s, p)| ≤M2, for all k = 1, . . . , N,
for all (x, s, p) ∈ O × [−M,M ] × [−M1,M1]. Then there exists β = β(λ,M,M1,M2) > 0
such that the solution u belongs to C1,β(O) and, for any subdomain O′ compactly contained in
O, there exists D = D(λ,M,M1,M2, dist(O′, ∂O)) > 0 such that
‖∇u‖C0,β(O′) ≤ D.
Proof. For the proof we refer to [98, Theorem 1.1, Chapter 6].
Theorem 4.9.4. Let N ≥ 2 and α ∈ ]0, 1[ be fixed. Let O be a bounded domain in RN with
C2,α-boundary and φ ∈ C2,α(O). Consider the Dirichlet problem
−div
( ∇u√
1 + |∇u|2
)
= N H(x, u, νu) in O,
u = φ on ∂O,
(4.43)
where νu is given by (4.41). Assume that H : O × R× RN+1 → R can be decomposed in the form
H(x, s, p) = H1(x, s, p) +H2(x, s, p)pN+1,
with H1, H2 ∈ C1(O × R× RN+1) ∩ C1,β(O × R× RN+1), for some β > 0. Moreover suppose that
H satisfies
(1) ∂sH1 ≤ 0 and ∂sH ≤ 0, in O × R× RN+1;
(2) there exists ε > 0 such that, for all η ∈ C10 (O),∣∣∣∣∫OH(x, 0, νη) η dx
∣∣∣∣ ≤ 1− εN
∫
O
|∇η| dx;
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(3) there holds
N
N − 1 |H1(y, φ(y), γ(y))| ≤ H∂Ω(y), for all y ∈ ∂O,
where, for any y ∈ ∂O, γ(y) is the inward unit normal vector to ∂O at y, considered as an
element of RN+1, and H∂Ω(y) is the mean curvature of ∂O at y.
Then there exists a unique solution u ∈ C2,α(O) of problem (4.43).
Proof. For the proof we refer to [107, Corollary 1].
Let O be a bounded domain in RN , H : O×R→ R and g : ∂O → R be bounded functions. Let
us consider the set
Cg = {w ∈ C0,1(O) : ‖∇w‖∞ ≤ 1 and w = g on ∂Ω}. (4.44)
Let us define the functional JH,g : Cg → R as
JH,g(w) =
∫
O
√
1− |∇w|2 dx+
∫
O
∫ w(x)
0
H(x, t) dt dx. (4.45)
We consider the problem of maximizing JH,g in Cg.
Proposition 4.9.5. With reference to the notations introduced above, there exists a global maxi-
mizer u of JH,g in Cg if and only if Cg is non-empty. Moreover the global maximizer is unique if
the function H = H(x, t) is increasing in t.
Proof. For the proof we refer to [15, Proposition 1.1].
Lemma 4.9.6. Let O be a bounded domain in RN . Let, for i = 1, 2, Hi : O → R be a bounded
function and gi : ∂O → R be continuous. Let ui ∈ Cgi be a global maximizer in the set Cgi given in
(4.44) of the functional JHi,gi given in (4.45). Suppose that
H1 ≤ H2 a.e. in O.
Then
u1 ≤ u2 −min
∂Ω
(g2 − g1) in O.
Proof. For the proof we refer to [15, Lemma 1.2].
Proposition 4.9.7. Let O be a bounded domain in RN , with boundary of class C2, and suppose
that ϕ : ∂O → R has an extension ϕ¯ in O of class C2 such that there exists θ0 ∈ ]0, 1[ for which
there holds sup
O
|∇ϕ¯| ≤ 1 − θ0. Let κ > 0 be such that sup
O
|Hϕ¯| ≤ κ. Let u ∈ C2(O) ∩ C1(O) be a
function satisfying ‖∇u‖∞ < 1,
sup
O
∣∣∣∣div( ∇u√1− |∇u|2
)∣∣∣∣ ≤ Λ, (4.46)
for some Λ > 0, and u = ϕ on ∂O. Then there exists θ = θ(θ0, κ,Λ,O, N) ∈ ]0, 1[ such that
max
∂O
|∇u| ≤ 1− θ.
Proof. For the proof we refer to [15, Corollary 3.4].
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Theorem 4.9.8. Let O be a bounded domain in RN , and suppose that u ∈ C2(O)∩C1(O) satisfies
‖∇u‖∞ < 1, (4.46) and u = ϕ on ∂O. Let K > 0 be such that
max
∂O
1√
1− |∇u|2 < K.
Then there exists c = c(N) > 0 such that u satisfies the following estimate
sup
O
1√
1− |∇u|2 ≤ cK((LΛ)
N+2 + 1),
where L = diam(O) + sup
∂O
|ϕ|.
Proof. For the proof we refer to [15, Theorem 3.5].
4.10 Fully nonlinear elliptic equations
Theorem 4.10.1. Let O be a bounded domain in RN , symmetric with respect to the hyperplane
xk = 0 and with smooth boundary. Let A be an open set in RN . Let F : O × R × A × RN2 → R,
F = F(x, s, z, p), be continuous with respect to (x, s, z, p) and continuously differentiable with respect
to (s, z, p). Let us assume that F satisfies the following condition: there exist λ,Λ > 0 such that
λ|ξ|2 ≤
N∑
i,j=1
∂pijF(x, s, z, p)ξiξj ≤ Λ|ξ|2,
for all x ∈ O, s ∈ R, z ∈ A, p ∈ RN2 and for all ξ ∈ RN . Define
S+ = {x = (x1, . . . , xN ) ∈ RN : xk > 0}
and g : O → R given by g(x) = F(x, 0, 0, 0). In addition let us suppose that
(a) there holds either g(x) ≥ 0 for all x ∈ ∂O ∩ S+, or g(x) < 0 for all x ∈ ∂O ∩ S+;
(b) F is symmetric with respect to xk = 0, and it is decreasing with respect to xk in (O ∩ S+)×
R×A× RN2 ;
(c) F(x, s,−zk, zα, pkk,−pkα,−pαk, pβγ) = F(x, s, z, p), with α, β, γ ∈ {1, . . . , N} \ {k} and for
all x ∈ O, s ∈ R, z ∈ A, p ∈ RN2 .
If u ∈ C2(O) is a solution of
F(x, u,∇u,Hu) = 0 in O,
then u is symmetric with respect to the hyperplane xk = 0 and ∂xku(x) < 0 for all x ∈ O ∩ S+.
Proof. For the proof we refer to [82, Corollary 1].
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