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Abstract
The paper presents an ANN-based mechanism to model inter-related visual kinematics relations, which are an important fragment
of visual servo closed loop system. The primary goal is to visually servo a 6-DOF robot arm, from an initial location toward a
desired posture using only image data from a scene provided during the arm maneuver. Arm movements, dynamics, and kinematics
were simulated with Matlab Robotics Tool Box. The arm is equipped with a CCD camera, where the visual CCD part is modeled
and simulated with Matlab Epipolar Geometry Toolbox. The main issue that hinders visual servo system is related to the variant
feature Jacobian matrix. The methodology used is based on the concept of integrating a multilayer ANN with an Image Based
Visual Servoing system. ANN was used to learn, approximate, and map the highly complex relations that relate a scene movements
to an arm movement through a visual servo. The proposed technique has proven to be an eﬀective approach, that has resulted in
reducing computational time.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of The 2015 International Conference on Soft Computing and Software
Engineering (SCSE 2015).
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1. Introduction
Visual servo is a dynamical machine vision used to control the behavior of a robotic structure using visual informa-
tion to execute a certain task. Robotics visual servoing has been introduced by robotics, AI and control communities.
A considerable justiﬁcation for that, is the signiﬁcant beneﬁts of such an integration over blind robotic systems. There
are two approaches for robotic arm visual servoing, position based and image based IBVS control1, 2. In this research,
the second approach is used. The conventional method is the model based where a complex mathematical model of the
manipulation and camera images is used to calculate the robot joint coordinate, whereas a model free method is to use
AI to model the required mapping3. In robotics, neural networks are used in many tasks such as to solve the inverse
kinematic problem of robots, and to map sensory information for robot control4 5. Neural networks are used for direct
learning of the image Jacobian, also they are capable of avoiding the costly matching of image features in current and
reference images. This research concern with models which involve feature based jacobian where the motion of the
robot with a camera is given by a complex computation of the inverse of the feature Jacobian at every visual sampling
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time. There are several methods of using ANN to map the jacobian in the literature6 7. Local geometric characteristics
of visual servo are usually used as image features such as points and lines. In an eﬀort to model and simulate camera
movements, computational Epipolar Geometry is introduced8 for MATLAB environment. It provides an extensible
framework for the creation and visualization of multiple camera systems, and easy manipulation of the geometry
relating them.
This article focuses on a technique for employing an ANN for mapping visual kinematics of a robotic arm visual
servo. The technique relies on mapping a number of time consuming and complicated nonlinear visual servo kinemat-
ics. Such kinematics relations are formulated as results of arm movements, in addition to the inter-related kinematics
of camera and arm Jacobian matrix. The adopted technique also describes approximating diﬀerential visual changes
(changes in scene features) relating a target motion in a deﬁned coordinate to a target motion in a camera coordinate.
These relations are time-consuming due to the formulation of time-varying Jacobian matrix.
2. Camera model: single view and double view geometry
2.1. Scene jacobian matrix
By deﬁnition, arm IBVS represents an estimation of an arm velocities and screws, q˙. It necessitates a relocation
of current features of scene f c to somewhere new feature localities f d. In order to achieve such a control, IBVS
controller design involves computation of the image Jacobian, as will be designated by J(q). Furthermore, a scene
Jacobian matrix J(q), does represent a diﬀerential relation between scene frame and camera frame. In terms of moving
features coordinates, this can be expressed by:
J(q) =
∂ f
∂q
(1)
In Eq.1, q is the arm end-eﬀector coordinates and f ( f1, f2, ..., fk) are the deﬁned scene features. The dimension of a
task space Γ is denoted as r and k is the number of deﬁned scene features. For relating the robotic arm velocity screw
and the scene parameters rates of change, the features Jacobian is described in Eq. 2.
f˙ = J(q)q˙ (2)
For a closed loop, error relation is deﬁned in Eq.3 as a diﬀerence between a current f c and f d is the desired ones.
e( f ) = f c − f d (3)
The control law is deﬁned in Eq.4 as a simple proportional control.
u = q˙ = K(J)−1e( f ) (4)
For the basic controller in Eq.4, (J)−1 is the inverse image Jacobian, and K is a constant term representing the propor-
tional control. To illustrate how features are tracked, Fig.1 is an illustration of a moving feature scene. The camera is
ﬁxed whereas a target is in motion. During motion, object’s features are observed, as designated by current features
f c.
2.2. Epipolar camera geometry and view analysis
In Fig.2, the geometry of two views associated with a similar scene, as imaged from two separate viewpoints O1
and O2 are analyzed. Epipolar geometry expresses the geometric relationship between these corresponding points,
where m1 and m2 are two separate localities seen on image plane. In other words, perspective projection through
O1 and O2, of the same point Xw, in both image planes Λ1 and Λ2. Furthermore, assume C1 and C2 be the optical
centers of the two scenes, the projection E1(E2) of one camera center O1(O2) onto the image plane of the other camera
frame, i.e. Λ1(Λ2) is known as the epipole geometry14. For the case of identical coordinates, as in E˜1 and E˜2, we
can express the epipole geometry of the two scenes as: E˜1 =
(
e1x e1y 1
)T
and E˜2 =
(
e2x e2y 1
)T
. A fundamental
matrix H ⇒ 3x3 mathematically describe an epipolar geometry of the two scenes. H matrix conveys most of the
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Fig. 2. Scene depth parametric using epipolar geometry 8
information about the relative position and orientation (t,R) between the two diverse views. H algebraically relates
corresponding points in the two images through the epipolar constraint deﬁned as by mk2Hm1 = 0. For an occasion
when two views for an identical 3-D locality Xw . The two views are characterized with relations describing both the
position and orientation (t,R). H is evaluated as a function of K1 and K2 which are the extrinsic camera parameters.
H is also a function of tx, which is is a 3 × 3 skew-symmetric matrix associated with t. H is therefore deﬁned by:
H = K−T2 txRK
−1
1 (5)
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In reference to Fig.3, and using the mathematical description given by Gian et. al. 14, scene Xw is projected onto
two image planes, to point m1 and m2 as to constitute a conjugate pair. For m1 located in left image plane, its
conjugate point in the right image, as this is constrained to lie on the epipolar line of m1. The line is considered as
the projection through C2 of optical ray of m1. Epipolar lines in one image plane, pass through an epipole point.
This is the projection of conjugate optical center: E˜1 = P˜2
(
C1
1
)
Parametric equation of epipolar line of m˜1 gives
m˜T2 = (E˜2 + λP2P
−1
1 m˜1). Such an analysis facilitates a design of vision-based control systems with pinhole camera.
The presented analysis of epipolar geometry and related literature of such geometrical presentation of two scenes, has
also shown a distinguishable feature of the tool, where it can be used to create and manipulate visual data provided
by a pinhole camera. We are now in a position to integrate such mathematical representation of epipolar geometry
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to further application. This will involve integration of epipolar geometry model (as visual means) with ANN (as
a learning paradigm), and robot arm mathematical representation of kinematics and dynamics (as the movement
platform).
3. Closed loop visual servoing: feature jacobian mappings
3.1. Image-based visual servo
IBVS technique uses locations of scene features on image planes ”Epipolar” for possible direct visual feedback.
The task is to maneuver a robotic arm. During such a motion the scene view is changing from an initial view to
another. In addition, a scene features will change from an initial set of features f c to another set f d. Features f c
are locations of vertices, or an area over the scene to be tracked. If a camera is mounted on an arm end-eﬀector,
the scene features are thus a function of the camera in relation to a scene. This is designated as cβt. The function is
usually nonlinear and cross-coupled. A motion of end-eﬀectors DOF results in complex motion of many features. For
instance, rotating the arm while a camera being mounted, results in a single feature to move either in a horizontal or
vertical or even both direction over the image plane. This is expressed by the following relationship:
f c = f (cβt) (6)
For small changes, Eq.6 is to be linearized. This is to be achieved around an operating point:
δ f c = f Jc(cxt)δcxt (7)
f Jc(cxt) =
δ f c
δcxt
(8)
In Eq. 7, the term f Jc(cxt)−1 deﬁnes the features Jacobian matrix. f Jc(cxt)−1 also relates the change in robotic
arm posture to rate of change in image feature space. For the case an invertible Jc(cxt) matrix, this results in cxt, the
Cartesian rate of a scene features is computed by:
cxt = Jc(cxt)−1 f˙ (9)
Back substitution of Eq.2, Eq.7, and Eq.9, results in control law deﬁned by:
θ˙t = (Kp)t6J
f
θ J
−1c
c xt( f
d(t) − f c(t)) (10)
Eq.10 deﬁnes an arm joint-based control law. Such a control law servos and moves the robotic arm for a speciﬁc
direction deﬁned by features localities. In Eq.10, Kp is a constant matrix of proportionality, it also represents the
controller gain. A scene posture rate cxt is transformed to the robotic arm joints-space rates. The derived Jacobian
f Jc(cxt) of Eq.8 is a time varying, and an important matrix in visual servoing. In this respect, Lenz and Tsai10 have
proposed a procedure to determine a transformation between a robot’s end-eﬀector and the camera coordinates using
the features Jacobian. Using Cartesian transformation, the arm end-eﬀector rates are computed in terms of arm joint
rates using the arm’s Jacobian, as reported in Croke11:
θ˙t =
t6 J fθ J
−1c
c x˙c (11)
In Eq.11, θ˙t is representing the change in robotic arm joints. Finally, mathematically expressed, a feature based
closed loop control is expressed by:
θ˙t = Kt6p Jθ(θ)
f J−1cc xt( f
d(t) − f c(t)) (12)
At this stage, we are recalling the algorithm already proposed in Gian M. et. al. 14. Here the main objective of the
algorithm is a servoing of a six DOF robot arm, equipped with a vision system using a CCD camera, from an initial
conﬁguration toward a ﬁnal conﬁguration. This is to be done while relying only on image data provided during the
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arm movements. Here, a deﬁned task to servo the arm while minimizing the error function ϕ. To maneuver the arm,
the servoing task is achieved over two stages ϕ1 and ϕ2. Over the ﬁrst stage, ϕ1 is entirely responsible for rotating the
arm (with the camera), till a chosen orientation is attained. Over the second stage, ϕ2 this is related to large motions,
and minimizing the camera distance towards a target position. For achieving these task, an analytical expression of
error function is given by:
ϕ = Z+ϕ1 + γ(I6 − Z+Z)(δϕ2
δX
) (13)
Eq.13 expresses a decoupling mechanism of the camera and arm for both rolling and movements. This is achieved
while using a hybrid vision-based task function approach, as reported by Mariottini et. al. 8. In reference to Fig. 3,
here γ+ and Z+ is pseudo inverse of the matrix Z. The matrix is of a size of Zmxn. In addition, range(ZT ) =
range(JT1 ). J1 is the ﬁrst Jacobian matrix for task function ϕ1, and deﬁned by J1 = δϕ1δX . Furthermore, n is corre-
sponding features of the target, and γ is like a switching parameter. Due to modeling errors, this sort of closed loop
controller is comparatively robust. Modeling errors is a possibility in visual servoing, as due to incidence of image
distortions and kinematic parameter deviations of the Puma 560 system.
3.2. Image coordinates to camera coordinates
Using the geometrical and matrix relations already deﬁned in section 2, scene velocities over an image plane is
deﬁned. While denoting wvc and wωc as camera velocities, in reference to the robotic arm frame, hence the motion of
a ”scene features” in relation to camera velocity is deﬁned by the following matrix relations of Eq. 14:
γ˙ =
(
− αλcPc
) ⎛⎜⎜⎜⎜⎜⎝ 0 0
cPx
cPz
cPcxPx
cPz
− cPcxPxcPz cPx
1 −1 cPycPz
cPcxPx
cPz
− cPcxPxcPz −cPx
⎞⎟⎟⎟⎟⎟⎠
(
cRw 0
0 cRw
) (
wvc
wωc
)
(14)
Re-expressing posture of a scene features, i.e
(
cPx cPy cPz
)
to be redeﬁned in terms of plane camera coordinate
frame. This results in a scene visual features to deﬁned coordinates two u and v. Such a transformation is a function
of the camera parameters.
4. ANN non-linear visual function approximation
4.1. Mapping mechanism
A four-layer feed-forward ANN is used. It has n neurons at the input layer, m neurons at the output layer, with N
neurons within the hidden layer. For the arm-camera control system the relation which we shall let a ANN system to
learn is built in terms of training patterns. This includes arm joints positions qk, target Cartesian posture Pk, and one
step back rate of change of Δqk−1. In terms of the four layers, a representation is expressed by:
qk+1 = βANN(ϕ1 f , ϕ2 f , ϕ3 f , ϕ4 f ,W1i j,W2i j,W3i j,W4i j, ..., qk, qk−1, Pk) (15)
Once the Puma robotic arm visual control system senses a motion of a target under the scene, it computes the appro-
priate arm joints velocities using arm-camera inter-related relations deﬁned by the epipolar geometrical. This needs the
use of image features diﬀerential Jacobian. During arm motion, the (inverse kinematics) becomes further complicated.
This can be seen very obviously, once we consider a feature-based control law, θ˙t = Kt6p Jθ(θ)
f J−1cc xt( f d(t) − f c(t)).
The computational aspects is getting a complicated issue, as due to the inside heavy terms Jθ(θ). In Eq. 15, Kth, Pk is
target Cartesian posture, qk arm joints positions, and Δqk−1 is a one step back rate of change. In Eq. 15, neural network
output Δqk , (ϕ1 f , ϕ2 f , ϕ3 f , ϕ4 f , ...,W1i j,W2i j,W3i j,W4i j, ..., is a function of the ﬁve layers ANN structural weights , in
addition to other other ANN biasing variables. In reference to Eq.15, it can clearly observed the advantages of using
the mapping ANN in visual servoing. This is due to the complicated relations involved in arm-scene servoing. At
the ﬁnal stage, the adopted neural system is trained for making an approximation relating ”changes scene features” to
”changes in arm joints positions”. For training such a network, an objective function is selected, as to minimize error
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between the input and the output patterns. For such visual serving purposes, sum of squares error was deﬁned, as in
Eq. 16:
en =
(
1
NP
) P∑
p=1
N∑
i=1
(
tip − yip
)2
(16)
ANN error is thus fed in a recursive format from layer to layer over the entire ANN layers. Over such recursively fed
of error, ANN interconnections amount the neurons are updated from some initial settings. This process is repeated
till the ANN error is totally minimized to a minimum value.
Fig. 4. Generating visual training patterns via Corke Simulink model 12.
5. Visually servoing a 6-DOF robotic arm
Over simulations, the task has been performed using 6-DOF-560 Puma manipulator, with six revolute joints. To
achieve this study objectives, we assume a camera is attached to the robot arm. The camera is providing the position
information of the robot end-eﬀector, in addition, it senses target position within the robot workplace. For simulation
purposes, kinematics and dynamics equations are already well known from literature. For the purpose of comparison,
the used example is based on visual servoing system already developed by Rives13.
5.1. Visual data generation and training phase
Target scene was characterized by features marks, it results in 24 8x3 size, feature Jacobian matrix. The eight
features are mapped to movements of a target in the camera image plane through deﬁned geometries. Target current
Cartesian posture, diﬀerentional changes in robot joint space, and one time step behind of robot joint space, do
constitute the ANN training patterns. The primary motivation of the designed visual controller is to move a Puma
560 robotic arm based on visual information. Arm dynamics is to be simulated using the Robot Toolbox, developed
by Corke12. The arm also equipped with a ”pin-hole camera”. The camera system is also simulated with Epipolar
Geometry Toolbox. In each case, the arm was servoing with diﬀerent target posture and a desired location in the
working space. The Epipolar Geometry Toolbox function was used to estimate the fundamental matrix H , U1 given
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U2 and for both scenes. Both U1 and U2 are deﬁned as two matrices of 8x3. They contain all N corresponding
features in terms of eight (ξ, ψ) feature seen by two diﬀerent scenes:
U1 =
(
ξ11 ξ
2
1 ξ
3
1 ... ξ
8
1
ψ11 ψ
2
1 ψ
3
1 ... ψ
8
1
)
2x8 and U2 =
(
ξ12 ξ
2
2 ξ
3
2 ... ξ
8
2
ψ12 ψ
2
2 ψ
3
2 ... ψ
8
2
)
2x8 (17)
Large training patterns are to be gathered and classiﬁed. For gathering a substantial of training patterns, a target
path of motion was deﬁned, hence simulated. That was done with the help of the visual servoing algorithm already
presented in14. After a number of trials, a large number of patterns were generated. They were tabulated and presented
to the ANN for training. It was obvious that the learned ANN was able to capture the mapping nonlinear relations,
that describe features changes, with change in target posture in 3-D. Gathered patterns at various loop locations gave
an inspiration to a feasible size for training the ANN. While looking at a target posture, the ANN maps kinematics
of the 24 8x3 feature points, characterizing a target Cartesian posture, into six diﬀerential changes in arm joints
positions. During training, the ANN was also presented with arm motions (while following features) in various 3-D
directions. Once the ANN learned the presented patterns and required mappings, it is prepared to be employed within
the visual servo controller, previously shown in Fig.3. The trained ANN was able to map nonlinear relations relating
target movement in 3-D to diﬀerential changes in arm joint positions.
5.2. Execution phase and testing phase
Execution starts primary while employing the learned ANN system within the robotics dynamic controller. Once
the ANN has learned the mappings (which is mainly dependent on visual kinematics, including the feature Jacobian),
this is ready to be employed within the visual closed control loop. In reference to closed loop shown in Fig.3, visual
servoing dictates the use of visual features extraction block. That was achieved by the use of the Epipolar Toolbox.
For simulating and assessing the proposed ANN visual servo algorithm, simulation of full arm dynamics has been
achieved. This is done while relying on kinematics and dynamic models for the Puma 560 arm. Robot Toolbox,
Croke12, has been used for such dynamics and kinematics updates, Fig. 4. In this simulation environment, ANN
with epipolar geometry, Gian and Domenico14, have been combined together. In particular, scene epipolars have also
been used to evaluate visual features and make a visual update during the arm movement. Errors were evaluated as a
diﬀerence between the six arm joint velocities parameters during motion in 3-D space. It was found that, the errors
value were swinging within 4x10−6 range, for the ﬁrst 60 iterations. Results suggest high accuracy, indicating that the
learned ANN system was able to servo the arm to the desired features localities.
5.3. Object visual features migration
Fig. 5 shows migration of the eight visual features as seen over the camera image plan. Once Puma robot arm was
moving, the concentration of features are located at a location, and did move towards an end within camera image
plane. Over the camera image plane, eight features have been selected for tracking. As the arm is servoing, the eight
features are moving according. The trajectories also indicate how smooth the migration of the eight visual features
as seen over the camera image plane. This gives an indication that the robot arm has servo itself towards the target
features. As an validation of the ANN ability to servo the robotics arm toward the target features.
5.4. ANN output neurons
Finally in Fig.6, we illustrate how the learned ANN visual servo controller does approach zero level of movement,
as for diﬀerent training patterns for diﬀerent arm postures. This is also part of validating the employed ANN. Here,
simulations of the ANN controlling the PUMA 560 robotics arm over two phases are shown. The ﬁrst phase is , where
the ANN outputs as related to the three joints responsible for ﬁne movements, i.e. (wrist rotate, wrist yaw, and wrist
bend) of the 3-joints arm movements. For the second phase of the graph, . This is related to the three joints responsible
for large arm movements, i.e. (waist, shoulder, and elbow) of the 3-joints arm movements. The ANN outputs are high
at the start of the simulation phase, they decrease with time, till they approach the zero in value. Once such large
movements are over, in a similar way we get the ANN outputs corresponding and responsible for the (wrist rotate,
wrist yaw, and wrist bend) joints.
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Fig. 5. Over the camera image plane, eight features have been se-
lected for tracking.
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Fig. 6. Validating the ANN mapping accuracy. Simulations of the
PUMA 560 robotics arm over two phases. The ﬁrst phase ψ1 is related
to small arm 3-joints arm movements (i.e. wrist rotate, wrist yaw, and
wrist bend). The second phase, ψ1 is related to the large 3-joints arm
movements (i.e. waist, shoulder, and elbow)
6. Conclusion
A four layers ANN is used to learn a 6 DOF robotic arm kinematics relations described by a scene feature Jacobian
based on epipolar geometry based visual servoing. Epipolar geometry was useful, a target features were mathe-
matically expressed between two time changing scene frames. Results have shown that, a trained multilayer ANN
perceptron was able to learn and map a set of nonlinear relations relating a target visual scene features to changes
in arm joint space. In addition, ANN was also able to learn the complicated kinematics visual relations relating the
closed loop movement within a IBVS.
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