Abstract-Electroencephalogram (EEG) recordings during right and left motor imagery can be used to move a cursor to a target on a computer screen. Such an EEG-based braincomputer interface (BCI) can provide a new communication channel to replace an impaired motor function. It can be used by, e.g., patients with amyotrophic lateral sclerosis (ALS) to develop a simple binary response in order to reply to specific questions. Four subjects participated in a series of on-line sessions with an EEG-based cursor control. The EEG was recorded from electrodes overlying sensory-motor areas during left and right motor imagery. The EEG signals were analyzed in subject-specific frequency bands and classified on-line by a neural network. The network output was used as a feedback signal. The on-line error (100%-perfect classification) was between 10.0 and 38.1%. In addition, the single-trial data were also analyzed off-line by using an adaptive autoregressive (AAR) model of order 6. With a linear discriminant analysis the estimated parameters for left and right motor imagery were separated. The error rate obtained varied between 5.8 and 32.8% and was, on average, better than the on-line results. By using the AAR-model for on-line classification an improvement in the error rate can be expected, however, with a classification delay around 1 s.
I. INTRODUCTION
P ATIENTS in a late stage of amyotrophic lateral sclerosis (ALS) or a locked-in syndrome are not able to produce any type of motor output. The degeneration of the anterior horn cells leads to an atrophy of the striated muscles. Independent to this, the sensory and cognitive functions of the brain are not or only minimally affected. These patients are aware of their environment, but are not able to communicate, for example by speaking words or moving their eyes to signal "yes" or "no." The only way to reply to questions is to use the signals from the brain in order to develop a kind of response code. A simple binary response could be used, for example to select a letter Manuscript received November 25, 1997; revised May 12, 1998 . This work was supported in part by the "Fonds zur Förderung der wissenschaftlichen Forschung," project P11208-MED, the "Steiermärkischen Landesregierung" and the "Allgemeine Unfallversicherungsanstalt (AUVA)" in Austria.
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Publisher Item Identifier S 1063-6528(98) 05926-6. or a word on a computer monitor. This means that the brain signals have to be modified by the patients through special 'thoughts.' Further, the brain signals have to be analyzed and classified in real-time and the classification results used to control cursor movement on a monitor. Such a system, which transforms signals from the brain into control signals, is known as a "brain-computer interface" (BCI) [1] - [4] . At this time, different brain signals can be used as input to a BCI: evoked potentials [5] , slow cortical potential shifts [6] , or oscillatory electroencephalogram components in the (EEG) [2] , [4] . The goal of this paper is to investigate whether adaptive autoregressive parameter (AAR) estimation [7] is an appropriate method for an EEG-based BCI. The data used were from a series of on-line BCI experiments with feedback, where the subject was asked to imagine either right or left hand movement [8] . For the on-line classification subject-specific band power values were used [4] .
The EEG is composed of local and nonlocal rhythmic components, whereby local components can be considered as intrinsic activity of specific cortical areas. Examples are, e.g., the occipital alpha and central mu and beta rhythms. A characteristic of these local (i.e., intrinsic) rhythms is their close functional relationship to the state of the specific underlying neural networks. When such a cortical area becomes activated in the course of information processing, oscillations in the alpha and lower beta bands display an amplitude attenuation or event-related desynchronization (ERD). When cortical areas are not specifically engaged in a given mode of activity at a certain moment of time, an amplitude enhancement or eventrelated synchronization (ERS) can be observed [9] , [10] . For the recording of such local EEG changes, electrodes have to be positioned close to the respective cortical areas.
The basis of using rhythmic EEG components as neural input signals for a BCI is that preparation or planning of a specific movement results in a desynchronization of mu and central beta rhythms [11] , [12] . During preparation of such a movement, the ERD shows a different spatial localization depending on the side (i.e., right or left) of the movement being planned [13] - [15] . There is strong evidence that imagination of hand movement produces similar characteristic ERD patterns. Gastaut et al. [16] reported on a blocking of the mu rhythm in patients with amputated limbs. Recently, a circumscribed ERD over the contralateral hemisphere was observed during unilateral motor imagery [17] . 
II. METHOD
Four subjects (20-28 years old, three females) participated at this study. All were right-handed and free of medication and central nervous system abnormality.
A. Experimental Paradigm, Training and Testing Sessions
During the recordings the subject was instructed not to move and to keep his/her arms and hands relaxed. The imagination task was cued by a visual stimulus presented on a computer monitor. Each trial started with the presentation of a fixation cross in the center of the monitor, followed by a short warning tone ("beep") at 2 s (Fig. 1 ). At 3 s, the fixation cross was overlaid with an arrow at the center of the monitor for 1.25 s, pointing either to the left or to the right ("target"). Depending on the direction of the arrow, the subject was instructed to imagine a movement of the left or the right hand. In the case of a feedback session, the feedback stimulus was presented at 6 s.
Feedback consisted of a symbol presented in the center of the monitor; the type of symbol (large or small " " or " ," or "o") depended on how well a subject-specific classifier could recognize movement-dependent EEG characteristics in a certain time-window. The sequence of "left" and "right" trials, as well as the duration of the breaks between consecutive trials (ranging between 0.5 and 2.5 s), was randomized throughout each experimental run.
There were two types of recording sessions: in the first 3 to 4 sessions, data were collected for the setup of a first subject-specific classifier and, therefore, no feedback was provided. In the following sessions, the classifier was used to classify the subject's EEG on-line while he/she imagined the requested kind of hand movement, and a feedback stimulus was delivered at the end of each trial. Each session consisted of four experimental runs of 40 trials (20 "left" and 20 "right" trials) and lasted for about one hour.
B. EEG/EMG Recording
EEG was recorded using two bipolar leads over left and right central areas. Channel C3 was derived from an electrode placed 2.5 cm anterior to C3 and an electrode placed 2.5 cm posterior to C3. Channel C4 was derived similarly. The EEGsignals were amplified and bandpass filtered between 0.5 and 35 Hz by a Nihon Khoden amplifier and then sampled at 128 Hz. EOG was derived from two electrodes, one placed medially just above the right eye and the other laterally just below the right eye, in order to detect vertical as well as horizontal eye movements. In addition, the surface EMG of the extensor muscles of both hands was monitored during each feedback session.
C. Relevant Frequency Components
Subject-specific frequency components were selected by the distinction sensitive learning vector quantization classifier (DSLVQ), which uses a weighted distance function and adjusts the influence of different input features through supervised learning [18] . The influence of a single feature is modified according to its contribution to correct/incorrect classifications of the system. Pregenzer [19] showed the efficiency of this implicit scaling and used the DSVLQ algorithm for feature selection.
DSLVQ was applied on spectral components from the time window during cue presentation (see Fig. 1 ) to find the most relevant frequency components for the classification problem. A detailed description of the applied methodology and of the DSLVQ feature selection is given in [19] .
D. On-Line Classification and Feedback Generation
A learning vector quantization (LVQ) was used [20] , [21] for the on-line classification. The features presented to the classifier were extracted from a 1s epoch of EEG (for subjects f3, f5, f7 the interval 3.25-4.25 s, for subject g3 the interval 5.0-6.0 s was used). EEG was filtered in one or two subjectspecific frequency bands before calculating four band power estimates, each representing a time interval of 250 ms, per EEG channel and frequency range. Based on these 16 features per trial (2 EEG channels 4 power estimates 2 frequency ranges), the LVQ classifier derives a classification plus a measure describing the certainty of this classification [22] . This certainty measure (ranging between "0" and "1") allows the identification of ambiguous input data inserting a threshold to a specified value (e.g., 0.1). A second threshold value (e.g., 0.4) allows a distinction between medium and highly certain classifications, which are presented to the subject as medium and large feedback symbols. Each classification result is thus fed back to the subject as large or small " " (i.e., the requested movement could be correctly identified) or " " (i.e., the data of the current trial were identified as a movement imagination task different to the one requested). Ambiguous results are rejected and fed back as "o." Therefore, five different feedback-symbols can be returned to the subject.
For all subjects two LVQ networks were created; the first one was derived on the data of the training sessions and was used for the first four or five test sessions. To compensate for changes of EEG characteristics over sessions, a second network was created based on the first four or five test sessions and applied to the remaining sessions. The on-line error rate was calculated by dividing the number of correctly classified trials by the total number of trials (usually 160). The rejection rate is the number of trials that were classified as "o," divided by the total number of trials.
E. Adaptive Autoregressive (AAR) Parameters
An adaptive autoregressive (AAR) model describes the signal in the following form:
( 1) where, in the ideal case, is a purely random or white noise process with zero mean and variance
The difference to an AR model is that the parameters can vary with time; whereby it is assumed that the parameters change only slowly. The AR parameters and the past samples of the time series are defined as vectors (2) (3) where is the order of the autoregressive model, denotes the estimates of parameter and denotes the transpose of the vector; bold letters indicate vectors.
The recursive-least-squares (RLS) algorithm was used for estimating the AAR parameters (4) (5) (6) (7) (8) is the (one-step) prediction error and the Kalman gain vector. The update coefficient was found by minimizing the variance of the prediction error . A model order of and an was used. The initialization took place at the beginning of every trial. The method is discussed in more detail in [7] .
The AAR parameters were estimated for every sample time point for the EEG channels C3 and C4. This resulted in a feature vector with a dimension of for every trial and for every sampling point .
With a linear discriminant analysis (LDA) [23] between the two classes and (left or right motor imagery), a weight vector and offset were found with which the distance was computed (10) An obtained distance and means that trial is classified as a left and right trial, respectively. Afterwards, a percentage of falsely classified trials was calculated. This procedure was repeated for every fixed classification time point
, and a time course of the error rate ERR was obtained. However, the result of ERR is biased. Therefore, also tentimes ten-fold cross-validation was applied every 125 ms, whereby an error rate ERR 10 was obtained. Thus, an optimal time point for a minimum error rate could be determined. is a one-dimensional, time-varying function that can be calculated for every single trial. We call the time-varying signed distance function, short TSD. The sign describes, whether the classification would be left or right motor imagery. The absolute value of is a measure of the certitude of (a) the classification. After averaging over the left and the right imagery trial, the TSD is averaged over all trials.
F. Calculation of ERD Time Courses
Event-related EEG periods of 8 s length (starting 2 s before the warning beep) were selected for off-line data processing using the averaging technique. All EEG trials were visually assessed and only artifact-free trials were included in further analyses. The EEG data of each channel was digitally filtered [24] .
III. RESULTS

A. Reactive Frequency Band
For the selected time windows the exact frequency range was determined with the DSLVQ algorithm. Fig. 2 shows the relevance of single frequency components for the four subjects. It can be seen clearly that certain frequency bands rather than single components are relevant and that substantial differences between the subjects exist. In detail, the following frequency components were found: subject f3, 9-13 Hz and 21-26 Hz, subject f5, 10-12 Hz and 21-23 Hz, subject f7, 18-26 Hz and subject g3, 13-19 Hz.
B. Results of On-Line Classification
The results from on-line classification are revealed in Table I , varying from 10.0% error (f3, session 10) to 38.12% error (f5, session 12). The mean over all subjects and sessions was 21.9% 6.40.
C. Off-Line AAR Analysis
Time courses of the error rate (left panel) and averaged TSD (right panel) from the best sessions (smallest error) are displayed in Fig. 3 . It can be seen that the ERR10 is always slightly higher than the ERR and displays either one (f3, f5) or two minima (f7, g3). The minimal error rate over all sessions together with its latency is summarized in Table II . The mean error rate varied between 12% 4.91 (f3) and 21% 6.5 (f7) and the latency of the error minimum in relation to cueonset (time point 3 s in Fig. 1 ) between 1.49 s 0.41 (f7) and 4.34 s 0.36 (f7). In the case of 2 error minima, the first minimum always indicates the desynchronized EEG (ERD) and the second minimum the beta rebound (ERS).
To give an impression of the off-line error rate over all sessions, the ERR10 is plotted as a diagram (Fig. 4) . The most interesting result is that no overall improvement of the separability over sessions exists. For comparison, the offline error rate (ERR10), based on adaptive AR parameters, is also indicated in Table I . It remains to be mentioned that in some sessions (subject f7, sessions 6, 7, and 8) the on-line classification rate is better than the separability of the data obtained by off-line analysis. Both the on-line and off-line error rate, together with the time point of classifications, are displayed in Fig. 5 . In the case of subject f3, f5, and f7 the alpha and/or beta desynchronization, and in case of g3, the beta synchronization was classified.
D. ERD Time Courses
The relative band power (ERD/ERS) time courses of EEG signals recorded from electrodes C3 and C4 are displayed in Fig. 6 . In all four subjects a clear hemispheric asymmetry could be observed during imagination of one-sided hand movements. For each subject, however, specific ERD time courses were obtained: Subject f3 displayed a clear hemispheric differentiation in the alpha band (9-13 Hz). Starting with cue presentation the mu rhythm showed a transient desynchronization over the contralateral hemisphere while only minor EEG changes were found over the ipsilateral side. A contralateral desynchronization and an ipsilateral synchronization of alpha band components (10-12 Hz) were found in subject f5. In contrast to the fast recovery in subject f3, the mu rhythm recovered slowly from maximal ERD. In subject f7, the reactivity pattern of alpha and beta band rhythms was quite different. While a bilateral desynchronization was found in the alpha band, the beta band (18-28 Hz) displayed a contralateral ERD followed by a large ERS. Ipsilaterally, a short-lasting ERS could be observed throughout the cue stimulus presentation. Subject g3 showed an almost bilateral desynchronization during cue presentation. This relatively short ERD was followed by a fast ERS with a dominance over the contralateral hemisphere.
IV. DISCUSSION
The results of this study support the general hypothesis that imagination of unilateral hand movement elicits predictable EEG patterns, over the sensorimotor hand area. Due to the laterality of these EEG patterns the side of the imagined movement could be determined in real-time with an on-line error rate between 10.0 and 31.8%. For on-line classification subject-specific frequency bands were analyzed and classified by a neural network. In off-line analysis of the EEG signals an overall improvement of classification could be achieved, by using an adaptive autoregressive (AAR) model.
When comparing the on-line classification result and the error rate obtained by off-line analysis (ERR10), several differences need to be considered. The main difference between both parameter estimation methods is that, in the case of band power values, the frequency bands have to be defined a priori. This means that specific algorithms (e.g., DSLVQ) were applied to EEG-recordings obtained during training sessions (3-4 sessions comprising 480-640 trials) to select the most relevant frequency components for every subject. Such a selection is not necessary in the case of the AAR algorithm. The AR parameters are estimated from the entire EEG, limited only by the upper and lower cutoff frequencies during recording. The use of the complete EEG signal (and not only selected bands) for the classification might be one reason for the generally better performance of the AAR method.
Furthermore, the bandpower values were calculated based on one-second segments of the EEG, whereby a standard time interval was used for classification (with exception of subject g3). For on-line classification (ACC) of the band power values a neural network (LVQ) obtained by data from three to four previous sessions was applied. Thus the ACC can be seen as a measure for the repeatability of an experiment. In case of the off-line analysis (ERR10) based on AAR (6) parameters estimated with the RLS method, the classifier was obtained by 90% of the trials of one session 144 trials). A "simple" LDA was used for classification and the time point for classification was optimized. The main goal of the off-line analysis was only to search for the best discrimination between two types of EEG patterns within a given data set. This means that ERR10 represents a measure for the separability of data within one session. Considering these methodical differences, the overall performance of the off-line analysis using the AAR method is not surprising.
Since feedback was given to the subjects in the on-line situation, and the subject was able to modify the EEG depending on the quality of the feedback, a direct comparison between both parameter estimation methods is not possible. However, from our data, we can conclude that the band power method is more robust, but needs carefully selected frequency bands. The AAR-method is more sensible to the EEG patterns, allowing a complete description of the EEG signal, but depends on a number of parameters such as model order and updatecoefficient. The correct estimation of both needs experience [7] and is a crucial point in the application of the BCI on patients. However, the remaining question is, why the AAR method was inferior to band power estimation in 3 sessions.
The time courses of the error function (in Fig 3) of subject f3 and f5 show one clear error minimum, whereas with subject f7 and, to a smaller extent also with subject g3, two minima can be found. The mean band power time courses also illustrate differences between subjects. Subjects f3 and f5 display a clear contralateral desynchronization during motor imagery, whereas especially subject f7 displays a short-lasting desynchronization (ERD) followed by a synchronization (ERS) over the contralateral hemisphere (Fig. 6) . Such a beta rebound after beta desynchronization is a typical phenomenon after termination of a motor act and is known as postmovement beta synchronization [25] . The first error minimum corresponds to the ERD and the second error minimum to the ERS. This biphasic pattern is most pronounced in subject f7 and not only seen in the ERD curves but also in the TSD diagram in Fig. 3 , right side. In subject g3, discrimination between left and right motor imagery was only possible by classifying the ERS. This means that differentiation between right and left motor imagery can be based on different EEG patterns and is possible by classifying either ERD or ERS (g3) or both (f7).
In general, the major power components are in the alpha band and therefore contribute maximally when the entire EEG is analyzed by an AAR model. When the alpha band activity is different during right and left motor imagery, satisfactory results with the RLS algorithm are expected (see subject f3 and f5). In the case when only the beta activity shows different reactivity during left and right motor imagery and the alpha band activity is very similar in both situations (e.g. subject f7), less satisfactory results are expected with the AAR algorithm. The relative lack of a reactive alpha peak in the power spectra of subject f7 can partly explain the worse classification performance using AAR parameters as compared to the on-line results in sessions 6, 7, and 8.
Band power was classified on-line immediately after the cue presentation in subject f3, f5, and f7 and two seconds later in subject g3. The AAR model revealed the best classification results at a time point between 0.3 s (f7) and 1.8 s (f5) later. This means that the improvement of classification accuracy in subject f3, f5, and g3 is compensated by the delayed classification time point. In the case of an on-line application of the AAR model, better classification results can be expected but with approximately 1 s delay as compared to the band power method.
It also can be seen in Fig. 5 and Table II , that in subjects with a prominent beta reactivity (f7 and g3), the delay of the best AAR classification time point is shorter ( 1 s) as compared to subjects with a dominant alpha band reactivity (subject f5; 1 s). This is not unexpected because alpha band rhythms are generated by the cooperative behavior in large cortical networks [26] , and therefore, need more time to desynchronize and recover from desynchronization as beta generating networks [25] . There is a general agreement that the size of synchronized neural assemblies is reciprocally proportional to the dominant frequency of its oscillations [27] . Therefore, it can be expected that subjects showing reactive beta rhythms can achieve a faster brain computer communication rate compared to subjects with reactive alpha band rhythms.
An interesting point is the classification accuracy over sessions. Since feedback is given to the subject, an improvement with increasing number of experiments could be expected. The error rate over sessions demonstrates, however, that the performance did not increase with time. This can be explained by the "Man-Machine Learning Dilemma" (MMLD) [8] , meaning that the two systems involved (man and machine) are strongly interdependent, but can not be controlled or adapted in parallel. Feedback is assumed to result in changing EEG patterns, which again require adaptation of the pattern recognition methods. The experiments indeed show that it is favorable to adapt the system after a few data sets. Furthermore, it should be considered that in the present experiment, feedback was presented as a result at the end of each trial. To improve selfregulation of rhythmic EEG activity, immediate information about the EEG changes should be provided. Thus, the overall performance might be enhanced using instantaneous feedback (e.g., in form of cursor movement). Such a real-time evaluation could be realized by adaptively estimating EEG parameters, for example by application of an AR model.
Concerning the use of a BCI system based on discrimination between right and left motor imagery in patients with ALS or locked-in-syndrome, there are some points of importance. 1) To improve the classification accuracy in the course of experiments, the classifier must be updated after three to five sessions. 2) The autoregressive parameter estimation method has the advantage that no reactive frequency bands must be specified a priori. A disadvantage is, e.g., that the method is very sensitive to artifacts. Therefore, artifacts must be controlled.
3) The delay of about one second is not so crucial when the classification accuracy is high. With a thought translation device (TTD) where slow cortical potential shifts are used for cursors control [28] , the selection of one letter, by a patient with ALS, takes about 1 min (personal communication of Prof. Birbaumer). The reason for this long time interval is the relatively low classification accuracy of around 80% and the necessity of a couple of correction steps. An improvement of the classification accuracy, close to 100%, can reduce the time needed to select one letter dramatically. One concept for the future is to have a BCI system classify either slow potential shifts or sensorimotor rhythms or using both types of brain signals for classification depending on the patients' ability to display clear task-related slow potential shifts or sensorimotor rhythm desynchronization patterns. She is currently a Psychologist and a Research Assistant at the Ludwig Boltzmann Institute of Medical Informatics and the Department of Medical Informatics, Institute of Biomedical Engineering, at Graz University of Technology. She teaches graduate courses at the Department of Psychology, University of Graz, since 1986, and at the Institute for Biomedical Engineering, Graz University of Technology, since 1996. Her research interests include the study of event-related oscillations in the brain, methodical aspects of EEG recording and processing, and neurophysiological applications.
