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In [Hz], Heinz proved that there is no harmonic diffeomorphism from the unit
disk D onto the complex plane C. The result was generalized by Schoen [S] and he
proved that there is no harmonic diffeomorphism from the unit disk onto a complete
surface of nonnegative curvature. Unlike conformal or quasi-conformal maps be-
tween Riemann surfaces, the inverse of a harmonic map is not harmonic in general.
Hence it is an interesting question whether there is any harmonic diffeomorphism
from C onto D equipped with the Poincare´ metric. In fact a general form of this
question was formulated by Schoen [S] as follows: Is it true that Riemann surfaces
which are related by a harmonic diffeomorphism are necessarily quasi-conformally
related?
Let us first recall some facts on harmonic maps between surfaces. Let Σ1 and
Σ2 be two Riemann surfaces with conformal metrics ρ
2(z)|dz|2 and σ2(h)|dh|2 re-
spectively. The harmonic map equation for maps from Σ1 into Σ2 can be written
as
hzz + 2(log σ)hhzhz = 0.
Define ||∂h|| = ρ−1σ|hz|, and ||∂h|| = ρ−1σ|hz|. Hence ||∂h|| and ||∂h|| are the
norms of the (1, 0)-part and (0, 1)-part of dh. The energy density of h is given by
e(h) = ||∂h||2+||∂h||2, and the Jacobian of h is given by J(h) = ||∂h||2−||∂h||2. The
Hopf differential of h is defined as φdz2 = σ2(h)hzhzdz
2, which is the (2, 0)-part of
h∗
(
σ2(h)|dh|2). It is well known that if h is harmonic then φdz2 is a holomorphic
quadratic differential defined on Σ1, see [C-G]. If h is an orientation preserving local
diffeomorphism, then J(u) > 0, which implies that ||∂h|| > 0 everywhere, and that
e2w > |φ|
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2where w = log ||∂h||.
In [Wn], the third author proved that orientation preserving harmonic diffeomor-
phisms on the hyperbolic plane H2 can be parametrized by their Hopf differentials,
provided that they can be realized as the Gauss maps of constant mean curvature
cuts in the Minkowski space M2,1. The last condition is equivalent to the fact that
|∂h|2|dz|2 is a complete metric on D, where |∂h| is the norm of ∂h with respect to
the Euclidean metric on the domain and the Poincare´ metric on the target. The
result was generalized to harmonic maps from C into H2 in [W-A] and to more
general surfaces in [T-W 1].
Hence in order to study the behaviors of harmonic maps from C or D into H2 it is
useful to study their Hopf differentials. In [Hn], Han proved that if h is a harmonic
diffeomorphism from C into H2 whose Hopf differential is a polynomial, then the
closure of h(C) in H2 = H2 ∪ ∂H2 is the convex hull of a totally disconnected
closed set in ∂H2, provided that |∂h|2|dz|2 is complete on C. In particular, h is
not surjective. Here ∂H2 is the geometric boundary of H2. Later in [HTTW], it
was proved that the closure of the image of an orientation preserving harmonic
diffeomorphism h from C into H2 is an ideal polygon with exactly m + 2 vertices
on ∂H2 if and only if the Hopf differential φ dz2 is a polynomial of degree m, i.e.
φ is a polynomial of degree m. Note that by [Wn, T-W 1], we know that φ is of
degree no greater than m if and only if h is of polynomial growth of degree at most
m/2 + 1.
In higher dimension, one cannot expect that such a clean statement continues to
hold. However, in [L-W 1], Li and Wang were able to generalized part of the above
result for a much more general class of manifolds. They proved that if Mn is a
complete manifold with nonnegative Ricci curvature and N is a Cartan-Hadamard
manifold with sectional curvature pinched between two negative constants, then the
closure in N ∪∂N of the image of harmonic map from Mn into N with polynomial
growth of degree at most ℓ is in the convex hull of finitely many points on the
geometric boundary ∂N of N . Moreover, the number of points is bounded by a
constant depending only on n an ℓ. Actually, they only assumed that M satisfies
the so-called weak volume growth condition and weak Poincare´ inequality. In [L-
W 3], they also obtained a sharp estimate for the number of points on the ideal
boundary in case M is a complete surface with finite total curvature.
All these results in [Hn, HTTW, L-W 1, 3] are under the assumption that the
harmonic map is of polynomial growth. In this paper, we want to study harmonic
maps from C into H2 which grow faster than polynomial. We will study the images
of the harmonic maps by a careful study of their Hopf differentials.
First we prove that if h is an orientation preserving harmonic diffeomorphism
with Hopf differential φ dz2 such that φ is of one of the following forms then h is
not surjective:
(1) φ = P1 exp [P2 exp [· · · exp [Pk exp(Q)] · · · ]], where Pj and Q are polynomials
(Theorem 1.2);
(2) φ = P exp(Q) where Q(z) = zn +
∑n
j=1 ajz
n−j is a polynomial of degree
n ≥ 1, P is entire with order ρ < n and
Σ ∩ {z| |z| > R0 and − δ < arg z < δ} = ∅,
for some πn > δ > 0 and R0 > 0, where Σ is the set of all zeros of P
(Theorem 1.1);
3(3) φ = (f ′)2 where f is entire with no finite asymptotic value in the domain
R =
{
z| π
2
− δ < arg z < π
2
+ δ, and |z| > R
}
for some δ > 0 and R > 0 and f ′(z) 6= 0 for all z in f−1(R) (Theorem 1.3).
In (2), φ is of finite order, in (1) φ is of infinite order and there is no growth
condition in (3). Note that if φ is of finite order then φ = P exp(Q) with Q being
a polynomial and P is entire.
As mentioned above, if |∂h|2|dz|2 is complete on C and if φ is a polynomial, then
the image of h is an ideal polygon with finitely many vertices at ∂H2 [HTTW].
If φ is not a polynomial, then h(C) ∩ ∂H2 must consist of infinitely many points
by [HTTW] again and in this case, the image set is much more difficult to be
described. In the second part of this paper, we want to describe the images of
harmonic maps under similar assumptions as in (1) or (2) above. We prove that if
φ = P exp(Q) where P and Q are polynomials, then h(C) ∩ ∂H2 is countable and
consists of exactly n accumulation points, where n = degQ (Theorem 3.1). In fact,
one can relax the condition that P is polynomial. If we assume that P is entire with
order less than n and the zeros of P are well distributed, then the same conclusion
holds. Next we consider the case that φ(z) = P (ez) where P (t) =
∑n
k=−m akt
k
and is non-constant. In this case φ is of order one. It is interesting to know that
under this assumption on φ, h(C)∩ ∂H2 has only one accumulation points in some
cases and has exactly two accumulation points in other cases (Theorem 4.1). In
case φ has infinite order, then the image set is even more complicated. We are able
to prove that if φ(z) = exp(k)(z)dz2, for some positive integer k, where exp(k)(z)
is defined inductively by exp(0)(z) = 1 and exp(j)(z) = exp(exp(j−1)(z)), then
h(C)∩∂H2 = ∪kj=0Aj such that Aj is countable and discrete for each 0 ≤ j ≤ k−1,
Aj consists of all isolated accumulation points of Aj−1 for 1 ≤ j ≤ k, and Ak
consists of only one point (Theorem 4.2).
In order to prove these results, we have to study the regions where |φ| grows very
fast and the regions where |φ| decays or is bounded. In the regions where |φ| grows
very fast, we refine the technique in [Hn, HTTW] which was introduced by Wolf
and Minsky [Wf, M]. In order to study the regions where φ is bounded, we need
other tools. We will use the idea of the so-called maximal Φ-radius of a holomorphic
quadratic differential Φ, see §2 for definitions. Let Φ be a holomorphic quadratic
differential on D. It was proved by Anic´, Markovic´ and Mateljevic´ [A-M-M] that
the norm of Φ with respect to the Poincare´ metric is uniformly bounded if and only
if the maximal Φ-radius is uniformly bounded. On the other hand, it was proved
in [Wn] that h is a quasi-conformal harmonic diffeomorphism from H2 onto itself if
and only if the norm of its Hopf differential is uniformally bounded. Hence we can
conclude that h is quasi-conformal if and only if the maximal Φ-radius is uniformly
bounded where Φ is the Hopf differential of h. In fact, it was proved in [A-M-M] that
if h is quasi-regular harmonic map on H2 then the maximal Φ-radius is uniformly
bounded. In this work, we will give a local version of these results. In Theorem
2.1, we will prove that if h is an orientation preserving harmonic diffeomorphism
from D or C into H2, under certain conditions, h is quasi-conformal on the domains
where the maximal Φ-radius is uniformly bounded, where Φ is the Hopf differential
of h. In particular, we give another proof of the result in [Wn] mentioned above.
Roughly speaking, in the case of harmonic diffeomorphisms from C into H2, the
4domains where the Φ-radius is uniformly bounded are the domains where |φ| is
uniformly bounded and decays rapidly at infinity.
In the process of proving Theorem 2.1, we need a refined version of the result
in [A-M-M] on the relation between the maximal Φ-radius and the norm of the
holomorphic quadratic differential Φ. In particular, we obtain a pointwise lower
bound of the maximal Φ-radius (Proposition 2.1). It turns out that the result also
has applications to the problem of finding quasi-conformal harmonic diffeomorphism
on H2 with prescribed quasi-symmetric function on the unit circle S1 which is
identified as ∂H2. Let BQD(H2) be the space of holomorphic quadratic differentials
Φ on H2 such that
|||Φ||| = sup
z∈H2
||Φ||(z) <∞
where ||Φ||(z) is the norm of Φ at z with respect to the Poincare´ metric. In [Wn],
a map B from BQD(H2) to the universal Teichmu¨ller space T by sending Φ to
the class of quasi-symmetric homeomorphism containing the boundary value of h,
which is the quasi-conformal harmonic diffeomorphism on H2 with Φ as the Hopf
differential. The map is injective [L-T 3, L-W 2] and an open question is whether
this map is surjective. This is in fact a conjecture of Schoen [S]. There are partial
results for this problem as well as similar problems in higher dimensions [Ak, L-T
1–3,T-W 2-3,H-W, Y, S-T-W]. In our case, it is not hard to see that if one can prove
that B is ’proper’, namely, the inverse image of bounded set is bounded, then one
can conclude that B is onto. Using the pointwise estimate of the maximal Φ-radius
and the main inequality of Riech and Strebel [R-S], we obtain sufficient conditions
for certain subspaces of BQD(H2) on which B is proper. For compact Riemann
surfaces or Riemann surfaces of finite type, this kind of phenomena was studied by
Wolf [Wf] and Markovic´-Mateljevic´ [M-M]. In [M-M], a generalized version of the
inequality in [R-S] was used.
We organize the paper as follows. In §1, we discuss some non-surjectivity results
of harmonic maps from C into H2. In §2, we study the relation between maximal
Φ-radius of the Hopf differential Φ of a harmonic map and quasi-conformality. In §3
and §4, we study the structures of images of harmonic maps from C into H2. In §5,
we use the result in §2 to study quasi-conformal harmonic diffeomorphisms on H2.
In the appendix, we use Mathematica to produce figures of horizontal trajectories
defined by different types of holomorphic quadratic differentials discussed in this
work, so that one may get some feeling about the images of related harmonic maps.
Finally, the authors would like to thank the referee for pointing out a gap in the
proof of theorem 1.1, which has been corrected accordingly.
§1 Results on non-surjectivity of harmonic diffeomorphisms.
In [HTTW], it was proved that a polynomial growth harmonic diffeomorphism
from C into H2 is not surjective. In [L-W 1], the result was generalized to higher
dimensions for polynomial growth harmonic maps between a more general class of
manifolds. Not very many results are known if the map grows faster than polyno-
mial. In this section, we will give results on non-surjectivity of certain harmonic
diffeomorphisms from C into H2 with fast growth rate. Note that the growth rate
of a harmonic diffeomorphism from C into H2 can be expressed in terms of the
growth rate of its Hopf differential, see [T-Wn 1]. In particular, such a map is of
polynomial growth if and only if its Hopf differential is of the form Pdz2 with P to
be a polynomial.
5Lemma 1.1. Let Ω be a domain in C which contains every disk D(
√−1y, R(y))
with center
√−1y and radius R(y) ≥ 2√2(1+ǫ) log y for all y ≥ y0 > 0, where ǫ > 0
is a constant. Suppose h is an orientation preserving harmonic diffeomorphism from
Ω into H2 with Hopf differential Φ = dz2. Then the length of the image of the half
line ℑz ≥ y0, ℜz = 0 under h is bounded by a constant depending only on ǫ and y0.
Proof. Let exp(w) = ||∂h|| be the norm of ∂h and let e be the energy density of
h with respect to the Euclidean metric in the domain, then the pull-back metric
under h is given by
(1.1)
h∗(ds2
H2
) = (e+ 2)dx2 + (e− 2)dy2 = 2 (cosh(2w) + 1) dx2 + 2 (cosh(2w)− 1) dy2.
As in [Wf, My] and page 63 in [Hn] we can prove that there is y0 > 0 such that if
y ≥ y0
(1.2) 0 < w(
√−1y) ≤ C1 exp
(
−R(y)
2
√
2
)
where C1 is an absolute constant. Hence the length ℓ of the image of {ℑz ≥
y0, ℜz = 0} under h satisfies:
ℓ =
∫ ∞
y0
[2 (cosh(2w)− 1)] 12 dy
≤ C3
∫ ∞
y0
exp
(
−R(y)
2
√
2
)
dy
≤ C4
∫ ∞
y0
y−1−ǫdy
= C5
where C3−−C5 are constants depending only on ǫ and y0, and we have used (1.1),
(1.2) and the assumption that R(y) ≥ 2√2(1 + ǫ) log y if y ≥ y0. The lemma then
follows.
The following lemma basically says that if Q(z) = 1
2
z + o(1) as ℜz → ∞, then
the behavior of
∫
exp(Q(z))dz is similar to that of
∫
exp( 12z)dz.
Lemma 1.2. Let 2π ≥ A > 0 and let Q(z) be an analytic function on the half strip
S = {z| ℜz > α > 0 and θ −A < ℑz < θ + A}
where θ is constant. Suppose Q(z) = 12z + q(z) such that |q(z)| ≤ g(ℜz) where
g(t) ≥ 0 is a function defined on ∞ > t ≥ α which satsifies limt→∞ g(t) = 0. Then
for any 14A > δ > 0 there exists a > 0 depending only on A, δ, α and the function
g such that if z0 = x0 +
√−1θ with x0 > a and if
ζ(z) =
∫ z
z0
exp (Q(ξ))dξ,
then ζ maps Sδ injectively into ζ-plane, and ζ(Sδ) ⊃ R2δ ⊃ ζ(S4δ). Here
Sδ = {z ∈ S| ℜz > x0 + δ, θ − A+ δ < ℑz < θ + A− δ},
6S4δ is defined similarly and
R2δ = −2 exp(1
2
z0) +
{
ζ| |ζ| > 2 exp
(
1
2
(x0 + 2δ)
)
,
1
2
(θ − A+ 2δ) < arg ζ < 1
2
(θ + A− 2δ)
}
.
Proof. Since limt→∞ g(t) = 0, for any ǫ > 0, there is a > α depending only on α
and g such that if ℜz > a, then
(1.3)
∣∣∣exp (Q(z))− exp(z
2
)
∣∣∣ ≤ ǫ exp(1
2
ℜz).
Let x0 > a and let f(z) = 2
(
exp( 1
2
z) − exp( 1
2
z0)
)
with z0 = x0 + iθ. Let z1 =
x1 +
√−1y1, z2 = x2 +
√−1y2 in S such that x1, x2 are larger than x0. Suppose
x1 > x2, then by (1.3)
|ζ(z1)− ζ(z2)− f(z1) + f(z2)|
= |z1 − z2|
∣∣∣∣
∫ 1
0
(
exp (Q(tz1 + (1− t)z2))− exp(1
2
(tz1 + (1− t)z2)
)
dt
∣∣∣∣
≤ ǫ (|x1 − x2|+ 4π) exp(1
2
x2)
∫ 1
0
exp(
t
2
(x1 − x2))dt
≤ ǫ exp(1
2
x2)
[
2
(
exp(
1
2
(x1 − x2))− 1
)
+ 4π exp
(
1
2
(x1 − x2)
)]
≤ C1ǫ exp(1
2
x1)
where C1 is an absolute constant. Obviously, the inequality is still true if x1 = x2.
Hence, we have
(1.4) |ζ(z1)− ζ(z2)− f(z1) + f(z2)| ≤ C1ǫ exp(1
2
max{ℜz1,ℜz2})
provided ℜz1, ℜz2 > x0.
On the other hand, for any 0 < δ1 < A and z1 6= z2 ∈ S, with ℜz1 ≥ ℜz2 and
|ℑ(z1 − z2)| ≤ 2A− 2δ1, we have
|f(z1)− f(z2)| = 2 exp(1
2
ℜz1)|1− exp(1
2
(z2 − z1))|
≥ τ exp(1
2
ℜz1)
where τ > 0 depends only on A−δ1 and the lower bound of |z1−z2| where we have
used the fact that |ℑ(z1 − z2)| ≤ 2A− 2δ1 ≤ 4π − 2δ1. Hence for any z1 6= z2 ∈ S,
(1.5) |f(z1)− f(z2)| ≥ τ exp(1
2
max{ℜz1,ℜz2})
where τ > 0 depending only on the lower bound of |z1 − z2|.
7Let 0 < δ1 < A, for any a in Sδ1 ∩ {z| ℜz < β} and z the boundary of S 12 δ1 ∩
{z| ℜz < β + 1
2
δ1} where β is a large number, we have
|f(z)− f(a)| ≥ τ exp(1
2
ℜz)
≥ τ
C1ǫ
|ζ(z)− f(z)|
by (1.4) with z1 = z and z2 = z0, and (1.5), where τ > 0 is a constant depending
only on δ1. Here we take z1 = z and z2 = z0 in (1.4). Choose ǫ small enough
depending only on A and δ1 such that
τ
C1ǫ
> 1, we have
|f(z)− f(a)| > |ζ(z)− f(z)|.
Apply the Rouche´ Theorem to the functions ζ − f(a), f − f(a) on S 1
2 δ1
∩ {z| ℜz <
β + 1
2
δ1} and then let β → ∞ we conclude that for any a ∈ Sδ1 there is one and
only one z ∈ S 1
2 δ1
such that ζ(z) = f(a).
On the other hand for such an a, we have
|ζ(z)− ζ(a)| ≥ |f(z)− f(a)| − |ζ(z)− ζ(a)− f(z) + f(a)|
≥ 1
2
|f(z)− f(a)|
> |ζ(z)− f(z)|
provided ǫ is chosen to be small enough (depending only on A and δ1). Hence there
is also exactly one z ∈ S 1
2 δ1
such that f(z) = ζ(a). From these the lemma follows
by considering the image of f .
In the next theorem we will study the surjectivity of those harmonic diffeomor-
phisms from C into H2 whose Hopf differentials are of finite order.
Theorem 1.1. Let h be an orientation preserving harmonic diffeomorphism from
C into H2 with Hopf differential Φ = P exp(Q)dz2 such that
(i) Q(z) = zn +
∑n
j=1 ajz
n−j is a polynomial of degree n ≥ 1;
(ii) P is entire with order ρ < n;
(iii) there exists π
n
> δ > 0 and R0 > 0 such that
Σ ∩ {z| |z| > R0 and − δ < arg z < δ} = ∅,
where Σ is the set of all zeros of P .
Then h is not surjective. In particular, if P is a polynomial then h is not surjective.
Proof. By the Hadamard factorization theorem, P (z) = zmea(z)A(z), where m is
the order of z = 0, a(z) is a polynomial of degree less than ρ < n, and A(z) is a
canonical product of order less than or equal to ρ formed by the zeros of P . So we
can absorb a(z) to the lower order terms of Q(z) and assume P (z) has the form
zmA(z).
Let ζ1 = z
n, which will map −δ < arg z < δ bijectively onto −nδ < arg ζ1 < nδ.
In the region
R1 = {|ζ1| > Rn0 } ∩ {−nδ < arg ζ1 < nδ}.
8Φ = n−2ζ−
2(n−1)
n
1 P˜ (ζ1) exp(ζ1)dζ
2
1
where P˜ (ζ1) = P (z(ζ1)) exp(
∑n
j=1 ajζ
1−j/n
1 ). By (ii), without loss of generality we
may assume that for |ζ1| > Rn0 , |P˜ (ζ1)| ≤ exp(|ζ1|ǫ) for some ǫ > 0 which is small
enough such that ǫ < 1. By (iii) and lemma 2.6.18 in [B], we have for any η > 0,
log |A(z)| > −|z|ρ+η on {z| |z| > R0 and − δ < arg z < δ} for a possibly larger R0
and a smaller δ. Therefore, we have
∣∣∣log |P˜ (ζ1)|∣∣∣ = O(|ζ1|ǫ) as ζ1 → ∞ for some
ǫ < 1. From this, we have
∣∣∣∇ log |P˜ (ζ1)|∣∣∣ = o(1) on R˜1 = R1∩{−nδ+δ1 < arg ζ1 <
nδ − δ1} for any δ1 > 0; and hence | ddζ1 log P˜ | = o(1) as ζ1 →∞ and ζ1 ∈ R˜1. We
conclude that in R˜1,
Φ = exp(Q1(ζ1))dζ
2
1 = φdζ
2
1
where
Q1(ζ1) = ζ1 +Q2(ζ1)
with −nδ + δ1 < arg ζ1 < nδ − δ1 and |ζ1| > Rn0 . Here Q2(ζ1) = o(|ζ1|) and
d
dζ1
Q2(ζ1) = o(1) as ζ1 →∞.
Let ζ2 = ζ1+Q2(ζ1). This will map {−π < arg ζ1 < π}∩ {|ζ1| > R1} injectively
onto its image for some R1 > R
n
0 . Moreover, there exists R2 > 0 such that R2 =
{−π + 2δ1 < arg ζ2 < π − 2δ1} ∩ {|ζ2| > R2} is in the image of the map ζ1 7→ ζ2.
In R2, Φ can be written in the form
Φ =
[
1 +
dQ2
dζ1
]−2
exp(ζ2)dζ
2
2 = exp(Q3(ζ2))dζ
2
2
where Q3(ζ2) = ζ2 + o(1) as |ζ2| → ∞. Let ζ(ζ2) =
∫ ζ2 exp(Q3(ξ))dξ. By Lemma
1.2, we conclude that ζ(ζ2) will map a subdomain of R2 bijectively onto the region
R = {ζ| |ζ| > R and 1
2
π − 1
2
δ2 < arg ζ <
1
2
π +
1
2
δ2}
for some R > 0 and δ2 > 0. On R, Φ = dζ2. The map ζ 7→ ζ2 7→ ζ1 7→ z is injective
when restricted on R. Hence h(z(ζ)) is an orientation harmonic diffeomorphism
from R into H2. By Lemma 1.1, we conclude that the length of the image of the
half line ℑζ > a0, ℜζ = 0 under h is finite. Here a0 is a large constant. By the
definition of ζ, ℑζ → ∞ with ℜζ = 0 implies that z → ∞. Hence h cannot be
surjective.
Please see the appendix for figures showing the behaviour of the horizontal tra-
jectories for some typical examples of holomorphic quadratic differentials discussed
here (figures 1-6). If we refine the method of proof in Theorem 1.1, we can gener-
alize the result to some cases that the Hopf differentials grow very fast (see figure
7 in appendix). First we have the following:
Lemma 1.3. Let R0 > 0 and δ > 0 be constants and let h be an orientaion
preserving harmonic diffeomorphism from Ωδ = {|z| > R0, | arg z| < π−δ} into H2
with Hopf differential of the form
Φ = exp [g1 + exp [g2 + · · ·+ exp[gk +Q] · · · ]] dz2
9where Q(z) = zn +
∑n
j=1 ajz
n−j is a polynomial in z and for each j = 1, . . . , k,
|gj(z)| = O(log |z|) as |z| → ∞. Then there exists a path in Ωδ diverging to infinity
such that its image under h has finite length.
Proof. We will prove by induction on k. For k = 1, Φ = exp[g1+Q]dz
2 and we can
apply the same proof as in Theorem 1.1 to conclude the existence of such path.
For k ≥ 2, we consider the map ζ = f(z) = Q(z)+ gk(z) on a convex subdomain
R in Ωδ defined by
R = {z ∈ Ωδ| ℜz ≥ R1, − π
2(n− 1) + ǫ < arg z <
π
2(n− 1) − ǫ}
where R1 > R0 and ǫ > 0 will be chosen later. It is clear that for z = re
iθ ∈ R
with r sufficiently large,
ℜf ′(z) = nrn−1 cos[(n− 1)θ] + o(rn−1) > 0.
Therefore, if we choose R1 sufficiently large, ζ = f(z) maps R one-one onto its
image f(R) as R is convex (proposition 1.10 in [P]). Since
f(re±i(
π
2(n−1)−ǫ)) = rne±i(n
π
2(n−1)−nǫ) + o(rn),
it is clear that f(R) contains a subset of the form
{| arg ζ| < nπ/2(n− 1)− ǫ1, |ζ| > R2}.
If we choose ǫ < π2n(n−1) , then we can choose accordingly an ǫ1 such that n
π
2(n−1) −
ǫ1 > π/2. Hence, under this choice of R1 and ǫ, f(R) contains a half-plane {ℜζ >
R2} for some R2 > 0.
On f(R), in particular on the half-plane {ℜζ > R2}, Φ can be written as
Φ = exp [g˜1(ζ) + exp [g˜2(ζ) + · · ·+ exp[g˜k−1(ζ) + exp ζ] · · · ]] dζ2,
where g˜1(ζ) = g1(f
−1(ζ)) − 2 ( ddz log f) (f−1(log ξ)) and g˜j(ζ) = gj(f−1(ζ)) for
j = 2, . . . , k − 1.
Now, for any small δ1 > 0, lets consider the half strip
S = {ℜζ > R2, |ℑζ| < π − δ1}.
The exponential map ξ = exp ζ maps S one-one onto the domain
Ωδ1 = {|ξ| > R3, | arg ξ| < π − δ1},
where R3 = e
R2 . And on Ωδ1 , Φ takes the form
Φ = exp
[
˜˜g1(ξ) + exp
[
˜˜g2(ξ) + · · ·+ exp[˜˜gk−1(ξ) + ξ] · · ·
]]
dξ2,
where
˜˜g1(ξ) = g1(f
−1(log ξ))− 2
(
d
dz
log f
)(
f−1(log ξ)
)− 2 log ξ
and ˜˜gj(ξ) = gj(f
−1(log ξ)) for j = 2, . . . , k − 1.
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Since |gj(z)| = O(log |z|) and ζ = f(z) ∼ zn as |z| → ∞, we see that
|gj(f−1(log ξ))| = O(log log |ξ|) for j = 1, . . . , k − 1.
We also conclude from dfdz (z) ∼ zn−1 ∼ ζ(n−1)/n as |ζ| → ∞ that
|
(
d
dz
log f
)(
f−1(log ξ)
)
)| = O(log log |ξ|).
All together we have, as |ξ| → ∞,
|˜˜gj(ξ)| = O˜(log |ξ|).
Therefore, induction hypothesis implies that there exists a divergent path ξ = γ(t)
in Ωδ1 such that its image under the harmonic maps h ◦ f−1 ◦ log has finite length.
That is, there exists a path f−1(log γ(t)) in Ωδ such that its image under h has
finite length.
Theorem 1.2. Let h be a harmonic diffeomorphism from C into H2 with Hopf
differential of the form
Φ = P1 exp [P2 exp [· · · exp [Pk exp(Q)] · · · ]] dz2,
where Q(z) = anz
n + · · · and Pj, j = 1, . . . , k are polynomials and k ≥ 1. Then h
is not surjective.
Proof. By making a change of parameter of the form z → r0 exp(
√−1θ0)z for
some constants r0 and θ0, we may assume that Q = z
n +
∑n
j=1 ajz
n−j . As Pj ,
j = 1, . . . , k, are polynomials, there exists R0 > 0 such that there is no zeros of any
Pj in the set {|z| > R0}. Then for any δ > 0, one can define gj = logPj on the set
Ωδ = {|z| > R0, | arg z| < π − δ} and the Hopf differential Φ can be written in the
form required in Lemma 1.3. Therefore, there exists a path diverging to infinity in
Ωδ such that its image under h has finite length. Hence, h is not surjective.
Let us finish the dicussion of this section by given a different type of condition
for the nonsurjectivity. Recall that a complex number a in the extended complex
plane is said to be an asymptotic value of an entire function f(z) if there is a path
z(t), 0 ≤ t < 1 such that limt→1 z(t) = ∞ and limt→1 f(z(t)) = a. If a is a finite
number, then it is called a finite asymptotic value.
Theorem 1.3. Let f be an entire function. Suppose there exist δ > 0 and R > 0
such that
(i) f has no finite asymptotic value in the domain
R =
{
ζ| π
2
− δ < arg ζ < π
2
+ δ, and |ζ| > R
}
; and
(ii) f ′(z) 6= 0 for all z in f−1(R).
Suppose h is an orientation harmonic diffeomorphism from C into H2 with Hopf
differential (f ′)2dz2, then h is not surjective.
Proof. Let Ω be a component of f−1(R). By (ii), f is a local diffeomorphism on Ω.
By (i), we can conclude that every path in R begins at ζ0 can be lifted to a path
in Ω which begins at a point z0 with f(z0) = ζ0. Since R is simply connected, f
maps Ω bijectively to R. Hence h ◦ f−1(ζ) is a harmonic diffeomorphism from R
into H2 with Hopf differential dζ2. Moreover, f−1(ζ) → ∞ if ζ ∈ R and ζ → ∞.
The result follows from Lemma 1.1.
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§2 Maximal Φ-radius and quasi-conformal harmonic maps.
Let us recall the definition of maximal Φ-radius of a holomorphic quadratic
differential Φ on a domain in C. Let Ω be a domain in C and let Φ = φdz2 be a
holomorphic quadratic differential on Ω. Let z0 ∈ Ω such that φ(z0) 6= 0. Choose
a branch of
√
φ near z0, and let
w = f(z) =
∫ z
z0
√
φ(ζ)dζ.
Let B(R) = {w| |w| < R} be the maximal disk in the w-plane such that f−1 is a
conformal diffeomorphism from B(R) into Ω. Then Rz0,Ω = R is called the maximal
Φ-radius of Φ at z0 with respect to Ω and Vz0,Ω = f
−1(B(R)) is called the maximal
Φ disk around z0 with respect to Ω. We will drop the subscript Ω if this will not
cause any confusion. Moreover, by convention if φ(z0) = 0 we define Rz0 = 0. In
[Hn], it was proved that if h is an orientation preserving harmonic diffeomorphism
from a domain Ω in C into H2 with Hopf differential Φ, and if zn is a sequence in Ω
with Rzn →∞, then the modulus the complex dilatation of h at zn will tend to 1.
Conversely, one would like to know whether h would be quasi-conformal on a set
with bounded maximal Φ-radius. In this section, we will prove that this is the case
under certain assumptions. The result will be useful to study images of harmonic
diffeomorphisms from C into H2.
Let Ω be a hyperbolic domain in C, i.e. its universal cover is conformal to the
unit disk. Let ρ2|dz|2 be the hyperbolic metric on Ω, i.e. the complete metric with
constant Gaussian curvature −1. Then it is known that [Ah] for any z ∈ Ω
ρ(z) ≤ 2
d(z, ∂Ω)
,
where d(z, ∂Ω) is the Euclidean distance from z to ∂Ω. If in addition, we have
ρ(z) ≥ C
d(z, ∂Ω)
for some positive constant C for all z ∈ Ω, then we say that Ω is strongly hyperbolic.
Please note that our definition is slightly different from that in [A-M-M]. It is shown
in Theorem 5 of [A-M-M] that if Ω is bounded hyperbolic and the diameters of the
boundary components are uniformly bounded from below by a positive constant
then Ω is strongly hyperbolic. Moreover, being strongly hyperbolic is conformally
invariant:
Lemma 2.1. Let Ω1 and Ω2 be conformally equivalent domains. Suppose Ω1 is
strongly hyperbolic, so is Ω2.
Proof. Obviously Ω2 is hyperbolic. Let w = f(z) be a conformal diffeomorphism
from Ω1 onto Ω2. Let ρ
2
2|dw|2 be the hyperbolic metric on Ω2 and let ρ21|dz|2 be the
hyperbolic metric on Ω1. Let d1(z) = dist(z, ∂Ω1) and d2(w) = dist(w, ∂Ω2), where
both distances are Euclidean distances. Then by well-known fact [V, p. 147], we
have
1
4
d1(z)|f ′(z)| ≤ d2(f(z)).
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Hence
ρ2(f(z)) = |f ′(z)|−1ρ1(z)
≥ C
d1(z)|f ′(z)|
≥ C
4
d2(f(z))
for some positive contant C, where we have used the fact that Ω1 is strongly hy-
perbolic. Hence Ω2 is strongly hyperbolic.
Let Ω be a strongly hyperbolic domain and let Φ = φdz2 be a holomorphic
quadratic differential on Ω with hyperbolic metric ρ2|dz|2. For z ∈ Ω, let ||Φ(z)|| =
ρ−2(z)|φ|(z) be the norm of Φ at z and let |||Φ||| = supz∈Ω ||Φ||(z). The following
is proved in [A-M-M] (the equation (2) and the lemma 1.2)
Theorem. (Anic´-Markovic´-Mateljevic´) With the above notations with Ω being the
unit disk D, there exists an absolute constant C > 0 such that for any holomorphic
quadratic differential Φ on D we have
(2.1) ||Φ||(z) ≥ C−1R2z
for all z ∈ D, and
(2.2) |||Φ||| ≤ CR2∞
where R∞ = supz∈DRz.
They actually proved that (2.1) is true for any hyperbolic domain in C. We will
obtain a pointwise estimate for strongly hyperbolic domain which implies (2.2).
The estimate will be useful in applications.
Proposition 2.1. Let Ω be a hyperbolic domain and let Φ = φdz2 be a holomorphic
quadratic differential defined on Ω. Then there exists an absolute positive constant
C such that for z ∈ Ω
(2.3) Rz ≤ C||Φ|| 12 (z).
If in addition Ω is strongly hyperbolic then there is a positive constant C′ depending
only on Ω such that for z ∈ Ω with Φ(z) 6= 0
(2.4) Rz ≥ C′ ||Φ||
2(z)
|||Φ||| 32
We need the following lemmas.
Lemma 2.2. Denote B(r) to be the set of complex numbers with modulus less than
r. Let f : B(r) → C be an analytic function, such that f(0) = 0 and f ′(0) 6= 0.
Suppose |f(z)| ≤M for all z, then (i) f is one to one on B(r1), where r1 = r
2|f ′(0)|
8M
;
(ii) f(B(r1)) ⊃ B( r
2|f ′(0)|2
32M
).
Proof. Let us first assume that r = 1, and f ′(0) = 1. Then
f(z) = z +
∞∑
n=2
anz
n.
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By Cauchy theorem, we have |an| ≤ M , and 1 ≤ M . Suppose z1 6= z2 are in
B( 1
8M
), and r = max{|z1|, |z2|}, then
|f(z1)− f(z2)| =
∣∣∣∣∣(z1 − z2) +
∞∑
n=2
an(z
n
1 − zn2 )
∣∣∣∣∣
≥ |z1 − z2|
∣∣∣∣∣1−M
∞∑
n=2
nrn−1
∣∣∣∣∣
= |z1 − z2|
∣∣∣∣1−Mr 2− r(1− r)2
∣∣∣∣
≥ |z1 − z2|(1− 8Mr)
> 0
where we have used the facts that M ≥ 1, and r < 1
8M
< 1
2
. Hence f is one
to one on B( 18M ). Using the fact that the Koebe’s constant is
1
4 [V, p. 149],
we have f
(
B( 18M )
)
contains B( 132M ). In general, if f is defined on B(r) with
f(0) = 0 and with b = f ′(0) 6= 0. Define f˜(ζ) = f(rζ)
rb
for ζ ∈ D. Then f˜(0) = 0,
and f˜ ′(0) = 1. Let M1 = Mr|b| , then M1 ≥ |f˜(ζ)| for all ζ. Hence f˜ is one to
one on B( 18M1 ) and f˜
(
B( 18M1 )
)
contains B( 132M1 ). Hence f is one to one on
B( r8M1 ) = B(
r2|f ′(0)|
8M ) = B(r1), and f (B(r1)) contains B(
r|b|
32M1
) = B( r
2|f ′(0)|2
32M ).
The following lemma is proved in [A-M-M, see Lemma 1.2].
Lemma 2.3. Let f : B(r) → C be analytic, and M ≥ |f(z)| for all z. Suppose
f(0) 6= 0, then f(z) 6= 0 for all z ∈ B( r|f(0)|2M ).
Proof of Proposition 2.1. (2.3) was proved in the Lemma 2.3 of [A-M-M]. In order
to prove (2.4), let z0 ∈ Ω, with φ(z0) 6= 0. φ is analytic on B(z0, r0) where
r0 =
1
2d(z0, ∂Ω), where d is the Euclidean distance. By Lemma 2.3, φ is never zero
on B(z0, r), where
r =
r0|φ(z0)|
2M0
and M0 = supB(z0,r0) |φ|. Hence we can take a branch of square root of φ in
B(z0, r). Let f(z) =
∫ z
z0
√
φ(ζ)dζ, for z ∈ B(z0, r), then f is analytic, f(z0) = 0
and |f ′(z0)| = |φ(z0)| 12 6= 0. By Lemma 2.2, f is one to one on B(r1) where
r1 =
r2|f ′(z0)|
8M1
, where M1 = supB(z0,r) |f |. Moreover, f(B(r1)) contains the disk
B(R) = B( r
2|f ′(z0)|2
M1
). Now M1 ≤ rM
1
2
0 implies that
(2.5) Rz0 ≥ R =
r2|φ(z0)|
32rM
1
2
0
=
r0|φ(z0)|2
64M
3
2
0
.
This will imply the proposition because Ω is strongly hyperbolic.
From the proof of the proposition, we have the following corollary which will be
used in §3 and §4.
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Corollary 2.1. Suppose φ is analytic on Bz0(R) such that α|φ|(z0) ≥ |φ|(z) for
some constant α > 0 for all z ∈ Bz0(R). Let Φ = φdz2. Then the maximal Φ-radius
of z0 with respect to Bz0(R) is bounded below by
R|φ| 12 (z0)
64α
3
2
.
Proof. This is a direct consequence of (2.5).
Lemma 2.4. Let Ω be a simply connected domain in C and Φ = φdz2 be a holo-
morphic quadratic differential on Ω. Let z0 ∈ Ω such that φ(z0) 6= 0 and let R be
the maximal Φ-radius of z0 with maximal Φ-disk V . Suppose R <∞ and suppose
w = ψ(z) =
∫ z
z0
√
φdζ
z ∈ V . Then for any 0 < δ < R, there exists a point z ∈ V with |ψ(z)| = δ such
that the Φ-radius of z is exactly R− δ.
Proof. By the definitions of V and R, ψ−1 : DR → V is a bijective conformal
diffeomorphism, where
DR = {w| |w| < R}.
It is easy to see that if z ∈ V with |ψ(z)| = δ then the Φ-radius of z is at least R−δ.
Suppose the lemma is not true, then Rz > R − δ for any z ∈ ψ−1 ({w| |w| = δ}).
Because Rz is continuous, there is ǫ > 0 such that Rz ≥ R − δ + ǫ for all z with
|ψ(z)| = δ. Hence ψ−1 can be extended to an analytic function from DR+ǫ to Ω
such that it is a local diffeomorphism. In particular, φ is not zero in ψ−1(DR+ǫ).
By the definition of R, there exist two sequences wn and w˜n such that for each n
both wn and w˜n are in DR+ǫ/n, wn 6= w˜n but ψ−1(wn) = ψ−1(w˜n). Without loss
of generality, we may assume that wn → a and w˜n → b, and
lim
n→∞
ψ−1(wn) = lim
n→∞
ψ−1(w˜n) = c.
Since ψ−1 is a local diffeomorphism, a 6= b. Note that a and b are in DR. Let γ be
the straight line joining a and b and let Γ = ψ−1(γ). Then Γ is a smooth simple
closed curve in Ω because ψ−1 is one to one on DR. Let θ be the interior angle at
c. Apply the Gauss-Bonnet Theorem for the metric (|φ|+ η)|dz|2 on Ω with η > 0,
we have
−1
2
∫
Ω1
∆ log(|φ|+ η) +
∫
Γ
κη = π + θ
where Ω1 is the interior of Γ, κη is the geodesic curvature of Γ with respect to the
metric (|φ| + η)|dz|2 and ∆ is the Euclidean Laplacian. Here we have used the
fact that Ω is simply connected. Let c1, . . . , cℓ be the zeros of φ inside Ω1 with
multiplicities k1, . . . , kℓ with kj ≥ 0. Let r > 0 be small enough so that 1 ≤ j ≤ ℓ
the disks Dj of radius r and centers at cj are disjoint and are inside of Ω1. Then
we have
π + θ = −1
2
ℓ∑
j=1
∫
Dj
∆ log(|φ|+ η)− 1
2
∫
Ω1\∪ℓj=1Dj
∆ log(|φ|+ η) +
∫
Γ
κη
= −1
2
ℓ∑
j=1
∫
∂Dj
∂
∂r
log(|φ|+ η)− 1
2
∫
Ω1\∪ℓj=1Dj
∆ log(|φ|+ η) +
∫
Γ
κη
→ −1
2
ℓ∑
j=1
∫
∂Dj
∂
∂r
log |φ|+
∫
Γ
κ
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as η → 0, where κ is the geodesic curvature with respect to the metric |φ||dz|2 and
we have used the fact that log |φ| is harmonic. Since |φ||dz|2 is the pull-back metric
under ψ−1 of the flat metric in the DR, we have κ = 0 on Γ. Let r → 0, we conclude
that
π + θ = −
ℓ∑
j=1
kjπ.
Since θ ≥ 0 and kj ≥ 0 for all j, this is impossible.
Theorem 2.1. Let Ω be a strongly hyperbolic domain in C with hyperbolic metric
e2v|dz|2 and Ω1 ⊂ Ω. Let h be an orientation preserving harmonic diffeomorphism
from C into H2 and let w = log |∂h|, where |∂h| is the norm of ∂h with respect
to the Euclidean metric on Ω and hyperbolic metric on H2. Let Φ = φdz2 be the
Hopf differential of h and let Rz be the maximal Φ-radius of z with respect to C.
Suppose supz∈ΩRz = R < ∞ and w ≥ v − C on Ω1 for some constant C and
infz∈C\Ω1 Rz > 0. Then h is quasi-conformal on Ω1.
Proof. Suppose that h is not quasi-conformal on Ω1. Then there exists zn ∈ Ω1
such that φ(zn)e
−2w(zn) → 1 as n → ∞. Since Rzn ≤ R, we may assume that
limn→∞Rzn = R0. Suppose R0 > 0. Let Vzn be the maximal Φ-disk with image
DRzn and let ζ =
∫ z
zn
√
φdz = ψn(z). Let w˜n(ζ) = (w − 12 log |φ|)(ψ−1n (ζ)) > 0
which is considered as a function on DRzn . Then w˜n > 0 and
∆ζw˜n = e
2w˜n − e−2w˜n .
Then w˜n are locally uniformly bounded by proposition 1.5 in [T-W 1]. Passing to a
subsequence if necessary, w˜n converges uniformly on compact subsets of DR0 . Since
w˜n(0) → 0, by mean value inequality, w˜n → 0 uniformly on compact sets of DR0 .
By Lemma 2.4, for each n there exists ζn with |ζn| = 12Rzn such that the Φ-radius
of z′n = ψ
−1
n (ζn) is
1
2Rzn . Moreover, we still have φ(z
′
n)e
−2w(z′n) → 1. Continue in
this way and by a diagonal process, if h is not quasi-conformal on Ω1, then we can
find zn ∈ C such that
(2.6) lim
n→∞ |φ(zn)|e
−2w(zn) = 1
and
(2.7) lim
n→∞
Rzn = 0.
Since infz∈C\Ω1 Rz > 0, we may assume that zn ∈ Ω1 for all n. By Proposition 2.1,
we have
Rzn ≥ C3
||Φ||2(zn)
|||Φ||| 32
≥ C4
R3
[
|φ(zn)|e−2v(zn)
]2
≥ C5
R3
[
|φ(zn)|e−2w(zn)
]2
,
(2.8)
where the norm of Φ is taken with respect to the metric e2v|dz|2 on Ω. Here we
have used (2.3), (2.4), the fact that the Φ-radius with respect to Ω1 or Ω is no
greater than the Φ-radius with respect to C, the assumption that Rz are uniformly
bounded by R on Ω and that w ≥ v − C on Ω1. Let n → ∞ in (2.8), we have a
contradiction because of (2.6) and (2.7). This completes the proof of the theorem.
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Remark 2.1. In the theorem, we may replace C by the unit disk. Moreover, sup-
pose Ω is a subset of C (respectively H2) and h is an orientation preserving harmonic
diffeomorphism from C (respectively H2) into H2 such that |∂h|2|dz|2 is complete in
C (respectively H2), where the norm is taken with respect to the Euclidean metric
in the domain. Then the assumption that w ≥ v − C on Ω1 in the theorem can be
replaced by w ≥ v − C on ∂Ω1 by the comparison principle in [Wn].
By (2.3), which was proved in [A-M-M], and the above remark, we obtain a new
proof of the following result in [Wn] as a corollary of Theorem 2.1.
Corollary 2.2. Let h be an orientation preserving harmonic diffeomorphism on H2
with Hopf differential Φ such that |∂h|2|dz|2 is complete. Suppose |||Φ||| <∞, then
h is quasi-conformal. Here the norm of ∂h is taken with respect to the Euclidean
metric in the domain and the norm of Φ is taken with respect to the Poincare´ metric
while |||Φ||| is taken with respect to the Poincare´ metric.
§3 Image of harmonic diffeomorphism with Hopf differential P exp(Q)dz2.
Let h be an orientation preserving harmonic diffeomorphism from C into H2
with Hopf differential Φ = φdz2 = P exp(Q)dz2 where P and Q are polynomials.
By the result of §1, we know that h is not surjective. Assume that |∂h|2|dz|2 is
complete on C. In [HTTW], it was proved that if Q is a constant, that is, if φ is
a polynomial of degree m, then the closure of the image of h in H2 is the convex
hull of an ideal polygon with m+2 vertices in H2. The result is generalized from C
to surfaces with finite total curvature and in higher dimensions in [L-W 1, 2]. The
assumption that φ is a polynomial is equivalent to the fact that h is of polynomial
growth. Let A be the intersection of the closure of the image of h with the geometric
boundary of ∂H2. If Q is not constant, then A will no longer be a finite set. In this
section, we will prove that in this case, A is a countable set with exactly n distinct
accumulation points where n is the degree of Q. In fact, we will prove that the
result is true for a larger class of harmonic diffeomorphisms.
First we need a lemma. For α ≥ 0, let
Cα = {z| ℜz > α, −∞ < ℑz <∞}.
Let h be an orientation preserving harmonic diffeomorphism from Cα into H
2 with
Hopf differential Φ = exp(Q)dz2 with Q(z) = z + q(z) such that |q(z)| ≤ g(ℜz) for
some nonnegative function g with limt→∞ g(t) = 0.
Lemma 3.1. With the above notations and assumptions, we have the following:
(i) There exist distinct points pk ∈ ∂H2 with k = 0,±1,±2, . . . such that for
any π > δ > 0 and for any sequence zn ∈ Cα with (2k − 1)π + δ < ℑzn <
(2k+1)π− δ and zn →∞, then h(zn)→ pk as n→∞. Moreover, the pk’s
are monotone in S1.
(ii) For all δ > 0 and ǫ > 0, there is a > 0 such that for any integer k, if
2kπ + δ < ℑz < 2(k + 1)π − δ, then dH2(h(z), γk)) ≤ ǫ for all z ∈ Cα with
ℜz > a, where γk is the geodesic joining pk and pk+1.
(iii) There is b > 0 such that if zn ∈ Cα ℜzn ≥ b and ℑzn → +∞ (respectively
ℑzn → −∞), then limn→∞ h(zn) = p+ (respectively limn→∞ h(zn) = p−),
where p+ = limk→∞ pk and p− = limk→−∞ pk.
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Proof. For simplicity, assume α = 0. To prove the existence of those pk ∈ ∂H2 in
(i), we apply Lemma 1.2 with θ = 0 and A = 2π to obtain that for any π > δ > 0,
there exists x0 > 0 such that if z0 = x0 and ζ(z) =
∫ z
z0
exp( 12Q(ξ))dξ + exp(
1
2x0),
then ζ is injective on S 1
4 δ
, and ζ(S 1
4 δ
) ⊃ R 1
2 δ
⊃ ζ(Sδ) where Sδ and Rδ etc. are
defined as in Lemma 1.2 (with A = 2π and θ = 0). Then h(z(ζ)) is an orientation
preserving harmonic diffeomorphism from ζ(S 1
4 δ
) into H2 with Hopf differential
Φ = dζ2. Note that the maximal Φ-radius of any point ζ = u +
√−1v in R 1
2 δ
is
at least u− C1 for some constant C1 depending only on δ. As in [HTTW, p.109],
we can prove that the image of any horizontal half line ζ(t) = t +
√−1v0 with t
being larger than some constant in R 1
2 δ
under h is asymptotically a geodesic near
infinity and tends to a point in ∂H2 as t → ∞. By the proof of Lemma 1.1, we
can conclude that the image of any vertical line u =constant in R 1
2 δ
under h has
uniformly bounded length. Hence if ζn ∈ R 1
2 δ
, ζn → ∞ then h(z(ζn)) → p0 for
some p0 ∈ ∂H2. Since ζ(Sδ) ⊂ R 1
2 δ
and zn → ∞ implies that ζ(zn) → ∞ for
zn ∈ Sδ, we have
lim
n→∞h(zn) = p0.
Similarly, one can prove that for any integer k there exists pk ∈ ∂H2 such that for
any δ > 0 and zn with (2k − 1)π + δ < ℑzn < (2k + 1)π − δ such that zn → ∞,
then
lim
n→∞ h(zn) = pk.
To prove the remaining of (i) and (ii), we use Lemma 1.2 again to conclude that
for all δ > 0 small enough, there exist aj > 0, bj > 0, j = 1, 2 such that for any
integer k, there is a analytic function ζ = ζ(k)(z) which maps
S1 = {z| ℜz > a1, (2k − 1)π + 1
2
δ < ℑz < (2k + 3)π − 1
2
δ}
and
S2 = {z| ℜz > a2, 2kπ − δ < ℑz < 2(k + 1)π + δ}
injectively into ζ-plane. Moreover, ζ(S1) ⊃ R1, ζ(S2) ⊂ R2, for j = 1, 2. Here
R1 = {ζ| |ζ| > b1, 1
2
(2k − 1)π + δ < arg ζ < 1
2
(2k + 3)π − δ},
R2 =
{
ζ| |ζ| > b2, 1
2
(
2kπ − 3
2
δ
)
< arg ζ <
1
2
(
2(k + 1)π +
3
2
δ
)}
for j = 1, 2. Moreover, the Hopf differential Φ of h in the ζ coordinates is of the
form dζ2. We will write h(ζ) instead of h(z(ζ)) if no confusion will arise. Let us
consider the case when k is even. The case that k is odd is similar. By the previous
result, we know that if ζn ∈ R1 with ℜζn →∞ along a half line ℑζ=constant, then
h(ζn)→ pk, and if ℜζn → −∞, then h(ζn)→ pk+1.
In order to prove that pk 6= pk+1 and that pk is monotone, we notice that the
length of the curve h(z(ζ)) is infinite where ζ = u+
√−1v1 with v1 to be a constant
and −∞ < u <∞. Moreover, by [Wf, M] or [HTTW, p.109], the geodesic curvature
of this curve is bounded by ǫ provided v1 is large. From this, it is easy to see that
pk 6= pk+1. Since h is an orientation preserving diffeomorphism, we conclude that
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pk 6= pj if k 6= j, and pk is monotone on S1. In particular, p+ = limk→∞ pk and
p− = limk→−∞ pk exist.
To prove (ii), we observe that for any C > 0 there is v0 > 0 independent of
k such that the Φ-radius of ζ ∈ R1 is larger than C for all ζ with ℑζ > v0. By
the argument in [HTTW, p.102], we conclude that for any ǫ > 0, there is v0 > 0
independent of k such that if ℑζ > v0, then dH2(h(ζ)), γk) ≤ ǫ, where γk is the
geodesic joining pk and pk+1. From the proof of Lemma 1.2, we see that given
v0, there exists a > 0 independent of k such that if z ∈ S2 and ℜz > a, then
ℑζ(z) > v0. From this we can conclude that (ii) is true.
In order to prove (iii), let δ > 0 as above but small and let b = a2 which is
in the definition of S2. Suppose zn ∈ Cα with ℜzn > b. Let kn be such that
2knπ ≤ ℑzn < 2(kn + 1)π. Then limn→∞ kn = ∞. For each n, let ζ = ζ(kn)
as above then ζn = ζ(zn) can be defined and ζn ∈ R2. By Lemma 1.1, for all
ζ ∈ R2 with ℑζ > 0 and ℜζ = ℜζn, dH2(h(ζn), h(ζ)) ≤ C2 for some constant
C2 independent of n. From (ii), we conclude that dH2(h(ζn), γkn) ≤ C3 for some
constant C3 independent of n. From this, the result follows.
Theorem 3.1. Let h be an orientation preserving harmonic diffeomorphism from
C into H2 with Hopf differential Φ = φdz2 = P exp(Q)dz2 such that |∂h|2|dz|2 is
complete on C and such that
(i) Q(z) = zn +
∑n−1
j=1 ajz
n−j is a polynomial of degree n ≥ 1;
(ii) P 6≡ 0 is an entire function with order ρ < n; and
(iii) there exists π
2n
> δ > 0 and R0 > 0 such that
Σ ∩
{
z| |z| > R0 and | arg z − 2kπ
n
| < π
2n
+ δ
}
= ∅
for all 0 ≤ k ≤ n− 1, where Σ is the set of all zeros of P .
Then the closure of the image of h is the convex hull of a countable set A of ∂H2
with exactly n accumulation points.
Proof. We claim that for any ǫ > 0 with nǫ < π
2
, there exists a constant C1 > 0
such that the maximal Φ-radius Rz of z satisfies
(3.1) Rz ≤ C1
for all z ∈Wk, 0 ≤ k ≤ n− 1, where Wk is the wedge
Wk =
{
z
∣∣ ∣∣∣∣arg z − (2k + 1)πn
∣∣∣∣ < π2n − ǫ
}
.
for 0 ≤ k ≤ n − 1. To prove the claim, note that there exists τ > 0 such that for
z ∈Wk, ℜ(zn) ≤ −τ |z|n. By the assumptions (i) and (ii), for any z ∈Wk, let γ be
the half ray γ(t) = t exp(
√−1 arg z) for t ≥ |z|, then∫ ∞
|z|
|φ| 12 (γ(t))dt ≤
∫ ∞
|z|
exp
(
−1
2
τtn + C2(1 + t
n−1 + tρ˜)
)
dt, for any ρ < ρ˜ < n,
≤ C3
where C2 and C3 are constants independent of z. Hence the maximal Φ-radius of
z ∈Wk is uniformly bounded. This proves the claim.
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Next, for each 0 ≤ k ≤ n− 1, and for δ > 4ǫ > 0, let
Vk,ǫ =
{
z
∣∣ ∣∣∣∣arg z − 2kπn
∣∣∣∣ < π2n + ǫ
}
.
Define Vk,4ǫ similarly. By assumption (iii), we can take a branch of logP in {z ∈
Vk,4ǫ| |z| > R0}. As in the proof of Theorem 1.1, there exist positive constants
R2 > R1 > R0, T2 > T1, ǫ1 > 0 and a conformal map ζk(z) which is of polynomial
growth as a function of z and which will map S(k)1 = {z ∈ Vk,4ǫ| |z| > R1} injectively
onto its image. For simplicity, we write ζ = ζk. Moreover, if
S(k)2 = {z ∈ Vk,ǫ| |z| > R2}
R1 = {ζ| | arg ζ| < π
2
+ 2ǫ1 and |ζ| > T1}
and
R2 = {ζ| | arg ζ| < π
2
+ ǫ1 and |ζ| > T2}
then ζ(S(k)1 ) ⊃ R1 ⊃ ζ(S(k)2 ) ⊃ R2. Moreover, in R1 the Hopf differential of h is of
the form Φ = exp(ζ +Q1(ζ))dζ
2 where Q1(ζ)→ 0 as ζ →∞. Choose a > b > T2.
As in the proof of (3.1), we have
(3.2) Rz ≤ C2
for some constant C2 for all z ∈ S(k)2 ∩ ζ−1({ℜζ ≤ a}). Moreover, on ℜζ = b,
| exp(ζ + Q1(ζ))| ≥ C3 for some positive constant C3. Hence if w˜ = log |∂ζh| and
if e2v˜|dζ|2 is the hyperbolic metric on ζ(S(k)) ∩ {ℜζ > a}, then w˜ ≥ v˜ − C4 for
some constant C4 because e
−2w˜(ζ)| exp(ζ + Q1(ζ))| < 1 and v˜ ≤ C on ℜz = b for
some positive constant C. Let Γk = ζ
−1({ℜz = a}) and γk = ζ−1({ℜζ = b}). Note
that for fixed c > T2, arg(ζ
−1(c +
√−1t)) → (2k ± 1
2
)π/n as t → ±∞. Let Ω be
the component containing the origin of C \ ∪n−1k=0Γk, and let Ω1 be the component
containing the origin of C \ ∪n−1k=0γk. By (3.1) and (3.2) if we choose ǫ > 0 in (3.2)
and then choose ǫ > 0 in (3.1) small enough then we have Rz ≤ C1 + C2 for all
z ∈ Ω, and if e2v|dz|2 is the hyperbolic metric on Ω then w = log |∂zh| ≥ v −C for
some constant C for all z ∈ ∂Ω1. Here we have used the fact that the hyperbolic
metric on Ω is dominated by the hyperbolic metric on its subdomain.
Next we want to show that infz∈C\Ω1 Rz > 0. In fact, if z ∈ C \Ω1, then there is
k such that ℜζk(z) ≥ b. Apply Corollary 2.1 on the disk with center ζk and radius
1, we can conclude that on ℜζk ≥ b the maximal Φ-radius is bounded below by a
positive constant independent of ζk, because Φ = exp(ζk + o(1))dζ
2
k.
Since Ω is strongly hyperbolic and |∂h|2|dz|2 is complete in C, h is quasi-
conformal on Ω1 by Theorem 2.1 and Remark 2.1.
On the other hand, by Lemma 3.1, if we choose a and b large enough, then for
each k, there exist p
(k)
j ∈ ∂H2, j ∈ Z, which are monotone in S1 such that the
intersection of the closure of the image under h of the set {ζ ∈ R2, ℜζ ≥ b} with
∂H2 is equal to
A =
n−1⋃
k=0
{p(k)j | j ∈ Z} ∪
n−1⋃
k=0
{p(k)+ , p(k)− },
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where p
(k)
± = limj→±∞ p
(k)
j . Moreover, if ζn ∈ R2 with ℜζn ≥ b and ℑzn → +∞
(respectively ℑzn → −∞) then h(ζn)→ p(k)+ (respectively h(ζn)→ p(k)− ).
Since h is at most linear growth in R2 with respect to ζ, h is of polynomial
growth on Vk,ǫ, provided ǫ > 0 is small enough. It is easy to see that h is at most
of linear growth on Wk. By the definition of Ω1, we see that h is of polynomial
growth on Ω1. Namely, there exist positive constants ℓ and C such that
(3.3) dH2 (h(z), o) ≤ C (dC(z, 0) + 1)ℓ
for all z ∈ Ω1, where o is a fixed point in H2 and 0 is the origin of C. We claim that
the image of h is the convex hull of A together with at most finitely many points
qj ∈ ∂H2. By theorem 4.8 in [C-T] and theorem 5 in [Wn], it is sufficient to show
that h(C) ∩ ∂H2 is {p(k)j | j ∈ Z} ∪ {p(k)+ , p(k)− } together with at most finitely many
points qj . Suppose q1, . . . , qm are distinct points in(
h(C) ∩ ∂H2
)
\ A.
There exist disjoint neighborhoods U1, . . . , Um of q1, . . . , qm respectively in H
2
.
We may choose Uj , 1 ≤ j ≤ m small enough so that h−1(Uj) ⊂ Ω1. For if
this is not true, then there exists qj and a sequence of neighborhoods Uj,n such
that
⋂∞
n=1 Uj,n = {qj} and such that h−1(Uj,n) is not contained in Ω1 for each
n. By choosing a subsequence, we may assume that there is zn ∈ Uj,n such that
ℜζk(zn) ≥ b under the map ζk described above. Since h(zn)→ qj by construction,
we conclude that qj must be p
(k)
l or p
k
± for some k and l. This is a contradiction.
Hence we may choose Uj such that h
−1(Uj) is contained in Ω1. Moreover, we may
assume that Uj is bounded by a geodesic line in H
2. Let fj(z) = dH2(u(z),H
2 \Uj),
then fj harmonic because dH2(·,H2 \Uj) is convex by [B-O]. Note that fj is smooth
in h−1(Uj), fj(z) = 0 for z ∈ C \ h−1(Uj) and there exists a constant C3
fj(z) ≤ C3 (dC(z) + 1)ℓ
for all z and for all 1 ≤ j ≤ m by (3.3). Since h−1(Uj), 1 ≤ j ≤ m, are disjoint
and nonempty, m is bounded from above by a constant depending only on ℓ by
Theorem 3.4 in [L-W 1]. This proves the claim.
Observe that each qj must lie between p
(k)
+ and p
(k+1)
− for some k. Here we use the
convention that p
(n)
+ = p
(0)
− . Since if γk(t) = ζ
−1(b+
√−1t), then limt→±∞ h(γk(t)) =
pk,±, we conclude that h(Ω1) is bounded by h(γk) and the geodesics joining con-
secutive points of pk+, qj and p
(k+1)
− , with qj between p
k
+ and p
(k+1)
− , and they are
oriented positively. Since h is quasi-conformal on Ω1, for each k if ζn ∈ R1 with
ℜζn ≤ b and ℑzn → +∞ (respectively ℑzn → −∞) then h(ζn)→ p(k)+ (respectively
h(ζn)→ p(k)− ). Again, using the fact that h is quasi-conformal on Wk, we conclude
that for z ∈Wk, and if z →∞ then h(z) will converge to a point qk in H2. But qk
must be equal to p
(k)
+ and p
(k+1)
− at the same time. Hence the closure of the image
of h is the convex hull of the set A consisting of p
(k)
j , qk which is countable and has
exactly n accumulation points.
It is clear that the theorem is true for any polynomial Q without requiring
the leading coefficient to be 1 as long as the zeros of the entire function P are
distributed in the corresponding sections. For instance, we conclude immediately
from the theorem the following.
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Corollary 3.1. Let h be an orientation preserving harmonic diffeomorphism from
C into H2 with Hopf differential Φ = P exp(Q)dz2 where P and Q are polynomials
with degQ = n. Suppose |∂h|2|dz|2 is complete in C. Then the image of h is the
convex hull of a countable set A of ∂H2 with exactly n accumulation points.
Figures 1, 5, and 6 show the horizontal trajectories structures of holomorphic
quadratic differentials which are included in the corollary 3.1. Figure 1 also shows
the image of the harmonic map corresponding to ezdz2 which is the basis of all the
discussion in this paper.
§4 Images of harmonic diffeomorphisms with Hopf differential f(ez)dz2.
In this section, we will study the images of certain harmonic diffeomorphisms
from C into H2 with Hopf differentials of the form f(ez)dz2. As before for α ≥ 0,
let Cα = {z = x+
√−1y | x > α}.
Lemma 4.1. Let h : C0 → H2 be an orientation preserving harmonic diffeomor-
phic injection with Hopf differential Φ = dz2. Suppose that for some x0 > 0,
limy→+∞ h(x0 +
√−1y) = p1 and limy→−∞ h(x0 +
√−1y) = p2 for some p1, p2 in
∂H2. Then p1 = p2 = p, and for all x0 > 0
lim
|z|→∞
ℜz≥x0
h(z) = p.
Proof. By proposition 1.5 in [ T-W 1], see also [Wn], the energy density of h in
the half-plane 0 < ℜz < ∞ is bounded. Since for some x0 > 0, limy→+∞ h(x0 +√−1y) = p1 and limy→−∞ h(x0 +
√−1y) = p2, where p1, p2 ∈ ∂H2, we conclude
that for all x1 > x0 > 0,
lim
ℑz→+∞
x0<ℜz<x1
h(z) = p1
and
lim
ℑz→−∞
x0<ℜz<x1
h(z) = p2.
Identify H2 = H2∪∂H2 with the unit disk. We claim that for any x0 > 0, the closure
of h(Cx0) in H
2 is Ω where Ω is the domain bounded by the curve h(x0 +
√−1y),
−∞ < y < ∞ and one of the arc on S1 with end points p1 and p2. Obviously,
h(Cx0) is contained in such an Ω because h is injective. Suppose that the claim is
not true, then there is q on the boundary of h(Cx0) such that q ∈ H2 and there is a
geodesic arc γ in h(Cx0) ⊂ H2 from a point q1 in h(Cx0) to q with γ(ℓ) = q, where
ℓ is the length of γ and is finite. Without loss of generality, we may asumme that
γ([0, ℓ)) ⊂ h(Cx0). Let β = h−1(γ). Then β is a path in Cx0 such that β(t)→∞ as
t→ ℓ because q is in the boundary of h(Cx0). Moreover, ℜβ(t)→ +∞. Otherwise,
we would have β(t)→ p1 or p2. However, the pull-back metric under h is given by
(e + 2)dx2 + (e − 2)dy2, where e is the energy density of h, and e > 2. We then
have
ℓ =
∫ ℓ
0
[
(e+ 2)
(
dx
dt
)2
+ (e− 2)
(
dy
dt
)2] 12
dt
≥
√
2
(
lim
t→ℓ
x(ℓ)− x(0)
)
=∞
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which is a contradiction. Hence h(Cx0) = Ω. Suppose p1 6= p2, then h(Cx0)
contains a nontrivial arc on S1. However, for x0 > 0, h is of at most linear growth.
By theorem 3.4 in [L-W 1], we conclude that h(Cx0)∩ ∂H2 consists of only finitely
many points. Hence we must have p1 = p2 = p. Since h is a diffeomorphism, we
must have
lim
|z|→∞
ℜz≥x0
h(z) = p.
Lemma 4.2. Let 0 < β ≤ π and let h : e
√−1βC0 → H2 be an orientation preserving
harmonic diffeomorphic injection with Hopf differential Φ = dz2. Suppose that for
some x0 > 0,
lim
y→∞
h
(
e
√−1β(x0 +
√−1y)
)
= p1 and lim
y→−∞
h
(
e
√−1β(x0 +
√−1y)
)
= p2
for some p1, p2 in ∂H
2. Then p1 6= p2 and for all x0 > 0, h(e
√−1βCx0) ∩ ∂H2 =
{p1, p2}.
Proof. As in the proof of Lemma 4.1, we conclude that for any x0 > 0,
lim
y→∞ h
(
e
√−1β(x0 +
√−1y)
)
= p1,
and
lim
y→−∞
h
(
e
√−1β(x0 +
√−1y)
)
= p2.
Let x0 > 0. Since 0 < β ≤ π, by Lemma 1.1, suppose zn ∈ e
√−1βCx0 , if ℜzn →
−∞, then limn→∞ h(zn) = p1; and if ℜzn → ∞, then limn→∞ h(zn) = p2. If
zn → ∞ and for all n, x0 ≤ ℜzn < x1 for some x1, then h(zn) are uniformly
bounded. Hence h(e
√−1βCx0) ∩ ∂∞H2 = {p1, p2}.
To prove that p1 6= p2. Note that
√−1n ∈ e
√−1β for any positive integer n.
Moreover, it is easy to see that zn = e
√−1 β3
√−1n = −n sin β
3
+
√−1n cos β
3
and
z˜n = n +
√−1n cos β
3
are in e
√−1βCx0 if n is large. Let Ln be the horizontal line
joining zn and z˜n. By the arguments in section 3 of [HTTW], we conclude that
h(Ln) is of uniformly bounded distance from the geodesic passing through h(zn)
and h(z˜n). Since h(zn) → p1 and h(z˜n) → p2, if p1 = p2 = p then h(Ln) → p
as n → ∞. On the other hand, h(√−1n cos β3 ) are uniformly bounded. This is a
contradiction. Therefore, p1 6= p2.
Theorem 4.1. Let m, n be nonnegative intergers and let P (t) be a nonconstant
rational function of the form
P (t) =
n∑
k=−m
akt
k,
with a−m 6= 0 6= an. Suppose h is an orientation preserving harmonic diffeomor-
phism from C into H2 with Hopf differential given by
Φ = P (ez)dz2
such that |∂h|2|dz|2 is a complete metric. Then A = h(C) ∩ ∂H2 is countable
which has exactly one accumulation point if m or n = 0, and a0 ≥ 0; and has two
accumulation points otherwise. Moreover h(C) is the convex hull of A.
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Remark. Figures 1 and 2 in the appendix show horizontal trajectories structures
for the case that m or n = 0, and a0 ≥ 0. In fact, in both figures, m = 0, and
a0 = 0 and 1 respectively. The other case are showed by the figures 3 and 4. In
figure 3, m = 0 but a0 = −1. The image of the corresponding harmonic map has 2
accumulations both are limits from 1 side. In figure 4, both m and n are not zero
and the image of the corresponding harmonic map has 2 accumulations both are
limits from 2 sides.
Proof. Suppose that m > 0 and n > 0. By the proof of Lemma 3.1, we can
conclude that there exist pk, k ∈ Z such that h({z| ℜz ≥ 0} ∩ ∂H2 is equal to
{pk}k∈Z and the pk are monotone on S1. Moreover, if pk → p± as k → ±∞, then
limℑz→+∞, ℜz≥0 h(z) = p+ and limℑz→−∞, ℜz≥0 h(z) = p−.
Similarly, there exist qk, k ∈ Z such that h({z| ℜz ≤ 0} ∩ ∂H2 is equal to
{qk}k∈Z and the qk are monotone on S1, and if qk → q± as k → ±∞, then
limℑz→+∞, ℜz≤0 h(z) = q+ and limℑz→−∞, ℜz≤0 h(z) = q−. Hence q+ = p+ and
q− = p−. Since h is a diffeomorphism, p+ 6= p− and A = {pk, qk}k∈Z ∪ {p+, p−},
which has two accumulation points.
Next, let us consider the case thatm or n = 0. Without loss of generality, we may
assume that m = 0. As before, there exist pk, k ∈ Z such that h({z| ℜz ≥ 0}∩∂H2
is equal to {pk}k∈Z and the pk are monotone on S1. Let p+ and p− defined as
above.
Suppose a0 = 0. Then we can conclude as in the proof of Theorem 3.1 that
p+ = p− = p and A = {pk}k∈Z ∪ {p} which has only one accumulation points.
Suppose m = 0 and a0 6= 0, let a0 = ρ2e2
√−1β with 0 ≤ β < π, ρ > 0. There
exists δ > 0 such that if |t| < δ, we can take a branch of the square root of P (t)
and √
P (t) = ρe
√−1β + tg(t),
where g(t) is analytic and
(4.1) |g(t)| ≤ C1
for some constant C1 for |t| < δ. Let g˜(t) be such that g˜′ = g on |t| < δ and
g˜(0) = 0. Let x0 < 0 be small enough so that |ez| < δ on ℜz ≤ x0. Define
ζ(z) =
∫ z
x0
√
P (eξ)dξ
= ρe
√−1β(z − x0) +
∫ z
x0
eξg(eξ)dξ
= ρe
√−1βz + g˜(ez) + ζ0
for all z with ℜz ≤ x0, where ζ0 is a constant. Here the integration is along the
straight line from x0 to z. Then ζ is analytic. By (4.1), if we choose x0 small
enough, then ζ is injective. Since |g˜(ez)| ≤ C2|ez| for some constant C2, if we
choose x0 small enough, then the analytic map z → ζ1 = −(ζ − ζ0) will map
{ℜz ≤ x0} injectively onto its image R. Moreover
e
√−1β{ζ1| ℜz1 ≥ ρx0 + 1} ⊂ R ⊂ e
√−1β{ζ1| ℜz1 ≥ ρx0 − 1}.
24
The Hopf differential of h in the ζ1 plane is given by dζ
2
1 . As before, we have
lim
y→±∞
h(x0 +
√−1y) = p±.
Hence if β = 0, we have p+ = p− = p by Lemma 4.1 and A is countable with
only one accumulation point. If β > 0, we have p+ 6= p− by Lemma 4.2 and A is
countable with exactly two accumulation points. The last statement of the theorem
follows from theorem 4.8 in [C-T] and theorem 5 in [Wn].
As an application, we use Theorem 4.1 to study harmonic diffeomorphic injection
from a flat cylinder to a hyperbolic cylinder. Let N be a hyperbolic cylinder and
Let C∗ = C \ {0}. Let Φ(C∗, N) be the set of all Hopf differentials of orientation
preserving harmonic diffeomorphic injections h from C∗ to N such that |∂h|2|dz|2
is complete on C∗. Let P(N) be the set of holomorphic quadratic differentials on
C∗ defined by
P(N) =
{
P (z)
z2
dz2
∣∣ P (z) = n∑
k=−m
akz
k for some 0 ≤ m,n ∈ Z, and P 6= a0
}
.
P1(N) =
{
P (z)
z2
dz2 ∈ P(N)∣∣ P (z) = n∑
k=−m
akz
k with m or n = 0, and a0 ≥ 0
}
and P2(N) = P(N) \ P1(N).
Corollary 4.1. With the above notations we have Φ(C∗, N) ∩ P(N) is either a
subset of P1(N) or a subset of P2(N). Moreover, if Φ(C∗, N) ∩ P(N) 6= ∅, then it
is a subset of P1(N) if and only if N has a cusp.
Proof. Let z−2P (z)dz2 ∈ Φ(C∗, N) be the Hopf differential of an orientation pre-
serving harmonic diffeomorphic injections h from C∗ into N . Lifting h to the
universal coverings, we have an orientation preserving harmonic diffeomorphic in-
jection, denoted by h again, from C into H2, with Hopf differential given by
P (ez)dz2
and an element ρ of the Mo¨bius group which generates π1(N) such that
h(z + 2πi) = ρ(h(z)).
Note that |∂h|2|dz|2 is complete on C. Let A = h(C)∩∂∞H2. Since h is equivariant,
A is invariant under ρ. This implies that the set of fixed points of ρ is exactly the
set of accumulation points of A. The corollary then follows easily from Theorem
4.1.
Remark 4.1. It was proved in [Wn,W-A,T-W 1] that given a holomorphic qua-
dratic differential Φ on C or on H2 there exists an orientation preserving harmonic
diffeomorphic injection from C or H2 to H2 whose Hopf differential is the given
Φ. Corollary 4.1 shows that the prescribed Hopf differential problem is not alway
solvable from C∗ into N where N is a hyperbolic cylinder.
Our next result is to consider the image of a harmonic map with Hopf differential
with infinite order.
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Theorem 4.2. Let h be an orientation preserving harmonic diffeomorphic injec-
tion from C into H2 such that |∂h|2|dz|2 is complete. Suppose that the Hopf differ-
ential of h is given by
Φ = exp(k)(z)dz2,
for some positive integer k, where exp(k)(z) is defined inductively by exp(0)(z) = 1
and exp(j)(z) = exp(exp(j−1)(z)). Let A = h(C) ∩ ∂H2. Then A = ∪kj=0Aj such
that
(1) Aj is countable and discrete for each 0 ≤ j ≤ k − 1;
(2) Aj consists of all isolated accumulation points of Aj−1 for 1 ≤ j ≤ k;
(3) Ak consists of only one point.
Please see figure 7 in the appendix for the horizontal trajectories structure of
ee
z
dz2 and the corresponding image of the harmonic map.
Proof. We may assume that k ≥ 2 because k = 1 is a special case of Theorem 3.1.
First of all, we want to find out the domains such that Φ can be written in the form
of Lemma 3.1. Given any α ∈ R, 1 ≤ l ≤ k− 1 and (n1, n2, . . . , nl) ∈ Zl, we define
the open subsets S(n1,... ,nl) inductively by
S(n1) = {z ∈ C | ℜz > α, |ℑz − 2n1π| < π}
and
S(n1,... ,nl) = {z ∈ S(n1,... ,nl−1) | ℜζl−1 > exp(l−1)(α), |ℑζl−1 − 2nlπ| < π},
where ζl−1 = exp(l−1)(z). Then ζl = eζl−1 = exp(l)(z) maps S(n1,... ,nl) one-one
onto the open set
Ωl = C \
(
{ζl ∈ R|ζl ≤ 0} ∪ {ζl| |ζl| ≤ exp(l)(α)}
)
,
and in terms of ζl
(4.2) Φ =
exp(k−l)(ζl)∏l−1
j=0(log
(j) ζl)2
dζ2l .
In particular, for l = k − 1,
Φ =
exp(ζk−1)∏k−2
j=0 (log
(j) ζk−1)2
dζ2k−1
= exp

ζk−1 − 2 k−1∑
j=1
log(j) ζk−1

 dζ2k−1
(4.3)
on
Ωk−1 = C \
(
{ζk−1 ∈ R|ζk−1 ≤ 0} ∪ {ζk−1| |ζk−1| ≤ exp(k−1)(α)}
)
.
A further transformation
η = ζk−1 − 2
k−1∑
j=1
log(j) ζk−1
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will put the Hopf differential into the form of Lemma 3.1 and we can conclude on
the boundary behaviour of the harmonic map h. However, to ensure that there are
no other ideal boundary point, we need to show that h is quasiconformal in certain
domain.
In order to do so, given any β >> 1, we define Eβ = {ζk−1 ∈ Ωk−1 | ℜη(ζk−1) >
β} and claim that for any α ∈ R, there are simply-connected domains V0 ⊂ V˜0 ⊂
{z ∈ C | ℜz > α− 1} such that
C \ V˜0 = {ℜz < α − 1} ∪

 ⋃
(n1... ,nk−1)
T˜(n1... ,nk−1)


and
C \ V0 = {ℜz < α} ∪

 ⋃
(n1... ,nk−1)
T(n1... ,nk−1)

 ,
where T˜(n1... ,nk−1), respectively T(n1... ,nk−1), is the component of the preimage of
Eβ+1, respectively Eβ , under the map exp
(k−1)(z) corresponding to the branch of
log given by (n1, . . . , nk−1). Moreover, there are constants C0, M0, δ with C0 and
δ > 0 such that
(4.4) sup
V˜0
Rz ≤ C0, inf
C\V0
Rz ≥ δ, and inf
∂V0
(w − v)(z) ≥M0,
where Rz is the maximal Φ-radius at z, w = log |∂h| and e2v|dz|2 is the Poincare´
metric on V˜0. If the claim is true, then the last inequality of (4.4) implies that
w ≥ v −M0 for all z ∈ V0, and hence, by Theorem 2.1, one can conclude that h is
quasiconformal on V0.
To prove the claim, we note that for z ∈ T(n1,...,nk−1) then the image of z under
exp(k−1) is in Eβ . By Corollary 2.1 as in the proof of Theorem 3.1, we conclude
that Rz ≥ δ > 0 for some δ > 0 independent of (n1, . . . , nk−1). On the other hand,
since e(k)(z) → e(k−1)(0) if ℜz → −∞, we also have Rz ≥ δ by Corollary 2.1 if
ℜz ≤ α by choosing a possible smaller δ. The second inequality of (4.4) is proved.
Let z ∈ ∂V0, then either ℜz = α or the image of z under exp(k−1) is on the
boundary of Eβ . In the first case, e
2w(z) ≥ |e(k−1)(z)| ≥ C for some constant C > 0
independent of z. Hence it is easy to see that w(z)− v(z) ≥M0 for some constant
M0 because V˜0 is strongly hyperbolic. In the second case, then we can proceed as
in the proof of Theorem 3.1 and obtain the third inequality in (4.4).
To prove the first inequality in (4.4), we let
Vk−1 = Ωk−1 \ Eβ ⊂ V˜k−1 = Ωk−1 \ Eβ+1.
Then it is easy to see that Vk−1 ⊂ V˜k−1 are simply-connected domains in Ωk−1 and
there is Ck−1 such that
(4.5) sup
V˜k−1
Rz ≤ Ck−1.
In fact, for all z ∈ V˜k−1, there is a divergent path γ in V˜k−1 such that
LΦ(γ) < Ck−1.
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Now, for l = k − 2, we consider subsets in Ωk−2 containing the preimage of
Vk−1 and V˜k−1 under the exponential map ζk−1 = exp(ζk−2). It is clear from the
property of the exponential map that
Vk−2 = exp−1(Vk−1) ∪
[(
V +k−2 ∪ V −k−2
)
∩ Ωk−2
]
V˜k−2 = exp−1(V˜k−1) ∪
[(
V +k−2 ∪ V −k−2
)
∩ Ωk−2
]
are simply-connected domains in Ωk−2 such that
V ±k−2 ⊂ Vk−2 ⊂ V˜k−2,
where, for l = 1, . . . , k − 1,
V +l−1 = {z ∈ S(n1,... ,nl−1) | ℜζl−1 < exp(l−1)(α), ℑζl−1 > 0}
V −l−1 = {z ∈ S(n1,... ,nl−1) | ℜζl−1 < exp(l−1)(α), ℑζl−1 < 0}.
We note that, for l = 1, . . . , k − 1,
S(n1,... ,nl−1) = V +l−1 ∪ V −l−1 ∪
[∪nl∈Z (S(n1,... ,nl−1,nl) ∩ S(n1,... ,nl−1))] .
We want to show that there exists C′k−2 > 0 such that for all z ∈ V˜k−2, there is a
divergent path γ in V˜k−2 with LΦ(γ) < C′k−2. This will immediately implies that
sup
V˜k−2
Rz ≤ Ck−2
for some Ck−2 > 0. To prove this, we note that for all r0 > exp(k−2)(α),∫
r=r0, 0<θ<π
|Φ||dζk−2| ≤ C
∫
r=r0, 0<θ<π
rdθ
|ζk−2|| log ζk−2| · · · | log(k−2) ζk−2|
≤ C
log r0 · · · log(k−2) r0
→ 0 as r0 → +∞.
Then for all point ζk−2 ∈ V ±k−2, it can be connected to a point on the vertical line
{ℜζk−2 = exp(k−2)(α)} by a circular arc with uniformly bounded Φ-length. By
using ζk−1 = exp(ζk−2) to map a point on ∂Ωk−1, we can find a divergent path
in V˜k−1 with Φ-length bounded by Ck−1. Lifting this path to V˜k−2 and together
with the circular arc, we find a path starting from any point in V ±k−2 a divergent
path in V˜k−2. The same is obviously true for other z ∈ V˜k−2 since they belong to
exp−1(V˜k−1). This proves our assertion that
sup
V˜k−2
Rz ≤ Ck−2
for some Ck−2 > 0.
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Continue in this way, for all l ≤ k − 1 we can define Vl, V˜l and V ±l , such that
V0 = exp
−1(V1) and V˜0 = exp−1(V˜1) ∪ {z |α− 1 < ℜz < α}.
Moreover, we can prove inductively that
sup
V˜l
Rz ≤ Cl
for some constant Cl. Finally, it is easy to see that the Rz ≤ C for some contant
C if α − 1 < ℜz < α because such a point can be joined by a line with bounded
|φ|-length to a point in exp−1(V˜1). This completes the proof of the first inequality
in (4.4).
Now we can study the structure of the boundary points of h(C). Firstly, for
any (n1, . . . , nk−1) ∈ Zk−1, using Lemma 3.1, we can argue as before to conclude
that there exists monotone sequence p(n1,...,nk−1);j0 , j0 ∈ Z and p(n1,...,nk−1);+,
p(n1,...,nk−1);− in ∂H
2 such that, for β sufficiently large,
h(S(n1,...,nk−1) ∩ {z| ℜη(z) ≥ β}) ∩ ∂H2
= {p(n1,...,nk−1);j0}j0∈Z ∪ {p(n1,...,nk−1);+, p(n1,...,nk−1);−}
(4.6)
lim
j0→±∞
p(n1,...,nk−1);j0 = p(n1,...,nk−1);±.
Moreover, if zn ∈ S(n1,...,nk−1) ∩ {z| ℜη(z) ≥ β} and zn →∞ then
h(zn)→
{
p(n1,...,nk−1);+, if ℑη(zn)→∞
p(n1,...,nk−1);−, if ℑη(zn)→ −∞
In fact, we conclude by (4.3) that the energy density of h is bounded on the set z ∈
S(n1,...,nk−1) such that a < ℜη(z) < b and |ℑη(z)| ≥ R for any a, b and R provided
R is large enough. Hence we still have h(zn) → p(n1,...,nk−1);± if ℑη(zn) → ±∞,
zn ∈ S(n1,...,nk−1) and a < ℜη(zn) < b.
Secondly, for any n1, . . . , nk−2 ∈ Zk−2 and for any j1 ∈ Z, the map ζk−1 =
exp(ζk−2) will map
{z ∈ S(n1,...,nk−2)| ℜζk−2(z) > exp(k−1)(α), |ℑζk−2(z)− (2j1 + 1)π| < π}
one-one onto
Ω˜k−1 = C \
(
{ζk−1 ∈ R|ζk−1 ≥ 0} ∪ {ζk−1| |ζk−1| ≤ exp(k−1)(α)}
)
.
The corresponding curves given by ℜη = β in S(n1,... ,nk−2,j1) and S(n1,... ,nk−2,j1−1)
give us two branches of curve γ+ and γ− satisfying ℜη = β on Ω˜k−1 ∩ {ℑζk−1 > 0}
and Ω˜k−1 ∩ {ℑζk−1 < 0} respectively. Joining the two branches of curve by a
compact curve γ in Ω˜k−1, for instance a circular arc with sufficiently large radius
centered at the origin, gives a subset U with ∂U = γ+ ∪ γ− ∪ γ on which h is
quasi-conformal. By (4.6), h will maps ∂U to a curve in H2 such that if ℑη → ∞
the image under h will tends to the point p(n1,...,nk−2,j1+1);−, and if ℑη → −∞ the
image under h will tends to the point p(n1,...,nk−2,j1);+. As in the proof of Theorem
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3.1, we see that p(n1,...,nk−2,j1+1);− = p(n1,...,nk−2,j1);+ which will be denoted by
p(n1,...,nk−2);j1 . It is then not hard to see that
h(S(n1,...,nk−1)) ∩ ∂H2 = {p(n1,...,nk−1);j0}j0∈Z ∪ {p(n1,...,nk−1);+, p(n1,...,nk−1);−},
and
A0 = {p(n1,...,nk−2,nk−1);j0}(n1,...,nk−1)∈Z(k−1), j0∈Z,
is countable and discrete. Now for each (n1, . . . , nk−2) ∈ Z(k−1) the set
{p(n1,...,nk−2);j1}j1∈Z
is monotone in j1 and we denote p(n1,...,nk−2);± = limj1→±∞ p(n1,...,nk−2);j1 . Since
the Hopf differential on S(n1,...,nk−1) is of the same form (4.3), by the proof of
Lemma 3.1, for each (n1, . . . , nk−1), there is a point z(n1,...,nk−1) ∈ S(n1,...,nk−1) and
two consecutive points in {p(n1,...,nk−1;j0)}j0∈Z such that
(4.7) ℜη(z(n1,...,nk−1)) = β
(4.8)
∣∣ℑη(z(n1,...,nk−1))∣∣ ≤ π,
and that the distance from h
(
z(n1,...,nk−1)
)
to the geodesic joining these two con-
secutive points is bounded by C1 for some constant C1 > 0 which is independent
of (n1, . . . , nk−1). From (4.7) and (4.8) we have
(4.9) lim
j1→±∞
h
(
z(n1,...,nk−2,j1)
)
= p(n1,...,n(k−2));±.
Using (4.2) and (4.9), we can argue as before to conclude that
p(n1,...,nk−3,j2+1);− = p(n1,...,nk−3,j2);+
which will be denoted by p(n1,...,nk−3);j2 , and
h(S(n1,...,nk−2)) ∩ ∂H2 = A0 ∪
{
p(n1,...,nk−3,nk−2);+, p(n1,...,nk−3,nk−2);−
}
.
Let
A1 = {p(n1,...,nk−2);j1}(n1,...,nk−2)∈Zk−2, j1∈Z.
Then A21 is countable and each point in A1 is an isolated accumulation point of
A0. The accumulation points of A1 are p(n1,...,nk−3);j2 , (n1, . . . , nk−3) ∈ Z(k−2) and
j2 ∈ Z. Continue in this way, we can find Aj ⊂ ∂H2, 0 ≤ j ≤ k such that each Aj is
countable and discrete for 0 ≤ j ≤ k−1 and Aj consists of all isolated accumulation
points of Aj−1 for 1 ≤ j ≤ k. Moreover,
h(C) ∩ ∂H2 = ∪kj=0Aj.
Finally, We want to prove that Ak consists of only one point. From the proof, we
can see that Ak consists of at most two points p and q satisfying
lim
y→∞
h(
√−1y) = p
and
lim
y→−∞
h(
√−1y) = q.
Since
exp(k−1)(t) = exp(k−1)(0) + tg(t)
on |t| ≤ 1, where g(t) is analytic. One can proceed as in the proof of Theorem 4.1
to show that p = q and
h({z| ℜz ≤ 0} ∩ ∂H2 = {p}.
Hence Ak is a singleton and this completes the proof of the theorem.
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Remark 4.2. The Theorem 4.1 is also true for the Hopf differential
exp(k−1)∗(ezdz2) = exp(k)(z)
k−1∏
j=1
[
exp(j)(z)
]2
dz2.
In fact, the proof is much easier and can be done by induction since the form of the
Hopf differential is not change under the map ζ = ez.
Remark 4.3. The Theorem 4.1 is not necessary true in general. In fact, it be-
comes very complicated for the general form as in Theorem 1.2. Even for Φ =
P (z) exp(k)(z)dz2, the Theorem 4.1 need modification. For instance, if P (z) =√−1, then the same argument as in the proof of Theorem 4.1 and using Lemma
4.2 instead of Lemma 4.1 on the region {z < α}, we see that the set Ak consists
of two points whether than one. So the best to hope for is that Ak has at most two
points for the general form in Theorem 1.2.
§5 Harmonic diffeomorphisms on hyperbolic plane.
The result in §2, in particular Proposition 2.1, can be applied to study a con-
jecture of Schoen, which says that any quasi-symmetric homeomorphism on S1 can
be extended to a unique quasi-conformal harmonic diffeomorphism on H2. The
existence part of the conjecture is still open, but there are many partial results, see
[Ak, L-T 1–3, T-W 2, S-T-W, H-W, Y]. Schoen’s conjecture can be reformulated
as follows. Let BQD(H2) be the space of holomorphic quadratic differentials Φ on
H2 such that
|||Φ||| = sup
z∈H2
||Φ||(z) <∞
where ||Φ||(z) is the norm of Φ at z with respect to the Poincare´ metric. In [Wn], the
third author proved that for any Φ ∈ BQD(H2), there is a unique quasi-conformal
harmonic diffeomorphism u on H2 with Φ as Hopf differential. This defines a map
B from BQD(H2) to the universal Teichmu¨ller space T by sending Φ to the the
class of quasi-symmetric homeomorphism containing the boundary value of u. The
existence part of the conjecture of Schoen is equivalent to the surjectivity of the
map B. Let F be a subset of BQD(H2), we say that B is proper on F if for
any Φn ∈ F with |||Φn||| → ∞ we have dT (B(Φn), 0)) → ∞, where dT is the
Teichmu¨ller metric on T . It is not hard to see that B is surjective if B is proper on
BQD(H2). It is also not hard to see that if B is proper on the set of Φ ∈ BQD(H2)
with
∫
H2
||Φ||dvH2 < ∞ or even on the set Φ = φdz2 with φ to be a polynomial,
then B is proper on BQD(H2). Here, we identify H2 with D with the Poincare´
metric. For the sake of completeness, we give a proof of this fact below. Denote
F =
{
Φ ∈ BQD(H2)|
∫
H2
||Φ||dvH2 <∞
}
.
Note that Φ = φdz2, then
∫
H2
||Φ||dvH2 =
∫
D
|φ|dxdy.
Proposition 5.1. Let
G = {Φ ∈ F| Φ = φdz2, φ is a polynomial}.
Then
(i) If B is proper on G, then B is proper on F .
(ii) If B is proper on F , then B is proper on BQD(H2).
(iii) If B is proper on BQD(H2), then B is surjective.
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In particular, if B is proper on G, then B is surjective.
Proof. (i) First we prove that if B is proper on G, then B is proper on F . Let
Φn ∈ F such that |||Φn||| → ∞. Suppose that there is a constant C1 such that
dT (B(Φn), 0) ≤ C1 for all n. Since B is continuous, there exist δn > 0 such that if
|||Φn−Ψ||| ≤ δn, then dT (B(Ψ), 0) ≤ C1 +1. Hence it is sufficient to prove that G
is dense in F . Let Φ = φdz2 ∈ F , then∫
D
|φ|dxdy =
∫
H2
||Φ||dvH2 <∞.
Apply the mean value inequality on the disk Dz,r with center at z and radius
r = 12 (1 − |z|), we can conclude that ||Φ||(z) → 0 uniformly as |z| → 1. For
0 < R < 1, let ΦR(z) = Φ(Rz). For any ǫ > 0, we can find 1 > δ > 0 such that
if 1 − δ ≤ |z| < 1 then ||Φ||(z) ≤ 1
2
ǫ. Then for 1 − 1
2
δ ≤ |z| < 1 and for R large
enough, so that R|z| ≥ 1− δ
||ΦR(z)|| = (1− |z|
2)2
(1− |Rz|2)2 ||Φ(Rz)|| ≤
1
2
ǫ.
On the other hand, for |z| ≤ 1− 1
2
δ, φR(z)→ φ(z) uniformly, as R→ 1. Hence we
can find R large enough, so that
||ΦR(z) − Φ(z)|| ≤ ǫ
for all z ∈ D. Hence |||ΦR − Φ|||BQD ≤ ǫ. But ΦR is analytic on |z| < 1R which
is large than 1. So it can be approximated uniformly on D by polynomials. This
completes the proof of (i)
(ii) We will prove that if B is proper on F , then B is proper on BQD(H2). Let
Φ ∈ F and let B(Φ) = [f ] where f is a quasi-symmetric homeomorphism of S1
fixing 1, i, −i. Let dT ([f ], 0) = C1. Then there exist smooth quasi-symmetric
functions gk fixing 1, i, −i such that gk → f in Cα norm for some 1 > α > 0 and
such that dT ([gk], 0) ≤ C2 which depends only on C1. Moreover, C1 → ∞ if and
only if C2 →∞. These follow from theorem 2 and remark (1) in [D-E]. By theorem
6.4 in [L-T 3], see also [T-W 2], for each k there exists a unique Ψk ∈ BQD(H2)
such that B(Ψk) = [gk] with Ψk ∈ F . By the assumption, we have |||Ψk||| ≤ C3
for all k, where C3 depends only on C1. Note that Ψk is the Hopf differential of
quasi-conformal harmonic diffeomorphism on H2 with boundary value gk. Hence
Ψk(z)→ Φ(z) for all z ∈ D and so
lim sup
k→∞
|||Ψk||| ≥ |||Φ|||.
From this, it is easy to see that B is proper on BQD(H2).
(iii) We will prove that if B is proper on BQD(H2), then B is surjective. Let [f ]
be a class of quasi-symmetric homeomorphism on S1 such that [f ] is in the closure of
B(BQD(H2)). Then there exists fn quasi-symmetric homeomorphisms on S
1 fixing
1, i, −i such that fn → f uniformly, and [fn] = B(Φn). Since [fn] are uniformly
bounded on T , Φn are uniformly bounded in BQD(H2). By theorem 13 in [Wn],
the quasi-conformal harmonic diffeomorphisms un with Hopf differentials Φn has
complex dilatation µn satisfying |µn| ≤ µ < 1 for some constant µ independent of
n. Passing to a subsequence if necessary, un converges uniformly on D to a quasi-
conformal harmonic diffeomorphism on H2 with boundary value f . Hence [f ] is in
B(BQD(H2)). Combine with the theorem 4.1 in [T-W 2], we conclude that B is
surjective.
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Proposition 5.2. Let Φn ∈ BQD(H2) satisfying
∫
H2
||Φn|| <∞ and |||Φn||| → ∞.
Suppose for all k > 0,
lim
n→∞
∫
Un
||Φn||dvH2∫
H2
||Φn||dvH2
= 0
where
Un = {z ∈ H2| ||Φn||(z) ≤ k|||Φn||| 34 }.
Then dT (B(Φn), 0)→∞.
Proof. Identify H2 with the unit disk D equipped with the Poincare´ metric. Let
Φn = φndz
2. Let µn,0 be the supremum of the modulus of the complex dilation of
B(Φn), then
dT (B(Φn), 0) =
1
2
log
1 + µn,0
1− µn,0 .
Since ∫
D
|φn|dxdy =
∫
H2
||Φn||dvn <∞,
we can apply the main inequality in [R-S] and conclude that
(5.1)
1
1 + µn,0
∫
H2
||Φn||dvH2 ≤
∫
H2
1
1 + |µn| ||Φn||dvH2
where µn is the complex dilatation of the quasi-conformal harmonic diffeomorphism
with Hopf differential Φn. Let 1 > δ > 0 and k > 1 be fixed numbers. Define
Dn = {z ∈ H2| ||Φn||(z) ≥ k||Φn||
3
4
BQD},
Un = {z ∈ H2| ||Φn||(z) < k||Φn||
3
4
BQD}.
We have
(5.2)
∫
H2
1
1 + |µn| ||Φn||dvH2 =
(∫
Dn
+
∫
Un
)
1
1 + |µn| ||Φn||dvH2 .
By Proposition 2.1, for any z ∈ Dn, the maximal Φn-radius Rn,z satisfies Rn,z ≥
C1k for some absolute constant C1 > 0. By the result on page 63 of [Hn], we have
|µn| ≥ η(k) for some constant η(k) such that η(k)→ 1 as k →∞. Hence we have
(5.3)
∫
Dn
1
1 + |µn| ||Φn||dvH2 ≤
1
1 + η(k)
∫
Dn
||Φn||dvH2 .
For any 0 < δ < 1, there exists n0 such that if n ≥ n0 then∫
Un
||Φn||dvH2 ≤ δ
∫
H2
||Φn||dvH2 .
Combine this with (5.1)–(5.3), we have for n ≥ n0,
1
1 + µn,0
∫
H2
||Φn||dvH2 ≤ 1
1 + η(k)
∫
Dn
||Φn||dvH2 + δ
∫
H2
||Φn||dvH2 .
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Hence
1
1 + µn,0
≤ 1
1 + η(k)
+ δ.
Let k →∞, and then let δ → 0, we have
lim sup
n→∞
1
1 + µn,0
≤ 1
2
.
Since 0 ≤ µn,0 < 1 for all n, we have limn→∞ µn,0 = 1. From this, it is easy to see
that dT (B(Φn), 0)→∞.
Corollary 5.1. Let F as in Proposition 5.1. Let Φn = φndz2 ∈ F . Suppose
|||Φn||| = 1. Let An =
∫
H2
||Φn||dvH2 =
∫
D
|φn|dxdy. Suppose limn→∞ φn/An = ψ
such that
∫
D
|ψ|dxdy = 1, then B(tnΦn)→∞ for any tn →∞. In particular B is
proper on any finite dimensional subspace of F .
Proof. For any 1 > δ > 0, we can find 1 > r0 > 0, such that∫
Dr0
|ψ|dxdy = 1− δ,
where Dr0 = {|z| < r0}. We have
(5.4)
∫
Dr0
|φn|
An
≥ 1− 2δ,
provided n is large enough. For any k > 0, let ǫn = kt
− 14
n , where tn →∞. Let
Un = {z ∈ H2| ||tnΦn||(z) ≤ k|||tnΦn||| 34 } = {z ∈ H2| ||Φn||(z) ≤ ǫn}.
Note that if Φn = φndz
2, then for z ∈ Un ∩ Dr0
|φn|(z) ≤ C1(1− r0)−2||Φn||(z) ≤ ǫn(1− r0)−2
for some absolute constant C1. Hence by (5.4),∫
Un
||Φn||dvH2 ≤
∫
Un∩Dr0
|φn|dxdy +
∫
D\Dr0
|φn|dxdy
≤ πC1ǫn
(1− r0)2 + 2δAn.
(5.5)
Since |||Φn||| = 1, by applying the mean value inequality to |φn|(z) at a point zn
with ||Φn||(zn) ≥ 12 , we conclude that An ≥ C2 for some abolute constant C2 > 0.
By the definition of ǫn, we have ǫn → 0 as n → ∞. Hence (5.5) implies that we
have
lim sup
n→∞
∫
Un
||tnΦn||dvH2∫
H2
||tnΦn|dvH2
= lim sup
n→∞
∫
Un
||Φn||dvH2
An
≤ 2δ.
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Since δ is arbitrary, tnΦn satisfies the conditions in the Proposition 5.2. Hence the
first part of corollary is proved.
To prove the second part of the corollary, let H be a finite dimensional subspace
of F with basis Ψ1, . . . ,Ψk. If Φn ∈ H is such that |||Φn||| → ∞, then Φn = tnΦ˜n
such that |||Φ˜n||| = 1 and Φ˜n =
∑k
j=1 an,jΨj with
∑k
j=1 a
2
n,j being uniformly
bounded. From this, it is easy to see that the second part of the corollary follows.
Let Φ = φdz2 ∈ F . Define
|Φ|∞ = inf
a∈D
sup
z∈D
|φ(z)| |1− a¯z|
4
(|1− |a|2)2 = infa∈D supζ∈D |φ˜a(ζ)|,
where φ˜adζ
2 = Φ and ζ = z−a1−a¯z .
|Φ|L1 =
∫
D
|φ|dxdy =
∫
H2
||Φ||dvH2 .
Note that ∫
D
|φ|dxdy =
∫
D
|φ˜a|dxdy
if φ and φ˜a are related as above.
Corollary 5.2. Let F1 = {Φ ∈ BQD| |||Φ||| = 1, |Φ|∞ < ∞}. Let Φn ∈ F1, and
tn →∞ be a sequence such that |Φn|∞|Φn|−2L1 = o(t
1
4
n ), then dT (B(tnΦn), 0)→∞.
In particular, if |Φn|∞|Φn|−2L1 ≤ C for some constant C independent of n, then
dT (B(tnΦn), 0)→∞, for any tn →∞.
Proof. For each n, by the definition, by a linear fractional transformation of D if
necessary, we may assume that Φn = φndz
2, with (supz∈D |φn|(z)) |φn|−2L1 = o(t
1
4
n ).
Let Mn = supz∈D |φn|(z) and In = |φn|L1 . We claim that
(5.6) I2n ≤ C1Mn
for all n and for some absolute constant C1. Fix n, take r0 such that∫
D(r0)
|φn|dxdy = 1
2
In,
where D(r0) = {z| |z| < r0}. Since |||Φn||| = 1, we have
(5.7)
1
2
In =
∫
D(r0)
|φn|dxdy ≤ C2
∫ r0
0
(1− r)−2 ≤ C2
1− r0
where C2 is an absolute constant. On the other hand
1
2
In =
∫
D\D(r0)
|φn|dxdy ≤Mn · 2π(1− r0).
Hence
1
2
In ≤ C2
1− r0
≤ 2πMnC21
2In
.
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From this (5.6) follows.
Now for any k > 0, let
Un = {z ∈ H2| ||tnΦn||(z) ≤ k|||tnΦn|||3/4}
= {z ∈ H2| ||Φn||(z) ≤ kǫn|||Φn|||3/4}
where ǫn = t
− 14
n . Let δn =
(
kǫn
MnI
−2
n
) 1
2
. By (5.6) and the fact that ǫn → 0, we have
δn → 0 as n → ∞. As in the proof of Corollary 5.1, In ≥ C3 for some absolute
constant C3. Hence δnI
−1
n → 0 as n→∞. If n is large enough so that δnI−1n < 1,
then we take rn such that 1− rn = δI−1n . Denote D(rn) = {z| |z| < rn}. Then∫
(D\Dn)∩Un
|φn|dxdy ≤ 2πMn(1− r2n)
≤ 4π(MnI−2n )δnIn.
(5.8)
On the other hand, as in the proof of (5.7), we have∫
D(rn)∩Un
|φn|dxdy ≤ C4kǫn(1− rn)−1
= C4kǫnδ
−1
n In
for some constant C4 independent of n. Hence∫
Un
|φn|dxdy ≤ C5
{
MnI
−2
n δn + kǫnδ
−1
n
}
In
= 2C5
{
kǫnMnI
−2
n
} 1
2 In
for some constant C5 independent of n. Hence if n is large enough,∫
Un
|φn|dxdy∫
D
|φn|dxdy ≤ 2C5
{
kǫnMnI
−2
n
} 1
2 .
By the assumption, the right side of the above inequality tends to zero as n → 0
and the corollary follows.
Example 1. Let Φn = φndz
2 = cnn
2zndz2, where cn is chosen so that |||Φn||| =
1. Direct computations show that C−1 ≤ cn ≤ C for some positive constant C
independent of n. Then supz∈D |φn|(z) = cnn2, and
∫
D
|φn|dxdy = 2πn2cnn+2 . Hence
the |Φn|∞|Φn|−2L1 ≤ C′ for some constant C′ independent of n. Hence by Corollary
5.2, for any subsequence nk and for any tk →∞ we have dT (B(tkΦnk), 0)→∞.
Example 2. Consider (z − 1)ndz2. Then direct computation shows
sup
z∈D
(1− |z|)2|z − 1|n = cnn−22n
where C−1 ≤ cn ≤ C for some constant C > 0 independent of n. Let Φn =
c′nn
22−n(z − 1)ndz2 = φn(z)dz2, where c′n is chosen so that |||Φn||| = 1. Note that
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C˜−1 ≤ c′n ≤ C˜ for some C˜ > 0 independent of n. Let a = −n+8−4
√
n+4
n
, note that
−1 < a < 0.
sup
z∈D
|φn(z)| |1− az|
4
(1− a2)2 = c
′
nn
22−n sup
0≤θ≤2π
|eiθ − 1|n |1− aeiθ|4(1− a2)−2
= c′nn
2 sup
0≤θ≤2π
sinn
θ
2
[
(1− a)2 + 4a sin2 θ
2
]2
(1− a2)−2
= c′nn
2 sup
0≤t≤1
tn
[
(1− a)2 + 4at2]2 (1− a2)−2.
(5.9)
Let f(t) = tn
[
(1− a)2 + 4at2]2, then f(0) = 0. Suppose f(t), 0 ≤ t ≤ 1 attains its
maximum at t0 ∈ (0, 1), then f ′(t0) = 0, and
ntn−10
[
(1− a)2 + 4at20
]2
+ tn0 · 2
[
(1− a)2 + 4at20
] · 8at0 = 0.
Hence t20 = −n(1−a
2)
4a(n+4) = 1 by the choice of a, which is impossible. Hence, for
0 ≤ t ≤ 1, f(t) attains its maximum at t = 1. By (5.9), we have
|Φn|∞ ≤ c′nn2
[
(1− a)2 + 4a]2 (1− a2)−2
= c′nn
2(1 + a)2(1− a)−2.
Since a < 0, 1− a > 1. Also
1 + a = 1− n+ 8− 4
√
n+ 4
n
=
−8 + 4√n+ 4
n
.
Hence
(5.10) |Φn|∞ ≤ C1n
for some constant C1 independent of n. On the other hand∫
D
|z − 1|ndxdy =
∫ 0
2π
∫ 1
0
|r2 + 1− 2r cos θ|n2 rdrdθ
=
∫ π
−π
∫ 1
0
|r2 + 1 + 2r cos θ|n2 rdrdθ
≥
∫ 1√
n
0
∫ 1
0
(r + 1)n|1− rθ
2
(1 + r)2
|n2 rdrdθ
≥ C2√
n
∫ 1
0
(r + 1)n
(
1− n
2
r
n(1 + r)2
)
rdr
≥ C32nn− 32
≥ C4n 12
for some constants C2 − −C4 independent of n. By Corollary 5.2, we also have
B(tkΦnk)→∞ for all subsequence nk and for all tk →∞.
In the last section of [Wn], it was proved that B is continuous, and in section 4
of [T-W 2], it was proved that the image of B is open and B is a diffeomorphism
from BQD(H2) into T . From the proof of the proposition 14 in [Wn], B is in fact
uniformly continuous on bounded subsets of BQD(H2). On the other hand, we
have the following:
37
Proposition 5.3. Let R > 0 and let
B(R) = {Φ ∈ BQD(H2)| |||Φ||| ≤ R}.
Let T (R) = B (B(R)). Then B−1 is uniformly continuous on T (R).
Proof. For any complex measurable function µ on D such that ||µ||∞ < 1, denote
Fµ to be the unique quasi-conformal map on D with boundary value fµ which fixes
1, i, −i. Suppose fµ can be extended to a quasi-conformal harmonic diffeomor-
phism, then the harmonic map will be denoted by F˜µ and its complex dilation is
denoted by µ˜. By theorem 13 in [Wn], there exists 0 < k < 1 such that if [f ] ∈ T (R)
then ||µ||∞ ≤ k, where µ is the complex dilatation of an extremal quasi-confomal
map with boundary value in [f ].
T ∗(R) = {µ| µ is measurable, ||µ||∞ ≤ k and [fµ] ∈ T (R)}.
Note that if µ ∈ T ∗(R), then fµ can be extended to a quasi-conformal harmonic
diffeomorphism with Hopf differential in B(R). We claim that for any ǫ > 0, there
is δ > 0 such that if µ, ν in T ∗(R) and ||µ − ν||∞ ≤ δ then ||µ˜ − ν˜||∞ ≤ ǫ. If
the claim is true, then by the definition of dT and by the method as in the proof
of proposition 14 in [Wn], one can conclude that B−1 is uniformly continuous on
T (R).
First we prove the following, given ǫ > 0, there is δ > 0 such that if µ and ν
are in T ∗(R), then |µ˜(0) − ν˜(0)| ≤ ǫ. Suppose not, then there is ǫ > 0 and two
sequences µn, νn in T ∗(R) such that ||µn−νn||∞ → 0, but |µ˜n(0)−ν˜n(0)| ≥ ǫ. Since
||µ˜n||∞ ≤ k1 and ||ν˜n||∞ ≤ k1 for some 0 < k1 < 1 by [Wn], passing to subsequences
if necessary, F˜µn and F˜ νn converge uniformly on D to normalized quasi-conformal
harmonic diffeomorphisms H1 and H2 respectively. Since ||µn−νn||∞ → 0 and µn,
νn are in T ∗(R), H1 and H2 must have the same boundary value and so H1 = H2
by [L-T 3]. It then follows that |µ˜n(0)− ν˜n(0)| → 0, which is a contradiction.
Now, for any ǫ > 0, let δ > 0 be as above. Let µ, ν be in T ∗(R) such that
||µ− ν||∞ ≤ δ. Let a ∈ D and φ(z) = (z − a)/(1− a¯z). Define µ1 and ν1 by
µ1(φ(z)) = µ(z)
(
φ′(z)
|φ′(z)|
)2
and
ν1(φ(z)) = ν(z)
(
φ′(z)
|φ′(z)|
)2
.
Then fµ1 = hµ ◦ fµ ◦ φ−1, and fν1 = hν ◦ fν ◦ φ−1 where hµ and hν are the
linear fractional transformations which map D onto itself and are chosen so that
fµ1 and fν1 fix 1, i, −i respectively. Obviously fµ1 and fν1 have quasi-conformal
representatives F˜µ1 and F˜ ν1 . In fact,
F˜µ1 = hµ ◦ F˜µ ◦ φ−1
and
F˜ ν1 = hµ ◦ F˜ ν ◦ φ−1.
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Moreover, the Hopf differentials of F˜µ1 and F˜ ν1 are in B(R). Hence µ1, ν1 are in
T ∗(R) becasue ||µ˜1||∞ = ||µ||∞ ≤ k and ||ν˜1||∞ = ||ν||∞ ≤ k .
We also have
µ˜1(φ(z)) = µ˜(z)
(
φ′(z)
|φ′(z)|
)2
and
ν˜1(φ(z)) = ν˜(z)
(
φ′(z)
|φ′(z)|
)2
.
Note that
||µ1 − ν1||∞ = ||µ− ν||∞ ≤ δ.
Therefore
|µ(a)− ν(a)| = |µ1(0)− ν1(0)| ≤ ǫ.
Since a is any point in D, the claim follows.
Appendix: Trajectories and Image Accumulation.
In this appendix, seven figures of horizontal trajectories defined by a quadratic
differential are shown. These pictures of trajectories are produced by programming
in Mathematica. Some trajectories may be broken due to slow convergence of the
algorithm. In fact it should be smoothly defined for all time. Nevertheless, the
qualitative behavior of the trajectory patterns is shown clearly. In some figures,
the correponding harmonic map produces an image which has a good accumulation
structure on the boundary. This structure is also shown on the unit disk.
Finitely Many Accumulations
Figure 1. Φ = ezdz2 (See Theorem 3.1 and Corollary 3.1). This example is
the basis of all others. The trajectories have a 2πi periodicity. The image of the
corresponding harmonic map has an accumulation point at −1.
-4 -3 -2 -1 1 2 3 4
-6
-4
-2
2
4
6
39
Figure 2. Φ = (ez + 1)dz2 (See Theorem 4.1).
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Figure 3. Φ = (ez−1)dz2 (See Theorem 4.1). From this and the previous one, a
lower order term may significantly change the behavior of the harmonic map. This
one has two accumulation points at ±1 while the previous one has only one.
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Figure 4. Φ = sinh2 zdz2 (See Theorem 4.1). This is another example that the
fundamental region is different while there are also two accumulation points.
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Figure 5. Φ = (z2 − 1)ez2dz2 (See Theorem 3.1 and Corollary 3.1). The image
of this example should have 2 accumulation points.
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Figure 6. Φ = ez
3+z2dz2 (See Theorem 3.1 and Corollary 3.1). The image of
this example should have 3 accumulation points.
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Accumulation of accumulating points
Figure 7. Φ = ee
z
dz2 (See Theorem 4.2). Finally, this is an example about
accumulation of accumulations. The image has infinitely many accumulation points
marked by dots outside the unit circle, which in turns accumulate at −1.
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