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Surveys in an Online Opt-In Panel in 
Spain
Melanie Revilla
RECSM-Universitat Pompeu Fabra
Abstract
Survey designers often ask about the best length for their questionnaires and the best for-
mat for their questions. Much research has already addressed these issues. However, the 
answers to these questions may vary with the population of interest, the mode of data col-
lection used, and other factors.
The goal of this paper is twofold:
1. To give an overview of the present situation in opt-in online panels, in terms of survey 
characteristics, participation, and evaluation, by reviewing 186 surveys managed by the 
panel company Netquest in Spain in 2016. This will be useful to determine areas where 
further research needs to focus.
2.  To study how key characteristics of questionnaires impact survey evaluation and levels 
of survey break-off. This will allow us to highlight the characteristics that best reduce 
break-off and improve respondents’ survey evaluation.
Based on these results, we will propose practical recommendations for future survey de-
sign within the framework of opt-in online panels.
Keywords: opt-in online panels, questionnaire characteristics, participation, survey evalu-
ation, mobile devices
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1 Introduction
Research is increasingly relying on survey data, and thus on individuals’ willing-
ness to participate in surveys and provide quality responses. Designing and imple-
menting a survey requires numerous decisions, all of which may affect respondents’ 
willingness to participate in a given survey or accept future invitations, as well as 
the overall quality of the data obtained. In order to achieve high participation and 
high overall data quality, when designing new surveys, frequent questions include: 
What is the advised length of a questionnaire?1 How should questions be format-
ted? What can be done to limit break-off? 
The goal of this paper is twofold:
1. By reviewing 186 surveys run by the panel company Netquest in Spain in 2016, 
the paper aims to provide an overview of the current situation in opt-in online pan-
els, in terms of: survey characteristics (e.g., target populations, quotas, survey con-
tent, including topic, question formats, estimated survey length, and incentives), 
participation (i.e. the number of panelists invited, the number that began the sur-
vey, and the numbers that screened out, broke off, or completed the entire survey), 
and evaluation of the survey itself (each survey included a final question allowing 
respondents to evaluate the survey they just finished, on a scale from “1-survey very 
badly done” to “5-survey very well done”).
As Netquest provides data to all kinds of clients, agencies and researchers, we 
expect this overview to allow us to identify which target populations, survey top-
ics, and question formats are most commonly used over a large range of research. 
This can be useful for at least two reasons: first, it helps us determine areas where 
further research is needed; second, it helps us identify areas where there are large 
disparities between the knowledge found in literature and what is done in practice. 
For instance, if the literature provides clear evidence that a specific question format 
performs worse than another, but we observe that the less efficient format is used 
more often in practice, we know where to channel our efforts when transferring 
knowledge from the academic world to the real practice of online surveying.
1 This is, for instance, what the author claims in this post: https://www.surveygizmo.
com/survey-blog/how-long-can-a-survey-be/
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This overview also presents the overall level of participation and break-off, as 
well as respondents’ average evaluation of surveys. These aspects may be more spe-
cific to the panel studied, as practical decisions concerning incentives or whether to 
announce survey length could affect these variables.
2. The paper also studies how break-off levels and survey evaluation are related to 
key characteristics of the questionnaires: topic, question type, and estimated survey 
length.
This second part seeks to identify whether survey-design decisions affect the 
break-off rate and participants’ evaluation of the survey, and, if so, which deci-
sions matter more. There is a tremendous unmet demand from online opt-in panels 
for survey-design guidelines. Based on our results, we will make some practical 
recommendations for future survey design within the framework of opt-in online 
panels.
The remainder of this paper is organized as follows: Section 2 offers background 
information, Section 3 provides information about the methodology, data and anal-
yses conducted, Section 4 presents the main results, and Section 5 concludes.
2 Background
Much research has been done on survey characteristics, and it has chiefly focused 
on the effects of the topic, question format, survey length, and incentives on survey 
participation (mainly in terms of response rates) and on other aspects of data qual-
ity, such as break-off rates and survey evaluation (see Schuman & Presser, 1981; 
Sudman & Bradburn, 1982; Oppenheim, 1992; Tourangeau, Rips, & Rasinski, 
2000; Brace, 2004; Saris & Gallhofer, 2014).
Most of these studies investigated face-to-face, telephone or postal mail sur-
veys. However, in the past 15 to 20 years, web surveys have gained increasing trac-
tion. This new data collection mode differs at several levels from more traditional 
modes (de Leeuw, 2005): for instance, web surveys are computer-assisted and self-
completed, and the stimulus is usually visual. Because it is easier to close a tab 
than to ask an interviewer to leave your home half-way through the questionnaire, 
it is expected that more respondents will break off online than during face-to-face 
surveys. Besides, with web surveys, respondents cannot turn to the interviewer if 
they have difficulty understanding or experience technical problems (e.g., if the 
webpage does not load). Thus, question layout and formulation could be even more 
important than in a face-to-face survey. In addition, different recommendations 
were needed about how to design these web surveys. This generated a lot of new 
research (e.g., Couper, 2000; Couper, Traugott, & Lamias, 2001; Dillman, 2000; 
Dillman & Bowker, 2001; Lozar Manfreda, Batagelj, & Vehovar, 2002; Marcus, 
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et al., 2007; Couper, 2008; Galesic & Bosnjak, 2009; Bethlehem & Biffignandi, 
2011; Tourangeau, Conrad, & Couper, 2013), from which lists of recommendations 
have been extracted: see, for instance, Parsons’ paper (2007) on web survey best 
practices.
Nevertheless, as Couper and Miller (2008) have pointed out, web surveys can 
be extremely different, and what applies in one case does not necessarily hold in 
another. One crucial distinction, in particular when studying survey participation, 
is the difference between one-time surveys and surveys done within the framework 
of online panels, in which the same group of people who agreed to participate in 
surveys are regularly contacted by the same online panel company to complete 
questionnaires, usually in exchange for money or gifts, as this helps increase col-
laboration (Göritz, 2006). By nature, panels need to retain respondents. Conse-
quently, survey experience is more important for panels, as it can affect future 
participation. Cape (2012, p.6) stresses the need to find better ways to motivate 
online panelists, and recommends moving them toward “intrinsic motivation” to 
keep them active: “[Online panel companies] have a finite resource, which costs 
money to build and develop, and the industry as a whole is forcing down revenues 
per interview. The more we can do to motivate our panelists, the easier they will be 
to recruit and retain.”
In addition, within online panels, it is important to differentiate between prob-
ability-based panels and opt-in or access panels (Callegaro, Lozar Manfreda, & 
Vehovar, 2015, chapter 5.2.). In probability-based panels, a random sample is drawn 
from the population and the selected units are contacted and invited to participate 
in the panel. Units who do not have Internet access are usually provided with it. On 
the other hand, in opt-in or access panels, individuals volunteer to participate. If 
they do not have Internet access, they cannot be part of the panel. This raises the 
issues of how representative for the target population different online panels truly 
are, and of how to deal with samples whose panelist profile may differ from that of 
the target population (e.g., using weighing; Callegaro, Lozar Manfreda, & Vehovar, 
2015, 5.2), in terms not just of socio-demographics, but also of attitudinal variables. 
Because people volunteer to participate in opt-in panels, there is also a risk of pro-
fessional respondents, that is respondents who frequently participate in surveys and 
are mainly doing so for incentives (Mathijsse, de Leeuw, & Hox, 2015). This could 
affect data quality in a number of ways (e.g., if these respondents are speeding 
through the questionnaire; see, e.g., Zhang & Conrad, 2014).
Probability-based and opt-in panels usually differ in several additional 
respects, including: a) the frequency of contact with panelists (more frequent in 
opt-in panels), b) panel management (sending similar surveys to all panelists versus 
sending completely different surveys to subgroups of panelists depending on their 
profile), c) the kind of survey sent (mainly academic versus mainly commercial), d) 
their goals (to represent the general population or to cover very specific target pop-
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ulations needed by the client), etc. On the one hand, all this suggests that different 
recommendations might be needed for these opt-in panels. On the other hand, in 
the last few decades, this form of collecting web survey data has become common, 
in particular in market research, but also in other areas, such as social and politi-
cal science. According to the AAPOR Standards Committee (2010), the majority 
of online research is based on non-probability panels. Thus, we believe that they 
require special attention.
Nevertheless, the opt-in online panels have not been studied much yet, 
although in a few cases methodological research is moving in that direction. For 
instance, Stenbjerre and Laugesen (2005) offer a summary of five years’ worth of 
lessons learned while working with the Zapera online access panels in the Nordic 
region (Denmark, Sweden, Norway, Finland and Estonia). They approach the issue 
from several different directions, including recruitment, participation and incen-
tives. More recently, Cape and Phillips (2015) examined the effects of question-
naire length on data quality for an opt-in online panel. Two books (Callegaro et 
al., 2014; Callegaro, Lozar Manfreda, & Vehovar, 2015) that include several chap-
ters focused on non-probability-based online panels were recently published; they 
cover issues such as panelists’ motivation for joining non-probability online panels, 
speeding, and professional respondents. These books include a summary of the 
results of the NOPVO study, the first large-scale commercial study to compare dif-
ferent non-probability panels in the Netherlands. This study a) made an inventory 
of all online panels in the Netherlands and b) compared the results across 19 online 
panels that conducted a similar survey (see also Vonk, Van Ossenbruggen, & Wil-
lems, 2006). Later, similar comparisons were conducted in the USA (Walker, Pet-
tit, & Rubinson, 2009) and in Canada (Chan & Ambrose, 2011). All these studies 
revealed significant differences across online opt-in panels.
In addition, web surveys are increasingly completed on tablets and smart-
phones (Callegaro, 2010; De Bruijne & Wijnant, 2014; Revilla et al., 2016), which 
differ from traditional PCs in important ways: they are smaller, have touch-screens, 
are portable, etc. (Peytchev & Hill, 2010; Wells, Bailey, & Link, 2013). Thus, dif-
ferent recommendations may be needed when these mobile devices are used by at 
least some respondents.
In this paper, we focus on opt-in online panels, as these are increasingly com-
mon, differ from other means of collecting data on many levels, and have not yet 
received much academic attention. When available, our analyses also consider 
information on the devices panelists used to complete their surveys.
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3 Methodology
3.1 Data: All Surveys Programmed by Netquest and 
Answered by Netquest Panelists in Spain Over a Period 
of About 6 Months
Our data comes from the Netquest online fieldwork company (www.netquest.com). 
Netquest has opt-in online panels in several countries since 2006. Netquest sends 
panelists survey invitations via email, using a list of individuals who have agreed 
to receive emails after answering a short satisfaction survey on a website belonging 
to one of the company’s many collaborators. For each survey completed, panelists 
are rewarded with points, based on the estimated length of the questionnaire. These 
points can be exchanged for gifts. The company has panels in 23 countries. In this 
study, we focus on Spain, where the current panel counts 117,001 active panelists.
Our first goal was to get a good overview of what is the current situation in 
the Netquest panel in Spain in terms of survey characteristics, participation, and 
evaluation. To do this, we considered all surveys implemented by Netquest in Spain 
for a period of about six months (from mid-February 2016 to beginning of August 
2016). We were interested in surveys that (1) were programmed by Netquest, so that 
we could have access to all necessary information, and (2) were sent to Netquest 
panelists (not to external databases provided by clients). A total of 216 surveys cor-
responded to this target of interest. However, we excluded 30 surveys, because of 
different reasons:
  Two were sent to Netquest panelists but were completed by their children; thus, 
they studied a different population.
  One study wanted only 15 interviews; as this was really a special case, we pre-
ferred to discard it.
  In 27 surveys, metadata was not properly collected, so we could not access nec-
essary information on survey evaluation, devices used, etc.
In the end, 186 surveys were included in the database that we created by coding the 
characteristics of each individual survey. Five surveys were missing information on 
some aspects of interest, but the absences were minimal, so we kept them.
3.2 Aspects considered for the overview
We were interested in different aspects of each survey.
First, who is the target population? Besides the text description of each target 
population, we coded the following aspects:
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  General or specific target population. We counted the target as the “general 
population” even when age limits were defined if these ages were between 16 
(or 18) and 65 (or more). We also counted surveys targeting the general Internet 
population as the “general population”. Thus, this is a quite broad definition of 
the “general population.”
  Populations including only one gender: Surveys targeting only men or only 
women.
  Populations including limits on age, besides the 16+ or 18+.
  More than one target populations: For instance, surveys asking for 500 male 
respondents from 25 to 50, and 500 respondents who used product X at least 
once a week.
  We also research quotas used (if any).
Second, what are the questionnaires’ characteristics? In this case, we used the 
questionnaires to determine the main topics of the surveys as well as the main 
question formats used:
  Grids (also called “battery”), in which several items are presented together in 
a matrix format. Many studies contrast grid questions with item-by-item for-
mats (see Tourangeau, Conrad, & Couper 2013, p. 72-76 for a summary). Even 
if results from the literature are mixed, many practitioners argue against the use 
of grids (e.g., Poynter, 2001 or Dillman, Smyth, & Christian, 2009), in particular 
when there are smartphone respondents (Lorch & Mitchell, 2014).
  Open-ended questions, in which respondents have to type in text as an answer. 
While closed questions have the advantage of being easier to analyze (they do not 
need to be coded) and may require less effort from respondents, open questions 
allow more elaborate answers. However, there are concerns that these questions 
might not provide all the information expected, particularly when respondents 
use mobile devices (e.g., Lambert & Miller, 2015).
  Multiple-response questions, in which the respondents can/must select all options 
they want or all options that apply. The instructions do not always explicitly state 
that respondents must “check all that apply,” but there is no limit on the number 
of items the respondents can select. Previous research has usually recommended 
avoiding multiple-response questions and using “forced-choice” formats (e.g., 
asking to say yes or no for each item) instead (e.g., Smyth et al., 2006).
  Sliders, in which respondents have to position themselves on a sort of line. 
Again, results from previous research usually suggest that simpler alternative 
scales like radio buttons perform better (e.g., Funke, Reips, & Thomas, 2011).
  Dropdowns menus, in which respondents must click to make the menu appear 
and then select the most adequate option. Once more, there is some evidence 
against the use of drop-down menus (e.g., Healey, 2007).
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  Ordering questions, in which respondents must rank different items from a list. 
Concerns have been raised about the measurement properties of ranking versus 
rating tasks (see, e.g., Ovadia, 2004).
We also coded if the questionnaires included some “agree/disagree” questions, that 
is questions asking explicitly if respondents agree or disagree with certain state-
ments. Indeed, previous research suggests that this format creates a higher cogni-
tive burden (Fowler, 1995) and acquiescence bias (Krosnick, 1991), as well as lower 
measurement quality (Saris et al., 2010). 
Furthermore, we checked surveys to see if videos were present, as this can 
lead to more technical problems (i.e., panelists having troubles to viewing videos, 
in particular on smartphones).
We should note that, in general, in questionnaires programmed by Netquest, 
respondents cannot continue to the next question without providing an answer to 
the current question. Nevertheless, because of the presence of filter questions, all 
respondents in a given survey do not always get the same questions. We considered 
a format to be present if the highest proportion of respondents within a given survey 
got at least one question in that format. Thus, if 80% of respondents did not get a 
slider, and 20% did, we coded the survey as having “0 slider”.
Finally, in this section we also consider the estimated length of the survey, 
which Netquest uses to determine the incentive respondents receive for each survey. 
The question of whether an ideal questionnaire length exists was already discussed 
in 1981 by Herzog and Bachman (p. 549). While some researchers “are convinced 
that survey instruments have a maximum length beyond which there is an increas-
ing probability of premature termination, random responding, or other behavior 
patterns which result in data of lower quality,” others “argue that a survey can be 
quite long without serious loss of respondents or deterioration in the quality of the 
responses.” These authors found a tendency of somewhat lower quality answers 
toward the end of long questionnaires.
Third, what did respondents receive in exchange for their participation? Here, 
we focus on the incentives participants received for completing the entire survey. 
Incentives are in the form of points, which can be exchanged for gifts.
Fourth, what happened during the fieldwork? Panelists are invited to participate 
in a given survey. In Netquest’s case, profiling information (i.e. information on 
different aspects of the panelists’ lives, in particular behaviors and buying habits, 
which the panel organization has already collected and stored) is used, when avail-
able, to invite individuals who are expected to fit the target population. Once they 
receive the invitation, panelists can decide to start the survey (we will refer to this 
case as “started”) or not. In the case of Netquest, panelists normally do not get any 
information about the survey in the invitation, so the decision to participate cannot 
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be linked to the survey’s characteristics. Once a panelist starts the survey, different 
scenarios are possible:
  The panelist does not fit the population of interest or does not fit the set quotas 
(some quotas are already full). Thus he/she will be excluded from the survey and 
redirected to a profiling module. We refer to this case as “screened out.”
  The panelist decides by him/herself to abandon the survey. This can occur at any 
moment after the panelist has started. We refer to this as “break-off.”
  The panelist reaches the survey’s final question. We refer to this as “complete.”
We report the number of invitations, surveys started, panelists screened out, break-
offs, and surveys completed across all surveys. From these numbers, we also calcu-
lated the following:
  Participation Rate = (number started / number invited)*100
  Screen-out Rate = (number screened out /number started)*100
  Break-off Rate = [number of break-offs / (number of completes + number of 
break-offs)]*100
Furthermore, for the panelists who completed the whole survey, we also considered 
the type of device (PC, tablet or smartphone) they used and the number of sessions 
in which they completed the survey (recorded automatically).
Fifth, what was the average evaluation of each survey? At the end of each sur-
vey, we added a question asking respondents to evaluate the survey, from (1) very 
badly done to (5) very well done. We considered the average across all respondents 
(PC, tablet, and smartphone) in each survey, as well as the average for PC-only and 
Smartphone-only respondents. We did not consider tablets separately, as they were 
used in a low number of cases.
3.3  How the Break-off Rate and Survey Evaluation Relate 
to key Questionnaire Characteristics
After our overview, we examined the relationships between some of the aspects 
considered. We do not study the decision to start the survey, as this is cannot be 
related to survey characteristics (no information is provided before the survey 
starts), nor did we study the screen-out rate, as this depends on the population of 
interest and the quotas required. On the contrary, the break-off rate is determined 
by panelists’ decisions, and can be affected by survey characteristics such as the 
topic, the question format, and the estimated length. Galesic (2006) found that 
break-off is related to low interest (which can be linked to the topic) and higher 
reported burden (which can be linked to question format). Yan et al. (2010) consider 
the link between break-off and the interaction among the task duration announced, 
the real number of questions, and the presence of a progress indicator. In the book 
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by Tourangeau, Conrad, and Couper (2013), chapter 3.6 is dedicated to the “Fac-
tors Affecting Break-offs in Web Surveys”. However, most of this research is not 
primarily or not at all focused on the case of online opt-in panels.
We also consider the impact of survey characteristics on respondents’ evalua-
tion of the survey. Indeed, if respondents do not like the survey, they may abandon 
it. In addition, if they do complete it, their satisfaction with the survey experience 
is expected to be lower. In this case, we expect both their probability of accepting 
their next survey invitation and the quality of their answers in the current survey 
to be reduced. This idea is supported by Cape and Phillips (2015), who found that 
longer surveys in an online opt-in panel do not lead to increased break-off rates, but 
are correlated with people speeding up during the survey, with higher satisficing, 
and thus lower data quality. Therefore, it is also important to study respondents’ 
opinions of the survey.
We should note, however, that if the survey evaluation can be determined by 
the general characteristics of the survey, the break-off rate can only be affected by 
the characteristics of the questions prior to the break-off point. Nevertheless, we are 
not able to take this into account in our analyses, as we only possess information 
aggregated at the survey level. This is a key limit to these analyses. We are also 
limited by the fact that we possess information about the survey evaluation from 
the panelists who finished the survey, but not from those who did broke off or were 
screened out.
4 Main Results
4.1  Overview of the Current Situation in an Online Opt-in 
Panel
4.1.1 What is the Target Population for these Surveys?
First, we looked at the target population of the 186 surveys in our database. Table 1 
presents a few examples of target population definitions. Table 2 gives the propor-
tions of surveys that: have the general population as their target population; are 
limited to one gender; have age limits besides 16+ or 18+; and have more than one 
target of interest.
The examples in Table 1 give an idea of how specific the target popula-
tions can be in surveys run in online opt-in panels such as Netquest. It also shows 
how problematic getting a representative sample of such populations can be. For 
instance, individuals who need orthodontic work may not be aware of that fact. 
These hypothetical people would answer that they do not need an orthodontist, 
and could be screened out of surveys trying to target them. How can researchers 
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acquire a sample of a population based on survey responses if respondents them-
selves do not know that they are part of the target population?
As we can see in Table 2, only 13.4% of surveys are interested in the general 
population, even very broadly defined (accepting age limits from 16 or 18 through 
65 or older, and accepting the general Internet population). Furthermore, 15.0% of 
surveys are interested in only men or only women. 52.1% limit the population of 
interest to some age groups, besides the 16 or 18+ limit. 68.8% of surveys explic-
itly include a minimum age limit that spans from 8 to 55 years old. This limit is 
between 18 and 25 in 72.7% of cases. Besides, 47.8% of surveys include a maximum 
age limit that spans from 21 to 75 years old. The maximum age is 65 or older in 
47.2% of cases. All this indicates that most surveys in the opt-in panel studied target 
Table 1 Population of interest: a few examples
Definition of target population
 ঻ Men and women from 25-50 years old who play sports at least twice a week with an in-
tensity of one hour of athletic activity and who bought detergent in the last two months.
 ঻ Population that has suffered from or is suffering from gout.
 ঻ 30-65 year-olds who consume oat, almond or rice drinks.
 ঻ Women from 25 to 45 years old who have dyed their hair blond in the last year.
 ঻ 18-50 year-olds who have bought rum in a supermarket of the brand of interest.
 ঻ Individuals between ages 25 and 65 who have cholesterol problems and consume cocoa 
powder.
 ঻ People who need orthodontic treatment but are not receiving it.
 ঻ Individuals who have drunk whiskey in the last three months, 25% of the brand of 
interest, 75% not against this brand.
Table 2 Population of interest: Proportion of surveys (of the 186 studied) with 
certain characteristics
Characteristic %
Target population is the general population* 13.4
Target limited to only one gender 15.0
Target limited to some age group(s) (besides the 16+ or 18+) 52.1
More than one target of interest (within the same study) 19.3
* We count individuals between ages 16 (or 18) and 65 (or older) as the general population. 
For our purposes, the general Internet population is counted as the general population 
too.
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very specific populations. In addition, 19.3% of the surveys define more than one 
target population, complicating matters even further.
Finally, most surveys also define some quotas. The goal of these quotas is 
usually to guarantee that the sample will be similar to the target population with 
respect to certain predefined variables. However, as we have just seen, target popu-
lations are often very specific. Most of the time, this means that we do not know the 
composition of the target population in terms of the main socio-demographics vari-
ables usually used as quotas. For instance, what is the gender or age distribution of 
the population of “people who need orthodontic treatment but are not receiving it”? 
In some cases, researchers have some ideas based on previous research. In others, 
quotas are used to make the sample similar to the Internet population or the whole 
panel, even if this does not correspond to the population of interest. It is therefore 
unclear the extent to which quotas are truly useful in improving the representative-
ness of the sample as it relates to the target population. Still, quotas were used in 
95.2% of our 186 surveys. Table 3 shows the five most used quotas, with the propor-
tions of surveys using each of them.
The most used quota is gender (78.5%), followed by age (72.6%) and geograph-
ical area (52.7%). Then come level of urbanization and social class, though their 
proportions are much smaller (8.7% and 7.6%, respectively). Variables such as hav-
ing children, education or occupation are used in less than 3% of the surveys. We 
should note that these results may be strongly related to the country studied. For 
instance, in Latin American countries, the proportions of surveys that use quotas 
for social class in the Netquest panels is much higher, as habit differences across 
social classes are usually larger in Latin America.
Table 3 The five most used quotas
Quotas on ... Proportions of the surveys using these quotas (in%)
... Gender 78.5
... Age 72.6
... Geographical area 52.7
... Level of urbanization 8.7
... Social class 7.6
Note: For gender, N=158 because a quota is only possible when the population of interest 
includes both genders. For the others, N=186 (even for age, since even when the popula-
tion is limited for some age groups, there are often still quotas within the rank of ages 
allowed)
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4.1.2 What are the Characteristics of the Questionnaires?
After considering these surveys’ targets, we researched the questionnaires’ charac-
teristics, in terms of topics, question formats and estimated length.
Survey topic. Table 4 presents the proportions of surveys dealing with various 
topics.
Up to 29.0% of surveys studied concern food or beverages. This is by far 
the most common topic. Surveys on society or politics come in second at 14.0%, 
whereas 11.8% of the surveys are about health, 8.6% are about insurance or banks, 
and 7.5% are about media, the Internet or new technologies. 71.0% of the surveys 
fit into one of these five categories. Some of the topics were more concrete and did 
not require prior knowledge (e.g., food) whereas others were more abstract and 
could have been affected by the respondents’ level of knowledge on the topic (e.g., 
politics).
Question formats. Table 5 shows the proportions of surveys that made use of 
different question formats, from most to least common.
83.9% of the surveys include at least one multiple-response question, in which 
the respondents can/must select all the options they want/that apply. 76.3% of the 
surveys include at least one grid. Although some earlier research recommends 
avoiding multiple-response questions and grids (cf. Section 3.2), our study suggests 
that both are still very present. This is also true, in a lower proportion, for agree/
disagree questions, which are present in 39.2% of the surveys. Three more formats 
are found quite frequently: open-response questions asking for a text answer (35.5% 
of the surveys), ordering questions (23.1%), and drop-down menus (18.3%). Again, 
this is the case despite evidence against these formats in academic literature. How-
ever, in the last case, further analyses would be needed to identify exactly which 
questions were asked using drop-down menus; in most cases it may only be a ques-
tion on the province where the respondents live. Finally, videos are present in 7.5% 
of the surveys and sliders in only 2.7%. It is interesting to see that although web 
Table 4 Main survey topics
Main topics Proportions of the surveys within this topic (in%)
Food / Beverages 29.0
Society / Politics 14.0
Health 11.8
Insurance / Bank 8.6
Media / Internet / New Technologies 7.5
Others 29.1
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surveys may allow these new features, they are not used much in practice in a panel 
like Netquest.
This overview shows that there is a clear gap between the academic guide-
lines on which question formats are best and which are actually used in online opt-
in panel surveys. This suggests that the link between academic findings and their 
application in the practice of web survey administration must be improved. This 
overview also provides an indication of where further research could be useful, in 
order to study question formats that are often used in practice: for instance, even if 
forced-choice questions are recommended (Smyth et al. 2006; Revilla, 2015), more 
research about the evaluation of the quality of multiple-response questions could be 
useful, as this format continues to be used often.
Estimated survey length. In web surveys, completion time can vary greatly 
from respondent to respondent. Indeed, length depends on the rate at which respon-
dents can read, process information, and answer questions; on the device used and 
the respondent’s familiarity with the device, the speed of the Internet connection, 
the presence or frequency of interruptions, whether the respondent is multi-tasking 
or not, and so on. It also depends on the presence of filter questions. The estimated 
survey length (in minutes) can actually be very different from a given respondent’s 
actual completion time. Thus, the estimated survey length gives more of an idea 
of the estimated complexity of the survey itself than of the experience of a given 
respondent. For this reason, we examine estimated survey length in this subsection 
on questionnaires’ characteristics. Table 6 displays the minimum, maximum, aver-
age and median estimated survey length across all 186 surveys studied, as well as 
the proportions of surveys of different lengths.
Across all 186 surveys, the shortest had an estimated length of one minute, 
whereas the longest had an estimated length of 40 minutes. The average was 12 
Table 5 Proportions of surveys including different questions formats
Proportions of the surveys (in %) with at least one ...
... Multiple-response question 83.9
... Grid 76.3
... Agree/Disagree question 39.2
... Open-text question 35.5
... Ordering question 23.1
... Drop-down menu 18.3
... Video 7.5
... Slider 2.7
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minutes and the median was 10 minutes. This is much shorter than the average 
length across the surveys studied by Cape and Phillips (2015), which is 23 minutes 
in 2015. Cape and Phillips (2015) mention that the average adult attention span is 
around 20 minutes, and that 20 minutes is often considered the maximum question-
naire length for web surveys. This rule of thumb is actually used commonly.2 In our 
study, 82.2% of surveys’ have an estimated length of below 20 minutes, and only 
7% have an estimated length of 25 minutes or more. Overall, the surveys in the 
panel we studied are quite short. We should mention, however, that the estimated 
length of the surveys programmed by Netquest (our focus here) is normally shorter 
than the estimated length of surveys sent to Netquest panelists but programmed 
directly by Netquest’s clients. Thus, the average length would be slightly higher if 
we considered all surveys sent to Netquest panelists.
4.1.3 What did Respondents Get in Exchange for their 
Participation?
In general, the number of points respondents receive as an incentive corresponds to 
the estimated length in minutes, plus two. However, if the survey’s estimated length 
is greater than 25 minutes, the incentive is increased further. Additional points are 
also sometimes awarded if a survey has specific requirements, such as two-wave 
surveys in which the researcher wants panelists to participate twice. Consequently, 
the correlation between estimated length and incentivization is very high, but 
2 We found this rule discussed in many posts online, although some posts also discuss 
the pertinence of such a rule of thumb. See, for instance: http://blog.questionmark.
com/how-many-questions-should-you-have-in-a-web-survey or http://researchaccess.
com/2013/12/survey-length/.
Table 6 Estimated length of the surveys in minutes
Proportions (in %) of surveys with  
estimated length of ... 
Minimum across all surveys   1 minute ... 1-4 minutes 8.6
Maximum across all surveys 40 minutes
... 5-9 minutes 26.5
... 10-14 minutes 30.3
Average for all surveys 12 minutes
... 15-19 minutes 16.8
... 20-24 minutes 10.8
Median for all surveys 10 minutes
... 25-29 minutes 3.8
... 30-40 minutes 3.2
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lower than one (around .95). Table 7 gives more information about the incentives 
received, in points.
Incentives span from four to 58 points, with an average of 14 and a median 
of 12. The highest proportion of surveys (38.7%) has an incentive between 10 and 
14 points. To give some orientation on these points’ value, we could mention that, 
for example, a panelist can acquire an e-book for 20 points, an online film for 40 
points, a movie theater ticket for 120 points, or an eight gigabyte pen drive for 165 
points.
4.1.4 What Happens During the Fieldwork? From Invitation to 
Completion
The participation process. Once the target population, questionnaire character-
istics, and incentives are defined, panelists are invited to participate in the survey. 
In Netquest, profiling information is used to invite those panelists who are most 
likely to fit the target population. When these target populations are very specific, 
many panelists may need to be invited so that the study ultimately has enough 
respondents who fit the desired profile. In addition, most surveys use quotas: if the 
quotas are full, participants may be excluded. Finally, respondents might decide to 
abandon the survey, because they are experiencing some problems, because they do 
not like it, or simply because they have other things to do and forget to return to the 
survey. Table 8 provides further information on each step of the process, from invi-
tation through completion. It also gives information about the participation, screen-
out and break-off rates.
Table 8 shows major differences across surveys. The minimum number of 
invitations is 220, the maximum is 28,062, and the median is 2,239. Of the panel-
ists invited, a minimum of 164 started, with a maximum of 18,019 and a median of 
Table 7 Incentives received (in number of points)
Proportions (in %) of surveys with  
incentives of... 
Minimum across all surveys 4 points ... 4 points 0.5
Maximum across all surveys 58 points
... 5-9 points 25.3
... 10-14 points 38.7
Average for all surveys 14 points
... 15-19 points 17.7
... 20-24 points 9.7
Median for all surveys 12 points
... 25-29 points 5.4
... 30-58 points 2.7
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1,450. Then, 1 to 14,291 panelists were screened out, with a median of 466, and 2 
to 2,261 break-offs, with a median of 49. In the end, 90 to 5,015 completed the full 
survey, with a median of 602.
The participation rate spans from 37.3% to 90.7%, with a median of 64.5%. 
Cross-survey differences are even more pronounced when considering the screen-
out rate, which spans from 0.1% to 90.8%. This is related to the specificity of the tar-
get populations and to the profiling information available during sample selection. 
Overall, the median screen-out rate is high (39.4%) even if the company uses profil-
ing information. This is an important problem for a fieldwork company because: a) 
it can affect the panelist’s satisfaction and willingness to continue participating in 
the panel; indeed, it can be frustrating to discover you have been screened out; b) if 
panelists are rerouted to a profiling module, as they are in Netquest surveys, then 
the company must award them points even though they are screened out of the ini-
tial survey, resulting in a significant increase in costs; c) it is preferable not to send 
too many invitations to the same panelists; for instance, using opt-in panels data in 
the Nordic region, Stenbjerre and Laugesen (2005) found that six to 12 invitations 
per year is the frequency that leads to the best participation levels. However, if 
many panelists are screened out, more invitations must be sent to achieve a similar 
final number of completes. This can lead to panel overuse.
Table 8 Survey participation: from invitation to completion
N Minimum Maximum Average Median
Number invited 182 220 28,062 3,437 2,239
Number started 182 164 18,019 2,131 1,450
Number screened out 185 1 14,291 1,105 466
Number of break-offs 185 2 2,261 131 49
Number of completes 186 90 5,015 875 602
Participation rate: (number of 
started / number of invited)*100 182 37.3 90.7 63.4 64.5
Screen-out rate: (number of 
screened out/number of started)*100 181 0.1 90.8 43.6 39.4
Break-off rate: [number of break-
offs / (number of completes+  
number of break-offs)]*100
185 1.1 62.1* 11.8* 6.7
Note: * These numbers are obtained excluding one special case: a survey where a product 
is sent to panelists’ residences for testing. If we would include this survey, the maximum 
would be 88.9%, the average would be 12.2%, and the median 6.7%.
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Finally, the break-off rate is low across the board, with a median of 6.7% and 
an average of 11.8% (excluding one survey where a product is sent to panelists’ resi-
dences for testing). This is lower than the averages reported in many other studies: 
30% for “general invitation surveys” and 15% for “individually targeted web sur-
veys” (Galesic, 2006, p. 313). However, here again, there are huge variations across 
surveys (from 1.1% to 62.1%). We will try to explain these differences in Section 
4.2 by examining the relationships between this break-off rate and various survey 
characteristics.
Number of sessions. Panelists can complete the questionnaire all at once or 
in several sessions, that is stopping and coming back later to continue. For respon-
dents who completed the entire questionnaire (“completes”), the average number of 
sessions per survey is generally quite close to 1 (with a 1.2 average and a 1.1 median 
across all surveys), though it varies across surveys, from 1.0 to 2.9.
Participation devices. For the “completes,” we also had information on the 
type of device used to answer the survey. If respondents completed the survey in 
more than one session, we have information on only the device used in the first ses-
sion. Table 9 gives the minimum, maximum, average and median proportions of 
PCs, tablets and smartphones used to participate across the 186 surveys.
Overall, PCs are still the main device of completion, but smartphone partici-
pation is not negligible. On average, across all surveys, 68.8% of panelists used a 
PC, 5.9% used a tablet and 25.2% used a smartphone. Again, there are large dif-
ferences between surveys: some still have no mobile participation at all, whereas 
others have up to 39.7% tablet participation and 52.7% smartphone participation. 
It should be clear that surveys with no mobile participation at all are surveys in 
Table 9 Proportion (in %) of different device types
Device
Minimum across  
all surveys
Maximum across 
all surveys
Average for all 
surveys
Median for all 
surveys
PC 40.9 100.0 68.8 67.4
Tablet 0 39.7 5.9 6.2
Smartphone 0 52.7 25.2 25.5
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which mobile devices were not allowed; if mobile devices were always allowed, 
their usage rate would be higher.
4.1.5 Evaluation of the Survey
The last step in this overview is to examine how respondents evaluated the surveys 
they took. Respondents who completed the entire survey were prompted to answer 
a final question: “Finally, what did you think about this survey? Select from 1 to 
5 stars to indicate if you think the survey was (1) very badly done to (5) very well 
done.” In this case, we also had information that allowed us to look at the evalu-
ation for PC respondents only and for smartphone respondents only. We did not 
consider tablets only, because of the low rate of tablet usage. Table 10 reports the 
results across the 186 surveys.
The survey evaluations overall are quite positive: the median across the 186 
surveys is 4.1 on a scale from 1 to 5. Moreover, variation across surveys is small, 
with a minimum of 3.2 and a maximum of 4.5. The results are similar when consid-
ering only PC and only smartphone respondents.
4.2 How Break-off Levels and Survey Evaluations Relate to 
Key Questionnaire Characteristics
In this section, we study how respondents’ break-off levels and survey evaluations 
relate to key questionnaire characteristics, namely 1) their topic (dummies for the 
five main topics, “other” being the reference category), 2) the presence of different 
question formats (eight dummies; 1 meaning that the format is present at least once) 
and 3) the estimated survey length (continuous variable).
Table 10 Evaluation of the survey: average on a scale from (1) very badly done 
to (5) very well done
Minimum across 
all surveys
Maximum across 
all surveys
Average for 
all surveys
Median for 
all surveys
All completes 3.2 4.5 4.0 4.1
PC respondents only 3.3 4.6 4.1 4.1
Smartphone  
respondents only* 3.1 4.5 4.0 4.0
* N=170 in the case of smartphone respondents only, as the surveys with no or very few 
smartphone respondents are not considered in this row.
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Looking at the distribution of the break-off rate across the 186 surveys shows 
a very skewed distribution toward the left, with two outliers on the right side (see 
Appendix 1a). In addition, the residuals of a simple OLS regression are not nor-
mally distributed (Appendix 1b). In order to deal with this, we use the logarithm 
of the break-off rate as a dependent variable.3 This helps resolve the problem of 
the outliers, non-normality of the residuals (Appendix 1c), and heteroscedasticity 
(p=.49 for the Breusch-Pagan test with the transformed variable).
Concerning the survey evaluation, we use the average evaluation across all 
respondents in a given survey as a dependent variable; this takes 14 different values, 
ranging from 3.2 to 4.5. In this case, examination of the standardized normal prob-
ability plot suggests that residuals approximate normal distributions (Appendix 1d), 
so we use an OLS regression.4 The results are presented in Table 11.
First, in the case of break-off, the whole model is significant (p<.01), and the 
model explains 28.2% of the variance (adjusted R2). However, only two variables 
have significant effects (5% threshold): the presence of at least one video and the 
estimated questionnaire length.
In the survey evaluation model, the whole model is not significant (p=.15) and 
the explained variance is very low (Adjusted R2 =.0308). None of the variables has 
a significant effect, suggesting that the survey characteristics affect the break-off 
rate more than the survey evaluation conducted by those panelists who completed 
the survey.
3 Other approaches have been tested, namely: a) a Poisson regression with robust vari-
ance and excluding the two outliers (two surveys with much higher break-off rates than 
all others): this led to similar conclusions; b) a negative binomial regression also ex-
cluding the two outliers: in this case, besides the estimated length and presence of at 
least one video (which are significant in the results presented here), the presence of at 
least one slider and at least one grid also had significant impacts on the break-off.
4 We also ran an ordered logistic regression, and a regression with exponential or log 
transformation: the conclusions remain the same.
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Table 11 Regressions of log(break-off rate) and of survey evaluation on survey 
characteristics
Log(break-off rate) Survey evaluation
N=184 N=185
Explanatory variables Coef. S.E P-value Coef. S.E P-value
Survey  
Main Topic
Food / Beverages .21 .17 .21 .05 .05 .26
Society / Politics -.06 .21 .76 -.04 .06 .46
Health -.02 .22 .92 -.01 .06 .93
Insurance / Bank -.18 .25 .46 <.01 .07 .98
Media / Internet /  
New technologies -.11 .26 -.42 -.03 .07 .69
Format of 
questions
Includes one or more slider .63 .39 .11 .09 .11 .45
Includes one or more  
ordering question -.01 .15 .95 .01 .04 .83
Includes one or more grid .21 .16 .20 .02 .05 .69
Includes one or more agree/
disagree question .19 .14 .18 -.06 .04 .16
Includes one or more  
multiple-response question -.15 .19 .44 .09 .05 .09
Includes one or more video .65 .25 .01 .02 .07 .83
Includes one or more open-
text question .18 .14 .19 -.06 .04 .12
Includes one or more drop-
down menu .03 .17 .85 -.04 .05 .43
Survey 
length Estimated length .06 .01 <.01 <.01 <.01 .68
Constant 1.05 .24 <.01 4.02 .07 <.01
Model fit R2 .3374 .1045
Adj. R2 .2825 .0308
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5 Discussion and Conclusions
In this study, we have reviewed all of the surveys programmed by the online field-
work company Netquest and implemented in their panel in Spain over a period of 
approximately six months. By reviewing several aspects of the 186 surveys, we are 
able to highlight the true practice of web surveys in a current opt-in online panel. 
Some of the main results that we wish to emphasize are presented below.
  Survey target populations: these are often very specific, and previous informa-
tion about them is hard to come by, making it difficult to use quotas that ensure 
the sample is similar to the population of interest.
  Survey topic: 29% of the surveys are about food or drinks. This is the most com-
mon topic. The five most common topics cover 71.0% of all surveys.
  Question format: multiple-response questions are used very frequently, as are 
grids. Agree/disagree questions, open-text questions, ordering questions, and 
drop-down menus are also used quite often. On the other hand, videos and slid-
ers are present in less than 10% of surveys.
  Estimated length: 56.8% of surveys have an estimated length between 5 and 14 
minutes.
  Incentives: on average, the incentive for answering one survey is 14 points.
  Participation process: given the specificity of target populations and the use of 
quotas, it is sometimes necessary to invite a huge number of panelists in order to 
attain a small final number of completes. However, screen-out rates vary widely 
across surveys. The break-off rate also varies widely, but is much smaller over-
all. We are able to identify some variables that seem to be related with a higher 
break-off, including the presence of one or more videos and a longer estimated 
length. Thus, we would recommend avoiding videos and keeping questionnaires 
as short as possible.
  Devices used: although PCs are the main device used for participation, mobile 
participation is clearly non-negligible.
  Survey evaluation: the survey evaluation does not vary much across surveys, 
and is also very similar for PC and smartphone respondents. As variations are 
minimal, it is not surprising that we did not find any significant effect in the 
regression analysis.
Our overview suggests that opt-in panels are very distinct from other web surveys, 
in terms of the population they attempt to cover. This also has an effect on the 
participation process, and in particular on the screen-out rate. Opt-in panels can 
differ in other respects, too. Further research focusing on these opt-in panels is 
needed in order to better understand the specific challenges that they face, and the 
best approaches to overcome those challenges. This study was limited to only one 
panel, in one country, and we could only analyze variables at the survey level. In 
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order to further study the reasons for break-off, information about what takes place 
just before the break-off, rather than characteristics of the survey as a whole, is 
needed. This study was not able to account for the device used to complete the sur-
vey in many of the analyses presented, even if it would have been very interesting, 
for example, to study the break-off separately for PC and smartphone respondents. 
Future research in these directions would be helpful.
However, even more than a need for further research, this study suggests that 
there is a gap between research and practice, particularly in relation to question for-
mats. Indeed, the guidelines from academic research recommend that question for-
mats like multiple-response questions and grids should be avoided, but our analyses 
in this overview reveal that they are still used very often. Academic researchers 
may need to work harder when sharing their results and convincing practitioners 
to follow their recommendations. Researchers may also need to further adapt their 
research so it better meets practitioners’ needs. To achieve these goals, they may 
need to look more closely at the reality of conducting surveys in the 21st century 
and focus further research on how to improve the most frequently used question 
formats. 
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Appendix 1
a) Histogram of the break-off rate
 
b) P-P plot of the residuals when using break-off rate
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c) P-P plot of the residuals when using the logarithm of break-off rate
 
d) P-P plot of the residuals for average survey evaluation
 
