Lower Bounds for Subgraph Detection in the CONGEST Model by Gonen, Tzlil & Oshman, Rotem
Lower Bounds for Subgraph Detection in the
CONGEST Model
Tzlil Gonen1 and Rotem Oshman2
1 Tel Aviv University, Tel Aviv, Israel
tzlilgon@mail.tau.ac.il
2 Tel Aviv University, Tel Aviv, Israel
roshman@mail.tau.ac.il
Abstract
In the subgraph-freeness problem, we are given a constant-sized graph H, and wish to determine
whether the network graph contains H as a subgraph or not. Until now, the only lower bounds
on subgraph-freeness known for the CONGEST model were for cycles of length greater than 3;
here we extend and generalize the cycle lower bound, and obtain polynomial lower bounds for
subgraph-freeness in the CONGEST model for two classes of subgraphs.
The first class contains any graph obtained by starting from a 2-connected graph H for which
we already know a lower bound, and replacing the vertices of H by arbitrary connected graphs.
We show that the lower bound onH carries over to the new graph. The second class is constructed
by starting from a cycle Ck of length k ≥ 4, and constructing a graph H˜ from Ck by replacing
each edge {i, (i+ 1) mod k} of the cycle with a connected graph Hi, subject to some constraints
on the graphs H0, . . . ,Hk−1. In this case we obtain a polynomial lower bound for the new graph
H˜, depending on the size of the shortest cycle in H˜ passing through the vertices of the original
k-cycle.
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1 Introduction
In the subgraph-freeness problem, we are given a constant-size graph H, and the goal is to
determine whether the network graph contains a copy of H as a subgraph, or not. Subgraph-
freeness in the CONGEST network model has recently received significant attention from the
distributed computing community [4, 9, 10, 11, 12, 17], but until now, the only lower bounds
in the literature have been for cycles: in [7] it was shown that checking Ck-freeness requires
Ω˜(n) rounds for odd k and Ω˜(n2/k) rounds for even k. The lower bound for even cycles was
recently strengthened to Ω˜(
√
n) for any even k in [17]. In [1], it is shown that one-round
deterministic algorithms for triangle-detection require bandwidth Ω(∆ logn), where ∆ is the
degree of the graph, and if we restrict to one bit per round, Ω(log∗ n) rounds are required.
In this work we seek to improve our understanding of the subgraph-freeness problem by
broadening the class of graphs for which we know a polynomial lower bound, i.e., a lower
bound of the form Ω(nδ) for some δ ∈ (0, 1]. We give two classes of such graphs and prove
polynomial lower bounds for them.
The first class of graphs comprises all graphs that can be constructed by starting from
some 2-vertex-connected graph H for which we already know a polynomial lower bound
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Figure 1
(regardless of how it was proven), and attaching an arbitrary graph to each vertex of H (see
Fig. 1a). The graphs attached to different vertices may not share vertices or edges. We show
that the new graph H˜ requires the same number of rounds as the graph H that we started
with, up to a polylogarithmic factor, for both deterministic and randomized algorithms.
In particular, consider any connected graph G that is not a tree. (Trees are known to be
easy: for any constant-sized tree T , the T -freeness problem can be deterministically solved
in O(1) rounds [8].) The block cut tree of G is a decomposition of G into a tree of maximal
2-connected components C1, . . . , Ck, where the pairwise intersection of any two components
Ci, Cj (for i 6= j) is either empty or comprises a single vertex (called a cut vertex) [13]. Our
first result shows that if for some i we know a lower bound of Ω(nδ) on checking Ci-freeness,
then the entire graph G is also hard and requires Ω˜(nδ) rounds.
The second class of graphs takes a different approach: instead of replacing vertices, we
replace edges (see Fig. 1b). We start with the 4-cycle1 on {0, 1, 2, 3}, and replace each edge
{i, (i+ 1) mod 4} of the cycle with an arbitrary graph connecting vertices i and (i+1) mod 4,
subject to two constraints: the resulting graph after replacing the edges must remain 2-
connected, and no graph we added can contain the other three, connected to each other, as
a subgraph (see Section 4 for a more formal definition). We show that checking subgraph-
freeness for the resulting graph requires Ω˜(nδ) rounds, where the exponent δ ∈ (0, 1/2]
depends on the graphs with which the edges of C4 were replaced. For example, the second
class of graphs includes any cycle of length at least 4 (for which our result is identical to [17]),
as well as cycles with any number of chords, provided at least one of the smaller cycles
created has length at least 4, and the smaller cycles are not too unbalanced in size.
The two classes complement each other: the graphs in the first class are obtained by
starting from a 2-connected graph and replacing its vertices with other graphs, yielding a
graph that is not 2-connected; the second class allows us to prove lower bounds on H-freeness
for new subgraphs H that are 2-connected, and these can then be used to construct more
graphs in the first class.
The reductions we use to show lower bounds for the two classes of graphs are fairly simple,
but proving their correctness is non-trivial. For the first class, we take an algorithm for
detecting the more complicated graph H˜, and transform it into an algorithm for the simpler
graph H that we started with. This allows us to carry the lower bound over in the other
1 We can also start from a larger cycle, but this gives us no additional power, because larger cycles can be
constructed out of 4-cycles using our reduction. The lower bound we obtain would also not be higher.
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direction. The transformation works by having each node in the network graph choose some
vertex v in H, and “pretend” that it is the entire subgraph that we attached to vertex v in
H when we constructed H˜. We must show that our algorithm does not inadvertently create
copies of H˜ when the network graph does not contain a copy of H, and this is non-trivial.
For the second class of graphs we extend the reduction from the two-party communication
complexity of set disjointness used in [7] to show the hardness of C4-freeness. Again, the
difficulty lies in proving that in our reduction we do not create copies of H˜ when we do not
mean to.
1.1 Related Work
The problem of subgraph-freeness (also called excluded or forbidden subgraphs) has been
extensively studied in both the centralized and the distributed worlds. For the general
problem of detecting whether a graph H is a subgraph of G, where both H and G are part
of the input, the best known sequential algorithm is exponential [21]. When H is fixed and
only G is the input, the problem becomes solvable in polynomial time. For example, using
a technique called color coding, it is possible to detect a simple cycle of a specific size in
expected time that is the running time of matrix multiplication [2]. We use the color coding
technique in Section 3.
In the distributed setting, [10] and [11] very recently provided constant-round randomized
and deterministic algorithms, respectively, for detecting a fixed tree in the CONGEST model.
Both papers, as well as several others [3, 4, 12, 9] , also considered more general graphs,
but with the exception of trees, they studied the property testing relaxation of the problem,
where we only need to distinguish a graph that is H-free from a graph that is far from
H-free. (In [9] there is also a property-testing algorithm for trees.) Here we consider the
exact version.
Another recent work [15] gave randomized algorithms in the CONGEST model for triangle
detection and triangle listing, with round complexity O˜(n2/3) and O˜(n3/4), respectively, and
also established a lower bound of Ω˜(n1/3) on the round complexity of triangle listing. There
is also work on testing triangle-freeness in the congested clique model [5, 6] and in other, less
directly related distributed models.
As for lower bounds on H-freeness in the CONGEST model, the only ones in the literature
(to our knowledge) are for cycles. (In [7] there are lower bounds for other graphs, in
a broadcast variant of the CONGEST model where nodes are required to send the same
message on all their edges.) For any fixed k > 3, there is a polynomial lower bound for
detecting the k-cycle Ck in the CONGEST model: it was first presented by [7], which showed
that Ω(ex(n,Ck)/ log(n)) rounds are required, where ex(n,Ck) is the largest possible number
of edges in a Ck-free graph over n vertices (see [14] for a survey on extremal graphs with
forbidden subgraphs). In particular, for odd-length cycles, the lower bound of [7] is nearly
linear. Very recently, [17] improved the lower bound for even-length cycles to Ω(
√
n/ log(n))).
2 Preliminaries
We generally work with undirected graphs, unless indicated otherwise.
The CONGEST model is a synchronous network model, where computation proceeds
in rounds. In each round, each node of the network may send B bits on each of its edges,
and these messages are received by neighbors in the current round. As is typical in the
literature, we assume B = O(logn) here (the lower bounds generalize to other settings of B
in a straightforward manner).
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Notation. We let V (G), E(G) denote the vertex and edge set of graph G, respectively, and
use the following short-hand notation:
H ⊆ G for two graphs H,G stands for the subgraph relation: H ⊆ G iff V (H) ⊆ V (G)
and E(H) ⊆ E(G).
We use A ↪→ B to denote a function mapping all elements of A into B. Specifically, if G
contains a copy of H as a subgraph, we frequently let σ : H ↪→ G denote an isomorphism
mapping the nodes of H into V (G). When the isomorphism is onto, we use the usual →,
i.e., σ : H → H ′.
If σ : H ↪→ G is an isomorphism mapping H onto a copy of H in G, we let σ(H) denote
the image of H under σ. We have σ(H) ⊆ G.
I Definition 1 (Subgraph freeness). Fix a graph H of constant size. In the H-freeness
problem, the goal is to determine whether the input graph G contains a copy of H as a
subgraph or not, that is, whether there is a subgraph G′ ⊆ G which is isomorphic to H.
We say that a distributed algorithm A solves H-freeness with success probability p if
When A is executed in a graph containing a copy of H, the probability that all nodes
accept is at least p.
When A is executed in an H-free graph, the probability that at least one node rejects is
at least p.
We typically assume constant p, e.g., p = 2/3.
The graph classes we define assume some amount of vertex connectivity, defined below.
I Definition 2 (Vertex connectivity). We say that a graph G is k-connected, for k ≥ 1, if
removing any k vertices from G (along with all their incident edges) does not disconnect G.
In Section 4 we rely on a lower bound for two-party communication complexity: we
have two players, Alice and Bob, with private inputs X,Y , respectively. The players wish
to compute a joint function f(X,Y ) of their inputs, and we are interested in the total
number of bits they must exchange to do so (see the textbook [18] for more background on
communication complexity).
In particular, we are interested in the set disjointness function, where the inputs X,Y
are interpreted as subsets X,Y ⊆ [n], and the goal of the players is to determine whether
X ∩ Y = ∅. The celebrated lower bound of [16, 20] shows that even for randomized
communication protocols, the players must exchange Ω(n) bits to solve set disjointness with
constant success probability.
3 Vertex-Replacement Reduction
In this section we describe a reduction that allows us to take any 2-connected graph H for
which we know a polynomial lower bound, attach arbitrary connected graphs to the vertices
of H to obtain a new graph H˜, and obtain the same lower bound on H˜ as for H, up to a
logarithmic factor.
Let us describe more formally what we mean by “attaching graphs to the vertices of H”.
I Definition 3 (Graph attachment). Fix two graphs G,H over vertex sets V (G), V (H) with
a unique intersection, V (G) ∩ V (H) = {v}. We define an attached graph, G ∪H, as follows:
V (G ∪ H) = V (G) ∪ V (H), and E(G ∪ H) = E(G) ∪ E(H). We refer to vertex v as the
attachment point of G ∪H.
The attachment operation trivially has the following property, which we rely on in the
sequel:
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I Property 4. Let G = H1 ∪H2, with v ∈ V (H1) ∩ V (H2) the attachment point. Then for
any two vertices w1 ∈ V (H1), w2 ∈ V (H2), any path u1 = w1, u2, . . . , u` = w2 from w1 to w2
in H must include v (that is, for some 1 ≤ i ≤ ` we have ui = v).
I Definition 5 (Compatible graphs). Let G be a graph with V (G) = [s]. We say that a
sequence of graphs H0, . . . ,Hs−1 is compatible with G if
(1) For any i ∈ [s] we have V (Hi) ∩ V (G) = {i}, and
(2) For any i 6= j we have V (Hi) ∩ V (Hj) = ∅.
If H0, . . . ,Hs−1 are compatible with G, we use the short-hand notation G∪
⋃s−1
i=0 Hi to denote
the graph defined by attaching each Hi to G (the order in which we attach H0, . . . ,Hs−1
does not matter).
I Definition 6 (The class AH). Fix a graph H on vertices V (H) = [s]. The class AH
includes any graph given by H˜ = H ∪⋃s−1i=0 Hi for H0, . . . ,Hs−1 compatible with H.
See Figure 1a for an illustration.
Now we can state our main theorem for this section.
I Theorem 7. Let H be any 2-connected graph on V (H) = [s]. If solving H-freeness requires
Ω(nδ) rounds in graphs of size n for deterministic algorithms, then for any H˜ ∈ AH , solving
H˜-freeness requires Ω(nδ/ logn) rounds for deterministic algorithms. The same relationship
holds for randomized algorithms, except that if checking H-freeness requires Ω(nδ) rounds for
randomized algorithms, then checking H˜-freeness requires Ω(nδ/ log2 n) rounds.
To prove Theorem 7, we describe a randomized reduction, which takes an algorithm for
checking H˜-freeness, and constructs a randomized algorithm for checking H-freeness. This
allows us to carry the lower bound over in the other direction, from checking H-freeness
to checking H˜-freeness. This prove Theorem 7 for randomized algorithms; to prove it for
deterministic algorithms, we derandomize our reduction.2
3.1 The Reduction
Fix an algorithm A˜ for checking H˜-freeness, with running time t(n) and success probability
p. We wish to use A˜ to check H-freeness. To do this, we have each node v of the network
choose a “role in H”, c(v) ∈ V (H); we call c(v) the color of v. Each node v then “imagines”
that it is attached to a copy of Hc(v), and we simulate the run of A˜ in the resulting network.
In the randomized reduction, each node chooses a random color; we call a copy of H
properly colored if each node chose a color that matches the vertex it is mapped to in H.
I Definition 8 (Properly-colored copies). Fix graphs G,H, such that G contains a copy of
H. Let σ : H ↪→ G map H onto its copy in G. We say that σ(H) is properly colored by an
assignment of colors c : V (G)→ V (H) if for each v ∈ σ(H) we have c(v) = σ−1(v).
Next we formally describe the algorithm A(c) that is executed for a given color assignment
c : V (G)→ V (H), where G is the network graph.
2 It is also possible to first derandomize the reduction and then apply it to either a randomized or
deterministic algorithm. However, we must first reduce the error probability of the randomized
algorithm, so either way we lose an additional logn factor.
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3.1.1 Construction of A(c)
We define a “virtual graph”, G˜c, where
(1) Each vertex v ∈ V (G) is replaced by (v, c(v)); let Gc be the resulting copy of G.
(2) Each v ∈ V (G) creates a “virtual copy” G˜v of the graph Hc(v), where each vertex
i ∈ Hc(v) is replaced by (v, i).
(3) G˜c = Gc ∪
⋃
v∈V (G) G˜v, that is, G˜c is obtained by attaching the copies G˜v for each
v ∈ V (G) to Gc.
Let U˜v = V (G˜v) denote the “virtual vertices” corresponding to the copy of Hc(v) attached
to vertex v (i.e., to vertex (v, c) in G˜c).
In A(c), we simulate the execution of A˜ in the virtual graph G˜c, with each vertex v ∈ G
simulating all the vertices in U˜v (including “itself”, vertex (v, c(v)). At the end of the
execution, each vertex v accepts if all virtual vertices in U˜v accepted, and otherwise it rejects.
The running time of A(c) in G is the same as the running time of A˜ in G˜c. Let
a = maxi |V (Hi)| be the maximum number of vertices simulated by a vertex of G in G˜c.
Then |V (G˜c)| ≤ a|V (G)|. Thus, the worst-case running time of A in G is bounded by t˜(an).
The algorithm A itself simply has each node v choose a random color c(v) ∈ V (H), and
then runs A(c). We will show that
If the graph contains a copy of H, then A accepts with probability at least p/ss;
If the graph does not contain a copy of H, then A accepts with probability at most 1− p.
3.1.2 What Could Go Wrong?
Before proving A correct, let us illustrate why the requirement that H be 2-connected is
necessary, and in general what could go wrong if we are not careful.
Figure 2 A bad example with a subgraph H that is not 2-connected.
Consider the graph H which is the line over vertices {0, 1, 2}, in increasing order. H is of
course not 2-connected. Let H0 be the graph containing only a single edge, {0, a}, and for
each i = 1, 2, let Hi be the single vertex i. The graph H˜ we obtain by attaching H0, H1, H2
to H is the line of length 3 (i.e., 3 edges).
Now let G be a graph comprising a single edge, {a, b}, and suppose that we were unlucky
and chose the color assignment c(a) = c(b) = 0. Then G˜c is a line of length 3, i.e., it contains
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H˜ as a subgraph. But G does not contain H as a subgraph, so our reduction would be
unsound if we applied it with this H.
Next we show that for subgraphs H that are 2-connected, our reduction is complete
and sound: the graph we construct contains a copy of H˜ iff the original graph contained a
properly-colored copy of H.
3.1.3 Completeness of A
Suppose that the original graph G contains a copy H, and let σ : H ↪→ G be an isomorphism
mapping H into G. Suppose further that σ(H) is properly colored by c. Conditioned on
this event, the new graph G˜c contains a copy of H˜, witnessed by the following isomorphism
σc: for each x ∈ H˜, if x ∈ Hj , then σc(x) = (σ(j), x). Thus, conditioned on the event that
we get a good coloring c, A(c) accepts with probability at least p. The overall acceptance
probability of A is at least p/ss.
3.1.4 Soundness of A
Now suppose that G does not contain a copy of H; we show that for any coloring c of G, the
corresponding graph G˜c does not contain a copy of H˜. Therefore A rejects with the same
probability that A˜ rejects, i.e., at least p.
Suppose for the sake of contradiction that there is a coloring c of G such that G˜c does
contain a copy of H˜, and let us abuse notation by denoting G˜ = G˜c. We will show that there
is some “virtual copy” G˜v which contains infinitely many distinct copies of H, which is, of
course, impossible.
First we show that any copy of H in G˜ must be entirely contained in some G˜v.
I Observation 9. For any isomorphism σ : H ↪→ G˜, there is a vertex v ∈ V (G) such that
σ(H) ⊆ U˜v.
Proof. From our assumption, there is no copy of H in G, and therefore σ(H) 6⊆ G; that is,
σ(H) must contain some “virtual nodes”. Accordingly, there must be some “virtual part”, U˜v,
such that σ(H)∩ U˜v \ {v} 6= ∅. If σ(H) is only partially contained in U˜v (i.e., if σ(H) 6⊆ U˜v),
then removing (v, c(v)) from G˜ disconnects σ(H), because any path from vertices in U˜v to
vertices outside U˜v must pass through (v, c(v)) (Property 4). But H is 2-connected, and
therefore σ(H) must be entirely contained in U˜v. J
Now fix an isomorphism σ : H˜ ↪→ G˜, and let v be the vertex from Observation 9, such
that σ(H) ⊆ U˜v. Let i = c(v).
I Observation 10. σ(Hi) 6⊆ G˜v.
Proof. Recall that U˜v is the vertex set of G˜v, which is a copy of Hi; thus, |U˜v| = |V (Hi)|,
and we can only have σ(Hi) ⊆ U˜v if σ(Hi) = U˜v. But U˜v contains at least one vertex which
is not in σ(Hi): take any vertex j ∈ V (H) \ {i} (which exists because |V (H)| > 1), and since
σ(H) ⊆ U˜v and V (H)∩ V (Hi) = {i}, we have σ(j) ∈ U˜v \ σ(Hi). Therefore σ(Hi) 6= U˜v and
σ(Hi) 6⊆ U˜v. J
I Observation 11. We have (v, i) ∈ σ(Hi).
Proof. From Observation 10, there is some u ∈ Hi such that σ(u) 6∈ U˜v. In Hi, there is a
path pi from u to i, because u, i ∈ Hi and Hi was assumed connected; the isomorphism σ
maps pi onto a path σ(pi) in G˜ from σ(u) 6∈ U˜v to σ(i) ∈ σ(H) ⊆ U˜v. By Property 4, the
path σ(pi) must include (v, i), and therefore (v, i) ∈ σ(Hi). J
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For a vertex (v, x) ∈ G˜v, let σ′ be the isomorphism between G˜v and Hi given by
σ′(v, x) = σ(x). Note that σ′(G˜v) ⊆ σ(Hi) ⊆ G˜v.
We now construct a sequence of isomorphisms σ1, σ2, . . . : H → G˜v as follows:
σ0 = σ,
σj+1(x) = σ′(σj(x)) for any j ≥ 0, x ∈ H.
Note that a-priori, this sequence is not necessarily well-defined, because σ′ can map nodes of
G˜v to nodes outside G˜v. We will show that this does not happen to nodes of H, so that we
get infinitely many copies of H inside G˜v.
For any j > 0, let
dj = distG˜v ((v, i), σj(i)).
Also, let pij be a path of length dj between (v, i) and σj(i) in G˜v. (These definitions assume
that the sequence σ1, . . . , σj is well-defined up to index j, and accordingly we will only use
them under this assumption.)
I Observation 12. Let pi ⊆ G˜v be a simple path between two vertices (v, x), (v, y) ∈ G˜v, such
that σ′(v, x), σ′(v, y) ∈ G˜v as well. Then σ′(pi) ⊆ G˜v.
Proof. Assume for contradiction that σ′(pi) 6⊆ G˜v, and let (v, w) ∈ pi be some vertex such
that σ′(v, w) 6∈ G˜v. Split pi into two sub-paths, pi1 and pi2, where pi1 connects (v, x) to (v, w),
and pi2 connects (v, w) to (v, y). The isomorphism σ′ maps pi1, pi2 into two simple paths
σ′(pi1), σ′(pi2) connecting σ′(v, x) to σ′(v, w) and σ′(v, w) to σ′(v, y), respectively. Since
σ′(v, w) 6∈ G˜v and σ′(v, x), σ′(v, y) ∈ G˜v, Property 4 asserts that σ(pi1) and σ(pi2) both
include node (v, i). But this means that σ(pi) = σ(pi1)σ(pi2) is not a simple path, which is a
contradiction, as pi is simple and σ′ is bijective. J
For convenience, let us denote σ0(i) = (v, i).
I Claim 13. Fix k > 0, and assume that σj(H) ⊆ G˜v for each j < k. Then for any 0 ≤ j < k
and 0 < ` < k with j + ` < k, there is a simple path pi ⊆ G˜v of length d` connecting σj(i)
and σj+`(i).
Proof. By induction on j.
For j = 0, this is immediate from the definition of d` as the distance in G˜v between
σ0(i) = (v, i) and σ`(i).
For the induction step, suppose that the claim holds for j: there is a simple path pi ⊆ G˜v
of length d` connecting σj(i) and σj+`(i). Assume that j + 1 + ` < k, and recall that we
assumed σr(H) ⊆ G˜v for each 0 ≤ r < k. Then in particular, σj+1(i) = σ′(σj(i)) ∈ G˜v and
σj+`+1(i) = σ′(σj+`(i)) ∈ G˜v. Thus we can apply Observation 12 to get that σ′(pi) ⊆ G˜v.
This proves the claim, because σ′(pi) connects σj+1(i) and σj+`+1(i) and has length d`. J
I Corollary 14. Fix k > 0, and assume that σj(i) ∈ G˜v for each j < k. Then for any
0 ≤ j < k and 0 < ` < k with j + `+ 1 ≤ k, there is a simple path of length d` connecting
σj(i) and σj+`(i).
Proof. If j + `+ 1 < k, this is Claim 13. If j = 0, this follows from the definition of dj , as in
the base case of Claim 13. Finally, if j + `+ 1 = k, then Claim 13 shows that there is a path
of length d` between σj−1(i) ∈ G˜v and σj+`−1(i) ∈ G˜v, and applying σ′ once more yields a
path of length d` between σ′(σj−1(i)) = σj(i) and σ′(σj+`−1(i)) = σj+`(i). J
I Claim 15. For each k ≥ 0 we have σk(H) ⊆ G˜v.
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Proof. By induction on k. The base case, k = 0, is by choice of v, i.
For the induction step, let k ≥ 1, and assume that σj(H) ⊆ G˜v for each j < k.
It suffices to find some j < k such that there is a path of length at most dj between
σj(i) and σk(i): since dj is the distance from σj(i) to (v, i), any path of length at most dj
starting at σj(i) ends inside G˜v. We therefore get that σk(i) ∈ G˜v, and since any copy of H
is entirely contained in some G˜w for w ∈ V (G) (Observation 9), σk(H) ⊆ G˜v.
Let us write k = 2j + b for j > 0 and b ∈ {0, 1}. By Corollary 14, there is a path pi ⊆ G˜v
of length dj connecting σj+b(i) and σ2j+b(i) = σk(i). If k is even, i.e., b = 0, then we are
done, as there is a path of length dj between σj(i) and σk(i).
Suppose now that k is odd, i.e., b = 1. Then we just showed that there is a path of length
dj connecting σj+1(i) and σk(i). If dj ≤ dj+1, then we are done. Otherwise, dj > dj+1. By
Corollary 14, there is a path of length dj+1 < dj between σj(i) and σ2j+1(i) = σk(i), so
again we are done. J
Next we show that the copies σ1(H), σ2(H), . . . cannot overlap completely.
I Claim 16. For each 1 ≤ j < k we have σj(H) 6= σk(H).
Proof. By induction on j.
For the base case, observe that for any k > 1 we have σ(H) 6= σk(H): since H ∩Hi = {i},
we know that σ(H) ∩ σ(Hi) = {σ(i)}, but for all k > 1 we have σk(H) ⊆ σ(Hi). Therefore
σ(H) ∩ σk(H) ⊆ {σ(i)}, and since |H| > 1 we get that σ(H) 6= σk(H).
Now suppose the claim holds for j, and suppose for the sake of contradiction that
σj+1(H) = σk(H) for some k > j+1. Since σj+1(H) = σ′(σj(H)) and σk(H) = σ′(σk−1(H)),
and σ′ is bijective, we get that σj(H) = σk−1(H), which contradicts the induction hypothesis
(as k > j − 1). J
We have reached a contradiction: we have an infinite sequence of copies σ1(H), σ2(H), . . .
all contained in G˜v but no two are identical. This is impossible, because G˜v is finite.
3.2 Lower Bound for Randomized Algorithms
We can now use the reduction described above to prove Theorem 7 for randomized algorithms.
Proof of Theorem 7 for randomized algorithms. Fix an algorithm A˜ for solving H˜-freeness,
with success probability p > 1/2 and running time t(n).
Our first step is to construct from A˜ an algorithm A˜′, such that in graphs of size s ·n, the
success probability of A˜′ in solving H˜-freeness is at least p′ ≥ p such that 1− p′ < p′/ss, that
is, p′ > 1/(1 + 1/ss). To do this, we execute A˜ sequentially C · logn times for some constant
C, and have each vertex accept iff the majority of iterations of A˜ accepted. If the graph is
not H˜-free, the expected number of executions that accept is at least Cp logn, and if the
graph is H˜-free, the expected number of iterations that accept is at most C(1− p) logn. We
choose C a sufficiently large constant so that by Chernoff, if the graph contains a copy of H˜,
then a given vertex rejects with probability at most p′/(sn), and if the graph is H˜-free, then
the probability that all vertices accept is at most p′. A union bound then gives the desired
success probability for A˜′.
Next, we use the transformation described above to obtain an algorithm A for solving
H-freeness with running time (Ct(sn) log(n)) in graphs of size sn. In graphs that contain a
copy of H, the probability that A accepts is at least p′/ss, and in graphs that are H-free the
probability that A accepts is at most 1− p′. Since we chose p′ so that 1− p′ < p′/ss, we can
again use C ′ · logn iterations of A for some constant C ′ to increase the success probability
to 2/3. The resulting running time is C · C ′ · t(sn) log2 n, and we know that Ω(nδ) rounds
are required for solving H-freeness; therefore, t(N) = Ω(Nδ/ log2N). J
OPODIS 2017
6:10 Lower Bounds for Subgraph Detection in the CONGEST Model
3.3 Derandomizing the Reduction
To obtain a deterministic reduction, we use a trick often used in the context of graph coloring.
We fix a set of L color assignments c1, . . . , cL : [n]→ [s] with the following property:3
I Property 17. Take any graph G on n vertices containing a copy of H, and let σ : H ↪→ G
map H onto its copy in G. Then σ(H) is properly colored by at least one color assignment ci
for i ∈ [L].
I Lemma 18. There is a list c1, . . . , cL with L = O(logn) satisfying Property 17.
Proof. We choose L random color assignments, and show that for L = O(logn), the
probability that the list we sampled satisfies Property 17 is greater than zero.
Let s = |V (H)|, and let L = α logn, where α ≥ 1 is a constant we will fix later. Consider
a specific copy σ(H) of H, identified by the vertices v1, . . . , vs ∈ [n]. The probability that a
random assignment c : V (G)→ V (H) colors σ(H) properly is 1/ss. The probability that c
fails to color σ(H) properly is 1− 1/ss, and the probability that L random assignments all
fail to color σ(H) properly is(
1− 1
ss
)L
≤
(
e−1/s
s
)L
= e−L/s
s
=
(
1
n
)α/ss
.
By union bound, the probability that a list of L random color assignments is bad for any
copy of H is bounded by ns · (1/n)α/ss , and choosing α a sufficiently large constant, this
probability is strictly smaller than one. J
I Corollary 19. If solving H-freeness requires Ω(nδ) rounds in graphs of size n for determ-
inistic algorithms, then solving H˜-freeness also requires Ω(nδ/ logn) rounds for deterministic
algorithms.
Proof. Fix c1, . . . , cL : V (G)→ V (H) satisfying Property 17, with L = O(logn).
Given a deterministic algorithm A˜ for testing H˜-freeness, we construct a deterministic
algorithm A for testing H-freeness, by repeating the simulation from the proof of Theorem 7
with each ci for i ∈ [L]. If at least one iteration of A˜ accepts, then A accepts.
If A˜ requires t(n) rounds in graphs of size n, then A requires t(sn) logn rounds.
When we run A in a graph that does not contain a copy of H, we showed that no color
assignment produces a copy of H˜, and therefore A˜ rejects in all of its iterations. Therefore,
A rejects as well.
When we run A in a graph that contains a copy of H, there is some i such that ci colors
the copy of H properly, and in this case we showed that the virtual graph G˜ contains a copy
of H˜. In iteration i, A˜ accepts, and therefore so does A. J
4 Edge-Replacement Reduction
In this section we describe another reduction, which replaces the edges of a graph with other
graphs. We choose to work with the 4-cycle C4 as our starting graph whose edges we replace.
(Any larger cycle would do just as well but would not give us any additional results, as larger
cycles can be constructed from C4 by replacing a single edge with a line comprising several
edges.)
3 Here we assume that the nodes of the graph in which our algorithm is executed have IDs {1, . . . , n},
but this assumption is not necessary. The IDs can be drawn from a polynomially-large namespace; the
proof of Lemma 18 still goes through, with a larger constant.
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I Definition 20 (The class B). A graph H on vertices V = {0, . . . , k − 1} is in B if it satisfies
the following conditions:
(1) H is 2-connected, and
(2) There are four subsets V0, . . . , V3 ⊆ V such that
(a) Vi ∩ V(i+1) mod 4 = {(i+ 1) mod 4} for each i ∈ {0, . . . , 3},
(b) Vi ∩ Vj = ∅ for each i, j ∈ {0, . . . , 3} where j 6= (i+ 1) mod 4,
(c) The subgraph Hi induced by H on Vi is connected,
(d) For each i ∈ [3], the graph Hi does not contain a copy of the other three attached to
each other,
⋃
j 6=iHj .
For an illustration, see Figure 1b. We believe the last requirement is not necessary for the
reduction, but our current proof of soundness requires it.
Our approach for proving a lower bound for graphs in the class B is to modify the
reduction from [7], which was originally used to show a lower bound of Ω˜(
√
n) for checking
C4-freeness. As in [7], we require dense graphs that are free of cycles up to some length. We
use the construction of [19], as stated in [14], Theorem 4.47:
I Theorem 21 ([19]). For any n, g ≥ 1 there is a bipartite graph on n vertices, with girth at
least 2g + 2, and Ω(n1+(g)) edges, where
(g) =
{
2/(3g − 3), if g is odd,
2/(3g − 3 + 1), if g is even.
Now we can state our result:
I Theorem 22. For each H ∈ B there is some δ ∈ (0, 1/2] such that testing H-freeness
requires Ω(nδ) rounds for randomized algorithms.
The proof is a reduction from two-party communication complexity: we show that if
there is a fast algorithm for H-freeness for some H ∈ B, then we can construct from this
algorithm a communication-efficient protocol for set disjointness. Because we know that set
disjointness requires Ω(n) bits of communication, we obtain a lower bound on the number of
rounds required for H-freeness for H ∈ B.
Proof of Theorem 22. For each i = 0, . . . , 3, let ki be the distance between i and (i +
1) mod 4 in Hi, and let k =
∑3
i=0 ki. Assume w.l.o.g. that k0 + k2 ≥ k1 + k3 and k2 ≥ k0.
Observe that H contains the cycle Ck, passing through nodes 0, 1, 2, 3 in this order.
Fix a bipartite graph F with girth greater than bk/k0c and with m edges, {e1, . . . , em}.
Direct the edges from one side to the other, and let us denote (u, v)−1 = (v, u).
We reduce from set disjointness on m elements as follows.
Given inputs X,Y ⊆ [m], Alice and Bob jointly construct a graph GX,Y , which consists
of many copies of H0, . . . ,H3, where
Alice decides which copies of H0 to include in GX,Y , depending on her input X;
Bob decides which copies of H1 to include in GX,Y , depending on his input Y ;
The set of copies of H1, H3 that are included in GX,Y is fixed and does not depend on
the input.
The various copies of H0, . . . ,H3 are connected to each other at vertices 0, . . . , 3 in such a
way that a copy of H appears iff X ∩ Y 6= ∅.
Each of the copies of Hi is associated with a directed edge e ∈ [n]2, and accordingly, we
name each copy Hei , where i is the index of the graph Hi of which Hei is a copy, and e ∈ [n]2
is the edge with which it is associated.
We now describe the construction formally.
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Step 1: Creating copies of H0, . . . ,H3
For an edge e = (u, v) ∈ [n]2 and a graph Hi where i ∈ [3], we create a copy of Hi denoted
H
(u,v)
i , over the vertices
V
(
H
(u,v)
i
)
= {(i, u), ((i+ 1) mod 4, v)} ∪ {(x, i, (u, v)) | x ∈ V (Hi) \ {i, (i+ 1) mod 4}} .
The original Hi is mapped onto its copy H(u,v)i by the isomorphism σ
(u,v)
i , defined as follows:
The vertices i and (i+ 1) mod 4 of Hi are mapped by σ(u,v)i to (i, u), ((i+ 1) mod 4, v) in
H
(u,v)
i , respectively. Vertices y are called the endpoints of H
(u,v)
i . Note that these vertices
can be shared between different copies He1i and H
e2
j ; we elaborate below, in Property 23.
Any other vertex, x ∈ V (Hi) \ {i, (i+ 1) mod 4}, is mapped by σ(u,v)i to a “fresh vertex”
denoted (x, i, (u, v)), which is not shared with any other copy.
As we said, some of the copies share vertices; the following property characterizes the
copies that do and do not share vertices, and which vertices are shared.
I Property 23. For any (i, ui, vi) 6= (j, uj , vj),
If j = (i+ 1) mod 4 and vi = uj, then V (H(ui,vi)i ) ∩ V (H(uj ,vj)j ) = {((i+ 1) mod 4, vi)};
If i = (j + 1) mod 4 and vj = ui, then V (H(ui,vi)i ) ∩ V (H(uj ,vj)j ) = {((j + 1) mod 4, vj)};
If neither condition above holds, then V (H(ui,vi)i ) ∩ V (H(uj ,vj)j ) = ∅.
Selecting copies for GX,Y
Not all the copies Hei described above actually appear in the graph GX,Y constructed by the
players; as we said, the players choose which copies to include based on their inputs.
Recall that F is a bipartite graph with girth greater than bk/k0c and with m edges,
{e1, . . . , em}, which we directed from one side to the other. Recall also that X,Y ⊆ [m], so
Alice and Bob can view their inputs as sets of edges from F . The graph GX,Y is constructed
by attaching together four sets of copies:
GX,Y =
3⋃
i=0
{
Hei | e ∈ EX,Yi
}
,
where the edge set EX,Yi is given by:
For i ∈ {1, 3} we define EX,Yi = {(u, u) | u ∈ [n]},
For i = 0 we define EX,Y0 = {ex | x ∈ X}, and
For i = 2 we define EX,Y2 =
{
e−1y | y ∈ Y
}
.
The Simulation
We describe how Alice and Bob simulate the execution of a distributed algorithm for testing
H-freeness in the graph GX,Y . Let GA be the subgraph of GX,Y induced by all the nodes
participating in copies He0 for some e ∈ F , and let GB be the subgraph of GX,Y induced by
all the nodes participating in copies He−12 for some e ∈ F . Alice simulates all the nodes in
GA, and Bob simulates the nodes in GB ; the remaining nodes are simulated by both players,
using public randomness to agree on their random choices. Note that by construction, each
player knows all internal edges on their side of the graph (GA, GB respectively), and both
players know the structure of the shared part of the graph.
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In each round, Alice sends Bob the messages sent on each edge adjacent to nodes (0, u),
(1, u) for each u ∈ [n], and Bob sends Alice the messages sent on each edge adjacent to
nodes (2, u), (3, u) for each u ∈ [n]. The players then feed these messages to the nodes they
simulate, and also compute the messages sent on internal edges in GA (for Alice) or GB (for
Bob), and feed them in as well.
If ∆ is the total degree of nodes 0, 1, 2, 3 in H, then the total number of bits required for
each round of the simulation is ∆n logn = O(n logn).
Correctness of the Reduction
First, suppose x ∈ X ∩ Y , and let ex = (u, v). Then Alice and Bob both add copies
H
(u,v)
0 , H
(v,u)
2 , with H
(u,v)
0 connecting nodes (0, u) and (1, v), and H
(v,u)
2 connecting nodes
(2, v) and (3, u). Because in GX,Y there is always a copy H(v,v)1 of H1 connecting (1, v) to
(2, v), and there is always a copy H(u,u)3 of H3 connecting (3, u) to (0, u), we get a complete
copy of H.
Now suppose that X∩Y = ∅, and assume for the sake of contradiction that GX,Y contains
a copy of H.
I Observation 24. In GX,Y there is no copy of H which intersects at most one copy H(u,v)i
for each i ∈ [3].
Proof. Suppose there is such a copy. Because |V (H)| = ∑3i=0 |Vi|, this copy of H must also
intersect at least one copy H(ui,vi)i for each i ∈ [3], and since H is connected, these four
subgraphs must share vertices (as there are no edges between the non-shared vertices of
two distinct copies). By Property 23, we must have vi = u(i+1) mod 4 for each i ∈ [3]. In
particular, v0 = u1 = v1 = u2, and v2 = u3 = v3 = u0. But such copies would only be added
to the graph if there exist edges ex = (u0, v0) ∈ E(F ) with x ∈ X, and ey = (v2, u2) ∈ E(F )
with y ∈ Y . Since v2 = u0 and u2 = v0, we get that x = y and hence X ∩ Y 6= ∅, contrary to
our assumption. J
I Claim 25. In GX,Y , any cycle Cd with d ≤ k is entirely contained in some copy Hei for
i ∈ [3] and e ∈ [n]2.
Proof. Consider a cycle Cd in GX,Y which is not entirely contained in any copy Hxi . Let
(i1, e1), . . . , (ia, ea) be the sequence of copies of Hejij through which Cd passes. Then C
′ =
e1, . . . , ea is a cycle: the various copies connect to each other only at their endpoints, and if
Cd enters some copy through one endpoint it must exit at the other (it is a simple cycle, so
it cannot exit through the vertex where it entered).
Recall that F is a bipartite graph with girth greater than bk/k0c.
Consider first a cycle Cd completely contained in Alice’s side of the graph, GA. Then
each edge ej of C ′ corresponds to a passage through copy Hej0 and adds at least k0 edges, as
this is the distance between vertices 0 and 1 inside H0. However, the girth of F is greater
than bk/k0c, so |C ′| > bk/k0c, that is, Cd must pass through at least bk/k0c+1 copies before
the cycle can close. This yields a total length of at least (bk/k0c+ 1) · k0 > k ≥ d.
Next, suppose that Cd is entirely contained in GB . The same argument holds, except that
each passage through a copy of H2 adds k2 edges instead of k0. Since k2 ≥ k0 by assumption,
we still get a total length of at least (bk/k0c+ 1) · k2 ≥ (bk/k0c+ 1) · k0 > k ≥ d.
Finally, suppose Cd is not entirely contained in GA or in GB. Because the copies{
H
(u,u)
1 , H
(u,u)
3
}
u∈[n]
are not connected to each other, and Cd is not contained in any single
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copy, it must go through some copies of H0 and H2 as well. We know from Observation 24
that Cd cannot use only one copy of Hi for each i ∈ [3].
Since F is bipartite, Cd must use at least two copies of H0 from Alice’s side, two copies
of H2 from Bob’s side, and either two copies of H1 or two copies of H3. Therefore the length
of the cycle is at least 2(k0 + k2 + min(k1, k3)) ≥ k + 2 min(k1, k3) > k ≥ d. J
I Corollary 26. There exist i ∈ [3] and u, v ∈ [n] such that for each j 6= i, j ∈ [3] we have
σ(Hj) ⊆ H(u,v)i .
Proof. From the definition of the class B, the graph H contains a cycle Ck passing through
vertices 0, 1, 2, 3, and from Observation 25, σ maps this cycle into some copy, that is,
σ(Ck) ⊆ H(u,v)i for some i ∈ [3] and u, v ∈ [n].
Recall that H(u,v)i is connected to the rest of GX,Y only at its own endpoints (i, u)
and ((i + 1) mod 4, v), and that in H, each subgraph Hj connects to the next subgraph
H(j+1) mod 4 at the endpoint (j + 1) mod 4. This means that there is at most one j ∈ [3]
such that σ(Hj) 6⊆ H(u,v)i : all paths from σ(0), . . . , σ(3) to vertices outside H(u,v)i must pass
through an endpoint of H(u,v)i , either (i, u) or ((i + 1) mod 4, v). Thus, if there is some
x ∈ Hj such that σ(x) 6∈ H(u,v)i , then any path from σ(x) to σ(j) must pass through (i, u)
or through ((i+ 1) mod 4, v). In fact, because H is 2-connected, there must be two paths
from σ(x) to σ(j), one using (i, u) and one using ((i+ 1) mod 4, v), otherwise removing one
endpoint would disconnect H. But this implies that (i, u), ((i+ 1) mod 4, v) ∈ σ(Hj), and
hence for any j′ 6= j there is no path inside σ(Hj′) from σ(j′) to any node outside H(u,v)i
Because Hj′ is connected, we get that σ(Hj′) ⊆ H(u,v)i .
We have now shown that there is at most one j ∈ [3] such that σ(Hj) 6⊆ H(u,v)i . Note
in addition that we cannot have σ(Hi) ⊆ H(u,v)i , as H(u,v)i is isomorphic to Hi, and in
addition at least two nodes in H(u,v)i are not in the σ-image of Hi (nodes (i+ 2) mod 4 and
(i+ 3) mod 4). It follows that if some Hj “escapes” H(u,v)i , i.e., if σ(Hj) 6⊆ H(u,v)i , then j = i.
In other words, for each j 6= i we have σ(Hj) ⊆ H(u,v)i . J
From the corollary we get that there is some i ∈ [3] which contains a copy of ⋃j 6=iHj ,
contradicting condition (d) of the class B. This concludes the proof of soundness for the
reduction.
Putting Everything Together
Let g = bk/k0c. By Theorem 21, there is a bipartite graph with girth greater than g and
m = Ω(n1+) edges, where  = Θ(1/g). Set F to be such a graph.
The size of the graph GX,Y is bounded by m · (|V0|+ |V 2|) + n · (|V1|+ |V3|) ≤ n1+ · s,
where s = |V (H)|. We know that to solve disjointness over m elements we require a total of
Ω(m) bits, and our simulation requires O(n logn) bits per round, so the number of rounds of
any randomized algorithm testing H-freeness in GX,Y is Ω(m/(n logn)) = Ω(n/ logn) in
the worst case.
Now let us express this result in terms of the size of the graph GX,Y : set N = |V (GX,Y )| ≤
n1+s, where s is the size of H (a constant). Then n = Θ(N1/(1+)), and the running time
we get is Ω(N /(1+)/ logN) rounds. J
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5 Conclusion
In this paper we made a step towards understanding which subgraphs are hard to detect in
the distributed setting: we showed that if H is a 2-connected graph that is hard to detect,
then any graph obtained from H by replacing its vertices with other graphs will also be
hard; and that if we take a cycle and replace its edges with other graphs, then under some
conditions, then resulting graph will still be hard.
In our view, the main open question raised by our work is the following: is there a
2-connected graph H such that H-freeness can be solved in sub-polynomial time? Or are all
2-connected graphs hard?
As we pointed out in Section 1, if indeed all 2-connected graphs are polynomially hard,
then our first reduction implies that any graph that is not a tree is polynomially hard, yielding
a strong dichotomy between trees, which only require O(1) rounds to detect [8], and any
other connected graph.
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