Introduction
A fundamental challenge for animals in the natural world is knowing when to acquire new information, and also when to use or ignore such new information. Students of animal behaviour recognize the importance of learning as a fundamental mechanism enabling animals to adjust their choices and behaviours. Learning enables animals to keep up with, or track, changes in important resources such as food, mates and nest sites. Tracking changes in resources requires animals to make decisions on when to sample resources and then how to apply the information gained through sampling in future decisions. The question of when to acquire new information is arguably understudied. While much empirical attention is paid to learning, relatively less has been devoted to this initial first step of encountering new information, a process typically described as sampling. While learning is always occurring, in the natural world, much information must first be encountered and attended to (and thus sampled) to be ultimately learned. Sampling information can come with direct fitness costs ( predation, sampling poisonous food), indirect costs such as opportunity costs, and learning itself has its own array of costs. Given that many aspects of the world are changing to some extent, and the many costs involved, learning when to acquire and then use information can be advantageous for an animal [1] . When should animals acquire new information and when should they stick with what they already know? And once animals have sampled new information, will they modify their choices, such that they are able to track any changes that may have occurred? This is a fundamental question of when to be plastic with behaviour.
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The problem of when to track changes in known resources has a long history in foraging theory, but experimental tests of predictions about under which environmental conditions animal will sample and track changes are limited (e.g. [2] ). What affects when information should be used? One important factor in countless theoretical treatments on the value of information and of learning is the rate of change in the environment (e.g. [3] [4] [5] [6] [7] ). A second important factor is the relative costs and benefits of making each possible choice. Mathematical formalizations of a sampling and tracking scenario based on these factors give similar predictions [8] [9] [10] . In these models, foragers choose between two options. One option is a resource type that yields a consistent but mediocre reward; the other option is a resource type that fluctuates in time between a good reward and a poor one. Thus, the value of one resource type is 'known', while the value of the second type is uncertain, requiring sampling to determine whether it is currently better or worse than the 'known' option. Learning and decision-making are then required to put that sampled knowledge into use. How frequently should a forager sample this fluctuating resource? The optimal solution for a forager maximizing food gain is to minimize making errors (and 'paying' their associated costs): sampling too often when the fluctuating environment is poor, and sampling too rarely when the fluctuating environment is good. Both errors result in costs of lost potential reward. If the animal samples too often, when the state has remained bad, it loses the difference between a bad reward and what it could be obtaining on the steady resource (a sampling error; figure 1). However, if the animal does not check enough, it risks missing the change to a good state, losing the difference between the good reward and the steady, mediocre reward (an over-run error). Solving the problem of how often to sample a resource about which the animal is uncertain means minimizing these potential errors.
Theory predicts that the rate of change in the environment and the relative values of the potential rewards each influence when sampling and tracking change are profitable. The rate of change matters because change affects the underlying value of information. The key assumption here is that information is only valuable if it can guide the future actions of our animal. For instance, if the world changes frequently and unpredictably, then information effectively has no value because it cannot accurately guide future behaviour (e.g. [3, 5, 11] ). Similarly, in an environment that never changes, the current state predicts all future states and sampling (after learning the current state once) is not useful. Thus, sampling new information is only worthwhile at moderate rates of change [9, 10] . These rates of change can be combined with the costs and benefits of sampling to determine a full view of where sampling is worthwhile. The general sampling framework described above is useful because it gives areas of theoretical space where acquiring and using new information is valuable, and when it is not valuable and this allows us to make predictions about when animals should sample a changing resource. Key to this general task in nature is an animal's ability to essentially learn when it should sample, and thus be able to learn about changes that may have occurred. Predictions about how potential rewards and differing rates of environmental change will affect sampling have been tested in birds under a limited range of parameters, and generally hold up: relative rewards matter and change matters qualitatively in when birds sample a fluctuating resource [10, [12] [13] [14] .
Birds, however, are not the only animals facing choices in a complex and changing world and evolving the cognitive capacity to make these choices accurately. Other foragers, such as invertebrate nectar foragers, for instance, face a variable world. The foraging world for bumblebees, the subject of our study, is quite dynamic: flowers tend to be an ephemeral resource with nectar availability varying among individual plants, over the course of the day and over the course of a season as available flowers types change (e.g. [15 -17] ), as well as varying depending on the level of exploitation by other foragers. Across dozens of studies with bumblebees, it has become clear that these animals are incredibly plastic in their foraging behaviour, and are able to learn from multiple sources of information. They can make foraging decisions and learn based upon a range of attributes of flowers, such as shape, colour and odour (e.g. [18 -21] ). Foragers can also gain information from other bees directly, by observing where they are foraging (e.g. [22 -24] ) and the floral odours they bring back into the colony [25, 26] , as well as from other bees indirectly, including odour footprints on flowers (e.g. [27] ), cues of danger [28] and how to forage [29] . Bumblebees are also able to use these cues flexibly, based on patterns of reliability of reward (e.g. [30, 31] ) and show robust reversal learning (e.g. [32, 33] ). Finally, bumblebees appear to integrate many sources of information when making choices, as well as integrate information over multiple previous experiences with different outcomes (e.g. [34, 35] ).
Sampling theory gives us a valuable framework in which to evaluate how bumblebees respond to uncertainty due to changing environments, how potential rewards affect their choices in these changing worlds and whether or not economic conditions accurately predict their constancy. Our test of this theory using nectar-foraging bumblebees goes beyond what has been done in two ways. First, we use an invertebrate to test whether they can acquire the information about the value and rate of change of alternative resource types and use it as predicted. Such tests have previously been confined entirely to vertebrates. Second, although environmental stochasticity is considered to be a fundamental driver of the evolution of learning and information use in animals, it has rarely been manipulated in formal factorial designs, probably due to the requirement of larger sample sizes. With bumblebees, we were able to achieve the sample sizes needed to test a range of parameters, testing three levels of sampling cost and four levels of environmental persistence. Our predictions are as follows. We predict sampling behaviour will be observed when the world is moderately persistent and the good state of the fluctuating resource is highly rewarding. When the world changes too much, or very little, we predict low amounts of sampling and high amounts of constancy in choice, in this case on the resource that is best on average. We also predict that sampled changes will then be tracked: that bees will use experience gained from sampling to shift their choices and maximize their rewards. While tracking provides a measure of how well bees match their decisions to perfect environmental knowledge, the currency they are gaining is sucrose; thus we also test how environmental persistence and potential reward interact to influence how well they acquire that sucrose reward.
Material and methods

Colonies and subjects
We used 96 individuals from nine colonies of Bombus impatiens obtained from Koppert Biological Systems (Romulus, MI, USA). We marked individuals with numbered tags within a day of eclosion. During the period of the experiment, we maintained the colonies on 15% (volume : volume of water) sucrose solution. We chose this amount to match the concentration of the stable option within the experiment (see below). Because this is a relatively low concentration of sucrose, colonies were only used in the experiment for up to 30 days and then temporarily removed from assays for at least 30 days. We maintained colonies on 50% sucrose solution when not being used in the experiment. We also placed pollen (harvested from honeybees and fresh-frozen; Koppert Biological Systems) directly in the nest each day. The amount increased with colony size but was equivalent to what it would take the colony around 10 min to consume and/or store (this was intended to be close to ad libitum). To forage for sucrose solution, bees travelled outside of the nest-box and through 50 cm of 3 cm diameter clear plastic tubing to reach a foraging arena containing two gravity feeders. We chose our subjects among the bees actively foraging in the hour prior to testing, and tested a bee by diverting her away from the foraging tube and into a tube leading to our maze by means of gates inside the tube.
Apparatus
Our experiment involved asking individual bees to choose between a stable, but mediocre, resource (offering sucrose solution at moderate concentration) and a variable resource offering sucrose solution at either weak or strong concentration. Each resource type was associated with a consistent colour. Subjects made their choices by walking through a serial system of 10 Y-mazes allowing bees to make 10 consecutive choices. Each maze segment offered one option in one arm and the other option in the other arm; options were indicated by either blue or yellow (figure 2). The hexagonal colour space of these colours [36, 37] is in figure 3 .
The colour stimuli were presented as 2.5 Â 7.5 cm rectangles of 2 mm thin craft foam placed on the floor of the arm of each maze; we covered each piece of foam with a clear glass microscope slide of the same dimensions (replaced with clean slides for each new trip). We presented the reward as a 6 ml drop of sucrose solution placed at the end of each microscope slide, above a small square target pattern placed into the craft foam stimulus. We placed additional squares of 2.5 Â 2.5 cm foam at the terminal ends of each choice arm. These squares were placed in an upright position. This gave the bee two opportunities to discern the colour in a choice arm: either on the ground where the sucrose solution was presented or to the front of her as she looked into the choice arm. We randomized the colour (yellow or blue) assigned to each resource type (stable or fluctuating) across subjects, and balanced colour within treatments (described below). We also randomized the location of the choices (right or left) for each trial.
To prevent the use of odour cues from 'footprints', we lined each maze segment with a clean acetate transparency sheet, cut to fit and replaced it with a clean sheet for each new trip. We used a series of wooden gates to guide each bee through the maze and prevent her from reversing her course after experiencing a reward. In this way, we ensured that for any trial, the bee only experienced the reward associated with the choice she made, and then moved forward to the next Y-maze. rsfs.royalsocietypublishing.org Interface Focus 7: 20160149
A trial was defined as a single choice (i.e. resource visit). Because bumblebees need to acquire experience with many trials, each subject was allowed to make eight complete trips through the 10-maze system for a total of 80 trials. Once bees started foraging in the maze, they very rarely stopped before completing the 80 total choices. At the end of each run through the maze system, the bee would enter tubing which connected to the foraging box, and from there to the nest-box, where she unloaded the nectar gathered, and upon leaving the nest-box again for a new trip, she was diverted back into the maze.
Experimental design
We used a factorial design for the experiment, manipulating environmental persistence and the costs of different error types. We express these error costs in a single ratio: 1 (error ratio) ¼ sampling error cost/over-run error cost. An over-run error is a failure to get the good reward at the fluctuating resource because the bee failed to sample it (and thus failed to notice that the reward had changed from poor to good); a sampling error occurs when the bee samples the fluctuating resource in a poor state, thus foregoing a mediocre reward at the stable resource. The relative cost of these error types is calculated by comparing the sucrose amounts available in each choice: for instance, the cost of one over-run error is the difference between the [value of good state of fluctuating resource] 2 [value of steady resource]. We factorially manipulated three levels of error ratio and four levels of persistence. We then randomized the order of these treatments over time within eight blocks of the 12 treatment combinations.
We chose an array of error ratios consisting of one ratio where over-run costs were high (1 ¼ 0.28), one ratio where sampling costs were high (1 ¼ 2) and one ratio where costs were equal (1 ¼ 1, i.e. failing to sample when one should have and sampling when one should not have result in the same amount of sugar lost). The case where the costs are equal (1 ¼ 1) is equivalent to classic tests of risk sensitivity: the mean of the varying resource is the same as the value of the steady resource. To generate the different levels of error ratio, we manipulated how profitable the 'good' alternating reward was and kept all other rewards the same. The profitability of rewards was manipulated in terms of sucrose concentration. For all treatments, the stable resource was 15% v/v sucrose solution and the 'bad' alternating resource was 5% v/v solution; the good reward was set to 50%, 25% and 20% v/v sucrose solution for error ratios of 0.28, 1 and 2, respectively.
We defined the level of persistence, q, as the probability that the alternating resource remained in the same state in the next trial. We chose a quite persistent environment, a changing but not completely unpredictable environment and two levels equidistant between our extremes. Our levels of persistence were 0.99, 0.86, 0.73 and 0.60. Thus, in the 'quite persistent' environment where q ¼ 0.99, the fluctuating resource is expected to change in state (from 'bad' to 'good' or vice versa) on average only once in 100 visits. To enact these levels of change, we simulated a unique series of values for each subject for the alternating resource for 80 trials for each subject (using Matlab). For half of the subjects in a given treatment, the alternating environment began in the 'good' state, for the other half it began in the 'bad' state.
Dependent measures
We recorded each choice made by a subject. From these data, we determined which choices constituted sampling events, how closely the bees tracked the environment and what types of errors the bees made, as detailed below.
Sampling
We defined sampling as a visit to the fluctuating resource when the last experience with the fluctuating resource was bad, since such a visit only seems functional to collect information about whether the state of the resource has changed (if it has not, a higher reward is available at the steady resource). We quantified sampling behaviour in two ways. One method focused on the frequency of sampling in any given choice (following [10] ), while the second focused on the sampling interval, i.e. the number of trials passing between each sampling event (following [8, 9] ). To quantify sampling frequency, we count each instance of sampling and then divide it by the number of choices during which the bee could have sampled. We compare sampling frequency to predictions of the Shettleworth et al. [10] 
The derivations of this prediction can be found in Shettleworth et al., but it essentially uses statistical decision theory to create a Markovian transition matrix of the probabilities of each state of the environment occurring and the values of making each possible choice.
Our second measure is the sampling interval, which is equal to the number of trials that pass between sampling events, regardless of the number of opportunities for sampling. While sampling interval is a classic measure of sampling (e.g. [9, 12] ), it depends directly on the rate of change in the environment (given how we identify instances of sampling), in addition to the bee's behaviour. Sampling intervals are thus less directly comparable across different environmental persistence levels. We qualitatively compare our data to Stephens' predictions [9] . The equations are derived in that paper, but following Stephens, we completed a series of numerical calculations, where N is the sampling period:
Because we predict that bees will use experience to influence their choices, early choices where bees are presumably gaining this experience about the persistence and potential rewards should differ from later choices. Thus, we split the choices of the bees into two blocks of 40 trials each, and then analysed these choices using a repeated measures ANOVA with factors of persistence and error ratio.
Tracking
We defined tracking as matching the more rewarding resource at a given opportunity to choose: that is, choosing the fluctuating resource when it was in a good state, and choosing the steady resource when the fluctuating resource was in the bad state. Tracking and sampling are not independent, as discussed below. We calculated the proportion of 'correct tracking' choices each bee made across her 80 trials, splitting trials into blocks of 40 trials each to test for the effect of experience. For analyses with proportional data, we used the arcsine transformation. We also calculate a measure of foraging success, which should relate to tracking. We calculated foraging success as total sucrose gain by assuming that each visited resource is emptied, and adding the offered rewards from all visited resources for each bee. Foraging success is reflected in total sucrose gain.
Results
Sampling
We look first at the proportion of trials in which bumblebees sample the fluctuating resource, when sampling is possible rsfs.royalsocietypublishing.org Interface Focus 7: 20160149 (choosing the fluctuating resource after experiencing it in the bad state). Following theory, we expect significant effects of persistence and error ratio if bees are adjusting their sampling behaviour as predicted, as well as an interaction between the two, for both measures. We first find that experience affected how frequently bees sampled, with sampling being significantly less frequent overall in the second block (effect of block: F 1,84 ¼ 9.53, p ¼ 0.0027). We also found statistically significant effects of both persistence (q) and reward error ratio (1) (F 3,84 ¼ 8.60, p , 0.00005 and F 2,84 ¼ 3.14, p ¼ 0.048, respectively). Bees decrease their sampling when the fluctuating resource is very persistent and sample the most when that resource is least persistent. Bees sample the least when the fluctuating resource is the poorest on average (1 ¼ 2). No interactions were statistically significant.
As bees changed their behaviour with experience, we focused on the last 40 trials for each bee to consider how well bee behaviour matched theoretical predictions once they had gained some knowledge of the experimental world (figure 4).
We analysed the arcsine transformed proportion of trials in which bees sampled (described above) in an ANOVA with factors of persistence and reward error ratio. As predicted before with all trials included, we found statistically significant effects of persistence (F 3,84 ¼ 8.99, p ¼ 0.00003), and reward error ratio (F 2,84 ¼ 5.23, p ¼ 0.007). Thus, experience is moving bees closer to the predicted responses. The interaction between persistence and error ratio was not statistically significant (F 6,84 ¼ 1.34, p ¼ 0.25).
We next look at the intervals between sampling events for each bee. We computed a mean sampling period for each bee to gain a single value for each bee, and analysed these data with an ANOVA with factors of persistence, q, and reward error ratio, 1 (figure 5). Unlike our first measure of the proportion of sampling choices, the sampling interval can inherently reflect patterns of persistence in the environment. We used a square root transformation on the data due to heteroscedastic variances. The effect of persistence was statistically significant (F 3,84 ¼ 12.57, p ¼ 0.000001) and the error ratio effect was 
Tracking
How well did bumblebees choose the currently best resource under our experimental conditions, i.e. how well did their choices 'track' the changes in best choice? The best choice is to visit the steady resource when the fluctuating resource was in a bad state, and visiting the fluctuating resource when it was in a good state. We computed the proportion of choices matching the best state for each bee (figure 6), and found that tracking increases with environmental persistence (F 3,84 ¼ 4.817, p ¼ 0.0038; ANOVA with persistence and error cost ratio as factors). While the ratio of error costs is not significant as a main effect (F 2,84 ¼ 2.278, p ¼ 0.108; observed power ¼ 0.45), the interaction between persistence and error cost ratio is statistically significant (F 6,84 ¼ 2.617, p ¼ 0.022). This is evident in figure 6 , where differences in tracking across the levels of error ratio are only evident in a very persistent environment, when q ¼ 0.99. Somewhat surprisingly, given the effect of experience on sampling behaviour, the effect of experience (blocks of 40 trials) is not statistically significant (F 1,84 ¼ 2.105, p ¼ 0.150; observed power: 0.300), and neither are any of the interactions with block (all p . 0.23).
How does this relate to the overall foraging success for bees? Bees gain more sucrose in richer environments (which are the ones with higher error cost ratio, since those offer a higher reward at the fluctuating resource when it is in a good state; effect of error cost ratio: F 2,84 ¼ 38.732, p , 0.000001; figure 7a ). The role of experience is also evident as higher foraging success is seen in the latter 40 trials of choices (effect of block: F 1,84 ¼ 8.490, p ¼ 0.0046). Error ratio and experience (block) also interact (F 2,84 ¼ 5.068, p ¼ 0.008). The interaction between persistence and block is not statistically significant; however, the p-value is very close to 0.05 (F 3,84 ¼ 2.710, p ¼ 0.0502).
Because of the effects of experience (block) on foraging success, we look at the final block of trials in more detail, after each The predictions for our chosen error ratios, calculated from the Stephens [9] sampling model. The optimal sampling period depends on both persistence and error ratio. Foragers should not sample frequently when q is close to 1, but in a much less persistent world, sampling should be less frequent when 1 is large and the costs of sampling too frequently exceed not sampling enough. As with the data on sampling probability, the data showed a dramatic departure from predictions for q ¼ 0.60, but in this case only for 1 ¼ 2.
rsfs.royalsocietypublishing.org Interface Focus 7: 20160149 bee has had time to gain experience about the pattern of change and reward in her treatment. We scaled the amount of sucrose gained by each bee to how much was available with her assigned choices (figure 7b). First, we find an effect of reward error ratio ( 
Discussion
Bees flexibly modified their frequency of sampling and how closely they tracked a fluctuating resource and did this in a way that changed with experience. In environments with stable ( persistent) resources, bees did sample and adjusted their behaviour to changes in potential reward. At moderate values of persistence, bees sampled the fluctuating resource as predicted. However, sampling did not always yield more accurate choices, in terms of choosing the most rewarding resource type. Bees showed surprisingly suboptimal tracking when tracking was predicted except when the fluctuating resource was very persistent and the potential rewards high. Bees respond to uncertainty and reward levels in a very plastic way. Bumblebees best matched their choices to the current environment when the persistence of the fluctuating resource was high and the potential reward was high. The bees tracked changes in their resource environment poorly overall. While we see sampling frequency shift broadly as predicted, this additional information does not result in a closer tracking of the environment. Three prior studies, all with birds, have applied the same theoretical framework for sampling and tracking that we used. All three studies found general qualitative support for an effect of error ratio on sampling frequency [10, 38] . Only one study varied persistence [12] showing a broad pattern of birds sampling less when the fluctuating resource was persistently in one state. Why such poor tracking by the bees? To begin with, it is difficult to directly compare these experiments as we focused on short-term tracking with only 80 choices for bees to learn, whereas the avian experiments allowed birds to make hundreds of choices. Indeed, being able to estimate low rates of change accurately requires many, many experiences, e.g. the law of large numbers. Thus, bees perform surprisingly well, and flexibly, for having gained such little experience in the choice scenario. Second, we see a large amount of variance in our experiment, and this likely a result of the pattern of stochasticity being different for each bee. Half of the bees in each treatment started with the fluctuating resource in the good state and half in the poor state. While this probably made no difference in the treatments with a great deal of change, it does have implications for subjects in treatments with much more persistence and the variance certainly reflects this.
Another possible reason for the less than perfect tracking by the bees may be that the costs of mistakes were quite low in this experiment, for instance, choices were not great distances apart and no choice was completely empty of reward. Importantly, bees had to walk rather than fly in our maze, and flying is much more energetically costly. So while bees did react to shifts in relative costs of sampling and over-run errors, the total costs were likely still quite low. By sharpening the global costs and benefits through making choices more energetically costly, for instance, it is possible that we would find closer tracking when predicted. And indeed, economics in terms of costs in comparison to potential reward is important across animal foraging and this is particularly informative in thinking about why animals make mistakes. For instance, many mistakes in foraging can be attributable to sampling, and the ensuing gain of information itself can be adaptive, but quick decisions may also rsfs.royalsocietypublishing.org Interface Focus 7: 20160149 make up for some mistakes in choice [39] . Evans & Raine [40] found that mistakes made by bumblebees in training resulted in faster discovery of a novel food source and higher levels of foraging success. More sampling can also be driven by energetic state (in honeybees [41] ), and also by increased variability in potential reward and variability in rewarding flowers [42] . In vertebrates, making information physically costly reduces mistakes [43, 44] , and similarly, we found decreased sampling when it became economically more costly. One must also consider how discrimination might affect how the bees weight rewards. For instance, the theory assumes a linear relationship in how bees value the linearly calculated concentrations of sugar: the difference between 5% and 10% is the same as the difference between 40 and 45%. We know from our own pilot testing that our bumblebees do discriminate between the different reward values we chose in this experiment, and we chose our treatments to maximize these differences. However, it is possible that bees may have made more discrimination errors when the concentrations were closer together, such as in the 1 ¼ 2 and 1 ¼ 1 treatments, with the fluctuating rewards being 5% and 20% and 5% and 25%, respectively, versus the steady 15% sucrose solution. Discrimination errors might explain the lower rates of tracking in these treatments when the reward value rarely changed (q ¼ 0.99), along with the potential motivational differences discussed above. These results suggest that, as many have previously stated, bee utility for these sucrose concentrations is not linear. Evidence from a number of studies in both bumblebees and honeybees suggests this is probably not a reasonable expectation (e.g. [45, 46] , among many others [47] [48] [49] ).
We know from past studies that bees are sophisticated foragers and can cope flexibly and effectively with change. But how they handle failure is telling. With an extended training schedule, bumblebees can learn to make simple reversals quickly [32, 33] . And while bumblebees shift their use of a depleted food source faster than honeybees, like other animals, they show strong negative contrast effects, returning to previously low rewarding food sources once a better food source is depleted [50] . Bumblebees also will tolerate failures in learning a complex foraging task, if potential rewards are high [51] . rsfs.royalsocietypublishing.org Interface Focus 7: 20160149
This sophistication extends to how they handle entire runs of poor reward. In our experiment, bees showed much poorer tracking than expected in conditions where the potential reward was very good, meaning that they did not immediately switch from the fluctuating resource after experiencing a bad state. We can interpret this as a tendency in bees to essentially ride out runs of bad luck. In treating the environment as better than it currently is, bees could be expressing a form of optimism, giving too much weight to positive experiences. Theoretical work suggests that optimism could be selected for by environmental uncertainty [52, 53] , and this can happen where fitness is being maximized over long time scales, despite optimism appearing as a bias over a short time scale. Recent empirical work shows that pessimistic and optimistic cognitive biases can be induced in bees following a negative or an unexpectedly positive experience [54, 55] . The tracking models we have applied assume foragers are following a simple rule for their decisions (win -stay, loseshift) [9, 10] . Our results suggest that bees are using more complex means than simple rules for decisions, their past experiences are being weighed with present experiences, and expectations of reward are being formed. This inference concurs with a long history of work on bumblebee foraging that has shown that they use more than a single previous experience in making choices (e.g. [34, 56] ). It is particularly likely that the number of failures since the last reward on a resource affects when bees switch resource types. A number of decision rules can take repeated failures into account in various ways. Weighted averages can account for new and old information (e.g. [57, 58] ), linear operator models with memory windows can diminish use of old information (e.g. [3, 59, 60] ), and more broadly, Bayesian choice models can incorporate a prior distribution of some sort being updated by new information (e.g. [61, 62] ). For instance, the classic Krebs et al. [63] paper on optimal sampling with great tits features a Bayesian-type decision rule. More recent work has suggested that bumblebees learn to forage in a Bayesian manner, demonstrating that bees used past experience about patchiness to inform later foraging [35] . However, this gives us little guidance about how past information is integrated with new information to determine choice, how the prior distribution is formed or about the actual Bayesian nature of that decision. The block effects in our choice data indicate that bees are gaining knowledge about their assigned environment and modifying their choices accordingly. Will a single simple rule account for these differences? This may be doubtful given the individual variability in rules found, for instance, in honeybees (e.g. [64, 65] ). If we follow the general ideas of ecological rationality, we would expect such rules to work well in the natural environments in which bees forage (e.g. [66, 67] ). Thus, near complete unpredictability, such as in our q ¼ 0.60 treatment, might for instance show a failure of such a rule.
The sampling and tracking we considered are tied to the broader question of trade-offs between exploration and exploitation. One class of this literature is tied with information sampling within patches to determine patch leaving [68, 69] . We picked the theoretical framework we used because it is amenable to the nectar-foraging scenario. There is evidence that bumblebees track resources in the wild. For instance, there is some evidence that bumblebees can match their visitation rates to the nectar production rates of different flower types in the wild [16] , at least at the level of groups of bees. The commonly invoked example in bumblebees is Heinrich's work on majoring and minoring on flower types, whereby a bee will tend to visit a single flower type most often, but will occasionally sample a second flower type (e.g. [70, 71] ). We provide an important step because we address how frequently this sampling and tracking should happen, and test this by directly manipulating change. What must still be explored is how general this plasticity might be applied across a range of other stimuli, reward ratios and in ecologically closer choice scenarios (i.e. flying between flowers).
Rates of environmental change are key to theoretical treatments of when animals should learn [72] , and manipulated rates of change and reliability are powerful forces influencing when learning evolves and when it does not [73 -75] , and what types of information animals attend to [31] . Despite the central importance of varying rates of change on the evolution and adaptive function of cognition, change is rarely manipulated to include points between randomness and fixity. Few animals live in a static environment, and brains (of all sizes) are evolved products of countless lifetimes of adaptive decisions and behaviours. Animals like bumblebees are excellent models, both in terms of experimental tractability and the problem-solving abilities by insect brains in adapting to frequently ephemeral environments.
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