




















BUILDING SINGULAR SOLUTIONS FOR DEGENERATE HIGH
ORDER EQUATIONS
B.Y.Irgashev
Namangan Engineering-Construction Institute, Namangan, 160103, Uzbekistan
e-mail: bahromirgasev@gmail.com
http://orcid.org/0000-0001-7204-9127
Abstract: In this paper, using the similarity method, we construct particular
solutions with singularities for degenerate high-order equations. The considered
equations have singularities of the first and second kind. Particular solutions are
expressed through generalized hypergeometric functions. Sufficient conditions are
obtained under which the number of linearly independent solutions is equal to the
order of the equation.
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In our works [1], [2], particular solutions were constructed with singularities
for high-order equations with multiple characteristics with constant coefficients. In
this paper, we will construct self-similar solutions for equations of the form
xαDpxu (x, y)− y
βDqyu (x, y) = 0, p > q, 0 ≤ α < p, 0 ≤ β < q, (1)
yβDpxu (x, y)− x
αDqyu (x, y) = 0, p > q, α, β ≥ 0, (2)
xαyβDpxu (x, y)−D
q
yu (x, y) = 0, p > q, 0 ≤ α < p, β ≥ 0, (3)
Dpxu (x, y)− x
αyβDqyu (x, y) = 0, p > q, α ≥ 0, 0 ≤ β < q. (4)
Note that in (3), a similarity method was used to study a third-order equation that
has first-order degeneracy.
We will search for self-similar solutions of equations (1) - (4) in the form
u (x, t) = ybv (t) , t = xya,
parameters a, b are to be determined. We have
Dpxu = y
b+apDpt v(t), (5)







Dq−ky v (t) , (6)











































We introduce the following notation (a)j+1 = a (a− 1) (a− 2) ... (a− j) and



































































Continuing this process, we obtain the following formula

























moreover, k0 = j, i− 1 = 1, j − 1, k1 > k2 > ... > ki−1 ≥ 1.
We note some properties of the coefficients Aji
Lemma.
1.Ai+1i (a) = a
i+1;
2.Aji (a) = a
(




− (j − 1)Aj−1i (a) ;










Csn(b)n−s(y)s = (y + b)n.
Proof.
1). Obviously, A10 = a using property 2 of this lemma and the fact that A
j
i = 0 for


















































































equating the coefficients at the same degrees, we obtain required result.
3). from relation (2) automatically follows for j = 0.
4). We use property 2 of the coefficients Aji and assuming that A
s−1





































































j−1 (a) = (ax)s.
5). Shown in the work of M. Aigner [4]
Lemma is proved.
Putting (7) in (6) we have




































































































































































































 = 0, (9)















 = 0, (10)
make another replacement z = tc, where c is to be determined, we have





















































































For a compact record of the resulting equation, we make one more change
z = eτ ,
as















Ajs−1 (c) (D)sv (τ)
)
−eτ (b)qv (τ) = 0,








Aq−kj−1 (a) (cD)jv − e






Ckq (b)k(acD)q−kv = 0,
or finally
(cD)pv (τ) = e
t(acD + b)qv (τ) . (11)




















cn(ac (n+ γ) + b)qe
nτ ,







cn(ac (n+ γ) + b)qe
nτ ,
so that on the left side there is no free coefficient, we require the equality
(cγ)p = 0 ⇒ γi =
i
c
, i = 0, 1, ..., (p− 1) ,



































































































































































































































































































i = 0, 1, ..., (p− 1) .
Now we write out self-similar solutions of equations (1) - (4) in terms of generalized
hypergeometric functions.
For the first equation we have:


















































- a generalized hypergeometric function,
(a)n = a (a+ 1) ... (a+ n− 1)
- the symbol of Pochhammer.
Now we choose the parameter b, so that the order of the hypergeometric function
















b = q − 1 +
(α− 1) (q − β)
p− α
.
We study the formula (13). For linearly independent solutions to have p pieces, it is






6= 0, i = 0, ..., (p− 1) , s = 0, ..., (q − 1) .
6
For equation (2):

































i = 0, 1, ..., (p− 1) ,
b = q − 1−
(α+ 1) (q − β)
p− α
.







6= 0, i = 0, ..., (p− 1) , s = 0, 1, ..., (q − 1) .
For equation (3):
































i = 0, 1, ..., (p− 1) ,
b = q − 1 +
(α− 1) (q + β)
p− α
.






q+β 6= 0, i = 0, ..., (p− 1) , s = 0, ..., (q − 1) .
And finally for equation (4):


































i = 0, 1, ..., (p− 1) ,
b = q − 1−
(α+ 1) (q − β)
p+ α
.







6= 0, i = 0, ..., (p− 1) , s = 0, 1, ..., (q − 1) .
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