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Abstract
We introduce notions of absolutely non-free and perfectly non-free
group actions and use them to study the associated unitary represen-
tations. We show that every weakly branch group acts absolutely non-
freely on the boundary of the associated rooted tree. Using this result
and the symmetrized diagonal actions we construct for every count-
able branch group infinitely many different ergodic perfectly non-free
actions, infinitely many II1-factor representations, and infinitely many
continuous ergodic invariant random subgroups.
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1 Introduction.
Branch groups were introduced by the second author in [13]. The class of
branch groups contains many examples of groups with remarkable proper-
ties. Among them is the group of intermediate growth constructed in [11] and
studied in [12] to answer Milnor’s question on growth and Day’s question on
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existence of a non-elementary amenable group. Weakly branch groups form a
more general class of groups acting on spherically homogeneous rooted trees.
It contains, for instance, the Basilica group, which is the first example of
amenable but not subexponentially amenable group and is an iterated mon-
odromy group of the map f(z) = z2 − 1 [21]. Branch and weakly branch
groups have many important applications in group theory, combinatorics,
spectral theory, holomorphic dynamics, probability theory, etc. This paper
is dedicated to studying diagonal actions of weakly branch groups and asso-
ciated characters and factor representations.
Our results are related to the notion of non-free actions studied by A.
Vershik in [28] and [29]. An action of a group G on a Lebesgue space (also
called standard probability space) is totally non-free if the sigma-algebra
generated by the sets Fix(g) of fixed points of elements g ∈ G is the whole
sigma-algebra Σ of measurable subsets of this space. An action of G is
called extremely non-free if on a set of a full measure, different points have
different stabilizers. In [28], Theorem 8, Vershik showed that for countable
groups these two notions coincide. It is known [14] that the action of a
weakly branch group G on the boundary ∂T of the associated rooted tree
T equipped with the unique invariant measure µ is totally non-free. Here
we show that it has a stronger non-freeness. Namely, the sets Fix(g), g ∈ G
approximate measurable subsets of ∂T arbitrarily well in µ-measure. We
call actions satisfying this property absolutely non-free. We also introduce
the notion of perfect non-freeness of actions, which is stronger than total
non-freeness, but weaker than absolute non-freeness. As a corollary of our
results, we obtain that an appropriate factor of the diagonal action of a
countable weakly branch group G on (∂T, µ)⊗n for any n ∈ N is perfectly
non-free. Another consequence is that every branch group has infinitely
many pairwise non-isomorphic ergodic perfectly (and hence totally) non-free
measure-preserving actions, and therefore infinitely many ergodic continuous
invariant random subgroups. We apply the notion of a perfectly non-free
action to study associated characters and factor representations.
By a character χ on a group G we mean a normalized (by χ(e) = 1
for the unit e of the group), positive semi-definite complex valued function
on G that is constant on conjugacy classes. Indecomposable characters are
extreme points in the simplex of characters and are in one-to-one correspon-
dence with quasi-equivalence classes of finite type factor representations of
G. Group characters and factor representations is a classical topic of the
theory of unitary representations of locally compact groups and operator al-
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gebras [5]1. There are examples of countable groups with uncountably many
([18], [8]) or countably many of indecomposable characters ([27], [3], [6]). On
the other hand, there are infinite groups admitting only two indecomposable
characters: the trivial and the regular one ([23], [24], [25], [7]).
Important examples of characters on a group G are given by the functions
of the form χ(g) = µ(Fix(g)), g ∈ G, where G acts by measure-preserving
transformations on a Lebesgue space (X, µ). In [28] Vershik suggested that
for an ergodic action of a countable group the corresponding character is
indecomposable if and only if the action is totally non-free. It turns out, the
relation between total non-freeness of actions and indecomposability of char-
acters is more complicated. More precisely, we show in the Appendix that
there exist ergodic totally non-free actions producing decomposable charac-
ters and there exist free actions producing indecomposable characters. How-
ever, we show in Theorem 13 that for any ergodic perfectly non-free action
of a countable group, the corresponding character is indecomposable. As
a consequence of our results, we obtain for any countable branch group an
explicit countably infinite collection of indecomposable characters and hence
an explicit countably infinite collection of factor representations of type II1.
The paper is organized as follows. In Section 2, we recall the basic facts
about characters, factor representations, group actions on rooted trees and
branch groups. Also, we discuss Vershik’s notions of extremely non-free and
totally non-free actions and their relation to invariant random subgroups.
In Section 3, we introduce the notions of absolutely non-free and perfectly
non-free actions and formulate the main results. In Section 4, we provide
the proofs of Theorems 13 and 14 concerning non-free actions of arbitrary
countable groups. Also, we give a detailed proof of Vershik’s Theorem 9
which is only sketched in [28]. In Section 5, we show that every weakly
branch group acts absolutely non-freely on the boundary of the associated
rooted tree. Section 6 is devoted to the ergodic decomposition of the diagonal
actions. The results obtained there are used in Section 7 to show that any
branch group admits infinitely many indecomposible characters.
1To avoid confusion we notice that in [5] indecomposability is included in the definition
of a character and characters are allowed to have infinite values. In modern terminology
group characters usually are assumed to have finite values. In some literature indecom-
posability is included in the definition of a character (see e.g. [3] and [22]) and in some
literature it is not (as in the present paper; see e.g. [25] and [28]).
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2 Preliminaries.
In this section we give necessary preliminaries on representation theory,
groups acting on rooted trees and totally non-free actions, and formulate
the main results.
2.1 Factor representations and characters.
We start by briefly recalling some important notions from the theory of op-
erator algebras (see [16] and [17] for details).
Definition 1. An algebraM of bounded operators acting on a Hilbert space
is called a von Neumann (for short W ∗-) algebra if it is closed in the weak
operator topology. A W ∗-algebra M is called a factor if its center consists
only of multiples of the identity operator.
Notice that each von Neumann algebra on a separable Hilbert space can
be written as a direct integral of factors (see e.g. [17], Theorems 14.2.2 and
14.2.3). In this paper we will be concerned only with finite type W ∗-algebras
acting on separable Hilbers spaces. Such algebras admit a faithful finite trace
(see e.g. [17]).
A unitary representation π of a group G is called a factor representation
if the W ∗-algebra Mπ generated by the operators π(g), g ∈ G, is a factor.
Definition 2. A character on a group G is a function χ : G→ C satisfying
the following properties:
(1) χ(g1g2) = χ(g2g1) for any g1, g2 ∈ G;
(2) the matrix
{
χ
(
gig
−1
j
)}n
i,j=1
is positive semi-definite for any integer n ≥
1 and any elements g1, . . . , gn ∈ G;
(3) χ(e) = 1, where e is the identity element of G.
A character χ is called indecomposable if it cannot be represented in the form
χ = αχ1 + (1− α)χ2, where 0 < α < 1 and χ1, χ2 are distinct characters.
The character given by χ(g) = 1 for all g ∈ G is called the trivial charac-
ter. The character χ(g) = δg,e, where delta stands for the Kronecker delta-
symbol, is called the regular character. Notice that the trivial character is
indecomposable for any group G. The regular character is indecomposable if
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and only if the group G is ICC (all conjugacy classes except the class of the
identity element are infinite).
Two unitary representations π1, π2 of G are called quasi-equivalent if there
is a von Neumann algebra isomorphism ω :Mπ1 →Mπ2 such that
ω(π1(g)) = π2(g) for all g ∈ G.
The Gelfand-Naimark-Siegal (abbreviated ”GNS”) construction associates to
a character χ on G a triple (π,H, ξ), where π is a unitary representation of
G acting on a Hilbert space H and ξ is unit vector in H such that
(π(g)ξ, ξ) = χ(g) for all g ∈ G (see e.g. [6]).
Moreover, ξ is cyclic (linear combinations of the vectors of the form mξ,
where m ∈Mπ, are dense in H) and separating (Aξ = 0 for A ∈Mπ implies
A = 0) for Mπ. The function
tr(m) = (mξ, ξ), where m ∈Mπ,
is a faithful normalized (tr(Id) = 1) trace on Mπ. The following fact is
well-known.
Proposition 3. For a countable group G the GNS-construction gives a bi-
jection between the indecomposable characters of G and the classes of quasy-
equivalence of finite type factor representations of G.
For the reader’s convenience we provide a sketch of the proof of Proposition
3.
Proof. Let χ be a character of a countable group G and (π,H, ξ) be the
corresponding GNS-construction. Then Mπ is a finite type algebra since it
admits a finite faithful trace tr(m) = (mξ, ξ), m ∈ Mπ. Assume that χ is
indecomposable but Mπ is not a factor. Let P be a projection from the
center of Mπ such that P 6= 0 and P 6= Id. Let
α = ‖Pξ‖2, ξ1 = 1√
α
Pξ, ξ2 =
1√
1− α(Id− P )ξ,
χ1(g) = (π(g)ξ1, ξ1), χ2(g) = (π(g)ξ2, ξ2), g ∈ G.
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Then χ1, χ2 are characters of G. Since χ = αχ1+ (1−αχ2) by the indecom-
posability of χ we obtain that χ1 = χ2. Using this one can show that the
map A given by
Aπ(g)ξ1 = π(g)ξ2, Aπ(g)ξ2 = π(g)ξ1, g ∈ G
extends by linearity and continuity to a bounded linear operator onH. More-
over, A commutes with π(G), therefore belongs to the commutant of Mπ.
But clearly A does not commute with P . This contradicts the fact that P is
from the center of Mπ. Thus, indecomposable characters give rise to finite
type factor representations.
On the other hand, theorem 4.5.2 from [16] implies that up to quasi-
equivalence every finite type factor representation arises as a GNS-construction
for some character χ. Since by Theorem 8.2.8 from [17] every finite type fac-
tor admits a unique normalized trace, GNS-constructions corresponding to
distinct indecomposable characters cannot produce quasi-equivalent factor
representations.
Finally, assume that χ is not indecomposable: χ = αχ1 + (1 − α)χ2,
where 0 < α < 1 and χ1, χ2 are distinct characters of G. Let (πi,Hi, ξi)
be the GNS-construction associated to χi and tri be the corresponding trace
on Mπi, i = 1, 2. Then π is unitary equivalent to π1 ⊕ π2 and Mπ is a
subalgebra in Mπ1 ⊕ Mπ2. One can check that for any 0 < β < 1 the
function trβ = βtr1 ⊕ (1− β)tr2 is a normalized trace on Mπ. Moreover, for
distinct β the corresponding traces are distinct. By the uniqueness of tr on
a factor we obtain that Mπ is not a factor.
Notice, given a finite type factor representation π of G with normalized trace
tr on Mπ the associated indecomposable character is given by
χ(g) = tr(π(g)), g ∈ G.
One important class of examples of characters arises from group actions.
Namely, let (X, µ) be a probability space with a measure preserving action
of a group G on it. Then the function
χ(g) = µ(Fix(g)), where Fix(g) = {x ∈ X : gx = x},
is a character. The corresponding representation can be constructed in the
following way. Denote by R the orbit equivalence relation on X . For a
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measurable subset A ⊂ X2 and x ∈ X set Ax = A ∩ (X × {x}). Introduce a
measure ν on R ⊂ X2 by
ν(A) =
∫
X
|Ax|dµ(x).
Notice that also ν(A) =
∫
X
|Ay|dµ(y), where Ay = A ∩ ({y} ×X).
Definition 4. The (left) groupoid representation of G is the representation
π in L2(R, ν) defined by
(π(g)f)((x, y)) = f(g−1x, y).
Denote by ξ the unit vector ξ(x, y) = δx,y ∈ L2(R, ν), where δx,y is the
Kronecker delta-symbol. It is straightforward to verify that
(π(g)ξ, ξ) = µ(Fix(g)) = χ(g).
Moreover, the restriction of the representation π on the cyclic hull of the
vector ξ is unitarily equivalent to the GNS-representation corresponding to
χ.
Denote by Mπ the W ∗-algebra generated by the operators of the repre-
sentation π. In this paper we are also interested in another algebra. Namely,
for a function m ∈ L∞(X, µ) introduce operators ml : L2(R, ν) → L2(R, ν)
by
(mlf)(x, y) = m(x)f(x, y).
Denote byMR the W ∗-algebra generated byMπ and the operators ml, m ∈
L2(X, µ). This algebra is sometimes referred to as a Murray-von Neumann or
Krieger algebra. Observe that for an ergodic action of a group G the algebra
MR is a factor of finite type (see [9], Proposition 2.9(2)) and the vector ξ is
cyclic and separating for MR (see [9], Proposition 2.5).
2.2 Groups acting on rooted trees.
In this subsection we give all necessary preliminaries on groups acting on
rooted trees. We refer the reader to [14], [15] and [21] for the details. Here
we will focus on the case of regular rooted trees. Some of the results of the
present paper are true for a more general class of spherically homogeneous
rooted trees, however, the proofs become more technical.
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Let Ad be a finite alphabet and d > 2 be the number of elements of Ad.
The vertex set of the regular rooted tree T = Td determined by Ad is the set
of all finite words over Ad. Two vertices v and w are connected by an edge if
one can be obtained from another by adding or erasing one letter from Ad at
the end of the word. The root of the tree is represented by the empty word.
Definition 5. The automorphism group Aut(T ) is the group of all graph
isomorphisms of the tree T onto itself.
Notice that elements of Aut(T ) preserve the root and the levels of T .
Denote by Vn the set of vertices of the n-th level of T , that is the set of
words of lengths n over Ad. For a vertex v of T denote by Tv the subtree
of T with the root vertex v. By definition, the boundary X = ∂T of T is
the set of all infinite paths without backtracking starting from the root. The
set X can be naturally identified with the set of all infinite words over Ad
supplied with the product topology. For v ∈ Vn let Xv be the set of all paths
from X passing through v. Equip X with the uniform Bernoulli measure, so
that µ(Xv) =
1
dn
for each v ∈ Vn. The measure µ is Aut(T )-invariant.
Let G < Aut(T ). For n ∈ N and a vertex v ∈ Vn denote by StG(v)
the subgroup of all elements which fix v and by StG(n) the subgroup of all
elements which fix each vertex of Vn:
StG(v) = {g ∈ G : gv = v}, StG(n) =
⋂
v∈Vn
StG(v).
Observe that StG(n), n ∈ N are normal subgroups of finite index in G. By
definition, the rigid stabilizer ristG(v) of a vertex v is the subgroup of elements
g ∈ G which act trivially on the complement of the subtree Tv. The rigid
stabilizer of n-th level is defined as the subgroup generated by the rigid
stabilizers of the vertices v from Vn, i.e.
ristG(n) = 〈ristG(v) : v ∈ Vn〉.
Definition 6. A group G < Aut(T ) is called branch if it acts transitively on
each level Vn of T and for each n ristG(n) is a finite index subgroup in G. A
group G < Aut(T ) is called weakly branch if it acts transitively on each level
Vn of T and ristG(n) is infinite for each n (equivalently, ristG(v) is nontrivial
for each vertex v).
Every branch group is weakly branch. From Proposition 6.5 in [15] it
follows that (G, ∂T, µ) is ergodic iff the action is level transitive. The same
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holds for the properties of minimality, topological transitivity and unique
ergodicity. In particular, weakly branch groups act on (∂T, µ) ergodically.
2.3 Vershik’s non-free actions.
Let (X,Σ, µ) be a Lebesgue space (see [26] or [10] for the definition and
properties of a Lebesgue space). Neglecting subsets of measure 0 without
loss of generality we will assume that (X,Σ, µ) is isomorphic to an interval
with the Lebesgue measure, a finite or countable set of atoms, or a disjoint
union of both. A countable collection F of measurable subsets of X separates
points of X if for all x 6= y ∈ X there exists A ∈ F such that x ∈ A, y /∈ A
or y ∈ A, x /∈ A. By definition, the sigma-algebra generated by a collection
of measurable sets F and by the measure µ consists of all measurable sets
B ⊂ X for which there exists a set A in the Borel sigma-algebra generated
by F such that µ(B∆A) = 0 (see [26]). There is a countable collection F of
measurable subsets of X separating points of X . By the theorem on bases
(see [26], p. 22), F is a basis, that is in addition to separability, it generates
Σ.
For a measurable automorphism g of X denote by Fix(g) the set of fixed
points of g: Fix(g) = {x ∈ X : gx = x}. Notice that Fix(g) is defined up
to a set of zero measure. In [28] Vershik introduced two notions associated
with non-free actions:
Definition 7. A measure preserving action of a countable group G on a
Lebesgue space (X,Σ, µ) is called totally non-free if the collection of sets
Fix(g), g ∈ G and sets of zero measure generates the sigma-algebra Σ.
Definition 8. A measure preserving action of a group G on a Lebesgue space
(X,Σ, µ) is called extremely non-free if there exists A ⊂ X, µ(A) = 1 such
that for each x, y ∈ A, x 6= y one has StG(x) 6= StG(y).
Vershik in [28] showed that for a countable group G these two notions coin-
cide:
Theorem 9. For a countable group G an action on a Lebesgue space is
totally non-free if and only if it is extremely non-free.
Since some of the details of the proof of Theorem 9 are only sketched in [28]
here we provide a complete proof of Theorem 9.
In [28], Vershik suggested the following:
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Conjecture 10. For an ergodic action of a countable group G on a Lebesgue
space (X, µ) the associated character
χ(g) = µ(Fix(g))
is indecomposable if and only if the action is totally non-free.
However, as we show in the appendix, both directions of the above conjecture
are false. In particular, the fact that the action is ergodic and totally non-free
does not imply that the corresponding character is indecomposable. Here we
show that indecomposability of the character follows from a stronger notion
of non-freeness which we introduce in Section 3.
Extremely non-free actions are useful for constructing continuous ergodic
invariant random subgroups. Consider the space of subgroups Sub(G) of a
group G equipped with the topology generated by the sets of the form
Uh1,...,hk,g1,...,gm = {H ∈ Sub(G) : hi ∈ H for every i, gj /∈ H for every i},
where k,m ∈ N and h1, . . . , hk, g1, . . . , gm ∈ G. The group G acts on this
space by conjugation:
H ∈ Sub(G)→ g(H) = gHg−1 ∈ Sub(G).
An invariant random subgroup (IRS) of G is a G-invariant probability mea-
sure on Sub(G). An IRS is called continuous if it has no atoms.
Given an action of a group G on a Lebesgue space (X, µ) consider the
map
Ψ : X → Sub(G), Ψ(x) = StG(x).
If the action is extremely non-free then Ψ is an isomorphism modulo sets
of zero measure between (X, µ) and (Sub(G),Ψ∗µ) (see [28]), where Ψ∗µ
denotes the pushforward measure. If, in addition, the action is ergodic and
measure-preserving, and µ has no atoms, then Ψ∗µ is a continuous ergodic
IRS of G.
Using the above construction, in [29] Vershik obtained a complete list
of ergodic IRS of the infinite symmetric group. In [4] Bowen constructed
a continuum of ergodic IRS for each nonabelian free group. In the present
paper for any branch group G we obtain a countable collection of continuous
ergodic IRS of G.
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3 Main results.
To study characters and groupoid representations associated to actions of
countable groups we introduce two new notions of non-freeness.
Definition 11. An action of a group G on a measure space (X,Σ, µ) is called
absolutely non-free if for every measurable set A and every ǫ > 0 there exists
g ∈ G such that µ(Fix(g)∆A) < ǫ.
Instead of considering the sets Fix(g) sometimes it is more convenient to work
with their complements supp(g). For a measure-preserving automorphism φ
of a Lebesgue space (X,Σ, µ) set supp(φ) = {x ∈ X : φ(x) 6= x}. Notice
that supp(φ) is defined modulo µ-zero measure and supp(φ) = X \ Fix(φ).
For a measure-preserving action of a group G on a Lebesgue space (X,Σ, µ)
and a measurable set A ⊂ X introduce the subgroups GA < G of elements
acting trivially outside A:
GA = {g ∈ G : µ(supp(g) \ A) = 0}.
Definition 12. Let a countable groupG act on a Lebesgue space (X,Σ, µ) by
measure-preserving transformations. We will say that this action is perfectly
non-free if there exists a collection A of measurable subsets of X such that
A together with the sets of zero measure generates Σ and for each A ∈ A
the GA-orbit {gx : g ∈ GA} ⊂ X is infinite for µ-almost all x ∈ A.
Notice that for an action of a countable group G perfect non-freeness is
a stronger condition than total non-freeness since each of the sets A ∈ A
modulo zero measure can be obtained as a countable intersection of the sets
of the form Fix(g), g ∈ G. We show that absolute non-freeness implies perfect
non-freeness (see Theorem 14).
In Section 4 we prove the following.
Theorem 13. Assume that the action of a countable group G on a Lebesgue
space (X,Σ, µ) is ergodic, measure-preserving and perfectly non-free. Let
R be the corresponding equivalence relation on X and π be the associated
groupoid representation. Then MR = Mπ and the corresponding character
χ(g) = µ(Fix(g)), g ∈ G, is indecomposable.
Let G act on a Lebesgue measure space (X,Σ, µ) by measure preserving
transormations. Consider the space (Xn,Σn, µn) (the n-th Cartesian power
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of (X,Σ, µ)). Here Σn is the sigma-algebra on Xn generated by the sets of
the form A1 × A2 × · · · × An, where Ai ∈ Σ. Denote by diagn the diagonal
action of G on (Xn, µn):
diagn(g)(x1, . . . , xn) = (gx1, . . . , gxn).
Notice that this action cannot be totally non-free, unless µ is concentrated
in one point or n = 1. Indeed,
Fix(diagn(g)) = Fix(g)
n = Fix(g)× Fix(g)× · · · × Fix(g) ⊂ Xn
for all g ∈ G and sets of this form cannot generate the sigma-algebra Σn if
n > 1 and µ is not concentrated at one point.
Observe that for each n > 1 the action diagn commutes with the action of
the symmetric group Sym(n) permuting factors of Xn = X ×· · ·×X . Thus,
this action factors through the quotient XnSym := X
n/Sym(n). The measure
µn projects naturally to an invariant measure µnSym on X
n
Sym. Denote by
γn : X
n → XnSym the quotient map and by Σn the sigma-algebra of measurable
sets onXnSym. Denote by Sn(A) := γ
−1
n (γn(A)) the symmetrization of a subset
A ⊂ Xn, that is the minimal subset of Xn containing A and invariant under
the action of Sym(n).
Theorem 14. If an action of a countable group G on a Lebesgue space
(X,Σ, µ) is absolutely non-free then for any n the action diagn of G on
(XnSym,Σ
n
Sym, µ
n
Sym) is perfectly non-free.
Notice that Theorem 14 implies, in particular, that any absolutely non-free
action of a countable group is also perfectly non-free.
Assume that G is a group acting on a regular rooted tree T , X = ∂T ,
µ is the uniform Bernoulli measure on X and Σ is the sigma-algebra of all
measurable subsets of X . We prove the following:
Theorem 15. For any weakly branch group G the action of G on (X,Σ, µ)
is absolutely non-free.
Recall that the action of a weakly branch group on the boundary of the
corresponding rooted tree is ergodic with respect to the measure µ. It is not
hard to see that for n > 2 the action diagn of G on (X
n
Sym,Σ
n
Sym, µ
n
Sym) is not
ergodic. Nevertheless, the following holds:
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Proposition 16. For any countable branch group G the action diagn of G on
(XnSym,Σ
n
Sym, µ
n
Sym) splits into countably many ergodic components of positive
measures.
Further, let G be a countable branch group. Denote by En the set of
ergodic components of the action diagn of G on X
n
Sym. For α ∈ En let Xα
be the corresponding subset of XnSym. Denote by Σα the sigma-algebra of
measurable subsets of Xα and by µα the normalized restriction of µ
n
Sym onto
Xα (so that µα(Xα) = 1). Let diagα be the restriction of diagn ontoXα. Since
by Theorem 15 the sets Fix(diagn(g)), g ∈ G, generate the sigma-algebra
ΣnSym, the sets Fix(diagα(g)), g ∈ G for each α generate the sigma-algebra
Σα. Thus, the action diagα of G on (Xα,Σα, µα) is totally non-free. Introduce
a function χα on G by
χα(g) = µα(Fix(diagn(g)) ∩Xα).
Let πα be the groupoid representation of G corresponding to the action diagα.
Using the map Ψα : Xα → Sub(G) by Ψα(x) = StG(x) introduce an IRS
φα = (Ψα)∗µ on G. Set E =
⋃
n∈N
En. From Theorems 13–15 we obtain:
Corollary 17. The characters χα, α ∈ E , are indecomposable.
We show
Proposition 18. The characters χα, α ∈ E , are pairwise distinct.
From Corollary 17 and Proposition 18 we immediately obtain the following:
Theorem 19. Every branch group has infinitely many pairwise non-isomorphic
totally non-free actions diagα, infinitely many indecomposable characters χα,
infinitely many pairwise non-isomorphic finite type factor representations πα
and infinitely many continuous ergodic invariant random subgroups φα.
4 Non-free actions and the corresponding char-
acters.
As some details of proof of Theorem 9 are only sketched in [28] we give here
a proof of these Theorem in full details.
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Proof of Theorem 9. Assume that an action of G on (X,Σ, µ) is ex-
tremely non-free. Let A be the set from the definition of the extremely
non-free action. Let x, y ∈ A, x 6= y. Then there exists g ∈ G for which
x ∈ Fix(g), y /∈ Fix(g). Thus the collection of sets Fix(g), g ∈ G separates
points from A. By Theorem on bases from [26] (see page 22) the collection
of sets Fix(g), g ∈ G, is a basis for the Lebesgue space (A,Σ ∩ A, µ|A), that
is it generates the sigma-algebra of all measurable sets on A, and so on X
as well. Here Σ ∩ A = {B ∈ Σ : B ⊂ A} and µ|A is the restriction of the
measure µ on the subset A.
Further, assume that the action of G on (X,Σ, µ) is totally non-free.
Denote by Ξ the partition on X generated by the sets Fix(g), g ∈ G. The
atoms of this partition are of the form⋂
g∈G
Ag, where Ag = Fix(g) or Ag = X \ Fix(g) for each g ∈ G.
In other words, x, y belong to the same atom ξ of the partition Ξ if and
only if StG(x) = StG(y). Since Fix(g), g ∈ G, generate the sigma-algebra of
measurable sets on (X,Σ, µ), each measurable set B can be represented as
BΞ∪B0, where BΞ is a union of some atoms of the partition Ξ and µ(B0) = 0.
Let Bi, i ∈ N, be a basis of measurable sets on (X,Σ, µ). Let Bi = Bi,Ξ∪Bi,0
be the corresponding subdivisions. Set K = ∪iBi,0. By the definition of the
basis, the sets Bi separate points of X . In particular, for each x 6= y ∈ X \K
there exists Bj such that x ∈ Bj , y /∈ Bj . Then x ∈ Bj,Ξ, y /∈ Bj,Ξ. It follows
that x, y are not in the same atom of Ξ and StG(x) 6= StG(y), which finishes
the proof.
The following fact is folklore:
Lemma 20. Let κ be a unitary representation of a discrete group Γ on a
Hilbert space H. Set H1 = {η ∈ H : κ(g)η = η for all g ∈ Γ}. Then the
orthogonal projection P onto H1 belongs to Mκ.
Proof. Let B ∈M′κ. Then
κ(g)Bη = Bκ(g)η = Bη
for every η ∈ H1, g ∈ Γ. This implies that BH1 ⊂ H1 and so BP = PBP .
Same argument shows that B∗P = PB∗P , where ∗ stands for the operation of
conjugation in B(H). Conjugating the latter identity we obtain that PB =
PBP = BP . By von Neumann Bicommutant Theorem (see e.g. Theorem
5.3.2 in [16]) we get that P ∈ (M ′κ)′ =Mκ.
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Proof of Theorem 13. Let A ∈ A. Consider the space
LA = {η ∈ L2(R, ν) : ν(supp(η) \ (A×X)) = 0}.
Let us show that LA coincides with the subspace of L2(R, ν) consisting of
π(GX\A)-invariant vectors. Clearly, π(GX\A) acts trivially on LA. It remains
to show that there are no non-zero π(GX\A)-invariant vectors in LX\A. As-
sume that there exists such non-zero vector η. By the definition of perfect
non-freeness for µ-almost every x ∈ X \ A the orbit GX\Ax is infinite. It
follows that for ν-almost all (x, y) ∈ supp(η) there exists infinitely many z
such that η(z, y) = η(x, y). By the definition of the groupoid construction
we obtain a contradiction (η has an infinite norm).
Thus, from Lemma 20 we obtain that the orthogonal projection onto
the subspace LA belongs to Mπ. Notice that this projection coincides with
the operator of multiplication by the characteristic function 1A(x) of A in
x-coordinate. Since the sets from A generate Σ we obtain that Mπ ⊃
L∞(X, µ)l and so Mπ = MR. Since the action of G on (X, µ) is ergodic
the algebra MR is a factor. Since π is isomorphic to the GNS-construction
associated to χ and factor representations are in a bijection with indecom-
posable characters via GNS-construction (see Subsection 2.1), we obtain that
χ is indecomposable.
Lemma 21. Assume that an action of a countable group G on a Lebesgue
space (X,Σ, µ) is absolutely non-free. Then for any n ∈ N for any measurable
set A ⊂ X and any ǫ > 0 there exists measurable sets B ⊃ A ⊃ C such that
µ(B \ C) < ǫ and |{gx : g ∈ GB}| > n for µ−a.e. x ∈ C. (1)
Proof. We prove the lemma by induction on n. For n = 1 the statement fol-
lows from the definition of absolute non-freeness. Assume that the statement
is true for n = m. Let A ⊂ X be a measurable set. In the case when µ(A) = 0
the lemma is trivial. Let µ(A) > 0. Fix ǫ > 0. By the definition of absolute
non-freeness there exists g ∈ G such that µ(supp(g) \ A) < ǫ/8. Construct
disjoint measurable subsets A1, . . . , Ak ⊂ supp(g) such that g(Ai) ∩ Ai = ∅
for 1 6 i 6 k and
µ(A1 ∪A2 ∪ · · · ∪Ak) > µ(supp(g))− ǫ/8.
By the inductive assumption for each 1 6 i 6 k there exists Bi ⊃ Ai ⊃ Ci
such that
µ(Bi \ Ci) < ǫ
8k
and |{hx : h ∈ GBi}| > m for µ-a.e. x ∈ Ci.
15
Set Di = Ci \ g−1(Bi \ Ai). Notice that
µ(Bi \Di) < ǫ
4k
and g(Di) ∩ Bi = ∅.
Set C = (
k⋃
i=1
Di) ∩ A,B = (
k⋃
i=1
Bi) ∪ A ∪ supp(g). It is straightforward to
verify that (1) is satisfied with these sets for n = m+ 1.
Proof of Theorem 14. Let an action of a countable groupG on a Lebesgue
space (X,Σ, µ) be absolutely non-free. Let A ⊂ X be a measurable subset.
Fix ǫ > 0. Using Lemma 21 by induction we construct a sequence of triples
of sets Bi ⊃ Ai ⊃ Ci, i > 0, such that A0 = A and for every i > 0
µ(Bi \ Ci) < 2−i−1ǫ, Ai+1 = Bi,
|{gx : g ∈ GBi}| > i for µ-a.e. x ∈ Ci.
Set Aǫ =
⋃∞
i=0Ai. Then
µ(Aǫ \ A) < ǫ and {gx : g ∈ GAǫ} is infinite for µ-a.e. x ∈ Aǫ. (2)
Notice that for any measurable set B one has Gαn(B) = GB, where
αn(B) = X
n
Sym \ γn(X \B) = {γn(x) : x ∈ Xn, xi ∈ B for at least one i}
and Gαn(B) < G is the subgroup of elements g ∈ G such that diagn(g) is
supported on αn(B). It follows that
{diagn(g)x¯ : g ∈ Gαn(Aǫ)} is infinite for µnSym-a.e. x¯ ∈ αn(Aǫ).
Further, take a countable collection A0 of measurable subsets of X which
separates n-element subsets of X , i.e. such that for any x¯ 6= y¯ ⊂ X with
|x¯| = |y¯| = n there exists A ∈ A0 with
x¯ ⊂ A, y¯ 6⊂ A or y¯ ⊂ A, x¯ 6⊂ A.
Then the sets αn(A), A ∈ A0, separate µnSym-almost all points of XnSym. For
each A ∈ A0 construct a set A1/n as in (2). Then the sets αn(A1/n), where
A ∈ A0 and n ∈ N, also separate µnSym-almost all points ofXnSym. Theorem on
Bases (see [26]) implies that this collection of sets together with sets of µnSym-
zero measure generates ΣnSym which shows that the action diagn is perfectly
non-free.
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5 Absolute non-freeness of actions of weakly
branch groups.
In this section we obtain Theorem 15 from a more general Proposition 24.
The proof is based on several statements. First we prove a combinatorial
lemma.
Lemma 22. Let n ∈ N and H < Sym(n) be a subgroup acting transitively
on {1, 2, . . . , n}. Let A be a subset of {1, . . . , n} such that for all g 6= h,
g, h ∈ H one has |g(A)∆h(A)| 6 |A|, where |A| is the cardinality of A. Then
|A| > n/2.
Proof. Let k = |A|. Then for all h 6= g ∈ H one has
|h(A) ∩ g(A)| = 1
2
(|h(A)|+ |g(A)| − |h(A)∆g(A)|) > k/2.
For each h ∈ H introduce a vector ξh ∈ Cn by the rule:
ξh = (x1, . . . , xn), where xi =
{
0, if i /∈ h(A),
1, if i ∈ h(A).
Let (·, ·) be the standard scalar product in Cn and ‖ · ‖ be the corresponding
norm. Then ‖ξh‖2 = k and (ξh, ξg) = |h(A) ∩ g(A)| > k/2 for all g 6= h ∈ H .
It follows that
‖
∑
h∈H
ξh‖2 > k2m(m+ 1), where m = |H|.
On the other hand, the group H acts on Cn by permuting coordinates and
g(ξh) = ξgh for all g, h ∈ H . Since H acts transitively on {1, . . . , n} and the
vector
∑
h∈H
ξh is fixed by H , we obtain:
∑
h∈H
ξh = (
km
n
, km
n
, . . . , km
n
), ‖
∑
h∈H
ξh‖2 = k2m2n .
It follows that km > nm+1
2
and hence k > n
2
.
We also need the following:
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Lemma 23. Let G be a weakly branch group acting on a d-regular rooted
tree T . Then for every vertex v there exists g ∈ G such that supp(g) ⊂ Xv
and µ(supp(g)) > 1
d
µ(Xv).
Proof. Denote by e the identity element of G. For an element h ∈ G let
l(h) = max{l : h ∈ StG(l)}. Fix a vertex v of the tree. Since G is weakly
branch there exists g 6= e with supp(g) ⊂ Xv. Denote
L = min{l(g) : g ∈ G, g 6= e, supp(g) ⊂ Xv}.
For h ∈ Aut(T ) denote by σh the permutation induced by h on the set VL
of vertices of level L in T . For a vertex v ∈ Vn, n ∈ N, and l > n set
Vl(v) = Tv ∩ Vl. For g ∈ G denote by W (g) the set of vertices w from VL(v)
such that g induces a nontrivial permutation on VL+1(w). Let
k(g) = |W (g)|, K = max{k(g) : g ∈ G, supp(g) ⊂ Xv}.
By the choice of L we have that K > 0. Fix an element g ∈ G with
supp(g) ⊂ Xv such that k(g) = K.
Further, since G acts transitively on VL, we can find a number m and
a collection of elements H = {h1, h2, . . . , hm} ⊂ G such that the family
S = {σh0 , σh1, . . . , σhm} of transformations of VL forms a group preserving
VL(v) and transitive on VL(v). Denote gi = high
−1
i . One has:
W (gi) = σhi(W (g)), W (gigj) ⊃W (gi)∆W (gj)
for all i, j. It follows that the set W (g) together with the group S restricted
to VL(v) satisfy the conditions of Lemma 22. Therefore, K = |W (g)| >
1
2
|VL(v)|. For each w ∈ W (g) ⊂ VL(v) the element g induces a nontrivial
permutation of VL+1(w), and thus supp(g) ⊃ Xw1 ∪ Xw2 for some vertices
w1, w2 ∈ VL+1(w). It follows that
µ(supp(g) ∩Xw) > 2dµ(Xw)
for every w ∈ W (g). This implies that µ(supp(g)) > 1
d
µ(Xv).
Proposition 24. Let G be a weakly branch group, T be the corresponding
regular rooted tree, X = ∂T and µ be the unique invariant measure on X.
Then for any clopen subset A ⊂ X and any ǫ > 0 there exists g ∈ G such
that
supp(g) ⊂ A and µ(A \ supp(g)) < ǫ.
In particular, the action of G on (∂T,Σ, µ) is absolutely non-free.
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Proof. Let A ⊂ X be any clopen set and let g0 = e. Construct by induction
elements gn ∈ G, n = 0, 1, 2 . . . such that supp(gn) ⊂ A and µ(A\supp(gn)) 6(
d
d+1
)n
. If gn is constructed choose vertices v1, . . . vk such thatXvj are disjoint
subsets of A \ supp(gn) and
∑
µ(Xvj ) >
d
d+1
µ(A \ supp(gn)).
Using Lemma 23 construct elements h1, . . . hk such that supp(hj) ⊂ Xvj and
µ(supp(hj)) >
1
d
µ(Xvj).
Set gn+1 = gnh1h2 . . . hk. Then µ(A \ supp(gn+1)) 6 dd+1µ(A \ supp(gn)),
which finishes the proof.
6 Ergodic components of the diagonal actions.
In this section we prove Proposition 16.
Let G be a branch group acting on a regular rooted tree T , X = ∂T
and µ be the unique invariant probability measure on X . Fix n ∈ N. First
observe that since (XnSym,Σ
n
Sym, µ
n
Sym) is a finite quotient of (X
n,Σn, µn) it is
sufficient to show that the action diagn of G on (X
n,Σn, µn) admits at most
countably many ergodic components. For a level k > logd n and an n-tuple
v = (v1, . . . , vn) of distinct vertices from Vk set
Xv = Xv1 ×Xv2 × · · · ×Xvn ⊂ Xn.
Observe that union of the subsets of the form Sn(Xv) of X
n for all levels k
and all n-tuples v of n distinct vertices from Vk is of the full measure in X
n.
Introduce stabilizer of Xv in G by:
Gv = {g ∈ G : diagn(g)Xv = Xv}.
Clearly, to prove Proposition 16 it is sufficient to show for each k and each
v that for the action of Gv the space Xv splits into finitely many ergodic
components.
Lemma 25. For each vertex u of T the action of ristG(u) on Xu has finitely
many ergodic components.
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Proof. Let u ∈ Vk. Since G is branch, the subgroup
ristG(k) =
∏
w∈Vk
ristG(w)
is of finite index in G. Let m = |G/ristG(k)|, g1, . . . , gm be representatives of
the right cosets G/ristG(k) and A ⊂ Xu be a measurable subset of positive
measure invariant under the action of ristG(u). Then A is invariant under
the action of ristG(k) and
B =
⋃
i=1,...,m
giA
is invariant under the action of G. It follows that µ(B) = 1 and µ(A) >
1
m
. This shows that the action of ristG(u) on Xu has at most m ergodic
components.
Let v = (v1, . . . , vn) be an n-tuple with pairwise distinct vi ∈ Vk. From
Lemma 25 we obtain that the restriction of the action diagn to
n∏
i=1
ristG(vi)
admits finitely many ergodic components in Xv. Since
Gv ⊃ ristG(k) ⊃
n∏
i=1
ristG(vi)
we obtain that Xv has finitely many ergodic components with respect to the
action diagn of Gv, which finishes the proof of Proposition 16.
In the next statement we show that Proposition 16 fails when replacing
“branch” by “weakly branch”.
Proposition 26. There exists a weakly branch group G acting on a regular
rooted tree T and n ∈ N such that the action diagn of G on (∂T n,Σn, µn) has
no ergodic components of positive measure.
Proof. Consider the binary rooted tree T2. For v ∈ Vn denote by σv the switch
of the branches of T2 emitting from v. Consider the group G generated by
all elements of the form:
1) σv, v ∈ Vl, l is even; 2) hl =
∏
v∈Vl
σv, l is odd. (3)
Notice that G is weakly branch. Indeed, any vertex u ∈ Vn, n ∈ N, can be
encoded by a finite sequence u(1), u(2), . . . , u(n), where u(j) ∈ {0, 1} for all
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j. Using the generators of G we can change any element of the sequence u(j)
not affecting the other elements of the sequence. Thus, we can obtain any
other sequence of 0-s and 1-s, which means that G is spherically transitive.
On the other hand, for any vertex u and any vertex v ∈ Tu from an even
level one has σv ∈ G. Therefore, ristG(u) is nonempty.
Observe that G is not branch. Indeed, for any element g ∈ ristG(1) <
StG(1), the shortest representation of g in terms of the generators of G do
not contain generators of the form 2), and thus G/ristG(1) is infinite.
Fix an even n. Let us show that the action diagn of G on (X
n,Σn, µn),
where X = ∂T , does not have an ergodic component A such that µn(A) > 0.
Fix j. For v = (v1, . . . , vn) ∈ V n2j set
ri(v) =
n∑
p=1
vp(2i) (mod 2), r(v) = (r1(v), . . . , rj(v)).
It is not hard to show that r(v) is invariant under the action diagn of G.
Indeed, for any l and any u ∈ Vl the element σu changes only the l + 1-st
coordinate of any vertex. Thus,
(σu(vp))(2i) = vp(2i) for all l 6= 2i− 1 and all p,
which implies that
ri(diagn(σu)(v)) = ri(diagn(hl(v))) = ri(v)
whenever l 6= 2i− 1. If l = 2i− 1, then (hl(vp))(2i) = 1 − vp(2i) for each p.
Therefore, since n is even, ri(hl(v)) = ri(v).
Let r = (r1, . . . , rj) ∈ {0, 1}j. Denote
Y (r) =
⋃
v∈V n
2j ,r(v)=r
Xv.
Then sets Y (r) are invariant under the action of diagn(G), form a partition
of Xn and are of measure 2−j each. Thus, Xn can be split into invariant
subsets of arbitrarily small measure and so cannot have ergodic components
of positive measure.
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7 Characters
Fix a countable branch group G acting on a regular rooted tree T . As
before, let X = ∂T , let Σ be the sigma-algebra of all measurable subsets of
X and let µ be the unique invariant ergodic measure on X . Fix n ∈ N and
consider the action diagn of G on X
n
Sym. Recall that En stands for the set of
ergodic components of this action. By Proposition 16, En is countable. For
α ∈ En denote by Xα the corresponding ergodic component, by Σα the sigma-
algebra of measurable subsets of Xα and by µα the normalized restriction of
the measure µnSym to Xα (so that µα(Xα) = 1). Let πα be the corresponding
groupoid representation of G acting in L2(Rα, να). As before denote by χα
the corresponding character of G:
χα(g) = µα(Fix(diagn(g)) ∩Xα).
Proof of Proposition 18. Let α ∈ En and β ∈ Em for some n,m. Assume
that χα = χβ. Then
µα(Fix(diagn(g))) = µβ(Fix(diagm(g)))
for all g ∈ G. Set
Yα = γ
−1
n (Xα), Yβ = γ
−1
m (Xβ), cα = µ
n(Yα), cβ = µ
m(Yβ).
By absolute non-freeness of the action of G on (X,Σ, µ) (see Proposition 24)
and the definition of the measures µα, µβ we obtain that
1
cα
µn(An ∩ Yα) = 1cβµ
m(Am ∩ Yβ) for all A ∈ Σ. (4)
Case 1: n = m and α 6= β. Introduce inductively collections Bk of measur-
able subsets of Xn as follows. Set B0 = {An : A ⊂ X measurable}. Denote
by Bk+1 the set of subsets of the form B1 ⊔ B2, where B1, B2 are disjoint
subsets from Bk, or B1 \ B2, where B1 ⊃ B2 are subsets from Bk. Clearly,
Bk+1 ⊃ Bk for all k. From (4) using induction it is easy to show that
1
cα
µn(C ∩ Yα) = 1cβµ
n(C ∩ Yβ) for any k and all C ∈ Bk.
Let us show by induction that for any k there exists N(k) such that for any
B1, B2 ∈ Bk one has:
B1 ∪B2, B1 ∩ B2, B1 \B2 ∈ BN(k).
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Since B1 \B2 = B1 \(B1∩B2) and B1∪B2 = (B1 \B2)⊔(B1∩B2)⊔(B2 \B1)
it is sufficient to consider the B1 ∩ B2 case only.
Base of induction, when k = 0, is obvious, since An1 ∩ An2 = (A1 ∩A2)n.
Step of induction. Assume that the statement is true for k. Let B1, B2 ∈
Bk+1. Then for i = 1, 2 there exists Bi1, Bi2 ∈ Bk such that either Bi =
Bi1 ⊔ Bi2 or Bi = Bi1 \Bi2 and Bi1 ⊃ Bi2. Assume for instance that
B1 = B11 ⊔ B12 and B2 = B21 \B22, where B21 ⊃ B22.
Then
B1∩B2 = ((B11 ∩B21)⊔ (B12 ∩B21)) \ ((B11∩B22)⊔ (B12 ∩B22)) ∈ BN(k)+2,
since B1i ∩ B2j ∈ BN(k) for i, j = 1, 2. The other three cases can be treated
similarly.
Since the sets of the form An, A ∈ Σ generate γ−1n (ΣnSym) we obtain that
1
cα
µn(C ∩ Yα) = 1cβµn(C ∩ Yβ) for all C ∈ γ−1n (ΣnSym). In particular, for
C = Yα we get: µ
n(Yα) = 0. Obtained contradiction finishes the proof in the
case n = m.
Case 2: n 6= m. Without loss of generality let n > m. From (4) and the
arguments above it is not hard to show that for any k, any C1, C2, . . . , Ck ∈ Σ
and any expression F (B1, B2, . . . , Bk) involving only operations of union,
intersection and difference of the sets one has
1
cα
µn(F (Cn1 , . . . , C
n
k ) ∩ Yα) = 1cβµ
m(F (Cm1 , . . . , C
m
k ) ∩ Yβ). (5)
Find pairwise disjoint sets A1, . . . , An ∈ Σ such that
µn(Sym(A1 × A2 × · · · ×An) ∩ Yα) > 0.
Set k = n+ 1, Cn+1 = ∪ni=1Ai and Cj = Cn+1 \ Aj for j = 1, . . . , n. Let
F (B1, . . . , Bn+1) = Bn+1 \ ∪nj=1Bj.
Then F (Cn1 , . . . , C
n
k ) = Sym(A1 × A2 × · · · × An) and F (Cm1 , . . . , Cmk ) = ∅.
From (5) we obtain that µn(Sym(A1 × A2 × · · · × An) ∩ Yα) = 0. This
contradiction finishes the proof.
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8 Appendix.
Here we show that both ”if” and ”only if” directions of Vershik’s Conjecture
10 are false by providing corresponding counterexamples.
Proposition 27. There exists an essentially free (and thus not totally non-
free) ergodic measure-preserving action of a countable group G on a Lebesgue
space (X, µ) such that the associated character χ(g) = µ(Fix(g)), g ∈ G is
indecomposable.
Proof. First notice that if the action of a countable ICC (infinite conjugacy
classes) group G on a Lebesgue space (X, µ) is measure-preserving, ergodic
and essentially free (that is µ(Fix(g)) = 0 for all g 6= e) then the associated
groupoid representation is regular and the associated character χ is the reg-
ular character (equal to 1 at e and zero at all other elements g ∈ G). It is
known that a countable group is ICC if and only if the regular representa-
tion is a factor representation (see [20], Lemma 5.3.4). It follows that χ is
indecomposable.
To construct an example of such action take X = U(n), n ∈ N, n > 2, the
group of n × n unitary matrices. Since U(n) is compact it admits a unique
left Haar measure µ with µ(X) = 1. Let Γ be a dense countable subgroup of
U(n) which does not contain any diagonal matrices except the identity. We
leave as an exercise for the reader to check that Γ is ICC and the action of Γ
on (X, µ) by left translations is measure-preserving, ergodic and essentially
free.
Proposition 28. There exists an ergodic totally non-free action of a count-
able group G on a Lebesgue space (X, µ) such that the corresponding character
χ(g) = µ(Fix(g)), g ∈ G, is not indecomposable.
Proof. In the proof we introduce three group actions and corresponding
groupoid constructions. For convenience, to distinguish the objects corre-
sponding to different groups we put index of the group next to the corre-
sponding object.
First, let H be any group of permutations on a finite set A (equipped
with the uniform measure u) which is transitive and extremely non-free. For
example, one can set H to be the symmetric group Sym(n) acting on H =
{1, 2, . . . , n}. Let (πH ,HH , ξH) be the corresponding groupoid construction.
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Notice that RH = A× A in this case. The vector
η =
1
|H|
∑
h∈H
πH(h)ξH
is a non-zero πH(H)-invariant vector. Thus, πH contains a trivial component
but is not trivial, therefore χH is not indecomposable. This provides the
required example for the case of a finite space X .
To construct an example with (X, µ) non-atomic take any countable group
S with an ergodic totally non-free action on an non-atomic Lebesgue space
(Y, λ). Consider the product action of G = H×S on (A×Y, u×λ). Observe
that in this space Fix(h, s) = Fix(h)×Fix(s). Therefore, this action is totally
non-free. Clearly, it is ergodic. Further, let (πG,HG, ξG) be the groupoid
construction associated to the action of G. Then the subspace η⊗L2(RS, νS)
is πG(G)-invariant and πG(H × {eS}) acts trivially on it. Since πG|H×{eS} is
not trivial on cyclic hull of ξG we obtain that χG is not indecomposable.
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