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Abstrakt
Táto práca sa zaoberá problematikou vyhl’adávania lokálnych, prekrývajúcich sa komu-
nít v komplexných siet’ach. Analýza komplexných sietí sa v poslednom desat’rocˇí stala,
vd’aka rozmachu sociálnych sietí a dostupnosti dát na WWW, vel’mi populárnou discip-
línou. Vel’ké úsilie bolo vyvinuté práve v oblasti detekcie komunít v komplexných sie-
t’ach. Prístupov k detekcii komunít existuje niekol’ko, no môžeme ich rozdelit’ do dvoch
hlavných vetví a to na detekciu lokálnych a na detekciu globálnych komunít. Tie sa d’a-
lej delia na základe toho, cˇi umožnˇujú vrcholom patrit’ do viacerých komunít, alebo nie.
V práci popíšeme špecifiká jednotlivých prístupov, pricˇom sa budeme zaoberat’ hlavne
lokálnymi metódami. Podrobne rozoberieme dve metódy, ktorých variácie taktiež naiple-
mentujeme a to konkrétne Clique percolation method (CPM) a Connected iterative scan (CIS).
Nakoniec budú v práci uvedené experimenty, porovnávajúce implementované metódy a
interpretácia ich výsledkov.
Kl’úcˇové slová: komplexné siete, graf, komunita, detekcia komunít, lokálne komunity,
prekrývajúce sa komunity, CIS, CPM, NCIS, GCIS
Abstract
This thesis deals with problems of local overlapping community detection in complex
networks. During the last ten years complex network analysis has become very popular
discipline thanks to the growth of social networks and data availability on the WWW.
Big effort was involved especially in the field of community detection in complex net-
works. There are few different approaches to the community detection, but they can be
divided into two main branches. Either we can detect global or local communities. These
are further divided depending on fact if they allow vertices to belong to multiple com-
munities or not. We will describe the differences and specifics of each method, but we
will focus mainly on local methods. Two methods which variations were implemented
will be discussed in detail. These are Clique percolation method(CPM) and Connected itera-
tive scan (CIS). In the end of this thesis we will discuss performed experiments comparing
implemented methods and their results.
Keywords: complex networks, graph, community, community detection, local commu-
nities, overlapping communities, CIS, CPM, NCIS, GCIS
Zoznam použitých zkratiek a symbolov
IS – Iterative Scan
RaRe – Rank Removal
CIS – Connected Iterative Scan
CPM – Clique Percolation Method
NCIS – Neighbors Connected Iterative Scan
GCIS – Greedy Connected Iterative Scan
LFM – Lancichinetti-Fortunato Method
EAGLE – Agglomerative hierarchical clustering based on maximal cli-
que
VDM – Local community detection based on vertex dependency
MONC – Merging of Overlapping Natural Communities
GCE – Greedy Clique Expansion
BFS – Breadth First Search
WWW – World Wide Web
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71 Úvod
V poslednom desat’rocˇí sa vd’aka dostupnosti dát na internete a nárastu výpocˇtového
výkonu pocˇítacˇov stala vel’mi obl’úbenou problematikou analýza komplexných sietí. Prí-
kladov komplexných sietí, resp. systémov, ktoré môžeme pomocou nich reprezentovat’,
nájdeme na internete, ale aj v reálnom svete mnoho. Jedná sa napr. o siete spolupráce, ci-
tacˇné siete, dopravné siete, sociálne siete, WWW, elektrické rozvodné siete, nervové siete
v biologických systémoch a mnohé iné.
Komplexné siete matematicky reprezentujeme pomocou grafov, kde jedinci, alebo ob-
jekty siete predstavujú vrcholy a nejaký definovaný typ interakcie medzi nimi predsta-
vuje hrany. Oproti jednoduchým grafom ako sú mriežky, alebo náhodné grafy, sa líšia v
tom, že majú netriviálne topologické vlastnosti. Medzi ne patrí okrem iného to, že obsa-
hujú komunity.
Už z uvedených príkladov komplexných sietí je jasné, že svoje pomenovanie nedos-
tali náhodou. Jedná sa naozaj o vel’mi rozsiahle štruktúry, cˇasto s miliónmi vrcholov a
hrán. Práve táto komplexnost’ vel’mi st’ažuje ich analýzu. Vedci sa zaoberajú skúma-
ním rôznych vlastností sietí vrátane topológie, ktorá je vel’mi dôležitá, pretože štruktúra
ovplyvnˇuje procesy v sieti. Napr. topológia sociálnych sietí ovplyvnˇuje rýchlost’ šírenia
informácií, cˇi chorôb a môžeme z nej vycˇítat’, ktorí jednotlivci majú v sieti najväcˇší vplyv.
Ak teda pochopíme štruktúru siete, môžeme odhadnút’ jej správanie.
Pod analýzu štruktúry sietí spadá aj vyhl’adávanie komunít, ktorému sa budeme v
tejto práci venovat’. Identifikácia komunít je netriviálna úloha, ktorá sa stala predme-
tom intenzívneho výskumu posledných rokov. Komunitu si môžeme v jednoduchosti
predstavit’, ako skupinu objektov, ktoré medzi sebou komunikujú viac, ako so svojim
okolím. Detekcia komunít je v mnohých typoch sietí vel’mi užitocˇná. Napr. D.M. Wil-
kinson a B.A. Huberman v [28] analyzovali siet’ výskytov génov za úcˇelom identifikácie
skupín príbuzných génov. Úspešne ukázali, že gény patriace do rovnakej skupiny sú si
aj funkcˇne podobné. Pomocou zoskupovania podobných génov môžeme napr. urcˇit’ ich
vzt’ah k urcˇitej chorobe.
Metód na detekciu komunít existuje mnoho, no môžeme ich rozdelit’ do niekol’kých
skupín. Hlavné delenie je na lokálne a globálne metódy. Dˇalej sa metódy delia na také, ktoré
umožnˇujú vrcholom patrit’ do viac ako jednej komunity súcˇasne, alebo naopak takých,
ktoré prirad’ujú vrchol vždy do jednej komunity. Rozdiely medzi jednotlivými prístupmi
budú popísané v kapitole 3.
Práca si kladie za ciel’ analyzovat’ dostupné lokálne metódy slúžiace na detekciu pre-
krývajúcich sa komunít, vybrat’ a implementovat’ vhodné metódy a porovnat’ ich vý-
sledky. V jednotlivých kapitolách cˇitatel’a postupne uvedieme do problematiky komplex-
ných sietí a ich reprezentácie 2, d’alej sa budeme bližšie venovat’ komunitám v takýchto
siet’ach 3 spolu s popisom prístupov k ich detekcii. V kapitole 3 rovnako popíšeme nie-
kol’ko algoritmov z každej kategórie detekcie, ale dôraz budeme klást’ hlavne na lokálne
metódy. Potom sa budeme podrobne venovat’ popisu metód Clique percolation method
a Connected iterative scan 4, ktoré sme ako súcˇast’ tejto práce implementovali. Nakoniec
budú uvedené experimenty nad rôznymi siet’ami spolu s analýzou ich výsledkov 6.
82 Komplexné siete a ich reprezentácia
V úvode sme spomenuli niekol’ko príkladov dát, resp. systémov reprezentovaných po-
mocou sietí. V tejto kapitole uvedieme niektoré základné vlastnosti komplexných sietí.
Podrobnejšie rozoberieme typy komplexných sietí a strucˇne uvedieme problémy týka-
júce sa ich analýzy. Ked’že siete sú grafy, tak sa budeme najskôr venovat’ základným
pojmom z teórie grafov, ktoré sú nutné k d’alšiemu pochopeniu tejto problematiky.
2.1 Základy teórie grafov
Pocˇiatok teórie grafov datujeme do roku 1736, kedy matematik L. Euler zistil, že problém
„7 mostov mesta Kaliningrad“ nemá riešenie [31]. Odvtedy sme sa toho o grafoch a ich
matematických vlastnostiach naucˇili vel’a.
2.1.1 Graf
Pojmom graf, budeme v tejto práci oznacˇovat’ grafický spôsob vyjadrenia vzt’ahu medzi
objektmi. Objekty sú v grafe reprezentované vrcholmi. V rôznych oblastiach sa používajú
rôzne pojmy, ktoré oznacˇujú vrchol. Napr. v sociológii sa hovorí o aktéroch, cˇi jedincoch,
ktorí sú prepojení väzbami, resp. vzt’ahmi. My budeme v tejto práci používat’ oznacˇenie
vrchol a hrana, kde hrana reprezentuje vzt’ah medzi dvoma vrcholmi.
Sila teórie grafov spocˇíva hlavne v strucˇnej a prehl’adnej interpretácii problému, kedy
abstrahujeme od nedôležitých symbolov a sústredíme sa na štruktúru, ktorá je v prob-
lému obsiahnutá [44].
Grafy znázornˇujeme pomocou diagramov. Pri kreslení grafu sa väcˇšinou vrcholy re-
prezentujú kolieskom a hrany kreslíme priamymi, alebo zaoblenými cˇiarami. Hrana vždy
zacˇína a koncˇí v nejakom vrchole. Väcˇšinou sú koncové vrcholy rôzne, ale môže to byt’
aj jeden vrchol. Takejto hrane hovoríme slucˇka. Dva vrcholy môžu byt’ spojené viacerými
hranami, v takom prípade ich oznacˇujeme ako násobné. Graf, ktorý obsahuje násobné
hrany nazývame multigraf. Graf bez násobných hrán sa nazýva prostý graf – môže však
obsahovat’ slucˇky. Prostý graf bez slucˇiek je obycˇajný graf [45]. Ukážky jednotlivých typov
grafov sú na obr. 1.
Hrany v grafe môžu byt’ :
• Neorientované – reprezentujú symetrické vzt’ahy medzi vrcholmi. Napr. ak chceme
oznacˇit’ vzt’ah priatel’stva.
• Orientované – reprezentujú jednosmerné, teda nesymetrické vzt’ahy medzi vr-
cholmi. Orientácia hrany sa oznacˇuje šípkou na jednom jej konci. Napr. ak chceme
znázornit’ vzt’ah, že vrchol je rodicˇom iného vrcholu.
a d’alej :
• Ohodnotené – hrany, ktoré majú definovanú váhu. Používame ich napr. pri urcˇení
toku v sieti, alebo jednoducho ak chceme hrane pripísat’ urcˇitú hodnotu, ktorá bude
oznacˇovat’ jej dôležitost’.
9Obr. 1: Rôzne typy grafov. A - Multigraf, B - Prostý graf, C - Obycˇajný graf
Obr. 2: Ukážka zakreslenia ohodnotenej orientovanej hrany.
• Neohodnotené – hrana nemá definovanú váhu.
Neohodnotené neorientované hrany sú použité na obr. 1. Na obr. 2 je ukážka zakres-
lenia ohodnotenej orientovanej hrany.
Analogicky nazývame grafy, podl’a toho aké typy hrán obsahujú. V práci sa budeme
pri experimentoch zaoberat’ iba neohodnotenými neorientovanými prostými grafmi nazýva-
nými tiež ako binárne grafy.
Formálne môžeme graf definovat’ nasledovne :
Definícia 2.1 Jednoduchý graf G je usporiadaná dvojica (V,E), kde V (z angl. vertex) je ne-
prázdna množina vrcholov a E (z angl. edge) je nejaká množina dvojprvkových podmnožín mno-
žiny V. Prvkom E hovoríme hrany. [44].
Množinu vrcholov grafu G oznacˇujeme V (G) a množinu hrán E(G), vystacˇíme si však
aj s oznacˇením V a E. Celkovo budeme graf oznacˇovat’ zápisom G(V,E). Pocˇet hrán a
vrcholov budeme vyjadrovat’ ako e(G) a v(G), resp. |E| a |V |
Pre graf, ktorého všetky vrcholy sú susedné (má pri danom pocˇte vrcholov maxi-
málny pocˇet hrán), sa používa oznacˇenie úplný graf. Graf, ktorého vrcholy majú rovnaký
stupenˇ nazývame pravidelný, alebo regulárny. Na obr. 3 je teda úplný regulárny graf.
Všetky grafy môžu byt’ rozdelené do dvoch kategórií a to na riedke a husté grafy.
Riedke grafy obsahujú malý pocˇet hrán, rádovo |E| << |V |2. Husté grafy naopak ob-
sahujú približne rovnaký pocˇet hrán ako |V |2.
Hrany sú definované dvojicami koncových vrcholov, preto konkrétnu hranu budeme
zapisovat’ ako dvojprvkovú množinu jej vrcholov. Napr. pre graf na obr. 3 vyššie, by sme
hrany zapísali nasledovne E = {{u1, u3}, {u1, u2}, {u2, u3}}. Pri praktických experimen-
toch budeme pracovat’ so vstupnými súbormi, v ktorých sú grafy reprezentované práve
pomocou dvojprvkových množín vrcholov.
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Obr. 3: Úplný regulárny graf
Obr. 4: G’ a G” - podgrafy grafu G
Dˇalej pre strucˇnost’ uvedieme len definície a vety, ktoré budú užitocˇné pre túto prácu.
Budú sa teda týkat’ neohodnotených neorientovaných grafov, alebo grafov vo všeobecnosti.
Cˇerpali sme z [45].
2.1.2 Podgraf a klika grafu
Definícia 2.2 Nech je daný graf G(V,E). Potom graf G’(V’, E’) taký, že :
• V’ je podmnožina V
• E’ je podmnožina E
nazveme podgrafom grafu G.
Definícia 2.3 Klikou grafu G(V,E) nazveme každý jeho úplný podgraf.1
Definícia 2.4 Maximálna klika grafu G(V,E) je klika, ktorá nemôže byt’ rozšírená pridaním
d’alšieho vrcholu (nie je obsiahnutá v inej klike).
Definícia 2.5 K-klikou grafu G(V,E) nazveme každý jeho úplný podgraf, ktorý ma práve k vr-
cholov (nemusí byt’ maximálny).
1V literatúre sa cˇasto pojmom „klika“ oznacˇuje maximálna klika.
11
Obr. 5: Graf G a jeho 4 kliky.
2.1.3 Stupenˇ vrcholu
Definícia 2.6 Stupenˇ vrcholu je pocˇet hrán, ktoré sú s týmto vrcholom spojené – majú tento
vrchol ako koncový.
Pre skutocˇnost’, že hrana má daný vrchol ako koncový, používame termín, že hrana s
týmto vrcholom inciduje. Pre oznacˇenie stupnˇa vrcholu u používame zápis d(u). Písmeno
d je z anglického slova degree – stupenˇ.
2.1.4 Sled, t’ah, cesta, konektivita grafu
Definícia 2.7 Nech je daný graf G(V,E) a dva jeho vrcholy u a v. Sledom medzi vrcholmi u a v
nazveme postupnost’ vrcholov a hrán u, ei1, ui1, ei2, ui2, ..., uik−1, eik, v.
Sled je teda na seba nadväzujúca postupnost’ hrán, kde vždy dve za sebou nasledujúce
hrany v slede majú spolocˇný koncový vrchol, ktorý je v slede uvedený medzi nimi.
Definícia 2.8 Tˇah medzi vrcholmi u a v je sled medzi týmito dvoma vrcholmi, v ktorom sa žiadna
hrana nevyskytuje viackrát.
Definícia 2.9 Cesta medzi vrcholmi u a v je t’ah (def. 2.8) medzi týmito dvoma vrcholmi, v
ktorom sa žiaden jeho vnútorný uzol nevyskytuje viackrát.
Vzdialenost’ medzi dvoma vrcholmi u a v grafu meriame ako dl´žku najkratšej cesty
(def. 2.9) medzi nimi. Budeme ju znacˇit’ dist(u,v). So vzdialenost’ami je spojený aj pojem
excentricita.
Definícia 2.10 Majme graf G a vrchol v ∈ V (G). Excentricita vrcholu v je najväcˇšia zo všet-
kých vzdialeností v od ostatných vrcholov v G. Excentricitu znacˇíme ecc(v), prípadne eccG(v).
Symbolicky môžeme excentricitu vrcholu v popísat’ ako
ecc(v) = maxu∈V (G){dist(u, v)}
Definícia 2.11 Priemer grafu G, oznacˇovaný diam(G), je rovný najväcˇšej excentricite (def.
2.10).
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Obr. 6: Súvislý (A) a nesúvislý (B) graf
Definícia 2.12 Graf, medzi ktorého každými dvoma vrcholmi existuje cesta, nazývame súvislým
grafom.
Definícia 2.13 Komponentom grafu G nazveme každý jeho maximálny súvislý podgraf (def.
2.12).
Pritom súvislý podgraf grafu G považujeme za maximálny, ak sa už nedá zväcˇšit’ pri-
daním d’alších hrán, cˇi uzlov z grafu G tak, aby podgraf ostal stále súvislý. Teda nie je
vlastným podgrafom iného súvislého podgrafu.
V práci budeme hovorit’ o súvislosti ako o konektivite grafu. Konektivita grafu sa dá
overit’ napríklad prehl’adávaním grafu do šírky.
2.1.5 Prehl’adávanie grafu do šírky - BFS
Tento algoritmus nám umožnˇuje vyhl’adat’ všetky vrcholy, ktoré sú dosiahnutel’né z da-
ného pocˇiatocˇného vrcholu. BFS prechádza súvislý komponent grafu a vytvára jeho kos-
tru. V jednoduchosti sa dá povedat’, že základnou myšlienkou BFS je vyslat’ akúsi „vlnu“
od pocˇiatocˇného vrcholu. Táto vlna najskôr prejde všetkými vrcholmi, ktoré sú od pocˇia-
tocˇného vrcholu vzdialené o 1 hranu (sú susedmi pocˇiatocˇného vrcholu). Potom prejde
všetkými vrcholmi, ktoré sú od pocˇiatocˇného vzdialené o 2 hrany, atd’. Dá sa teda pove-
dat’, že prechádzame všetkých susedov pocˇiatocˇného vrcholu, potom susedov ich suse-
dov atd’.
Ako dátovú štruktúru využitú na správu týchto „vl´n“ používame frontu, oznacˇme ju
Q. Vrchol v sa nachádza vo fronte Q len vtedy ak sa „vlna“ dostala do v, ale ešte z neho
nevyšla (v ešte nebol spracovaný). Ked’že Q pracuje na princípe FIFO, tak sú vrcholy
spracúvané v takom poradí, v akom boli vložené do fronty.
Pseudokód pre nájdenie komponentu súvislosti pomocou BFS :
Vrcholy grafu na obr. 7, by sa pri spustení BFS z vrcholu 1 spracúvali v poradí, v akom
sú ocˇíslované na obrázku.
2.1.6 Reprezentácia grafov v PC
Na to, aby sme mohli graf algoritmicky analyzovat’, ho musíme v pocˇítacˇi vhodne re-
prezentovat’. Existuje niekol’ko základných štruktúr pre reprezentáciu grafu v PC. Uve-
dieme len verzie pre neohodnotené neorientované grafy.
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Pseudokód 1 BFS(G,s)
Require: s - pocˇiatocˇný vrchol, G - graf ktorý prechádzame
Vytvor frontu Q
Vytvor prázdny komponent súvislosti - List C
Q← s
while Q ̸= empty do
aktuálnyVrchol = Q.poll();
for all v : aktuálnyVrchol.getSusednéVrcholy() do
if v /∈ C and v /∈ Q then
Q← v
end if
end for
C ← aktuálnyVrchol
end while
Obr. 7: Príklad BFS.
2.1.6.1 Incidencˇná matica (angl. incidence matrix) Majme daný graf G. Incidencˇná
matica B(G) je obdl´žniková matica s v(G) riadkami a e(G) stl´pcami. Vrcholy grafu G ozna-
cˇíme v1, v2, ..., vn a hrany e1, e2, ..., em. Každému vrcholu grafu G odpovedá jeden riadok
matice B a každej hrane grafu G odpovedá jeden stl´pec matice B. Prvok bij matice B nado-
búda hodnotu 1 práve vtedy, ked’ je vrchol vi incidentný s hranou ej . V opacˇnom prípade
je bij = 0. Súcˇet cˇísel v každom stl´pci tejto matice dáva 2 a súcˇet cˇísel v i-tom riadku dáva
stupenˇ (def. 2.6) vrcholu vi. Incidencˇná matica je preto vel’mi rozsiahla a riedka. Obsahuje
len 2m jednotiek z celkového pocˇtu mn prvkov [44].
Príklad incidencˇnej matice pre obr. 7, str. 13 je :
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B(G) =

v1v2 v1v3 v1v4 v2v5 v2v6 v4v7
v1 1 1 1 0 0 0
v2 1 0 0 1 1 0
v3 0 1 0 0 0 0
v4 0 0 1 0 0 1
v5 0 0 0 1 0 0
v6 0 0 0 0 1 0
v7 0 0 0 0 0 1

Tento spôsob reprezentácie grafu je kvôli pamät’ovým nárokom najmenej používaný.
2.1.6.2 Matica susednosti (angl. adjacency matrix) O niecˇo úspornejšie využitie
pamäte pre husté grafy získame uložením grafu pomocou matice susednosti. Znacˇenie
vrcholov ponecháme rovnaké ako v predchádzajúcom príklade. Matica susednosti A(G)
je štvorcová matica rádu n, v ktorej je prvok aij = 1 práve vtedy ak medzi vrcholmi vi a
vj existuje hrana. Takáto matica je pre jednoduché grafy symetrická a platí, že súcˇet cˇísel
v i-tom riadku (i-tom stl´pci) je rovný stupnˇu vrcholu vi [44].
Matica susednosti grafu z obr. 7, str. 13 je :
A(G) =

v1 v2 v3 v4 v5 v6 v7
v1 1 1 1 1 0 0 0
v2 1 1 0 0 1 1 0
v3 1 0 1 0 0 0 0
v4 1 0 0 1 0 0 1
v5 0 1 0 0 1 0 0
v6 0 1 0 0 0 1 0
v7 0 0 0 1 0 0 1

Vel’mi vel’kou výhodou tejto reprezentácie je, že odstránenie, cˇi pridanie hrany môže
byt’ vykonané v konštantnom cˇase O(1). Rovnako rýchlo môžeme zistit’, cˇi medzi danými
dvoma vrcholmi existuje hrana.
Medzi nevýhody patrí to, že matica susednosti (aj ked’ môže byt’ úspornejšia ako in-
cidencˇná matica) zaberá vel’kú cˇast’ pamäte pokial’ sa chystáme spracovávat’ obrovské
grafy. Dˇalšou nevýhodou je to, že v mnohých algoritmoch potrebujeme získat’ zoznam
susedov konkrétneho vrcholu vi. Aby sme takúto informáciu z matice susednosti do-
stali, musíme prejst’ všetky stl´pce i-teho riadku, cˇo znamená nárocˇnost’ O(|V |). Pritom,
za pomoci zoznamu susedov (sek. 2.1.6.3) môžeme túto nárocˇnost’ zredukovat’ na O(1). Po-
slednou nevýhodou matice susednosti je, že dodatocˇné odstránenie/pridanie vrcholu je
vel’mi nárocˇné.
2.1.6.3 Zoznam susedov (angl. adjacency list) Graf môžeme reprezentovat’ aj po-
mocou zoznamov susedných vrcholov. Pre každý vrchol grafu vi, môžeme vytvorit’ pole
ai jeho susedných vrcholov. Každé pole ai má potom pocˇet položiek na základe stupnˇa
vrcholu vi.
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Graf z obr.7, str. 13 by bol potom reprezentovaný nasledovne :
a1 = [v2, v3, v4]
a2 = [v1, v5, v6]
a3 = [v1]
a4 = [v1, v7]
a5 = [v2]
a6 = [v2]
a7 = [v4]
Ak má graf h hrán, potom budú zoznamy obsahovat’ celkom 2h položiek, pretože
každá hrana je uložená 2 krát [44].
Výhodou tejto štruktúry je to, že sa dá pocˇas behu algoritmu l’ahko modifikovat’.
Nevýhodou je naopak väcˇšia cˇasová zložitost’ pri zist’ovaní existencie konkrétnej hrany,
v cˇom naopak vyniká matica susednosti. Vyhl’adávanie sa však dá urýchlit’ ak prvky
v zoznamoch usporiadame podl’a pevne zvoleného kl’úcˇa a budeme používat’ binárne
vyhl’adávanie.
2.2 Vlastnosti komplexných sietí
Ešte predtým, ako prejdeme k rozdeleniu komplexných sietí v strucˇnosti uvedieme nie-
ktoré z ich základných vlastností. Týmito vlastnost’ami sa líšia od jednoduchých grafov,
ako sú regulárne grafy (def. 2.1, str. 9) a pod.
Reálne komplexné siete sú typické tým, že majú cˇasto vel’mi malý priemer – jedná sa
o tzv. fenomén malého sveta. Dˇalej je pre ne charakteristické to, že ich distribúcia stupnˇov
sa riadi mocninovým rozdelením. Existuje v nich mnoho vrcholov, ktoré majú malý stupenˇ
ale nájde sa aj pár takých, ktoré majú naopak vel’mi vel’ký stupenˇ. V reálnych siet’ach
pozorujeme tiež homofýliu (assortative mixing) – napr. sebe podobný l’udia (vekom, rasou,
...), alebo cˇlánky zamerané na rovnaké téma, majú tendenciu vytvárat’ skupiny. Mnoho
reálnych sietí má vysoký zhlukovací koeficient.
Zhlukovací koeficient C [1] meria hustotu trojuholníkov (trojica vrcholov, kde je každý
vrchol spojený so zvyšnými dvoma) v grafe. Jedná sa o to, že v reálnych siet’ach je vel’mi
pravdepodobné, že ak je spojený vrchol a s vrcholom b a b je zárovenˇ spojený s vrcholom
c, tak bude spojený aj c s a. Zhlukovací koeficient C grafu G môžeme vypocˇítat’ ako :
C =
3*pocˇet trojuholníkov v G
pocˇet trojíc v G
Vlastnosti sietí zachytávajú rôzne miery a metriky (cˇasto pochádzajú z oblasti soci-
ológie) ako napr. :
• Centralita – skúma, ktoré vrcholy sú v sieti najdôležitejšie. Existujú rôzne prístupy -
PageRank, Betweeness, Closeness, Degree, ...
• Štrukturálna vyváženost’ – ak sú hrany v sieti oznacˇené ako pozitívne a negatívne,
tak je siet’ štrukturálne vyvážená pokial’ obsahuje nepárny pocˇet negatívnych hrán.
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• Podobnost’ – oznacˇuje štrukturálnu podobnost’ medzi vrcholmi. Meria sa napr. na
základe pocˇtu spolocˇných susedov.
Skúmaných metrík a vlastností existuje ešte omnoho viac, uviest’ ich všetky je však mimo
rozsah tejto práce. Niektoré spomenieme ešte v priebehu d’alšieho textu. Viac sa dá do-
zvediet’ v [1].
2.3 Typy komplexných sietí
Vo všeobecnosti môžeme komplexné siete rozdelit’ do štyroch kategórií, ktoré použil v
[1] Newman :
• sociálne
• informacˇné
• technologické
• biologické
Pod’me sa bližšie pozriet’ na každý z týchto typov.
2.3.1 Sociálne siete
Sociálna siet’ je množina l’udí, alebo skupín l’udí, medzi ktorými existuje urcˇitý druh
prepojenia, resp. interakcie. Môže sa jednat’ napr. o priatel’stvo, pracovný vzt’ah, príbu-
zenský vzt’ah alebo môže íst’ len o to, že jedna osoba poslala druhej mailovú správu.
Za jedny z najznámejších experimentov v oblasti sociálnych sietí (nie tých na webe)
sa považujú Milgramove experimenty malého sveta [29] [30]. Princíp experimentov spocˇí-
val v tom, že Milgram napísal vel’ké množstvo dopisov, ktoré rozdal úcˇastníkom experi-
mentu. Každý z nich mal dopis poslat’ svojim známym tak, aby sa dostal k Milgramovmu
priatel’ovi v Bostone. Vel’ké množstvo dopisov sa pocˇas experimentu stratilo, ale asi štvr-
tine sa podarilo dosiahnut’ ciel’. Zaujímavé bolo, že každý z nich prešiel v priemere, len
rukami šiestich l’udí. Tento fakt dal za vznik populárnej teórii s názvom šest’ stupnˇov od-
lúcˇenia, hoci sám Milgram tento názov nikdy nepoužil.
Typicky nás pri analýze sociálnych sietí zaujímajú odpovede na problém centrality
(ktorý jedinci sú najlepšie prepojení s ostatnými, alebo majú najväcˇší vplyv) a konektivity
(cˇi a ako sú jedinci vzájomne v sieti spojení). Tradicˇné štúdie sociálnych sietí však cˇasto
trpia problémom malej testovacej vzorky, nepresnosti a subjektivity. Až na pár štúdií,
ako boli tie Milgramove, sa dáta získavajú pomocou dotazníkov, cˇo je vel’mi prácne a ne-
presné. To, ako jeden cˇlovek chápe priatel’stvo, sa vôbec nemusí zhodovat’ s predstavou
priatel’stva iného cˇloveka. Kvôli týmto problémom sa vedci zamerali na štúdium iných
sociálnych sietí, ako sú napr. siete spoluprác. Príkladom takejto siete je napr. siet’ spolu-
práce filmových hercov. Vrcholy siete sú predstavované hercami a hrana medzi nimi zna-
mená, že spolu hrali v nejakom filme. Do sociálnych sietí radíme aj siete komunikacˇné,
kde medzi jedincami vzniká hrana, ak si napr. poslali dopis, balík, email, alebo spolu
17
uskutocˇnili telefónny hovor. Možností je mnoho, záleží od toho, aký druh komunikácie
chceme skúmat’.
V neposlednom rade sem patria aj webové sociálne siete ako je napr. Facebook, Twit-
ter, cˇi LinkedIn. Práve tieto sa stali v poslednej dobe, vd’aka l’ahkému získaniu presných
dát, ciel’om mnohých analýz.
2.3.2 Informacˇné siete
Tiež nazývané ako vedomostné siete. Typickým príkladom tejto kategórie je siet’ citácií me-
dzi akademickými publikáciami, ktorú budeme mimochodom analyzovat’ v experimen-
tálnej cˇasti práce (sek. 6.4, str. 65). Hrana medzi dvoma publikáciami, ktoré predstavujú
vrcholy, vzniká ak sa v jednej práci nachádza citácia na tú druhú. Podl’a toho, ako chceme
siet’ skúmat’, môžeme takúto hranu uvádzat’ ako orientovanú, alebo ako neorientovanú.
Štruktúra citacˇnej siete odráža štruktúru informácií, ktoré sú uchované v jej vrcholoch,
preto o nej hovoríme ako o informacˇnej sieti [1].
Dˇalším vel’mi dôležitým príkladom informacˇnej siete je WWW, cˇo je, siet’ webových
stránok prepojených hyperlinkami. Vel’mi cˇasto je nesprávne oznacˇovaná ako Internet,
cˇo je siet’ fyzicky prepojených pocˇítacˇov. Medzi prvé štúdie WWW patria napr. [32] [33].
2.3.3 Technologické siete
Jedná sa o cˇlovekom vytvorené siete, typicky slúžiace na rozvoz nejakej komodity alebo
zdroja, ako je napr. elektrická energia, alebo informácie. Príkladmi takýchto sietí sú: elek-
trická rozvodná siet’, vlakové, letecké, cestné a iné dopravné komunikácie, telefónne siete
(myslíme fyzickú telefónnu siet’, nie siet’ hovorov) a iné. V neposlednom rade sem patrí
aj spomínaný Internet.
Štúdie týchto sietí nájdeme napr. v [34] [35] [36] [37].
2.3.4 Biologické siete
Sú posledným typom sietí, z toho ako ich popisuje Newman [1]. Množstvo biologických
systémov môže byt’ užitocˇné reprezentovat’ ako siet’. Klasickým príkladom biologickej
siete je siet’ metabolických ciest. Je to reprezentácia metabolických substrátov a produk-
tov, s orientovanými hranami, ktoré ich spájajú, pokial’ existuje metabolická reakcia,
ktorá prebieha na danom substráte a vytvára daný produkt. Štúdie štatistických vlast-
ností metabolických sietí boli vykonané napr. v [38] alebo v [39]. Inými príkladmi bio-
logických sietí, sú napr. siet’ interakcie medzi proteínmi, siet’ potravinového ret’azca za-
chytávajúca vzt’ah lovec-korist’ medzi rôznymi ekosystémami, alebo neurologické siete
a iné.
2.4 Analýza sietí
Už v úvode sme naznacˇili, precˇo je analýza dôležitá. Pre motiváciu uvedieme ešte jednu,
možno trochu prehnane povedané, katastrofickú situáciu, ktorá sa týka topológie kom-
plexnej siete.
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Obr. 8: Siet’ cˇlenov Zacharyho karate klubu, ktorý sa neskôr rozpadol na 2 cˇasti.
10. Augusta 1996 spôsobila chyba na dvoch cˇastiach elektrickej rozvodovej siete v
Oregone kaskádu zlyhaní, ktoré viedli k totálnemu výpadku dodávky elektrickej energie
v 11 štátoch USA a 2 Kanadských provincií. 7 miliónov obyvatel’ov vtedy ostalo bez
prúdu na celých 16 hodín [2].
Práve skúmaním topologických vlastností sietí môžeme podobným situáciám pre-
díst’. Je nutné podotknút’, že prístup k analýze sa v posledných rokoch rapídne zmenil.
V pocˇiatkoch tohto oboru bolo nepredstavitel’né skúmat’ grafy, ktoré mali pocˇet vrcholov
v rádoch tisícov. Väcˇšinou sa skúmali len, na dnešnú dobu, malé grafy v rádoch desiatok
až stoviek vrcholov, pricˇom sa analýza sústredila na vlastnosti jednotlivých vrcholov [1].
Pri tak malých siet’ach sme si mohli klást’ otázky typu : „Ktorý vrchol je najdôležitejší
z pohl’adu zachovania konektivity siete pri jeho prípadnom odstránení ?“ . Avšak pri sie-
t’ach, ktoré majú obrovský pocˇet vrcholov je takáto otázka zväcˇša irelevantná, pretože sa
nestáva, že odobranie jedného vrcholu má globálny dopad na celú siet’. Momentálne sa
skôr pýtame v štýle : „Kol’ko percent vrcholov musíme odobrat’ aby sme ovplyvnili ko-
nektivitu siete v nejakom smere ?“. No nielenže sa z cˇasti zmenilo to, cˇo nás pri analýze
sietí zaujíma, ale cˇo je hlavné, výrazne sa zmenil aj samotný spôsob akým siete analyzu-
jeme. Zo zacˇiatku nebol problém menšie grafy vizualizovat’, teda nakreslit’ obrázok siete
s vrcholmi a hranami a analýzu vykonávat’ jednoducho pohl’adom. Na obr. 8 je ukážka
zobrazenia sociálnej siete cˇlenov Zacharycho karate klubu. Táto siet’ bude použitá aj pri
experimentoch v závere práce (sek. 6.2, str. 61).
Je vidiet’, že malá siet’ (táto má 34 vrcholov a 78 hrán) sa dá analyzovat’ aj vol’ným
okom, i ked’ je to prácne.
Siet’ s miliónmi vrcholov by sme sa však pokúšali nakreslit’ a analyzovat’ pohl’adom
márne. Samozrejme, že v dnešnej dobe existujú algoritmy, ktoré zvládnu vykreslit’ aj ob-
rovské siete, ako napr. Yi Fan Hu, OpenORD a iné. No ak nie je toto vykreslenie doplnené
napr. o vyfarbenie vrcholov podl’a toho do akej komunity patria, alebo zobrazenie vel’-
kosti vrcholu podl’a jeho dôležitosti a pod., tak nám kvôli svojmu rozsahu neposkytne
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Obr. 9: Siet’ vedeckých cˇlánkov.
žiadne informácie. Na obr. 9 je ukázaná vizualizácia citacˇnej siete vedeckých publikácií.
Je vidiet’, že aj ked’ máme k dispozícii vyfarbené vrcholy podl’a ich cˇlenstva v komu-
nite, analýza vol’ným okom je pri takto vel’kých siet’ach (52 615 vrcholov a 65 000 hrán)
prakticky nemožná.
Komplexné siete už neanalyzujeme pohl’adom, ale algoritmicky, skúmaním rôznych
štatistických vlastností, ako je napr. dl´žka ciest medzi vrcholmi, alebo rozdelenie stupnˇa
uzlov. Vel’mi dôležitou a netriviálnou súcˇast’ou analýzy sietí je aj detekcia komunít.
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3 Komunity v komplexných siet’ach a ich detekcia
Ako sme už spomenuli, reálne komplexné siete majú, oproti jednoduchým grafom,
mnoho zaujímavých vlastností (sek. 2.2, str. 15). Asi najzásadnejšou z nich je to, že obsa-
hujú komunitné štruktúry, zjednodušene komunity (klastre, skupiny, moduly). Problémom
je, že neexistuje presná definícia komunity, ktorá by bola univerzálne akceptovatel’ná.
Definícia komunity totiž záleží od povahy siete, ktorú skúmame, alebo od povahy sa-
motnej aplikácie, resp. použitého algoritmu. Intuitívne však môžeme komunitu chápat’
ako zoskupenie vrcholov, ktoré sú medzi sebou prepojené viac, ako so zvyškom grafu. Dôležitou
vlastnost’ou komunity je to, že musí byt’ súvislá (def. 2.12, str. 15). Toto sú základné myš-
lienky, od ktorých sa odvíjajú iné, špecifickejšie definície. Príklad komunít v grafe je na
obr. 10.
Na základe vyššie uvedeného, je základný formálny popis komunity Cnasledovný.
Nech C je podgrafom grafu G s |C| = nc a |G| = n vrcholmi. Definujme interný a externý
stupenˇ vrcholu v ∈ C, kintv a kextv , ako pocˇet hrán, ktoré spájajú v s ostatnými vrcholmi
komunity C alebo so zvyškom grafu G. Ak je kextv = 0, tak má vrchol v susedov len v C,
cˇo znacˇí, že C je pre v dobre urcˇená komunita. Ak je kintv = 0, tak to znamená, že v nie
je spojený s C a mal by byt’ priradený do inej komunity. Interný stupenˇ kCint komunity C
je súcˇet interných stupnˇov jej vrcholov. Podobne externý stupenˇ kCext komunity C je súcˇet
externých stupnˇov jej vrcholov. Celkový stupenˇ kC je súcˇet stupnˇov vrcholov ∈ C. Potom
kC = kCint + k
C
ext [2].
Definujeme internú hustotu densint(C) komunity C ako pomer medzi pocˇtom hrán
interných pre C a maximálnym možným pocˇtom hrán interných pre C [2].
densint(C) =
# hrany interné pre C
nc(nc − 1)/2 (1)
Hrana je interná pre C ak oba jej koncové vrcholy patria C.
Podobne definujeme externú hustotu densext(C) ako pomer medzi pocˇtom hrán, spá-
jajúcich C so zvyškom grafu a celkovým možným pocˇtom takýchto hrán (ext. hrany).
densext(C) =
# ext. hrany C
nc(n− nc) (2)
Na to, aby bola C komunita grafu G(V,E), intuitívne ocˇakávame, že densint(C) bude
väcˇšia ako priemerná hranová hustota grafu dens(G).
dens(G) =
|E|
n(n− 1)/2 (3)
Na druhú stranu, by mala byt’ densext(C) o mnoho menšia ako dens(G). Hl’adanie
vhodného kompromisu medzi vel’kým densint(C) a malým densext(C) je implicitným,
alebo explicitným ciel’om väcˇšiny algoritmov na vyhl’adávanie komunít.
Môžeme ešte uviest’ definíciu silnej a slabej komunity, tak ako ich opísal Raddicchi et
al. v [13].
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Obr. 10: Príklad dvoch, farebne odlíšených, komunít v grafe.
Definícia 3.1 Podgraf C predstavuje silnú komunitu ak platí že :
kini (C) > k
out
i (C),∀i ∈ C. (4)
V silnej komunite má každý vrchol viac hrán vo vnútri komunity, ako so zvyškom grafu.
Definícia 3.2 Podgraf C predstavuje slabú komunitu ak platí že :
i∈C
kini (C) >

i∈C
kouti (C). (5)
V slabej komunite je súcˇet všetkých vnútorných stupnˇov väcˇší (vnútorné hrany pre každý vrchol),
ako súcˇet stupnˇov so zvyškom grafu.
Metódy na detekciu komunít používajú mnoho rôznych prístupov. Na základe toho,
o akú definíciu komunity sa opierajú, môžu odhal’ovat’ klastre, ktoré:
• maximalizujú nejakú globálnu funkciu kvality,
• obsahujú špecifické sub-štruktúry,
• alebo najviac vyhovujú urcˇitým lokálnym kritériám [2].
Tieto prístupy sa potom delia na základe toho, cˇi umožnˇujú, aby sa jednotlivé komu-
nity prekrývali, alebo nie (sek. 3.1).
Dˇalej sa v tejto kapitole budeme venovat’ popisu vyššie spomínaných prístupov a
niektorých vybraných metód, ktoré ich reprezentujú. Globálnym metódam (sek. 3.2) sa
budeme venovat’ len v strucˇnosti, pretože nie sú náplnˇou tejto práce. Avšak je vhodné,
aby si o nich cˇitatel’ spravil asponˇ základnú predstavu a pochopil tak rozdiely medzi
jednotlivými prístupmi.
3.1 Prekrývajúce sa vs. neprekrývajúce sa komunity
Odpoved’ na otázku toho, cˇi sa komunity majú prekrývat’, alebo nie, je asi najpodstatnej-
šia vec v oblasti detekcie komunít. V minulosti boli vyvíjané metódy, ktoré s prekrytím
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Obr. 11: Dendogram odvodený z analýzy proteínových vzorov Weissella soli [40]
.
nepracovali, tzn. že každý vrchol patril vždy do jednej komunity. S nárastom on-line ko-
munikácie a explóziou webových sociálnych sietí, sa však vedcom sprístupnili dáta, v
ktorých je prekrývanie komunít prirodzené.
Príklad prekrývajúcich sa komunít je, už na spomenutom, obr. 10. Vrcholy cˇ. 6 a cˇ. 10
patria do oboch farebných komunít, cˇo je znázornené tým, že majú väcˇšiu vel’kost’. Me-
tóda, ktorá detekuje neprekrývajúce komunity, by ich zaradila tak, ako je to znázornené
farebne (s odmyslením inej vel’kosti).
Pod’me sa na jednotlivé prístupy pozriet’ bližšie.
3.1.1 Detekcia neprekrývajúcich sa komunít
Vel’mi vel’ké množstvo metód (hlavne globálne, sek. 3.2) pristupuje k problému detekcie
komunít ako k problému hierarchického delenia grafu. Podl’a tohto prístupu sa predpo-
kladá, že štruktúra siete je hierarchická. Znamená to, že jedinci postupne vytvárajú sku-
piny, ktoré sa stávajú podskupinami d’alších skupín, až sa vytvorí jedna vel’ká skupina,
ktorá obsahuje celý graf (alebo opacˇne). Takéto hierarchické spájanie (alebo delenie) mô-
žeme znázornit’ pomocou dendogramu. Dendogram je graf, ktorý znázornˇuje stromovú
štruktúru delenia, vid’ obr. 11.
Dôležité je si uvedomit’, že pri takomto postupe, patrí vrchol vždy, len do jednej ko-
munity. Pri niektorých typoch sietí však presne toto požadujeme. Medzi ne patria napr.
organizacˇné siete, alebo taxonómie. Konkrétny príklad je napr. ked’ analyzujeme biolo-
gické siete interakcie proteínov a chceme vygenerovat’ ich taxonómiu (obr. 11). Inokedy
naopak chceme detekovat’ prekrývajúce sa komunity.
3.1.2 Detekcia prekrývajúcich sa komunít
Hlavne pri sociálnych siet’ach by sme kvôli zarad’ovaniu vrcholu len do jednej komu-
nity prišli o vel’a podstatných informácií. Jednoduchým príkladom je situácia, kedy by
sme chceli vyhl’adat’ komunity v grafe, ktorý reprezentuje l’udí navštevujúcich záujmové
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krúžky. Vrcholy grafu sú l’udia a hrana medzi vrcholmi znamená, že navštevujú spolocˇný
krúžok. L’udia v jednom krúžku tvoria komunitu. Je úplne bežné, že cˇlovek môže patrit’
do viacerých záujmových krúžkov, tj. do viacerých komunít. Metódy detekujúce neprek-
rývajúce sa komunity, by tento fakt nezohl’adnili. Preto je na podobné typy sietí, ovel’a
lepšie použit’ detekciu prekrývajúcich sa komunít.
Metódy, ktoré zohl’adnˇujú tento typ komunít, dovol’ujú patrit’ jednému vrcholu do
viacerých skupín. Cˇasto krát to má, u metód s heuristickým prístupom (sek. 3.3, str. 24),
za následok to, že vo výsledku dostaneme vel’ké množstvo, vel’mi sa prekrývajúcich ko-
munít. Tento problém potom musíme odstranˇovat’ vhodným post/pre-processingom da-
ných dát.
3.2 Globálne metódy
Tieto metódy vyhl’adávajú komunity na základe nejakej globálne definovanej funkcie,
resp. globálneho kritéria. Z toho vyplýva, že potrebujú mat’ dostupné informácie o ce-
lom grafe (o jeho štruktúre). V prípade vel’kých sietí, ako je napr. WWW, sa jedná o ne-
splnitel’nú požiadavku. Ak by sme pomocou nich analyzovali len cˇast’ siete, znamenalo
by to, že globálna funkcia by bola definovaná pre túto cˇast’. Mohli by sme teda dostat’
výsledky, ktoré neodrážajú skutocˇnost’. Po rozšírení analyzovanej cˇasti grafu, by sa totiž
zmenila hodnota globálnej funkcie pre jednotlivé vrcholy a tie by sa mohli zaradit’ do
iných komunít ako pôvodne (v prípade CPM, sek. 4.1, str. 34), by tento problém nenastal,
preto má z cˇasti lokálnu povahu).
Tradicˇní zástupcovia týchto metód (vid’ napr. [21, 22]) fungujú na princípe delenia
grafu, alebo hierarchického zhlukovania (obr. 11) s využitím nejakej miery/metriky (po-
dobnost’, closeness centralita, ...). Niektoré z týchto metód potrebujú vopred poznat’ po-
cˇet komunít, ktoré majú byt’ nájdené. Dˇalším, už spomenutým, obmedzením pri delení
a hierarchickom zhlukovaní je, že odhal’ujú len neprekrývajúce sa komunity. Taktiež je
väcˇšina z nich výpocˇtovo nárocˇná (zvycˇajne NP-úplné) [2].
Pôvodne sa urcˇovala hierarchická štruktúra tak, že sa opakovane identifikovali hrany,
ktoré nepatrili do rovnakého hustého podgrafu [21] [22]. Majme skupinu, ktorá obsahuje
všetky vrcholy (celý graf) a pre každú hranu v tejto skupine vypocˇítajme centralitu na
základe niektorej z definícií (closeness, betweenness, ...). Hrany s vysokou hodnotou cen-
trality budú tie, ktoré spájajú jednotlivé klastre. Takéto hrany sa opakovane odstranˇujú,
cˇím vznikajú oddelené podgrafy, až kým sa nedostaneme do bodu, že každý vrchol je v
skupine sám (vid’ obr. 11). Ako výsledok je vygenerovaná hierarchia „rozdelení“, ktorá
ukazuje vzt’ah medzi menšími a väcˇšími skupinami. Problémom je, že nevieme posúdit’,
v ktorom bode rozdel’ovania sme sa dopracovali k „najlepším“ komunitám.
Z dôvodu automatizovaného urcˇenia najlepšieho „rozdelenia“ bol zavedený pojem
modularity [23]. Modularita Q je vyjadrená ako
Q =
1
2m

i,j∈V

Ai,j − kikj
2m

δ(cicj) (6)
kde m je pocˇet hrán siete, Ai,j je váha hrany, ktorá spája vrcholy i a j (resp. 0 / 1 v príp.
neohodnotených grafov), ki a kj sú stupne vrcholov i a j a δ(cicj) je funkcia, ktorá vracia
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1 ak sú vrcholy i a j zaradené do rovnakej komunity (ci, cj sú ich komunity), inak vracia
0. Táto miera v podstate vyjadruje aký je rozdiel medzi reálnym pocˇtom hrán v komunite
a ocˇakávaným pocˇtom hrán v komunite, na základe stupnˇa komunity. Môžeme porov-
nat’ hodnoty modularity všetkých úrovní hierarchie a identifikovat’ najlepšiu skupinu
komunít, vzhl’adom na null model [2]. Null model predstavuje náhodná siet’, s pevne da-
ným stupnˇom vrcholov. Je vygenerovaná postupným spájaním náhodných vrcholov, s
tým, že sa berie ohl’ad na preddefinovaný stupenˇ vrcholu.
Po zavedení modularity vzniklo mnoho metód, ktoré s nˇou pracujú. Asi najznámej-
šou je greedy aglomeracˇná metóda, publikovaná v [24]. Tento algoritmus pracuje tak, že
vrcholy na zacˇiatku priradí do jedinecˇných komunít, ktoré postupne zlucˇuje na základe
najväcˇšieho navýšenia modularity. Dˇalšie metódy, ktoré vyhl’adávajú komunity, na zá-
klade modularity sú napr. [25], [26] a iné.
Medzi globálne metódy patrí aj CPM, ktorá bola ako súcˇast’ práce implementovaná.
Jej popis sa nachádza v sekcii 4.1. Samozrejme globálnych prístupov existuje ovel’a viac
(spektrálny rozklad, rôzne greedy metódy, a iné), no ich zhrnutie a popis je mimo rozsah
tejto práce. Pre detailný prehl’ad vid’ [2].
Ako zhrnutie konštatujeme teda, že globálne metódy je vhodné použit’ na siete :
• o ktorých máme kompletný prehl’ad,
• ktoré sa dynamicky nevyvíjajú,
• ktoré vykazujú hierarchickú štruktúru s predpokladom neprekrývajúcich sa komu-
nít.
3.3 Lokálne metódy
Lokálne metódy pristupujú k problému detekcie komunít, oproti globálnym, „z opacˇ-
ného konca“. Nepotrebujú poznat’ štruktúru celej siete. Vo všeobecnosti tieto metódy
zacˇínajú od urcˇitého vrcholu, alebo s nejakou množinou pocˇiatocˇných skupín (z angl. seed
groups), ktoré sú postupne optimalizované vzhl’adom, na urcˇitú lokálne definovanú fun-
kciu hustoty (z angl. density). Skupina je optimalizovaná pridávaním, alebo odoberaním
vrcholov, zo svojho najbližšieho okolia. Skupina sa považuje za komunitu, ked’ pridaním,
alebo odobraním vrcholu nemôžeme vylepšit’ jej kvalitu vzhl’adom na použitú funkciu
hustoty.
Aj napriek tomu, že metód pracujúcich na princípe lokálnej optimalizácie existuje
vel’a, všetky sa viac-menej zhodujú na základnom tvare funkcie hustoty d(S), ktorá je
použitá pri optimalizácii seed skupín. Vyjadrená je ako
d(S) =
win
win + wout
(7)
kde win je pocˇet hrán interných pre skupinu S a wout je pocˇet hrán, ktoré spájajú skupinu
S so zvyškom siete. Táto funkcia je cˇasto modifikovaná, lebo vo svojom základnom tvare
nemusí zachytávat’ také komunity, aké hl’adáme. Uvedená funkcia a všetky jej variácie
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Obr. 12: Motivácia použitia lokálnych metód (CIS).
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Obr. 13: Problém detekcie riedkej komunity s globálnou metódou (CPM).
vyjadrujú v podstate lokálnu mieru modularity s ciel’om minimalizovat’ externé a maxi-
malizovat’ interné hrany komunity [8][9].
Dôležité je si uvedomit’, že lokálne komunity, sú vytvárané len vzhl’adom na svoje
najbližšie okolie (susedné vrcholy). To nám dovol’uje odhalit’ široké spektrum komunít
(rôznej štruktúry), cˇi už s malými hustotami, alebo vel’kými. Takáto situácia je znázor-
nená na obr. 12, kde sme použili lokálnu metódu CIS 4.2, ktorá odhalila 1 hustú komu-
nitu a 1 riedku, kruhovú komunitu. Odhalenie kruhovej komunity sa však nemusí poda-
rit’ vždy, vid’ sekcia 4.2.3. Globálne metódy by mali v tomto prípade problém detekovat’
riedky zhluk 4.1, vid’ obr.13, kde bola použitá metóda CPM.
S lokálnymi metódami je spojený pojem pokrytie grafu z (angl. cover of graph).
Definícia 3.3 Pokrytie grafu G predstavuje takú množinu komunít, pricˇom každý vrchol grafu
G patrí asponˇ do jednej z týchto komunít [2].
Základy, o ktoré sa opierajú lokálne metódy môžeme zhrnút’ nasledovne :
• Komunita je lokálne definovaný objekt.
• Komunita na „jednom konci“ siete, by nemala byt’ ovplyvnená tým, cˇo sa deje na
„druhom konci“ siete.
• Štruktúra komunít sa môže v rôznych cˇastiach siete líšit’ - niektoré môžu byt’ spo-
jené husto, iné riedko.
Dˇalej uvádzame prehl’ad niektorých lokálnych metód, ktoré detekujú prekrývajúce sa
komunity. Cˇerpali sme z [9] a cˇlánkov jednotlivých algoritmov.
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3.3.1 Rank Removal, Iterative Scan - RaReIS
V [10] bol publikovaný lokálny prístup založený na dvoch fázach (d’alej oznacˇovaný,
podl’a svojich fáz, ako RaReIS). V prvej fáze je použitý algoritmus Rank Removal (RaRe).
3.3.1.1 Rankremoval fáza - RaRe RaRe je založený na myšlienke rozkladu grafu na
menšie spojité komponenty, cˇo sa dosahuje odstranˇovaním „vysoko ohodnotených“ vr-
cholov. Ako ohodnotenie vrcholov môžeme použit’ napr. Page-Rank [27], alebo samotný
stupenˇ vrcholu. Chceme odstránit’ také vrcholy, ktoré graf rozpoja cˇo najviac. Odstrá-
nené vrcholy sú pridané do množiny R. Proces odstranˇovania sa opakuje, pokial’ sa ne-
dosiahne vel’kosti komponent v urcˇitom, zadanom rozsahu. Každá z komponent sa dá
považovat’ za jadro (z angl. core) nejakej komunity. Dˇalej sa pokracˇuje tak, že vrcholy z R
sa pridávajú k týmto vytvoreným jadrám. Ak je vrchol z R pridaný k viac ako jednému
klastru, potom sa tieto klastre prekrývajú. Treba si však uvedomit’, že jadrá sa neprekrý-
vajú a komunikujú spolu len cez vrcholy v R. Vrcholy sú pridané k jadrám s ktorými sú
susedné a k jadrám, pri ktorých dôjde ich pridaním, k navýšeniu metriky W , ktorá bola v
cˇlánku použitá v spomínanom tvare 7 zo str. 24. Pseudokódy jednotlivých cˇastí RaRe sú
uvedené d’alej.
Pseudokód 2 RaRe(G,W)
Require: W - metrika ohodnotenia (density funkcia)
global R ← ∅
{Hi} sú spojité komponenty v G
for all Hi do
ClusterComponent(Hi); - pseudokód procedúry ClusterComponent je zobrazený nižšie
end for
Pocˇiatocˇné klastre {Ci} sú jadrá komunít.
for all v ∈ R do
for all Klastre {Ci} do
Pridaj v do klastra Ci, ak v je susedom Ci alebo W (v ∪ Ci) > W (Ci);
end for
end for
Druhá fáza RaReIS je iteratívny sken IS (z angl. iterative scan).
3.3.1.2 Iterative scan - IS Algoritmus IS rozširuje klastre, ktoré pripravil RaRe v pr-
vej fázy - slúžia ako seed skupiny pre IS. Rozširovanie prebieha pomocou pridávania
alebo odoberania jedného vrcholu v danom cˇase. Podmienkou pridania, resp. odobrania
je zlepšenie metriky W . IS koncˇí ak sa klaster už nedá zlepšit’. Ked’že sa jedná o he-
uristický prístup, tak výsledná podoba klastru závisí na poradí spracúvaných vrcholov a
poskytnutých seed skupinách.
Pocˇas behu IS sa klasterC postupne mení, vzniká sekvencia zmienC1, C2, ..., s tým, že
je dodržané, že W (C1) < W (C2) < .... Nerovnosti sú ostré, cˇo znamená, že sa vyhneme
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Pseudokód 3 ClusterComponent(H)
Require: t - pocˇet vrcholov, ktoré majú byt’ odstránené; min,max - min., max. vel’kost’
jadra
if |V (H)| > max then
{vi} je t najvyššie ohodnotených vrcholov v H ;
R← R ∪ {vi}; H ← H\{vi};
{Fi} sú spojité komponenty v H ;
for all Fi do
ClusterComponent(Fi);
end for
else if min ≤ |V (H)| ≤ max then
oznacˇ H ako jadro komunity;
end if
opakovaniu rovnakého C v sekvencii. Ked’že je pocˇet možných klastrov konecˇný, tak IS
musí skoncˇit’ pri poskytnutí akýchkol’vek seed skupín. Pseudokó IS je uvedený nižšie.
Pseudokód 4 IterativeScan(seed,G, W)
Require: seed -pocˇiatocˇné seed skupiny; G - skúmaný graf; W - metrika ohodnotenia
(density funkcia)
C ← seed;w ←W (C);
increased ← TRUE;
while increased do
for all v ∈ V (G) do
if v ∈ C then
C ′ ← C\{v};
else
C ′ ← C ∪ {v};
end if
if W (C ′) > W (C) then
C ← C ′;
end if
end for
if W (C) = w then
increased← FALSE;
else
w ←W (C);
end if
end while
return C;
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Problémom pri IS je to, že pocˇas behu algoritmu môžu vzniknút’ rozpojené klastre
(vid’ popis CIS). Tento problém dal za vznik algoritmu CIS (sek. 4.2, str. 38).
3.3.2 Lancichinetti-Fortunato method - LFM
LFM [12] pristupuje k detekcii komunít, spomínaným, typickým lokálnym prístupom z
úvodu sekcie 3.3. Seed skupinu C predstavuje náhodne vybraný vrchol v. Skupina C je
optimalizovaná vzhl’adom na upravenú funkciu hustoty, definovanú ako
f(C) =
kCin
(kCin + k
C
out)
α
, (8)
kde kCin a k
C
out je celkový pocˇet vnútorných a vonkajších stupnˇov vrcholov skupiny C.
Parameter α je kladné reálne cˇíslo, pomocou ktorého kontrolujeme vel’kost’ hl’adaných
komunít.
Autori vo funkcii hustoty, urobili okrem parametra α, ešte modifikáciu spojenú s ur-
cˇením hodnoty kCin. Pocˇet vnútorných hrán násobia 2, takže vzhl’adom na rovnicu 7 zo
str. 24 dostávame
f(C) =
win ∗ 2
(win ∗ 2 + wout)α . (9)
Podobne modifikovaná funkcia hustoty je použitá aj v metóde CIS 4.2, str. 38.
Autori d’alej pomenovali komunitu, ktorá vznikne rozširovaním pocˇiatocˇného vr-
cholu v, ako prirodzenú komunitu vrcholu v (z angl. natural community). Zavádzajú tiež
koncept ohodnotenia vrcholu, na základe jeho „vhodnosti“ priradenia do komunity (z
angl. node fitness).2 Fitness vrcholu v vzhl’adom na skupinu C môžeme urcˇit’ pomocou
fitness funkcie danej v tvare
fvC = fC+{v} − fC−{v}, (10)
kde fC+{v} a fC−{v} oznacˇuje „prítomnost’“ a „neprítomnost’“ vrcholu v v skupine
C.
Prirodzenú komunitu vrcholu v detekuje LFM nasledujúcim postupom :
1. prejdeme všetky susedné vrcholy C, nepatriace do C
2. sused s najväcˇšou fitness je pridaný do C (C je modifikované)
3. prepocˇíta sa fitness každého vrcholu C
4. ak sa nájde vrchol s negatívnou fitness, tak je odstránený z C (C je modifikované)
5. ak nastane 4, tak opakuj od 3, inácˇ opakuj od 1 pre modifikované C
2Cˇitatel’ovi sa ospravedlnˇujem, za „kostrbatý“ preklad pojmu node fitness, no nenapadlo ma nicˇ vhodnej-
šie.
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Proces koncˇí, ked’ majú všetky vrcholy v 1. kroku negatívnu fitness. Všimnime si, že sa
jedná o greedy prístup. Za úcˇelom detekovania krytu grafu (vid’ 3.3, str. 25) by sme mohli
spustit’ vyššie uvedenú procedúru z každého vrcholu grafu C. Vzhl’adom na to, že sú ale
prirodzené komunity mnohých vrcholov rovnaké, väcˇšina výpocˇtového cˇasu by sa strávila
znovu-odhal’ovaním rovnakých komunít. Autori preto zvolili nasledujúci postup :
1. zvol’ náhodný vrchol v
2. vyhl’adaj prirodzenú komunitu vrcholu v
3. náhodne vyber vrchol s, ktorý nie je priradený do žiadnej komunity
4. vyhl’adaj prirodzenú komunitu vrcholu s, prechádzajúc všetky vrcholy, bez ohl’adu
na ich možné cˇlenstvo v nejakej komunite
5. opakuj od 3.
Algoritmus koncˇí, ked’ sú všetky vrcholy priradené do nejakej komunity. Zdôvod-
nenie tohto postupu je nasledujúce: Komunita C bola odhalená na základe rozširovania
okolo nejakého vrcholu. Ak vyberieme akýkol’vek iný vrchol z tejto komunity C, tak
odhalíme bud’ rovnakú komunitu C, alebo nejakú s ktorou sa prekrýva. Prekrývajúcu
komunitu však nájdeme aj ked’ zacˇneme od vrcholu mimo komunity C. Prekrývajúce
sa vrcholy budú zahrnuté pocˇas vytvárania komunity vd’aka tomu, že pocˇas detekcie
v kroku cˇ. 4 neberieme do úvahy cˇlenstvo vrcholu v nejakej komunite. Autori v cˇlánku
popisujú, že na základe vykonaných testov je strata presnosti pri použití tohto postupu
minimálna.
Dôležitou súcˇast’ou výpocˇtu hodnoty fitness vrcholu, je rezolucˇný parameter α. S jeho
pomocou môžeme ovplyvnˇovat’ „pohl’ad“ na siet’. Vel’ké hodnoty tohto parametra majú
za následok nájdenie malých komunít a naopak. Autori zistili, že pre α < 0.5 vzniká väcˇ-
šinou 1 komunita a pre α > 2 vznikajú najmenšie komunity. Prirodzenou vol’bou je teda
α = 1, cˇo korešponduje s definíciou tzv. slabej komunity (z angl. weak community) uve-
denou v [13]. Analýza siete pre rôzne hodnoty α, nám poskytuje informácie o stabilných
komunitách (také, ktoré sa nachádzajú v krytu grafu pre rôzne α).
LFM silne závisí na hodnote parametra α. Cˇasová zložitost’ pre fixnú vel’kost’ α je
zhrubaO(ncs2), kde nc je pocˇet komunít a s je priemerná vel’kost’ komunity. V najhoršom
prípade je zložitost’ O(n2).
3.3.2.1 Merging of overlapping natural communities - MONC MONC [16] využíva
upravenú verziu fitness funkcie z LFM
f(c) =
kcin + 1
(kcin + k
c
out)
α
, (11)
ktorá dovol’uje, aby bol samostatný vrchol považovaný za komunitu. Týmto sa vyh-
neme porušeniu princípu lokálnosti. Uvedená fitness funkcia umožnˇuje, aby MONC na-
šiel hodnoty α (rezolucˇný parameter, ako v prípade LFM), pre ktoré je skupina vrcholov
lokálne optimálna. Namiesto numerického zist’ovanie týchto α hodnôt, MONC vypocˇíta
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nasledujúcu najmenšiu hodnotu α, ktorá spôsobí d’alšie rozšírenie a pokracˇuje v rozši-
rovaní komunity. V prípade, že prirodzená komunita vrcholu i je podmnožina iného vr-
cholu, tak analýza koncˇí. Týmto spôsobom, MONC zlucˇuje komunity pocˇas spracúvania
s výsledkom rýchlejšieho preskúmania siete oproti LFM.
3.3.3 Agglomerative hierarchical clustering based on maximal clique - EAGLE
Na zacˇiatok treba poznamenat’, že EAGLE [19] v prvej fáze vyhl’adáva maximálne kliky
v grafe (podobne ako CPM, 4.1, str. 34). Kvôli tomu ho môžeme považovat’ za globálny
algoritmus. Na druhú stranu však d’alej využíva princíp lokálnej expanzie (cˇo je jeho
hlavná devíza), ktorý je charakteristický pre lokálne algoritmy. Preto ho uvádzame v tejto
sekcii.
Rovnako, ako pre mnohé iné lokálne algoritmy, aj pre EAGLE je dôležité, aby pracoval
s vhodnými seed skupinami, ktoré budú rozširované. Autori EAGLE sa rozhodli zvolit’ za
seed skupiny množinu klík (vid’ 2.3 a 2.4, str. 10). Klika má zo všetkých typov podgrafov
najhustejšie prepojené vrcholy. Autori preto kliku považujú za vhodného kandidáta, na
vytvorenie jadra potenciálnej komunity.
Na vyhl’adanie maximálnych klík grafu bol v cˇlánku použitý algoritmus Bron-
Kerbosch (vid’ 4.1.2, str. 37). Maximálne kliky, ktoré obsahujú vrcholy ktoré patria záro-
venˇ do inej, väcˇšej, max. kliky sa nazývajú podriadené/závislé max. kliky (z angl. subordinate
maximal cliques). EAGLE s takýmito klikami nepracuje. Väcˇšina závislých klík má malú
vel’kost’. V EAGLE sa preto odstránia všetky kliky, ktoré majú menšiu vel’kost’ ako ne-
jaký threshold k (zvycˇajne v rozpätí 3-6). Po tomto odstránení sa môže stat’, že niektoré
vrcholy nepatria do žiadnej kliky. Tieto vrcholy, potom oznacˇujeme analogicky, ako pod-
riadené/závislé vrcholy (z angl. subordinate vertices).
EAGLE pracuje, podobne ako RaReIS (sek. 3.3.1) v dvoch fázach. V prvej fáze sa vyge-
neruje dendogram (vid’ obr.11 na str. 22). V druhej fáze sa zvolí vhodný rez dendogramu,
cˇím sa dendogram rozpadne na komunity.
Prvá fáza algoritmu môže byt’ opísaná nasledovne :
1. Nájdi všetky maximálne kliky v danej sieti. „Zahod’“ závislé kliky. Tie, ktoré ostanú
považuj za pocˇiatocˇné core komunity. Každý závislý vrchol považuj taktiež, za po-
cˇiatocˇnú core komunitu. Spocˇítaj podobnost’ M medzi každým párom komunít.
2. Vyber pár komunít s najväcˇšou podobnost’ou, zlúcˇ ich do jednej komunity a spocˇítaj
M , medzi touto novo vytvorenou komunitou a ostatnými komunitami.
3. Opakuj 2. krok, pokial’ neostane len 1 komunita.
V algoritme je podobnost’ M medzi dvoma komunitami C1 a C2 definovaná ako
M =
1
2m

v∈C,w∈C2,v ̸=w

Avw − kvkw
2m

. (12)
Avw je prvok matice susednosti (vid’ 2.1.6.2, str. 14) siete (pracuje sa s neohodnote-
nými, neorientovanými siet’ami). m = 12

vw Avw je celkový pocˇet hrán v sieti a kv je
stupenˇ vrcholu v.
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Druhá fáza algoritmu má za úlohu rozdelit’ dendogram. Ako už bolo spomenuté v
popise globálnych metód, na rozhodnutie, kde dendogram rozdelit’, je použitá miera
modularita (6, str. 23. EAGLE používa upravenú verziu modularity EQ. Ak máme daný
cover siete, tak Ov oznacˇuje pocˇet komunít, do ktorých patrí vrchol v. Upravená verzia
modularity je vyjadrená nasledovne
EQ =
1
2m

i

v∈Ci,w∈Ci
1
OvOw

Avw − kvkw
2m

. (13)
Z EQ sa stáva Q, ak každý vrchol patrí len do jednej komunity. EQ = 0, ked’ všetky
vrcholy patria do rovnakej komunity.
Aj ked’ odmyslíme cˇas potrebný na nájdenie všetkých klík, tak je EAGLE výpocˇtovo
nárocˇný algoritmus, so zložitost’ou O(n2 + (h + n)s), kde s je pocˇet maximálnych klík a
h je pocˇet párov max. klík, ktoré sú susedné.
3.3.3.1 Greedy clique expansion - GCE Podobne ako EAGLE, tak aj GCE [20] pou-
žíva kliky, ako seed skupiny. Rozširuje ich však, na základe greedy optimalizácie lokálnej
fitness funckie. GCE odstranˇuje komunity, ktoré sú podobné komunitám, ktoré už boli
objavené. To za pomoci stanovenia vzdialenosti medzi dvoma komunitami C1 a C2 defi-
novanej ako
1− |C1 ∩ C2|
min(|C1|, |C2|) . (14)
Ak je táto vzdialenost’ menšia, ako daný parameter ϵ, tak sú si komunity podobné.
Cˇasová zložitost’ pre GCE je O(mh), kde m je pocˇet hrán a h je pocˇet klík.
3.3.4 OSLOM
OSLOM (Order Statistics Local Optimization Method) [17] testuje štatistickú dôležitost’
klastra vzhl’adom na globálny null model (napr. vygenerovaný náhodný graf, konfiguracˇ-
ným modelom [18]) pocˇas rozširovania komunity. Za úcˇelom rozšírenia komunity, sa pre
každý susedný vrchol stávajúcej komunity vypocˇíta r hodnota. r je kumulatívna pravde-
podobnost’ toho, že vrchol má pocˇet vnútorných hrán (vzhl’adom na komunitu) rovný,
alebo väcˇší, ako je pocˇet hrán zo suseda, do tejto komunity v null modele. Ak je kumu-
latívna distribúcia najmenšej hodnoty r menšia, ako nejaká daná tolerancia, tak sa r po-
važuje za dôležitú a korešpondujúci vrchol je pridaný do komunity. Inak sa vyhodnotí
druhé najmenšie r, atd’. V jednoduchosti sa dá povedat’, že vrchol i je do komunity C pri-
radený, pokial’ s nˇou zdiel’a ovel’a viac hrán, ako sa ocˇakávalo vzhl’adom na null model
(vzt’ah i s C je „necˇakane silný“).
OSLOM zvycˇajne identifikuje vel’ké množstvo jednocˇlenných a odl’ahlých komunít.
Nárocˇnost’ v najhoršom prípade je O(n2), pricˇom konkrétna nárocˇnost’ závisí na tom,
akú majú komunity v skúmanej sieti štruktúru.
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Obr. 14: Znázornenie pojmov použitých pri popise lokálnych metód.
3.3.5 Local community detection based on vertex dependency - VDM
Popíšeme len v strucˇnosti, pre viac vid’ [14]. Táto metóda pracuje s nasledujúcimi poj-
mami (dajú sa aplikovat’ aj na ostatné lokálne metódy) :
• jadro komunity - C (community core) - vrcholy, ktorých všetky hrany patria do C
• hranica komunity - B (community boundary) - vrcholy, ktoré majú asponˇ jednu
hranu, ktorá nepatrí do C (majú suseda v S)
• plášt’ komunity - S (community shell) - vrcholy, ktoré nie sú spojené s C
• základ komunity (community base) - vrchol, alebo množina vrcholov, z ktorých sú
generované komunity (u iných metód oznacˇené ako seed skupiny)
Graficky sú pojmy znázornené na obr. 14 [15].
Táto metóda je založená (tak ako ostatné lokálne metódy) na iteratívnej expanzii zá-
kladu komunity (seed/base). Pracuje s ohodnotenými neorientovanými grafmi. Ako krité-
rium na pridanie vrcholu do komunity sa používa miera závislost’ vrcholu (vertex depen-
dency). Miera sa snaží zachytit’ vzt’ah medzi dvoma vrcholmi, resp. medzi vrcholom a
množinou vrcholov. Koncept závislosti vrcholu autori vysvetl’ujú pomocou obr. 15 [15].
Na obr. 15a) vidíme, že vzt’ah medzi vrcholmi x a y je vyvážený, pretože zdiel’ajú len
1 hranu. V b) je však vrchol y menej závislý na vrcholu x, ako opacˇne. V c) vidíme, že x už
nie je, vd’aka 2 novým hranám, tak závislý na y. V c) treba brat’ do úvahy aj to, že nové
hrany spájajú x so susedmi y, cˇím sprostredkúvajú cˇast’ závislosti x na y. Pre formálny
zápis a detailnejšie vysvetlenie vid’ [14].
Pseudokód algoritmu je uvedený na str. 33. Výsledkom je komunita L, L = C ∩B.
V d’alšej sekcii podrobnejšie rozoberieme metódy CIS a CPM, ktoré boli ako súcˇast’
práce implementované.
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Obr. 15: Ukážka závislosti medzi dvoma vrcholmi.
Pseudokód 5 Vertex dependency method(G,n0, C, S,B)
Require: siet’ G, pocˇiatocˇný vrchol n0
Require: prázdne jadro komunity C, prázdny plášt’ komunity S
Require: prázdne ohranicˇenie komunity B, cˇo sa rovná základu komunity
Pridaj n0 do B, pridaj všetkých susedov n0 do S
while najmenej 1 vrchol z S bol rozpoznaný do
1. Presunˇ vrcholy z ohranicˇenia B, ktoré nemajú susedov mino komunity L, do jadra
C
2. Naplnˇ plášt’ S novými susedmi vrcholov, ktoré boli pridané do B a sú mimo ko-
munity L
3. Vypocˇítaj závislost’ na ostatné vrcholy, pre každý vrchol plášt’a S
4. Presunˇ do ohranicˇenia B každý vrchol z plášt’a S, ktorý spl´nˇa kritéria pre rozpoz-
nanie (vid’ v [14])
5. Vytvor community closure (vid’ v [14]) z ostávajúcich vrcholov plášt’a a naplnˇ plášt’
S s novými susedmi vrcholov, ktoré boli pridané do closure.
end while
for all vrcholy zo S do
1. Presunˇ vrchol do community closure, ak spl´nˇa kritériá
2. Naplnˇ plášt’ S novými susedmi vrcholov, ktoré boli pridané do closure
end for
return community L, L = C ∩B
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4 CIS a CPM
Ako súcˇast’ práce sme sa rozhodli implementovat’ metódy CIS [8] a CPM [3], ktoré budú
detailne popísané nižšie. Metódu perkolácie klík (CPM) sme vybrali ako „referencˇnú me-
tódu“, pretože generuje prekrývajúce sa komunity, ktoré sú okrem toho klikami, tj. akýsi
ideál. CPM je zaujímavá v tom, že k tomu, aby sme ju mohli použit’ síce potrebujeme
poznat’ celý graf, ale vo svojej podstate odhal’uje špecifické štruktúry na lokálnej úrovni,
ktoré nie sú ovplyvnené zvyškom grafu (dá sa teda považovat’ v urcˇitom zmysle aj za
lokálnu metódu). Výsledky CPM sme chceli preto porovnat’ s nejakou cˇisto lokálnou me-
tódou. Ako reprezentanta lokálnych metód sme vybrali metódu iteratívneho scanu s kon-
trolou konektivity (CIS). V prípade CIS sme implementovali aj niekol’ko modifikacií (vid’
5.4), oproti verzii popísanej v cˇlánku [8].
4.1 Clique percolation method - CPM
Táto metóda bola prezentovaná v cˇlánku [3]. Podobne ako pri metóde EAGLE (3.3.3,
str. 30) autori aj tu považujú za vhodné jadrá komunít kliky (2.3, str. 10). Opierajú sa
o pozorovanie, že typická komunita pozostáva z niekol’kých kompletných podgrafov.
Zavádzajú pojem k-clique-community („komunita k-klík“), ktorú definujú ako zjednotenie
všetkých k-klík (2.5, str. 10), ktoré sú vzájomne dosiahnutel’né cez sériu susedných k-klík (z
angl. adjacent k-cliques). Dve k-kliky sú susedné, ak zdiel’ajú asponˇ k-1 vrcholov. Vd’aka
tejto definíci susednosti dokáže CPM odhalit’ prekrývajúce sa komunity.
Napr.: 2 k-kliky k1 a k2 sa kryjú na urcˇitých vrcholoch, no tých je menej ako n − 1.
k1 preto nie je dosiahnutel’ná z k2 a opacˇne. Každá z týchto 2 k-klík je teda zaradená do
samostatnej komunity, s tým že sa prekrývajú na zdiel’aných vrcholoch.
Táto situácia je pre názornost’ ukázaná na obr. 16, kde sú znázornené dve 3-kliky,
k1 = {1, 2, 3}, k2 = {3, 4, 5}. Kliky nie sú vzájomne dosiahnutel’né (1 < k − 1), pricˇom
predstavujú komunity, ktoré zdiel’ajú vrchol cˇ.3.
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Obr. 16: Ukážka dvoch vzájomne nedosiahnutel’ných 3-klík.
Ked’ zhrnieme vyššie uvedené, tak platí, že : Konkrétna k-klika môže patrit’ len do jednej
k-clique-komunity, ale k-kliky z rôznych komunít môžu zdiel’at’ vrcholy.
To aké komunity nájdeme silne závisí od parametra k. Zväcˇšovaním k sa siet’ viac
rozpadá a dostávame menšie komunity, ktoré sú ale viac prepojené.
Pre predstavu získania k-clique-komunít môže byt’ použité presúvanie akéhosi „k-
clique vzoru“. K-clique vzor vyzerá ako kompletný graf o k vrcholoch. Takýto vzor po-
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tom môže byt’ „položený“ na akúkol’vek k-kliku grafu a „posunutý“ d’alej na susednú
k-kliku tak, že presunieme jeden vrchol vzoru a zvyšné vrcholy (k-1) ostanú fixné (vzor
ako keby preklápame cez 1 hranu). Ilustrácia je na obr. 17.
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Obr. 17: a) k = 3 vzor; b) pocˇiatocˇná pozícia; c) presun z b); d) nájdená k-komunita
K-clique-komunity grafu sú potom všetky podgrafy, ktoré môžu byt’ celé preskúmané
pomocou presúvania spomenutého vzoru - vzor sa nesmie dostat’ „mimo“ daného pod-
grafu. Pre k = 2 odhalíme spojité komponenty grafu.
Detekcia všetkých k-klík by bola cˇasovo extrémne nárocˇná. Ked’ však uvážime, že
kompletný podgraf o vel’kosti s je možné vytvorit’ kombináciou rovnakých k-klík o vel’-
kosti k ≤ s, tak je lepšou stratégiou vyhl’adat’ maximálne kompletné podgrafy siete
[4]. Potom už len stacˇí analyzovat’ prekrytia medzi nimi a vyhl’adat’ v nich k-clique-
komunity.
4.1.1 Postup algoritmu CPM
Algoritmus sa zacˇína detekciou všetkých maximálnych kompletných podgrafov (max.
klík) v skúmanej sieti. Z praktického uhla pohl’adu je vyhl’adávanie max. klík NP-
kompletný problém [5]. Metóda Bron-Kerbosch pracuje v cˇase rastúcom exponenciálne
s vel’kost’ou grafu. Detekcia teda prebieha pomocou algoritmu Bron-Kerbosch, ktorý je
bližšie opísaný v sek. 4.1.2.
Po tom, cˇo sme našli všetky max. kliky pripravíme clique-clique overlap matrix (matica
prekrytia max. klík) O. Jedná sa o symetrickú maticu o vel’kosti nc×nc, kde nc je pocˇet max.
klík. Každý riadok a stl´pec reprezentuje nájdenú max. kliku. Prvky matice predstavujú
pocˇet spolocˇných vrcholov medzi danými dvoma max. klikami. Diagonálne prvky sa
rovnajú vel’kosti max. kliky v danom riadku/stl´pci.
k-clique-komunity pre danú hodnotu k sú ekvivalentné takým susedným max. klikám,
ktoré sú vzájomne prepojené asponˇ k − 1 vrcholmi a zárovenˇ samotné musia mat’ asponˇ
k vrcholov.
Z matice prekrytia max. klík potom získame k-komunity nasledovne :
1. Každý prvok mimo diagonály, ktorý je menší ako k − 1 nahradíme 0
2. Každý diagonálny prvok menší ako k nahradíme 0
3. Ostatné prvky nahradíme 1
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4. Spravíme komponent analýzu matice - Pre každý riadok zlucˇujeme nenulové prvky
(max. kliky), cˇím pre tento riadok vytvárame k-clique-komunitu. Po každom spra-
covanom riadku skontrolujeme, cˇi vytvorená k-clique-komunita nemá nejakú max.
kliku spolocˇnú s už vytvorenou k-clique-komunitou. Ak áno, tak ich zlúcˇime.
Autori uviedli v [4] pekný názorný príklad, vid’ obr. 18. Na obr. sú v pocˇiatocˇnom
grafe sú farebne znázornené max. kliky. Z nich zostrojíme maticu prekrytia klík. Tú potom
redukujeme podl’a postupu (získavame k = 4 k-komunity). Po redukcii maticu spracu-
jeme a dostávame výsledné k-komunity.
Obr. 18: Postup CPM.
Testami autori zistili, že najlepšie komunity dostaneme pre hodnoty 3 ≤ k ≤ 6. To
platí hlavne pre analýzu sociálnych sietí.
CPM má u mnohých reálnych sietí polynomálnu cˇasovú zložitost’. Silne však závisí
na vstupných dátach, hlavne cˇo sa týka hustoty grafu. Preto cˇasto zlyháva u vel’kých sietí
(cca. 100 tis. vrcholov a viac) [4][9]. Vo všeobecnosti sa taktiež pre neznámu siet’ t’ažko
odhaduje, akú hodnotu k máme zvolit’, aby sme dostali „rozumné komunity“. Túto me-
tódu je kvôli jej definícii komunity, ktorá sa opiera o kliky (cˇím striktne urcˇuje kompletné
vzájomné prepojenie všetkých vrcholov komunity), vhodnejšie použit’ pre grafy, ktoré
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obsahujú husto prepojené cˇasti. Na druhú stranu, ak graf obsahuje vel’ké množstvo klík,
metóda môže vrátit’ triviálnu komunitu obsahujúcu celý graf. Vel’kým problémom je to,
že CPM nezaradí do komunít vel’ké množstvo vrcholov, ako napr. listy grafu, alebo husto
prepojené podgrafy, ktorým chýba 1 hrana, aby splnili kritérium kliky. Príklady takýchto
problémových situácií sú na obr. 19. Na obr. šedé vrcholy neboli zaradené do žiadnej ko-
munity. Hlavne na 3. grafe sa ukazuje, že aj ked’ je husto prepojený CPM kvôli absencii
kliky nedetekuje žiadnu komunitu.
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Obr. 19: Ukážky grafov, s ktorými má CPM problémy.
Dˇalej uvádzame algoritmus Bron-Kerbosch, ktorým získame z grafu všetky max. kliky.
4.1.2 Bron-Kerbosch algoritmus
V priebehu Bron-Kerbosch (d’alej BK) algoritmu [6] pracujeme s tromi disjunktnými mno-
žinami vrcholov :
• K (Kandidáti) – skladá sa z vrcholov, ktoré sú spojené so všetkými vrcholami v R,
takže ich použitím môžeme kliku R rozšírit’
• R (Rozširovaná klika) – patria sem vrcholy, ktoré tvoria aktuálne rozširovanú kliku
• S (Spracované) – obsahuje vrcholy, ktoré už boli spracované, alebo inak, ktoré sa už
nachádzali v množine K a tým pádom všetky kliky obsahujúce tieto vrcholy už boli
nájdené
Dôležité je, že všetky vrcholy, ktoré sú spojené s každým vrcholom v R sa nachádzajú
bud’ v K alebo v S. Úlohou množiny S je vyhnút’ sa zist’ovaniu rovnakej max. kliky viac
krát, cez aktualizáciu K = K˘{vi} (kde v je aktuálne spracúvaný vrchol). Aby sme sa
vyhli vráteniu kliky, ktorá nie je maximálna, tak algoritmus kontroluje, cˇi je množina S
prázdna – ak S nie je prázdna, tak vrcholy v S môžu byt’ pridané do R, ale tým by sme
dostali kliku, ktorú sme už predtým našli.
Ak sú pri výpocˇte množiny S a K prázdne, tak už neexistujú žiadne vrcholy, ktoré by
mohli byt’ pridané do R a teda vrátime R ako maximálnu kliku.
Výpocˇet je založený na rekurzívnom backtrackingu. Postup BK v základnej variante
je taký, že najskôr množina K obsahuje všetky vrcholy grafu. Množiny S a R sú prázdne.
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Postupne vyberáme vrcholy zK a pridávame ich doR (rekurzívne, aby sme prešli všetky
kombinácie presunov). Ked’ presunieme vrchol v z K do R, tak vrcholy v K, ktoré nie sú
susedmi v, sú z K a S odstránené. Potom presunieme v z K do S aby sme ho vylúcˇili z
uváženia pri nasledujúcich max. klikách a pokracˇujeme d’alej s d’alším vrcholom z K.
Pseudokód 6 BronKerbosch(R,K, S)
if K = ∅ and S = ∅ then
return R
end if
for all v ∈ K do
Rnew = R ∪ {v}
Knew = K ∩ (susedia{v})
Snew = S ∩ (susedia{v})
BronKerbosch(Rnew,Knew, Snew)
K = K\{v}
S = S ∪ {v}
end for
Uvedená štandardná implementácia tohto algoritmu má vel’mi zlú výkonnost’ v naj-
horšom prípade. Algoritmus vie, že klika je podgrafom inej max. kliky až vtedy ked’ je
formovanie celej aktuálne zist’ovanej kliky v R dokoncˇené. Z toho vyplýva, že sa prejdú
všetky kliky, aj tie ktoré nie sú maximálne, cˇo je zbytocˇné.
Na odstránenie tohto problému bola do BK pridaná heuristika, ktorá minimalizuje
rekurzívne volania [7]. Pracuje sa s pivotom. Pivot nám umožní eliminovat’ duplicitné
vetvy rekurzívneho stromu. Pivot (vrchol) sa vyberá z K ∪ S. Akákol’vek max. klika
musí potom obsahovat’ bud’ vybratý pivot, alebo niektorý z vrcholov, ktoré nie sú jeho
susedmi (inak by mohla byt’ klika doplnená ešte o vybraný pivot). Tým pádom len pivot
a jeho ne-susedia musia byt’ otestovaní ako možnosti pre vrchol, ktorý má byt’ pridaný
do S (v každom rekurzívnom volaní).
4.2 Connected iterative scan - CIS
Na zacˇiatok je nutné poznamenat’, že metóda CIS bude v tejto sekcii opísaná tak, ako ju
opisujú autori v cˇlánku [8]. Na základe tohto opisu sme ju taktiež za úcˇelom porovnania
implementovali. V implementacˇnej cˇasti uvedieme potom nami upravené verzie (5.4.2,
str. 55 a 5.4.1, str. 53), ktoré v experimentoch porovnáme s touto pôvodnou.
Metóda CIS vznikla ako cˇiastocˇné vylepšenie metódy RaReIS opísanej v sekcii 3.3.1,
str. 26. Ako v prípade RaReIS, tak aj v prípade CIS sa jedná o lokálnu metódu. Problémom
pri RaReIS bolo, že pocˇas behu algoritmu mohli kvôli odoberaniu vrcholov z rozširovanej
seed skupiny vzniknút’ rozpojené cˇasti. Treba si totiž uvedomit’, že pridávanie/odobera-
nie vrcholu do/z seed skupiny sa deje na základe jej hustoty a rozdelenia stupnˇa (vnú-
torné vs. vonkajšie hrany) vrcholu v cˇase pridania/odobrania. To môže spôsobit’, že vrchol,
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Pseudokód 7 BronKerboschPivot(R,K, S)
if K = ∅ and S = ∅ then
return R
end if
vyber pivot p z K ∪ S
for all v ∈ (K\susedia{v}) do
Rnew = R ∪ {v}
Knew = K ∩ (susedia{v})
Snew = S ∩ (susedia{v})
BronKerboschP ivot(Rnew,Knew, Snew)
K = K\{v}
S = S ∪ {v}
end for
ktorý bol pridaný v predchádzajúcich krokoch, ked’ mala seed skupina menšiu hustotu,
bude teraz odobraný, cˇím sa môže skupina rozpojit’.
Príklad takejto situácie je ukázaný na obr. 20 [8]. Na obr. bola použitá na optimali-
záciu seed skupiny funkcia hustoty d(S) v základnom tvare 7 zo str. 24. Uvažujme seed
skupinu tvorenú len vrcholom cˇ. 1. Na zacˇiatku je hustota skupiny d(S) = 0, pretože
skupina neobsahuje žiadne vnútorné hrany. Po tom, cˇo prejdeme všetky vrcholy na zá-
klade ich rastúceho stupnˇa pripojíme ku skupine vrchol cˇ.2 (hustota sa zvýši kvôli vzniku
vnútornej hrany). Postupne sa dostaneme až do stavu c). V tomto bode bude odstránený
vrchol cˇ.2, pretože sa tým zväcˇší hustota skupiny. Vznikajú 2 rozpojené skupiny. Nako-
niec sa odstráni vrchol cˇ. 1, cˇím dostaneme lokálne optimálne rozpojené skupiny, ktoré
sa považujú za 1 komunitu.
Obr. 20: Ukážka vzniku rozpojenej komunity.
CIS, tento problém rieši tak, že po každom vykonanom skene (vid’ 3.3.1.2, str. 26)
kontroluje konektivitu nájdenej komunity, z toho aj názov metódy Connected Iterative
scan. Mimo tejto kontroly pracuje CIS takmer rovnako ako IS fáza v RaReIS.
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4.2.1 Postup algoritmu CIS
Najskôr strucˇne zhrnieme ako pracuje IS fáza z RaReIS (tento popis je rovnaký aj pre CIS).
IS pozostáva z opakujúcich sa „skenov“, ktoré sa snažia zlepšit’ poskytnuté seed skupiny.
Pre každú seed skupinu sa teda spustí séria skenov, pricˇom každý nasledujúci sken pra-
cuje so skupinou, ktorú vyvinul sken pred ním. Pocˇas jedného skenu sa vyhodnocuje
každý vrchol grafu práve raz, bud’ sa k skupine pridá, alebo odoberie, pokial’ takáto akcia
zvýši hustotu spracúvanej skupiny. Skeny sa opakujú kým sa skupina zlepšuje vzhl’a-
dom na danú funkciu hustoty. Ak sa už nedá vylepšit’ považuje sa skupina za komunitu.
Pocˇas skenu sa vrcholy grafu vyhodnocujú podl’a stupnˇa, od najmenšieho po najväcˇší.
V prípade CIS sa autori rozhodli priradit’ každý vrchol grafu do samostatnej seed
skupiny. Ako už bolo spomenuté, po každom dokoncˇenom skene sa v CIS vyhodnocuje
konektivita rozširovanej skupiny. Ak skupina pozostáva z viacerých spojitých kompo-
nentov, tak sa nahradí za ten komponent, ktorý má najväcˇšiu hustotu a pokracˇuje sa v
skenoch. Výberom komponentu s najväcˇšou hustotou sa vyhneme opakovanému opti-
malizovaniu k rovnakým rozpojeným komponentom.
V reálnych sociálnych siet’ach existuje vel’ké množstvo potenciálnych kandidátov na
komunity, preto ked’ sa skeny ukoncˇia je finálne skupiny vhodné prefiltrovat’. Táto filtrá-
cia by sa mala vykonávat’ na základe charakteru skúmanej siete a toho, aký typ komunít
chceme odhalit’. V cˇlánku autori uvažujú len skupiny, ktoré majú hustotu d(S) > 13 . Tento
filter je konzistentný s definíciou slabej komunity (3.2, str. 21). Oproti RaReIS je použitá v
CIS iná verzia funkcie hustoty d(S). Jej charakteristika je opísaná d’alej v sek. 4.2.2.
Pseudokód CIS :
Pseudokód 8 Connected Iterative Scan
Require: G = (V,E), S ̸= ∅
Ensure: d(S) ≥ d(S ∪ {v}) and d(S) ≥ d(S\{v}), ∀v ∈ V
zlepsena ← true
while zlepsena == true do
zlepsena ← false
for all v ∈ V do
if v ∈ S then
if d(S\{v}) > d(S) then
S ← S\{v}
zlepsena ← true
end if
else
if d(S ∪ {v}) > d(S) then
S ← S ∪ {v}
zlepsena ← true
end if
end if
end forS ← maxKomponent(S)
end while
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Treba podotknút’, že opakované kontrolovanie spojitosti spomal’uje beh algoritmu a
preto ho môžeme v prípade potreby odstránit’ a rozpojené komunity „zahadzovat’“.
Ako RaReIS, tak aj CIS vyprodukuje vel’ké množstvo vel’mi sa prekrývajúcich ko-
munít. Tento problém musíme odstranˇovat’ vhodným post-processingom nájdených ko-
munít. Vel’kou výhodou CIS je však to, že optimalizacˇné procesy seed skupín sú na sebe
nezávislé, preto môže byt’ algoritmus l’ahko paralelizovaný.
Oproti CPM dovol’uje charakter CIS odhalit’ komunity s rôznou štruktúrou a husto-
tou, ako už bolo naznacˇené na obr. 12, str. 25. Nejedná sa však o „dokonalú“ metódu a to
už len kvôli jej heuristickému prístupu, ktorý spôsobuje, že vygenerované komunity zá-
visia na poradí spracúvaných vrcholov. Autori v cˇlánku [8] taktiež uvádzajú motivacˇný
príklad, v ktorom ukazujú, že CIS (resp. lokálna optimalizácia) dokáže odhalit’ aj kru-
hové komunity. To však nemusí byt’ vždy pravda, ako uvádzame d’alej v cˇasti 4.2.3.
4.2.2 Upravená funkcia hustoty
Použitie základnej verzie funkcie hustoty (rovnica 7, 24) je problematické v prípade ried-
kych podgrafov. Na obr. 21 je uvedený príklad lokálnej optimalizácie zret’azených vr-
cholov. Hodnoty d vyjadrujú hustotu oznacˇenej cˇasti, podl’a základnej funkcie hustoty.
Postupným zväcˇšovaním skupiny (na obr. z l’ava do prava) sa každým pridaním d’al-
šieho vrcholu hustota skupiny vzhl’adom na základnú verziu funckie hustoty zvyšuje.
To má za následok, že celá „ret’az“ vrcholov je detekovaná ako jedna komunita.
Obr. 21: Problém lokálnej optimalizácie zret’azených vrcholov.
Dalo by sa diskutovat’ o tom, cˇi sa v takomto prípade majú jednotlivé dvojice/trojice
vrcholov zaradit’ do samostatných komunít, alebo cˇi majú všetky patrit’ do jednej komu-
nity. Autori kvôli tomuto problému upravili základnú verziu funkcie hustoty pridaním
parametra, ktorým penalizujú pripojenia vrcholov, ktoré znižujú pravdepodobnost’ hrán (z
angl. edge probability) rozširovanej skupiny. Edge probability ep skupiny S je vyjadrená
ako
ep =

i,j∈S
ei,j
|S| × (|S| − 1) . (15)
Upravená funkcia hustoty v CIS má potom tvar
d(S) =
2 ∗ win
2 ∗ win + wout + λep, (16)
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kde λ je parameter pomocou ktorého môžeme kontrolovat’ charakter výsledných ko-
munít. V prípade λ = 0 dostaneme rovnaký výsledok, ako pri použití základnej verzie
funkcie hustoty. So zvyšujúcou sa hodnotou λ zvyšujeme aj dôležitost’ internal edge pro-
bability a dostávame naopak menšie komunity.
Namiesto pocˇtu vnútorných win a externých hrán wout sa v tejto funkcii hustoty pou-
žíva vnútorný a vonkajší stupenˇ všetkých vrcholov, preto sa mení win na 2 ∗ win.
V nasledujúcej sekcii opíšeme problém, ktorý sme si všimli v popise cˇlánku [8].
4.2.3 Problém s motivacˇným príkladom
Autori v [8] na str. 3 uvádzajú, že pomocou lokálnej optimalizácie môžeme odhalit’ vel’ké
množstvo komunít s rôznymi hustotami. Ako motivacˇný príklad k tomuto tvrdeniu uvá-
dzajú situáciu na obr. 22.
Obr. 22: Motivacˇný príklad lokálnej optimalizácie.
Na tomto obr. je každý vrchol patriaci do kruhovej komunity (d’alej len kruh) spojený
s δ d’alšímy vrcholmi mimo kruhu. Autori ukazujú, že vrcholy môžu patrit’ do kruhu a
zárovenˇ aj do iných externých komunít. Tvrdia, že aj ked’ je kruh riedky, tak je lokálne
optimálny, cˇo dokazujú d’alej pomocou výpocˇtu hustoty po odstránení (resp. pridaní) vr-
cholu z kruhu. Ako funkcia hustoty bola pri tomto príklade použitá funkcia v základnom
tvare (rovnica 7, str. 24).
Prvým problémom tohto príkladu je vzorec na výpocˇet zníženia hustoty kruhu po
odstránení vrcholu u, ktorý autori uvádzajú v tvare
d(S − u) = 1
δ + 1 + δ|S|−2
. (17)
Nemyslia pri tom na to, že po odobraní vrcholu z kruhu sa tento vrchol neodstra-
nˇuje zo siete úplne a preto je treba jeho vnútorné hrany po odstránení zapocˇítavat’ ako
vonkajšie. Správna verzia vzorca je
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d(S − u) = 1
δ + 1 + δ+uin|S|−2
, (18)
kde uin je pocˇet hrán vrcholu u patriacich do S. Hustota kruhu sa však naozaj po
odobraní vrcholu zmenší.
Druhý problém, tohto príkladu nastáva pri pokuse navýšenia hustoty kruhu prida-
ním vrcholu. Autori správne uvádzajú, že pri pokuse pripojenia vrcholu, ktorý je mimo
kruhu, sa hustota zmenší. Cˇo však môže byt’ zavádzajúce, je to, že pokles hustoty na-
stane len v prípade, ak má pripájaný vrchol z (z je ku kruhu pripojený len 1 hranou) viac
hrán mimo kruhu, ako je priemerný pocˇet vonkajších hrán + 1 pre vrcholy v kruhu. Jedná
sa o modelovú situáciu, ktorá môže zvádzat’ k myšlienke, že lokálnou optimalizáciou
odhalíme riedke komunity vždy. To však nie je pravda.
Napr. pre graf na obr. 23, by sme ocˇakávali, že vrcholy 1, 2, 3 budú patrit’ okrem nájde-
ných komunít na obr. aj do jednej spolocˇnej komunity. CIS však tieto vrcholy do spolocˇnej
komunity nezaradil.
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Obr. 23: Ukážka problému pri detekovaní riedkej komunity s CIS.
Netvrdíme, že motivacˇný príklad je nesprávny. V daných podmienkach sú uvedené
tvrdenia správne (s výnimkou rovnice 17). Chceli sme len ukázat’, že v tomto prípade, by
bolo dobré poukázat’ na to, že lokálna optimalizácia nemusí riedke komunity rozpoznat’
vždy.
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5 Implementácia
V tejto sekcii sa budeme venovat’ implementacˇným detailom vytvorenej aplikácie. Naj-
skôr uvedieme všeobecný popis funkcionality a grafického používatel’ského rozhrania.
Dˇalej sa budeme venovat’ popisu implementácie metód CPM, CIS a dvom metódam,
ktoré sme odvodili od CIS.
5.1 Všeobecný popis
Primárnym ciel’om aplikácie je detekcia komunít v komplexných siet’ach, ktorá prebieha
pomocou jednej z nasledujúcich implementovaných metód :
• CPM - verzia CPM, ako bola popísaná v 4.1, str. 34
• CIS - základná verzia CIS, ako bola popísaná v 4.2, str. 38
• NCIS - upravená verzia CIS, ktorá v každom skene vyhodnocuje len najbližšie oko-
lie rozširovanej skupiny
• GCIS - greedy metóda založená na CIS doplnenom o iné poznatky získané z popisu
d’alších metód (napr. 5.4.2, str. 55)
Okrem sekvencˇných verzií týchto metód obsahuje aplikácia aj paralelnú implementáciu
CIS, NCIS a GCIS.
Aplikácia umožnˇuje tiež :
• porovnanie výsledkov detekcie na základe rôznych metrík (vid’ 6.1, str. 59)
• export štatistík detekcie, medzi ktoré patria :
– pocˇet vrcholov a pocˇet hrán skúmaného grafu
– percentuálne pokrytie grafu komunitami
– priemernú vel’kost’, vel’kost’ najmenšej a vel’kost’ najväcˇšej komunity
– pocˇet komunít
– pocˇet vrcholov patriacich do nejakej komunity
– pocˇet prekrývajúcich sa párov komunít
– pocˇet vrcholov patriacich do viac ako jednej komunity
• export súboru, ktorý obsahuje dvojice prekrývajúcich sa komunít spolu s výpisom
ich spolocˇných vrcholov
• export .gexf súboru [48], ktorý je urcˇený na vizualizáciu siete a nájdených komunít
v programe Gephi [49].
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Obr. 24: Ukážka grafického používatel’ského rozhrania aplikácie.
Dáta sú pre vizualizáciu v Gephi spracované tak, aby mala každá komunita inú farbu a
prekrývajúce sa vrcholy mali väcˇšiu vel’kost’ ako normálne.
Ukážka jednoduchého grafického používatel’ského rozhrania (GUI) aplikácie je na
obr. 24 V hornej pravej cˇasti GUI sa nachádza informacˇný panel zobrazujúci dôležité in-
formácie a priebeh algoritmov, d’alej je tu umiestnený progress bar indikujúci, že apliká-
cia pracuje. V l’avej hornej cˇasti sa nachádzajú všeobecné nastavenia spolocˇné pre všetky
metódy :
• Choose file - výber súboru s grafom (špecifický formát je uvedený v 5.2.1), ktorý má
byt’ spracovaný
• Choose file delimiter - oddel’ovacˇ použitý v súbore s grafom
• názov spracovávaného súboru
• Calculate overlap info - checkbox urcˇujúci, cˇi sa majú vygenerovat’ dodatocˇné infor-
mácie
• Export .gexf file - checkbox urcˇujúci, cˇi sa má vygenerovat’ .gexf súbor urcˇený pre
vizualizáciu v Gephi
Hned’ pod vrchnou cˇast’ou sa nachádzajú ovládacie prvky spojené s metódou CPM :
• CPM - tlacˇidlo slúžiace na spustenie CPM
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• Size of the k-clique („k“) - vel’kost’ k-kliky
Nasleduje cˇast’ obsahujúca potrebné nastavenia a ovládanie CIS a odvodených metód :
• CIS, NCIS, GCIS - tlacˇidlá na spustenie jednotlivých metód
• Include connectivity checks - checkbox urcˇujúci, cˇi sa majú po skenoch vykonávat’
kontroly konektivity
• Parallel processing - checkbox urcˇujúci, cˇi sa má spustit’ paralelná verzia metódy
• Speed up heuristic - checkbox urcˇujúci, cˇi sa má pri vykonávaní metódy použit’ he-
uristika na zrýchlenie výpocˇtu
• Edge probability tuning param - hodnota ladiaceho parametra λ (vid’ 16, str. 41)
• Max. num. of threads - maximálny pocˇet vlákien, ktoré majú byt’ použité pri paralel-
nom výpocˇte
• Similarity threshold (0-100%) - urcˇuje hranicu percentuálnej podobnosti, nad ktorou
sa majú 2 komunity zlúcˇit’ do jednej (vid’ 5.4.0.1, str. 53)
• Min. a max. community size - hodnoty obmedzujúce vel’kost’ hl’adaných komunít v
danom rozsahu
• Community filtering - drop-down list s hodnotami None, More internal communica-
tion, More external communication, ktoré urcˇujú, cˇi sa majú zist’ovat’ len komunity s
väcˇšou vnútornou komunikáciou, vonkajšou komunikáciou, alebo všetky
5.2 Implementacˇné základy
Aplikácia je vytvorená v programovacom jazyku Java. Na správu závislostí je použitý
Maven.
Ked’že sme sa snažili o to, aby bola implementácia cˇo najefektívnejšia, tak bol mini-
malizovaný pocˇet objektov a ich vlastností. Okrem toho sme namiesto základných ko-
lekcií, ktoré poskytuje JDK používali kolekcie z knižnice Trove [47]. Problémom v prí-
pade použití klasických Java kolekcií je, že sú Object-based. To znamená, že pre primitívne
typy sa používa tzv. wrapper class, napr. pre int je to java.lang.Integer. Pre väcˇšinu apliká-
cií však chceme uchovávat’ primitívne typy priamo, vd’aka cˇomu spotrebujeme menej
pamät’ového miesta a znacˇne zvýšime výkonnost’. Knižnica Trove presne toto umož-
nˇuje. Obsahuje „lightweight“ implementáciu kolekcií s vel’mi podobným API ako má
java.utils.Collection.
Triedny diagram zobrazujúci najdôležitejšie triedy je v prílohe A. Popis uvedených
tried je nasledujúci :
• GraphExporter - obsahuje metódy slúžiace na export grafu s farebne odlíšenými ko-
munitami do .gexf súboru
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• InfoCalculator - vypocˇítava dodatocˇné informácie o nájdených komunitách a urcˇuje
prekrývajúce sa komunity s ich vrcholmi
• TextAreaUpdaterUtil - aktualizuje obsah informacˇného panela
• Metrics - predstavuje jednotlivé metriky
• FileWriterUtil - obsahuje metódy na vytváranie jednotlivých súborov
• CISBase - abstraktná trieda, ktorá obsahuje metódy spolocˇné pre CIS, NCIS a GCIS.
Dˇalej obsahuje abstraktné metódy normalProcessing a parallelProcessing, ktoré majú
byt’ implementované, pricˇom predstavujú sekvencˇný a paralelný chod daných ty-
pov algoritmov
• NCIS, GCIS, CIS - obsahujú implementáciu jednotlivých algoritmov
• NCISRunnableTask, GCISRunnableTask, CISRunnableTask - obsahujú implementáciu
spúšt’aných paralelných úloh
• Graph - rozhranie s metódami, ktoré slúžia na prácu s grafom
• AdjacencyListGraph - konkrétna implementácia rozhrania Graph založená na adja-
cency liste (vid’ 2.1.6.3, str. 14)
• CPM - obsahuje implementáciu metódy CPM
• MainProgram - hlavné okno programu
• MetricsCalculator - obsahuje metódy na výpocˇet jednotlivých metrík (vid’ 6.1, str. 59)
• Parser - rozhranie obsahujúce metódy na spracovanie súboru s grafom a s komu-
nitami, na základe ktorých vytvorí konkrétny graf a HashMap komunít, v ktorej je
kl’úcˇ cˇíslo riadku na ktorom sa komunita v súbore nachádza a hodnota je zoznam
vrcholov komunity
• NormalParser - implementuje rozhranie Parser, pricˇom reprezentuje nacˇítané komu-
nity ako String
5.2.1 Práca s grafmi
V programe je vrchol reprezentovaný len svojím ID v podobe int premennej. ID vrcho-
lov sú vygenerované pri spracovaní súboru obsahujúceho graf. Aplikácia pracuje so sú-
bormi, v ktorých sú grafy definované pomocou dvojíc vrcholov (cˇo znamená, že me-
dzi nimi existuje hrana) na jednotlivých riadkoch. Všetky dvojice vrcholov musia byt’
oddelené pomocou rovnakého oddel’ovacˇa (napr. medzera, cˇiarka a pod.). Pri spraco-
vaní súboru (trieda NormalParser, metóda parseFile(String pathToFile, String delimiter) :
Graph) vzniká mapovanie vygenerovaného ID vrcholu na reálnu hodnotu vrcholu, ktoré
sa ukladá do statickej HashMap.
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Pocˇas spracovania sa taktiež vytvára samotný graf (inštancia triedy AdjacencyListG-
raph) s ktorým budeme d’alej pracovat’. Ked’že predpokladáme, že budú pomocou ap-
likácie analyzované vel’ké siete, tak sme sa grafy rozhodli reprezentovat’ pomocou zo-
znamu susedov (vid’ 2.1.6.3, str. 14). Ten je implementovaný ako HashMap, v ktorej kl’úcˇe
sú ID vrcholov grafu a hodnoty sú Listy ich susedných vrcholov. Na urýchlenie vyhl’a-
dávania konkrétneho suseda sme jednotlivé Listy zotriedili podl’a ID vrcholov, vd’aka
cˇomu môže byt’ použité binárne vyhl’adávanie.
Zdrojový kód spracovania súboru a vytvorenia grafu sa nachádza v prílohe D, výpis
cˇ. 7.
Po ukoncˇení akejkol’vek metódy sa vytvára zložka s textovým súborom, ktorý obsa-
huje použité nastavenia a cˇasy detekcie komunít a iných úkonov (ako napr. cˇas exportu
.gexf súboru). Dˇalej zložka obsahuje .csv súbor s nájdenými komunitami. V súbore s ko-
munitami sa každý riadok zacˇína s identifikátorom komunity a jej vel’kost’ou v tvare
ID_vel’kost’ a d’alej nasledujú na riadku vrcholy komunity. Napr.: 1_4, 1, 8, 7, 3.
Používatel’ má taktiež možnost’ vygenerovat’ dodatocˇné informácie o nájdených ko-
munitách, ako bolo uvedené v 5.1.
Vizualizáciu výsledkov sme vytvárali pomocou programu Gephi [49]. Preto má pou-
žívatel’ aplikácie možnost’ vygenerovat’ po vyhl’adaní komunít aj .gexf [48] súbor obsa-
hujúci celý graf s farebne odlíšenými komunitami, pricˇom vrcholy patriace do viacerých
komunít majú väcˇšiu vel’kost’.
Pôvodne sme chceli prekrývajúcim sa vrcholom nastavit’ iný tvar, alebo zmiešanú
farbu, ale Gephi tieto možnosti momentálne (verzia 0.8.2 beta) neumožnˇuje. Nastavenie
úplne inej farby ako majú komunity do ktorých vrchol patrí, by mohlo v prípade vel’-
kého prekrytia spôsobit’ to, že prekrývajúce vrcholy budú kvôli jednotnej farbe vypadat’,
ako keby tvorili samostatnú komunitu. Preto sme sa rozhodli len pre zväcˇšenie vel’kosti
prekrývajúcich sa vrcholov, aj ked’ toto riešenie nie je ideálne a v budúcnosti by malo byt’
vylepšené.
Pri generovaní .gexf súboru používame knižnicu gexf4j [50]. Zdrojový kód exportu
.gexf súboru sa nachádza v prílohe D, vo výpise cˇ. 8. Farby pre komunity sú vygenero-
vané jednoducho, pomocou zmeny odtienˇa (Hue) v HSB farebnom priestore. Zdrojový
kód na vygenerovanie farieb je ukázaný vo výpise cˇ. 1.
private static List<Color> generateColors(int count) {
List<Color> colors = new ArrayList<Color>();
float step = 1f / count;
for (float i = 0; i < 1; i += step) {
colors.add(Color.getHSBColor(i, 0.5f, 1f) ) ;
}
return colors;
}
Výpis 1: Vygenerovanie daného pocˇtu rôznych farieb
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5.3 Implementácia CPM
CPM sme implementovali tak, že pri každom spustení analyzujeme graf, resp. vyhl’adá-
vame kliky pre konkrétnu hodnotu k, vd’aka cˇomu môžeme pred samotným vyhl’adaním
klík vykonat’ redukciu vrcholov a zrýchlit’ tak algoritmus, cˇo je vel’mi výhodné najmä pri
analýze vel’kých grafov. Napr. pri vyhl’adávaní komunít pre hodnotu k = 10 nemá zmy-
sel uvažovat’ vrcholy, ktoré majú menší stupenˇ ako 9, všeobecne potom k − 1. To z toho
dôvodu, že ak chceme aby vrchol patril do k-kliky tak musí mat’ asponˇ k − 1 susedov.
Na vyhl’adanie maximálnych klík grafu sme použili algoritmus Bron-Kerbosch popí-
saný v sekcii 4.1.2, str. 37. Zdrojový kód implementácie algoritmu je ukázaný v prílohe D
vo výpise cˇ. 9.
Pocˇas implementácie CPM sme narazili na problém efektívnej reprezentácie clique-
clique overlap matice. Rýchlo sme zistili, že jednoduché 2D pole nie je kvôli vel’kým pamä-
t’ovým nárokom u väcˇších grafov vhodné. Prvým krokom k optimalizácii bolo využitie
faktu, že matica je symetrická. Reprezentovali sme ju teda pomocou skoseného 2D pol’a
(jagged array), v ktorom majú riadky rôzny pocˇet stl´pcov (ukladáme len hodnoty nad dia-
gonálou). Hodnoty pod diagonálou potom dopocˇítame podl’a hodnôt nad diagonálou.
Vyplnená matica potom môže vyzerat’ napr. takto :

1 0 0 1
x 1 0 0
x x 1 1
x x x 1
 ,
kde prvky x znamenajú prázdne miesto. Dosiahli sme zlepšenie výkonnosti, ale pre väcˇ-
šie grafy (cez 80 tisíc vrcholov) to stále nebolo dostacˇujúce.
Okrem toho, že je clique-clique overlap matica symetrická, tak je aj riedka. Dˇalším
optimalizacˇným krokom bolo preto vytvorenie riedkej symetrickej matice reprezento-
vanej pomocou HashMap, kde kl’úcˇ tvorí jedinecˇný identifikátor prvku riadka a stl´pca
(riadok+stl´pec∗(vel’kost’_matice+1)), v ktorom je hodnota vel’kosti prekrytia klík dostatocˇná
(diagonálny prvok > k , ne-diagonálny prvok > (k-1), vid’ teória 4.1.1, str. 35). Nielenže teda
neukladáme nulové prvky, ale aj prvky, ktoré nespl´nˇajú podmienku dostatocˇného pre-
krytia. Takáto matica potom vyzerá nasledovne :

1 x x 1
x 1 x x
x x 1 1
x x x 1
 ,
Tým, že pri generovaní kl’úcˇa HashMapy prenásobujeme stl´pec cˇíslom väcˇším ako je
rozmer matice sa vyhneme duplicitám. Napr. v prípade matice rádu 4 by pri prenásobení
stl´pca cˇíslom 3 vznikol konflikt pre kl’úcˇ prvku [r0][s1] a [r3][s0].
Použitím takto implementovanej matice sme dosiahly niekol’konásobné (až 6x) zvý-
šenie efektivity. Zdrojový kód prípravnej fázy matice je uvedený vo výpise cˇ. 2.
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TIntByteHashMap cliqueOverlapMatrix = new TIntByteHashMap(maximalCliques.size());
int row = 0;
int overlapSize = 0;
for( TIntList clique : maximalCliques){
for ( int col = 0; col < maxCliqueSize−row; col++){
// diagonalny element, pretoze dalej ziskavame kliku na pozicii (col+row). Kazdy dalsi
riadok sa posuvame o stlpec doprava.
if (col == 0){
overlapSize = clique.size () ;
overlapSize −= k;
}
else {
overlapSize = retainAllCustom(clique, maximalCliques.get(col+row)).size();
overlapSize −= (k−1);
}
if (overlapSize >= 0)
cliqueOverlapMatrix.put(row + col ∗ hashMultiplier , OVERLAP_IS_SUFFICIENT);
}
row++;
}
Výpis 2: Príprava clique-clique overlap matice
Pred vytvorením matice boli všetky nájdené kliky z ktorých sa matica vytvárala uložené
do ArrayListu lastMaximalCliques. Po vytvorení matice už len stacˇí zlúcˇit’ kliky riadkov
podl’a postupu popísaného v 4.1.1, str. 35.
Prechádzame postupne jednotlivé riadky matice a zlucˇujeme kliky daného riadka do
docˇasnej „riadkovej komunity“ Kr, ktorú pridávame do zoznamu riadkových komu-
nít rowCommunities. Na každom riadku (okrem prvého) pracujeme aj so symetrickými
hodnotami z predchádzajúcich riadkov. Pri zlucˇovaní klík jednotlivých riadkov pracu-
jeme len s indexami klík (pozícia kliky v ArrayListe lastMaximalCliques) a nie so sa-
motnými klikami. Po spracovaní každého riadku kontrolujeme, cˇi sa prípadná novo vy-
tvorená riadková komunita Kr nedá zlúcˇit’ s už existujúcimi riadkovými komunitami v
rowCommunities. Ilustracˇný príklad vid’ d’alej.
Prˇíklad 5.1
ArrayList lastMaximalCliques obsahuje kliky A,B,C,D,E,F . Na prvom riadku matice
sme zlúcˇili do riadkovej komunity K1 indexy klík A,B,C, rowCommunities teda ob-
sahuje K1 = {0, 1, 2}. Dˇalej sme na druhom riadku zlúcˇili do riadkovej komunity K2
kliky C,D, K2 = {2, 3} a kontrolujeme, cˇi sa K2 nedá zlúcˇit’ s niektorou riadkovou ko-
munitou z rowCommunities. V tomto prípade kontrolujeme, cˇi K1 ∩ K2 ̸= ∅, cˇo platí,
pretože majú spolocˇný index 2 (kliku C). Preto ich zlúcˇime do jednej riadkovej komu-
nity Knew = K1 ∪K2, pridáme ju do rowCommunities a odstránime z rowCommunities
komunitu K1.
Zdrojový kód implementácie získania komunít z matice je uvedený v prílohe D, výpis cˇ.
10.
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Správnost’ implementácie sme testovali na menších testovacích grafoch a pre väcˇšie
grafy sme naše výsledky porovnávali s výsledkami získanými pomocou známeho ná-
stroja CFinder [51], pricˇom sa zhodovali.
5.4 Implementácia CIS
Najskôr sme implementovali základnú verziu CIS, tak ako bola popísaná v sekcii 4.2.1.
Každý vrchol je zaradený do svojej vlastnej seed group, pricˇom sú spracovávané podl’a
stupnˇa od najmenšieho po najväcˇší. V každom skene sa na odobranie alebo pridanie
k seed skupine zvažuje každý vrchol grafu. Preto je výpocˇet cˇasovo vel’mi nárocˇný a
neefektívny. Ak má graf n vrcholov a pre každý sa vykoná k skenov (zovšeobecnené),
v ktorých sa vyhodnocujú všetky vrcholy grafu práve raz, tak pocˇet operácií sa rovná
n(nk), cˇo je zložitost’ O(n2k). Zložitost’ sa však urcˇuje len vel’mi t’ažko, pretože záleží na
hustote skúmanej siete a štruktúre jej komunít.
Ukážka zdrojového kódu znázornˇujúceho priebeh jedného skenu je vo výpise cˇ. 3.
for ( int it = 0; it < sortedVertLength; it ++) {
comparedVertex = sortedVertices[it];
if (! isVertexConnectedToCommunity(comparedVertex, comm))
continue;
if (comm.size() > 2 && comm.remove(comparedVertex)) {
newDensity = calculateDensity(comm, tuningParam);
if (!( newDensity > oldDensity)) {
comm.add(comparedVertex);
comm.sort();
} else {
oldDensity = newDensity;
improved = true;
}
}
else if (comm.binarySearch(comparedVertex) < 0) {
comm.add(comparedVertex);
comm.sort();
newDensity = calculateDensity(comm, tuningParam);
if (!( newDensity > oldDensity))
comm.remove(comparedVertex);
else {
oldDensity = newDensity;
improved = true; // dalej nasleduje len ukoncenie podmienok a cyklu
Výpis 3: Priebeh skenu metódy CIS
Hustota sa vypocˇítava podl’a vzt’ahu 16, str. 41. Skeny prebiehajú pokial’ došlo v pred-
chádzajúcom skene k zlepšeniu hustoty komunity. Po ukoncˇení každého skenu sa kon-
troluje konektivita výslednej skupiny (metóda connectivityCheck(TIntList comm, double tu-
ningParam)). Ak sa skupina skladá z viacerých komponentov (je rozpojená), tak sa d’alej
pracuje komponentom, ktorý má najväcˇšiu hustotu. Jednotlivé komponenty sú vyhl’a-
dané pomocou prehl’adávania do šírky (BFS, vid’ 2.1.5, str. 2.1.5) v metódach findConnec-
tedComponents(TIntList comm) a bfsAdd(TIntList comm, int vertex, TIntList comp), kde comm
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je skúmaná skupina, vertex je vrchol od ktorého zacˇíname BFS a comp je nájdená kompo-
nenta. Ukážka zdrojového kódu týcho metód je vo výpise cˇ. 4.
public List<TIntList> findConnectedComponents(TIntList comm) {
List<TIntList> connectedComps = new ArrayList<TIntList>();
TIntList comp = new TIntArrayList();
for ( int commIt = 0; commIt < comm.size(); commIt++) {
int vertex = comm.get(commIt);
if (isVertexContainedInComponents(vertex, connectedComps))
continue;
comp = new TIntArrayList();
bfsAdd(comm, vertex, comp);
connectedComps.add(comp);
// ak najdena komponenta pokryva celu komunitu tak nepokracujeme dalej v overovani
if (comp.size() == comm.size())
break;
}
return connectedComps;
}
public void bfsAdd(TIntList comm, int vertex, TIntList comp) {
Queue<Integer> q = new LinkedList<Integer>();
q.add(vertex);
while (!q.isEmpty()) {
int currVertex = q. poll () ;
TIntList vertexNeighbours = tgraph.getVertexNeighbors(currVertex);
for ( int neighIt = 0; neighIt < vertexNeighbours.size(); neighIt++) {
int vertexNeighb = vertexNeighbours.get(neighIt);
if (comm.binarySearch(vertexNeighb) >= 0 && comp.binarySearch(vertexNeighb) < 0 &&
!q.contains(vertexNeighb)) {
q.add(vertexNeighb);
}
}
comp.add(currVertex);
comp.sort();
}
}
Výpis 4: Vyhl’adanie komponent skupiny
Po celkovom ukoncˇení skenov nad jednou seed skupinou prebieha vyhodnotenie fi-
nálnej podoby rozširovanej skupiny (metóda afterScanProcess(...)). V tomto vyhodnotení
sa kontroluje, cˇi skupina spl´nˇa požadované parametre (min./max. vel’kost’, typ komuni-
kácie, konektivita). V prípade, že parametre nespl´nˇa, tak ju neuvažujeme.
Jediná výnimka je, ak má skupina väcˇšiu vel’kost’ ako je max. stanovená. Vtedy jej
vel’kost’ zredukujeme tak, že postupne odstranˇujeme vrcholy, ktoré spôsobia najmen-
šie zhoršenie hustoty, pokial’ sa nedosiahne požadovaná vel’kost’. Ak výsledná skupina
vyhovuje všetkým požiadavkám, tak je zotriedená a zaradená do HashSetu finálnych
komunít.
Tým, že sa skupina pred pridaním do HashSetu finálnych komunít zotriedi sa Hash-
Set postará o filtráciu duplicitných komunít. CIS však detekuje vel’ké množstvo prekrý-
vajúcich sa komunít a preto je potrebné finálne komunity d’alej spracovat’.
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5.4.0.1 Post processing komunít V post processingu sa najskôr odstranˇujú komu-
nity, ktoré pokrývajú celý graf. Vd’aka zotried’ovaniu a HashSetu taká môže byt’ v ko-
lekcii len 1 a odstráni sa len pokial’ sa našla aj nejaká iná komunita okrem nej. Pre malé
grafy totiž cˇasto platí, že sú prepojené tak vel’a, že obsahujú len jednu vel’kú komunitu.
Dˇalej sa odstranˇujú komunity, ktoré sú podmnožinou inej komunity (naznacˇuje to
urcˇitú formu hierarchie, ktorá by sa dala využit’ na stanovenie hierarchie v jednotlivých
komunitách siete). Nakoniec má používatel’ možnost’ zadat’ percentuálnu hranicu pre-
krytia, pri ktorej sa dve prekrývajúce sa komunity zlúcˇia do jednej.
Podobnost’ medzi dvoma prekrývajúcimi sa komunitami A a B sme najskôr urcˇovali
pomocou Jaccardovho indexu urcˇeného ako :
J(A,B) =
A ∩B
A ∪B . (19)
Jaccardov index nadobúda hodnoty od 0 po 1, s tým, že cˇím bližšie je hodnota k 1, tým
viac sa množiny podobajú.
Problém bol však v tom, že ak sme mali komunitu A s vrcholmi 1,2,3, oznacˇme
A = {1, 2, 3} a B = {2, 3, 4, 5, 6, 7, 8, 9, 10}, tak J(A,B) = 0.2, cˇo je malá hodnota na to,
že A zdiel’a s B 2 z 3 svojich vrcholov. Vel’kost’ jednej z komunít ovplyvnˇovala celkovú
hodnotu indexu. Preto sme sa rozhodli urcˇovat’ percentuálnu mieru zdiel’aných vrcho-
lov pre každú z dvojice komunít a podobnost’ urcˇit’ ako väcˇšiu z týchto dvoch hodnôt.
Podobnost’ S je potom urcˇená ako :
S(A,B) = max

A ∩B
|A| ,
A ∩B
|B|

. (20)
V tomto prípade sa už nedá hovorit’ o podobnosti ako takej, ale skôr o miere zdiel’ania
vrcholov. Tento postup sa podobá urcˇovaniu vzdialenosti medzi komunitami použitému
v metóde GCE poppísanej v sekcii 3.3.3.1, str. 31.
Zlucˇovanie prekrývajúcich sa komunít, alebo prirad’ovanie prekrývajúcich sa vrcho-
lov len do jednej komunity však nie je jednoduchá úloha. V rôznych siet’ach sa komunity
môžu prekrývat’ viac, alebo menej, pricˇom samotná vel’kost’ prekryvu nemusí vypove-
dat’ o jeho dôležitosti. Preto nie je možné stanovit’ univerzálnu mieru podobnosti vhodnú
pre všetky siete.
Ukážka zdrojového kódu post processingu je v prílohe D, výpis cˇ. 11.
Kvôli neefektivite metódy CIS pre vel’ké grafy sme ju z cˇasti upravili, cˇím vznikli 2
d’alšie odvodené metódy NCIS a GCIS uvedené d’alej.
5.4.1 NCIS
NCIS (Neighbors CIS) sa líši od CIS dvoma úpravami.
Prvá úprava CIS bola tá, že sme pri skenoch prechádzali namiesto všetkých vrcholov
grafu len susedné vrcholy aktuálne rozširovanej komunity (získané metódou getCom-
munityVerticesAndNeigbors(TIntList comm)). Ked’že CIS je v podstate heuristika u ktorej
výsledky záležia na poradí spracovania vrcholov, tak sme touto zmenou dostali s NCIS
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trocha iné výsledky ako u CIS (porovnanie bude uvedené v cˇasti s experimentami 6, str.
58). Rapídne sa však zrýchlil chod algoritmu.3
Kvôli tomu, že CIS zarad’uje každý vrchol grafu do samostatnej seed skupiny, sú tieto
skupiny optimalizované cˇasto k už nájdenej komunite.
Prˇíklad 5.2
Uvažujme trojuholníkový graf (3 vrcholy, každý rádu 2) o vrcholoch V = {1, 2, 3}.
Optimalizovaním z vrcholu 1 dostaneme v dvoch krokoch pridaním 2 a 3 komunitu
K = {1, 2, 3}, optimalizovaním z 2 a 3 dostaneme rovnakú komunitu K v d’alších, zby-
tocˇných 4 krokoch.
Ked’že je vel’ká pravdepodobnost’ na to, že z vrcholov, ktoré sme už zaradili do neja-
kej komunity dostaneme optimalizovaním rovnakú komunitu, tak takéto vrcholy d’alej
nepovažujeme za seed skupinu.
Samozrejme tým, že sa komunity prekrývajú nemusíme z vrcholu zaradeného do ne-
jakej komunity dostat’ tú istú komunitu. Takéto vrcholy ale tiež nemusíme rozširovat’
vid’ príklad 5.3 d’alej.
Prˇíklad 5.3
Uvažujme komunity K1 = {A,B,C} a K2 = {B,C,D}. Tie sa prekrývajú na vrchole
B. Rozširovaním z A sme našli komunitu K1. Nemusíme sa však bát’, že neodhalíme
K2, alebo prekrytie, tým, že preskocˇíme rozširovanie z už zaradeného vrcholu B. Oboje
odhalíme rozširovaním z vrcholu C alebo D.
Druhá úprava CIS bola teda zavedenie uvedenej „urýchl’ovacej“ heuristiky. Podobne rie-
šili tento problém aj autori v LFM 3.3.2, str. 28. Tí však vyberali vrcholy z grafu náhodne,
zatial’ cˇo my postupujeme podl’a stupnˇa vrcholov od najmenšieho po najväcˇší, rovnako
ako v CIS.
Možnost’ použit’ túto heuristiku sme nakoniec zaviedli do všetkých variánt CIS (v
GUI checkbox Speed up heuristic).
Zdrojový kód úprav v NCIS oproti CIS je ukázaný vo výpise cˇ. 5.
for ( int i = 0; i < sortedVertLength; i++) {
vertex = sortedVertices[ i ];
// vrchol spracovavame len ak uz nebol zaradeny do nejakej komunity
if (speedUp && processedVertices.contains(vertex))
continue;
...
// v skene chceme vyhodnocovat len vrcholy rozsirovanej skupiny a ich susedov
TIntList communityVerticesAndNeighb = getCommunityVerticesAndNeigbors(comm);
// samotny cyklus skenu
for ( int it = 0; it < communityVerticesAndNeighb.size(); it++) {
comparedVertex = communityVerticesAndNeighb.get(it);
...
// metoda na ziskanie vrcholov a susedov rozsirovanej skupiny
public TIntList getCommunityVerticesAndNeigbors(TIntList community) {
3Treba poznamenat’, že toto zlepšenie sme vymysleli samy, pricˇom sme po vypracovaní práce zistili, že
rovnaké vylepšenie bolo vykonané už v [11].
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TIntList sortedVerticesToReturn = new TIntArrayList(community.size() ∗ 3);
for ( int i = 0; i < community.size(); i++) {
int vertex = community.get(i);
if (! sortedVerticesToReturn.contains(vertex))
sortedVerticesToReturn.add(vertex);
TIntList vertexNeighb = tgraph.getVertexNeighbors(vertex);
for ( int j = 0; j < vertexNeighb.size(); j++) {
if (! sortedVerticesToReturn.contains(vertexNeighb.get(j)))
sortedVerticesToReturn.add(vertexNeighb.get(j));
}
// nasleduje usporiadanie a vratenie vrcholov sortedVerticesToReturn ...
Výpis 5: Zmeny v NCIS oproti CIS
5.4.2 GCIS
V metóde GCIS (Greedy CIS) sme spojili zmeny vytvorené v NCIS s d’alšími poznatkami
získanými z iných metód spomínaných v teoretickej cˇasti. Inšpirovali sme sa hlavne myš-
lienkou greedy optimalizácie rozširovanej skupiny z LFM 3.3.2, str. 28.
K rozširovanej seed skupine nepridávame automaticky každý vrchol, ktorý zlepší jej
hustotu, ale vyberáme vždy taký, ktorý v aktuálne prebiehajúcom skene zlepší hustotu
najviac. Takýmto greedy prístupom cˇiastocˇne odstránime nedeterministicˇnost’ CIS.
Príkladom môže byt’ obr. 23 zo str. 43. V prípade CIS a NCIS postupujeme pri vy-
hodnocovaní seed skupín a vrcholov v skene podl’a stupnˇa vrcholu od najmenšieho po
najväcˇší. Takýmto spôsobom nájdeme 3 komunity, ktoré sú na obr. 23 farebne vyznacˇené
(prípadne 2, záleží na tom, v akom poradí sa vyhodnotia vrcholy s rovnakým stupnˇom).
Ak by sme však postupovali opacˇne, od najväcˇšieho stupnˇa po najmenší, tak by sme našli
len 1 komunitu, ktorá by pokrývala celý graf.
Pri použití greedy prístupu je jedno v akom poradí vrcholy v skene prechádzame,
pretože na zlepšenie hustoty vyberáme vždy vrchol, ktorý svojim pridaním, alebo odo-
braním zlepší hustotu skupiny najviac. Takýmto spôsobom by sme mali dostat’ najopti-
málnejšie komunity.
Priebeh skenu sa u GCIS skladá z dvoch hlavných krokov :
1. Nájdenie vrcholu zo susedov skupiny, ktorý najviac zvýši hustotu skupiny. Ak ta-
kýto vrchol existuje tak ho pridáme ku skupine.
2. Odstránenie všetkých vrcholov skupiny, ktorých odstránením zlepšíme hustotu
skupiny.
Ukážka zdrojového kódu priebehu skenu v GCIS je v prílohe D vo výpise cˇ. 12.
Na prvý pohl’ad je jasné, že greedy prístup má aj svoju nevýhodu, ktorou je zpoma-
lenie vyhl’adávania oproti NCIS. V NCIS môžeme v jednom skene pridat’ neobmedzený
pocˇet vrcholov, zatial’ cˇo v GCIS len 1.
Aby sme cˇo najefektívnejšie využili zrýchl’ovaciu heuristiku a vo výsledku dostali
menší pocˇet prekrývajúcich sa komunít, tak seed skupiny (jednotlivé vrcholy grafu) vy-
hodnocujeme od najväcˇšej po najmenšiu (podl’a stupnˇa). Takto rýchlejšie vytvoríme po-
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krytie grafu. Ideálne by bolo seed skupiny vopred vygenerovat’ tak, aby sa cˇo najme-
nej prekrývali a zárovenˇ pokrývali celý graf. Pre porovnanie s ostatnými metódami sme
však použili rovnakú vol’bu seed skupín ako v CIS, kde každý vrchol patrí do samostat-
nej seed skupiny. Prípravu a testovanie lepších seed skupín ponechávame ako rozšírenie
tejto práce.
5.4.3 Paralelné verzie
Vd’aka tomu, že optimalizovanie jednotlivých seed skupín prebieha nezávisle na sebe,
tak sú všetky metódy odvodené od CIS, teda CIS, NCIS a GCIS l’ahko paralelizovatel’né.
Používatel’ má v GUI možnost’ zadat’ maximálny pocˇet vlákien použitých pri para-
lelizácii. Tá prebieha tak, že sa pre každú seed skupinu spustí nezávislá paralelná úloha
(triedy CISRunnableTask, GCISRunnableTask, NCISRunnableTask), v ktorej prebieha opti-
malizácia danej skupiny na základe zvolenej metódy. Ked’že vopred poznáme pocˇet seed
skupín, tak vieme kol’ko úloh sa musí dokoncˇit’, aby bol výpocˇet kompletný. Vopred si
teda incializujeme CountDownLatch na vel’kost’ pocˇtu seed skupín, ktorý každá paralelná
úloha po svojom dokoncˇení zmenší o 1. Po znížení CountDownLatch na 0 vieme, že
všetky paralelné úlohy sa skoncˇili a môžeme prejst’ ku post processingu nájdených ko-
munít.
Skrátená ukážka zdrojového kódu paralelného spracovania je vo výpise cˇ. 6.
...
ConcurrentHashMap<TIntList, Boolean> cs = new ConcurrentHashMap<TIntList, Boolean>();
final Collection<TIntList> communities = Collections.newSetFromMap(cs);
sortedVertices = unsortedVertices.toArray() ;
final int sortedVertLength = sortedVertices.length;
ExecutorService exec = Executors.newFixedThreadPool(numOfThreads);
final CountDownLatch latch = new CountDownLatch(sortedVertLength);
try {
// kazdy uzol grafu patri do svojej vlastnej "seed group"
for ( int i = 0; i < sortedVertLength; i++) {
Runnable worker = new CISRunnableTask(this, communities, sortedVertices,
processedVertices, sortedVertices[i], tuningParam, includeConnectivityChecks,
filteringMode, maxSize, minSize, latch, speedUp);
exec.execute(worker);
}
} finally {
exec.shutdown();
}
try {
// pockanie na dokoncenie jednotlivych taskov
latch .await() ;
}
...
// v samotnom tasku sa po jeho dokonceni vola
latch .countDown();
Výpis 6: Ukážka paralelného spsracovania CIS
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V prípade použitia urýchl’ovacej heuristiky však paralelizácia nie je vhodná kvôli tomu,
že jednotlivé paralelné úlohy musia pracovat’ so spolocˇným zoznamom vrcholov, ktoré
už boli zaradené do nejakej komunity (pricˇom ho používajú na zapisovanie a nacˇítava-
nie vel’mi cˇasto). Použitie heuristiky samotnej je rýchlejšie, ako jej použitie v spojení s
paralelizáciou.
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6 Experimenty
V tejto cˇasti popíšeme vykonané experimenty nad rôznymi reálnymi siet’ami.
Parametre testovacej zostavy :
• Procesor - Intel(R) Core(TM) i7-2670QM CPU @ 2.20GHz
• RAM - 8 GB
• Operacˇný systém - Windows 7 64bit
Skratky použité v tabul’kách s výsledkami experimentov :
• po redukc. - pocˇet siete vrcholov po redukcii
• komunity - pocˇet komunít
• min., max., avg. - všeobecne minimum, maximum, priemer
• min. kom., max. kom., avg. kom. - min.,max.,avg. vel’kost’ komunity
• min. hust., max. hust., avg. hust. - min.,max.,avg. hodnota hustoty komunity
• pokrytie - percentuálne pokrytie grafu komunitami
• vrch v kom. - pocˇet vrcholov v komunitách
• prekrýv. páry kom. - pocˇet prekrývajúcich sa párov komunít
• prekrýv. vrch. - pocˇet prekrývajúcich sa vrcholov
• base - referencˇná komunita
Ak nie je uvedené inak, tak pre CPM sa používa nastavenie parametra k = 3 (3-kliky)
a pre CIS, NCIS a GCIS je min. vel’kost’ komunity = 1 a vyhl’adávajú sa len komunity s
väcˇšou vnútornou komunikáciou. Zavádzame nasledujúce znacˇenia :
• S (speed) pred názvom metódy znamená, že bola použitá urýchl’ovacia heuristika
• B (best) znamená, že sa jedná o výsledky najlepšej konfigurácie
Ak v tabul’ke výsledkov nie je uvedená B varianta nejakej metódy, znamená to, že naj-
lepšie výsledky sme dosiahli so základnou verziou.
Pred uvedením samotných experimentov je nutné poznamenat’, že validitu jednotli-
vých komunít overujeme len na základe ich štruktúry, teda v prípade CPM kombinácie
k-klík a v prípade ostatných metód kombinácie vrcholov s najlepšou hodnotou funkcie
hustoty. Predpokladáme, že dáta jednotlivých sietí, na ktoré bude naša aplikácia použitá,
budú korektne predspracované a to v tom zmysle, že v grafe budú len relevantné vrcholy
a hrany.
Pre experimenty sme zvolili niekol’ko dobre známych menších sietí, no výkonnost’
aplikácie sme otestovali aj na väcˇších siet’ach. Pri vyhodnocovaní nájdených komunít
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sme u sietí s neznámymi reálnymi komunitami považovali za správne komunity nájdené
algoritmom CPM. Výsledky ostatných metód sme porovnávali potom vzhl’adom k vý-
sledkom CPM. Porovnávanie výsledkov prebiehalo za pomoci metrík popísaných d’alej
v sekcii 6.1.
6.1 Metriky
Pri vyhodnotení zhody dvoch nájdených komunít budeme pracovat’ s metrikami pres-
nost’ P (precision) a úplnost’ R (recall) [43]. Hodnota presnosti je daná ako pomer pocˇtu
správnych nových prvkov, ku všetkým novým prvkom a úplnost’ je pomer pocˇtu správ-
nych nových prvkov, ku všetkých možným správnym prvkom.
Predstavit’ si to môžeme jednoducho na nasledujúcom príklade.
Prˇíklad 6.1
Majme komunitu C = {1, 2, 3, 4, 5, 6} detekovanú metódou CPM, ktorú považujeme za
správnu. Dˇalej majme komunitu I = {4, 5, 6, 7, 8, 9, 10, 11, 12} detekovanú metódou CIS.
Chceme urcˇit’ hodnotu P a R komunity I vzhl’adom na komunitu C.
• Komunita I sa „trafila“ v 3 vrcholov (4, 5, 6) z 9 (ktoré sama obsahuje), takže P =
3/9
• Komunita I „našla“ 3 vrcholy (4, 5, 6) zo 6 možných (ktoré obsahuje C), takže
R = 3/6
Na presnost’ sa môžeme pozerat’ ako na mieru kvality a na úplnost’ ako na mieru kvan-
tity. Jednoducho môžeme povedat’, že vel’ká hodnota presnosti znamená, že algoritmus
vracia viac relevantných výsledkov ako nerelevantných, zatial’ cˇo vysoká hodnota úpl-
nosti znamená, že algoritmus vrátil väcˇšinu z relevantných výsledkov.
Považujme komunitu C nájdenú algoritmom CPM za správnu a komunitu I nájdenú
algoritmom CIS za novú, ktorej relevantnost’ sa má vyhodnotit’. Potom môžeme zaviest’
nasledujúce znacˇenia :
• N - pocˇet vrcholov v sieti
• M - pocˇet vrcholov v komunite C
• TP (true positive) - pocˇet vrcholov z komunity I , ktoré sú v komunite C (správne
zaradené)
• FP (false positive) - pocˇet vrcholov z komunity I , ktoré nie sú v komunite C (ne-
správne zaradené)
• FN (false negative) - pocˇet vrcholov z komunity C, ktoré nie sú v komuniteˇ I (ne-
správne vyradené)
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• TN (true negative) - pocˇet vrcholov, ktoré nie sú ani v komunite C a ani v komunite
I (správne vyradené)
Presnost’ P môžeme teraz definovat’ ako
P =
TP
TP + FP
(21)
a úplnost’ R ako
R =
TP
TP + FN
. (22)
Dˇalej definujeme F-skóre (F1score, F-measure), ktoré predstavuje harmonický priemer P a
R, ako
F = 2× P ×R
P +R
. (23)
F-skóre nadobúda hodnoty od 0 po 1, pricˇom 1 znamená najlepšiu hodnotu.
Zavádzame tiež Matthewsov korelacˇný koeficient (MCC), ktorý je definovaný ako
MCC =
TP × TN − FP × FN
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
. (24)
MCC nadobúda hodnoty od -1 po 1, pricˇom 1 znamená najlepšiu hodnotu (predikciu), 0
náhodný výber a -1 najhoršiu hodnotu. Ak je vo vzt’ahu pre MCC v menovateli 0, tak je
MCC definovaný ako 0.
F-skóre zvýhodnˇuje „pozitívne“ hodnoty, zatial’ cˇo MCC nezvýhodnˇuje ani
„negatívne“ ani „pozitívne“. F-skóre oproti MCC vel’mi mierne zvýhodnˇuje presnost’
a MCC naopak úplnost’ [46]. Napr. pre :
• TN = 850, FP = 50, FN = 35, TP = 65, cˇo je R = 0.65 a P = 0.5652 dostávame
MCC = 0.559 a F = 0.605
• TN = 825, FP = 75, FN = 25, TP = 75, cˇo je R = 0.75 a P = 0.5 dostávame
MCC = 0.560 a F = 0.6 (drobné zníženie P spôsobilo drobné zníženie F-skóre)
Pri porovnávaní komunít je dôležitejšia presnost’ ako úplnost’. Dôvod si ukážeme na
nasledujúcom príklade.
Prˇíklad 6.2
CPM odhalila v grafe G(V,E), kde V = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} dve komunity, C1 =
{1, 2, 3} a C2 = {7, 8, 9}. Tie považujeme za správne. Uvažujme d’alej nasledujúce dva
prípady :
1. CIS odhalil dve komunity I1 = {1, 2, 3, 4, 5} a I2 = {6, 7, 8, 9, 10}
2. CIS odhalil štyri komunity I1 = {1, 2}, I2 = {2, 3}, I3 = {7, 8}, I4 = {7, 9}
V prvom prípade je pre komunitu I1 vzhl’adom na C1, P = 3/5 a R = 1 a pre komu-
nitu I2 vzhl’adom na C2 rovnako P = 3/5 a R = 1.
V druhom prípade je pre komunity I1 a I2 vzhl’adom na C1, P = 1 a R = 2/3 a pre
komunity I3 a I4 vzhl’adom na C2 tiež P = 1 a R = 2/3.
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Z príkladu usudzujeme, že hodnota presnosti je dôležitejšia, ako hodnota úplnosti (aj
ked’ sa dá o tom urcˇite polemizovat’). Viac záleží na tom spojit’ do 1 komunity len vrcholy,
ktoré k sebe patria, ako spojit’ do 1 komunity všetky vrcholy, ktoré k sebe patria, za cenu
zahrnutia d’alších, ktoré k nim nepatria.
Mnoho malých komunít s vysokou presnost’ou môže odhal’ovat’ hierarchickú štruk-
túru vo vnútri pôvodnej komunity. Pri CIS mohli tiež vzniknút’ kvôli tomu, že pri zlucˇo-
vaní prekrývajúcich sa komunít sme nemuseli zlúcˇit’ všetky, ktoré mali byt’ zlúcˇené.
Nemôžeme však tvrdit’, že je pre nás presnost’ úplne smerodatná, pretože aj ked’ jej
vysoká hodnota znamená, že sme do komunity zaradili vrcholy, ktoré k sebe patria, tak
nám nicˇ nevypovedá o samotnom pocˇte komunít a ich vel’kosti.
Z vyššie uvedených dôvodov sa budeme pri testoch riadit’ hlavne mierou F-skóre,
ktorá priemeruje presnost’ a úplnost’ a zárovenˇ cˇiastocˇne zvýhodnˇuje presnost’.
Jednotlivé experimenty sú uvedené v nasledujúcich cˇastiach. Ešte raz pripomíname,
že u sietí, kde nepoznáme reálne komunity, považujeme za správne komunity nájdené
metódou CPM.
6.2 Zacharyho karate klub
Štatistika siete sa nachádza v tabul’ke 1.
Vrcholy 34
Hrany 78
Známe komunity 2
Tabul’ka 1: Pocˇet vrcholov a hrán - Zacharyho karate klub
Táto kolekcia predstavuje dobre známu siet’ 34 cˇlenov Zacharyho karate klubu, ktorí
boli pozorovaní v priebehu troch rokov [41]. Hrany v sieti spájajú jedincov, ktorí spolu
„komunikovali“ aj mimo aktivít klubu. V klube nastal neskôr konflikt medzi preziden-
tom klubu (vrchol cˇ. 34) a jedným z inštruktorov (vrchol cˇ. 1), cˇo malo za následok roz-
delenie cˇlenov klubu na dve skupiny, kde každá podporovala jedného z konfliktu.
Algoritmy na detekciu komunít sa snažia, len za pomoci znalosti štruktúry siete, tieto
dve skupiny odhalit’.
6.2.1 Výsledky
Tabul’ka 2 zobrazuje výsledky jednotlivých metód. Výsledky boli porovnávané vzhl’a-
dom na 2 komunity, ktoré vznikli rozpadom klubu. Nastavenia metód CIS, NCIS a GCIS
sú uvedené v tabul’ke 3.
V tabul’ke 2 vidíme, že GCIS a S GCIS dávajú úplne rovnaké výsledky a NCIS a S
NCIS takmer rovnaké. Zhodu základných verzií metód s ich variantom s urýchl’ovacou
heuristikou sme testovali aj u rozsiahlejších sietí (napr. DBLP vid’ sekcia 6.4), kde vyšla
taktiež vel’mi vysoká zhoda výsledkov (0.95 avg. F-skóre). Na základe toho usudzujeme,
že heuristika dáva vzhl’adom na základnú verziu metódy vel’mi presné výsledky.
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CPM CIS NCIS GCIS S GCIS S NCIS B CIS
po redukc. 33 - - - - - -
komunity 3 2 2 3 3 2 2
min. kom. 3 19 19 5 5 17 19
max. kom. 25 29 19 19 19 19 19
avg. kom. 11 24 19 12 12 18 19
min. hust. - 0.874 0.874 0.750 0.750 0.872 0.907
max. hust. - 0.971 0.889 0.889 0.889 0.889 0.924
avg. hust. - 0.922 0.881 0.809 0.809 0.880 0.915
pokrytie 94.12% 100% 100% 100% 100% 100% 100%
vrch v kom. 32 34 34 34 34 34 34
prekrýv. páry kom. 2 1 1 1 1 1 1
prekrýv. vrch. 2 14 4 4 4 2 4
avg. presnost’ 0.853 0.741 0.895 0.917 0.917 0.918 0.895
avg. úplnost’ 0.451 1 1 0.666 0.666 0.971 1
avg. F-skóre 0.496 0.842 0.944 0.724 0.724 0.943 0.944
Tabul’ka 2: Výsledky detekcie komunít - Zacharyho karate klub
Tuning param. λ Similarity threshold
CIS, NCIS, GCIS 0 80%
S NCIS, S GCIS 0 80%
B CIS 0.3 60%
Tabul’ka 3: Nastavenia metód založených na CIS - Zachary karate klub
Z výsledkov je d’alej vidiet’, že aj ked’ by mala metóda CPM detekovat’
„najkvalitnejšie“ komunity, tak u tejto siete dosiahla CPM najmenšiu hodnotu F-skóre.
Pokles F-skóre zaprícˇinili malé hodnoty úplnosti. Je to spôsobené najmä tým, že CPM
nezaradila do žiadnej z komunít 2 vrcholy a tým, že oddelila 5 vrcholov do separátnej
komunity (rovnako ako GCIS, vid’ obr. 29 - zelená komunita) a d’alšie 3 vrcholy taktiež.
Tento fakt len potvrdzuje to, že niekedy (hlavne u sociálnych sietí) je vel’mi t’ažké správne
definovat’ prepojenia medzi vrcholmi, tak aby reflektovali skutocˇnú situáciu z reálneho
života.
Treba si všimnút’, že presnost’ všetkých metód bola pomerne vysoká. Zhoršenie F-
skóre zaprícˇinˇili hlavne hodnoty úplnosti.
Najlepšie výsledky sme dostali s použitím NCIS v základnej (tiež v S verzii) a s CIS s
upravenými parametrami.
Cˇasy detekcie sa pre všetky CIS metódy a CPM pohybovali pod 0.005 s, pri použití
urýchl’ovacej heuristiky bol cˇas zanedbatel’ný.
Väcˇšina metód v testoch oznacˇila, že vrcholy 3, 9, 10 a 31 patria do oboch komunít.
Aj ked’ sa tieto vrcholy v skutocˇnosti zaradili len do jednej komunity, tak prekrytie nám
môže naznacˇovat’, že l’udia reprezentovaní týmito vrcholmi nemali rozhodovanie l’ahké.
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Tento fakt je pekne vidiet’ aj na vizualizácii siete na obr. 28.
Pre zaujímavost’ uvádzame aj porovnanie výsledkov CIS metód vzhl’adom na vý-
sledky CPM, vid’ tabul’ka 4. Treba mat’ na pamäti, že CPM odhal’ovalo komunity o min.
vel’kosti 3, zatial’ cˇo ostatné o min. vel’kosti 1.
avg. F-skóre avg. presnost’ avg. úplnost’
CIS 0.636 0.737 0.560
NCIS 0.636 0.737 0.560
GCIS 0.750 0.900 0.651
Tabul’ka 4: Porovnanie výsledkov metód s CPM - Zacharyho karate klub
Všimnime si, že aj ked’ GCIS mala vzhl’adom na reálne komunity menšiu zhodu
(hodnotu F-skóre) ako CIS a NCIS, tak vzhl’adom na komunity nájdené CPM je to práve
opacˇne. To naznacˇuje, že metóda GCIS by mohla detekovat’ s defaultnými nastaveniami
(λ = 0) štrukturálne „kvalitnejšie“ komunity, ako CIS a NCIS.
Vizualizácie výsledkov metód sú uvedené v prílohe B.
6.3 Delfíni
Štatistika siete sa nachádza v tabul’ke 5.
Vrcholy 62
Hrany 159
Známe komunity 2
Tabul’ka 5: Pocˇet vrcholov a hrán - Delfíni
Kolekcia predstavuje siet’ delfínov skákavých (z angl. „bottlenose“) žijúcich pri No-
vom Zélande (Doubtful Sound) [42]. V sieti je 62 delfínov, pricˇom hrany boli zaznacˇené
medzi delfíny, ktoré boli spolu v rozpätí siedmych rokov (1994-2001) videné cˇastejšie ako
sa ocˇakávalo. Delfíni sa rozdelili na 2 vel’mi dobre rozlíšitelné komunity (spojené len 6
hranami) samcov a samíc. Vd’aka tomu sa táto siet’ cˇasto používa na testovanie algorit-
mov detekcie komunít.
6.3.1 Výsledky
Výsledky jednotlivých metód sú zobrazené v tabul’ke 6. Výsledky boli porovnávané
vzhl’adom na skutocˇné rozdelenie delfínov do 2 komunít. Nastavenia metód CIS, NCIS
a GCIS sú uvedené v tabul’ke 7.
Z výsledkov vidíme, že CPM má zo všetkých metód najväcˇšiu hodnotu presnosti, no
rovnako, ako v prípade Zacharyho karate klubu (vid’ tabul’ka 2), má vel’mi malú hod-
notu úplnosti. CPM v podstate správne zarad’uje takmer všetky vrcholy, no vytvorené
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CPM CIS NCIS GCIS S GCIS S NCIS B GCIS B NCIS
po redukc. 53 - - - - - - -
komunity 4 3 2 4 4 4 2 2
min. kom. 5 10 21 7 7 7 23 23
max. kom. 25 48 50 42 42 42 42 44
avg. kom. 13 26 35 18 18 19 32 33
min. hust. - 0.680 0.936 0.667 0.667 0.667 0.923 0.934
max. hust. - 0.969 0.962 0.973 0.973 0.973 0.973 0.977
avg. hust. - 0.862 0.949 0.800 0.800 0.812 0.948 0.956
pokrytie 74.19% 100% 100% 100% 100% 100% 100% 100%
vrch. v kom. 46 62 62 62 62 62 62 62
prekrýv. kom. 3 3 1 5 5 5 1 1
prekrýv. vrch. 6 11 9 12 12 17 3 5
avg. presnost’ 0.981 0.876 0.896 0.933 0.933 0.867 0.935 0.913
avg. úplnost’ 0.415 0.800 1.000 0.613 0.613 0.613 1.000 1.000
avg. F-skóre 0.557 0.814 0.945 0.713 0.713 0.694 0.965 0.954
Tabul’ka 6: Výsledky detekcie komunít - Delfíni
Tuning param. λ Similarity threshold
CIS, NCIS, GCIS 0 80%
S NCIS, S GCIS 0 80%
B NCIS 0.115 60%
B GCIS 0 35%
Tabul’ka 7: Nastavenia metód založených na CIS - Delfíni
komunity sú neúplné (bolo by ich potrebné zlúcˇit’). Rovnakým problémom trpí aj me-
tóda GCIS (vo všetkých variantoch), ktorá vd’aka greedy optimalizácii zarad’uje vrcholy
vel’mi presne, no vzniknuté komunity sú tiež neúplné. Tento problém môže byt’ vyrie-
šený efektívnejším post processingom komunít, vd’aka cˇomu by sa z GCIS stala takmer
ideálna metóda („takmer“ kvôli väcˇšej cˇasovej nárocˇnosti oproti NCIS).
Najlepšie výsledky v defaultnej konfigurácii (bez S heuristiky) dostávame pomocou
metód CIS a NCIS, ktoré majú vyvážené hodnoty presnosti a úplnosti. Aj napriek tomu
ale detekuje CIS vel’ké množstvo prekrývajúcich sa vrcholov, ktoré sa v reále neprekrý-
vajú.
Pri upravenej konfigurácii sa nám najlepšie výsledky podarilo získat’ pomocou GCIS,
kde 1 komunita bola odhalená úplne presne a do 2. boli zaradené tri vrcholy navyše (28,
30, 39). Tieto 3 vrcholy však boli oznacˇené ako prekrývajúce sa a z vizualizácie siete v
prílohe B na obr. 34 je vidno, že sa jedná naozaj o hranicˇné vrcholy, ktoré sa vzhl’adom na
štrukturálne vlastnosti nedajú jednoznacˇne zaradit’.
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6.4 DBLP
Štatistika siete sa nachádza v tabul’ke 8.
Vrcholy 52615
Hrany 65000
Známe komunity -
Tabul’ka 8: Pocˇet vrcholov a hrán - DBLP
Jedná sa o citacˇnú siet’ bibliografie z oblasti pocˇítacˇovej vedy. Dáta sú z Decembra
2012. Vrcholy predstavujú autorov cˇlánkov a hrany medzi autormi znamenajú, že spolu
publikovali asponˇ 1 publikáciu. Siet’ má po urcˇitej redukcii 89096 vrcholov a 65000 hrán,
no mnoho z týchto vrcholov je izolovaných. Izolované vrcholy sme odstránili, cˇím sme
dostali siet’ o 52615 vrcholoch a 65000 hranách.
Ked’že neexistujú definované reálne komunity, tak budeme výsledky metód porov-
návat’ vzhl’adom na výsledky metódy CPM (k = 3). Preto sú v tabul’ke 9 zobrazené
výsledky, kde sme pocˇítali s min. vel’kost’ou komunity 3. V tejto kolekcii okrem nami
implementovaných metód uvedieme porovnanie aj pre výsledky metódy VDM [14].
6.4.1 Výsledky
Tabul’ka 9 zobrazuje výsledky jednotlivých metód. Nastavenia metód CIS, NCIS a GCIS
sú uvedené v tabul’ke 10.
Nepotvrdil sa nám predpoklad z testov Zacharyho karate klubu o tom, že GCIS dáva
štrukturálne lepšie komunity ako NCIS (rozdiel F-skóre S NCIS a S GCIS0 je tu len 0.006).
Z tabul’ky 9 je vidiet’, že CPM zredukovalo siet’ približne o polovicu, preto je po-
krytie grafu komunitami len 50.8%. Táto siet’ je pomerne riedko prepojená, cˇo v spojení
s prísnou definíciou komunity podl’a CPM spôsobuje takéto malé pokrytie. Naopak u
základných verzií (S) CIS je pokrytie, aj napriek požiadavku min. vel’kosti komunity 3,
pomerne vel’ké - 80%.
Tiež je vidiet’, že VDM s GCIS1 dávajú podobné výsledky, aj ked’ VDM má väcˇšiu
presnost’, no zato menšiu úplnost’.
Vel’mi zaujímavá je konfigurácia najleších (B) CIS metód. Je zrejmé, že pri nastavení
vel’kej hodnoty tuning parametra λ sa výsledné komunity vel’mi podobajú na kliky. Cˇím
väcˇší je parameter lambda, tým viac eliminujeme vrcholy, ktoré pri pripojení do komu-
nity majú menší pocˇet spojení v komunite ako zvyšné vrcholy komunity. Tým pádom
vytvárame štruktúry vel’mi podobné klikám. Preto je aj výsledná presnost’ a F-skóre pre
tieto metódy vzhl’adom na CPM vel’mi vysoká. Dá sa povedat’, že sú takmer zhodné s
výsledkami CPM, aj cˇo sa týka pokrytia grafu.
Rozdelenie F-skóre jednotlivých komunít nájdených s BS GCIS je znázornené v grafe
na obr. 25 a kumulatívna distribúcia F-skóre je ukázaná v grafe na obr.26. Grafy pre os-
tatné metódy sú uvedené v prílohe C.
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Tuning param. λ Similarity threshold
CIS 0 60%
S NCIS, S GCIS0 0 80%
S GCIS1 1 80%
BS GCIS, BS NCIS 2 60%
Tabul’ka 10: Nastavenia metód založených na CIS - DBLP
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Obr. 25: Zobrazenie F-skóre vzhl’adom na jednotlivé komunity - BS GCIS
V prvých dvoch experimentoch sa ukázalo, že samotná metóda CPM nedetekuje ko-
munity odpovedajúce reálnemu svetu, resp. neodhalí ich všetky kvôli svojej prísnej defi-
nícii komunity. Preto vysoká zhoda CIS metód (v urcˇitej konfigurácii) s výsledkami CPM
nezarucˇuje tiež zhodu s reálnymi komunitami. V prvých dvoch testoch sme si však uká-
zali, že CIS metódy dokážu detekovat’ reálne komunity vel’mi presne.
Tento fakt je vel’mi dôležitý, pretože poukazuje na široké možnosti CIS metód. Pri
vhodných parametroch dokážu detekovat’ riedke aj husté komunity, alebo len vel’mi
husté (takmer kliky). Jednoduchou modifikáciou parametrov ich potom môžeme pou-
žit’ na rôzne typy sietí.
Výhodná je tiež cˇasová nárocˇnost’ metód S NCIS a S GCIS, vid’ tabul’ka 11.
Potvrdil sa predpoklad, že CIS je vo svojej základnej verzii cˇasovo vel’mi nárocˇná. Na-
opak nami vytvorené metódy NCIS a GCIS sú v kombinácii s S heuristikou vel’mi rýchle,
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Obr. 26: Kumulatívna distribúcia F-skóre jednotlivých komunít - BS GCIS
vyhl’adanie komunít / s post processing / s pocˇet vlákien
CIS 1035.339 21.843 -
GCIS 3.959 10.060 -
NCIS 1.861 19.784 -
paralel. CIS 308.882 19.404 8
paralel. GCIS 0.915 10.135 8
paralel. NCIS 0.457 19.141 8
S GCIS 0.699 11.547 -
S NCIS 0.366 13.588 -
Tabul’ka 11: Tabul’ka cˇasov metód založených na CIS - DBLP
dokonca rýchlejšie ako paralelné spracovanie. Vzhl’adom na pocˇet nájdených komunít je
cˇasovo nárocˇný len post processing komunít, ktorý by mohol byt’ vylepšený.
Dˇalej uvádzame grafy pre metódy CIS, S NCIS, S GCIS a VDM, ktoré zobrazujú rôzne
distribúcie a informácie o kvalite detekovaných komunít vzhl’adom na CPM.
6.5 Enron
Štatistika siete sa nachádza v tabul’ke 12.
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Vrcholy 36692
Hrany 367662
Známe komunity -
Tabul’ka 12: Pocˇet vrcholov a hrán - Enron
Táto siet’ predstavuje emailovú komunikáciu zamestnancov firmy Enron. Jednalo sa
o americkú energetickú spolocˇnost’, ktorá dlhé roky prosperovala a bola vzorom podni-
kania, no po odhalení podvodov v úcˇtovníctve vyhlásila v roku 2002 bankrot, po ktorom
nasledovali právne spory s vedením spolocˇnosti.
Dáta boli zverejnené pocˇas vyšetrovania podvodov v spolocˇnosti. Vrcholy siete pred-
stavujú emailové adresy zamestnancov a hrany znamenajú, že z jednej adresy na druhú
bol odoslaný asponˇ 1 email [52].
V d’alšej cˇasti nebudeme uvádzat’ porovnania vzhl’adom na reálne komunity, pretože
nie sú známe a ani vzhl’adom na CPM, pretože sa nám s nˇou siet’ nepodarilo spracovat’
(pre k = 3). Pokusy sa budú týkat’ hlavne cˇasov trvania metód CIS a vzájomného porov-
nania ich výsledkov.
6.5.1 Výsledky
Pocˇas spracovávania tejto siete sme narazili na problém nedostatocˇnej efektivity imple-
mentácie clique clique overlap matice v metóde CPM. Algoritmus vyhl’adávania klík
Bron-Kerbosch trval len 34 s, no kvôli tomu, že je táto siet’ vel’mi hustá a obsahuje vel’ké
množstvo klík, sa nepodarilo maticu kvôli nedostatku pamäte zostrojit’ (ani po zvýšení
pamäte pre Javu). Vytváranie matice by teda mohlo byt’ ešte viac optimalizované, prí-
padne úplne preskocˇené (pri prechádzaní klík by sa priamo vytvárali komunity). CPM v
aktuálnej podobe sa teda nehodí používat’ na vel’mi husté siete.
Siet’ sme kvôli jej hustote zvyšujúcej cˇasovú nárocˇnost’ výpocˇtu, analyzovali len s
metódami NCIS a GCIS (CIS mala problémy už s DBLP, vid’ tabul’ka 11). Nasledujúca
tabul’ka 13 zobrazuje výsledky metód, ktoré sú porovnané vzhl’adom na paralelnú verziu
NCIS. Nastavenia boli pre všetky metódy rovnaké : similarity threshold - 60%, tuning
param. λ = 0.
Z výsledkov je vidiet’, že podobnost’ výsledkov je pre NCIS a S NCIS aj pre takto
hustú siet’ pomerne vysoká (F-skóre - 0.864). Opät’ sa ukázalo, že GCIS dosiahlo pri po-
rovnávaní vel’mi vysokú priemernú presnost’ (0.963), no problémom ostáva nízka prie-
merná hodnota úplnosti (0.503).
V tabul’ke s cˇasmy sa jasne ukazuje problém metódy GCIS s vel’mi hustými siet’ami.
Ked’že každý uzol má vel’ký pocˇet susedov tak sa optimalizácia pridávaného vrcholu v
skene spomal’uje. S NCIS bola približne 15x rýchlejšia ako GCIS a takmer 4x rýchlejšia
ako paralelná verzia NCIS. Zaujímavé však je, že post processing vrcholov trval u S GCIS
len 3.5 s.
Výkonnost’ S NCIS budeme demonštrovat’ aj v nasledujúcom teste.
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NCIS S NCIS S GCIS
komunity 1884 2003 2817
min. kom. 2 2 2
max. kom. 3536 2653 1231
avg. kom. 59 37 10
min. hust. 0.287 0.323 0.336
max. hust. 1.000 1.000 1.000
avg. hust. 0.801 0.797 0.761
pokrytie 96.64% 95.67% 74.93%
vrch. v kom. 35459 35105 27495
prekrýv. kom. 39299 21767 1220
prekrýv. vrch. 20753 14035 2469
avg. presnost’ base 0.964 0.963
avg. úplnost’ base 0.840 0.503
avg. F-skóre base 0.864 0.540
Tabul’ka 13: Výsledky detekcie komunít - Enron
vyhl’adanie komunít/min post processing/min pocˇ. vlákien
paralel. NCIS 15.45 5.88 8
S GCIS 62.37 0.06 -
S NCIS 4.01 1.66 -
Tabul’ka 14: Tabul’ka cˇasov metód založených na CIS - Enron
6.6 Siet’ produktov z Amazon.com
Štatistika siete sa nachádza v tabul’ke 15.
Vrcholy 400 727
Hrany orientované 3 200 440
Hrany neorientované 2 349 869
Známe komunity -
Tabul’ka 15: Pocˇet vrcholov a hrán - Enron
Táto siet’ bola vytvorená automatizovaným prechádzaním stránky Amazon. Je zalo-
žená na funkcii Amazon stránky : „Kto si kúpil tento tovar, tiež kúpil aj ...“. Ak je produkt
cˇasto kupovaný s iným produktom, tak graf obsahuje medzi nimi orientovanú hranu.
Dáta pochádzajú z 12 Marca 2003 [53]. Ked’že sa jedná o orientovanú siet’, tak sme ju
najskôr previedli na neorientovanú.
S NCIS dokázalo túto siet’ spracovat’ za 24 min., problémom však bol pomalý post
processing výsledkov, ktorý trval až 4.5 hod.
Pre úplnost’ uvádzame v tabul’ke výsledky S NCIS metódy.
71
S NCIS
komunity 20915
min. kom. 2
max. kom. 1874
avg. kom. 37
min. hust. 0.317
max. hust. 0.998
avg. hust. 0.605
pokrytie 97.63%
vrch. v kom. 391229
prekrýv. kom. 230138
prekrýv. vrch. 196450
Tabul’ka 16: Výsledky detekcie komunít - Amazon
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7 Záver
V práci sme uviedli cˇitatel’a do problematiky komplexných sietí a ich analýzy. Následne
sme sa venovali popisu detekcie komunít v komplexných siet’ach a prehl’adu jednotli-
vých metód. Podrobnejšie sme sa zaoberali popisom lokálnych metód detekujúcich pre-
krývajúce sa komunity. Dˇalej sme detailne popísali metódy CPM a CIS, ktoré sme ako
súcˇast’ práce naimplementovali. Pocˇas analýzy sme zistili, že väcˇšina lokálnych prístu-
pov si je vel’mi podobná. Líšia sa len v drobných modifikáciach funkcie hustoty, postupe
generovania seed skupín a spracovania týchto skupín. Avšak aj takéto, na prvý pohl’ad,
drobné modifikácie dokážu vel’mi ovplyvnit’ výsledky a rýchlost’ ich spracovania.
Na základe poznatkov získaných pocˇas analýzy iných metód sme zaviedli dve úp-
ravy CIS, ktoré prispeli k výraznému zvýšeniu efektivity tejto metódy. Z úprav vznikli
dve nové metódy, ktoré sme v rámci práce nazvali NCIS (Neighbors CIS) a GCIS (Greedy
CIS). Ku všetkým CIS metódam sme vytvorili aj paralelné verzie.
Aplikácia, ktorá vznikla ako súcˇast’ tejto práce obsahuje implementáciu spomínaných
metód s možnost’ou exportu detailných štatistík vrátane výpisu jednotlivých prekrýva-
júcich sa komunít a ich vrcholov. Okrem toho umožnˇuje tiež export analyzovaného grafu
do formátu .gexf s farebne odlíšenými komunitami a zvýraznenými prekrývajúcimi sa
vrcholmi. V neposlednom rade umožnˇuje porovnávat’ výsledky jednotlivých metód na
základe rôznych metrík.
V experimentálnej cˇasti práce sme vykonali niekol’ko experimentov nad reálnymi sie-
t’ami, ale aj nad testovacími grafmi, ktoré sme tu pre strucˇnost’ neuviedli. V experimen-
toch sme zistili, že metóda CPM kvôli pamet’ovým nárokom pri analýze väcˇších, hus-
tejších sietí zlyháva. Najslabším cˇlánkom tejto metódy je konštrukcia matice prekrytia
klík. Aj ked’ sme sa snažili o jej efektívnu implementáciu za pomoci riedkej symetrickej
matice, tak táto fáza algoritmu môže byt’ do budúcna ešte viac optimalizovaná.
Dˇalej sa v prípade CPM potvrdilo, že jej prísna definícia komunity (spojenie k-klík)
síce zabezpecˇí vysokú úrovenˇ presnosti zaradenia vrcholov do komunít, no v rovnakom
cˇase zlyháva pri dodržaní úplnosti. Stacˇí, aby husto prepojenej komunite chýbala len 1
hrana na splnenie podmienky klikovosti a už ju CPM nepovažuje za komunitu. Vel’ké
množstvo vrcholov nepriradí do žiadnej komunity. Táto metóda je teda vhodná na pou-
žitie pre husto prepojené grafy menšej vel’kosti.
Pri testovaní CIS metód sme si potvrdili predpoklad, že CIS je pre väcˇšie siete cˇasovo
vel’mi nárocˇná. Zárovenˇ sme overili, že nami vytvorené metódy NCIS a GCIS sú naopak
vel’mi rýchle. Ukázalo sa, že aj s použitím urýchl’ovacej heuristiky dávajú metódy NCIS
a GCIS takmer rovnaké výsledky ako bez nej, pricˇom sa súcˇasne zvyšuje výkonnost’ až
tak, že sú cˇasovo menej nárocˇné ako ich paralelné verzie bez tejto heuristiky.
Pri pokusoch sme si všimli, že GCIS sa pri vysokej hodnote parametra λ správa tak-
mer ako CPM. Vytvára množstvo husto prepojených komunít podobných klikám. Vd’aka
tomu, že výsledné komunity ale nemusia byt’ tvorené klikami pokrýva väcˇšiu cˇast’ grafu
ako CPM. Ukázalo sa teda, že jednoduchou modifikáciou parametrov môžeme GCIS
efektívne použit’ na rôzne typy sietí s rôznou štruktúrou.
S metódou NCIS sa nám podarilo spracovat’ v rozumnom cˇase (rádovo desiatky mi-
nút) aj pomerne vel’ké siete (siet’ produktov Amazon mala cez 400 tisíc vrcholov a 2.3
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milióna hrán). Ukázalo sa, že metóda NCIS je zo všetkých implementovaných metód
cˇasovo najefektívnejšia a zárovenˇ dáva vyvážené hodnoty presnosti a úplnosti.
Za hlavnú slabinu nami implementovanej metódy CIS (rovnako aj GCIS a NCIS)
môžeme považovat’ fázu post-processingu výsledných komunít, ktorá môže byt’ vylep-
šená o efektívnejšie zlucˇovanie komunít, prípadne zavedenie vhodnejšej miery podob-
nosti. Rovnako môže byt’ zaujímavé porovnat’ a implementovat’ rôzne spôsoby prípravy
seed skupín. Pri implementácii sme sa zaoberali len neohodnotenými neorientovanými
grafmi, takže práca môže byt’ rozšírená aj o variácie metód pre ohodnotené grafy.
Zistili sme, že aplikácia algoritmov silno závisí od štruktúry analyzovanej siete. Nedá
sa teda povedat’, ktorý algoritmus je jednoznacˇne najlepší, pretože každý ma svoje pre a
proti.
Pocˇas práce sme si vel’mi rozšírili poznatky z teórie grafov a to hlavne v oblasti de-
tekcie komunít. V práci sme uviedli prehl’adný popis lokálnych metód a implementovali
sme požadované algoritmy vo forme, v ktorej zvládajú spracovat’ aj vel’mi vel’ké grafy,
rádovo so stovkami tisíc vrcholov a miliónmi hrán. Prácu z našej strany, z týchto dôvodov
považujeme za vydarenú a pre nás vel’mi prínosnú.
Na záver môžeme len konštatovat’, že problém detekcie komunít nemá, aj napriek
vel’kej snahe vedcov, uspokojivé riešenie.
Martin Gajdicˇiar
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B Vizualizácie sietí
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Obr. 28: Zacharyho karate klub - detekované prekrývajúce sa vrcholy.
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Obr. 29: Zacharyho karate klub - metóda CPM.
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Obr. 32: Zacharyho karate klub - metóda GCIS.
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Obr. 34: Delfíni - metóda GCIS (najlepšia konfigurácia).
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Obr. 36: Delfíni - metóda CIS.
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Obr. 38: Zobrazenie F-skóre vzhl’adom na jednotlivé komunity - BS NCIS - DBLP
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Obr. 39: Kumulatívna distribúcia F-skóre jednotlivých komunít - BS NCIS - DBLP
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Obr. 40: Zobrazenie F-skóre vzhl’adom na jednotlivé komunity - CIS - DBLP
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Obr. 41: Kumulatívna distribúcia F-skóre jednotlivých komunít - CIS - DBLP
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Obr. 42: Zobrazenie F-skóre vzhl’adom na jednotlivé komunity - S GCIS0 - DBLP
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Obr. 43: Kumulatívna distribúcia F-skóre jednotlivých komunít - S GCIS0 - DBLP
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Obr. 44: Zobrazenie F-skóre vzhl’adom na jednotlivé komunity - S GCIS1 - DBLP
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Obr. 45: Kumulatívna distribúcia F-skóre jednotlivých komunít - S GCIS1 - DBLP
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Obr. 46: Zobrazenie F-skóre vzhl’adom na jednotlivé komunity - S NCIS - DBLP
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Obr. 47: Kumulatívna distribúcia F-skóre jednotlivých komunít - S NCIS - DBLP
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Obr. 48: Zobrazenie F-skóre vzhl’adom na jednotlivé komunity - VDM - DBLP
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Obr. 49: Kumulatívna distribúcia F-skóre jednotlivých komunít - VDM - DBLP
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D Výpisy zdrojového kódu
public Graph parseFile(String pathToFile, String delimiter ) {
TObjectIntHashMap<String> addedValues = new TObjectIntHashMap<>();
AdjacencyListGraph adjGraph = new AdjacencyListGraph();
Mapper.idToValueMapping = new TIntObjectHashMap<String>();
boolean wasCreatedVertexA, wasCreatedVertexB;
BufferedReader br = null;
try {
br = new BufferedReader(new FileReader(pathToFile));
String line = br.readLine();
int vertexBID = −1;
int vertexAID = −1;
while ( line != null) {
wasCreatedVertexA = wasCreatedVertexB = false;
String [] parts = line . split ( delimiter ) ;
// ak vrchol neexistuje, tak ho vytvorime, pridame do grafu a ulozime si ho do pridanych
if (addedValues.get(parts[0]) == 0) {
wasCreatedVertexA = true;
vertexAID = Mapper.getVertexId();
Mapper.idToValueMapping.put(vertexAID, parts[0]);
addedValues.put(parts[0], vertexAID);
adjGraph.addVertex(vertexAID);
}
if (addedValues.get(parts[1]) == 0) {
wasCreatedVertexB = true;
vertexBID = Mapper.getVertexId();
Mapper.idToValueMapping.put(vertexBID, parts[1]);
addedValues.put(parts[1], vertexBID);
adjGraph.addVertex(vertexBID);
}
// aktualizujeme hrany vrcholov
if (wasCreatedVertexA && wasCreatedVertexB) {
adjGraph.addEdge(vertexAID, vertexBID);
adjGraph.addEdge(vertexBID, vertexAID);
} else if (! wasCreatedVertexA && !wasCreatedVertexB) {
adjGraph.addEdge(addedValues.get(parts[0]), addedValues.get(parts[1]));
adjGraph.addEdge(addedValues.get(parts[1]), addedValues.get(parts[0]));
} else if (! wasCreatedVertexA) {
adjGraph.addEdge(vertexBID, addedValues.get(parts[0]));
adjGraph.addEdge(addedValues.get(parts[0]), vertexBID);
} else {
adjGraph.addEdge(vertexAID, addedValues.get(parts[1]));
adjGraph.addEdge(addedValues.get(parts[1]), vertexAID);
}
line = br.readLine();
}
} ... spracovanie vynimiek
addedValues = null;
adjGraph.sortNeigborsLists();
return adjGraph;
Výpis 7: Spracovanie súboru s grafom
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public static void exportToGexf(String dirPath, Graph g, Collection<TIntList> communities) {
Gexf gexf = new GexfImpl();
Calendar date = Calendar.getInstance();
gexf.getMetadata().setLastModified(date.getTime()).setCreator("CommunityFinder");
gexf. setVisualization (true) ;
it .uniroma1.dis.wsngroup.gexf4j.core.Graph graph = gexf.getGraph();
graph.setDefaultEdgeType(EdgeType.UNDIRECTED).setMode(Mode.STATIC);
AttributeList attrList = new AttributeListImpl(AttributeClass .NODE);
graph. getAttributeLists () .add( attrList ) ;
Attribute attCommunity = attrList . createAttribute (AttributeType.STRING, "community");
List<Color> colorList = generateColors(communities.size());
// vytvorime vrcholy
TIntObjectHashMap<Node> idToNodes = new TIntObjectHashMap<Node>(g.
getVerticesCount());
TIntHashSet wasProcessed = new TIntHashSet(g.getVerticesCount());
int [] allVertices = g. getAllVertices () ;
for ( int i = 0; i < allVertices .length; i++) {
int vertex = allVertices [ i ];
Node actualNode;
if (! idToNodes.contains(vertex)) {
actualNode = graph.createNode(String.valueOf(vertex));
actualNode.setLabel(String.valueOf(Mapper.idToValueMapping.get(vertex))).setSize(
NORMAL_SIZE).setColor(new MyColor(227, 225, 225)).getAttributeValues().
addValue(attCommunity, NO_COMMUNITY_ID_STRING);
idToNodes.put(vertex, actualNode);
} else
actualNode = idToNodes.get(vertex);
// vytvorime susedov
TIntList neighbors = g.getVertexNeighbors(vertex);
for ( int j = 0; j < neighbors.size() ; j++) {
int v = neighbors.get(j ) ;
if (wasProcessed.contains(v))
continue;
// ak koncovy vrchol este nebol vytvoreny
Node newNode;
if ((newNode = idToNodes.get(v)) == null) {
newNode = graph.createNode(String.valueOf(v));
newNode.setLabel(String.valueOf(Mapper.idToValueMapping.get(v))).setSize(
NORMAL_SIZE).setColor(new MyColor(227, 225, 225)).getAttributeValues().
addValue(attCommunity, NO_COMMUNITY_ID_STRING);
idToNodes.put(v, newNode);
}
actualNode.connectTo(newNode);
}
wasProcessed.add(vertex);
}
// zaradenie vrcholov na zaklade komunit
wasProcessed.clear();
int communityIdCounter = 1;
StringBuilder commsAttSb = new StringBuilder();
for ( TIntList community : communities) {
for ( int i = 0; i < community.size(); i++) {
int vertex = community.get(i);
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if (wasProcessed.contains(vertex)) {
Node overlapNode = idToNodes.get(vertex);
overlapNode.setSize(OVERLAP_SIZE);
overlapNode.getShapeEntity().setNodeShape(NodeShape.DIAMOND);
commsAttSb.append(overlapNode.getAttributeValues().get(
COMMUNITY_ATTR_POSITION).getValue()).append(",").append(
communityIdCounter);
overlapNode.getAttributeValues().clear() ;
overlapNode.getAttributeValues().addValue(attCommunity, commsAttSb.toString());
commsAttSb.setLength(0);
} else {
Color c = colorList .get(communityIdCounter − 1);
Node normalNode = idToNodes.get(vertex);
normalNode.getAttributeValues().clear();
normalNode.setColor(new MyColor(c.getRed(), c.getGreen(), c.getBlue())).
getAttributeValues().addValue(attCommunity, String.valueOf(
communityIdCounter));
wasProcessed.add(vertex);
}
}
communityIdCounter++;
}
... samotny zapis suboru
}
Výpis 8: Vygenerovanie gexf súboru
public ArrayList<TIntList> findMaximalCliques(Graph graph) {
maximalCliques = new ArrayList<TIntList>();
// v popise algoritmu mnozina S
TIntList not = new TIntArrayList() ;
// v popise algoritmu mnozina R
TIntList compSub = new TIntArrayList();
// v popise algoritmu mnozina K
TIntList candidates;
// inicializacia kandidatov
sortedVertices = new TIntArrayList(graph.getAllVertices () ) ;
Sorter.sort (sortedVertices, graph, SortOrder.DESCENDING);
candidates = new TIntArrayList(sortedVertices);
bronKerboschGraph = graph;
bronKerbosch(compSub, candidates, not);
return maximalCliques;
}
// BK − algoritmus
private void bronKerbosch(TIntList compSub, TIntList candidates, TIntList not) {
if (candidates.isEmpty() && not.isEmpty()) {
maximalCliques.add(new TIntArrayList(compSub));
} else if (! candidates.isEmpty()) {
pivot = NO_VERTEX;
for ( int i = 0; i < sortedVertices.size () ; i++) {
int v = sortedVertices.get( i ) ;
if ( pivot == NO_VERTEX) {
pivot = v;
}
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if (candidates.contains(v) || not.contains(v)) {
pivot = v;
break;
}
}
// prejdeme kandidatov a vyberieme vhodne vrcholy na spracovanie
TIntList helperList = new TIntArrayList() ;
for ( int i = 0; i < candidates.size() ; i++) {
if (! bronKerboschGraph.getVertexNeighbors(candidates.get(i)).contains(pivot))
helperList .add(candidates.get(i)) ;
}
for ( int i = 0; i < helperList .size () ; i++) {
int candidate = helperList .get( i ) ;
TIntList candidateNeighbors = bronKerboschGraph.getVertexNeighbors(candidate);
TIntList newCandidates = retainAllCustom(candidates, candidateNeighbors);
TIntList newCompSub = new TIntArrayList(compSub);
newCompSub.add(candidate);
TIntList newNot = retainAllCustom(not, candidateNeighbors);
if (newCandidates.isEmpty() && newNot.isEmpty()) {
maximalCliques.add(new TIntArrayList(newCompSub));
} else {
// rekurzia
bronKerbosch(newCompSub, newCandidates, newNot);
}
candidates.remove(candidate);
not.add(candidate);
}
}
}
Výpis 9: Implementácia Bron-Kerbosch algoritmu
private Collection<TIntList> findCommunities(TIntByteHashMap cliqueOverlapMatrix, int k){
Collection<TIntList> communities = new LinkedHashSet<TIntList>();
// reprezentuje kolekciu komunit (zlucenych klik ) kazdeho riadku. Pracujeme len s indexami klik
.
Collection<TIntList> rowCommunities = new ArrayList<TIntList>();
for ( int row = 0; row < maxCliqueSize; row++){
// do listu zlucime indexy jednotlivych klik na riadku − riadkova komunita
TIntList rowCliqueIndexes = new TIntArrayList();
for ( int col = 0; col < maxCliqueSize−row; col++) {
if (cliqueOverlapMatrix.get(row + col ∗ hashMultiplier ) == OVERLAP_IS_SUFFICIENT){
// pridavame kliku s poziciou col+row, lebo pracujeme so "skosenou" maticou
rowCliqueIndexes.add(col+row);
}
// potrebujeme zahrnut aj symetricke prvky
if (row > 0 && col < row)
if (cliqueOverlapMatrix.get(col + (row−col) ∗ hashMultiplier) ==
OVERLAP_IS_SUFFICIENT)
rowCliqueIndexes.add(col);
}
if (rowCommunities.isEmpty()) {
if (! rowCliqueIndexes.isEmpty())
rowCommunities.add(rowCliqueIndexes);
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}
else if (! rowCliqueIndexes.isEmpty()){
Collection<TIntList> mergedWith = new ArrayList<TIntList>();
boolean unionWasMade = false;
for ( TIntList rowCommunity : rowCommunities){
if (retainAllCustom(rowCliqueIndexes, rowCommunity).size() > 0){
unionWasMade = true;
// spravime zjednotenie novej riadkovej komunity s aktualne iterovanou
addAllCustom(rowCliqueIndexes, rowCommunity);
// ulozime aktualne iterovanu riadkovu komunitu z "rowCommunities" k odstraneniu
mergedWith.add(rowCommunity);
}
}
// potrebujeme odstranit stare riadkove komunity, ktore mali zaniknut pri zluceni a do "
rowCommunities"
// pridat novo zlucenu komunitu
if (unionWasMade){
for ( TIntList list : mergedWith) {
rowCommunities.remove(list);
}
}
rowCommunities.add(rowCliqueIndexes);
}
}
// vytvorenie realnych komunit z riadkovych komunit
int cliquePosition ;
for ( TIntList currentRowCommunity : rowCommunities) {
TIntList tempCommunity = new TIntArrayList();
for ( int i = 0; i < currentRowCommunity.size(); i++) {
cliquePosition = currentRowCommunity.get(i);
addAllCustom(tempCommunity, lastMaximalCliques.get(cliquePosition));
}
communities.add(tempCommunity);
}
return communities;
}
Výpis 10: Zlúcˇenie prekrývajúcich sa klík do komunít
protected void postProcessFilter(Collection<TIntList> communities, int[] allVertices ) {
if (communities.size() > 1) {
for ( TIntList community1 : communities) {
if (community1.size() == allVertices.length) {
communities.remove(community1);
break;
}
}
}
TIntList [] communitiesList = communities.toArray(new TIntList[0]);
TIntHashSet removedIndexes = new TIntHashSet();
for ( int i = 0; i < communitiesList.length; i++) {
if (removedIndexes.contains(i))
continue;
for ( int j = i + 1; j < communitiesList.length; j++) {
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if (isContainedInCommunity(communitiesList[j], communitiesList[i])) {
communities.remove(communitiesList[i]);
break;
} else if (isContainedInCommunity(communitiesList[i], communitiesList[j])) {
communities.remove(communitiesList[j]);
removedIndexes.add(j);
}
}
}
// zlucenie podobnych komunit
boolean shouldMerge = true;
while (shouldMerge) {
TIntIntHashMap mergedCommIDs = new TIntIntHashMap(communitiesList.length / 2);
communitiesList = communities.toArray(new TIntList[0]);
for ( int i = 0; i < communitiesList.length; i++) {
if ( i != 0 && mergedCommIDs.get(i) != mergedCommIDs.getNoEntryValue())
continue;
double similarityMeasure = 0;
double bestSimilarityMeasure = 0;
int commIDtoMerge = −1;
for ( int j = i + 1; j < communitiesList.length; j++) {
if (mergedCommIDs.get(j) != mergedCommIDs.getNoEntryValue())
continue;
similarityMeasure = calculateSimilarityMeasure(communitiesList[i ], communitiesList[j ])
;
if (similarityMeasure > bestSimilarityMeasure) {
bestSimilarityMeasure = similarityMeasure;
commIDtoMerge = j;
}
}
if (bestSimilarityMeasure ∗ 100 > SIMILARITY_THRESHOLD) {
mergedCommIDs.put(commIDtoMerge, i);
}
}
// zlucenie
for ( TIntIntIterator it = mergedCommIDs.iterator(); it.hasNext();) {
it .advance();
TIntList community1 = communitiesList[it.key()];
TIntList community2 = communitiesList[it.value()];
communities.remove(community2);
communities.remove(community1);
communities.add(unionAllCustom(community1, community2));
}
if (mergedCommIDs.size() > 0)
shouldMerge = true;
else
shouldMerge = false;
}
}
Výpis 11: Post processing komunít u metód založených na CIS
...
TIntList communityVerticesAndNeighb = getCommunityVerticesAndNeigbors(comm);
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bestLocalDensity = −1;
bestLocalVertex = −1;
// najdeme vertex, ktoreho pridanim sa najviac zvacsi density setu
for ( int it = 0; it < communityVerticesAndNeighb.size(); it++) {
comparedVertex = communityVerticesAndNeighb.get(it);
if (comm.binarySearch(comparedVertex) < 0) {
comm.add(comparedVertex);
comm.sort();
newDensity = calculateDensity(comm, tuningParam);
if (!( newDensity > oldDensity))
comm.remove(comparedVertex);
else if (newDensity > bestLocalDensity) {
bestLocalDensity = newDensity;
bestLocalVertex = comparedVertex;
}
comm.remove(comparedVertex);
}
}
// pridame najvhodnejsi uzol − ten, ktory najviac zvysi density setu − ak existuje
if (bestLocalVertex != −1) {
comm.add(bestLocalVertex);
oldDensity = bestLocalDensity;
improved = true;
}
// odobranie vsetkych nevhodnych
//musime aktualizovat susedov
communityVerticesAndNeighb = getCommunityVerticesAndNeigbors(comm);
for ( int it = 0; it < communityVerticesAndNeighb.size(); it++) {
comparedVertex = communityVerticesAndNeighb.get(it);
if (comm.size() > 2 && comm.remove(comparedVertex)) {
newDensity = calculateDensity(comm, tuningParam);
if (!( newDensity > oldDensity)) {
comm.add(comparedVertex);
comm.sort();
} else {
oldDensity = newDensity;
improved = true;
}
}
}
...
Výpis 12: Priebeh skenu v metóde GCIS
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E Obsah priloženého CD
Názov zložky - popis
• Aplikacia - spustitelná aplikácia v podobe .jar súboru
• Projekt - zdrojové kódy aplikácie vo forme Eclipse projektu
• Experimenty - súbory, ktoré vznikli pri experimentoch. Zahr´nˇajú .svg obrázky sietí,
súbory s nájdenými komunitami a súbory s ostatnými informáciami pre jednotlivé
metódy použité pri testovaní
• Testovacie data - .csv a .txt súbory s testovacími dátami
• Obrazky - vizualizované siete, doplnˇujúce grafy a triedny diagram
• Text - text práce vo formáte .pdf
