Abstract It is well understood that a supercritical continuousstate branching process (CSBP) is equal in law to a discrete continuous-time Galton Watson process (the skeleton of prolific individuals) whose edges are dressed in a Poissonian way with immigration which initiates subcritical CSBPs (non-prolific mass).
Abstract It is well understood that a supercritical continuousstate branching process (CSBP) is equal in law to a discrete continuous-time Galton Watson process (the skeleton of prolific individuals) whose edges are dressed in a Poissonian way with immigration which initiates subcritical CSBPs (non-prolific mass).
Equally well understood in the setting of CSBPs and superprocesses is the notion of a spine or immortal particle dressed in a Poissonian way with immigration which initiates copies of the original CSBP, which emerges when conditioning the process to survive eternally.
In this article, we revisit these notions for CSBPs and put them in a common framework using the language of (coupled) SDEs. In this way, we are able to deal simultaneously with all types of CSBPs (supercritical, critical and subcritical) as well as understanding how the skeletal representation becomes, in the sense of weak convergence, a spinal decomposition when conditioning on survival.
We have two principal motivations. The first is to prepare the way to expand the SDE approach to the spatial setting of superprocesses, where recent results have increasingly sought the use of skeletal decompositions to transfer results from the branching particle setting to the setting of measure valued processes; cf. [23, 11, 35] . The second is to provide a pathwise decomposition of CSBPs in the spirit of genealogical coding of CSBPs via Lévy excursions in Duquesne and LeGall [7] albeit precisely where the aforesaid coding fails to work because the underlying CSBP is supercritical.
1. Introduction. In this article we are interested in X = (X t , t ≥ 0) a continuous-state, finite-mean branching process (CSBP). In particular, this means that X is a [0, ∞)-valued strong Markov process with absorbing state at zero and with law on D([0, ∞), R) (the space of càdlàg mappings from [0, ∞) to R) given by P x for each initial state x ≥ 0, such that P x+y = P x * P y . Here, P x+y = P x * P y means that the sum of two independent processes, one issued from x and the other issued from y, has the same law as the process issued from x + y. Here, we assume that the so-called branching mechanism ψ takes the form where α ∈ R, β ≥ 0 and Π is a measure concentrated on (0, ∞) which satisfies (0,∞) (x ∧ x 2 )Π(dx) < ∞. These restrictions on ψ are very mild and only exclude the possibility of having a non-conservative process or processes which have an infinite mean growth rate.
We also assume for convenience that −ψ is not the Laplace exponent of a subordinator (i.e. a Bernstein function), thereby ruling out the case that X has monotone paths. It is easily checked that ψ is an infinitely smooth convex function on (0, ∞) with at most two roots in [0, ∞). More precisely, 0 is always a root, however if ψ ′ (0+) < 0, then there is a second root in (0, ∞).
The process X is henceforth referred to as a ψ-CSBP. It is easily verified that
The mean growth of the process is therefore characterised by ψ ′ (0+) and accordingly we classify CSBPs by the value of this constant. We say that the ψ-CSBP is supercritical, critical or subcritical accordingly as −ψ ′ (0+) = α is strictly positive, equal to zero or strictly negative, respectively.
It is known that the process (X, P x ), x > 0, can also be represented as the unique strong solution to the stochastic differential equation (SDE) for x > 0, t ≥ 0, where W (ds, du) is a white noise process on (0, ∞) 2 based on the Lebesgue measure ds ⊗ du and N(ds, dr, dν) is a Poisson point process on (0, ∞) 3 with intensity ds ⊗ Π(dr)⊗dν independent of W (ds, du). Moreover, we denote byÑ(ds, dr, dν) the compensated measure of N(ds, dr, dν). See [5] for this fact and further properties of the above SDEs.
Through the representation of a CSBP as either a strong Markov process whose semigroup is characterised by an integral equation, or as a solution to an SDE, there are three fundamental probabilistic decompositions that play a crucial role in motivating the main results in this paper. These concern CSBPs conditioned to die out, CSBPs conditioned to survive and a path decomposition of the supercritical CSBPs.
CSBPs conditioned to die out. To understand what this means, let us momentarily recall that for all supercritical continuous-state branching processes (without immigration) the event {lim t→∞ X t = 0} occurs with positive probability. Moreover, for all x ≥ 0,
where λ * is the unique root on (0, ∞) of the equation ψ(θ) = 0. Note that ψ is strictly convex with the property that ψ(0) = 0 and ψ(+∞) = ∞, thereby ensuring that the root λ * > 0 exists; see Chapter 8 and 9 of [22] for further details. It is straightforward to show that the law of (X, P x ) conditional on the event {lim t↑∞ X t = 0}, say P * x , agrees with the law of a ψ * -CSBP, where
See for example [41] .
CSBPs conditioned to survive. The event {lim t→∞ X t = 0} can be categorised further according to whether its intersection with {X t > 0 for all t ≥ 0} is empty or not. The classical work of Grey [19] distinguishes between these two cases according to an integral test. Indeed, the intersection is empty if and only if
If we additionally assume that −ψ ′ (0+) = α ≤ 0, that is to say, the process is subcritical, then it is known that the notion of conditioning the process to stay positive can be made rigorous through a limiting procedure. More precisely, if we write ζ = inf{t > 0 : X t = 0}, then for all A ∈ F X t := σ(X s : s ≤ t) and x > 0,
is well defined as a probability measure and satisfies the Doob h-transform
In addition, (X, P ↑ x ), x > 0, has been shown to be equivalent in law to a process which has a pathwise description which we give below. Before doing so, we need to introduce some more notation. To this end, define N * to be a Poisson random measure on [0, ∞) × (0, ∞) × D([0, ∞), R) with intensity measure ds ⊗ rΠ(dr) ⊗ P r (dω). Moreover, Q is the intensity, or 'excursion' measure on the space D([0, ∞), R) which satisfies
for θ, t ≥ 0. Here, the measure Q is the excursion measure on the space D([0, ∞), R) associated to P x , x > 0. See Theorems 3.10, 8.6 and 8.22 of [34] and [12, 28, 10, 6] for further details. We can accordingly build a Poisson point process N c on [0, ∞) × D([0, ∞), R) with intensity 2βds ⊗ Q(dω). Then, for x > 0, (X, P ↑ x ) is equal in law to the stochastic process (1.9)
where X ′ has the law P x . Intuitively, one can think of the process (Λ t , t ≥ 0) as being the result of first running a subordinator
where we have slightly abused our notation and written N * (ds, dr), s, r > 0 in place of
is usually referred to as the spine.
To explain the formula (1.9), in a Poissonian way, we dress the spine with versions of X sampled under the excursion measure Q. Moreover, at each jump of S we initiate an independent copy of X with initial mass equal to the size of the jump of S. See for example (3.9) in [33] , (4.3) in [32] , (4.18) in [31] or the discussion in Section 12.3.2 of [22] or [34] . The reader is also referred to e.g. [38] or [26, 27] for further details of the notion of a spine.
It turns out that one may also identify the effect of the change of measure within the context of the SDE setting. In [17] , it was shown that (X, P ↑ x ), x > 0, offers the unique strong solution to the SDE
where W , N andÑ are as in (1.5) and N * is as above. See also [5] and [18] .
Skeletal path decomposition of supercritical CSBPs. In [9, 4] and [3] it was shown that the law of the process X can be recovered from a supercritical continuous-time GaltonWatson process (GW), issued with a Poisson number of initial ancestors, and dressed in a Poissonian way using the law of the original process conditioned to become extinguished.
To be more precise, they showed that for each x ≥ 0, (X, P x ) has the same law as the process (Λ t , t ≥ 0) which has the following pathwise construction. First sample from a continuous-time Galton-Watson process with branching generator
Note that in the above generator, we have that q = ψ ′ (λ * ) is the rate at which individuals reproduce and {p k : k ≥ 0} is the offspring distribution. This continuous-time Galton-Watson process goes by the name of the skeleton and offers the genealogy of prolific individuals, that is, individuals who have infinite genealogical lines of descent (cf. [4] ).
With the particular branching generator given by (1.11), p 0 = p 1 = 0, and for k ≥ 2,
If we denote the aforesaid GW process by Z = (Z t , t ≥ 0) then we shall also insist that Z 0 has a Poisson distribution with parameter λ * x. Next, thinking of the trajectory of Z as a graph, dress the life-lengths of Z in such a way that a ψ * -CSBP is independently grafted on to each edge of Z at time t with rate
Moreover, on the event that an individual dies and branches into k ≥ 2 offspring, with probability p k (dx), an additional independent ψ * -CSBP is grafted on to the branching point with initial mass x ≥ 0. The quantity Λ t is now understood to be the total dressed mass present at time t together with the mass present at time t in an independent ψ * -CSBP issued at time zero with initial mass x. Whilst it is clear that the pair (Z, Λ) is Markovian, it is less clear that Λ alone is Markovian. This must, however, be the case given the conclusion that Λ and X are equal in law. A key element in this respect is the non-trivial observation that, for each t ≥ 0, the law of Z t given Λ t is that of a Poisson random variable with parameter λ * Λ t . Such skeletal path decompositions for continuous-state branching processes, and spatial versions thereof, are by no means new. Examples include [16, 40, 39, 13, 9, 3, 20, 25, 24] .
In this paper our objective is to understand the relationship between the skeletal decompositions of the type described above and the emergence of a spine on conditioning the process to survive. In particular, our tool of choice will be the use of SDE theory. The importance of this study is that it underlines a methodology that should carry over to the spatial setting of superprocesses, where recent results have increasingly sought the use of skeletal decompositions to transfer results from the branching particle setting to the setting of measure valued processes; cf. [23, 11, 35] . In future work we hope to develop the SDE approach to skeletal decompositions in the spatial setting. We also expect this approach to be helpful in studying analogous decompositions in the setting of continuous state branching processes with competition [2] . Moreover, although our method takes inspiration from the genealogical coding of CSBPs by Lévy excursions, cf. Duquesne and LeGall [7] , our approach appears to be applicable where the aforesaid method fails, namely supercritical processes.
Main results.
In this section we summarise the main results of the paper. We have three main results. First, we provide a slightly more general family of skeletal decompositions in the spirit of [9] , albeit with milder assumptions and that we use the language of SDEs. Second, taking lessons from this first result, we give a time-inhomogeneous skeletal decomposition, again using the language of SDEs, both for supercritical and (sub)critical CSBPs. Nonetheless, our proof will take inspiration from classical ideas on the genealogical coding of CSBPs through the exploration of associated excursions of reflected Lévy processes; see for example [7] and the references therein. Finally, our third main result, shows that a straightforward limiting procedure in the SDE skeletal decomposition for (sub)critical processes, which corresponds to conditioning on survival, reveals a weak solution to the SDE given in (1.10). It will transpire that conditioning the process to survive until later and later times is equivalent to "thinning" the skeleton such that, in the limit, we get the spine decomposition. The limiting procedure also intuitively explains how the spine emerges in the conditioned process as a consequence of stretching out the skeleton in the SDE decomposition of the (sub)critical processes.
Before moving to the first main result, let us introduce some more notation. The reader will note that it is very similar but, nonetheless, subtly different to previously introduced terms. Define the Esscher transformed branching mechanism ψ λ :
where
This is the branching mechanism of a subcritical branching process on account of the fact that −ψ
Heuristically speaking, given that λ → ψ ′ (λ) is increasing, the ψ λ -CSBP becomes more and more subcritical as λ increases.
Next, we need the continuous time Galton Watson process parameterised by λ ≥ λ * , which has been seen before in e.g. [9] and agrees with the process described by (1.11) when λ = λ * . It branches at rate ψ ′ (λ) and has branching generator given by
That is to say, writing F λ (s) as in the left-hand side of (1.11), we now have p 0 = ψ(λ)/λψ ′ (λ), p 1 = 0 and for k ≥ 2,
We will also use the family (η k (·)) k≥0 of branch point immigration laws (conditional on the number of offspring at the branch point), where η 1 (dx) = 0, x ≥ 0, and, otherwise,
for r ≥ 0. Note in particular that, when λ > λ * , there is the possibility that no offspring are allowed. Since in this case some lines of descent are finite, the Galton-Watson process no longer represents the prolific individuals.
Finally, we need to introduce a series of driving sources of randomness for the SDE which will appear in Theorem 2.1 below. Let N 0 be a Poisson random measure on (0, ∞) 3 with intensity measure ds ⊗ e −λr Π(dr) ⊗ dν,Ñ 0 is the associated compensated version of N 0 , N 1 (ds, dr, dj) is a Poisson point process on (0, ∞) 2 × N with intensity ds ⊗ re −λr Π(dr) ⊗ ♯(dj), and N 2 (ds, dr, dk, dj) is a Poisson point process on (0, ∞)
, where N 0 = {0} ∪ N and ♯(dℓ) = i∈N 0 δ i (dℓ), ℓ ≥ 0, denotes the counting measure on N 0 . As before W (ds, du) will denote a white noise process on (0, ∞) 2 based on the Lebesgue measure ds ⊗ du.
Theorem 2.1. Suppose that ψ corresponds to a supercritical branching mechanism (i.e. α > 0) and λ ≥ λ * . Consider the coupled system of SDEs
with Λ 0 ≥ 0 given and fixed. Under the assumption that Z 0 is an independent random variable which is Poisson distributed with intensity λΛ 0 the system (2.3) has a unique strong solution such that:
) is a weak solution to (1.5).
If one focuses on the second element, Z, in the SDE (2.3), it can be seen that there is no dependency on the first element Λ. The converse is not true however. Indeed, the stochastic evolution for Z is simply that of the continuous-time GW process with branching mechanism given by F λ (s), s ∈ [0, 1]. Given the evolution of Z, the process Λ here describes nothing more than the aggregation of a Poisson and branch-point dressing on Z together with an independent copy of a ψ λ -CSBP. As is clear from (2.2) this results in the skeleton Z having the possibility of 'dead ends' (no offspring). Of course if λ = λ * then this occurs with zero probability and the joint system of SDEs in (2.3) describes precisely the prolific skeleton decomposition. In the spirit of [9] , albeit using different technology and in a continuum setting, Theorem 2.1 puts into a common framework a parametric family of skeletal decompositions for supercritical processes.
Remark 1. Although we have assumed in the introduction that (0,∞) (x∧x 2 )Π(dx) < ∞, the reader can verify from the proof that this is in fact not needed. Indeed, suppose that we relax the assumption on Π to just (0,∞) (1 ∧ x 2 )Π(dx) < ∞ and we take the branching mechanism in the form
where ψ ′ (0) < 0 and
to ensure conservative supercriticality. Then the necessary adjustment one needs to make occurs, for example, in (1.5), where jumps of size greater than equal to 1 in the Poisson random measures N is separated out without compensation. However, the form of (2.3) remains the same as all jumps of N 0 can be compensated.
Our objective, however, is to go further and demonstrate how the SDE approach can also apply in the finite horizon setting. We do this below, but we should remark that the skeletal decomposition is heavily motivated by the description of the CSBP genealogy using the so-called height process in Duquesne and Le Gall [8] . Indeed, for (sub)critical CSBPs one may consider the conclusion of Theorem 2.2, below, as a rewording thereof. However, as the proof does not rely on the CSBP being (sub)critical, the same result holds in the supercritical case. Thus Theorem 2.2 is also a time-inhomogeneous version of Theorem 2.1 for supercritical CSBPs, which setting was not discussed in [8] .
Assume that ψ is a branching mechanism that satisfies Grey's condition (1.7). We fix a time marker T > 0 and we want to describe a coupled system of SDEs in the spirit of (2.3) in which the second component describes prolific genealogies to the time horizon T . In other words, our aim is to provide an SDE decomposition of the CSBP along those individuals in the population who have a descendent at time T . Once again we need to introduce some more notation. We need a Poisson random measure
where, for k ≥ 2,
= 0 and the remaining probabilities are computable by insisting that η T −s k (·) is itself a probability distribution for each k ≥ 2. 
Theorem 2.2. Suppose that ψ corresponds to a branching mechanism which satisfies Grey's condition (1.7). Fix a time horizon T > 0 and consider the coupled system of SDEs
corresponds to a weak solution to (1.5) conditioned to become extinct by time T .
The SDE evolution in Theorem 2.2 mimics the skeletal decomposition in (2.3), albeit that the different components in the decomposition are time-dependent. In particular, we note that the underlying skeleton Z T can be thought of as a time-inhomogenous Galton-Watson process (a T -prolific skeleton) such that, at time s < T , its branching rate is given by
and offspring distribution is given by {p
This has the feature that the branching rate explodes towards the time horizon T . To see why, we can appeal to (1.1), and note that
and hence lim t→0 u t (∞) = ∞. Moreover, one easily verifies from (
Together, these facts imply the explosion of (2.6) as s → T .
We also note from the integrals involving N 1 T and N
2
T that there is mass immigrating off the space-time trajectory of Z T . Moreover, once mass has immigrated, the first four terms of (2.5) show that it evolves as a time-inhomogenous CSBP.
Note, that in the supercritical setting u T −t (∞) converges to λ * for all t > 0 as T → ∞. This intuitively means that when T goes to ∞, one can recover the prolific skeleton decomposition of Theorem 2.1 from the time-inhomogeneous one of Theorem 2.2.
Finally with the finite-horizon SDE skeletal decomposition in Theorem 2.2, we may now turn our attention to understanding what happens when we observe the solution to (2.5) in the (sub)critical case on a finite time horizon [0, t], and we condition on there being at least one T -prolific genealogy, while letting T → ∞. 
where X ↑ is a weak solution to (1.10) .
Theorem 2.3 puts the phenomena of spines and skeletons in the same framework. Roughly speaking, any subcritical branching population contains a naturally embedded skeleton which describes the 'fittest' genealogies. In our setting 'fittest' means surviving until time T but other notions of fitness can be considered, especially when one introduces a spatial type to mass in the branching process. For example in [20] a branching Brownian motion in a strip is considered, where 'fittest genealogies' pertains to those lines of descent which survive in the strip for all eternity. Having at least one line of descent in the skeleton corresponds to the event of survival. Thus, conditioning on survival as we make the survival event itself increasingly unlikely, e.g. by taking T → ∞ in our model or taking the width of the strip down to a critical value in the branching Brownian motion model, the natural stochastic behaviour of the skeleton is to thin down to a single line of decent. This phenomenon was originally observed in [13] , where the scaling limit of a Galton-Watson processes conditioned on survival is shown to converge to the immortal particle decomposition of the (1 + β)-superprocess conditioned on survival.
The remainder of the paper is structured as followed. In the next section we explain the heuristic behind how (1.5) can be decoupled into components that arise in (2.3). The heuristic is used in Section 4 where the proof of Theorem 2.1 is given. In this sense our proof of Theorem 2.1 has the feel of a 'guess-and-verify' approach. In Section 5, again in the spirit of a 'guess-and-verify' approach, we use ideas from the classical description of the exploration process of CSBPs in e.g. [8] to provide the heuristic behind the mathematical structures that lie behind the proof of Theorem 2.2. Given the similarity of this proof to that of Theorem 2.1, it is sketched in Section 6. Finally in Section 7 we provide the proof of Theorem 2.3.
3. Thinning of the CSBP SDE. In this section, we will perform an initial manipulation of the SDE (1.5), which we will need in order to make comparative statements for Theorems 2.1 and 2.2. To this end, we will introduce some independent marks on the atoms of the Poisson process N driving (1.5) and use them to thin out various contributions to the SDE evolution.
Denote by (t i , r i , ν i : i ∈ N) some enumeration of the atoms of N and recall that N 0 = {0} ∪ N. By enlarging the probability space, we can introduce an additional mark to atoms of N, say (k i : i ∈ N), resulting in an 'extended' Poisson random measure,
Now define three random measures by
and N 2 (ds, dr, dν) = N (ds, dr, dν, {k ≥ 2}).
Classical Poisson thinning now tells us that N 0 , N 1 and N 2 are independent Poisson point processes on (0, ∞) 3 with respective intensities ds ⊗ e −λr Π(dr) ⊗ dν, ds ⊗ (λr)e −λr Π(dr) ⊗ dν and ds ⊗ ∞ k=2 (λr) k e −λr Π(dr)/k! ⊗ dν. With these thinned Poisson random measures in hand, we may start to separate out the different stochastic integrals in (1.5). We have that, for t ≥ 0,
where in the last equality we have used the easily derived fact that − (0,∞) (1−e −λr )rΠ(dr) = −α + 2βλ − ψ ′ (λ). Recalling (2.1), the first line in the last equality of (3.2) corresponds to the dynamics of a subcritical CSBP with branching mechanism ψ λ .
Inspecting the statement of Theorem 2.1, we see intuitively that in order to prove this result, our job is to show that the integrals on the right-hand side of (3.2) driven by N 1 and N 2 can be identified with the mass that immigrates off the skeleton.
4. λ-Skeleton: Proof of Theorem 2.1. We start by addressing the claim that (2.3) possesses a unique strong solution. Thereafter we prove claims (i) and (ii) of the theorem in order.
We can identify the existence of any weak solution to (2.3) with initial value (Λ 0 , Z 0 ) = (x, n), x ≥ 0, n ∈ N 0 , by introducing additionally marked versions of the Poisson random measures N 1 and N 2 , as well as an additional Poisson random measure N * . We will insist that N 1 (ds, dr, dj, dω) has intensity ds ⊗ re
r is the law of a ψ λ -CSBP with initial value r ≥ 0 and Q (λ) is the associated excursion measure. By first constructing Z as the continuous-time Markov chain with almost surely unique càdlàg piecewise-linear trajectories issued from n, with holding times and jumps coded by the arrival times obtained from the coordinates (j, k) of the Poisson random measure N 2 (as in the second component of (2.3)), we can define
where X (λ) is an autonomously independent copy of a ψ λ -CSBP issued with initial mass x and, given N 1 and N 2 , D t , t ≥ 0 is the uniquely identified (up to almost sure modification) 'dressed skeleton' described by
To see why this provides a weak solution to (2.3), we may appeal to the Martingale representation of weak solutions (see Theorem 2.3 of [21] ) and note that the pair (Λ, Z) described above are Markovian and that its generator can be identified consistently with the generator of the process associated to (2.3); that it to say, their common generator is given by
for x ≥ 0, n ∈ N 0 , where f is a non-negative, smooth and compactly supported function.
(Here, the penultimate term is understood to be zero when n = 0.)
Pathwise uniqueness is also relatively easy to establish. Indeed, suppose that Λ is the first component of any path solution to (2.3) with driving source of randomness N 0 , N 1 , N 2 and W and suppose that we write it in the form
and
Recalling that the almost sure path of Z is uniquely defined by N 2 , it follows that, if Λ
and Λ (2) are two path solutions to (2.3) with the same initial value, then
s , s < t), t ≥ 0.
The reader will now note that the above equation is precisely the SDE one obtains when looking at the path difference between two solutions of an SDE of the type given in (1.5).
Since there is pathwise uniqueness for (1.5), we easily conclude that Λ (1) = Λ (2) almost surely. Finally, taking account of the existence of a weak solution and pathwise uniqueness, we may appeal to an appropriate version of the Yamada-Watanabe Theorem, see for example Theorem 1.2 of [1] , to deduce that (2.3) possesses a unique strong solution.
(i) This claim requires an analytical verification and, in some sense, is similar in spirit to the proof that, for t ≥ 0, Z t |Λ t is Poisson distributed with rate λ * Λ t in the prolific skeletal decomposition found in [3] . A fundamental difference here is that we work with SDEs, and hence stochastic calculus, rather than integral equations for semigroups as in [3] is needed and, moreover, the parameter λ need not be the minimal value, λ * , in its range. Standard arguments show that the solution to (2.3) is a strong Markov process and accordingly we write P x,n , x > 0, n ∈ N 0 for its probabilities. Moreover, with an abuse of notation we write, for x > 0,
Define f t (η, θ) := E x [e −ηΛt−θZt ], x, θ, η, t ≥ 0, and let F t := e −ηΛt−θZt , t ≥ 0. Using Itô's formula for semi-martingales, cf. Theorem 32 of [36] , for t ≥ 0,
(Here and throughout the remainder of this paper, for any stochastic process Y , we use the notation that ∆Y t = Y t −Y t− .) As Z is a pure jump process, we have that [Z, Z] 
we may thus write in integral form
where the sum is taken over the countable set of discontinuities of (Λ, Z). We can split up the sum of discontinuities according to the Poisson random measure in (2.3) that is responsible for the discontinuity. Hence, writing ∆ (j) , j = 0, 1, 2, to mean an increment coming from each of the three Poisson random measures,
Now, note that we can re-write the first element of the vectorial SDE (2.3) as
where M t is a zero-mean martingale corresponding to the integral in (2.3) with respect tõ N 0 . Therefore performing the necessary calculus in (4.3) for the integral with respect to dΛ t , we get that
for t ≥ 0, is equal to a zero-mean martingale which is the sum of the previously mentioned M t , t ≥ 0, and the white noise integral. Taking expectations, we thus have
Accumulating terms, we find that f t (η, θ) satisfies the following PDE
Standard theory for linear partial differential equation (4.4), see for example Chapter 3 (Theorem 2, p107) of [15] and references therein, tells us that it has a unique local solution. Our aim now is to show that this solution is also represented by
where we recall that X is the ψ-CSBP. To this end, let us define κ = η + λ(1 − e −θ ) and note that, for x, t, κ ≥ 0, g t (κ) :
(4.6)
See for example Exercise 12.2 in [22] . After a laborious amount of algebra one can verify that −ψ(κ) = A λ (η, θ) + λe −θ B λ (η, θ) and hence we may develop the right hand side of (4.6) and write, for x, t, η, θ ≥ 0,
Now we choose x = 1. Then local uniqueness of the solution to (4.4) (or equivalently the local uniqueness of (4.6)) thus tells us that there exists t 0 > 0 such that g t (η + λ(1 − e −θ )) = f t (η, θ) for all η, θ ≥ 0 and t ∈ [0, t 0 ].
In conclusion, now that we have proved that for t ∈ [0, t 0 ]
we can sequentially observe the following implications. Firstly, setting θ = 0 and η > 0, we see that Λ t under P 1 has the same distribution as X t under P 1 for all t ∈ [0, t 0 ]. Next, setting both η, θ > 0, we observe that, (Λ t , Z t ) under P 1 has the same law as (X t , Po(λx)| x=Xt ) under P 1 , where Po(λx) is an autonomously independent Poisson random variable with rate λx. In particular, it follows that, for all t ∈ [0, t 0 ], under P 1 , the law of Z t given Λ t is Po(λΛ t ).
To get a global result we first show that the previous conclusions hold for any initial mass x > 0 on the time-interval [0, t 0 ], then using Markov property, we extend the results for any t > 0. First, from (4.5) we can observe that
Thus in order to extend the previous results to any x > 0 we only need to prove that
Recalling the representation (4.1) and the notation (4.2) we can write, for t ≤ t 0 ,
as required. Now take t 0 < t ≤ 2t 0 , and use the tower property to get
and similarly
Thus using local uniqueness and the previously deduced implications on [0, t 0 ] we see that
, and by iterating the previous argument we get equality for any t > 0.
Finally, on account of the fact that (Λ t , Z t ), t ≥ 0, is a joint Markovian pair, this now global Poissonisation allows us to infer that Λ t , t ≥ 0, is itself Markovian. Indeed, for any bounded measurable and positive h and s, t ≥ 0,
We may now conclude that for all t ≥ 0 and x > 0, under P x , Z t |F Λ (ii) We have seen that the pair ((Λ t , Z t ), t ≥ 0) is a Markov process for any initial state (x, n) but, due to the dependence on Z, on its own (Λ t , t ≥ 0) is not Markovian. However considering (4.7) we see that after the Poissonisation of Z 0 , (Λ t , t ≥ 0) becomes a Markov process with semi-group that agrees with that of (X t , t ≥ 0). On account of the fact that X is the unique weak solution to (1.5), it automatically follows that Λ also represents the unique weak solution to (1.5).
Exploration of subcritical CSBPs.
The objective of this section is to give a heuristic description of how the notion of a prolific skeleton emerges in the subcritical case and specifically why the structure of the SDE (2.5) is meaningful in this respect. We need to be careful about what one means by 'prolific' but nonetheless, the inspiration for a decomposition can be gleaned by examining in more detail the description of subcritical CSBPs through the exploration process.
We assume throughout the conditions of Theorem 2.2. That is to say, X a (sub)critical ψ-CSBP where ψ satisfies Grey's condition (1.7). Let (ξ t , t ≥ 0) be a spectrally positive Lévy process with Laplace exponent ψ. Using the classical work of [29, 30] (see also [8, 28] ) we can use generalised Ray-Knight-type theorems to construct X in terms of the so-called height process associated to ξ. For convenience and to introduce more notation, we give a brief overview here.
Denote by (ξ (t) , 0 ≤ r ≤ t) the time reversed process at time t, that isξ (t) r := ξ t − ξ (t−r)− , and letŜ (t) r := sup s≤rξ (t) s . We define H t as the local time at level 0, at time t of the procesŝ S (t) −ξ (t) . Because the reversed process has a different point from which is reversed at each time, the process H does not behave in a monotone way. The process (H t , t ≥ 0) is called the ψ-height process, which, under assumption (1.7), is continuous. There exists a notion of local time up to time t of H at level a ≥ 0, henceforth denoted by L a t . Specifically, the family (L a t , a, t ≥ 0) satisfies
where g is a non-negative measurable function. For x > 0 let T x := inf{t ≥ 0, ξ t = −x}. Then the generalised Ray-Knight theorem for the ψ-CSBP process states that (L a Tx , a ≥ 0) has a càdlàg modification for which
that is, the two processes are equal in law.
The height process also codes the genealogy of the ψ-CSBP. It can be shown that the excursions of H from 0 form a time-homogeneous Poisson point process of excursions with respect to local time at 0. We shall use n to denote its intensity measure. If X 0 = x, then the total amount of local time of H accumulated at zero is x. Each excursion codes a real tree (see [8] for a precise meaning) such that the excursion that occurs after u ≤ x units of local time can be thought of as the descendants of the 'u-th' individual in the initial population. Here we are interested in the genealogy of the conditioned process and what we will call the embedded 'T -prolific' tree, that is the tree of the individuals that survive up to time T . Conditioning the process on survival up to time T corresponds to conditioning the height process to have at least one excursion above level T . (We have the slightly confusing, but nonetheless standard, notational anomaly that a spatial height for an excursion corresponds to the spatial height in the tree that it codes, but that this may also be seen as a time into the forward evolution of the tree.) Let n T denote the conditional probability n(·| sup s≥0 ǫ s ≥ T ) where ǫ is a canonical excursion of H under n. Let (Z T t , t ≥ 0) be the process that counts the number of excursions above level t that hit level T within the excursion ǫ. Duquesne and Le Gall in [8] describe the distribution of Z T under n T and prove the following.
time-inhomogeneous Markov process whose law is characterised by the following identities. For every
,
In essence, the second part of the above theorem shows that Z T has the branching property. However, temporal inhomogeneity means that it is a time-dependent continuous-time Galton-Watson process. In [8] it is moreover shown that, conditionally on L t σ under n t , where σ is the length of the excursion ǫ, Z T t is Poisson distributed with intensity u T −t (∞)L t σ . Thinking of L t σ as the mass at time t in the tree of descendants of the prolific individual in the initial population that the excursion codes, we thus have a Poisson embedding of the number of prolific descendants of that one individual within the excursion.
The time-dependent continuous-time Galton-Watson process in the theorem can also be characterised as follows. At time 0 we start with one individual. Then the law of the first branching time, γ T , is given by
and, conditionally on γ T , the probability generating function of the offspring distribution is
The offspring distribution when a split occurs at height t in the excursion (equivalently time t in the underlying genealogical tree), say (p
, is explicitly given by the following. We have p
Using (5.1) we can compute the rate of branching at any height t in the excursion. First it is not hard to see that
Hence, the rate is
Again thinking of L t σ , t<T as the mass of the tree coded by the excursion, and noting that not all of this mass is prolific, we would like to characterise the non-T -prolific mass that has 'immigrated' along the path of the prolific tree. We expect this to be a CSBP conditioned to die before time T . Using (1.1), we know that the probability that the process dies up to time T is given by:
where we assume Grey's condition (1.7) to ensure that the above conditioning makes sense. A simple application of the Markov property tells us that the law of X conditioned to die out by time T can be obtained by the following change of measure
Indeed, using the semigroup property of u t , t ≥ 0, it is not hard to verify that the right-hand side above is a martingale. We would like to understand how to characterise the evolution of the process (X, P T x ), x > 0, a little better as the change of measure is time inhomogeneous. To this end, we again appeal to Itô's formula. Denote v(t) := u T −t (∞), then for nonnegative, twice differentiable and compactly supported functions f , after a routine, albeit lengthy, application of Itô's formula we get, for t ≥ 0 and x > 0,
where M t , t ≥ 0, represents the martingale terms. Taking expectations we get
Gathering terms, making use of the expression for ψ in (1.3) and that
we have, for t ≥ 0 and x > 0, the Dynkin formula
where the infinitesimal generator is given bŷ
For comparison, consider the generator of a CSBP with Esscher transformed branching mechanism ψ λ , which is given by
for suitably smooth and integrable functions f . Recall that the CSBP with generator (5.5) is subcritical providing ψ ′ (λ) > 0 and, taking account of (1.4), the greater this value, the 'more subcritical' it becomes. It appears thatL T −t has the form of an Esscher transformed branching mechanism based on ψ where the parameter shift is controlled by u T −t (∞), which explodes as t → T . Said another way, if we define
Recalling that we are assuming Grey's condition (1.7) for a (sub)critical process, we note from (1.1) that lim
In that case, the density in (5.3) tends to unity as T → ∞.
We conclude this section by returning to Theorem 2.2. The discussion in this section shows that in the (sub)critical case, the components of the SDE (2.5) mimic precisely the description of the T -skeleton in the previous section. In particular, the first three integrals in (2.5) indicate that once mass is created in the SDE, it evolves as a time-dependent CSBP with generatorL T −t . Moreover, the evolution of the skeleton Z T as described in (2.5), matches precisely the dynamics of the T -prolific skeleton described in the previous section (for which we pre-emptively used the same notation), which is a time-dependent continuous-time GaltonWatson process. Indeed, the branching rate and the time-dependent offspring distribution of both match.
It is important to note that even though the time-dependent T -prolific skeleton is inspired by the height process, the description does not require ψ to be a (sub)critical branching mechanism. Indeed, only requiring Grey's condition to be satisfied ensures that the branching rate and offspring distribution of this section are well defined. Similarly, we can apply the change of measure in (5.3) for any CSBP satisfying (1.7), and get a time-dependent CSBP with generatorL T −t . Although the results of Theorem 2.2 were motived by Duquesne and Le Gall [8] , we can see that the theorem can be stated in a more general setting, and thus extends the existing family of finite-horizon decompositions for CSBPs.
6. Finite-time horizon Skeleton: Proof of Theorem 2.2. Now that we understand that the mathematical structure of (2.5) is little more than a time-dependent version of (2.3), the reader will not be surprised by the claim that the proof of strong uniqueness to (2.5) as well as parts (i) and (ii) of Theorem 2.1 pass through almost verbatim, albeit needing some minor adjustments for additional time derivatives of u T −t (∞), which plays the role of λ. To avoid repetition, we simply leave the proof of these two parts as an exercise for the reader.
On the event {Z 0 = 0}, which is concurrent with the event {Z t = 0, 0 ≤ t < T } close inspection of (2.5) allows us to note that Λ is generated by an SDE with time-varying coefficients. Indeed, standard arguments show that conditional on {Z 0 = 0}, Λ is a time inhomogeneous Markov processes.
Suppose that we write P T x,n , x ≥ 0, n ∈ N 0 for the law of the Markov probabilities corresponding to the solution of (2.5). Moreover, we will again abuse this notation in the spirit of (4.2) and write P T x , x ≥ 0, when Z T 0 is randomised to be an independent Poisson random variable with rate u T (∞)x. We can use part (i) and (ii) of Theorem 2.2, together with (5.3) to deduce that
This tells us that the semigroups of Λ conditional on {Z 0 = 0} and X conditional to become extinct by time T agree. Part (iii) of Theorem 2.2 is thus proved.
7.
Thinning the skeleton to a spine: Proof of Theorem 2.3. The aim of this section is to recover the unique solution to (1.10) as a weak limit of (2.5) in the sense of Skorokhod convergence. To this end, we assume throughout the conditions of Theorem 2.3, in particular that ψ is a critical or subcritical branching mechanism and Grey's condition (1.7) holds.
There are three main reasons why we should expect this result and these three reasons pertain to the three structural features of the skeleton decomposition: The feature of Poisson embedding, the Galton-Watson skeleton and the branching immigration from the skeleton with an Esscher transformed branching mechanism. Let us dwell briefly on these heuristics.
First, let us consider the behaviour of the skeleton (Z T t , t < T ) as T → ∞. As we are assuming that ψ is a (sub)critical branching mechanism, it holds that lim T →∞ u T (∞) = 0 as T → ∞. Thus, recalling that Z T 0 ∼ Po(u T (∞)x), and hence conditioning on survival to time T in the skeletal decomposition is tantamount to conditioning on the event {Z T 0 ≥ 1}, we see that
We thus see that the probabilities (7.1) all tend to zero unless k = 1 in which case the limit is unity. Moreover, Theorem 2.2 (ii) and (iii) imply that the law of (Λ
corresponds to the law of the ψ-CSBP, X, conditioned to survive until time T . Intuitively, then, one is compelled to believe that, in law, there is asymptotically a single skeletal contribution to the law of X conditioned to survive.
Second, considering (5.1), it follows from l'Hospital's rule that the rate at which aforementioned most common recent ancestor branches begins to slow down since
as T → ∞. Furthermore, considering (5.2), we also get that in the limit of the offspring distribution lim T →∞ p T k = 0 for all k ≥ 0. What we are thus observing is a thinning, in the weak sense, of the skeleton, both in terms of the number of branching events as well as the number of offspring.
Thirdly, we consider the mass that immigrates from the skeleton. For a fixed T , it evolves as a ψ-CSBP conditioned to die before time T . We recall that conditioning to die before time T is tantamount to the change of measure given in (5.3). It is easy to see that as T → ∞, the density in this change of measure converges to unity and hence immigrating mass, in the weak limit, should have the evolution of a ψ-CSBP. solution to (2.5) and τ t := t, 0 ≤ t < T . Consistently with previous related notation, we have P T x,n,0 = P T x,n , x ≥ 0, n ≥ 0, Now define the associated time-dependent semigroup for the three-dimensional process; for 0 ≤ s ≤ t < T , n ≥ 0 and f
where X is autonomously independent with law P T x and, given N 2 , D is the uniquely identified (up to almost sure modification) 'dressed skeleton' described by
where Z 0 = n. The verification of this claim follows almost verbatim the same as for (2.3) albeit with obvious change to take account of the time-varying rates. We therefore omit the proof and leave it as an exercise for the reader.
With the representation (7.7), as Z is piecewise constant, we can condition on the sigmaalgebra generated by N 2 T and show, using Campbell's formula in between the jumps of Z, that, for 0 ≤ t < T , γ, θ ≥ 0, x ≥ 0 and n ∈ N 0 ,
and, for λ, z ≥ 0,
Given the identities (7.5) and (7.8), the two required verifications in (7.3) and (7.4) follow easily as direct consequence of continuity and bounded convergence in (7.8) .
The target semigroup
x be the law of the homogeneous Markov process described by the weak solution to
with W, N and N ( * ,n) is a Poisson random measure on [0, ∞) × (0, ∞) × D([0, ∞), R) with intensity measure nds ⊗ rΠ(dr) ⊗ P r (dω). Note, we have at no detriment to consistency that P (0)
x can be replaced by P x . Then, we take the role of P t played by the semigroup P ↑ t given by
, where τ t = t, as above. Notice (X, P (n)
x ) is a branching process with immigration, whose Laplace transform is given by E (n)
x (e −γXt ) = e −xut(γ)−n t 0 φ 0 (u t−v (γ))dv , γ ≥ 0.
From this, it is easily seen that P ↑ t is Feller as well. Lastly, for each T ≥ 0 we take ν T the measure on [0, ∞) × N 0 × [0, ∞) given for each x ≥ 0 by δ x ⊗π T,x ⊗δ 0 , with π T,x (·) = n≥1 ̟ T,x n δ n (·). Recall from (7.1) that π T,x converges weakly, as T → ∞, to the measure δ 1 (·) on N 0 , hence ν T converges weakly to ν := δ x ⊗ δ 1 ⊗ δ 0 . Thus, in order to invoke Theorem 2.5 in [14, Chapter 4], we just need to check the analogue of (7.2) in our setting.
To this end, note first from (2.6) that q T → 0 as T → ∞, and this yields that, under P T 0,n , process Z converge in probability uniformly on [0, t] as T → ∞ (cf. Theorem 6.1, Chapter 1, p28 of [14] ) to the constant process Z t ≡ n, t ≥ 0. Referring back to (7.8) , the continuity in T of the deterministic quantities as they appear on the right-hand side and the previously mentioned uniform convergence of (Z, P T 0,n ) together imply that, for x ≥ 0, 0 ≤ s ≤ t, n ∈ N 0 , To conclude, it is thus enough to prove that this convergence holds uniformly in x ≥ 0, 0 ≤ s ≤ t, n ∈ N 0 . Consider fixed R > 0 and N ∈ N. Since V T t (γ) defined above is nonnegative and, for each n ∈ N 0 , Z t ≥ Z 0 = n, t ≥ 0, a.s. under P T 0,n , for all T > 0, using the triangle inequality, we have and hence goes to 0 for each N as T → ∞. On the other hand, as a function of (Z s , s ≤ t), the expression inside the expectation in the second term of (7.9) is bounded and continuous with respect to the Skorokhod topology (recall that Skorokhod continuity is preserved for Z under the operation of supremum over finite time horizons). Moreover, it vanishes when Z t ≡ n, t ≥ 0. This implies that this term goes to 0 as well. Finally, the expression whose absolute value we take in the the third term of (7.9) is bounded by 1, and vanishes unless Z jumps at least once on [0, s]. This shows that the last term is bounded by max n≤N sup s≤t P T −s 0,n (sup w≤t ∆Z w > 0), which goes to 0 when T → ∞. Note that for all three terms in (7.9), we are using the fact that, if g(T ) ≥ 0 is continuous in T and lim T →∞ g(T ) = 0, then, for each ε, t > 0, by choosing T sufficiently large, we have sup s≤t g(T − s) < ε. That is to say, lim T →∞ sup s≤t g(T − s) = 0. 
