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REMOTE CONTINENTAL AEROSOL CHARACTERISTICS IN THE  
ROCKY MOUNTAINS OF COLORADO AND WYOMING 
The Rocky Mountains of Colorado and Wyoming enjoy some of the cleanest air in the 
United States, with few local sources of particulate matter or its precursors apart from fire 
emissions, windblown dust, and biogenic emissions.  However, anthropogenic influences are 
also present with sources as diverse as the populated Front Range, large isolated power plants, 
agricultural emissions, and more recently emissions from increased oil and gas exploration and 
production.  While long-term data exist on the bulk composition of background fine particulate 
matter at remote sites in the region, few long-term observations exist of aerosol size 
distributions, number concentrations and size resolved composition, although these 
characteristics are closely tied to important water resource issues through the potential aerosol 
impacts on clouds and precipitation.  Recent modeling work suggests sensitivity of precipitation-
producing systems to the availability of aerosols capable of serving as cloud condensation nuclei 
(CCN); however, model inputs for these aerosols are not well constrained due to the scarcity of 
data.  In this work I present aerosol number and volume concentrations, size distributions, 
chemical composition and hygroscopicity measurements from long-term field campaigns.  I also 
explore the volatility of organic material from biomass burning and the potential impacts on 
aerosol loading.    
Relevant aerosol observations were obtained in several long-term field studies: the Rocky 
Mountain Atmospheric Nitrogen and Sulfur study (RoMANS, Colorado), the Grand Tetons 
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Reactive Nitrogen Deposition Study (GrandTReNDS, Wyoming) and as part of the Bio-hydro-
atmosphere interactions of Energy, Aerosols, Carbon, H2O, Organics & Nitrogen project 
(BEACHON, Colorado).  Average number concentrations (0.04 < Dp < 20 μm) measured during 
the field studies ranged between 1000 – 2000 cm-3 during the summer months and decreased to 
200 – 500 cm-3 during the winter.  These seasonal changes in aerosol number concentrations 
were correlated with the frequency of events typical of new particle formation.  Measured sub-
micron organic mass fractions were between 70 – 90% during the summer months, when new 
particle formation events were most frequent, suggesting the importance of organic species in the 
nucleation or growth process, or both.  Aerosol composition derived from hygroscopicity 
measurements indicate organic mass fractions of 50 – 60% for particles with diameters larger 
than 0.15 μm during the winter.  The composition of smaller diameter particles appeared to be 
organic dominated year-round. 
 High organic mass fractions led to low values of aerosol hygroscopicity, described using 
the κ parameter.  Over the entire year-long BEACHON study, κ had an average value of 0.16 ± 
0.08, similar to values determined during biologically active periods in tropical and boreal 
forests, and lower than the commonly assumed value of κcontinental = 0.3.  There was also an 
observed increase in κ with size, due to external mixing of the fine mode aerosol.  Incorrect 
representations of κ or its size dependence led to erroneous values of calculated CCN 
concentrations, especially for supersaturation values less than 0.3%.  At higher supersaturations, 
most of the measured variability in CCN concentrations was captured by changes in total 
measured aerosol number concentrations.  
 While data from the three measurement sites were generally well correlated, indicating 
similarities in seasonal cycles and in total number concentrations, there were some variations 
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between measurements made at different sites and during different years that may be partly due 
to the effects of local emissions.  The averaged data provide reasonable, observationally-based 
parameters for modeling of aerosol number size distributions and corresponding CCN 
concentrations. 
 Field observations clearly indicated the episodic influence of wildfire smoke on particle 
number concentrations and compositions.  However, the semi-volatile nature of the organic 
carbon species emitted makes it difficult to predict how much of the emitted organic mass will 
remain in the condensed phase downwind.  To better constrain the volatility of organic species in 
smoke, emissions from laboratory biomass combustion experiments were subjected to quantified 
dilution, resulting in reduction of aerosol mass concentrations over several orders of magnitude 
and a corresponding volatilization response of the organic particles that was fit to the commonly-
applied Volatility Basis Set.  Organic emissions from all burns with initial organic aerosol 
concentrations greater than 1000 μg m-3 contained material with saturation concentration values 
ranging between 1 and 10,000 μg m-3, with most of the organic mass falling at the two extremes 
of this range.  For most burns, a single distribution was able to capture the volatility behavior of 
the organic material, within experimental uncertainty, despite the considerable variability in fuel 
and fire characteristics, suggesting that a simplified two-product model of gas-aerosol 
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In this dissertation, I present measurements of aerosol physical and chemical properties 
from a number of long-term field campaigns located in mountainous areas of the western United 
States.  These data provide a unique look at aerosol concentrations, size distributions, chemical 
composition and hygroscopicity in remote, mid-latitude, continental regions.  Because of the 
generally clean conditions in the study areas, changes to aerosol properties due to natural or 
anthropogenic causes could have large impacts, motivating the need to understand current 
conditions in these areas.  As well as data from field campaigns, I present data from a laboratory 
study focused on determining the volatility of organic material emitted from biomass burning.  
Smoke from prescribed and wildfires is a major contributor to aerosol loadings in the western US 
and these data complement the field data in helping to better understand the nature and behavior 
of aerosols in the mountains of the western US.  The goal of this work is to present aerosol 
characteristics and identify relationships that can be used to improve or validate model 
representations of aerosols and their impacts in this region. 
 
1.2. Aerosols, models and the need for measurements 
 
By now, it is well known, and well documented, that aerosols play an important role in 
many, if not all, atmospheric processes through direct impacts or feedbacks.  Aerosols are 
necessary for cloud and precipitation formation, they scatter and absorb solar and terrestrial 
radiation and participate in atmospheric chemistry, among other processes, all of which have 
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potential further feedbacks on such important issues as local weather and global climate.  
Because of the important role aerosols play in these processes, they must be included in models, 
and many parameterizations, with many levels of complexity have been developed in order to do 
so.  Aerosols are intrinsically difficult to model, however, due to their varied sources and short 
lifetimes, leading to large spatial variability, complex composition, large size range and 
variability in interactions with water and radiation [Ghan et al., 2012; Liu et al., 2012].  Because 
of this large variability, aerosol effects and feedbacks are often considered to represent the 
largest uncertainty in predictions of future climate change, leading to increased efforts to model 
atmospheric aerosol [Fuzzi et al., 2006; Kanakidou et al., 2005; Kinne et al., 2006; Textor et al., 
2006; Y Zhang, 2008; Y Zhang et al., 2010].  Due to the focus on improving predictions of future 
climate change, global climate models (GCM) have come a long way in their ability to represent 
aerosol properties from the models used for the first Intergovernmental Panel on Climate Change 
(IPCC) assessment report which did not include any aerosol processes in their calculations [e.g. 
Schlesinger and Jiang, 1991].  However, even the highly sophisticated GCMs currently in use 
cannot capture the full complexity of aerosol properties and their feedbacks due to the 
prohibitively large computing power this would require [Fuzzi et al., 2006].  Representative 
aerosol parameters are therefore needed.  Measurements of aerosol properties and relationships 
between them are helpful in determining the most important parameters to include in models to 
minimize computing time while still capturing the processes important for global climate 
simulation [Fuzzi et al., 2006; Roesler and Penner, 2010]. 
 In order to properly represent aerosol effects and feedbacks in GCMs, we must first 
understand how aerosols affect clouds and precipitation on much smaller scales.  Numerous 
modeling studies have been conducted to determine the effects of changing aerosol size, 
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composition and concentrations on the development of clouds and precipitation in many different 
environments [Khain and Lynn, 2009; Khain et al., 2005; S S Lee, 2012; Lerach and Cotton, 
2012; Lerach et al., 2008; Romakkaniemi et al., 2012; Storer et al., 2010; van den Heever et al., 
2006; Van Den Heever and Cotton, 2007; van den Heever et al., 2011; Zhao et al., 2012].  In 
general, these and other cloud and aerosol modeling studies have shown that for the same liquid 
water contents, enhancements in idealized aerosol concentrations result in more numerous, but 
smaller, modeled cloud droplets with resulting decreases in precipitation formation, leading to 
more water being transported to higher levels in the cloud, increasing latent heat release and 
thereby invigorating convection.  These and other processes change not only the location, 
duration and amount of precipitation, but also alter the optical properties and lifetimes of clouds 
which have further effects on radiative transfer and global climate.  In order to take the results of 
these idealized cases and apply them to actual conditions, or use them as forecasting tools to 
predict changes in local, regional or global weather or climate, high quality measurements of 
aerosol size, concentration and chemical properties are needed in the regions of cloud and 
precipitation formation. 
  Chemical transport models (CTM) such as the Goddard Earth Observing System 
Chemical transport model (GEOS-Chem) [Ford and Heald, 2012; Lapina et al., 2011; 
Leibensperger et al., 2012; Ridley et al., 2012], the Particulate Matter Comprehensive Air-
quality Model with extensions (PMCAMx) [Fountoukis et al., 2011; Jung et al., 2010] and the 
Multiscale Air Quality Simulation Platform (MAQSIP) [Mathur et al., 2005] as well as coupled 
chemical transport and meteorology models such as the Weather Research and Forecasting 
model coupled with Chemistry (WRF-Chem) [Luo and Yu, 2011; Saide et al., 2012; Ward and 
Cotton, 2011a; Y Zhang et al., 2010; Zhao et al., 2012], can provide regional to global maps of 
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modeled aerosol composition, concentration, size distribution, mixing state and other parameters 
based on modeled emission, transport, chemical transformation and removal mechanisms.  The 
resulting model outputs are helpful for determining the role of aerosol particles in scales ranging 
from local air quality to global climate and are useful in filling in gaps in aerosol data from in-
situ measurements and satellite retrievals.  These models are also critical in assessing the current 
contribution of aerosols to cloud and radiative processes, with subsequent climatic effects, and 
for predicting changes in aerosol properties and processes due to changes in climate and 
emissions [Heald et al., 2012; Leibensperger et al., 2012].  However, modeled aerosol 
concentrations and properties need to be tested against some kind of ground truth measurements 
to determine the utility and veracity of the model and to determine what modeled processes need 
to be improved upon or included in future model versions [Heald et al., 2011; Heald et al., 2012; 
Jung et al., 2010].  Organic aerosols are particularly difficult to correctly represent in CTMs due 
to their many sources, highly complex composition and variability in properties such as 
hygroscopicity and volatility.  Historically, modeled organic aerosol mass has been severely 
underrepresented in chemical models [Heald et al., 2005; Volkamer et al., 2006].  Although 
more recent model developments have strived to better represent organic aerosol formation and 
volatility characteristics [Fountoukis et al., 2011; Fuzzi et al., 2006], correctly modeling organic 
aerosol concentrations and properties remains a problem in chemical models [Ward and Cotton, 
2011a].  The data presented in this dissertation should be specifically useful in contributing to the 
continued improvement of organic aerosol representation in models.  Both the field and 
laboratory data shown here focus on predominantly organic aerosol and should help to constrain 
and validate the modeled regional concentrations, size distributions, hygroscopicity and volatility 
of these particles. 
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1.3. Why the mountains of Colorado and Wyoming? 
 
The field measurements presented in this work were all made in remote, high altitude 
locations in Colorado and Wyoming.  These areas represent a unique and interesting 
environment, and given the typically clean conditions, may be particularly sensitive to changes 
in aerosol concentrations and properties.  While the examples above motivate the general need 
for high-quality, in-situ measurements of aerosol concentration and properties for model 
development and validation, aerosol measurements in the mountain areas of the Western US are 
also important and useful for several specific reasons.  First, studies have shown that the Eastern 
slope of the Rocky Mountains is a particularly favorable location for the formation of Mesoscale 
Convective Systems (MCS) [Augustine and Caracena, 1994; Fritsch et al., 1986; Maddox, 1980; 
Tucker and Crook, 1999].  These large, organized systems are important for providing 
precipitation to areas of the central US, east of the Rocky Mountains.  Rain from MCSs can 
account for up to 70% of warm season precipitation in this region [Fritsch et al., 1986] and years 
with particularly high or low MCS activity have been linked to flooding and drought in the 
central US [Ashley et al., 2003].  Recent model studies have shown that changes in aerosol 
concentrations affect modeled microphysical properties, such as cloud and rain droplet size and 
concentrations, in MCSs [S S Lee, 2012; Xie and Liu, 2011].  Correctly modeling MCSs, and 
their downwind impacts on local precipitation requires a good understanding of the conditions 
under which they form and develop.  Measurements of aerosol properties in the typical formation 
regions, therefore, should be useful. 
As well as affecting precipitation downwind, aerosol loading in the mountain regions 
may be important for local precipitation [Jirak and Cotton, 2006; Ward and Cotton, 2011b].  
Orographic clouds, created by topographically forced upward motion, have been shown to be an 
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important contributor to winter snow in the mountains of Colorado, a main source of water year-
round in this region [Saleeby and Cotton, 2005; Saleeby et al., 2011].  Increased concentrations 
of cloud nucleating aerosol are expected, based on model results, to decrease the precipitation 
efficiency of orographic clouds, due to decreased riming of ice crystals passing through the super 
cooled liquid water layer, resulting in shifts in precipitation from windward to leeward slopes, 
and potentially into different watersheds [Borys et al., 2000; Cotton et al., 2009; Saleeby and 
Cotton, 2005; Saleeby et al., 2011; Saleeby et al., 2009; Ward and Cotton, 2011b].  However, the 
models used in these studies had to be initialized with assumed or modeled aerosol compositions 
and size distributions, in the absence of measured data.  Measured aerosol properties in these 
mountain regions would be useful in realistically representing the effects of aerosols on 
precipitation in this area. 
 Finally, many regions in the Western US fall under the jurisdiction of the Regional Haze 
Rule, part of the Clean Air Act, mandating assessment and improvement of visibility in federally 
protected Class I areas such as national parks and wilderness areas [Malm et al., 2004; Watson, 
2002].  In 1988 the Interagency Monitoring of Protected Visual Environments (IMPROVE) 
network was established to measure the aerosols responsible for visibility reduction in Class I 
areas.  A large number of these sites are located in the mountains of the western US, highlighting 
the importance of this area [Malm et al., 2004; Malm et al., 1994].  As well as continuous 
monitoring from the IMPROVE network, many intensive field campaigns have focused on 
measuring visibility impairing aerosols in the western US [Carrico et al., 2005; Hand and 
Kreidenweis, 2002; Hand et al., 2002; Levin et al., 2009; Malm and Day, 2000; McMeeking et 
al., 2005a; McMeeking et al., 2005b; McMeeking et al., 2006].  The Rocky Mountain 
Atmospheric Nitrogen and Sulfur (RoMANS) studies, discussed in Chapter 2, were part of this 
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effort to determine the concentration, composition and characteristics of aerosols which could be 
impacting visibility in Rocky Mountain National Park (RMNP).  Data from some of these 
intensive measurement campaigns have been used in back-trajectory and receptor models to 
determine the sources most responsible for increased aerosol concentrations in these protected 
areas [Gebhart et al., 2001; Gebhart et al., 2006; Gebhart et al., 2011; Pitchford et al., 2005; 
Schichtel et al., 2005].  The data I present in this work could also be useful for this purpose. 
 
1.4. IMPROVE measurements  
 
Data from the IMPROVE network provides a useful picture of typical aerosol conditions 
in the regions focused on in this work.  Figure 1.1, from Malm et al. [2004], shows annually 
averaged maps of PM2.5 organic and sulfate aerosol mass concentrations.  The mountainous areas 
of the central US are distinct from other regions in Figure 1.1 as they have some of the lowest 
measured mass concentrations, although some regions of the northwest US also have similarly 
low sulfate concentrations.  The generally clean conditions in these areas are due, partly, to low 
population density and large areas of uninhabited and uncultivated land.  Assessing current 
conditions in these remote areas is very important if population increases lead to increased levels 
of anthropogenic pollution in the future. 
 Seasonal cycles of PM2.5 mass composition in three mountainous regions of the western 
US are shown in Figure 1.2 [Malm et al., 2004].  The Central Rockies region is most 
representative of the measurement sites discussed here, but the other regions are included for 
comparison.  In all three regions, there is an increase in aerosol PM2.5 organic and sulfate mass 
from a winter minimum to a maximum in summer, or early fall.  In the Northern Rockies region 
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there are actually two peaks in organic mass, in May and August/September, corresponding to 
periods of prescribed burning and wildfires in the northwestern US.  In the Colorado Plateau and 
Central Rockies regions there is an increase in soil concentrations in the spring, likely due to 
long range Asian dust transport [Malm et al., 2004].   
 
 
Figure 1.1 Maps of PM2.5 organic and sulfate aerosol mass concentrations from 





Figure 1.2 Seasonal cycles of aerosol PM2.5 mass compositions averaged over three 
regions. Data are from IMPROVE network measurements; y-axis units are [μg m-3]; 
figure from Malm et al. [2004]. 
 
To further examine the organic fraction of the Rocky Mountain regional aerosol, 
Schichtel et al. [2008] analyzed filters from the IMPROVE network for 14C.  Their objective was 
to develop a better understanding of the relative contributions of fossil (anthropogenic) and 
modern (largely biogenic) carbon to total carbonaceous aerosol.  Total carbon (TC) aerosol 
includes both organic (OC) and elemental carbon (EC), although as shown in their paper the ratio 
of EC to TC at Rocky Mountain National Park was on the order of 0.1 – 0.2.  Based on their 
findings, in the Rocky Mountain region it is likely that over 90% of the total carbon aerosol was 
from contemporary sources during the summer (Figure 1.3).  While Schichtel et al. [2008] 
observed an increased importance of anthropogenic sources to TC in the winter, contemporary 
sources were still dominant (>75% of the carbon aerosol). Based on these previous findings 
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biogenically-derived organic carbon is likely a major contributor year-round to the aerosol 
measured during the studies presented here, but with its relative contribution to aerosol mass 
concentrations increasing in the summertime.   
 
 
Figure 1.3  Modern (light bars) and fossil (dark bars) carbon averaged over the summer and 
winter months in Rocky Mountain National Park.  Data are from IMPROVE network 
measurements; y-axis units are [μg m-3]; figure from Schichtel et al. [2008]. 
 
1.5. Dissertation layout 
 
In this dissertation I present data collected during three field campaigns located in the 
mountains of Colorado and Wyoming as well as data from a laboratory biomass burning 
experiment.  The field campaigns were: the Rocky Mountain Atmospheric Nitrogen and Sulfur 
(RoMANS) studies, the Grand Teton Reactive Nitrogen Deposition Study (GrandTReNDS) and 
the Bio-hydro-atmosphere interactions of Energy, Aerosols, Carbon, H2O, Organics & Nitrogen 
(BEACHON) project.  The laboratory study was the third Fire Laboratory at Missoula 
Experiment (FLAME 3).  While all four studies were related to aerosol properties, the specific 
focus of each was different, and the data collected were targeted at the specific project goals.  In 
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Chapter 2 I present aerosol size distributions and concentrations.  Chapter 3 focuses on aerosol 
hygroscopicity and chemical composition.  Chapter 4 discusses the volatility distribution of 
organic material from biomass combustion.  Each chapter presents specific motivation for the 
projects discussed therein as well as descriptions of measurement locations and methodology 
(instrument descriptions are in Appendix 1).  Specific conclusions are also given in each chapter.  
I present general conclusions and recommendations for future work in Chapter 5. 
The goal of this work is to develop a better understanding of aerosol properties in the 
mountains of Colorado and Wyoming. Specifically I seek to:  
1. Present typical aerosol number and volume concentrations and size distributions as well 
as seasonal cycles and the factors that influence these properties 
2. Determine aerosol chemical composition and hygroscopicity and their importance to 
CCN concentrations 
3. Determine the volatility distribution for organic material from biomass combustion 
A good understanding of these properties is necessary to constrain the aerosol assumptions used 
for model initialization, for testing model results and for realistically describing aerosol behavior 
in models.  These data and results should help to improve our understanding of aerosol properties 
in the Mountains of Colorado and Wyoming and allow for more realistic modeling of these 




2. Aerosol size distributions and concentration  
 
2.1. Introduction and background 
 
Of all factors influencing the impacts of atmospheric aerosols on air quality, clouds, 
global radiative balance, human and environmental health and visibility, the number and size of 
particles are likely the most important [Luo and Yu, 2011, and references therein].  Mass 
concentrations of particulate matter (PM) smaller in aerodynamic diameter than 2.5 μm (PM2.5) 
and 10 μm (PM10) are regulated under the Clean Air Act, as part of the National Ambient Air 
Quality Standards (NAAQS), since increased exposure to PM has been linked with increased 
respiratory and cardiac illness and other health problems as well as higher mortality rates 
[Colburn and Johnson, 2003; Kunzli et al., 2000; Mehta et al., 2012; Perez et al., 2010].  These 
health impacts have been observed at all aerosol concentrations, highlighting the importance of 
knowing aerosol concentrations even in relatively clean environments. 
Aerosols scatter and absorb light and can alter the amount of solar radiation absorbed and 
reflected by the atmosphere and reaching the surface, leading to changes in global albedo, 
atmospheric lapse rates and surface heating [Andreae et al., 2004; Charlson et al., 1992; Hansen 
et al., 1997; Pilinis et al., 1995; Ramanathan et al., 2001; Trenberth and Fasullo, 2009].  
Aerosol optical properties also impact visible range with increased aerosol concentrations 
contributing to visibility degradation [Cabada et al., 2004; Hand and Malm, 2007; Malm et al., 
2004; Pitchford et al., 2007; Watson, 2002].  Under the Regional Haze Rule, also part of the 
Clean Air Act, all federal Class 1 areas, such as national parks and wilderness areas, are required 
to return visibility to natural levels by 2060 [Malm and Hand, 2007].  Both aerosol size and 
number contribute to visibility degradation [Levin et al., 2009; Malm et al., 2009].   
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The number of aerosol particles available to serve as cloud condensation nuclei plays a 
large role in the development, characteristics and lifetimes of clouds and precipitation [Albrecht, 
1989; Lerach and Cotton, 2012; Lerach et al., 2008; Ramanathan et al., 2001; Twomey, 1974; 
van den Heever et al., 2011; Ward et al., 2010].  Clouds play an important role in governing 
global radiative balance and changes in cloud properties, lifetimes and distributions affect both 
incoming and outgoing radiation, and will thus have impacts on global surface temperature and 
climate [Clement et al., 2009; Trenberth and Fasullo, 2009; Trenberth et al., 2009].  The effects 
of aerosols on clouds will be discussed further in the next chapter.   
Finally, aerosol transport and deposition can transfer bio-available nitrogen, and other 
key nutrients such as iron, to various nutrient limited environments [Beem et al., 2010; Fenn et 
al., 2003].  Many remote, high altitude environments are nitrogen limited and any increase in 
nitrogen inputs, which are primarily from anthropogenic sources, could cause changes in 
biodiversity and ecosystem health in these areas [Baron et al., 2000]. Since wet deposition is an 
important route for deposition of aerosol species to the earth’s surface, it is important to develop 
a good understand of the incorporation of particulate matter into precipitation, including via 
cloud nucleus scavenging. 
 The above examples motivate the need for measurements and modeling of aerosol 
number concentrations, size distributions, and cloud nucleation activity on local to global scales.  
However, due to the non-routine nature of the associated measurements, automated network 
observations are not available, particularly in remote ecosystems where atmospheric processes 
may be especially sensitive to variations in aerosol properties.  The approach taken in this work 
is to conduct longer-term (months to year) observations at remote sites, to characterize variability 
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on seasonal and annual scales, and to develop relationships that can be used to drive or validate 
models.   
  In this chapter I present aerosol size distribution and concentration data from two Rocky 
Mountain Atmospheric Nitrogen and Sulfur studies (RoMANS 2, Nov 2008 – Nov 2009 and 
RoMANS 2010, May – Sep 2010) and from the Grand Teton Reactive Nitrogen Deposition 
Study (GrandTReNDS, July – Sep 2011).  The main goal of these studies was to investigate 
nitrogen deposition in Rocky Mountain and Grand Teton National Parks.  These highly sensitive 
ecosystems could potentially be impacted by anthropogenic pollution, especially from urban 
emissions and agricultural practices upwind.  Both of these study areas fall under the mandate of 
the Regional Haze Rule, and, thus visibility degradation is also a concern.  As part of these 
studies I operated an aerosol sizing system which measured size dependent aerosol number 
concentrations of particles with diameters between 0.04 and 20 μm.  These data are helpful in 
determining the role of aerosols in nitrogen deposition [Beem et al., 2010, Benedict et al., 2012 
(in review)] and visibility reduction [Levin et al., 2009; Malm et al., 2009] and also provide 
estimates of typical aerosol size distribution parameters for high altitude, continental conditions, 
key inputs to modeling studies which are focused  on aerosol impacts in the mountain regions of 
Colorado and Wyoming [e.g. Ward and Cotton, 2011b, Saleeby and Cotton, 2005; Saleeby et al., 
2011; Saleeby et al., 2009]. 
 
2.2. Measurement site locations and wind characteristics 
 
Figure 2.1 shows the location of the main RoMANS (lat 40.28˚ N, lon 105.55˚ W) and 
GrandTReNDS (lat 43.78˚ N, lon 110.94˚ W) measurement sites as well as the BEACHON (lat 
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39.10˚ N, lon 105.10˚ W) site which is the focus of the next chapter.  During both the RoMANS 
and GrandTReNDS studies, aerosol and gas species were also measured at a number of ancillary 
sites around the main site which are not shown on the map.  The main measurement site for the 
two RoMANS studies, where the aerosol sizing instruments were located, was on the eastern side 
of Rocky Mountain National Park (RMNP) at an elevation of 2750 m.  This site was previously 
used during RoMANS 1 [Beem et al., 2010; Levin et al., 2009; Malm et al., 2009] which 
occurred during two phases in the spring (23 March – 30 April) and summer (6 July – 12 
August) of 2006.  The RoMANS main site was collocated with an Interagency Monitoring of 
Protected Visual Environments (IMPROVE) site which has been in operation since 1988 as well 
as a Clean Air Status and Trends Network (CASTNet) site.  The RoMANS site was located 
roughly 8 km south of Estes Park CO, a popular summer tourist location.  The site bordered a 
summer camp and was a few hundred meters from CO HW 7, so some local emissions could 
have impacted the measurements at this location.  Because I am interested in regional aerosol 
characteristics, time periods with obvious impacts from local emissions, specifically campfires, 




Figure 2.1  Map showing the locations of the RoMANS, GrandTReNDS and BEACHON 
measurement sites. 
 
 Seasonally averaged (2008 – 2011) 500 mb winds over the continental US from the North 
American Regional Reanalysis (NARR) are shown in Figure 2.2.  During all seasons, upper air, 
synoptic scale flow over Colorado and Wyoming was predominately westerly with a shift 
towards the southwest in the summer.  This shift is due to the monsoonal circulation in the 
southwestern US and Mexico [Douglas et al., 1993].  There was also a seasonal shift in upper air 
wind speed with generally weaker flow during the summer (note the different color bar scales).  
Because of this decreased synoptic scale forcing, local thermally driven circulations, such as 




Figure 2.2  Seasonally averaged 500 mb wind speed and direction over the continental US.  Data 
are from the NARR (www.esrl.noaa.gov/psd/data/gridded/reanalysis/).  Color bar units are m/s. 
 
Although surface winds are influenced and channeled by topography, they are also 
influenced by the synoptic scale flows shown above [Abbs and Pielke, 1986].  Surface winds at 
the RoMANS site came predominantly from the west to northwest, although a diurnal shift due 
to a mountain valley circulation was often observed with upslope winds coming from the 
southeast in the afternoon.  There was also some seasonality to both surface wind speed and 
direction, shown by the wind roses in Figure 2.3.  The fastest winds were measured during the 
winter months and were always from the west, consistent with the stronger westerly flows at 500 
mb (Figure 2.2).  During the other seasons, there was less variability in wind speed.  Surface 
winds, however, can be strongly influenced by topography, especially in mountainous areas with 
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complex terrain.  Therefore, these data may not represent larger scale circulation, and the origins 
of air masses impacting the site.  To better understand large scale flow in the area, I examined 
National Weather Service sounding data from the Denver CO station (station number 72469).  
This site is located ~80 km southeast of the RoMANS site, but is the closest location with regular 
sounding data.  Soundings are taken at this site daily at 0z and 1200z.  Figure 2.4 shows seasonal 
wind roses for 700 mb winds at the Denver station.  Similar to the surface winds at the RoMANS 
site, these upper air data also show a strong westerly component of the wind in the winter, and 
more variability in wind direction in the summer.  The greater variability seen in the upper air 
data versus surface measurements could be the result of topographical forcing of the surface 
winds into certain flow channels.  Thus, while some of the wind, and transport, characteristic 
determined from surface wind data may be influenced by larger scale flow, it is highly likely that 




Figure 2.3  Hourly averaged, seasonal surface winds at the RoMANS site during the yearlong 




Figure 2.4  Seasonal 700 mb winds at Denver, CO during the yearlong RoMANS 2 time 
period.  Distance from the origin indicates wind speed.  Soundings were taken daily at 0z 
and 1200z.   
 
The potential influence of pollution sources on the measurements made at the RoMANS 
site as a function of wind speed and direction is illustrated by Figure 2.5 which shows NOx 
concentrations measured during the year-long RoMANS 2 study plotted versus wind speed and 
colored by wind direction.  There appears to be two main modes of surface winds at the site, 
corresponding to the mountain and valley winds.  Westerly and northerly winds were generally 
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associated with much cleaner air masses (lower NOx), as these air masses came from, or passed 
over, the remote regions of RMNP.  Southerly and easterly winds generally had higher NOx 
concentrations, likely due to pollution from the much more populated Front Range region.  
Figure 2.6 shows a wind rose of the lowest (blue) and highest (red) 5% of NOx concentrations 
measured during RoMANS 2.  The highest NOx concentrations were clearly associated with 
southeasterly winds, while low NOx was generally associated with westerly and northerly winds, 




Figure 2.5  NOx concentrations measured during RoMANS 2 versus wind speed and 




Figure 2.6  Wind rose of 5th (blue) and 95th (red) percentile NOx concentrations during 
RoMANS2.  Distance from the origin is wind speed [m s-1]. 
 
The main GrandTReNDS site was located on the western side of Grand Teton National 
Park (GTNP) at the top of Grand Targhee ski resort (elevation = 2711 m).  To the west of the site 
was the Snake River Valley, ID, a large agricultural area (Figure 2.8).  The GrandTReNDS site 
was roughly two miles from the closest public road or inhabited building.  Aside from a few 
weekend festivals, the ski resort was only lightly used by hikers and mountain bikers during the 
GrandTReNDS study period.  
Surface winds at the GrandTReNDS site (Figure 2.7) ranged from southeasterly to 
southwesterly, with winds rarely coming from any northerly direction.  This lack of surface 
winds from the north was probably due to the local topography.  A low topographical ridge 
loacted a few hundred meters north of the measurement site likely acted as a wind break for any 
surface winds coming from that direction.  Figure 2.8 shows the locations of the two closest 
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National Weather Service sites with regular sounding data: Boise, ID (BOI, station number 
72681) and Riverton, WY (RIW, station number 72672).  While the Riverton site is closer, about 
220 km from the GrandTReNDS site, it is located on the eastern side of the Wind River 
mountain range which likely influences local winds.  The Boise station is located 430 km west of 
the GrandTReNDS site at the western end of the Snake River Valley.  Figure 2.9 shows wind 
roses of 700 mb winds measured at at the BOI and RIW sites.  Both of these wind roses show a 
predominantly westerly flow, as expected from 500 mb analysis (Figure 2.2), with more 
variability in the Boise data.  Neither of these locations show as strong of an easterly or 
southeasterly component of the wind, as was observed in the GrandTReNDS surface data.  
Therefore, perhaps the easterly winds measured at the GrandTReNDS site were more influenced 
by local circulations than by the larger scale flow.   
 










Figure 2.9 700 mb winds at Boise, ID and Riverton, WY measured during the 
GrandTReNDS time period.  Distance from the origin indicates wind speed.  Soundings 




Figure 2.10 shows NOx concentrations measured during GrandTReNDS versus wind 
speed and colored by wind direction.  During this study, westerly and southerly winds were 
generally associated with slightly higher NOx than those from the east, although these values 
were very low and variable during GrandTReNDS (Figure 2.10).  Winds from the east generally 
came from GTNP, and other uninhabited mountainous and wilderness areas, and thus are 
expected to have low impact from anthropogenic pollution.  However, unlike the RoMANS 
study location, there is no clear relationship between wind direction and speed and NOx 
concentration.  The wind rose of the highest and lowest 5% of NOx concentrations shown in 
Figure 2.11 also shows little relationship between wind direction and potential pollution impacts. 
 To better examine the origins of air masses impacting the GrandTrends site, Figure 2.12 
shows three day back-trajectory residence time analysis using the Hybrid Single Particle 
Lagrangian Integrated Trajectory (HYSPLIT) model [Draxler, 1999; Draxler and Hess, 1997; 
1998] and the Global Data Assimilation System (GDAS) one degree meteorological data set.  
This analysis shows that air masses impacting the GrandTReNDS site during the study period 
came predominantly from the west and southwest (consistent with upper air wind data).  There 
was a seasonal shift in air mass back trajectory with a larger fraction of air masses originating to 
the south, in Utah, towards the later part of the study.  This shift in back-trajectory origin is also 




Figure 2.10  NOx concentrations measured during GrandTReNDS versus wind speed and 
colored by wind direction. 
 
 
Figure 2.11 Wind rose of 5th (blue) and 95th (red) percentile NOx concentrations during 




Figure 2.12 Seasonal Residence Time Analysis (RTA) for the GrandTReNDS receptor 
site based on 2010 HYSPLIT back-trajectories. Contours of 1° x 1° grid boxes indicate 





2.3.1. Aerosol concentration 
  
Figure 2.13 shows example aerosol number and volume distributions measured during 
RoMANS 2.  By integrating across the entire measured size range (0.04 – 20 µm) I calculated 
total aerosol number and volume concentrations in this range during the three studies (Appendix 
1 presents a description of the instruments, measurement strategy, data quality control and 
analyses methods used in this work).  All measurements were made on dry aerosol, thus 
removing effects of relative humidity on the aerosol size distribution parameters. As seen in 
Figure 2.13, volume distributions were generally bi-modal with local minima in concentration 
between the two modes occurring, on average, at a diameter of 0.68 µm during RoMANS 2 and 
0.72 µm during both RoMANS 2010 and GrandTReNDS.  Therefore, as well as total volume 
concentrations I also calculated the volume concentrations in the fine and coarse modes using the 
measured minimum to compute the split for each measured distribution.  Timelines of total 
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aerosol number and volume concentration are shown in Figure 2.14 and Figure 2.15.  Figure 2.14 
also includes published data from the first RoMANS study [Levin et al., 2009] as well as the 
year-long BEACHON study [Levin et al., 2012].  During BEACHON, aerosol concentrations 
and size distributions were measured across the diameter range 0.015 – 0.35 μm, extending to 
smaller sizes than the RoMANS and GrandTReNDS data but not measuring any of the coarse 
mode aerosol.  To compare volume concentrations measured during BEACHON I plotted fine 
mode only volume concentrations for all studies in Figure 2.16.  Median and standard deviation 
values, as well as the median fraction of total volume accounted for by the fine mode are 
summarized in Table 2.1.  For RoMANS 2 and 2010 I also calculated median aerosol 
concentration values from July 27 – Sep 21, corresponding to the GrandTReNDS measurement 
period.  These time periods are denoted GT in Table 2.1 and allow for more direct comparison 
among the studies, although of course the locations and years are different.   
 






In all three figures of aerosol concentration (Figure 2.14 - Figure 2.16) there appears to 
be considerable coherence among measurements with data from all studies falling within a 
similar range and displaying similar seasonality, despite the spatial and temporal study 
differences.  However, during the overlapping time periods, aerosol number, total volume and 
fine volume concentrations from each study were all statistically significantly different from 
each other using a two tailed T-test at a confidence level of, at least, 90%.  The T-test determines 
whether the mean values from two samples could be representative of the same larger 
population.  The statistically significant differences between each pair of measurements indicate 
that these data cannot be assumed to represent some regionally, and inter-annually, homogenous 
aerosol population, but that spatial and yearly variability exists.  Therefore, while these data do 
provide useful constraints on typical aerosol concentrations in remote mountain areas, they 
should not be viewed as necessarily representative of the entire region during any given year.  As 
noted in the introduction, the many sources and short lifetimes of aerosols lead to large temporal 
and spatial variability, making them difficult to model.  The data presented here help to fill in 
some unknowns in aerosol characteristics, but, as always, more data would be useful in further 
constraining aerosol concentrations and properties.  In the following sections I examine some of 





Figure 2.14 Total aerosol number concentration (0.04 < Dp < 20 µm) during RoMANS 1 
(light blue), RoMANS 2 (blue), RoMANS 2010 (green), GrandTReNDS (red) and 
BEACHON (black).  BEACHON data are for the size range (0.015 < Dp < 0.35 µm). 
Data points are every 15 min.  Note that all studies occurred in different years but are 
plotted versus month of year. 
 
 
Figure 2.15  Total aerosol volume concentration (0.04 < Dp < 20 µm) during RoMANS 1 




Figure 2.16  Fine mode aerosol volume concentration (0.04 < Dp <  ~0.7 µm) during 
RoMANS 1 (light blue), RoMANS 2 (blue), RoMANS 2010 (green), GrandTReNDS 




Table 2.1 Median (± 1 standard deviation) number and volume concentrations and fine 
mode volume fraction during RoMANS 2, RoMANS 2010 and GrandTReNDS as well as 
published data from RoMANS 1 [Levin et al., 2009].  Values are also shown for 
RoMANS 2 and 2010 during the time period corresponding to GrandTReNDS. 
 N [cm-3] V [μm3 cm-3] Fine mode V fraction 
RoMANS 2 (full study) 737 ± 772 3.30 ± 4.01 0.33 ± 0.20 
RoMANS 2 (GT time) 1242 ± 857 5.03 ± 4.59 0.42 ± 0.15 
RoMANS 2010 (full study) 1527 ± 1713 6.81 ± 10.4 0.31 ± 0.17 
RoMANS 2010 (GT time) 1778 ± 2382 7.02 ± 12.3 0.32 ± 0.15 
GrandTReNDS 1417 ± 605 6.70 ± 4.73 0.37 ± 0.15 
RoMANS 1 (Spring) 880 ± 770 2.2 ± 2.6 - 










2.3.1.1. Spatial variability 
 
To examine the spatial variability in aerosol concentrations more closely, I plotted 
histograms of aerosol number (Figure 2.17) and volume (Figure 2.18) concentrations for the 
RoMANS 2 and 2010 and GrandTReNDS studies over the GT time period (July 27 – Sep 21).  
As can be seen in Figure 2.17 measured aerosol number concentrations fell within a similar 
range at the GrandTReNDS and RoMANS locations, although, again the means were statistically 
different.  The peak in GrandTReNDS number concentration frequency was close to that of the 
RoMANS 2010 studies, while the peak frequency in number concentration measured during 
ROMANS 2, during the GT time period, was slightly lower.  Also, variability in number 
concentrations measured during GrandTReNDS was lower than during either of the RoMANS 
studies, indicated by the narrower histogram in Figure 2.17.   
The peak frequency in aerosol volume concentrations measured during GrandTReNDS 
was higher than both RoMANS studies (Figure 2.18).  The median volume concentration 
measured during GrandTReNDS (Table 2.1) was 5.7 µm3 cm-3, while those for RoMANS 2 and 
RoMANS 2010 during the GT time period were 3.9 and 4.6 µm3 cm-3 respectively.  Higher 
volume concentrations during GrandTReNDS were observed in both the fine and coarse modes 




Figure 2.17  Normalized frequency of aerosol number concentrations (0.04 < Dp < 20 




Figure 2.18  Normalized frequency of aerosol volume concentrations (0.04 < Dp < 20 




Figure 2.19  Normalized frequency of aerosol fine mode (left) and coarse mode (right) 
volume concentrations during RoMANS 2 (blue), RoMANS 2010 (green) and 
GrandTReNDS (red). 
 
2.3.1.2. Inter-annual variability 
 
Comparing the summer data (GT time) collected in RMNP during the two RoMANS 
campaigns there is some year to year variability.  During RoMANS 2010, aerosol number and 
volume concentrations were higher, on average, and more variable.  From Figure 2.17 it can be 
seen that during RoMANS 2010 the peak frequency in aerosol number concentration occurred at 
higher values than during RoMANS 2.  The peak volume concentration frequencies were more 
similar during the two studies (Figure 2.18), but higher concentration events were more frequent 
during RoMANS 2010.  Because impacts from local campfire smoke were removed from the 
RoMANS data set, these differences should indicate changes in regional-scale aerosol 
concentrations, not just changes in local activity.  Table 2.1 also shows data from RoMANS 1 
[Levin et al., 2009].  Number and volume concentrations measured during the RoMANS 1 
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summer time period, July 6 through August 12, were even higher than those measured during 
RoMANS 2010, indicating the large inter-annual variability in aerosol concentrations at this site. 
 
2.3.1.3. Annual variability 
 
Seasonal variability in aerosol concentrations was observed during the year-long 
RoMANS 2 study as well as the year-long BEACHON study (Figure 2.20).  The BEACHON 
data shown in Figure 2.20 have been limited to particles larger in diameter than 0.04 μm to better 
compare with RoMANS 2 data.  During both studies, aerosol number concentrations increased 
from a minimum in the winter months to a maximum during the summer.  The observed seasonal 
cycle during both BEACHON and RoMANS 2 is statistically significant with mean January and 
July values differing at the 99% confidence level.  Again, however, monthly means between the 
two data sets are also statistically different, showing the spatial variability in aerosol 
concentrations.  The seasonal cycle was consistent with, but slightly lower than, the results from 
RoMANS 1 where average spring number concentrations were 880 ± 770 cm-3 and increased to 
2080 ± 940 cm-3 in the summer (Table 2.1).  Some of the seasonal increase in aerosol number 
concentration at the RoMANS site could be attributable to increased local traffic and other 
anthropogenic emissions, since RMNP is a popular summer vacation destination.  However, as 
shown by Schichtel et al. [2008] and discussed in Chapter 1, fossil carbon, indicative of 
anthropogenic pollution, was a minor component of total carbon in RMNP, particularly in the 
summer.  The BEACHON study took place in a much less visited area of Colorado and is 
expected to be even less directly impacted by anthropogenic emissions than the RoMANS site.  
During BEACHON, number concentrations were highly correlated with the frequency of events 
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typical of new particle formation (NPF) and it seems that these events were a controlling factor 
in determining number concentration at this location.  While the measurements made during 
RoMANS and GrandTReNDS do not allow for the unambiguous confirmation of NPF events 
(measurements need to extend to smaller diameters than 40 nm to detect the onset of nucleation) 
it is possible that NPF also played an important role in the seasonal cycle observed during 
RoMANS 2.  Besides the measurements made during BEACHON, NPF has been observed in 
several other high elevation locations in Colorado [Boy et al., 2008; Hallar et al., 2011; Weber et 
al., 1997].  Hallar et al. found a strong correlation between UV irradiance, which is higher in the 
summer, and new particle formation.   
   
 
Figure 2.20  Month averaged aerosol number concentration during RoMANS 2 and 
BEACHON.  BEACHON data have been limited to Dp > 0.04 µm to match the lower 





 Monthly averaged fine mode volume concentrations during BEACHON and RoMANS 2 
are shown in Figure 2.21.  As with number concentrations, there was an increase in aerosol fine 
mode volume concentrations from winter to summer during both studies.  During RoMANS 2, 
however, the peak in fine mode volume concentration occurred later, in September and October.  
The RoMANS 2 data are actually more similar to the seasonal cycle of PM2.5 from IMPROVE 
data in the Central Rockies region (Figure 1.2), assuming that the dust component is in the coarse 
mode [Malm et al., 2009].  Examining just the sulfate, nitrate and organic components in Figure 
1.2, PM2.5 mass varied between ~ 0.5 and 2.5 μg m-3 from January to September in the Central 
Rockies.  For a reasonable assumption of average aerosol density = 1.5 g cm-3, fine mode mass 
measured during RoMANS 2 varied between 0.3 and 2.6 μg m-3. 
 
 
Figure 2.21  Month averaged fine mode volume concentration during RoMANS 2 and 
BEACHON.  BEACHON data have been limited to Dp > 0.04 µm to match the lower 





2.3.2. Aerosol size distribution 
 
Cumulative number and volume size distributions averaged over the three studies and 
normalized are shown in Figure 2.22.  Note that the x-axis for the number distribution plot is 
truncated to better show the data.  The distributions shown in Figure 2.22 clearly show the mono-
modal nature of the number distributions, while the volume distributions were distinctly bi-
modal.  Also, average distributions from the three studies show a remarkable similarity with little 
spatial (comparing RoMANS and GrandTReNDS) or temporal (comparing the two RoMANS 
studies) variability.  
 
 
Figure 2.22  Study averaged normalized cumulative number and volume distributions 
during RoMANS 2 (blue), RoMANS 2010 (green) and GrandTReNDS (red). 




For each 15-minute number distribution I calculated geometric mean diameters (Dg) and 
geometric standard deviations (σg).  I also calculated these parameters for the fine and coarse 
modes of the corresponding volume distributions for each study.  Volume distributions were 
separated into coarse and fine modes based on the local minima between the two modes.  
Number distributions only showed one distinct mode and I thus calculated just one parameter for 
the entire distribution.  
 Table 2.1 lists median Dgn and Dgv values for each study period as well as the GT time 
periods for the two RoMANS studies while Table 2.3 lists the corresponding σg values for these 
distributions.  Also shown in Table 2.2 and 2.3 are published values from RoMANS 1 as well as 
those from the Yosemite Aerosol Characterization Study (YACS) which occurred in the summer 
of 2002 [McMeeking et al., 2005b], and the 1999 Big Bend Regional Aerosol and Visibility 
Observational (BRAVO) study [Hand et al., 2002].  During both YACS and BRAVO aerosol 
size distributions were measured with the same aerosol sizing system used here.  Normalized 
frequency histograms of Dgn and Dgv for both coarse and fine modes are shown in Figure 2.23 
and Figure 2.24 and σgn and σgv values are shown in Figure 2.25 and Figure 2.26 for 
GrandTReNDS and the GT time periods of RoMANS 2 and 2010.  Again, number distributions 
and both modes of the volume distributions appear very similar across all three studies, but, 
saving the ROMANS 2 (GT time period) and GrandTReNDS Dgn values, were statistically 





Figure 2.23  Normalized frequency of aerosol number distribution geometric mean 




Figure 2.24  Normalized frequency of aerosol fine mode (left) and coarse mode (right) 
volume distribution geometric mean diameters during RoMANS 2 (blue), RoMANS 
2010 (green) and GrandTReNDS (red). 
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Table 2.2  Median (± 1 standard deviation) geometric means for the number and volume 
volume distributions during the three studies as well as published data from the 
RoMANS 1 [Levin et al., 2009], YACS [McMeeking et al., 2005b] and BRAVO [Hand et 
al., 2002] campaigns.  Volume distribution parameters are divided into fine and coarse 
modes. 
 Dgn [μm] Fine Dgv [μm] Coarse Dgv [μm] 
RoMANS 2 (full study) 0.080 ± 0.015 0.19 ± 0.03 4.73 ± 2.04 
RoMANS 2 (GT time) 0.085 ± 0.023 0.21 ± 0.03 5.06 ± 1.30 
RoMANS 2010 (full study) 0.076 ± 0.013 0.18 ± 0.02 5.80 ± 2.57 
RoMANS 2010 (GT time) 0.077 ± 0.012 0.18 ± 0.02 5.93 ± 2.16 
GrandTReNDS 0.087 ± 0.017 0.21 ± 0.03 5.59 ± 1.50 
RoMANS1 (Spring) 0.08 ± 0.01 0.20 ± 0.03 3.40 ± 1.30 
RoMANS1 (Summer) 0.09 ± 0.02 0.21 ± 0.03 4.70 ± 0.89 
YACS - 0.28 ± 0.05 - 






Figure 2.25  Normalized frequency of aerosol number distribution geometric standard 





Figure 2.26  Normalized frequency of aerosol fine mode (left) and coarse mode (right) 
volume distribution geometric standard deviations during RoMANS 2 (blue), RoMANS 
2010 (green) and GrandTReNDS (red). 
 
Table 2.3  Median (± 1 standard deviaition) geometric standard deviations for the 
number and volume volume distributions during the three studies as well as published 
data from the RoMANS 1 [Levin et al., 2009], YACS [McMeeking et al., 2005b] and 
BRAVO [Hand et al., 2002] campaigns.  Volume distribution parameters are divided into 
fine and coarse modes. 
 σgn [μm] Fine σgv [μm] Coarse σgv [μm] 
RoMANS 2 (full study) 1.71 ± 0.10 1.67 ± 0.10 2.06 ± 0.22 
RoMANS 2 (GT time) 1.72 ± 0.08 1.63 ± 0.09 2.09 ± 0.15 
RoMANS 2010 (full study) 1.67 ± 0.09 1.69 ± 0.11 2.10 ± 0.19 
RoMANS 2010 (GT time) 1.67 ± 0.08 1.69 ± 0.10 2.09 ± 0.19 
GrandTReNDS 1.73 ± 0.07 1.65 ± 0.08 2.13 ± 0.15 
RoMANS1 (Spring) 1.70 ± 0.10 1.80 ± 0.12 2.0 ± 0.19 
RoMANS1 (Summer) 1.8 ± 0.08 1.6 ± 0.07 1.9 ± 0.11 
YACS - 1.67 ± 0.11 - 






2.3.3. Factors influencing aerosol size and concentration 
 
2.3.3.1. Wind speed and direction 
 
So far in this chapter I have presented measured aerosol concentrations and size 
distributions from the RoMANS and GrandTReNDS studies.  In this section I will examine some 
potential influences on these concentration and size distribution values.  Wind direction could be 
an important factor as air masses originating in different regions could be influenced by different 
sources, thus resulting in differing aerosol characteristics.  At the RoMANS site there were two 
main wind modes, westerly and southeasterly, which showed distinct characteristics in NOx 
concentration.  It would be reasonable, therefore, to assume that aerosol concentrations were 
similarly affected by wind speed and direction at this site.  Figure 2.27 shows aerosol number 
concentration as a function of wind speed, colored by wind direction.  As with NOx, the highest 
speed winds were associated with lower aerosol number concentrations, and, again, came 
typically from the west.  However, some of the highest aerosol number concentrations were 
measured when surface winds at the site were from the west, but with low wind speeds.  Figure 
2.28 shows a wind rose plot of aerosol number concentration during RoMANS 2.  This figure 
further highlights the fact that during the year-long ROMANS 2 study there was no strong 
relationship between aerosol concentrations and surface wind direction at the site.  However, 
winds from the south and east did have, on average, slightly higher number concentrations.  
These winds were also associated with higher NOx.  Therefore, it is reasonable to assume that 
transport of emissions from more populated areas east of RMNP did impact air quality during the 
RoMANS studies, but are not necessarily responsible for the highest measured concentrations. 
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Figure 2.29 and Figure 2.30 are the same as Figure 2.27 and Figure 2.28 but for aerosol 
volume concentrations.  These Figures show a similar picture.  There were a few high volume 
concentration events associated with north and westerly winds at the site, again with low wind 
speeds.  However, these points are clear outliers.  In general, there is little relationship between 
wind direction and aerosol volume concentrations at this site.  Over both year and seasonal 
timeframes, there was no correlation between wind speed or wind direction and aerosol number 
or volume concentrations. 
 
 
Figure 2.27  Aerosol number concentrations measured during RoMANS 2 versus wind 




Figure 2.28 Wind rose showing aerosol number concentration as a function of wind 
direction during RoMANS 2. Colored circles are isopleths of number concentration. 
 
Figure 2.29  Aerosol volume concentrations measured during RoMANS 2 versus wind 




Figure 2.30  Wind rose showing aerosol volume concentration as a function of wind 
direction during RoMANS 2. Colored circles are isopleths of volume concentration. 
 
The GrandTReNDS site did not have the same bi-modal wind characteristics seen at the 
the RoMANS site, and, as with NOx  (Figure 2.11), aerosol concentrations showed no trends with 
wind direction.  Wind roses of aerosol number (Figure 2.31) and volume (Figure 2.32) 
concentrations are shown below.  Hour averaged winds at the site never came from the north, 
perhaps due to local terrain effects, but aerosol concentrations were very similar from all other 
directions.  The only high number concentration event was due to smoke impacts at the site, and 




Figure 2.31  Wind rose showing aerosol number concentration as a function of wind 
direction during GrandTReNDS. Colored circles are isopleths of number concentration. 
 
 
Figure 2.32 Wind rose showing aerosol volume concentration as a function of wind 






2.3.3.2. Meteorological events 
 
While there was little systematic relationship between aerosol concentration and local 
wind direction, there were episodic meteorological effects on aerosol concentrations observed 
during RoMANS and GrandTReNDS.  Figure 2.33 shows a contour plot of aerosol volume 
distributions from July 20 – 30, during the RoMANS 2010 study, a time period in which fine and 
coarse mode volume were elevated. The coarse mode mean size was also much larger during this 
time period (greater than 15 μm) than the study average (5.8 μm).  This large mode size could 
indicate that these particles are of local origin as larger particles tend to deposit faster and have 
shorter lifetimes.  Fine mode mass concentrations were also measured by the CSU aerosol mass 
spectrometer (AMS) during this period (Figure 2.34).  The AMS data were provided by 
Taehyoung Lee and Misha Schurman who operated the instrument and performed all data 
analysis and quality controls.  The AMS data also show an increased aerosol fine mode 
concentration followed by a rapid decrease on July 28, when there were unfortunately no aerosol 
sizing data available.   
 
 
Figure 2.33  Aerosol volume distributions measured during a period of RoMANS 2010 




Figure 2.34  Aerosol mass composition measured by an AMS during the same RoMANS 




This increase in aerosol concentrations appears to be related to a high pressure system 
which was over the western US during this time period (Figure 2.35), persisting for several days.  
This stagnation episode likely allowed local pollution to build up at the RoMANS site.  On July 
28th a cold front swept across the US (Figure 2.36), leading to a large rain event at the RoMANS 





Figure 2.35 North American surface meteorological analysis for July 26, 2010 showing 






Figure 2.36  North American surface meteorological analysis for July 27, 2010 showing 




A similar event occurred during GrandTReNDS from August 19th through the 31st.  
During the beginning of this time period there was an increase in surface pressure measured at 
the site (Figure 2.37).  During this high pressure influenced time period, there were increases in 
aerosol number (Figure 2.38) and volume (Figure 2.39), in both coarse and fine modes.  The 
increase in aerosol concentration was most obvious in the AMS data (Figure 2.40).  During this 
time period the aerosol mass spectrometer (AMS) measured the second highest fine mass 
concentrations of the study.  The only higher aerosol mass concentrations were measured when 
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the site was impacted by a wildfire smoke plume (discussed below).  Also similar to the 
RoMANS 2010 stagnation event, the higher aerosol concentrations were cleaned out by a large 
rain event at the site (circles in Figure 2.37). 
 
 
Figure 2.37  Surface pressure (black line) and precipitation amount (red circles) from 
August 19th through the 31st at the main GrandTReNDS measurement site.  The shaded 
area corresponds to the time periods shown in Figures 2.36 and 2.37 and highlighted in 
Figure 2.38. 
 
While surface meteorology may help to explain why aerosol concentrations increased 
during these events it does not provide any information on the source of these aerosols.  Because 
of the very large coarse mode size measured during the RoMANS 2010 event, it appears that 
local dust was an important source.  There was a small increase in coarse mode Dgv during the 
GrandTReNDS event, but not nearly as large as that seen during the RoMANS 2010 event.  
Volume distributions measured during the GrandTReNDS event are indicative of new particle 
formation, with an increase at the smallest measured size and subsequent growth, but the 
measured size range does not go to small enough size to capture new particle nucleation.  
53 
 
However, as discussed above, NPF events could certainly have influenced concentrations at this 
site.  Also, from the AMS data measured during the GrandTReNDS event it can be seen that 
inorganic concentrations, which were almost entirely sulfate during this study, were at their 
highest.  This suggests that some anthropogenic pollution may have also been building up at the 
site during the higher pressure time period. 
While these episodic events appear to be related to local surface pressure, with aerosol 
concentrations increasing during times of stagnation, there was no general correlation between 
aerosol concentration and pressure.  During GrandTReNDS, surface pressure was measured at 
the main site using an AIO-210 weather station (Climatronics Corp. Bohemia, NY).  Over the 
entire study period, the correlation coefficient between aerosol number concentration and surface 
pressure was 0.02, indicating no systematic relationship between these variables.  However, 
surface pressure alone is an inadequate indicator of stagnation conditions, and thus the role of 
stagnation in influencing particle number and mass concentrations should be further explored 
using additional meteorological characterization. 
 
 




Figure 2.39 Aerosol volume distributions during a GrandTReNDS stagnation event. 
 
 
Figure 2.40  Aerosol mass composition measured by an AMS during GrandTReNDS.  
The boxed area is the same time period shown in Figure 2.38 and 2.38 (data provided by 








2.3.3.3. High concentration events 
 
While average aerosol number and volume concentrations were generally low during the 
three studies there were some high impact, low frequency events which strongly affected these 
parameters.  For example, in the spring of 2009, during RoMANS 2, there was an increase in 
coarse mode aerosol which appeared to be due to transported dust.  The Navy Aerosol Analysis 
and Prediction System (NAAPS) model showed high concentrations of surface dust at the 
RoMANS site during this time (Figure 2.41).  This model, developed by the Naval Research Lab 
(NRL) is a global, three dimensional aerosol model described by Witek et al [2007] and based on 
the model described by Christensen [1997].  As well as the model indications of dust impact, 
there was also an increase in the fraction of fine mass attributed to soil in the IMPROVE data 
collected at the RoMANS site during the months of April and May 2009.  This is not unusual for 
this site as Levin et al. [2009] showed a similar increase in dust mass fractions during the spring 
RoMANS 1 study.  The effect of this dust impact on aerosol size distributions was a large 





Figure 2.41 Modeled aerosol surface dust concentration from NAAPS on May 14, 2009. 
 
 




During all three studies, the measurement sites were impacted by smoke from wildfires.  
The fires ranged in size and distance from the measurement sites and the resulting impacts on 
aerosol characteristics also showed large variability.  This observation is not at all surprising 
since fire emissions are highly variable depending on fuel type, fuel moisture and fire intensity.  
Adding variations in transport and meteorology further increases the variability of these 
emissions downwind of the fires.  Biomass burning emissions and their potential influence on 
aerosols in the western US will be discussed in more detail in Chapter 4.  Here I will present the 
ambient data collected during clearly fire-impacted times at the RoMANS and GrandTReNDS 
sites. 
The Station Fire burned 160,577 acres in southern California during late August and early 
September 2009.  This fire was roughly 1300 km from the RoMANS measurement site, but as 
indicated by the NAAPS model (Figure 2.43), smoke from this fire was transported directly over 
RMNP.  The RoMANS site was clearly impacted by transported smoke from Aug 30 – Sep 1.  
The following year, during RoMANS 2010, the site was impacted by emissions from a much 
closer and smaller fire.  The Four Mile Canyon fire burned just 6,181 acres, but was located only 
30 km from the measurement site.  The site was hit briefly by the smoke plume on Sep 6 and 7.  
A number of fires collectively called the August Lighting Fires burned 137,000 acres about 160 
km southwest of the GrandTReNDS site.  The GrandTReNDS site was clearly impacted by the 
smoke only briefly on Aug 15.   
All of these fires had large impacts on the measured aerosol concentrations with increases 
in number (Figure 2.44) and volume (Figure 2.45) concentrations during all three studies.  Also, 
during all three fire events volume concentrations were shifted towards the fine mode with this 
mode accounting for roughly 80% of total volume concentrations (Figure 2.46), much higher 
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than the study average values (Table 2.2).  Levin et al. [2010] showed that volume distributions 
from fresh biomass burning emissions are dominated by fine mode aerosol.  These ambient 
measurements show that this mode was still dominant even after some transport and aging, in the 
case of the RoMANS 2 fire event.  Despite the similarity in fine mode fraction, the effects of the 
fires on number and volume concentrations were not consistent, except in that they all led to 
increased concentrations.  For number concentrations, the magnitude of increase was related to 
distance from the fire, with the Fourmile Fire (RoMANS 2010) emissions resulting in the highest 
concentration increase followed by the August Lightning Fires (GrandTReNDS) and then the 
Station Fire (RoMANS 1).   
 





Figure 2.44 Aerosol number concentration during three different fire events.  Note the 
different y-axis for the RoMANS 2010 event.  
 
 
Figure 2.45  Aerosol volume concentration during three different fire events.  Note the 
different y-axis for the RoMANS 2010 event.  
 
 
Figure 2.46 Aerosol fine volume mode fraction during three different fire events. 
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2.3.4. Comparison between concentration and size 
 
In this section I present comparisons between aerosol concentration and size distribution 
mean diameters.  Any relationship between these properties would be potentially useful in 
constraining and verifying modeled aerosol properties.  Figure 2.47 shows the relationship 
between Dgn  and aerosol number concentrations during the three studies, divided by season.  At 
higher concentrations there was a general trend of decreasing aerosol mean diameter with 
increasing number concentrations, especially during the spring and summer months.  The 
decrease in Dgn with increasing number concentration could be due to new particle formation 
impacts at the measurement sites, as these events are typified by large number increases at very 
small particle sizes.  During the winter, aerosol concentrations were very low (note the log x-
axis) and there was no apparent relationship between aerosol number concentration and size. 
There are a few periods of obvious deviation from the typical behavior in Figure 2.47.  
These periods all correspond to times when the measurement sites were impacted by smoke, 
indicated by black symbols.  During all these smoke events there was a strong increase in Dgn 
with increasing number concentrations, and these distributions represent the highest measured 
Dgn values during each study.  The rate of increase in Dgn with increasing N was different during 
each smoke event and appears to be related to the distance from the fire, and, thus perhaps the 
age of the smoke.  During RoMANS 2010, the site was impacted by smoke from a fire ~30 km 
away, while the smoke measured during RoMANS 2 was from a fire in Southern California.  
Smoke sampled during GrandTReNDS fell between these two and the trend shown in Figure 
2.47 also falls between those of the two RoMANS studies.  Levin et al. [2010] measured the 
evolution of biomass burning aerosol number distributions over several hours during laboratory 
studies.  They observed an increase in Dgn values over a few hours of aging, due likely to 
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coagulation of the smallest aerosol particles and condensation of semi-volatile gasses onto the 
aerosol. The same processes could be occurring here with these ambient smoke measurements, 
leading to the observed increase in Dgn for the, potentially, most aged emissions.  The large 
deviations due to smoke events measured during the RoMANS and GrandTReNDS studies also 
helps to highlight the general uniformity of the typical ambient conditions at these sites. 
 
 
Figure 2.47  Seasonal number distribution geometric mean diameters (Dgn) versus 
number concentration.  Black symbols indicate times when the measurement sites were 
impacted by smoke. 
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While there was some increase in volume distribution mean diameters (Dgv) with 
increasing concentrations for both the fine (Figure 2.48) and coarse (Figure 2.49) modes, there 
was considerable scatter in these data.  Smoke impacted fine mode aerosol was remarkable only 
in volume concentrations, with the Dgv values falling within the range observed during typical 
ambient conditions.  Smoke events were even less notable for coarse mode volume distributions; 
however, recall that smoke primarily impacted fine mode concentrations.  Coarse mode Dgv was 
also much more variable as coarse mode volume concentrations increased (Figure 2.49).  This is 
mainly due to the fact that there were very few aerosol counts in the coarse mode, especially at 
the largest sizes.  Therefore, just a few particles in a large size bin would be sufficient to shift the 
mean diameter, as well as increase volume loading.  The time periods with very high coarse 
mode Dgv, higher than 15 μm measured during the RoMANS 2010 summer period correspond to 





Figure 2.48  Seasonal fine mode volume distribution geometric mean diameter (Dgv) 
versus fine mode volume concentration.  Black symbols indicate times when the 
measurement sites were impacted by smoke. 
 





Figure 2.49  Seasonal coarse mode volume distribution geometric mean diameter (Dgv) versus 
coarse mode volume concentration.  Black symbols indicate times when the measurement sites 
were impacted by smoke. 
 
2.4. Summary and Conclusions 
 
Aerosol number and volume concentrations and size distributions were measured during 
three different studies at two locations in the Rocky Mountain region over a three year period.  
While aerosol number and volume concentrations and mode statistics from all studies fell within 
similar ranges, these values were all statistically different between all studies, highlighting the 
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temporal and spatial variability in aerosol concentrations and parameters and the need for 
continued aerosol measurement campaigns.  
Where the measurements among the three studies differed the most was when the 
measurement sites were clearly impacted by a specific aerosol or meteorological event.  Dust 
events, only detected during RoMANS 2, were characterized by an increase in coarse mode 
aerosol volume concentration.  During both RoMANS and GrandTReNDS, increases in aerosol 
concentration were associated with high pressure systems leading to several-day stagnation 
events.  In both cases these elevated concentrations were cleaned out by large rain events. 
During all three studies, the measurement sites were impacted by smoke from wildfires. 
These fires ranged, in orders of magnitude, in both distance from the measurement sites and 
burned area resulting in large event to event variation in measured number and volume 
concentrations.  However, during all three studies, smoke impacted time periods were clear 
outliers in aerosol concentrations, highlighting the importance of these events and the role of 
smoke on regional aerosol concentrations and characteristics. While there was large variability in 
aerosol concentrations measured during the three smoke events, volume distributions during all 
the smoke events were characterized by a dominant fine mode, with the fine mode accounting for 
70 – 80% of aerosol volume instead of the typical 30 – 40%.  Smoke impacted aerosol also 
tended to have increased Dgn values, especially for cases with smoke from more distant fires, i.e. 
the RoMANS 2 event.  
As well as spatial and inter-annual variability measured over the different studies, 
seasonal variability in aerosol properties was also observed during the year-long RoMANS 2 
study. Aerosol number concentrations measured during this study were lowest during the winter 
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months, increasing to a maximum in August, similar to previous studies at this site [Levin et al., 
2009] as well as the BEACHON site [Levin et al., 2012].  The seasonality in aerosol number 
concentrations observed during BEACHON was likely impacted by new particle formation 
(discussed more in Chapter 3), which could also have contributed to aerosol concentrations and 
properties during the studies discussed here.  The general trend of decreasing number distribution 
geometric mean diameter with increasing number concentrations could also be due to new 
particle formation events.  However, because aerosol size measurements only went down to 0.04 
μm, new particle nucleation could not be directly measured during the RoMANS or 




3. Aerosol hygroscopicity in the Rocky Mountains  
 
3.1. Importance of aerosol hygroscopicity 
 
Cloud droplets in the atmosphere cannot form without a condensation nucleus provided 
by an aerosol particle.  In a particle free air mass, water vapor concentrations would have to 
reach relative humidities far above water saturation before water vapor could homogeneously 
nucleate and form droplets.  As described by the Kelvin equation, the vapor pressure over a 
curved surface is inversely, exponentially related to the radius of curvature of the surface 
[Seinfeld and Pandis, 2006].  A homogeneously nucleated water droplet would have a very small 
initial radius, and thus require a very high relative humidity to remain in the liquid phase, instead 
of quickly evaporating.  These high RH conditions are never achieved in the ambient 
atmosphere.  Cloud condensation nuclei allow water vapor to condense at atmospherically 
relevant RH values by increasing the initial size of the droplet, and thus decreasing the radius of 
curvature, and by changing the water activity of the droplet.  This second effect, the solute or 
Raoult effect, decreases the vapor pressure over the droplet by effectively reducing the number 
of water molecules at the surface of the droplet [Seinfeld and Pandis, 2006].  Both the curvature 
and solute effects are described by Köhler theory which gives the equilibrium saturation ratio 
over a solution droplet of specified composition and size [Kohler, 1936].  Application of this 
theory will be discussed below.   
The number of aerosol particles that can take up water and activate as cloud condensation 
nuclei (CCN) under given environmental conditions can have large effects on cloud and 
precipitation formation.  More CCN will result in more abundant, but smaller, cloud droplets as 
the available water vapor is spread out among more droplets.  Higher droplet number 
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concentrations are expected to cause changes in both cloud structure and lifetime, leading to 
enhancements in cloud reflectivity [Twomey, 1974], suppression of drizzle [Albrecht, 1989], 
changes in intensity and distribution of precipitation [Khain and Lynn, 2009; Khain et al., 2005; 
Rosenfeld et al., 2008; Storer et al., 2010; van den Heever et al., 2006; Van Den Heever and 
Cotton, 2007; van den Heever et al., 2011] and even changes in updraft and storm intensity 
[Lerach and Cotton, 2012].  These changes to clouds and precipitation may have further impacts 
ranging from localized weather to global climate.  In order to correctly model these important 
processes, therefore, it is necessary to correctly represent the number and characteristics of CCN 
in the model.   
Whether or not a particle will act as a CCN under certain environmental conditions, that 
is a given supersaturation, depends on the particle’s size and hygroscopicity, the latter referring 
to how readily the particle takes up water.  Larger particles, ~5 µm in diameter and larger, are 
often termed giant CCN [Feingold et al., 1999] and will take up water at low supersaturation 
even if the particle has a low hygroscopicity.  There are, however, generally few particles in this 
size range.  For particles in the accumulation mode, where the majority of atmospheric aerosols 
are typically found, aerosol hygroscopicity can have large impacts on the number of available 
CCN at a given supersaturation [Petters and Kreidenweis, 2007].  As will be shown in this 
chapter, at these sizes small changes in hygroscopicity can modify by a factor of 2 the number of 
available CCN.  Thus, correctly representing aerosol hygroscopicity in models is very important 
to correctly determine the number of available CCN as a function of cloud supersaturation, 
which in turn is necessary to correctly model cloud and precipitation properties.  
In this portion of the work, I seek answers to two questions about CCN in the mountains 
of Colorado and Wyoming: (1) Over an annual cycle, what are the ground-level number 
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concentrations of CCN active at typical atmospheric supersaturations? And (2) what are the 
compositions and likely sources of these CCN?  The approach is to analyze relevant data on 
aerosol hygroscopic properties and size distributions determined from surface measurements 
taken during several field campaigns in the eastern Rocky Mountain region.  The chapter is 
divided into two main sections.  In the first section (3.2) I discuss CCN and hygroscopicity 
measurements made as part of the BEACHON project.  In the second section (3.3 and 3.4) I 
present chemical composition data from the RoMANS 2010 and GrandTReNDS projects and use 
these data to derive aerosol hygroscopicity, and ultimately to obtain estimates of CCN 
concentrations in those regions and time periods.  Parts of this chapter were previously published 




The Bio-hydro-atmosphere interactions of Energy, Aerosols, Carbon, H2O, Organics & 
Nitrogen (BEACHON) project is a large, multi-investigator, interdisciplinary project which 
seeks to better understand the interactions and feedbacks among the atmosphere, biosphere and 
hydrosphere through the carbon and water cycles.  As part of this much larger project, 
measurements of size resolved aerosol hygroscopicity were made at the Manitou Experimental 
Forest in Colorado during two time periods: March 2010 - March 2011 and July - August 2011.  
This second time period was during the intensive BEACHON-RoMBAS (Rocky Mountain 
Biogenic Aerosol Study).  These measurements provide a unique look at a full seasonal cycle of 
CCN concentration and aerosol hygroscopicity at a forested, mountainous site.  In addition, in 
line with the primary goals of BEACHON, these measurements help to better understand the role 
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of biogenic aerosol in linking the biosphere, hydrosphere and atmosphere through the carbon and 
water cycles. 
The biosphere, hydrosphere and atmosphere interact in complex ways through numerous 
linkages and feedbacks across a large range of spatial and temporal scales.  Many of these 
linkages are understood, at least conceptually [Andreae et al., 2002; Barth et al., 2005; Kulmala 
et al., 2004a]; however, much work remains to quantitatively understand these processes.  The 
water and carbon cycles are particularly important in linking these systems.  For example, soil 
moisture, relative humidity and precipitation all affect biological activity and emissions of 
biogenic volatile organic compounds [Barth et al., 2005; Duhl et al., 2008; Sharkey et al., 2008; 
Telford et al., 2010], while these biogenic emissions can impact the number and characteristics 
of cloud droplet nucleating particles [Andreae and Rosenfeld, 2008; Fuzzi et al., 2006].  As 
discussed above, changes in CCN, in turn, can lead to large changes in cloud characteristics with 
resulting changes in precipitation and incoming solar radiation.  These changes in available water 
and sunlight complete the loop by further impacting the biosphere, although the strengths and 
even directions of potential feedbacks are largely unknown. 
Biogenic secondary organic aerosol (BSOA) is a key component in this feedback loop.  
One pathway for formation of BSOA involves oxidation of volatile organic compounds emitted 
from vegetation, leading to the formation of lower vapor pressure reaction products which can 
partition into the particle phase.  Biogenic compounds can condense onto existing particles and 
are also an important contributor to new particle formation and growth events [Dusek et al., 
2010; Kulmala et al., 2004a; Kulmala et al., 2004b].  Organic particles compose a large fraction 
of the global submicron aerosol mass [Jimenez et al., 2009; Q Zhang et al., 2007], and biogenic 
precursors are a major source of these particles [Kanakidou et al., 2005; N H Robinson et al., 
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2011].  There are numerous species that contribute to this biogenic aerosol component, making it 
highly impractical to determine the cloud condensation nuclei (CCN) activity of these particles 
by considering the contribution of individual species to the overall hygroscopicity.  Instead, 
laboratory studies [Asa-Awuku et al., 2010; Engelhart et al., 2011; King et al., 2010; Massoli et 
al., 2010; Petters et al., 2009c; Prenni et al., 2007] have been conducted to constrain the 
hygroscopic properties of model BSOA particles and link variations in these to precursor species 
and oxidation conditions.  Field studies have also been conducted exploring ambient aerosol 
hygroscopicity in areas dominated by biogenic organic species such as tropical [Gunthe et al., 
2009] and boreal forests [Cerully et al., 2011; Sihto et al., 2010].  In addition, field studies have 
examined the seasonal variability in CCN concentrations and aerosol hygroscopicity [Fors et al., 
2011; Kammermann et al., 2010] and the effects of organic dominated new particle formation on 
aerosol hygroscopicity [Dusek et al., 2010].  The measurements made as part of the BEACHON 
project add to these field studies by examining aerosol hygroscopicity over multiple seasons at a 
semi-arid, continental, mountainous location. 
 
3.2.1. Biogenic aerosol at the BEACHON site 
 
A goal of the BEACHON project is to assess the impact of biogenic emissions of volatile 
organic gasses and their oxidation products on the population of CCN.  Because of the location 
of the measurement site, such impacts are likely primarily through the formation of BSOA which 
can modify CCN populations in one of three ways: by increasing total particle number 
concentrations through their participation in new particle formation; by shifting aerosol size 
distributions to larger sizes by condensing onto existing particles; and by altering the 
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hygroscopicity of particles onto which they condense.  Although there are no complete 
observations of BSOA precursors for the entire annual cycle covered in this study, Kim et al. 
[2010] recently reported PTR-MS observations of biogenic volatile organic compounds (BVOC) 
and their oxidation products from an intensive campaign during the summer of 2008 at the 
BEACHON field site.  In addition, some measurements during the 2010 and 2011campaigns at 
this location confirmed the presence of expected biogenic compounds, particularly, 2-methyl-3-
butene-2-ol (MBO) and various monoterpenes.   
 
3.2.2. Site location and characteristics 
 
The measurement site for both the year-long BEACHON study and BEACHON-
RoMBAS was situated in the Manitou Experimental Forest located in Pike National Forest, 
Colorado (lat. 39.10˚ N, lon. 105.10˚ W).  The site is at an elevation of 2300 m and is ~72 km 
southwest of Denver and ~40 km northwest of Colorado Springs.  The Experimental Forest 
covers roughly 67 km2 and is representative of the Central Rocky Mountains montane zone [Kim 
et al., 2010].  In the vicinity of the measurement site, the vegetation is almost entirely open-
canopy ponderosa pine.  However, the Experimental Forest also contains large areas of Douglas 
fir, aspen and open grassy areas, and upwind ecosystems may include these species as well as 
oak and spruce forests, and riparian willow zones [Kim et al., 2010].  The BEACHON site was 
specifically chosen to have minimal impact from nearby anthropogenic gas and particle 
emissions and to be in a region with significant BVOC emissions.   
 Back-trajectory residence time analysis using the Hybrid Single Particle Lagrangian 
Integrated Trajectory (HYSPLIT) model [Draxler, 1999; Draxler and Hess, 1997; 1998] and the 
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Global Data Assimilation System (GDAS) one degree meteorological data set shows that air 
masses impacting the BEACHON site during the study period came predominantly from 
southwest Colorado (Figure 3.1), a sparsely populated mountainous region.  Back-trajectories 
were rarely clearly impacted by air masses from the Front Range of Colorado, consistent with 
findings from the prior study at this location by Kim et al. [2010].  While some seasonal 
variability exists (Figure 3.1), southwest Colorado remained the dominant source region for air 
masses impacting the site in all seasons.  Thus, the measurements discussed here are considered 












Figure 3.1  Annual (top) and seasonal (bottom) Residence Time Analysis (RTA) for the 
BEACHON receptor site based on 2010 HYSPLIT back-trajectories. Contours of 1° x 1° 




3.2.3. Instrumentation and measurement technique 
 
During the BEACHON field campaigns, instrumentation was housed in a climate 
controlled, modified shipping container which was maintained at ~18 – 20 ºC.  Sample was 
drawn at a rate of 1.5 LPM through a stainless steel inlet which extended to ~3 m above ground 
level (AGL).  Sample residence time in the inlet tubing was approximately 6 s.   
Total aerosol and CCN size distributions were measured using a CPC (TSI 3010 or 3760) 
and a cloud condensation nucleus counter (CCNC; Droplet Measurement Technologies, Boulder, 
CO) downstream of a DMA (TSI 3071) following the setup described by Petters et al. [2009b; 
2007]  and shown in Figure 3.2.  The DMA had a sheath to sample flow ratio of 10:1.5.  After 
being drawn into the container housing the instruments, sample flow first passed through a 
diffusion drier and a bipolar charge neutralizer (Aerosol Dynamics Inc, Berkeley, CA.), 
containing four 210Po strips (NRD Staticmaster 2U500, Amstat Industries Inc., Glenview, IL).  
The charging strips were replaced twice during the study so the strips were never older than 6 
months.  Particles were then size selected using the DMA and the quasi-monodisperse sample 
flow was split and sent to the CPC (1 LPM) and CCNC.  The CCNC had a total flow of 0.5 LPM 
with a sheath to sample flow rate ratio of 10:1.  The DMA stepped through 20 different dry 
particle diameter settings between 14 and 350 nm and measurements were made at each size for 
30 s.  The DMA midpoint diameters were chosen such that dlog10Dp was approximately constant.  
After stepping through all sizes, the CCNC supersaturation was changed and the DMA size steps 
were repeated.   
Supersaturation (s = RH – 100%) inside the CCNC is controlled by the temperature 
gradient (ΔT) along the growth column and flow rate through the column.  The temperature of 
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the column wall is controlled and increases in the direction of air flow.  The walls of the flow 
column are also wetted, leading to RH = 100% along the interior surface of the column.  Because 
water vapor diffuses faster than heat, a particle at the centerline of the flow column will 
experience water vapor concentration originating from a warmer region of the column wall than 
the temperature at the centerline [Roberts and Nenes, 2005].  Thus, supersaturation is achieved 
inside the CCNC growth column.  For a given flow rate and temperature gradient, the s value 
along the center of the column is approximately constant.  The s value at the centerline can be 
altered by changing the flow rate through the column or by changing ΔT, with higher values 
resulting in higher s [Roberts and Nenes, 2005].  The latter method was used during BEACHON 
with five different ΔT settings: 4, 8, 12, 16 and 19 °C.   
A full cycle, stepping through all 20 DMA size bins at each of the 5 CCNC ΔT settings, 
took about 75 min after which there was a five minute delay to allow the CCNC column to return 
to the lowest ΔT setting.  All DMA and CCNC settings were controlled automatically by a 




Figure 3.2 Diagram of size selected CCN measurement system. 
 
The s inside the CCNC flow column was determined for each ΔT setting by calibrations 
performed with ammonium sulfate aerosol generated using a TSI 3076 atomizer [Petters et al., 
2009b; Rose et al., 2008].  For each calibration scan, data from the CCNC and CPC were used to 
generate CCN activation curves (the fraction of particles that activate as CCN at the set ΔT as a 
function of dry particle diameter).   The activated fraction was fit with a Gaussian cumulative 
distribution function weighted by the Poisson counting statistics in each size bin, and the 
midpoint of these curves, the diameter corresponding to 50% activation, was taken as the critical 
activation diameter (Dc).  The critical supersaturation (sc), the supersaturation at which the 
particle activates into a droplet, corresponding to this dry diameter was then determined using 
78 
 
Köhler theory and the thermodynamic properties of ammonium sulfate aqueous solutions as 
prescribed by the Aerosol Inorganics Model [Clegg et al., 1998].  Calibrations were performed 
automatically at each of the five CCNC ΔT settings slightly less than once per day (time between 
repeat calibrations at the same ΔT was about 27 hr).  All CCNC data were interpreted using the 
most recent calibration point at the same ΔT setting.  Table 3.1 shows the average and one 
standard deviation s value for each ΔT setting for the entire year-long study period as well as the 
associated range in the hygroscopicity parameter, κ [Petters and Kreidenweis, 2007], calculated 
from the standard deviation in s.  Table 3.1 also lists Dc values for a particle with a κ of 0.2 at the 
average s values.   
 
Table 3.1 Study average (± 1 standard deviation) supersaturation (s) values determined 
from ammonium sulfate calibrations at each CCNC ΔT setting and corresponding critical 
activation diameters (Dc) for a particle with κ = 0.2 as well as the range of κ, from the 
range in s at the Dc. 
ΔT [°C] s [%] Dc (κ = 0.2) [nm] ± in κ  (from ± in s) 
4 0.14 ± 0.01 152 ± 14 0.06 
8 0.36 ± 0.01 81 ± 3 0.02 
12 0.56 ± 0.01 60 ± 2 0.01 
16 0.78 ± 0.06 47 ± 5 0.07 
19 0.97 ± 0.06 42 ± 3 0.05 
 
Because of differences between ambient and trailer temperature, as well as heating inside 
the CCNC column, some volatile organic species may have been lost (see chapter 4 for 
theoretical discussion of aerosol volatility), thus introducing a bias into the measurements [Asa-
Awuku et al., 2009; Poulain et al., 2010].  Any loss of organic material, which has generally low 
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hygroscopicity, would enhance the importance of more hygroscopic species such as ammonium 
sulfate in the aerosol.  Ammonium nitrate is also volatile and could evaporate at the trailer 
temperatures.  Unlike organic components, however, ammonium nitrate is highly hygroscopic 
and any loss should lead to a decrease in κ [Petters and Kreidenweis, 2007].  Large changes in 
either volatile organics or ammonium nitrate should be detectable through a correlation between 
temperature and κ.  I observed no such correlations; however, because the trailer temperature 
remained roughly constant, I cannot fully test this hypothesis.  Further studies, using an 
experimental configuration specifically designed to look for such effects, are needed in order to 
better understand the role of volatilization in influencing CCN measurements of ambient aerosol. 
There were no significant instrument problems with the CCNC throughout the year-long 
or RoMBAS study periods.  There were, however, several failures of the CPC, and several 
different CPC’s were used during the studies.  A TSI 3010 was used from March 12 – June 6, a 
TSI 3760 from June 10 – June 18, a different TSI 3010 from June 24 – July 8, and finally a third 
TSI 3010 from July 8 through the end of the year-long study and during BEACHON-RoMBAS.  
When changing CPCs, no changes were observed in measured aerosol concentration due to 
differences in CPC counting efficiency. 
 
3.2.4. Hygroscopicity parameter: κ 
 
I use the hygroscopicity parameter, κ, presented by Petters and Kreidenweis [2007] to 
describe the hygroscopicity of the aerosol measured during BEACHON.  Köhler theory, which 
defines the saturation ratio, S, over a droplet can be written in terms of κ as follows: 
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)(    Eq 3.1 
where D and Dd are wet diameter and dry diameter, σs/a is surface tension of the air-water 
interface, assumed to be equal to the surface tension of water, σw = 0.072 J m-2, R is the universal 
gas constant, T is temperature and Mw and ρw are the molecular weight and density of water.  The 
maximum of Eq 3.1 is the critical saturation ratio, Sc, from which critical supersaturation (sc = (Sc 
- 1) × 100) can be calculated.  For a given particle size a higher κ will result in a lower sc.  That 
is, the particle requires a lower supersaturation to activate as a CCN. 
I followed the procedure presented by Petters et al. [2009b] to calculate κ values from the 
CCNC and CPC data.  First, both the number distributions measured by the CCNC and CPC 
(example distributions shown in Figure 3.3) were corrected for multiply charged particles.  
Because the measurements only went up to 350 nm and there was no impactor on the DMA inlet, 
there could be some unconstrained contribution from multiply charged particles with diameters 
larger than the upper end of the measured distribution.  However, at the s values used during this 
study I am concerned with particles with critical activation diameters of about 150 nm and 
smaller (see Table 3.1).  At the DMA flow settings used here, a particle larger than 350 nm 
would need to carry an electrical charge of four to have sufficient mobility to be sized smaller 
than 150 nm.  However, it should be noted that for particles larger than ~350 nm, the fraction of 
singly-charged particles decreases while the fraction of multiply charged particles increases.  
Thus, it is possible that the particles sent to and activated in the CCNC, particularly at the lowest 




After inverting the CPC and CCNC data I calculated CCN activated fraction (open circles 
in Figure 3.3), fit these with a Gaussian cumulative distribution function (dashed line in Figure 
3.3) and found critical activation diameters (solid circle in Figure 3.3) as described above for the 
ammonium sulfate calibrations.  The curve fitting routine not only returned the 50% activation 
diameter, assumed to be the critical activation diameter, but also the uncertainty in this parameter 
weighted by the Poisson counting statistics.  The critical activation diameter for each scan was 
then used along with the s inside the CCNC to determine κ using Eq 3.1 as follows.  For a 
specified  and Dd, wet diameter was varied iteratively until the maximum of Eq 3.1 was found. 
This maximum supersaturation is the critical supersaturation.  This process was repeated for a 
2D matrix of geometrically spaced Dd and  values to construct a lookup table that relates sc, Dd, 
and .  Kappa of the sampled aerosol was then found from a set of measured Dd and sc by 
performing a four point nearest neighbor interpolation in the lookup table. 
 
 
Figure 3.3  Measured aerosol (red) and ccn (blue) distributions and calculated activated 
fractions (black). The dashed line is the activated fraction curve fit and the solid black 
circle is taken as the critical activation diameter. 
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3.2.5. BEACHON Results 
 
3.2.5.1. Seasonal cycle of kappa and CCN 
 
Figure 3.4 shows daily averaged κ values determined at the five CCNC s settings for the 
entire year-long study period.  Gray lines show daily standard deviation (note that this is showing 
the daily variability in κ, not the Poisson-counting uncertainty in κ).  Breaks in the timeline are 
due to the instrument malfunctions mentioned above.  Figure 3.4 also shows the corresponding 
changes in critical activation diameter at each s setting.  Daily-averaged κ for sub-100 nm 
particles (s = 0.36 – 0.97%) showed only small seasonal changes with values remaining ~0.15 
for much of the study.  To place these results in context, typical values of κ determined from 
laboratory measurements are 0.5 - 1.4 for hygroscopic salts such as ammonium sulfate and 
ammonium nitrate, ~0.1 for fresh secondary organic aerosol and ~0 for nonhygroscopic, wettable 
components [Petters and Kreidenweis, 2007; Prenni et al., 2007].  Studies have also been 
performed to determine κ values of ambient aerosol in locations dominated by BSOA.  For 
example, Gunthe et al. [2009] report an average κ value of 0.15 for measurements during the 
organic-aerosol-dominated wet season in the Amazon rainforest, while Sihto et al. [2010] and 
Cerully et al. [2011] found average κ values of 0.18 and 0.20, respectively, at a forested, boreal 





Figure 3.4  Daily averaged κ values at each supersaturation setting for the year-long 
study period.  Bars indicate daily standard deviation in κ. 
 
While there was little change in κ values at the higher s settings, at s = 0.14% there was a 
noticeable decrease in daily averaged κ during the summer.  Since κ is tied to the chemistry of 
the aerosol, this indicates some shift in chemical composition in the particles that activated at the 
lowest s setting; i.e. particles with diameters of ~150 nm and larger.  During the summer there 
was also much less variability in κ for the s = 0.14% measurements than during the other 
seasons.  Much of the higher variability in κ was due to the low CCN number concentrations 
during the winter months, especially at the lower s settings where fewer particles activate as 
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CCN.  However, even with this large variability, the decrease in κ at s = 0.14% from spring to 
summer, and the subsequent increase in κ in the fall, was statistically significant at the 99% 
confidence level using a two-tailed t-test.   
Study average (± 1 standard deviation) κ values, determined at each s setting, are also 
given in Figure 3.4.  At higher s settings, κ values were similar to those determined in laboratory 
SOA studies [e.g. Prenni et al., 2007, Duplissy et al., 2008, King et al., 2010].  There was a 
slight increase in average κ with decreasing s, from 0.13 ± 0.04 at s = 0.97% to 0.22 ± 0.12 at s = 
0.14%.  These means are statistically different, with 99% confidence intervals, determined using 
the t-statistic, of ± 0.002 and 0.004 respectively.  This shift in κ indicates a size dependent 
chemical composition with the largest particles, characterized in the s = 0.14% scans, having 
slightly higher hygroscopicity.  This increased hygroscopicity of the largest particles may be due 
to the fact that larger particles are likely more aged and may have been cloud processed, and thus 
may have a larger inorganic component [Fors et al., 2011]. 
 
Figure 3.5  Monthly averaged κ at the five supersaturation settings.  Bars represent 




Seasonal differences in κ as a function of s become more apparent when examining 
monthly averaged κ values (Figure 3.5).  Error bars in Figure 3.5 show the monthly averaged 
uncertainty in κ calculated from the uncertainty in activation diameter reported by the curve 
fitting routine.  During July-September, there was essentially no difference in κ at the different 
CCNC measurement settings.  For example, during the month of September the range in κ from 
the lowest to highest s setting was only 0.16 – 0.15, with uncertainties in κ of ~0.03 at both 
settings.  The range in κ increased later in the fall and winter months and had a maximum during 
the spring (Δκ = 0.18 in April).  These differences in April monthly averaged κ values at the 
highest and lowest s are also statistically significant at the 99% confidence level using a two 
tailed t-test.  At s = 0.14%, κ showed the largest seasonal variability with a peak value of 0.3 in 
April, steadily decreasing to a minimum value of 0.16 in July and September, and then 
increasing back to 0.3 in February.  Kappa at higher s showed some similar features; however, 
there was decreased seasonal variability with increasing s.  The seasonal changes in κ indicate 
that, on average, the aerosol population during the summer months was less hygroscopic than in 
the spring and fall, especially at the larger diameters.  This observation would be consistent with 
an increase in aerosol organic fraction during this time period, as organic species are less 
hygroscopic than soluble inorganic salts.  However, other aerosol constituents, such as black 
carbon and dust species, also have a low hygroscopicity and increases in their relative 
contributions to the submicron aerosol mass concentrations can also reduce the observed κ. 
In addition to changes in aerosol hygroscopicity during the study, there were also large 
changes in CCN number concentration.  Figure 3.6 shows monthly averaged CCN number 
concentrations as well as the total aerosol number concentration (in the range of Dp = 14 – 350 
nm) determined from CPC measurements.  Total aerosol concentrations were highest in July and 
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dropped to their lowest value in December. There was a similar seasonal variability in aerosol 
volume concentrations calculated from number concentration measurements (Figure 3.7).  The 
January median value was 0.31 µm3 cm-3, whereas the July value was 1.6 µm3 cm-3.  For 
reasonable aerosol densities in the range 1-2 g cm-3, these estimates of seasonal variations in total 
submicron mass concentrations are consistent with those in the limited data set of Schichtel et al. 
[2008], who reported aerosol carbon-only concentrations in the Rocky Mountain region of ~2 µg 
m-3 during the summer, and ~0.5 µg m-3 during the winter.  Note that these values must be 
multiplied by an appropriate factor to account for the molecular form of C (~1.8 if organic 
dominated [Turpin and Lim, 2001], ~1 for elemental carbon).   
 
 






Figure 3.7  Monthly median aerosol volume concentrations, 14 < Dp < 350 nm.  
 
Concentrations of CCN followed a similar trend and were three times higher in July than 
December for all but the s = 0.14% measurements, for which they were roughly double.  The 
monthly averaged activated fraction (the fraction of total particle number concentration 
measured by the CPC that activated as CCN) showed a slightly different trend than that of CCN 
concentration (Figure 3.8).  Instead of peaking in July, the maximum activated fraction (again 
excluding s = 0.14% measurements) occurred in August, with a value of 0.68 at s = 0.97%.  At 
the s = 0.14% setting, activated fraction showed essentially no seasonal change, remaining 
around 0.1 for the entire study.  Since aerosol size measurements only went up to 350 nm, the 
contributions of larger particles to the total number concentrations, and hence activated fraction, 
are not included.  However, even in the presence of an event having a large-diameter mode (e.g., 
a dust event), the contributions to the total number concentrations at a particular s are expected to 





Figure 3.8  Monthly averaged activated fractions. 
 
Number concentrations of CCN should be strongly correlated with total aerosol number 
concentrations if κ and the size distribution remain the same.  Therefore, given that average κ 
values were lower in summer, it might seem surprising that there is a maximum in the fraction of 
particles that activate as CCN during this time.  This apparent discrepancy can be reconciled by 
examining the changes in aerosol size distribution during the study.  Figure 3.9 shows the 
monthly averaged geometric mean diameter (Dgn) and geometric standard deviation (σgn) for the 
aerosol number distributions.  There was a clear increase in Dgn during the summer, peaking in 
August.   Since CCN activation is a function of both hygroscopicity and particle size, this 
increase in Dgn was sufficient to increase the activated fraction to a maximum during the 





Figure 3.9  Geometric mean diameters (black) and geometric standard deviations (red) 
for the monthly averaged aerosol number distributions, 14 < Dp < 350 nm. 
 
3.2.5.2. Aerosol composition and hygroscopicity 
 
Aerosol hygroscopicity is a function of aerosol chemical composition and the κ values for 
many individual compounds, both inorganic salts and secondary organic species, have been 
determined from laboratory studies.  Thus, while there are no aerosol composition data from the 
year-long BEACHON study, κ values can be used as an indicator of bulk aerosol composition 
during this study. 
Petters and Kreidenweis [2007] showed that the κ of a mixture follows a simple mixing 
rule:   
     
i
ii      Eq 3.2 
where εi and κi are the volume fraction and hygroscopicity parameter of each individual 
component in the aerosol.  This mixing rule has been shown to apply to mixed organic and 
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sulfate particles [King et al., 2007; King et al., 2010] to determine κ of the resulting aerosol.  
Gunthe et al. [2009] used this approach to calculate κ based on measurements of aerosol 
composition from an AMS in the Amazon rainforest.  They found good agreement between κ 
calculated from a two component (organic and sulfate) composition assumption and that 
calculated from size-resolved CCN measurements, with submicron organic mass fractions of 
0.65 - 0.95 during the Amazonian wet season.   
I followed this same approach, assuming a two component aerosol containing organic 
species (κorganic = 0.1) and inorganic salts (κinorganic = 0.6, for predominantly ammonium sulfate 
aerosol).  Sulfate aerosol from anthropogenic sources has been shown to be present year round in 
the Rocky Mountain area [Levin et al., 2009; Malm et al., 2004; Malm et al., 1994], likely as a 
component of the regional background aerosol.  As shown by Levin et al. [2009] organic and 
sulfate species generally represent the dominant mass fractions of the PM2.5 aerosol in the region.   
  The low κ values found during this study indicate that organic species dominate the 
submicron aerosol mass in Manitou Forest throughout the year.  The slightly higher, and more 
variable, κ values at larger sizes (lower s) suggest some size and seasonal dependent changes in 
aerosol hygroscopicity; still, average κ values indicate that organic mass fraction (Xorganic ) was 
~0.8 or greater for sub-350 nm aerosol throughout the study.  While there is some uncertainty in 
the value assumed for κorganic [Petters et al., 2009c], the range in this value is low, generally 0.05 
< κorganic < 0.2.  Thus, even if the organic aerosol makeup varies considerably over the year, 
changes in measured κ would be small for organic dominated aerosol, consistent with the 
observations.  Even for the extreme case of κorganic = 0, monthly averaged κ values from the 
BEACHON study indicate that organic species were still the dominant component with Xorganic > 
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0.5 for all diameters and > 0.75 for the sub-100 nm aerosol (determined from s > 0.14% 
measurements).   
 
3.2.5.3. Hygroscopicity and chemistry closure during BEACHON-RoMBAS 
 
While there are no chemical data for the year-long BEACHON study, aerosol chemical 
composition was measured during the BEACHON-RoMBAS intensive campaign.  
Measurements were made with the University of Colorado (CU) AMS which measures non-
refractory aerosol mass between ~30 and 700 nm in aerodynamic diameter.  The AMS data for 
BEACHON-RoMBAS study were provided by Brett Palm who operated the instrument and 
performed all data analysis and quality controls.  Because both aerosol composition and size 
resolved CCN concentrations, from which κ can be calculated, were measured during 
BEACHON-RoMBAS, these data can be used to validate the assumption that aerosol 
hygroscopicity can be modeled using a two component (organic/inorganic) system, at least in 
this location.  In this section I present aerosol composition derived from CCNC measurements 
and measured directly by the AMS. 
Figure 3.10 shows daily average (± 1 standard deviation) κ values during BEACHON-
RoMBAS at the five different CCNC sc settings.  This plot is similar to Figure 3.4, but for the 
RoMBAS time period.  Similar to the summer months of the year-long study, aerosol 
hygroscopicity during BEACHON-RoMBAS showed little variability with consistently low κ 
values.  Also similar to the year-long results, at all sc settings κ values were more similar to those 
reported for secondary organic species [Prenni et al., 2007] than hygroscopic inorganic species 
such as ammonium sulfate [Petters and Kreidenweis, 2007].  While κ was low at all settings, 
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there was a small increase in κ with decreasing sc, which corresponds to a larger activation 
diameter.  That is, there appears to be some change in aerosol composition with size, with larger 
particles containing a larger fraction of more hygroscopic material. 
 
 
Figure 3.10  Daily averaged κ values at each supersaturation setting during BEACHON-





Using the assumptions discussed above I calculated aerosol composition from 
BEACHON-RoMBAS study averaged κ values listed in Figure 3.10.  Figure 3.11 shows the 
study averaged organic mass fraction (Xorganic) as a function of study averaged critical activation 
diameter.  Aerosol mass was calculated from aerosol volume assuming densities of 1.4 [Bahreini 
et al., 2005; Kroll and Seinfeld, 2005; Poulain et al., 2010] and 1.8 g cm-3 [Tang, 1996] for the 
organic and inorganic fractions respectively.  As can be seen, the organic mass fraction 
decreased slightly with increasing activation diameter as expected.  The gray shading shows the 
range in organic mass fraction with different assumptions about organic aerosol hygroscopicity.  
I allowed κorganic to vary between 0, completely non-hygroscopic, and 0.15.  A κorganic value of 0 
provides a lower bound for Xorganic.  Studies have shown that κ of more oxidized secondary 
organic species can be as high as 0.22 [Chang et al., 2010].  However, the lowest average κ value 
determined during BEACHON-RoMBAS was only 0.15.  Assuming that κorganic does not change 
over the course of the study, or as a function of size, this limits the maximum assumed κorganic 
value to 0.15.  Assuming a value higher than this would lead to a physically meaningless 
negative inorganic fraction for some time periods.  However, regardless of the assumption made 
about the hygroscopicity of the organic material during this study, Figure 3.11 shows that this 
fraction dominated the aerosol at all measured sizes.  Further, given the steadiness of κ during 
BEACHON-RoMBAS (Figure 3.10) it appears that organics were the dominant aerosol 





Figure 3.11  Aerosol organic mass fraction calculated from κ during BEACHON-
RoMBAS.  Grey shading shows range in this value do to the possibly range in κorganic. 
 
Study averaged aerosol composition data measured by an AMS are shown in Figure 3.12.  
The AMS data were averaged over the same time period as the CNNC data above.  While the 
AMS can speciate a number of organic and inorganic compounds I have lumped the data into 
two components to compare to the two component composition estimated from size resolved 
CCNC measurements.  The inorganic component consists of the measured SO42- multiplied by 
1.37.  This assumes that all the SO42- is present as ammonium sulfate, an assumption justified by 
the fact that bulk AMS measurements indicated the presence of enough NH4+ to fully neutralize 
the measured SO42- (plots of measured NH4+ versus the amount need to fully neutralize the 
aerosol are shown in Appendix 2).  Nitrate mass was extremely low, often below the detection 
limit.  When present it appeared to be in the form of organic nitrate [Palm, personal 
communication], and was thus added to the organic mass.  All other species were negligible and 
were not included.  As expected from aerosol hygroscopicity measurements, the AMS data 
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shown in Figure 3.12 indicate that the aerosol was predominantly organic during BEACHON-
RoMBAS, especially at smaller sizes.  At larger diameters the inorganic component did increase, 
but the measured aerosol mass was still mostly organic.  Figure 3.12 also shows κ values 
calculated from the AMS data. 
 
 
Figure 3.12  Study averaged organic (green) and inorganic (red) mass distributions 
measured by an AMS as well as κ (black) calculated from these data (data provided by 
Brett Palm). 
 
To directly compare aerosol composition measured by the AMS and calculated from κ 
values, Figure 3.13 shows study averaged organic mass fractions determined from the two 
methods.  The black line and gray shaded region are the same data shown in Figure 3.11.  In the 
overlap region between the two measurements, 43 < Dp < 150 nm, the agreement in organic mass 
fraction is good, with AMS derived Xorganic falling generally within the gray shaded area, but 
nearer the κorganic = 0.15 values, indicated by the top edge of the gray shading.  The offset 
between AMS and CCNC derived Xorganic values could indicate that the organic fraction had a κ 
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value closer to 0.15 than 0.1 during this study.  However, there are also considerable 
uncertainties in the AMS measurements.  Bahreini et al. [2009] reported uncertainties of 20% for 
AMS mass measurements.  Applying this value to the RoMBAS data gives the range shaded in 
orange in Figure 3.13.  Also note that the AMS calculated Xorganic is very variable at smaller sizes 
due to the low mass loadings. Given these uncertainties, these data cannot be used to precisely 
define κorganic during this study.  However, even with the uncertainties in the AMS data and 
assumptions about κorganic, the trend of decreasing Xorganic with increasing size is very similar 
between the two measurements.  While the AMS has some limitations in measuring aerosol, 
including that it can only detect non-refractory particles between ~30 and 700 nm, it appears to 
capture the important species for determining aerosol hygroscopicity in this size range at this 
location.  It is important to determine aerosol hygroscopicity for particles in this range as this is 
where the majority of particle number are located.  As shown in Chapter 2 (Figure 2.22) almost 
100% of the particle number measured during the RoMANS and GrandTReNDS studies were 
smaller than ~0.4 μm in diameter.  These are the particles that are most important in determining 




Figure 3.13  Aerosol organic mass fraction measured by an AMS (red) during 
BEACHON-RoMBAS as well as organic mass fraction (black) calculated from κ.  Gray 
shading is the same as in Figure 3.11.  Orange shading indicates the range in AMS 
derived κ resulting from the ±20% uncertainty in the size resolved AMS mass 
measurements. 
 
Figure 3.14 shows daily averaged organic and inorganic distributions measured by the 
AMS.  Similar to the study averaged values shown in Figure 3.13, organics were the dominant 
component of the aerosol throughout the BEACHON-RoMBAS measurement period.  I used 
these data to calculate aerosol hygroscopicity, using the same assumptions for κorganic and 
κinorganic used above, and the resulting κ values are shown in Figure 3.15.  While κ values were 
low at all diameters and throughout the study, there was a small increase in κ with increasing 
size, similar to that seen with the size resolved CCNC measurements. 
To more directly compare κ values calculated from CCNC and AMS measurements I 
plotted the κ values determined from each CCNC ΔT setting with those calculated from AMS 
composition at the Dc corresponding to each CCNC setting.  These values are shown in Figure 
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3.16.  While these values are within a similar range, the CCNC κ values are generally slightly 
higher than those calculated from AMS measurements.  This again could be due to an incorrect 
assumption for κorg or the uncertainty in the AMS measurements.  An arrow in Figure 3.16 shows 
the average increase in AMS calculated κ values for an increase in κorganic  to 0.15, from the 
assumed value of 0.1.  The best agreement, smallest χ2 value, between AMS and CCNC derived 
κ was for an assumed κorganic value of 0.13.  The assumed value for organic aerosol density will 
also affect the κ values calculated from AMS data, and this is also indicated by an arrow in 
Figure 3.16.  Decreasing the assumed density of the organic component to 1.0 g cm-3 decreased 
AMS κ by 0.015 on average, much smaller than the change due to κorganic uncertainty.  The 
assumption that sulfate is present as fully neutralized (NH4)2SO4 could also impact the calculated 
AMS κ values.  Acidic sulfate aerosol have much higher hygroscopicities [Petters and 
Kreidenweis, 2007], as well as differences in density.  However, unlike the assumptions about 
the organic aerosol component, the assumption that the inorganic aerosol mass is fully 
neutralized is supported by direct AMS measurements (Appendix 2).   
The error bars for AMS calculated κ in Figure 3.16 represent the range in κ due to the 
20% uncertainty in AMS mass measurements.  The CCN κ error bars are from the uncertainty in 
curve fitting discussed above.  Together, these uncertainties account for much of the scatter in 
Figure 3.16.  The one outlier point in Figure 3.16 was from August 23rd, when organic aerosol 
concentrations measured by the AMS were at their lowest, resulting in the larger error bars. 
From Figure 3.14 it can be seen that the AMS κ values shown in Figure 3.16 were 
calculated at diameters where mass loadings were very low, leading to highly variable κ values 
(Figure 3.15).  At larger diameters, above the measureable range for the CCNC system, the AMS 
values are likely more certain, due to the higher mass concentrations.  The CCNC measurement 
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is a number measurement, and is thus most reliable at highest number concentrations.  The AMS, 
however, is most reliable at the highest mass concentrations.  Therefore, comparing results from 
these two systems is challenging.  However, the general agreement between organic fraction and 
κ determined from these two measurement systems justifies use of the AMS data to calculate 




Figure 3.14  Daily organic (top) and inorganic (bottom) mass distributions measured by 






Figure 3.15  Daily κ distributions calculated from measured aerosol composition. 
 
 
Figure 3.16  Kappa values calculated from size resolved CCNC measurements versus κ 
calculated from AMS measurements.  The black line is the 1:1 line.  Arrows indicate the 







3.2.5.4. Seasonal cycle of aerosol composition from CCN measurements 
 
I used the year-long CCNC data and the same method applied to the BEACHON-
RoMBAS data to calculate monthly average aerosol composition distributions.  These 
distributions are shown in Figure 3.17 with the green and blue bars showing the organic and 
inorganic fractions, respectively.  As above, the gray shaded region shows the range in calculated 
organic mass fraction for variable assumed κorganic values.  There was a very similar trend 
throughout the year-long study period as seen during the intensive BEACHON-RoMBAS 
campaign, with aerosol organic fraction decreasing slightly with increasing diameter.  There 
were, however, some seasonal changes in this pattern.   During July-September there was much 
less change in chemical composition with size.  During this time period the entire size 
distribution was dominated by organic species with Xorganic > 0.8 at all sizes.  In the fall, winter 
and spring months, when VOC emissions, and thus BSOA production, is expected to be lower 
than during the summer [Saarikoski et al., 2008], Xorganic decreased with size with a minimum in 
April.  However, the smaller particles remained almost entirely organic throughout the entire 
study period.  These results are in good agreement with the findings of Gunthe et al. [2009] who 
report submicron organic mass fractions of 0.65 - 0.95 during the Amazonian wet season.  They 
also found a Xorganic size dependence similar to that shown here with campaign averaged Xorganic 





Figure 3.17  Monthly averaged aerosol size distributions (black) and two component 
chemical composition (green = organic, blue = inorganic) calculated from hygroscopicity 
measurements during the year-long study.  Red lines show organic mass fraction (Xorganic) 






3.2.5.5. Small Particle Events 
 
During the BEACHON measurement campaigns, seasonal cycles were observed in total 
particle number and CCN concentration, size distributions, hygroscopicity and calculated 
chemical composition.  One potential contributor to all of these aerosol properties, and possible 
cause of the observed seasonal cycles, is new particle formation. 
Throughout both BEACHON studies there were numerous examples of increases in 
number concentrations of the smallest measured particles, with subsequent evolution of the 
aerosol size distribution.  In character, these occurrences were similar to new particle formation 
(NPF) events documented in the literature in a variety of locations worldwide [Hallar et al., 
2011; Kulmala et al., 2004b].   Boy et al. [2008] presented analysis of NPF events observed at 
the University of Colorado Mountain Research Station, located about 100 km northwest of the 
Manitou Experimental Forest at an elevation of 2900 m.  They divided days which showed clear 
NPF into two categories, A and B, both of which showed nucleation and growth of the new 
particles.  For A-events, nucleation mode particles (3 – 20 nm) were clearly observed at the 
initiation of the event.  For B-events, particles smaller than 6 nm were not present, but particles > 
6 nm were observed.  They hypothesized that for B-events nucleation began upwind with 
subsequent particle growth as the aerosol population was transported to the site.  Finally, cases 
characterized by a sharp increase in particle concentration but little or no detectable growth were 
labeled as C, or undefined, events.  Cases similar to A-, B- and C-events were observed during 
BEACHON.  However, the BEACHON measurement setup did not extend to small enough 
particle sizes to clearly identify new particle nucleation, and thus A- and B-events cannot be 
distinguished.  Because the measurements were not set up to detect new particle nucleation, and 
thus clearly classify the events, I will use the term “small particle event” (SPE) to discuss these 
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observations.  Boy et al. [2008] also observed higher concentrations of mono- and sesquiterpenes 
during times of NPF and hypothesized that these organic compounds were important for particle 
growth.  Although these compounds were not measured during the year-long study, these 
BVOCs previously were shown to be emitted at or upwind of the BEACHON site by Kim et al. 
[2010].  Riipinen et al. [2011] also showed that organic species were important in growing new 
particles to CCN sizes and noted the importance of biogenic organic species in this process 
during the summer months, when biologic and photochemical processes are most active.   
Figure 3.18 shows aerosol number concentrations measured during a SPE in April 2010.  
In this example, typical of these events, there was a burst in particle number concentration at the 
smallest measured diameters in the late morning of April 14, and these particles then grew, 
within ~12 hr, into the accumulation mode.  The sharp dip in aerosol concentration seen in 
Figure 3.18 just prior to the event may represent a change in air mass at the site, or rapid dilution 
of the ambient air by mixing from aloft; however, there was not a clear change in wind speed or 
wind direction just prior to the SPE.  Because it is unclear whether conditions before and during 
the event represent the continuous evolution of the same aerosol, in the following I will examine 





Figure 3.18  Aerosol number distribution evolution during a small particle event. 
 
Figure 3.19 shows the total number concentration (14 < Dp < 350 nm) during this same 
time period, determined from CPC measurements, as well as CCN concentrations at each s 
setting.  As expected, there was a large increase in total aerosol concentration during the event, 
increasing from less than 500 to 4500 cm-3.  The concentration of CCN also increased, although 
there was a time lag in the increase of CCN concentrations, compared to total number 
concentrations, as the small particles grew large enough to activate (see Table 3.1 for typical 
activation diameters).  At s = 0.14% there was little increase in CCN concentration during this 





Figure 3.19  Total aerosol, 14 < Dp < 350 nm, (black) and CCN (colored) concentrations 
during a small particle event. 
 
While this event led to increases in total particle and CCN concentrations, it had only a 
small effect on κ.  Figure 3.31 shows κ at each s during this same time period.  At the three 
highest s settings, κ remained consistently low throughout the event, suggesting that the event 
did not measurably alter the chemical composition at these sizes.  Kappa values at these sizes 
were also similar to those measured before the event.  Therefore, even if there was an air mass 
change prior to the SPE, this shift did not correspond to a chemical change in the aerosol at the 
smaller sizes.  Given the low κ values, it is likely that the smallest sampled particles were 
dominated by SOA both before and after the SPE.  However, at the lowest supersaturations there 
was a decrease in κ as the new particles grew to sizes large enough to activate (Table 3.1), 




Figure 3.20  Kappa values at each supersaturation setting during a small particle event.  
Bars (smaller than symbols for most points) represent uncertainty in κ from curve fitting. 
 
Small particle events were observed throughout the year-long study but occurred most 
frequently in the summer.  From July through September, SPEs occurred on 64% of the days for 
which data are available.  During February, this number dropped to 11%.  These more frequent 
SPEs in the summer are likely a main cause for the increased aerosol number concentrations 
during this time.  Figure 3.21 shows monthly averaged total number and CCN concentrations 
plotted against the percentage of days with SPEs in that month.  There is a clear positive trend in 
total number concentration as would be expected if these events were due to new particle 
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formation.  This increase in aerosol concentration also led, eventually, to an increase in mean 
diameter (Figure 3.22), likely resulting either from particle coagulation or condensation of 
volatile vapors onto new particles, or both.  Since SPEs are correlated with both increases in 
aerosol number concentration and mean diameter, CCN concentrations also increased as the 
percentage of days with SPEs increased (Figure 3.21).  At s = 0.14%, however, there was only a 
small increase in the number of CCN.  As seen in the example case above, SPEs led to minimal 
increases in CCN concentrations at low s.   
 
Figure 3.21  Monthly averaged aerosol number, 14 < Dp < 350 nm, (black) and CCN 






Figure 3.22  Monthly averaged aerosol number distribution geometric mean diameter 
plotted against the percent of days with small particle events in each month. 
 
In addition to affecting aerosol number concentrations and mean diameters, SPEs also 
appeared to impact aerosol hygroscopicity at larger activation diameters.  Figure 3.23 shows 
monthly averaged κ values plotted against the monthly percentage of days with SPEs.  There was 
a clear decrease in κ at low s settings as the number of SPEs increased.  For the higher s settings, 
there was no change in κ.  Again, this finding is consistent with the event shown above in which 
there was no change in κ, and thus chemical composition, at the smaller sizes during an SPE.  At 
the larger sizes, however, SPEs seem to increase the fraction of the aerosol population composed 
of lower κ species, likely organics.  These particles’ low hygroscopicity values led to the 
decreased κ values during times of high SPE.  It must be noted that condensation of organic 
vapors onto pre-existing particles may lower κ; however, it will also increase the particle 
diameter.  If κ of the condensing material is > 0 this increase in size will lead to an increase in 
CCN concentration at a given s even if the overall hygroscopicity of the particle decreases.  For 
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condensing material with κ = 0, the decrease in particle hygroscopicity will be offset by the 
increase in size and lead to no change in CCN activity (see Appendix 3 for proof).  
 
Figure 3.23  Monthly averaged κ values plotted against the percent of days with small 
particle events in each month. 
 
3.2.6. Aerosol hygroscopicity during RoMANS 2010  
 
 As shown by Eq 3.2, κ of an aerosol can be calculated from the volume fractions of its 
constituent species, if the κ values of these fractions are known.  In the above discussion I used 
this equation in reverse to calculate aerosol composition from κ, assuming a two component 
aerosol.   I also showed the validity of this method for the case of the BEACHON-RoMBAS data 
where the organic mass fraction calculated from κ matched well with that determined from AMS 
measurements.  Gunthe et al. [2009] performed a similar analysis for data from the Amazon 
during the wet season, finding good agreement between aerosol hygroscopicities calculated from 
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CCN measurements and those computed from AMS data.  On the basis of these previous results, 
in the next two sections I use composition data collected during RoMANS 2010 and 
GrandTReNDS to derive aerosol hygroscopicity during these studies.   
 I used size resolved aerosol composition data from the CSU AMS operated during 
RoMANS 2010 (July – August, 2010) to calculate aerosol hygroscopicity distributions, assuming 
the same values for κorganic (0.1) and κinorganic (0.6) as well as ρorganic (1.4) and ρinorganic (1.8) used 
above.  I used these values and the total organic and inorganic mass concentration (again 
assuming all of the inorganic mass was present as ammonium sulfate, Appendix 2) at each 
aerodynamic diameter reported by the AMS to calculate κ as a function of aerosol size.  Figure 
3.24 shows the study averaged aerosol composition and κ distributions.  Very similar to aerosol 
composition during BEACHON, there was a small increase in κ at larger aerosol sizes due to a 
higher fraction of inorganic species at these sizes.  Given the similar composition, the κ values 
for ROMANS 2010 are also very similar to those measured during both BEACHON studies.  





Figure 3.24  Study average aerosol composition distributions and calculated κ 




After calculating κ as a function of aerodynamic diameter (as determined by the AMS), I 
used these values to calculate critical activation diameters (Dc).  Petters and Kreidenweis [2007] 
present an analytical approximation for κ which can be rearranged to solve for Dc as a function 
of s and κ.  
        (
   
         
)
 
      Eq 3.3 
              
    
A is evaluated at T = 298.15 K and a surface tension (σs/a) of pure water, 0.072 J m-2.  By 
performing this calculation for a range of s values at each aerosol size I created an array of 
critical activation diameters for the κ values calculated in each AMS size bin.  I then found the 
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lowest s value at which the critical diameter was larger than, or equal to, the midpoint diameter 
of each AMS bin and took this as the critical supersaturation.  This is the supersaturation 
necessary for the particles at that size (with a given κ) to activate as CCN.  Equivalently, this also 
gives the diameter necessary for a particle in a size bin to activate given a supersaturation.   
Figure 3.25 shows the aerosol number distribution (Chapter 2) averaged over the whole 
RoMANS 2010 study with the critical activation diameters for ten s values plotted as colored 
bars.  By integrating under the curve at all sizes larger than each critical activation diameter, I 
used these values to calculate the cumulative number concentrations of CCN (Nccn) as a function 
of s (Figure 3.26).  Not surprisingly, as s increases more particles are able to activate as CCN and 
thus Nccn increases.  The rate of increase, for a given aerosol number distribution, is controlled by 
κ.  To illustrate this, Figure 3.26 shows CCN concentrations calculated assuming two constant, 
representative values of κ: 0.05 (blue) and 0.3 (red) and the same aerosol number distribution.  






Figure 3.25  Study average aerosol number distribution during RoMANS 2010.  Colored 
bars show critical activation diameters at 10 different supersaturations. 
 
 
Figure 3.26  CCN number concentration as a function of supersaturation averaged over 
the RoMANS 2010 study period calculated using κ from AMS data (black) and two 





Figure 3.27 shows timelines of daily averaged organic and inorganic mass distributions 
measured by the AMS during RoMANS 2010.  As with the study averaged values shown above, 
organic species dominated the aerosol during almost the entire study (note that the color scales 
are different by a factor of 2 for the two contour plots in Figure 3.27).  Fractionally, organic 
species were especially dominant at sizes below ~100 nm, where there was very little measured 
inorganic mass.   
As with the study averaged data above, I used the daily aerosol composition data to 
calculate distributions of κ during RoMANS 2010 (Figure 3.28).  As expected, these values are 
low throughout the study especially at small sizes.  Only at the end of the study, when aerosol 
mass concentrations were very low, does κ reach 0.3, a commonly assumed value for continental 






Figure 3.27  Contour plots of organic (top) and inorganic (bottom) mass distributions 
measured by the AMS during RoMANS 2010 (data provided by Taehyoung Lee and 




Figure 3.28  Kappa distributions calculated from size resolved AMS data during 




Figure 3.29 shows daily Nccn as a function of sc calculated as described above.  There is 
considerably more daily variability in these numbers than in the aerosol composition or 
hygroscopicity values shown above, due mainly to the changes in aerosol number concentrations, 
since the number of particles available to activate as CCN is obviously the most important factor 
controlling Nccn, especially at higher sc.  Figure 3.30 shows daily averaged total CCN 
concentrations calculated at each sc value versus daily averaged total measured N concentrations.  
As sc increases, more of the number distribution is able to activate as CCN, and the ratio of CCN 
to N approaches 1.  Therefore, at these higher sc values, CCN concentration is much more 
sensitive to changes in total N concentrations.  At the highest sc value shown in Figure 3.30, the 
correlation coefficient (r2) between total N and CCN is 0.99, while it is only 0.17 for the lowest 
sc values. However, as shown in Figure 3.26 the aerosol hygroscopicity still strongly influences 
the number of particles which can activate as CCN at a given sc value and cannot be ignored.   
 
 





Figure 3.30  Daily averaged CCN versus N at 10 different supersaturations during 
RoMANS 2010. 
 
Aerosol chemical composition data were also available from the IMPROVE site co-
located with the RoMANS site.  The IMPROVE samplers collect aerosols for 24 hours onto 
Teflon, nylon and quartz filters which are subsequently analyzed for aerosol mass, inorganic ions 
(SO42-, NO3- ), common soil elementals (Al, Si, Ca, K, Fe, Ti, Mg and Na) and carbon (in both 
organic and elemental form).  Sample is collected onto two Teflon filters with respective PM2.5 
and PM10 inlets which are used to determine total aerosol mass concentrations in these size 
ranges.  All other measurements are for PM2.5 only [Pitchford et al., 2007].  I used these bulk 
chemical composition data to determine aerosol hygroscopicity using Eq 3.2.  As well as the 
organic and inorganic components I included the elemental carbon and dust mass measured by 
the IMPROVE samplers in the κ calculation with an assumed κ value of 0 [Koehler et al., 2009; 





Figure 3.31  Kappa calculated from IMPROVE composition measurements. 
 
Figure 3.31 shows the timeline of κ calculated from bulk chemical data measured by the 
IMPROVE sampler.  Even with the inclusion of nonhygroscopic dust and EC which the AMS 
cannot measure, these values are higher than most of those shown in Figure 3.28.  This is likely 
due to the fact that bulk PM2.5 measurements are far more influenced by the composition of 
larger particles which contain most of the aerosol mass.  As shown by both BEACHON and 
RoMANS AMS data, the aerosol in these regions tends to be dominated by organic material, 
with low κ, at small sizes with an increase in more hygroscopic inorganic salts at larger sizes.  
Therefore, PM2.5 mass measurements will be more influenced by the higher κ larger particles.  
However, the peak in aerosol number during these studies was around or below 100 nm (see 
Figure 3.25 and Chapter 2) and these smaller particles are generally more organic dominated and 
thus have lower hygroscopicity than the bulk PM2.5 (Figure 3.28).  Thus, the increase in κ when 
using bulk measurements from filter samplers should lead to an increase in calculated Nccn as 
well.  This was in fact the case.  When using κ derived from IMPROVE data there was an 
increase in Nccn at all sc with larger increases at lower sc.  Figure 3.32 shows the percent increase 
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in Nccn when using κ calculated from IMPROVE versus size resolved AMS data.  To calculate 
Nccn from IMPROVE measurements I simply assumed the entire aerosol size distribution had the 
κ value determined from the bulk composition measurements and followed the same procedure 
as described above. 
   
 
Figure 3.32  Percent difference in the number of CCN when calculating aerosol 




Figure 3.33  Percent difference in the number of CCN when calculating aerosol 




The IMPROVE samplers measure up to 2.5 µm, much higher than the ~0.7 µm size cut 
of the AMS.  Therefore, a number of particles are included in the IMPROVE measurement 
which cannot be detected by the AMS.  The discrepancy between aerosol composition, and 
resulting Nccn between the two measurements could, therefore, be due to this difference in 
measurement range.  Another factor is that the IMPROVE sampler can only determine bulk 
aerosol composition, while the AMS can measure size resolved composition.  If the aerosol was 
internally mixed this should lead to no differences in calculated Nccn as composition, and κ, 
would be the same at all sizes.  As was already shown above, however, during both RoMANS 
2010 and BEACHON there were some changes in κ with size.  To investigate the effects of size 
resolved versus bulk composition measurements further, I calculated Nccn from bulk AMS 
composition measurements and compared these values to those calculated from size resolved 
AMS measurements (Figure 3.33).  Very similar to the results shown above for IMPROVE data, 
using bulk AMS data to calculate κ, and using this κ to calculate Nccn, leads to an increase in Nccn, 
especially at low sc.   
Moore et al. [2012] found that using size averaged versus size resolved aerosol data from 
the same AMS during the CalNex campaign resulted in an over prediction of κ resulting in a 30 – 
75% over prediction of Nccn.  Because both the bulk and size resolved measurements were over 
the same size range, unlike AMS and IMPROVE data, their findings indicate that the aerosol 
was not completely internally mixed in the accumulation mode.  Cubison et al. [2008] also found 
that they had to assume an externally mixed aerosol to achieve CCN closure for measurements in 
a polluted location in Riverside, CA.  Both of these examples are for more polluted air masses 
which tend to have more complex aerosol characteristics due to the more numerous sources and 
fresher emissions than for the locations discussed here.  However, even in the remote areas of the 
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BEACHON and RoMANS studies it appears that the aerosol was, at least somewhat, externally 
mixed with aerosol composition changing as a function of particle size.  Thus, using bulk aerosol 
composition or assuming an internally mixed aerosol may lead to errors in modeling CCN in 
these regions as well.  Because aerosol hygroscopicity tended to increase with size during both 
campaigns, assuming an internal mixture leads to an over prediction of CCN number 
concentrations at any supersaturation, but especially at low and moderate supersaturations.   
 
3.2.7. Aerosol hygroscopicity during GrandTReNDS 
 
Sub-micron aerosol composition was measured by the CSU AMS during GrandTReNDS.  
These measurements were made during August 2011 at the main GrandTReNDS measurement 
site at the top of Grand Targhee ski resort.  While aerosol mass concentrations in the AMS 
measurement size range were generally low during the study, organic species were still dominant 
(Figure 3.34), consistent with the BEACHON and RoMANS study findings.   
Two time periods of increased mass loadings stand out in Figure 3.34.  These two events 
are the August Lightning Fire event and the high pressure event discussed in Chapter 2.  During 
the first event, August 15 – 16, organic mass increased much more than inorganic mass, as 
would be expected for biomass burning emissions [Levin et al., 2010].  During the second event, 
August 26 – 29, both organic and inorganic mass increased, but organics were still dominant.  
Figure 3.35 shows the aerosol composition and κ distributions averaged over these two time 
periods.  As is expected, there were differences in the calculated κ size distributions during these 
two events as well.  During the first event, dominated by organic species, κ was consistently low, 
~0.15, at all sizes.  Also, the aerosol appeared to be internally mixed as there was no clear 
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change in κ with size.  During the second event, κ increased with size, similar to what was 
observed during BEACHON and RoMANS 2010.  However, even with the large increase in the 
contribution of inorganic mass concentrations during this event, κ was still less than the 
commonly assumed value for continental aerosol of 0.3 across most of the size range.  This 
means that using this value would overestimate aerosol hygroscopicity, and thus Nccn, at this site.   
 
 
Figure 3.34  Contour plots of organic (top) and inorganic (bottom) mass distributions 
measured by the AMS during GrandTReNDS (data provided by Taehyoung Lee and 
Misha Schurman.  Note the different scales for the plots. 









3.2.8. Relevance of ground based measurements 
 
All of the data reported thus far from the two BEACHON studies, RoMANS 2010 and 
GrandTReNDS were from measurements made ~3 m AGL.  After the conclusion of the year-
long BEACHON study measurements were also made from an inlet ~25 m AGL from May 12 
through June 5, 2011 to determine whether measurements made near the ground were 
representative of particles above the canopy.  The tower to which this inlet was attached was 
located ~20 m from the container housing the instrumentation.  Air was drawn down through 
copper tubing (12.5 mm ID) by a 1/4 hp carbon-vane pump at ~10 LPM (resulting in a residence 
time of ~15 s) and sample flow was then drawn off of this larger flow immediately ahead of the 
instrumentation. While this inlet height was still well below typical inversion and cloud base 
heights, it was above the forest canopy and may better represent the characteristics of the aerosol 
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being entrained into clouds, and thus affecting cloud and precipitation formation and 
development.    
Data coverage was poor during May – June 2010 and thus the time periods between the 
tower and low inlet measurements do not match perfectly.  Nevertheless, very little difference 
was observed between measurements taken from the two inlets.  Averaged over the entire tower 
measurement period and all s settings, κ = 0.18 ± 0.11, while the average κ from the 3 m inlet 
from May – June 2010 was 0.19 ± 0.09.    Comparisons between average κ values at each s 
setting are shown in Table 3.2.  Mean κ values were statically different for three of the s settings 
(indicated in bold in Table 3.2), but the differences in these values were small.  These similar 
hygroscopic properties measured above and below the forest canopy give validity to determining 
CCN hygroscopicity at ground level, at least for this site. 
 
Table 3.2  Average (± 1 standard deviation) kappa values measured from the ground (3 m) and 
tower (25 m) inlets.  Ground based measurements are for May – June 2010 while tower 
measurements were made May – June 2011. 
ΔT [°C] κ at 3 m κ at 25 m 
4 0.25 ± 0.1 0.25 ± 0.1 
8 0.19 ± 0.07 0.20 ± 0.07 
12 0.14 ± 0.05 0.18 ± 0.06 
16 0.14 ± 0.05 0.14 ± 0.05 







3.3. Summary and conclusions 
 
Atmospheric particles, particularly those that act as CCN, are important in controlling 
cloud and precipitation formation and lifetime, and can have considerable effects on local 
ecosystems and global climate.  High quality measurements of CCN concentration and aerosol 
hygroscopicity are needed in order to constrain and verify modeled cloud and precipitation 
processes, and their subsequent impacts on water cycles and radiative transfer.  In this chapter I 
presented aerosol composition and hygroscopicity data as well as CCN concentrations from three 
study locations, BEACHON, RoMANS and GrandTReNDS, located along the eastern Rocky 
Mountains (Figure 2.1).  During the two BEACHON studies I used size resolved CCN 
measurements to determine CCN concentration and aerosol hygroscopicity, represented with the 
κ parameter.  During BEACHON-RoMBAS, RoMANS 2010 and GrandTReNDS aerosol 
chemical composition was measured with an Aerosol Mass Spectrometer (AMS).  Because 
hygroscopicity is a function of aerosol chemical composition, I was able to use these data to 
calculate κ during these studies.  During the BEACHON-RoMBAS study, when both size 
resolved CCN and AMS data were available, I found good agreement between κ values 
calculated from size resolved AMS data and those from the CCN measurements.  As well, I used 
CCN derived κ values to calculate two component aerosol composition, which agreed well with 
direct AMS measurements.  Below I present the main findings from these studies. 
Aerosol chemical composition measured by an AMS as well as hygroscopicity derived 
from size resolved CCN measurements indicates that the aerosol measured during all three 
studies was predominantly organic, and thus had low κ values.  In fact, averaged over the entire 
BEACHON study, and all s settings, κ had an average value of 0.16 ± 0.08, similar to values 
determined in organic dominated locations such as a tropical forest in the Amazon [Gunthe et al., 
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2009; Poschl et al., 2010] and a boreal forest in Finland [Sihto et al., 2010], and much lower than 
the commonly assumed value of κcontinental = 0.3.  The relatively low κ values measured at these 
locations suggest a predominance and potential importance of organic species, which generally 
have low hygroscopicity [King et al., 2010; Petters et al., 2009c; Prenni et al., 2007].  It is 
known that highly biologically active areas such as boreal and tropical forests will have large 
contributions from organic aerosol leading to low κ values.  However, results from the three 
studies presented here all indicate that the aerosol in these semi-arid, high altitude locations are 
also dominated by organic species, and therefore also have low hygroscopicity. 
While organic species were dominant at all sizes, there were some changes in aerosol 
composition with size, with the organic fraction typically decreasing slightly at larger diameters.  
This trend was seen at all three study locations in both AMS and size resolved CCN data.  
Therefore, even in these remote locations, far from major sources, the aerosol appears to be, at 
least somewhat, externally mixed.  The major conclusion from this result is that because of the 
size dependence of aerosol chemical composition, bulk chemical measurements will 
misrepresent the aerosol hygroscopicity.  Because the organic fraction tended to decrease with 
size, bulk measurements will underrepresent this fraction, leading to erroneously high κ values 
and calculated CCN concentrations. 
While the trend of decreasing organic fraction with larger diameters was observed year 
round, there was some seasonality to this trend observed during the year-long BEACHON study.  
During the winter months there was a sharper decrease in calculated organic mass fraction with 
size, although even at the largest diameter (~150 nm) the aerosol was still predominantly 
organic.  During the summer months, there was very little change with size.  It is postulated that 
the increased organic fraction at larger diameters during the summer is due to increased 
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biological activity during this time period, resulting in increased emissions of BVOCs, 
precursors of organic aerosol. 
Because of the seasonal changes in aerosol chemistry, there was also some seasonality in 
κ, especially at larger activation diameters.  At s = 0.14%, κ decreased from 0.3 in April to 0.16 
in July and September.  The hygroscopic properties of smaller particles, determined from higher 
s measurements, showed very little seasonal change with values changing only between 0.12 and 
0.16 at s = 0.97%.  These consistently low values suggest that there was little change in the 
aerosol composition at these sizes throughout the year.  For the particles with diameters ~150 nm 
and larger, however, there was an increase in the less hygroscopic fraction during the summer 
months. 
While some seasonal changes were observed in κ, much larger changes were seen in 
CCN concentrations.  In general, increases in CCN concentrations followed those of total 
measured aerosol concentrations, peaking in July.  There was, however, an interesting seasonal 
change in the fraction of total aerosol that activated as CCN.  Activated fraction increased during 
the summer, increasing from 38% in March to 68% in August at the highest s.  This increase 
appears counterintuitive since aerosol hygroscopicity actually decreased during the summer.  
However, average aerosol number distributions shifted toward larger sizes during the summer, 
allowing more particles to activate as CCN despite their slightly depressed hygroscopic 
properties.  This further highlights the importance of both aerosol concentration and size, such as 
the data shown in Chapter 2, in controlling the potential number of CCN. 
Small particle events, indicative of new particle formation, were observed throughout the 
BEACHON study and appeared to affect both aerosol chemical and physical properties, and thus 
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CCN concentrations, and are likely a controlling factor in the observed seasonal variability.  
These events occurred year round, but with higher frequency during the summer, resulting in 
large increases in aerosol number concentrations and, after the particles had grown large enough, 
increases in CCN concentrations.  As well as these physical impacts, small particle events were 
associated with some chemical changes in the aerosol.  For the largest particle sizes measured, κ 
decreased as the frequency of SPEs increased.  Because of the remote, forested location of the 
measurement site, it is likely that the new particles were predominantly biogenic secondary 
organic species [Dusek et al., 2010; Kim et al., 2010].  For the smaller particles, determined from 
higher s measurements, however, there was no change in κ with increasing new particle 
formation.  Aerosol composition at these sizes appeared to be persistently dominated by organics 
and, therefore, the new particles led to no hygroscopicity changes. 
The above discussion emphasizes the important role that organic aerosol, likely of 
biogenic origin given the remote locations of these studies, plays in controlling aerosol chemical 




4. Volatility of primary organic emissions from biomass burning 
 
4.1.  Introduction  
 
Complete combustion of carbonaceous material fully oxidizes the carbon in the fuel, 
breaking all carbon-carbon bonds and forming, primarily, CO2 and H2O, whereas incomplete 
combustion leaves some of these bonds intact.  Together with other reactions occurring in the 
active flame front, the result of incomplete combustion is a huge array of carbonaceous emission 
products.  Unlike fossil fuel which is engineered for high efficiency combustion, biomass 
burning, such as occurs in prescribed fires, wildfires, agricultural waste burning and domestic 
heating with wood stoves, is less efficient.  Further, these different types of burning display a 
large range in efficiencies, even within a single event, depending on the time in the phase of the 
burn (ignition through smoldering and extinction), fuel type, fuel moisture content, availability 
of oxygen in various regions of the burn, meteorology, and terrain.  This variability results in 
emission of minerals, metals, salts [Levin et al., 2010], and elemental carbon from these fires, 
with a range in graphitic character and physical and chemical properties [Bond and Bergstrom, 
2006].  Most of the fuel C is emitted as CO2 and CO [Reid et al., 2005a; Reid et al., 2005b], with 
the remainder emitted as organic species with widely varying volatilities, spanning many orders 
of magnitude of saturation concentrations from highly volatile species which exist in the gas 
phase to compounds that readily condense and form organic aerosol [Grieshop et al., 2009; 
Lipsky and Robinson, 2006].  Emitted carbonaceous compounds that co-exist in both gas and 
condensed phases in the atmosphere have been classified as semi-volatile organic compounds 
(SVOC) and as intermediate volatility organic compounds (IVOC) that could undergo oxidation 
reactions and form SVOCs [Cubison et al., 2011; Donahue et al., 2006].  Carbonaceous 
emissions from biomass burning represent a continuum in volatility space and the phase 
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partitioning will adjust dynamically between gas and aerosol mass fractions according to 
changing atmospheric conditions [Lipsky and Robinson, 2006; Shrivastava et al., 2006].  In order 
to correctly model these emissions, therefore, we need to know not only how much total organic 
material is emitted, but also descriptions of the volatility behavior of these species in the 
atmosphere. 
In the US, biomass burning emissions are especially important in the western states 
where large wildfires and prescribed burns are regular occurrences [Park et al., 2007].  This was 
seen during both RoMANS studies as well as the GrandTReNDS study when the measurement 
sites were impacted by smoke plumes, leading to some of the highest measured aerosol 
concentrations (Chapter 2).  Also, in the western US, including the Rocky Mountain region, 
wildfires are highly correlated with both temperature and precipitation [Marlon et al., 2012].  
Due to changes in climate in this region, as well as decades of fire suppression policies which 
allowed fuel to accumulate, wildfire size and intensity have been increasing in the western US 
[Marlon et al., 2012].  Further, due to forecasted climate changes, these fires are predicted to 
increase in the future [Litschert et al., 2012; Yue et al., 2012].  Wildfires already account for an 
estimated 20% of the observed total annual carbon aerosol mass concentration in the western US 
[Park et al., 2007] and further increases in fires will lead to even more emissions and a greater 
importance of these emissions to local, regional and global air quality and climate.   
To understand and model the full impact of biomass burning emissions it is necessary to 
know what is emitted and how these emissions change in the atmosphere.  Many authors such as 
McMeeking et al. [2009], Janhall et al. [2010] and Akagi et al. [2011] present emission factors 
for a wide range of gas and particulate emissions from a variety of biomass fuels and combustion 
conditions.  While these data are useful in predicting emissions given an amount of consumed 
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fuel, they only represent aerosol concentrations at the measurement conditions, specifically 
temperature and total organic aerosol concentration.  The full volatility distribution is required to 
model how the measured emission factors will adjust to changing environmental conditions, and 
thus what effect smoke emissions will have on aerosol concentrations and the host of related 
processes described in previous chapters. In this chapter I present data from an experiment in 
which we examined the volatilization of organic emissions from open biomass burning, and use 
these data to construct a volatility distribution for these emissions. The findings can be used to 
correct prior estimates of biomass burning emission factors, and to improve models of smoke 




4.2.1. Volatility basis set 
 
There are thousands of organic compounds present in the atmosphere, exhibiting a wide 
range of volatilities [Donahue et al., 2006].  As with aerosol hygroscopicity, discussed in 
Chapter 3, it is impractical to try to measure the volatility of each compound and include these 
values explicitly in models.  Instead, some representative value, or set of values, is needed.  
Donahue et al. [2006] proposed lumping of organic species into a set of order of magnitude 
spaced saturation concentration (C*) bins, referred to as the Volatility Basis Set (VBS).  Figure 
4.1, from Donahue et al. [2006], shows an example distribution of what ambient organic species 
might look like under this formulation.  Note that this figure does not show measured data.  The 
bars in this Figure 4.1 represent the total concentration (in any phase) of organic species in a 
given saturation concentration bin (plotted as log10C*).  Green shading in Figure 4.1 represents 
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the fraction of aerosol mass in each bin and the green arrow shows the ambient organic aerosol 
concentration (COA) for this example case.  Figure 4.1 shows the organic mass at equilibrium 
with ambient conditions.   Species with C* values close to the COA value are split between the two 
phases, while more volatile material, larger C* values, is all in the gas phase and lower volatility 
material is all condensed.  Changes in either COA or the volatility of the organic material will 
push the system out of equilibrium, resulting in a repartitioning between gas and condensed 
phases.  I will discuss these processes more below. 
 
 
Figure 4.1  Example ambient volatility distribution fit to the volatility basis set.  Bars 
represent total organic mass in each volatility bin while green shading shows aerosol 




The VBS can be described mathematically via the equation presented by Presto and 
Donahue [2006] 
     ∑ (     
 




         Eq 4.1 
where N is the number of volatility, or C*, bins and Ci  is the total mass in bin i.  I use this 
equation to model the dilution data presented in this chapter. 
 
4.2.2. Semi-volatile species and gas/particle partitioning 
By representing volatility of the atmospheric organic mass with the VBS, changes in 
organic aerosol with changing atmospheric conditions can be easily modeled.  To do so, 
however, the behavior of semi-volatile material must first be understood. 
A species is semi-volatile if it can exist in both gas and condensed phases under typical 
ambient conditions [Donahue et al., 2006; A L Robinson et al., 2007].  Therefore, any species 
with a saturation concentration of the same order of magnitude as typical ambient concentrations 
should be considered semi-volatile. Organic aerosol mass concentrations are typically in the 
range of 0.1 – 100 µg m-3 [Donahue et al., 2006], but can be much higher in smoke plumes. 
Semi-volatile species partition between the gas and condensed phase either by adsorbing 
onto solid surfaces, such as mineral dust or elemental carbon, or by absorbing into liquid 
particles [Odum et al., 1996; Pankow, 1987; 1988; 1994].  The ratio of adsorption to absorption 
is controlled by the concentration and type of the pre-existing aerosol.  For biomass burning 
emissions in cases where the ratio of organic to elemental carbon is 2 or greater, it is thought that 
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absorption is the dominant process [Shrivastava et al., 2006].  This is the case for emissions from 
most of the fuels I will discuss here [Levin et al., 2010; McMeeking et al., 2009]. 
In an unperturbed environment, semi-volatile species will be in equilibrium between the 
gas and condensed phases.  The system can be pushed out of equilibrium by changing either the 
ambient aerosol concentration or by changing the saturation concentrations of the semi-volatile 
material, either by chemical processes or changes in temperature  [Donahue et al., 2006].  In 
terms of the VBS, changing ambient concentrations will move the green arrow in Figure 4.1, 
while changing saturation concentration will shift the entire volatility distribution either to higher 
or lower C* values.  In both cases the aerosol will re-equilibrate by adjusting gas/particle 
partitioning and, hence, the concentration of semi-volatile species in aerosol form.  As shown by 
the green shading in Figure 4.1, at equilibrium a species with a saturation concentration similar 
to the ambient concentration of absorbing aerosol will be equally divided between the gas and 
condensed phases.  If the ambient aerosol concentration decreases, shifting the green arrow to the 
left, partitioning will shift towards the gas phase, while the opposite is true for an increase in 
ambient concentrations [Donahue et al., 2006].   
Changes in temperature shift the saturation concentration of a species (Ci*) as described 
by the Clausious-Clayperon equation [Shrivastava et al., 2006] 
                      (








))   Eq 4.2 
where T1 and T2 are the initial and final temperatures, R is the universal gas constant and ΔHv is 
the enthalpy of vaporization.  An increase in temperature will lead to an increased saturation 
concentration, shifting the volatility distribution to the right.  If this shift in volatility raises a 
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species’ saturation concentration above the ambient absorbing aerosol concentration, the species 
will begin to evaporate.  Naturally, the converse is true for a decrease in temperature.  The 
sensitivity of saturation concentration, how much the volatility distribution shifts, to temperature 
change is dependent on a species’ ΔHv [Donahue et al., 2006; Shrivastava et al., 2006].  
Measurements of ΔHv for individual organic species in smog chamber experiments are in the 
range of 40 - 110 kJ mole-1, although measurements of mixtures of species, more relevant for 
ambient conditions, tend to be at the lower end of this range [Donahue et al., 2006; Grieshop et 
al., 2009; Shrivastava et al., 2006].  A lower ΔHv will result in a lower sensitivity of Ci* to 
changes in T. 
Chemical processing can also affect the volatility of organic species by shifting some 
amount of mass across the distribution, e.g., from a higher to a lower volatility bin.  Changes in 
volatility due to chemical processing have been examined in the case of new particle formation, 
where more volatile gas species are oxidized to produce less volatile species which can condense 
at typical ambient concentrations [Hallquist et al., 2009; Presto and Donahue, 2006]. 
If a system at equilibrium is perturbed via one of the processes described above, the 
phase partitioning of semi-volatile material will adjust by either condensation or evaporation in 
order to achieve a new equilibrium state.  The time-dependent approach to equilibrium can be 
described by the flux of material either to or away from a particle by the following equation 
[Seinfeld and Pandis, 2006] 
                         )   Eq 4.3 
where Rp is the radius of the particle, D is the diffusivity of the species, f(Kn,α) is a correction 
due to non-continuum effects and the uptake coefficient (α) and c∞ and ceq are concentrations of 
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the species far from the particle and at the surface.  The surface concentration is assumed to be at 
equilibrium and is equal to the saturation concentration at a given temperature.  As can be seen 
from the above equation, the flux of mass to or from a particle is directly proportional to the 
particle’s size and the concentration gradient from the particle’s surface to the surrounding 
environment.  This flux is modified by the correction factor f(Kn,α) for which a number of 
different expressions have been proposed [Seinfeld and Pandis, 2006].  One formulation used by 
Lee et al. [2011], is that proposed by Dahneke et al. [1983]: 
                
             
     Eq 4.4 
where Kn is the Knudsen number, which is the ratio of the mean free path to a particle’s radius 
[Seinfeld and Pandis, 2006]. 
 The uptake coefficient (α) in Eq 4.4 corrects for the fact that a molecule does not always 
“stick” to a particle when it encounters it.  That is, there is some resistance to uptake (or loss) of 
mass.  Although this coefficient is commonly assumed to be 1, several studies have shown that it 
should be much smaller; estimates from organic aerosol evaporation and condensation studies 
range from 0.1 to 0.001 [Grieshop et al., 2009; Lipsky and Robinson, 2005].  The implications of 
this will be discussed below. 
The flux of mass to or from a particle will act to restore equilibrium.  The characteristic 
timescale for an aerosol population to come into equilibrium with its gas phase concentration is 
[Seinfeld and Pandis, 2006] 
      
 
    ∫  (  )           
 
 
     Eq 4.5 
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where n(Rp) is the number of particles at a given radius and all other parameters are described 
above.  This equilibration time also depends on α with smaller α values resulting in a longer 
equilibration time.  The changes in α discussed above, 1 – 0.001, can change equilibration times 
from seconds to hours [Grieshop et al., 2009].  Wexler and Seinfeld [1992] determined a τs of ~ 
10 to 15 minutes for ambient aerosol in southern CA.  
 
4.2.3. Determining organic aerosol volatility 
 
Many studies have probed the volatility of organic material from various sources by 
pushing the system out of equilibrium via heating or dilution and measuring the resulting 
changes in organic aerosol mass concentration.   One way this has been done is by heating the 
sample to high temperatures (~100 - 200 °C) with a thermodenuder, a temperature controlled, 
heated flow tube [An et al., 2007; Cappa and Jimenez, 2010; Grieshop et al., 2009; B H Lee et 
al., 2011; Ranjan et al., 2012; Saleh et al., 2012].  As described above, heating an aerosol raises 
the saturation concentrations, shifting partitioning towards the gas phase and leading to particle 
evaporation as the system tries to re-equilibrate.  By measuring the reduction in aerosol mass as a 
function of temperature, the volatility distribution of the aerosol can be determined [Riipinen et 
al., 2010].  While the thermodenuder method can be effective in determining volatility 
distributions there are several caveats.  First, to determine volatility from thermally driven 
evaporation requires an estimate of the enthalpy of evaporation [Cappa and Jimenez, 2010], 
which is not always known for complex mixtures of organic species.  Second, residence times in 
the thermodenuder are typically only a few seconds [Riipinen et al., 2010], although systems 
with longer residence times have been developed [An et al., 2007], and the aerosol may not reach 
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equilibrium in the heated section.  If the system is not in equilibrium, an evaporation kinetics 
model, such as Eq 4.3, must be employed to determine volatility from the measured change in 
aerosol concentration.   However, evaporation kinetics models introduce another unknown 
parameter, α, which must be assumed.  Variation in both ΔHv and α can, therefore, lead to a large 
number of potential solutions for the volatility distribution of a given set of thermodenuder 
measurements.   
Volatility distributions of organic material can also be determined via dilution.  Like 
heating, dilution drives the system out of equilibrium as concentrations drop below the saturation 
concentrations of various semi-volatile compounds [Donahue et al., 2012].  To balance this, 
some material will volatilize, thus decreasing the overall aerosol concentration.  This process 
occurs in the atmosphere when highly concentrated plumes mix with ambient air and dilute as 
they move downwind, leading to decreased aerosol concentrations and repartitioning of semi-
volatile material.  Dilution samplers have long been used to study emissions from combustion 
sources such as engines, wood stoves and open biomass burning [Grieshop et al., 2009; 
Hildemann et al., 1989; Hossain et al., 2012; Lipsky and Robinson, 2005; 2006].  These dilution 
systems take hot emissions and mix them with dilution air, decreasing both the aerosol 
concentration and temperature.  This decrease in temperature actually causes more semi-volatile 
material to condense, thus offsetting some of the effects of dilution and increasing the aerosol 
concentrations [Donahue et al., 2009].  Isothermal dilution avoids the complication of additional 
condensation and leads to much lower measured emission factors [Lipsky and Robinson, 2006].   
Dilution samplers also tend to have very short residence times, 2 – 40 seconds for the system 
designed by Lipsky and Robinson [2005].  This may not be long enough for particles to reach 
equilibrium, as discussed above.  However, samples from the dilution systems are often collected 
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on filters with collection times of tens of minutes.  Aerosols on the filters will continue to 
evaporate (or condense) to come into equilibrium with the ambient conditions.  Therefore, even 
if the particles do not reach equilibrium in the dilution system, they likely achieve equilibrium on 
the filters [Lipsky and Robinson, 2005].  Real time measurements downstream of dilution 
samplers, however, may not represent equilibrium conditions if residence times are not long 
enough.  If measurements are made over a large range of concentrations, dilution systems can be 
used to construct volatility distributions by fitting the data with Eq. 4.1, assuming the system has 




The goal of this work is to develop representative volatility distributions for semi-volatile 
organic species emitted from biomass burning. To do this, a series of burns were conducted as 
part of the third Fire Laboratory at Missoula Experiment (FLAME 3) at the Fire Sciences 
Laboratory (FSL), operated by the United States Department of Agriculture Forest Service in 
Missoula, MT. FLAME 3 took place in October and November, 2009.  During this experiment, 
fire emissions were allowed to fill a large room, the combustion laboratory, where they were 
naturally diluted over time by infiltration of outside air.  The smoke was also actively diluted 
using a two barrel dilution system operating at dilution ratios of ~10:1 and ~100:1.  By 
comparing the ratio of measured organic aerosol mass to the potential aerosol mass (taken as the 
consumed fuel adjusted for dilution) we can examine how much mass was lost due to 
volatilization as a function of total organic aerosol concentration.  From this we can create a 
volatility distribution for the emitted organic species. 
141 
 
4.3.1. Description of burns, sampling and dilution setup 
 
Controlled burns were conducted in the combustion lab at the FSL (Figure 4.2) which 
measured 12.4 x 12.4 x 19.6 m with a total volume of 3013.7 m3 [McMeeking et al., 2009].  For 
each experiment, between 150 and 1000 g of fuel were placed on a ceramic fuel bed and ignited 
with an electrical heating coil.  The fuel bed was placed to the side of the combustion lab and the 
stack in the center of the lab was closed off, allowing smoke to fill the room.  Large fans helped 
mix the smoke rapidly through the room.  Fires typically lasted ~5 – 15 minutes, but smoke was 
held in the combustion lab for about 4 hours for each experiment.  At the end of each experiment 
the combustion lab was vented with outside air.   
 
Figure 4.2  Set up of the combustion lab during FLAME 3 (modified with permission 




Table 4.1  List of fuels burned as well as initial fuel weight, remaining ash, fuel moisture 
content, combustion efficiency (CE) and modified combustion efficiency (MCE). 
 
 
The fuels burned during FLAME 3 (Table 4.1) were typical of commonly burned species 
in the west and southeastern areas of the US, areas frequently impacted by smoke from both 
prescribed burns and wildfires.  The combustion lab setup, ignition system and fuels used were 
similar to previous FLAME studies described in detail in several papers [Carrico et al., 2010; 
Hand et al., 2010; Levin et al., 2009; Mack et al., 2010; McMeeking et al., 2009; Petters et al., 
2009a; Petters et al., 2009d].  The FLAME 3 study and fuels burned are also described by 
Burn # Fuel Fuel Weight [g] Ash [g] Moisture [%] CE MCE 
38 Lodgepole pine 250.0 23.2 45.5 0.748 0.921 
40 Ponderosa pine 250.0 37.4 74.2 0.529 0.889 
42 Wire Grass 600.0 13.3 29.4 0.921 0.969 
43 Saw Grass 350.0 11.0 10.8 0.904 0.958 
44 Gallberry 500.0 21.6 39.3 0.899 0.954 
45 Turkey oak 400.0 9.3 11.4 0.901 0.947 
46 Wheat Straw 500.0 45.5 9.0 0.885 0.913 
49 Sage 300.0 29.9 15.5 0.864 0.925 
52 Turkey oak 401.0 13.4 42.8 0.773 0.900 
53 Sage 300.0 26.4 15.6 0.875 0.924 
54 Manzanita 500.0 31.0 11.1 0.925 0.956 
56 Wire grass 500.0 17.5 12.1 0.880 0.959 
57 Ponderosa pine 201.0 23.2 77.6 0.593 0.892 
58 Saw grass 525.0 27.1 8.0 0.867 0.939 
59 Chamise 500.0 46.0 10.0 0.906 0.943 
60 Manzanita 501.9 18.1 8.4 0.926 0.956 
61 Lodgepole pine 202.7 34.4 60.7 0.648 0.883 
62 Ceanothus 1002.0 73.3 9.9 0.926 0.942 
63 Pocosin 799.0 22.5 8.4 0.924 0.950 
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Hennigan et al. [2011].  Instrumentation, including the CSU AMS, was housed in a lab adjacent 
to the combustion lab.  Sample was drawn into this room and then either sent directly to the 
instrumentation or through the dilution system. 
Because we wish to understand the behavior of organic partitioning over a wide range of 
aerosol concentration, we actively diluted the sample by ratios of ~10:1 and ~100:1 using a two 
barrel dilution system (Figure 4.3).  This system consisted of two 20 gallon (75.7 l) stainless 
steel barrels (Model ST2004, Skolnik Industries Inc., Chicago, IL).  In each barrel about 1 LPM 
of sample flow was mixed with 10 LPM of dilution air, which was filtered, dried and scrubbed of 
gas phase organic species using activated charcoal.  Based on measured flows, average residence 
time in each barrel was ~1.3 min.  For the higher dilution barrel, the sample flow was drawn off 
of the lower dilution barrel, thus increasing the dilution ratio by a multiplicative factor.  Sample 
flows were measured continuously using laminar flow elements (LFE) and pressure sensors; the 
flow rates were calibrated twice during the study and linearly interpolated between calibrations 
(Appendix 3).  Dilution flow into the barrels was measured using mass flow meters (TSI 4140).  
To achieve a steady state concentration in each dilution barrel, sample was continuously drawn 
through the entire system and was then either sent to the instrumentation or dumped into a 
bypass flow similar to that of the combined instrumentation flows.  However, the bypass flow 
and instrument flow were not perfectly matched, and thus the dilution ratios changed after each 
switch between the sample and bypass lines.  To allow time for the system to re-equilibrate, we 
did not include the first 5 min of data after each sampling line switch from our final analyzed 
datasets.  The bypass and excess flows coming out of the barrels were also continuously 
measured with flow meters.  Temperature and humidity (Hygroclip S, Rotronic, Inc., Hauppauge 
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NY), and pressure (Model 760S, Teledyne Inc., San Diego, CA) were measured at the locations 
indicated in Figure 4.3. 
 
 






For each burn, sample was sequentially drawn directly from the combustion lab and from 
each of the two dilution barrels, although the sampling sequence varied for different burns.  
Samples were also passed through a thermodenuder, but these data are the subject of other work 
and will not be discussed here.  Here I will focus on data from the isothermal dilution system.  
A group from Carnegie Mellon University (CMU) also performed measurements during 
this study [Hennigan et al., 2011].  They filled a 7 m3 Teflon smog chamber with a sample from 
the smoke held in the combustion chamber, mixing it with clean dilution air.  Although the 
primary goal of their study was to photochemically oxidize the smoke sample and examine 
production and destruction of organic species, they characterized the volatility of the smoke 
emissions before oxidation, as seen by their isothermal dilution process and by a thermodenuder.  
These data and analyses are the subject of separate publications [May et al., in preparation], but I 
will present some of their volatility characterization results below for comparison with my 
results. 
Descriptions of the instrumentation used during FLAME 3 are included in Appendix 1. 
 
4.3.2. Calculating emission factors 
 
As discussed above, organic aerosol volatility can be determined by perturbing the 
system, either by dilution or changes to saturation concentrations, and measuring the resulting 
adjustments in aerosol concentration.  Both methods were used during FLAME 3, but I will 
focus mainly on the former method, isothermal dilution.  Determining the organic aerosol 
response to dilution requires measurements of the fraction of total semi-volatile organic mass (in 
all phases) that is in aerosol form at a given aerosol concentration.  Previous studies have done 
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this by measuring both organic aerosol mass and adsorbed organic vapors using quartz and 
Teflon filters downstream of a dilution system [Lipsky and Robinson, 2006; Shrivastava et al., 
2006].  Using this method, the ratio of organic aerosol mass (from the Teflon filter) to total gas + 
condensed phase semi-volatile organic mass (from the quartz filter) can be calculated.  For the 
FLAME 3 study, I have measurements from the CSU AMS of particulate organic mass; 
however, I do not have measurements of total semi-volatile organic vapors in the combustion lab 
and dilution barrels for all burns (filter-based total semivolatile emissions were attempted, but 
the concentrations and substrate quality were too low to permit confident analyses).  Some gas-
phase VOC measurements were made for some burns but these measurements only account for a 
small fraction of total VOC mass.  Further, for modeling purposes, relating emission to the dry 
fuel burned is usually more convenient.  Thus, I used the dry consumed total mass for each burn 
as the maximum potential organic mass, although a large fraction of these emissions will be CO 
or CO2, and thus not available for organic aerosol formation.  Dividing the total mass of some 
component of biomass burning emissions by the consumed dry fuel mass is the same as 
calculating an emission factor [McMeeking et al., 2009].  Thus, from the measurements in 
FLAME 3, I compute organic aerosol emission factors as a function of total organic aerosol 
loading at a range of concentrations.    
Dry mass burned (DMB), was calculated by subtracting fuel moisture content and 
unconsumed ash from the original fuel mass for each burn (Table 4.1).  Fuel moisture content 
was determined by placing a sample of each fuel in a room kept at 35 - 40 °C for 48 hours.  The 
fuel sample was weighed before and after drying and the difference was taken as the water 
content.  Carbon fraction in both the fuel and remaining ash were determined by laboratory 
analysis performed at the FSL.  By multiplying DMB by the fuel’s carbon fraction I calculated 
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the amount of combusted C for each burn.  The amount of C emitted by the fire can be calculated 
by summing the measured C in the form of CO2, CO, measured hydrocarbons, and particulate 
carbon emitted by each burn.  To calculate burn emissions, measurement concentrations of all 
species were corrected for background concentrations in the combustion lab taken as measured 
values averaged over the 5 min before ignition.  I multiplied background corrected 
concentrations of measured carbonaceous emissions by the volume of the combustion lab 
(adjusted for dilution as described below) to calculate total emitted carbon mass.  To ensure 
emissions were well mixed in the combustion lab I waited 15 min after measured peak 
concentration and then averaged emitted C over a 5 min period.  Figure 4.4 shows consumed C 
calculated from consumed fuel and from the total of measured C in gas and particle form.  
Overall, combusted carbon agreed well with measured carbon (r2 = 0.93), indicating that 
emissions were well mixed in the combustion lab when the measurement time periods started 
and that the majority of emitted C mass is being measured in some form.  For all burns except 
40, 57 and 61 (the three lowest points in Figure 4.4), percent differences between measured and 
combusted C ranged between 1 and 36%.  For the three lowest burns, percent differences were 
84 – 141%.  The fuels for these three burns were unique in that they were very fresh and their 
measured water content was much higher than that of any other fuel (greater than 60% instead of 
less than 40% for all other fuels).  In cases of very high fuel moisture, the assumption that no 
moisture remains in the unconsumed ash may be false.  Therefore, when calculating DMB, this 
mass would be subtracted twice, once as fuel moisture and once as unburned ash, leading to an 
incorrectly low combusted C mass.  Because of this potential error, I used measured C, and the 
reported fuel carbon fraction, to calculate the mass of consumed fuel used in all subsequent 




Figure 4.4  Carbon closure for the FLAME 3.  Numbers indicate burn number. 
 
To examine carbon closure in more detail, Figure 4.5 shows the mass of carbonaceous 
species, in gas and particle form, emitted by each burn.  The crosses indicate the consumed C 
determined from gravimetric analysis.  The right side of Figure 4.5 shows the percentage 
contribution of each component.  As expected [Andreae and Merlet, 2001; McMeeking et al., 
2009], CO2 accounted for the largest component of the emitted C, making up 80 – 90% in most 
cases.  The only outliers were the three burns with high moisture content, which had much lower 
fractional CO2 emissions.  Complete combustion results in all of the carbon in the fuel being 
fully oxidized and converted to CO2.  Less efficient combustion, which would be expected for 
wetter fuels, will not fully oxidize the carbon in the fuel resulting in other carbonaceous 
emissions.  Therefore, combustion efficiency (CE) can be quantified using the ratio of emitted 
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CO2 to total carbon emissions, with higher CE values indicating more complete and efficient 
combustion.  While total carbonaceous emissions were measured during FLAME 3, this is not 
typically the case and a modified combustion efficiency (MCE) is typically used instead 
[McMeeking et al., 2009; Yokelson et al., 2008] 
               
             
     Eq 4.6 
where Δ[CO] and Δ[CO2] are CO and CO2 emitted by the fire, corrected for background 
conditions as described above.  Lower values of MCE indicate higher fractional CO emissions 
and are typical of smoldering combustion.  Values below 0.9 are considered smoldering while 
MCE > 0.9 indicates flaming dominated combustion [Reid et al., 2005b].  Combustion 
efficiency, as well as MCE values, for the FLAME 3 burns discussed here are shown in Table 
4.1.  Although CE values are a better way to determine combustion efficiency, I include MCE 
values to aid in comparison with other studies.  As can be seen, the burns with very wet fuels 
were dominated by smoldering conditions (low CE and MCE), resulting in incomplete 
combustion, low emission of CO2 and very high emission of hydrocarbons and organic aerosol.  
It must be noted that because of the large fractions of carbon emitted as hydrocarbons or organic 
aerosol, the MCE values for these burns is actually much higher than the combustion efficiency, 
although still in the range of smoldering combustion.  For these burns, organic carbon aerosol 
accounted for almost 20% of the emitted carbon.  This is much higher than typical OC emission 
factors reported in the literature [Andreae and Merlet, 2001; McMeeking et al., 2009].  However, 
Chen et al. [2010] also observed enhanced OC emission factors for very wet fuels, and the values 




Figure 4.5 Mass of measured carbonaceous species (left) and fractional contribution to 
total measured carbon (right) for each burn. 
 
 
4.3.3. Dilution in the combustion lab 
 
All of the reported volatility distributions depend critically on accurate estimates of the 
dilution to which the emissions were exposed.  Thus, I spent considerable effort computing this 
dilution in multiple ways in order to obtain a best estimate and also an uncertainty that should be 
applied to all derived volatility estimates.  This section details the various calculations and 
summarizes the final, best-estimate dilution ratios. 
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Figure 4.5 shows the initial emissions (measured at the point of complete mixing through 
the chamber, which was generally ~15 min after ignition) of carbonaceous species for each burn, 
and can be used to calculate initial emission factors.  To examine how the initial emission factor 
of organic aerosol changes with dilution, however, the dilution factors in both the combustion lab 
and dilution barrels have to be accounted for.  Therefore, after calculating consumed fuel mass 
for each experiment (calculated from measured C as described above), I divided this mass by the 
volume of the combustion lab to get the initial mass concentration of all fire emissions in the 
room.  This initial concentration was then decreased over time by infiltration of outside air into 
the combustion lab and active dilution in the two barrel dilution system.  While dilution in the 
two barrel system was controlled and measured, I do not have any direct measurements of how 
much outside air entered the combustion lab during an experiment.  I do, however, have evidence 
that the combustion lab was not airtight and air exchange was occurring.  During all experiments, 
the concentrations of non-reactive gasses, such as CO and CO2 decreased with time.  Since these 
gasses will not react or dry deposit, this decrease can only be due to dilution by outside air, with 
lower concentrations of these gasses, leaking into the combustion lab.  The decreases in non-
reactive gasses can be used to calculate the rate at which outside air infiltrated into the 
combustion lab using the following equation: 
           
                     
         
       Eq 4.7 
where Vin(t) is the volume coming in at time t and V0 is the volume of the combustion lab, C(t) is 
the measured gas concentration and Cb is the background concentration.  Equation 4.7 gives the 
volume of air entering the combustion lab at every time step (in this case every minute).  The 
dilution ratio for air in the lab can then be calculated as the combustion lab volume + infiltration 
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volume divided by the initial volume of the combustion lab.  If the decrease in a non-reactive gas 
concentration is due only to infiltration of outside air, the concentration of this gas in the 
combustion lab at time t will be:  
                          
          
      Eq 4.8 
During FLAME 3, measurements of NO, NO2, CO and CO2 were made inside the 
combustion lab (Appendix 1) and I can use any of these to calculate infiltration using Eq 4.7.  Of 
these gasses, CO and CO2 had the highest concentrations and least noise in the measurements.  
Also, these species should be the most chemically stable, although there was likely minimal 
chemistry occurring in the windowless combustion lab and thus NO and NO2 should also be 
somewhat stable.  Carbon monoxide is the best candidate tracer gas for estimation of the 
combustion lab leak rate.  Further, background CO concentrations in Missoula can be obtained 
from an EPA monitoring site.  Although data were not available during all burn days, I can use 






Figure 4.6 Measured gas concentrations in the combustion lab and dilution system 
during a wire grass burn.  Infiltration of outside air into the combustion lab in m3min-1 
(listed on right) was calculated using the decrease in concentrations during the 
highlighted time period. 
  
Figure 4.6 shows all the gas measurements for burn 42 (wire grass).  The decrease in all 
gases is obvious, clearly indicating that these emissions were being diluted in the combustion lab 
during the course of the experiment.  Measurements of NO and NO2 by the FSL (solid lines) and 
Aerodyne (dashed lines) operated instruments agree very well in the combustion lab.  There is an 
offset between the two CO2 instruments due to calibrations.  Also, uncompensated pressure 
effects on the CO2 measurements can be seen in the data.  Average infiltration rates (LPM) are 
shown by the numbers listed on the right in Figure 4.6.  These rates are calculated using the 
decrease in gas concentrations during the highlighted time period.  Infiltration rates agreed 
within 18% for values calculated from CO, CO2 and NO.  The values calculated from NO2 
measurements are much higher, however, although they agree with each other.  This pattern was 
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seen throughout the study, perhaps indicating an unaccounted for loss of NO2.  A table listing 
calculated infiltration rates for all burns is shown in Appendix 5. 
For the reasons stated above, and illustrated in Figure 4.6, I chose to use CO as the best 
indicator of the rate of outside air leaking into the combustion lab.  For each burn I chose a ~20 
minute time period to calculate average infiltration from CO, shown in Figure 4.6.  This time 
period varied slightly from burn to burn so as to avoid any sharp dips or jumps in CO 
measurements and due to changes in sampling strategy, during some burns sample was drawn 
from the dilution barrels more frequently and thus there are less combustion lab data available.  
Also, for all burns I waited at least 15 minutes after peak CO concentrations to begin the 
infiltration calculation to ensure that all emissions were well mixed throughout the combustion 
lab and any changes in concentration were, in fact, due to infiltration only.  Over all burns the 
average (± 1 standard deviation) infiltration rate calculated from CO was 17.7 ± 5.9 m3 min-1.   
To check the assumption that gas concentrations in the combustion lab were only 
decreasing due to infiltration, I used the average CO infiltration rate and Eq 4.8 to calculate the 
decrease in CO for each burn.  These calculated values for burn 42 are shown by the red line in 
Figure 4.7.  As can be seen, the measured and calculated values agree quite well (r2 = 0.99 for 
combustion lab points), thus lending validity to the assumptions that outside air entering the 
combustion lab led to the observed decrease in concentration and that a single average 





Figure 4.7 Measured (black), and calculated (red) CO concentrations during a wire grass 
burn. 
 
After calculating the rate at which air was coming into the combustion lab during each 
burn, I used these values to model the decrease in SO42- measured by the AMS, in the same way 
as CO above.  Sulfate should also be non-volatile and conserved during dilution, like the gas 
species discussed above.  However, it is a particle, not a gas, and thus changes in mass 
concentration will be due to deposition as well as dilution.  Calculating SO42- concentrations 
using Eq 4.8 requires some estimate of background concentrations outside the combustion lab, 
which were not measured.  However, there are five IMPROVE sites within ~100 miles of 
Missoula (Figure 4.8) that report total PM2.5 as well as SO42- concentrations every three days 
[Pitchford et al., 2007].  These sites are set up in remote locations and thus give an idea of 
regional conditions, but not any local urban emissions.  There is also an EPA site in Missoula 
which measures total PM2.5.  I compared these local PM2.5 values to the average PM2.5 from the 
five IMPROVE sites during the FLAME 3 time period.  The values were somewhat correlated 
(Figure 4.9), however, there was a constant offset of about 1.5 µg m-3.  This likely indicates that 
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Missoula is affected by the same regional sources as the IMPROVE sites, but with some impact 
from additional local emissions.   
 
Figure 4.8  Locations and four letter abbreviations of the IMPROVE sites used to 
determine background SO42- concentrations. 
 
Figure 4.9  PM2.5 measured in Missoula versus average PM2.5 from five IMPROVE sites 




To account for local emissions of SO42-, I increased the SO42- values averaged over the 
five IMPROVE sites (circles in Figure 4.10) by the same percentage increase as total PM2.5 in 
Missoula (gray line in Figure 4.10).  This gave some estimate of SO42- mass concentrations less 
than 2.5 µm outside the combustion lab during the FLAME 3 time period.  However, as 
discussed in Appendix 1, the AMS measurements only represent ~PM0.7 and thus will not 
measure some of the PM2.5 mass.  Levin et al. [2009] showed that in remote areas mass 
distributions are bimodal with roughly half of the mass falling below the AMS cutoff, ~700 nm.  
Fresh emission, however, should be much smaller.  I thus assumed that the AMS could see half 
of the SO42- mass measured by the IMPROVE network as well as all of the additional local SO42- 
mass, that is the difference between the measured and adjusted values in Figure 4.10.  The 
resulting best estimate of infiltrating SO42- is shown by the red line in Figure 4.10.  Because the 




Figure 4.10  SO42- concentrations averaged over the five IMPROVE sites within 100 
miles of Missoula (circles).  The grey line represents the SO42- concentrations adjusted 
for local urban emissions and the red line shows the best estimate of SO42- detectable by 




Using the above estimate for background SO42- mass concentrations, I modeled SO42- 
concentration decay using the infiltration rate calculated from CO concentrations.  The resulting 
calculated SO42- concentrations are plotted in Figure 4.11 along with those measured by the 
AMS.  While measured and modeled SO42- agree well at the beginning of the burn, by the end 
modeled SO42- is higher.  This is likely due to the fact that particulate matter will be lost to 
deposition as well as being diluted by outside air, and this is not accounted for in the modeled 
concentrations.  Non-reactive gas species, however, should only decrease due to dilution.  Thus, 
infiltration calculated from gas species should provide a lower limit for the decrease of aerosol 
species.  However, it is likely that organic aerosol will behave more like sulfate, with some 
depositional loss.  Black carbon (BC) is also a non-reactive particulate species and should 
behave similarly to SO42-.   Figure 4.12 shows the concentrations of BC and SO42- aerosol 
species (normalized by the peak concentration) for burn 38 (BC data were not available for burn 
42).  As expected, both SO42- and BC show a very similar pattern as concentrations decrease due 
to dilution and deposition.  Organic carbon should undergo these same processes and, therefore, I 
used the changes in SO42- (corrected for background SO42-) to adjust dry mass burned to account 
for overall dilution in the combustion lab.  Using this approach, the dilution ratio is simply 
calculated as 
                      
      
       
      Eq. 4.9 
where the numerator is the initial sulfate concentration and the denominator is the concentration 
at each time step (minute).  Using SO42- to calculate the dilution experienced by the organic 
material requires two key assumptions.  First, I am assuming that any deposited particulate 
organic will be removed from the system, and cannot interact with species in the air.  This is not 
159 
 
true as surface components can continue to evaporate and condense to be in equilibrium with 
their environment.  This would lead to an overestimation of dilution.  The second assumption is 
that both gas and particle species are deposited at the same rate, that of SO42-.  Again, this is 
likely not true as gas phase deposition is typically much faster than particle [e.g. Beem et al., 
2010].  Further, deposited organic gases have been shown to stick to metal surfaces, thus leading 
to a net sink of organic material to the walls [VanLoy et al., 1997].  Enhanced loss of  organic 
vapors to the walls would lead to the organic material experiencing an increased effective 
dilution to that calculated from SO42- loss. 
 
 
Figure 4.11 Measured (black), and calculated (red) SO42- concentrations during a wire 






Figure 4.12  Normalized SO42- and black carbon concentrations. 
 
4.3.4. Dilution in the dilution barrels 
 
The above discussion accounts for continuous, uncontrolled “dilution” of the emissions 
during each experiment that occurs via infiltration of outside air, and, in the case of particulate 
matter, via deposition to the chamber surfaces. The sample was also actively diluted using the 
two barrel system described above, and this additional dilution must also be computed.  I 
calculated dilution ratios in the barrels from the measured flow rates of sample and clean air flow 
from the ratio of total air (sample + clean) to sample air entering the barrels.  Because the sample 
flow coming into the high dilution barrel was drawn from the low dilution barrel, I multiplied the 
dilution in this barrel by that of the low dilution barrel to get the total dilution ratio.  Although 
we tried to keep the flows through the two dilution barrels constant, there were some changes in 
flow rates when switching between sample and bypass flows.  Thus, the dilution ratios in the 
barrels were not always constant.  Also, pressure fluctuations in the barrels led to fluctuations in 
dilution as well, especially at the higher dilution ratios.  Both of these effects can be seen in 
Figure 4.13 which shows the low (blue) and high (red) dilution ratios during burn 42.  The 
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changes in sample flow through the barrels meant that concentrations in the barrels were not at 
steady state when sampling from the barrel began, and thus the first five minutes of each dilution 
barrel measurement period are not used.   
I also calculated dilution in the barrels from the difference in SO42- between the 
combustion lab and dilution barrels (circles in Figure 4.13).  However, since the AMS sample 
line was switched between the combustion lab and dilution system I do not have any concurrent 
measurements in both locations.  Therefore, I filled in the gaps in combustion lab SO42- data by 
fitting an exponential decrease to the data points before and after each dilution barrel 
measurement.  I then compared the change in SO42- between this filled in combustion lab data 
and the barrel measurements to calculate dilution.  To account for the time delay in the dilution 
system, I compared barrel measurements to combustion lab concentrations one residence time 
earlier (~1.3 min) for the low dilution barrel and two residence times earlier (~2.6 min) for the 
high dilution barrel.   
 
Figure 4.13  Dilution calculated from flows (lines) and SO4 (circles) in the two barrel 




Figure 4.14 shows dilution ratios calculated from measured flow rates plotted against 
those calculated from SO42- measurements.  While there is some scatter in dilution ratios 
calculated from the two methods, especially for the lower dilution ratios, all values agreed within 
± 20 %.  The data used for Figure 4.14 are averaged over each dilution time period, with the first 
5 minutes of data removed to allow for barrel equilibration.  As well, I removed any AMS data 
with SO42- concentrations below 0.1 μg m-3.  For all further analysis I use these average data and 
report just one data point for each dilution barrel measurement time period (seen in Figure 4.15). 
 
 
Figure 4.14  Comparison of dilution ratios calculated from changes in SO42- 








4.3.5. Calculating partitioning 
 
I used the combined dilutions in the combustion chamber and the controlled, active 
dilution system to adjust the concentration of total consumed mass (calculated from total 
measured C emissions and fuel C content) over the course of each experiment. This quantity 
represents the maximum observable OA concentration at every time in the experiment, and was 
compared with the actual observed OA concentration in order to determine if volatilization was 
occurring.  Figure 4.15 shows the timeline of this dilution adjusted consumed mass as well as the 
measured OA concentration for a single burn.  If the organic aerosol were completely non-
volatile, organic mass would decrease by dilution only and the ratio of organic mass to dilution 
adjusted consumed mass (the two data streams in Figure 4.15) would not change.  If, however, 
there was a larger decrease in organic aerosol concentration greater than what could be attributed 










4.4. Results and discussion 
 
4.4.1. Volatility of organic material 
 
Figure 4.16 shows the ratio of organic aerosol (OA) to dilution adjusted consumed mass 
as a function of total OA concentration for two lodgepole pine burns.  This ratio, expressed in 
units of kg OA / kg fuel, is an emission factor (EF).  As expected [Grieshop et al., 2009], the EFs 
decrease as the aerosol becomes more dilute, indicating a repartitioning of semi-volatile material 
as the system equilibrates with the new ambient conditions.  In fact, the ratio of organic aerosol 
to total emissions decreases by about half over the course of both experiments.  This finding 
indicates that by the time fire emissions are diluted to remote ambient concentrations, a 50% 
change in calculated EF might be realized, depending on the concentration at which the EF was 
initially calculated.  Volatility below the lowest measured OA concentration cannot be 
constrained from these data, but volatility at lower saturation concentrations was probed by the 
CMU thermodenuder measurements.  Error bars in Figure 4.16 represent measurement 
uncertainty propagated through the infiltration, dilution and emission factor calculations using 
standard error propagation.  The largest contributor to this uncertainty is the ± 20% uncertainty 
in the AMS measurements [Bahreini et al., 2009] as values from this instrument are used in both 





Figure 4.16 Changes in emission factor as a function of OA concentration for two 
lodgepole pine burns.  Note differences in y-axis scales, indicative of different total C 
emissions for these two burns. 
 
It is clear from Figure 4.16 that the organic emissions from these two burns contain 
species with a range of volatilities.  That is, some aerosol mass is lost quickly upon dilution 
while some remains in the aerosol form even at low OA concentrations.  I fit the dilution data 
shown in Figure 4.16 to the volatility basis set using Eq 4.1 by using the Ci values, the mass in 
each bin, as the fitting coefficients.  I fit the curves using a least squares regression fit at five C* 
bins between 1 and 10000 µg m-3 constraining the fitting coefficients to be greater than or equal 
to zero, since negative Ci values are physically meaningless.  The best fit curves are shown in 
black in Figure 4.16.  Note that the y-axis scales in the two lodgepole pine burns shown in the 
figure are quite different, indicating different combustion conditions resulting in differing 
emission of total organic C.  In order to more directly compare burn-to-burn Ci values, I 
compared the fraction of emissions in a Ci bin to the total of all Ci values (fci values reported in 
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Figure 4.16).  The fci values are analogous to the height of the bars in Figure 4.1, that is they 
represent the fraction of organic mass with volatility within the range of each VBS bin.  For both 
burns shown in Figure 4.16, the lowest and highest C* bins accounted for most, or all, of the 
organic mass.  This finding indicates a nearly bimodal (two component) volatility distribution 
with a highly volatile component and very low volatility component of the organic species, as 
used in many prior estimates of OA yields [Odum et al., 1996].  It must be noted, however, that 
the lower end of this volatility distribution is not well constrained.  The mass attributed to the C* 
= 1 µg m-3 could in fact be spread across any number of bins with lower saturation concentration.  
The bi-modal volatility distributions indicated by these fits are somewhat different than 
those determined by Grieshop et al. [2009] for wood smoke.  Using both dilution and 
thermodenuders they found a more continuous volatility distribution with significant 




Figure 4.17 Changes in emission factor as a function of OA concentration. 
 
Figure 4.17 shows EF versus OA concentration for all of the burns.  Although somewhat 
subtle on the log/log axis shown in Figure 4.17, EF decreased with decreasing OA concentration 
for almost every burn.  More obvious in Figure 4.17 is the large variability in initial EF.  
Emission factors are strongly related to fuel type, moisture content and combustion conditions as 
discussed by McMeeking et al. [2009].  Although EFs are ultimately needed by modelers, here I 
focus on the adjustment of EFs under dilution.  Thus, Figure 4.18 shows the same data as Figure 
4.17, but normalized at OA = 1000 μg m-3.  Only burns with initial OA concentrations greater 
than 1000 μg m-3 are included in Figure 4.18.  Burns with lower OA concentrations tended to be 
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more flaming dominated and, thus, produced higher EC concentrations, with OC:EC ratios close 
to 1 [Levin et al., 2009; McMeeking et al., 2009].  Under these conditions adsorption may be as 
important as absorption, or may even be the dominant mechanism, in controlling gas/particle 
partitioning [Shrivastava et al., 2006].  Normalization of the EF values changes the magnitude of 
the Ci coefficients from Eq 4.1 but does not alter the mass fraction attributable to each C* bin.  
The solid black line in Figure 4.18 is the average VBS fit for all burns.  The fitting coefficients 
for this line, as well as the individual fits for each burn, are shown in Table 4.2.  I observed very 
similar organic aerosol partitioning behavior across all burns.  For all burns shown in Figure 4.18 
except for ceanothus, the average best fit VBS distribution fell within the measurement 
uncertainty.  The ceanothus burn also had the lowest initial OA mass of the burns shown in 
Figure 4.18.  Therefore, we may not be capturing the true volatility behavior for this case at 
higher concentrations.  
Table 4.2  Fraction of total organic mass in each C* bin for all burns with initial OA 
concentration greater than 1000 µg m-3 
 
C* [µg m-3] 1 10 100 1000 10000 
61 Lodgepole pine 0.21 0.15 0.00 0.11 0.53 
57 Ponderosa pine 0.34 0.00 0.06 0.16 0.44 
40 Ponderosa pine 0.13 0.10 0.05 0.00 0.72 
38 Lodgepole pine 0.30 0.00 0.02 0.00 0.70 
52 Turkey oak 0.25 0.00 0.02 0.00 0.73 
58 Saw grass 0.52 0.00 0.01 0.20 0.27 
56 Wire grass 0.15 0.00 0.00 0.00 0.85 
44 Gallberry 0.38 0.00 0.01 0.15 0.45 
63 Pocosin 0.10 0.00 0.00 0.00 0.90 
62 Ceanothus 0.08 0.00 0.00 0.00 0.92 
 






Figure 4.18  Normalized changes in emission factor as a function of OA concentration.  
Black line is the average best fit to the volatility basis set.  
 
4.4.2. Sources of uncertainty in estimated OA volatility 
 
As can be seen from the fitting coefficients in Table 4.2, and inspection of Figure 4.18, 
below about 100 µg m-3 there was very little change in EF with decreasing OA concentration.  
That is, there was no further volatilization of the aerosol and OA concentration simply decreased 
by dilution.  This result could indicate that at these lower concentrations (typical of 
atmospherically relevant concentrations) organic aerosol from biomass burning can be treated as 
non-volatile in models.  However, there are at least three potential experimental artifacts that 
could be biasing these low concentration measurements.  These include: deposition to the barrel 
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walls; residence time limitations; and liquid-to-solid phase changes induced by rapid mixing and 
cooling. Further, the simplified calculations presented here ignore the distributions of residence 
times in the barrels, treating them as idealized, continuous-flow, well-mixed systems. 
First, if organic aerosol particles are deposited to the walls of the dilution barrels during 
the course of an experiment, they can serve as a reservoir of semi-volatile organics and thus 
invalidate the assumption that the dilution air was devoid of any organic species.  By increasing 
the concentration of gas phase semi-volatile species in the barrels above the level of dilution, 
some volatilization of incoming smoke particles could be inhibited, and the effect might change 
with time during each experiment.  The barrels were flushed with clean air before each burn to 
attempt to volatilize any deposited organic aerosol and thus minimize contamination across 
experiments, but the efficacy of this treatment was not documented.   
If some particles were deposited to the interior surfaces of the dilution drums, and 
subsequently evaporated, higher than expected concentrations of gas phase VOCs should be 
observed in the drums.  As mentioned above, for a few burns I do have corresponding 
measurements of some gaseous VOCs in the combustion lab and dilution drums.  I calculated 
dilution ratios from these measurements in the same way as I did using SO42- (described above), 
and compared these values to those calculated from flow rates.  As can be seen in Figure 4.19, 
dilution ratios calculated from VOC measurements are consistently lower than those calculated 
from flow rates or SO42-.  The reported uncertainty in the VOC measurements is ~50% [Welsh-
Bon, personal communication].  Further, the measured VOCs account for only a small amount of 
total gas phase VOC mass. Therefore I cannot use these data as a quantitative measurement of 
VOC dilution ratios in the barrel.  They do suggest, however, that our dilution ratios calculated 
from flow rates, or SO42- concentrations, may be higher than the effective dilution ratio the 
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organic species are actually experiencing in the barrels.  Decreasing the effective dilution ratio 
would result in higher dilution adjusted consumed mass (since this value is simply initial 
consumed mass decreased by dilution ratio).  Lower calculated EFs, and thus a higher volatility 
estimate, would result. 
 
 
Figure 4.19  Dilution ratio calculated from SO42- (diamonds) and a number of gaseous 
VOC’s (circles) versus dilution ratios calculated from flow rates 
 
A second potential problem with the dilution system is that the evaporating particles may 
not have sufficient time to achieve equilibrium with their evolved gases.  If the residence time in 
the barrels was less than the time required to reach equilibrium (Eq. 4.5) less mass would be lost 
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dilution barrel was ~1.3 minutes; however, recent studies have indicated that equilibration times 
for organic species might be much longer than this.  Grieshop et al. [2007] diluted SOA formed 
from α-pinene ozonolysis using a continuous flow dilution tunnel with a residence time of 
roughly 30 s.  They also observed no partitioning for OA concentrations below ~600 µg m-3.  
When they diluted the aerosol in the Teflon reaction chamber in which it was formed, however, 
they did observe slow particle evaporation down to theoretically predicted concentrations, but on 
the timescale of hours.  They were surprised at this result as previous studies of this system 
indicated that the SOA particles should evaporate in less than 30 s.  Grieshop et al. [2009] also 
performed isothermal dilution experiments with diesel exhaust and flash vaporized lubricating 
oil, both sources of organic aerosol.  They filled a Teflon chamber with these emissions and then 
diluted the sample with filtered, scrubbed air for 45 minutes.  They observed continuous 
evaporation of the aerosol for about 2.5 hours after dilution stopped.  In their experiments, initial 
aerosol concentrations were around 1300 µg m-3, and they observed about a 20% reduction in 
aerosol mass due to evaporation after wall loss correction (however, wall losses still lead to 
significant uncertainty in this estimate).  They also observed a continuous decrease in EF with 
dilution down to ~20 µg m-3, but they did not measure below this concentration.    
 Grieshop et al. [2009] modeled the time-dependent decrease in particle mass using the 
dynamic equation for particle evaporation presented by Bilde and Pandis [2001] and found that 
an effective uptake coefficient (α) two to three orders of magnitude below the commonly 
assumed value of 1 was needed to match the data.  That is, there was much higher resistance to 
mass loss than commonly assumed for absorptive partitioning.  Lee at al. [2011] used a 
thermodenuder at relatively low temperatures (T = 25 – 100 °C) to probe the volatility of various 
SOA compounds.  They found that a variable α, dependent on temperature, gave the best model 
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fit to their data, suggesting that at higher temperatures the aerosol exhibits much lower resistance 
to mass change due, perhaps, to enhanced diffusivity or a phase change of the particle. 
 Absorptive partitioning theory assumes that the particles are liquid, allowing molecules to 
move freely though the particle.  Recent studies, however, have shown that organic aerosols may 
exist in an amorphous or glassy state in the atmosphere [Koop et al., 2011; Mikhailov et al., 
2009; Virtanen et al., 2010; Zobrist et al., 2008]. The higher viscosity of solid-like particles 
could severely limit the ability of molecules to move through the bulk of the particle to the 
surface and evaporate, thus increasing resistance to mass transfer.  If “freezing” of the particles 
was occurring in the dilution barrels, the relatively short residence time would be insufficient for 
the particles to reach equilibrium and evaporate.  Therefore, the aerosol would appear non-
volatile. The high flow rates of the clean, dried dilution air relative to the sample flow might 
present conditions conducive to initial rapid volatilization and latent-heat-derived lowering of the 
surface temperature of the particles.  
 The above considerations indicate that aerosol volatility determined from dilution barrel 
data may be biased too low (that is, the aerosol is more volatile at low OA concentrations than 
indicated by the experimental data).  A thorough investigation of these effects should be 
conducted via controlled experiments designed to isolate the various potential contributions to 
artifacts, as discussed in Future Work (Chapter 5).  For this study, however, a check against the 
estimated volatility distributions can be conducted by comparing them with those obtained from 
thermodenuder data collected by the CMU group.  The methods and analysis of the 
thermodenuder measurements from this experiment are the subject of a separate manuscript 
[May et al., in preparation].  Here, I simply compare the volatility distributions determined from 
thermodenuder measurements with those from our dilution experiments.  Table 4.3 shows the 
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volatility distribution for two VBS fits to the TD data for all combined experiments; the least 
squares regression best fit and another fit that fell within the TD experimental uncertainty, due to 
unknown ΔHv and α parameters, and provided a better fit to the dilution data.  The best fit 
volatility distributions determined from TD measurements is more continuous and less “bi-
modal” than that from our dilution data, resembling that found by Grieshop et al. [2009].  That 
is, the distribution has more components with volatility in the intermediate bins, not just the high 
and low bins.  Also, because the TD can be heated to temperatures much higher than ambient 
conditions, this method can probe the volatility distribution at much lower C* bins than can be 
accessed from the dilution setup.  The TD measurements indicate the aerosol continued to 
evaporate as OA concentrations were lowered, whereas the dilution data seem to suggest a 
flattening of volatility below ~100 µg m-3.  As discussed above, using TD data to determine 
volatility requires a number of assumptions, including assumptions about the ΔHv and α 
parameters.  Thus, there are a wide range of potential volatility distributions given the expected 
range in these variables.  Due to this, the dilution data (from the combustion lab and CMU smog 
chamber, but not the dilution barrels) were used to constrain the number of TD fits by 
minimizing the χ2 statistic, and the resulting alternate fit is also listed in Table 4.3.  Although 
dilution data were used to constrain the alternate TD fit, this solution assigns more mass to the 







Table 4.3  The best fit volatility distribution determined from thermal denuder (TD) data 
as well as an alternate fit to these data constrained by the dilution fit. 
C* [µg m-3]  0.001 0.01 0.1 1 10 100 1000 10000 
Dilution fit - - - 0.25 0.02 0.02 0.06 0.65 
TD best fit 0.025 0.15 0.025 0.075 0.15 0.2 0.125 0.25 
TD alt fit 0.00 0.01 0.00 0.00 0.10 0.10 0.10 0.60 
 
 
4.4.3. Organic aerosol composition 
 
So far in this analysis I have been treating the AMS organics as a single lumped aerosol 
component, using the total organic mass measured by the AMS.  The AMS organic signal, 
however, can be broken down into families of organic aerosol with similar oxygen content to 
more fully examine the makeup of the organic aerosol.  These components have the general 
forms, CxHy+, CxHyO+ and CxHyOz+, that is the ions detected by the AMS contain zero, one or 
more than one oxygen.  These individual families of organic aerosol can be treated in the same 
way as total OA above to determine their volatility distributions.   
I calculated emission factors of each OA component, in the same way as discussed above, 
and plotted them as a function of total OA.   Figure 4.20 shows these values for the same 
lodgepole pine burns discussed above.  I also fit each of these curves to the VBS using Eq. 4.1 
and five C* bins from 1 to 10,000 µg m-3 (lines in Figure 4.20, fitting coefficients in Table 4.4).    
From Figure 4.20 it appears that for both burns, all the organic components displayed some 




Figure 4.20 Changes in the emission factors of the three organic components as a 
function of OA concentration for two lodgepole pine burns.  
 
The shape of the volatility distributions can be seen from the VBS fitting coefficients 
listed in Table 4.4.  As with the total OA, discussed above, the volatility distributions for each 
organic component also appears to be bimodal.  All of the components have a large, highly 
volatile fraction, with most of the remaining mass in the lowest volatility bin.  Again, the mass 
represented in the C* = 1 µg m-3 may in fact have saturation concentrations much lower than this, 







Table 4.4 Fraction of total organic mass and organic family mass in each C* bin. 
 
C* [µg m-3] 1 10 100 1000 10000 
Burn 38 All OA 0.30 0.00 0.00 0.00 0.70 
 
CxHy 0.27 0.00 0.00 0.02 0.73 
 
CxHyO 0.23 0.17 0.00 0.00 0.60 
 
CxHyOz 0.36 0.00 0.00 0.00 0.64 
Burn 61 All OA 0.21 0.15 0.00 0.11 0.53 
 
CxHy 0.24 0.10 0.00 0.08 0.58 
 
CxHyO 0.45 0.00 0.00 0.11 0.44 
 





Figure 4.21 shows the fraction of the total organic aerosol in each organic family for the 
same lodgepole pine burns as in Table 4.4.  As would be expected from two burns of the same 
fuel, the initial mass fractions of each organic family were very similar between the two burns 
with values falling within the AMS measurement uncertainty (represented by bars in Figure 
4.21).  Also, while diluting in the combustion lab, the aerosol from both burns behaved in the 
same way, with a decrease in the CxHy and increase in the CxHyO components.  However, in the 
dilution barrels the CxHyO fraction actually decreased sharply during burn 38, while it continued 
to increase during burn 61.  This discrepancy may be partly due to an unaccounted for 





Figure 4.21 Changes in the fraction of each of the three organic components as a 
function of OA concentration for two lodgepole pine burns 
 
On average, over all burns, the organic aerosol behaved more similar to burn 61, with 
small decreases in the fractions of CxHy and CxHyOz, and a steady increase in the fraction of 
CxHyO.  Figure 4.22 shows these fractions averaged over all burns.  I averaged the data for each 
burn into bins centered around logarithmically spaced order of magnitude OA mass 
concentrations, and then averaged across all burns.  The bars in Figure 4.22 indicate the standard 
deviation in the binned values across all burns, not measurement uncertainty as with previous 
plots.  Standard deviations are much higher for the dilution barrel data.  The fractional increase 
in CxHyO and decrease in the other two components could indicate some differences in volatility 
among these components, however, there could also be some unknown and uncharacterized 
chemical transformations occurring as the aerosol ages.  Oxidation in the combustion lab is 
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probably fairly minimal, however, as the combustion lab has little light and the aerosol is only 
held in the room for a few hours.   
 
 
Figure 4.22 Changes in the fraction of each of the organic aerosol components as a 
function of OA concentration averaged over all burns 
 
Our findings with respect to the relative volatility of the organic fractions are somewhat 
at odds with the relationships between C* and O:C proposed by Jimenez et al.  [2009]. In Figure 
4 of their paper, the authors suggest that O:C in ambient aerosol increases with decreasing vapor 
pressure, especially for C* lower than 1 µg m-3, whereas the data from this study show only weak 
trends in volatility with O:C. However, the potential artifacts in our dilution system suggest that 
similar experiments, with better controls, are needed to assess whether there is a relationship 
180 
 
between O:C in biomass burning emissions, overall volatility, and the volatility of the individual 
OA components. 
 
4.5. Summary and conclusions 
 
Biomass burning is a major source of aerosol, particularly organic aerosol, to the 
atmosphere and is especially important in the western US.  To understand the characteristics of 
the aerosol in this region we must know the contributions of biomass combustion to total aerosol 
mass as well as how these particles behave in the atmosphere.  Many studies have examined gas 
and aerosol emissions from fires and determined emission factors for various fuels and 
combustion conditions.  Several studies have also examined the potential for new particle 
formation in fire plumes as the gas phase species oxidize and condense.  In this chapter I 
examined another important process, the loss of aerosol mass due to volatilization as the plume 
isothermally dilutes.  The goal is to describe the fire emissions as a continuous distribution of 
organic species with varying volatilities which will partition between gas and condensed phases 
as ambient conditions change.  Correctly representing this behavior in models is necessary to 
accurately predict organic aerosol concentrations. 
 One of the main goals of the third Fire Lab at Missoula Experiment was to quantify the 
volatility distribution of organic emissions from biomass combustion and fit this distribution to 
the Volatility Basis Set (VBS) proposed by Donahue et al. [2006], thus allowing models to 
realistically treat gas/particle partitioning of biomass burning emissions as atmospheric 
conditions change.  To this end, fresh emissions from the combustion of a wide range of 
commonly burned fuels were diluted, using aerosol-, water-, and vapor-free air, to 
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atmospherically-relevant background conditions in a two stage dilution system.  Emissions were 
also diluted by infiltrating background air as they were held in the combustion lab for several 
hours.  By comparing the change in organic aerosol to the change in total fire emissions as these 
emissions were diluted, I was able to develop estimates of the volatilities of these emissions and 
fit these results to the VBS. 
In every case, I observed partitioning to the gas phase as the emissions were diluted.  
That is, organic aerosol concentrations decreased faster than could be accounted for by dilution 
alone, indicating the presence of semi-volatile organic species.  In fact, for all burns with initial 
OA concentrations above ~1000 µg m-3 I observed about a 50% loss in organic aerosol mass due 
to volatilization as the aerosol was diluted, which could potentially result in a factor of 2 
difference in calculated emission factors.  There was also considerable consistency in volatility 
behavior across most burns and, thus, one volatility distribution could be used to model the 
general behavior of these emissions. 
During FLAME 3, volatility of the organic material was also measured using a 
thermodenuder system.  To determine volatility from thermally forced evaporation, assumptions 
must be made about the enthalpy of vaporization as well as the uptake coefficient of the 
evaporating material.  Given the range in these parameters a large number of volatility 
distributions could be fit to the measured reduction in aerosol mass with heating.  Volatility 
distributions determined from the dilution measurements discussed in this work fell within the 
range of potential thermodenduer derived solutions, and can be used to help constrain some of 
the unknown variables needed for analysis of the thermodenduer results.  By heating the sample 
to very high temperatures, ~200 º, the thermodenduer is also able to probe the behavior of low 
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volatility material.  These measurements indicate that the aerosol continued to evaporate at 
saturation concentrations which could not be reached with the dilution system. 
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5. Summary, conclusions and future work 
 
5.1. Summary and conclusions 
 
In this dissertation I have presented measurements of aerosol concentration, size 
distribution, chemical composition and hygroscopicity from several field campaigns focused on 
assessing aerosol properties in the mountains of Colorado and Wyoming, as well as laboratory 
data showing the semi-volatile nature of organic emissions from biomass combustion.  These 
data are useful for modeling studies wishing to determine the effects of aerosols on clouds, 
precipitation, climate and visibility in this region.  However, while there was some consistency 
in the range of measured aerosol number and volume concentrations and size distribution 
parameters across all field studies, these values were all statistically different from one another.  
That is, the data presented in this work cannot be viewed as representative of some larger, 
cohesive regional aerosol.  Instead, these data emphasize the inherent difficulty in correctly 
modeling aerosol properties due to their highly variable nature, both spatially and temporally.  
While the data and findings presented in this dissertation, and summarized below, are useful in 
filling in some unknowns in our understanding of aerosols concentrations, size distributions, 
composition, mixing state, hygroscopicity and volatility in the mountainous regions of the 
western US, they also highlight the need for continued measurements and investigation of these 
parameters in these and other locations. 
In the following, I outline the key research findings addressing the three specific goals of 
this work that were stated in the Introduction. 
Goal 1: Present typical aerosol number and volume concentrations and size distributions as well 
as seasonal cycles and the factors that influence these properties. Aerosol number and volume 
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concentrations and size distributions were measured during three periods over several years 
(2006 – 2010) as part of the Rocky Mountain Atmospheric Nitrogen Study (RoMANS) as well 
as during summer, 2011 as part of the Grand Tetons Reactive Nitrogen Deposition Study 
(GrandTReNDS).  While the focus of our measurements during the Bio-hydro-atmosphere 
interactions of Energy, Aerosols, Carbon, H2O, Organics & Nitrogen (BEACHON) project was 
on aerosol hygroscopicity, aerosol number concentrations and size distributions were also 
measured during this study over a smaller size range.  All three study locations represent high 
altitude, remote and relatively clean regions of the western US, and are expected to have aerosol 
concentrations and characteristics distinct from the more populated and polluted regions of the 
country [Malm et al., 2004].  The aerosol data presented here are therefore useful in determining 
typical concentrations and size distributions for aerosols in these regions.   
As expected, aerosol concentrations measured during all three studies were generally 
low, with average number concentrations ranging between 1000 – 2000 cm-3 during the summer 
months.  During the two year-long studies (RoMANS 2 and BEACHON) there was an observed 
seasonal cycle in aerosol number and volume concentrations with minimum values during the 
winter increasing to a maximum in summer or early fall.  The seasonal cycle in aerosol fine 
volume concentrations measured during RoMANS 2 was similar to that of PM2.5 organic and 
sulfate mass concentrations measured by the IMPROVE sampler collocated with the ROMANS 
site.  Summertime increases in mass measured by the IMPROVE sampler were largely due to 
increased organic aerosol mass [Malm et al., 2004].  During BEACHON, the seasonal cycle in 
aerosol number concentrations was observed to correlate well with the frequency of events 
typical of new particle formation.  Aerosol measured during these events appeared to be 
dominated by organics and these events could be, at least partially, responsible for the increased 
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aerosol number and organic mass concentrations observed during the biologically active summer 
months.  
Goal 2: Determine aerosol chemical composition and hygroscopicity and their importance to 
CCN concentrations. 
While IMPROVE measurements in the Rocky Mountain region suggest that 25 – 50 % of 
fine mode aerosol mass is organic, assuming that PM2.5 dust concentrations are all in the coarse 
mode, aerosol composition measurements made during BEACHON, RoMANS 2010 and 
GrandTReNDS indicate a much higher organic mass fraction for sub-micron particles, most 
important for determining CCN concentrations.  Aerosol composition measured by an Aerosol 
Mass Spectrometer (AMS) and derived from aerosol hygroscopicity measurements indicated fine 
mode organic mass fractions of 70 – 90% during the summer months, with slightly lower values 
during the winter for particles greater than ~0.15 μm.  High organic mass fractions led to low 
values of the hygroscopicity parameter, κ, measured during BEACHON and calculated from 
aerosol composition measurements during RoMANS 2010 and GrandTReNDS.  Over the entire 
year-long BEACHON study, κ had an average value of 0.16 ± 0.08, similar to values determined 
in tropical and boreal forests, and lower than the commonly assumed value of κcontinental = 0.3.  In 
order to correctly determine the potential concentrations of CCN in models, for a given 
supersaturation, hygroscopicity must be properly represented.  As I showed in Chapter 3, 
correctly accounting for both aerosol hygroscopicity as well as the variation in hygroscopicity 
with size are needed to correctly predict CCN concentrations for a given supersaturation.  
However, for higher supersaturation values, ~0.3% and higher, most of the variability in CCN 
concentration is captured by changes in total number concentrations. 
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As well as the seasonal cycle in number and volume concentrations, there were also 
seasonal changes in aerosol hygroscopicity, and hence chemical composition. During the year-
long BEACHON campaign the κ values of particles ~0.15 μm or larger decreased from 0.2 – 0.3 
during the winter and spring months to ~0.15 during the summer.  Smaller particles exhibited 
little or no such seasonal change and had continuously low κ values, ~0.15.  The seasonal change 
in aerosol hygroscopicity for the larger particles was also correlated with the frequency of new 
particle formation events, decreasing as the frequency of these events increased.  Also, during 
specific events the κ values of the largest measured particles was observed to decrease as the new 
particles grew to these sizes.  If the particles associated with these events were predominantly 
organic, as is suspected, this would account for the observed decrease in aerosol hygroscopicity 
with increasing event frequency.  
Goal 3: Determine the volatility distribution for organic material from biomass combustion. 
While new particle formation and growth is likely a source of fine mode organic mass in 
remote area of the Rocky Mountains, the largest measured increase in organic fraction occurred 
during a smoke event during GrandTReNDS.  Also, some of the highest measured aerosol 
number and fine mode volume concentrations during RoMANS 2, RoMANS 2010 and 
GrandTReNDS were associated with impacts from biomass burning smoke plumes.  Aerosols 
emitted from biomass combustion are a significant contributor to local and regional aerosol 
loadings in the mountainous areas of the western US, resulting in clear deviations from the 
typically clean nature of these areas.  Because of the importance of biomass burning aerosols in 
this, and many other, regions, it is important to correctly represent these emissions in models.  
The majority of biomass burning emissions, other than CO and CO2, are organic compounds 
many of which can transition between gas and condensed phases based on ambient temperature 
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and aerosol concentrations.  In order to model these emissions, therefore, and predict their 
impacts on aerosol loadings and size distributions, and subsequent effects on visibility reduction, 
CCN concentrations and cloud properties, the volatility of these emissions must be properly 
represented. 
The purpose of the third Fire Lab at Missoula Experiment (FLAME 3) was to determine 
the volatility distribution of organic material emitted during biomass combustion.  To do this, 
fire emissions from combustion of fuels typically burned in the western and southeastern US 
were diluted over time, leading to decreases in aerosol concentrations over several orders of 
magnitude.  By comparing the change in organic aerosol mass concentrations to that of total fire 
emissions I was able to determine the volatility of organic material and fit this to a volatility 
distribution.  Emissions from all burns with initial organic aerosol concentrations greater than 
1000 μg m-3 had similar volatility distributions with an average of ~65% of the organic mass 
falling into the most volatile, highest saturation concentration, bin (C* = 10000 μg m-3) and much 
of the remaining mass falling into the lowest volatility bin (C* = 1 μg m-3).  Thermodenuder 
measurements, able to discern volatility in lower C* bins by heating the sample to very high 
temperatures, indicated that this least volatile fraction could in fact be spread across several bins 
of even lower saturation concentration.  The volatility distributions presented in this work are 
helpful in determining the behavior of modeled organic emissions as the initial high 
concentrations are advected downwind and diluted.  Representative volatility distributions can 
also be used to modify emission factors determined under varying initial aerosol concentrations, 




5.2. Future work 
 
In this dissertation I have presented results from several extensive data sets measured 
during a number of campaigns.  Data of this quantity and quality present numerous opportunities 
for discovery.  Here I list three specific areas of potential future research. 
1) I have repeatedly noted the spatial and temporal variability in aerosol concentrations, size 
distribution parameters and composition.  Due to this variability, measurements from a single 
site are difficult to generalize to a larger region.  It would be very useful if, at least some of, this 
variability could be explained and accounted for.  One way to do this is through the use of back-
trajectory models and multiple linear regression.  To do this, measured variability in some 
property, such as aerosol number concentration, is modeled using a number of potentially 
predictive variables, such as trajectory origin, transport time, precipitation along trajectory path 
and other variables.  This can determine which variables are most important in determining local 
variation in aerosol concentrations, and may be useful in understanding the local variability of 
measured aerosol properties. 
2) During BEACHON-RoMBAS many groups measured a host of aerosol and gas species 
and parameters and a number of data sets are available for further analysis.  Aerosol size 
distributions and composition were measured down to 4 nm, where new particle nucleation can 
be detected.  I would like to use these data along with the size resolved CCN data to examine 
aerosol hygroscopicity during times of high new particle formation events to determine their 
effect on κ and CCN concentrations. 
3) While the FLAME 3 study provided valuable information about the volatility of organic 
emissions from biomass combustion, there were a number of factors which may have biased our 
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measurements (listed in Chapter 4).  Future measurement campaigns could be designed to avoid 
such issues, and better quantify volatility distributions.  Specifically, unconstrained dilution in 
the combustion lab should be avoided in future studies.  This could be done by sampling 
emissions into a Teflon smog chamber at the beginning of a burn, as was done by the CMU 
group during FLAME 3, and then diluting the sample in the chamber.  Using this method, 
sample could be initially diluted and then measured for several hours, thus determining the time 
needed for evaporating particles to reach equilibrium.  This would provide very useful 
information about the uptake coefficient of these organic emissions which could be further used 
to constrain volatility distributions calculated from thermodenuder data and give insight into 
particle phase.  One potential difficulty with holding the smoke for an extended period of time in 
a smoke chamber is the increased time will lead to greater wall loses and potential interactions 
with deposited species. While wall loses can be accounted for through measurement and models, 
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Appendix 1. Instrumentation 
 
 This Appendix describes the instrumentation used during RoMANS, GrandTReNDS and 
FLAME 3. 
A1.1 RoMANS and GrandTReNDS 
During both RoMANS studies and the GrandTReNDS study, aerosol size distributions 
were measured with three different instruments:  a differential mobility particle sizer (DMPS; 
TSI 3085, TSI Incorporated, Minneapolis, MN), an optical particle counter (OPC; LASAIR 
1003, Particle Measuring Systems, Boulder, CO) and an aerodynamic particle sizer (APS; TSI 
3021).  The instruments measured over the diameter ranges 0.04 – 0.63 μm, 0.39 – 0.95 μm and 
1.0 - 20 μm respectively and were operated with 15 minute temporal resolution.  The sizing 
instruments were housed inside a temperature-controlled mobile lab during all three studies.  A 
sample flow of 0.6 LPM was pulled through an inlet in the roof of the lab and then passed 
through a Perma Pure dryer (Perma Pure Inc., Toms River, NJ) with a dry sheath flow of 1 LPM 
which dried the sample to RH < 10%.  The sample flow was then split into two 0.3 LPM flows 
which went to the OPC and DMPS.  To avoid losses of larger particles, the APS sampled 
through a separate inlet, with no bends, at 5.0 LPM.  The APS inlet was heated to ~ 35 ˚C, thus 
drying the sample to RH < 15%.  The sample flow was exposed to this heated region for about 
0.5 s.  This short residence time limits the loss of volatile particles [An et al., 2007] yet is still 
long enough for any water on the aerosol to react to the lower RH [Snider and Petters, 2008].  
During a few time periods of heavy rain, however, the APS drying system was insufficient to dry 
the aerosol.  These times were obviously detected due to the sharp increase in aerosol volume 
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concentrations in the upper APS size bins during some rain events and these data were discarded.  
The inlets for both the DMPS/OPC and APS were approximately 5 m above ground level. 
 The three instruments all use a different technique to determine aerosol size.  The DMPS 
consisted of a differential mobility analyzer (DMA; TSI 3081) that utilizes the relationship 
between the motion of a charged particle in an electric field, the electrical mobility, and the 
particle’s diameter to select particles of a specified diameter.  These size selected particles were 
then counted by a condensation particle counter (CPC; TSI 3010) which condenses butanol onto 
the particles to grow them to a size easily detected optically.  The DMA was operated with a 
sheath flow of 3.0 LPM and a sample flow of 0.3 LPM.  Because the CPC requires a sample flow 
of 1.0 LPM, 0.7 LPM of dried and HEPA filtered air was added to the CPC sample line after the 
DMA.  The DMA stepped through 25 voltage settings, corresponding to 25 diameter bins, 
between 0.04 - 0.87 μm every 15 minutes. 
The OPC uses light scattered by a particle passing through a 632.8 nm wavelength laser 
beam to determine particle size.  Larger, purely scattering particles will scatter more light than 
smaller particles with a similar refractive index, assuming spherical particles, and the instrument 
uses the detected intensity of scattered light to size the particle based on calibrations with 
particles of known refractive index. The LASAIR 1003 sizes particles into 8 bins with 
manufacturer calibrated lower bin limit diameters of 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 1.0 and 2.0 μm.  
Although the OPC can be operated at much higher time resolution, data from the OPC were 
averaged every 15 minutes to match the sampling time of the DMPS.  To avoid coincidence 
errors, more than one particle entering the optical chamber at once, the OPC operates at a very 
low flow rate, 0.028 LPM. 
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The APS sizes particles based on their motion in an accelerating flow.  Sample is drawn 
into the instrument at 1.0 LPM and then accelerated by a sheath flow.  Smaller particles, with 
less inertial lag, will accelerate more quickly with the flow while larger particles, of the same 
density, take longer to accelerate and will thus have a lower velocity at the end of the inlet 
nozzle.  The APS calculates particle velocity by determining the time required for a particle to 
pass through two laser beams separated by 100 μm.  The instrument then uses this velocity to 
size the particle into one of 52 bins, between 0.5 and 20 μm with a base 10 logarithmic bin width 
of 0.03 μm.  Because the APS utilizes the particles aerodynamic drag to determine size, it is 
actually measuring aerodynamic diameter (dae), which is dependent on particle shape and density 
as well as physical size.  As with the OPC, I assumed the predominately aged particles measured 
during RoMANS and GrandTReNDS were spherical.  An appropriate effective density that was 
used to convert the aerodynamic diameters into equivalent “true” diameters was derived by 
aligning the APS output with that of the other sizing instruments, as described below.   
 Because the three aerosol sizing instruments all measure over different size ranges and 
exploit different aerosol characteristics to determine particle size, the outputs from the 
instruments have to be reconciled to produce one continuous size distribution.  This was done 
following the alignment method developed by Hand and Kreidenweis [2002].  Briefly, the data 
from the DMPS, OPC and APS were first interpolated to the same diameter grid using a 
Twomey fit [Markowski, 1987; Twomey, 1975; Winklmayr et al., 1990].  The alignment method 
then minimized the difference between the DMA and OPC data in the overlap region between 
these two measurements by adjusting the assumed particle refractive index, the OPC response to 
particles of varying real refractive index having been previously determined by laboratory 
calibrations.  After aligning the OPC to the DMA data the APS data were then fit to this adjusted 
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OPC data by changing assumed particle effective density, which might include the impacts of 
shape factor on the aerodynamic size.  The final result of the alignment was a combined aerosol 
number distribution spanning particle diameter from 0.04 – 20 µm every 15 minutes, together 
with the best-fit refractive index and effective density.  From these number distribution data I 
also calculated aerosol volume distributions with the volume in diameter bin i (Vi) calculated as  




         Eq A1.1 
where Ni is the number of particles with diameter Di.  This again makes the assumption that the 
particles were all spherical.   
 The sizing instruments and alignment technique have been previously utilized during the 
Yosemite Aerosol Characterization Study (YACS) which occurred in 2002 [McMeeking et al., 
2005b], the 1999 Big Bend Regional Aerosol and Visibility Observational (BRAVO) study 
[Hand et al., 2002] and the first RoMANS study (RoMANS 1) which occurred during two 
phases in the Spring and Summer of 2006 [Levin et al., 2009]. 
 Sizing for all three instruments is sensitive to sample flow rate.  Therefore, flows were 
checked routinely, about twice weekly, during the RoMANS and GrandTReNDS studies using a 
Gilibrator flow meter (Sensidyne, St Petersburg, FL).  The monodisperse flow exiting the DMA 
column (Qsmaple) was controlled by adjusting the amount of make-up air added between the DMA 
and CPC.  Measured Qsmaple was always within ± 10% of its nominal 0.3 LPM value, but was 
adjusted at almost every flow check to be within ± 1%.  The OPC and APS flows were adjusted 
twice each during RoMANS 2, the APS flows were adjusted once during GrandTReNDS and 
neither instrument required adjustement during RoMANS 2010.   During all studies the OPC and 
APS sample flow rates were maintained within ± 1% and ± 5% of their nominal values, 
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respectively.   Measured flows outside these ranges indicated either problems with the pumps or 
compressed air system or blocked inlets and these data were discarded.  Aerosol sizing was 
checked using NIST traceable polystyrene latex spheres (PSL; Thermo Fisher Scientific Inc, 
Waltham, MA), at the beginning and end of each study and periodically during the year-long 
RoMANS 2 study.  No drift in sizing was detected for any instrument, as long as flow rates were 
properly adjusted.  Zero checks were also performed on all instruments during each study using a 
HEPA filter. 
 In addition to the particle sizing instrumentation, a host of complimentary instruments 
measured the concentration and speciation of many gasses and particles as well as 
meteorological variables during all three studies.  I will describe only those instruments 
providing data that I used in my analyses. 
During certain time periods of the ROMANS 2010 and GrandTReNDS campaigns, sub-
micron aerosol composition was measured with a High Resolution Time of Flight Aerosol Mass 
Spectrometer (HR-ToF-AMS, hereafter referred to as AMS, Aerodyne Research Inc., Billerica, 
MA).  This instrument has been previously described in detail [Canagaratna et al., 2007; 
DeCarlo et al., 2006; Drewnick et al., 2005].  In brief, the instrument contains three main 
sections.  In the first section the sample flow is focused down into a narrow beam by passing 
through an aerodynamic lens which allows particles ~35 – 700 nm to pass into the instrument.  
When operated in the Particle Time Of Flight (PTOF) mode, the aerosol beam is then intersected 
by a spinning disk, or chopper, with an open slot which allows evenly spaced packets of particles 
to pass into the second part of the instrument, the time of flight region.   Particles are separated 
as a function of aerodynamic diameter (dae) as they traverse the time of flight region, where 
particles with lower aerodynamic drag, that is smaller dae, will accelerate faster and, thus, 
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traverse the region quicker.  For spherical particles with similar densities, this translates to 
smaller physical diameter particles arriving at the detector first.  The chopper can also be moved 
out of the particle path (MS mode), allowing total mass concentrations to be measured but 
sacrificing particle size information.  At the end of the time of flight region, particles are 
impacted onto a thermal vaporizer heated to 600 °C which evaporates all nonrefractory material.  
Crustal material, or dust, and elemental carbon will not volatilize and thus cannot be detected 
using this method.  However, the AMS can detect organic species, as well as inorganic ionic 
species such as ammonium, nitrate, sulfate and chloride.  The evaporated fragments are ionized 
via electron ionization and then enter the time of flight mass spectrometer where they are 
separated based on mass (m) and charge (z) and then detected.  
The AMS sizing was checked using several sizes of monodisperse PSL spheres spanning 
the diameter range 70 – 700 nm at the beginning of each study.  Ionization efficiency (IE) was 
checked using 350 nm ammonium nitrate particles following Canagaratna et al. [2007].  The IE 
calibration aerosol was generated using a TSI 3076 constant output atomizer and then size 
selected using a DMA (TSI 3080).  Ionization efficiency was checked weekly during RoMANS 
2010 and GrandTReNDS to insure no instrument drift in IE during the course of each study.  
Study averaged IE was used to process all data.  Data processing and analysis were performed 
with the standard AMS software, Squirrel and Pika, using Igor Pro (Wavemetrics, Lake Oswego, 
Oregon).   
During all three studies a number of instruments measured gas phase species including 
CO and several gaseous reactive nitrogen species.  NOx and NH3 wer measured with an API 
201A (Teledyne, San Diego, CA).  This instrument works by converting NH3 and NO2 to NO 
using a high temperature molybdenum converter and then determines NO concentrations by 
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detecting the light given off from the chemiluminescent reaction of NO with O3.  By alternating 
the sample line between two converters heated to 315, at which NO2 is evolved, and 825 ˚C, for 
NH3, as well as a sample line with no converter, the instrument can determine NH3, NO2 and NO 
concentrations.  The instrument was calibrated at the beginning and end of each study using NO, 
NO2 and NH3 at 20 and 60 ppb.  Calibration gasses were generated using a model 700 dynamic 
dilution calibrator (Teledyne) and a model 701 zero air generator (Teledyne).  Daily calibration 
and zero checks were also performed with NO and zero air. 
 During GrandTReNDS, meteorological variables including wind speed, wind direction, 
RH, temperature, precipitation and surface pressure were measured using a AIO-210 weather 
station (Climatronics Corp. Bohemia, NY).  Meteorology data for the RoMANS site were 
provided from a permanent 10 m met tower operated by the CASTnet program (data available 
from epa.gov/castnet).  
There were several periods during the RoMANS studies when the measurement site was 
impacted by campfire smoke from the adjacent summer camp.  These events were typically in 
the evening during the summer and were characterized by sharp increase in aerosol number 
concentrations and CO concentrations.  During RoMANS 2010 data from the CSU AMS further 
indicated the presence of smoke during these time periods.  Biomass burning organic aerosol 
(BBOA) can be identified from AMS data from fragments of levoglucosan (C6H10O5), a 
cellulose combustion product [Schneider et al., 2006; Simoneit et al., 1999; Weimer et al., 2008].  
Because the focus of this work is on regional aerosol characteristics, time periods with clear 




A1.2 FLAME 3 
During FLAME 3, submicron aerosol mass concentration and speciation were measured 
with the same AMS used during RoMANS 2010 and GrandTReNDS and described above.  
During FLAME 3, the AMS IE was checked every two days using 350 nm ammonium nitrate as 
described above.  Sizing was checked using PSL at the beginning of the study.   
Black carbon was measured with a Single Particle Soot Photometer (SP2; Droplet 
Measurement Technology).  This instrument uses a 1064 nm Nd:YAG laser to heat light 
absorbing particles, primarily black carbon, to temperatures high enough for the particle to 
incandesce.  The energy given off by this incandescence, proportional to the incandescing mass, 
is detected optically and this signal is converted to particle mass [Schwarz et al., 2006].  The 
instrument was calibrated prior to the study using size selected graphitic carbon aerosol 
(Aquadag, Acheson Industries, Port Huron, MI) as described by McMeeking et al. [2010].  
Changes in the effective density of Aquadag with size, needed to convert from DMA selected 
diameter to mass, were corrected for following Moteki amd Kondo. [2010]. 
Total aerosol concentrations were measured with an ultra-fine condensation particle 
counter (UCPC 3776; TSI Inc).  This instrument passes the sample through a growth tube 
supersaturated with respect to butanol, causing particles to grown to sizes large enough to be 
easily detected and counted optically.  The 3776 has a nominal lower detection limit of 2.5 nm 
(TSI 3776 spec sheet). 
Measurements of CO, CO2, NO and NO2 were also made in the combustion lab and 
dilution barrels during FLAME 3.  These instruments were operated by the FSL.  Carbon dioxide 
was measured with a Li-Cor Model 6262 non-dispersive infrared gas analyzer (Li – Cor, 
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Lincoln, NE).  The instrument has a maximum range of 1000 ppm and a precision of ±1 ppm at 
350 ppm.  Carbon monoxide was measured using a Thermo Environmental Model 48C variable-
range gas filter correlation analyzer.  This instrument’s precision was ±1% of the full scale and it 
has a nominal lower detection limit of 40 ppb (Model 48C instrument manual).  Both instruments 
were calibrated before each burn with standards of known concentration.  
A chemilumunescence analyzer 42c (Thermo Environmental Instruments Inc., Franklin, 
MA) was used to measure NO and NO2 concentrations.  The instrument works by converting 
NO2 to NO using a high temperature molybdenum converter and then determines NO 
concentrations by detecting the light given off from the chemiluminescent reaction of NO with 
O3.  By alternating the sample line between the converter and no converter, the instrument can 
determine both NO and NO2 concentrations.  All the FSL instruments shared a sample line with 
the AMS and thus measured from the combustion lab and dilution system on the same schedule.   
Carbon dioxide and NOx were also measured in the combustion lab only with a Li-Cor 
6262 (CO2) and a Thermo-Electron 42i NOx analyzer (NOx).  These instruments were operated 
by Aerodyne, who provided quality-controlled 1-minute data to our database. 
 Total hydrocarbons (THC) were measured by a Thermo Environmental Model 51 
analyzer using flame ionization detection.  This instrument was calibrated daily using a known 







Appendix 2. AMS charge balance 
 
Calculation of κ from AMS data requires some assumptions about the form of sulfate in the 
aerosol.  Fully neutralized ammonium sulfate has a lower hygroscopicity than acidic sulfate 
species, such as (NH4)3H(SO4)2 or NH4H(SO4) [Petters and Kreidenweis, 2007].  For all the 
calculations in Chapter 3 I assumed a fully neutralized aerosol.  To test this assumption I 
calculated the amount of NH4+ needed to fully neutralize the aerosol from the equation  
             
  
  
   
   
    
  
  
   
     Eq A2.1  
This equation gives the amount of NH4+ needed to fully neutralize all of the measured SO42- and 
NO3-.  However, nitrate could be in the form of organic nitrate, as appeared to be the case during 
BEACHON-RoMBAS.  Therefore, Eq A2.1 would provide an upper bound on the amount of 
NH4+ needed.  If chloride is present some NH4+ could also be in the form of ammonium chloride 
and this would also have to be accounted for in Eq A2.1.  However, chloride was below the 
detection limit during all the studies discussed here and is thus not included. 
Figure A2.1 shows the results of Eq A2.1 plotted against measured NH4+ during RoMANS 
2010 (green), GrandTReNDS (red) and BEACHON-RoMBAS (black).  The dark gray line is the 
one-to-one line and the light gray lines represent the uncertainty in the AMS measurement 
[Bahreini et al., 2005].  During BEACHON and GrandTReNDS the measured ammonia was 
always equal to or greater than the amount needed to fully neutralize the aerosol, even when 
including NO3- in Eq A2.1.  During RoMANS 2010, most values fell below the one-to-one line 
but almost all were within the instrument uncertainty.  Only during a few time periods of 
RoMANS 2010 was measured NH4+ inadequate to neutralize the measured SO42- and NO3-.  
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These time periods were always associated with elevated nitrate and organic mass, and thus 
could be influenced by organic nitrate compounds. 
 
 
Figure A2.1  Measured NH4+ plotted against the amount needed to neutralize the aerosol.  Gray 





Appendix 3. What effect does condensing organic material have on CCN 
concentrations? 
 
One way in which biogenic volatile organic compounds (BVOC) impact cloud 
condensation nuclei (CCN) is by condensing onto existing particles.  This process changes CCN 
properties by increasing mean aerosol diameter and, if the condensing material is chemically 
different than the existing particle, by changing hygroscopicity.  Assume a particle with some 
initial volume (V1) and hygroscopicity (κ1) and condense some volume of a second compound 
(V2; κ2) onto it.  How will this process affect the supersaturation required for CCN activation of 
this particle? 
This question can be answered by solving Eq. 10 in Petters and Kreidenweis [2007] for 
critical supersaturation, the supersaturation at which a particle activates as a CCN, as a function 
of the particle’s hygroscopicity, κ, and dry diameter, Dd: 







     Eq. A3.1 




















where σs/a is surface tension of the air-water interface, assumed to be equal to the surface tension 
of pure water, σw = 0.072 J m-2, R is the universal gas constant and Mw and ρw are the molecular 
weight and density of water. 
 From Eq. 7 in Petters and Kreidenweis [2007] κ of the two component system can then 
be calculated as: 
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      Eq.A3.2 
  
The dry diameter of the particle can be calculated from the respective volumes (assuming 
volume additivity) as: 










VVDd     Eq. A3.3 
 
Substituting Eq. A3.2 and Eq. A3.3 into Eq. A3.1 and differentiating with respect to V2 
results in: 














    Eq. A3.4 
  
 From Eq. A3.4 , it can be seen that if κ2 = 0, the condensing compound is non-
hygroscopic, then dsc/dV2 = 0.  That is, there will be no change in critical supersaturation as 
organic material condenses onto the particle.  The increase in diameter and decrease in 
hygroscopicity directly compensate and there will be no change in the CCN properties of the 
aerosol.  Also, because of the negative sign in Eq. A3.4, if κ2 > 0, then dsc/dV2 < 0.  Thus, even if 
the overall hygroscopicity of the particle decreases as the organic vapors condense, the 
corresponding size increase  will have the net effect of lowering the supersaturation necessary for 
the particle to activate as a CCN.  Therefore, if condensational growth is due solely to the 
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condensation of organic compounds with low hygroscopicity onto a highly hygroscopic sulfate 
particle, the overall concentrations of particles active at a particle critical supersaturation will 




Appendix 4.  Laminar flow element calibrations  
 
Sample line flows into and out of the dilution barrels used during FLAME 3 were 
continuously monitored by measuring the pressure drop across laminar flow elements (LFE) as 
shown in Figure 4.3.  The LFEs were calibrated twice during the study by measuring the 
volumetric flow rate through the LFE for a range of flows using a Gilibrator flow cell 
(Sensidyne, St Petersburg, FL).  To convert from measured pressure drop to flow rate, a 
polynomial was fit to the calibration data.  Figure A4.1 shows the calibration data and fits for the 
three LFEs.  In Figure A4.1, the sample line between the combustion lab and the low dilution 
barrel is referred to as “smoke”, the line between the low and high dilution barrels as “transfer” 
and the line to the instruments as “instrument”.  There was a shift in calibration for the smoke 
inlet and transfer line LFEs between the two calibrations.  To account for this shift, a linear 
interpolation between the two calibration fits, based on the date, was used to process the flow 
rate measurements on days between the calibrations.  There was no change in the instrument line 




Figure A4.1  LFE calibration data.  Blue points show data from the first calibration (9/20/09) 
and red from the second (10/1/09).  The instrument LFE showed no change in calibration and all 




Appendix 5.  Infiltration rates from gas measurements 
 
 
Table A5.1   Infiltration rates calculated from AERODYNE (AERO) and Fire Sciences Lab 
(FSL) gas measurements using Eq4.7. All values are in m3 min-1. 
  CO2 CO NO NO2 
Burn # Fuel AERO FSL FSL AERO FSL AERO FSL 
38 Lodgepole pine 28.86 16.41 20.93 32.71 33.47 49.8 32.34 
40 Ponderosa pine 21.72 12.6 16.11 12.41 14.82 51.64 14.35 
42 Wire Grass 16.51 14.39 15.81 17.17 15.18 36.31 37.77 
43 Saw Grass 20.19 14.14 13.73 11.4 11.56 44.5 26.89 
44 Gallberry 6.31 3.94 4.89 5.95 6.16 40.64 22.07 
45 Turkey oak 16.11 14.15 19.3 18.25 11.25 61.58 21.53 
46 Wheat Straw 3.43 4.27 4.86 4.37 5.47 64.39 19.96 
49 Sage 3.2 2.44 13.2 12.73 11.71 - 16.22 
52 Turkey oak 23.14 16.02 19.93 13.07 20.7 83.01 - 
53 Sage 18.63 17.77 17.81 15.17 17.31 - 30.97 
54 Manzanita 24.12 22 22.12 19.93 21.85 244.36 29.68 
56 Wire grass 16.27 15.25 16.97 16.26 29.33 155.95 26.65 
57 Ponderosa pine 19.07 - 18.96 - 8.59 - - 
58 Saw grass 21.24 16.22 24.13 25.22 19.23 66.22 7.13 
59 Chamise 20.83 17.89 19.54 24.01 18.96 - 33.64 
60 Manzanita 21.14 17.62 20.69 7.92 22.57 - - 
61 Lodgepole pine 20.62 3.78 21.26 4.35 30.31 - - 
62 Ceanothus 28.61 28.67 29.35 36.25 32.72 - 29.98 
63 Pocosin 13.72 12.82 15.96 18.93 7.92 66.42 32.66 
 
Average 18.09 13.91 17.66 16.45 17.85 80.40 25.46 
 










Table A5.2   Background gas measurements used to calculate infiltration rates.  The 
negative value for Burn 38 CO indicates a calibration issue. 
Burn # Fuel CO2 [PPM] CO [PPM] NO2 [PPB] NO [PPB] 
38 Lodgepole pine 417.5 -1.05 11.28 0.10 
40 Ponderosa pine 414.9 0.11 15.69 0.83 
42 Wire Grass 421.3 0.25 6.67 1.38 
43 Saw Grass 442.2 0.20 10.55 0.00 
44 Gallberry 420.6 0.15 9.44 0.38 
45 Turkey oak 439.0 0.20 7.87 3.03 
46 Wheat Straw 429.0 0.10 9.70 0.20 
49 Sage 419.1 0.08 5.25 0.00 
52 Turkey oak 411.6 0.07 5.95 0.00 
53 Sage 429.0 0.05 4.90 0.00 
54 Manzanita 413.1 0.02 5.55 0.00 
56 Wire grass 408.1 0.01 5.75 0.00 
57 Ponderosa pine 403.7 0.10 2.66 0.00 
58 Saw grass 463.3 0.00 3.43 0.00 
59 Chamise 409.9 0.10 2.24 0.12 
60 Manzanita 409.7 0.10 4.45 0.04 
61 Lodgepole pine 400.1 0.10 1.81 0.05 
62 Ceanothus 418.7 0.30 2.86 0.10 
63 Pocosin 365.2 0.10 6.48 0.54 
 
