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DYNAMICAL TRANSITION THEORY OF
HEXAGONAL PATTERN FORMATIONS
TAYLAN S¸ENGU¨L
Abstract. The main goal of this paper is to understand the for-
mation of hexagonal patterns from the dynamical transition theory
point of view. We consider the transitions from a steady state of
an abstract nonlinear dissipative system. To shed light on the for-
mation of mixed mode patterns such as the hexagonal pattern,
we consider the case where the linearized operator of the system
has two critical real eigenvalues, at a critical value λc of a control
parameter λ with associated eigenmodes having a roll and rectan-
gular pattern. By using center manifold reduction, we obtain the
reduced equations of the system near the critical transition value
λc. By a through analysis of these equations, we fully characterize
all possible transition scenarios when the coefficients of the qua-
dratic part of the reduced equations do not vanish. We consider
three problems, two variants of the 2D Swift-Hohenberg equation
and the 3D surface tension driven convection, to demonstrate that
all the main theoretical results we obtain here are indeed realizable.
1. Introduction: Main assumptions and results
Transition phenomena is throughout all nonlinear sciences [23, 16,
14]. It shapes many physical, biological and social systems through
instabilities. The formation of patterns in such systems, whether it be
coatings of animals [24], convection cells in fluid systems [1] or crime
patterns in cities [35], is intrinsically related to the transitions taking
place in those systems. One of the tools to understand and classify
the transition behavior is the dynamic transition theory [23]. The
current work is an attempt to combine this theory with certain aspects
of pattern formations and relies on some of the previous work in this
direction [10, 33, 34, 20].
1.1. The setting and the main assumptions. We are interested in
the transitions of a steady state solution of a general nonlinear dissi-
pative system [37] on a Hilbert space X
(1)
du
dt
= Lλu+Gλ(u), t > 0
where u : [0,∞) 7→ X is the unknown function and λ ∈ R1 is a
parameter. Here Lλ : X1 → X is a linear operator where X1 is another
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Banach space with compact and dense inclusion X1 ⊂ X and Gλ is a
nonlinear operator satisfying certain properties given later.
1.1.1. The assumptions on the spectrum of the linear operator. We will
assume that the linear operator Lλ has a countably infinite set of eigen-
values
{βi(λ) ∈ C : i ∈ N}
with a complete set of eigenvectors
{fi ∈ X1, i = 1, 2, . . . }
satisfying the following conditions on its spectrum, known as the PES
conditions.
(2)
β1(λ), β2(λ) ∈ R,
β(λ) := β1(λ) = β2(λ)

< 0 λ < λc
= 0 λ = λc
> 0 λ > λc
Reβi < 0, ∀i = 3, 4, . . .
Much of the linear theory on stability and transitions involves estab-
lishing the PES conditions, see [2] for the classical fluid dynamics and
[28] for the geophysical fluid dynamics.
1.1.2. The assumptions on the physical space. As the physical space,
we assume a bounded spatial domain with at least two dimensions. We
also distinguish between the eigenvectors fi of the linear operator and
a (possibly) distinct set of basis vectors
{eji1,i2 ∈ X1 : i1, i2, j ∈ N}
indexed by the wave indices i1, i2 spanning the two horizontal spatial
dimensions and j is the index of the other directions which we usually
suppress for ease of notation. Moreover, we assume that the first two
critical modes have the spatial structure
(3) f1 ∼ ej1,j2 , f2 ∼ ek1,0,
for some non-negative integers j1, j2, k1. Even for 2D problems, the ba-
sis vectors ei,j are usually different from the basis vectors fj of the linear
operator. For example, in a scalar reaction diffusion type equation, the
vectors ei,j are usually the eigenbasis of the Laplacian operator with
the given boundary conditions, while for fluid problems, the vectors ei,j
are the eigenbasis of the Stokes operator, as we consider in Section 3.3.
As an example, if the spatial domain of interest is a rectangular
domain (0, L1pi)× (0, L2pi)× (0, 1) with Neumann boundary conditions
in the horizontal directions, then the eigenmodes fj are given by
fj =
∞∑
k=1
fˆke
j
j1,j2
(x, y, z)
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where
(4) ejj1,j2 = cos(j1x1/L1) cos(j2x2/L2)wj(z)
where j1, i2 are non-negative integers and wj are basis functions satis-
fying the vertical boundary conditions.
Under the assumption (3), the eigenmode f1 represents a rectangular
(horizontal) pattern, and the eigenmode f2 represents a roll pattern.
Their linear combinations give rise to mixed patterns such as the hexag-
onal pattern, see Figure 1.
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Figure 1. (a) A rectangular mode cos(4x1√
3
) cos(4x2)
(b) A roll mode cos(8x1√
3
) (c) A mixed mode
4 cos(4x1√
3
) cos(4x2) + cos(
8x1√
3
).
In many physical examples, the critical modes are selected according
to the horizontal wave number, that is the first two critical modes have
equal horizontal wave numbers. This implies, (3) means
(5)
(
j1pi
L1
)2
+
(
j2pi
L2
)2
=
(
k1pi
L1
)2
from which k1 > j1 follows. We remark here that, the equality of the
wave numbers of the first two critical modes, imposes a severe relation
on the horizontal aspect ratio L2/L1 of a rectangular domain.
(6) L1 =
√
k21 − j21
j22
L2.
As a result, in applications, this type of transition is non-generic, that
is, does not occur if the aspect ratio is chosen randomly. We give the
choice of the wave indices for the 3D Rayleigh-Benard convection with
free slip boundary conditions in Figure 2. The figure shows the non-
genericity of the higher multiplicity transitions and the length scales at
which double equal wave number mode transitions occur for (a) a roll
and a rectangle mode, (b) two roll modes, (c) two rectangle modes.
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Figure 2. The critical index map for the 3D Rayleigh-
Benard convection with respect to the horizontal length
scales L1 and L2, from [33].
1.1.3. The main assumptions on the nonlinear operator. We assume
that G consists of higher order terms in u, that is Gλ(u) = o(‖u‖Xα)
where Xα is an interpolation space with 0 ≤ α < 1. This ensures that
(1) admits the homogeneous steady state solution
u(t) = 0, ∀t ≥ 0.
We consider the following Taylor expansion of G.
(7) G(u) = G2(u, u) +G3(u, u, u) + · · ·
Here G2 is the bilinear and G3 is the trilinear operator of the Taylor
expansion of G and the rest of the expansion will not play a role in the
analysis.
The main assumption is the following orthogonality conditions on
the bilinear G2 and trilinear G3 parts of the nonlinear operator with
respect the basis vectors ei,j. We assume that if ±ir ± jr 6= ±kr for
some choice of ± and at least one of r = 1, 2 then
(8) 〈G2(ei1,i2 , ej1,j2), ek1,k2〉 = 0.
Here 〈·〉 represent the inner product of X. Similarly, ±ir±jr±kr 6= ±lr
for some choice of ± and at least one of r = 1, 2, we assume that
(9) 〈G3(ei1,i2 , ej1,j2 , ek1,k3), el1,l2〉 = 0.
Such orthogonality conditions are typical for trigonometric basis func-
tions and nonlinear operators which are products of functions and their
derivatives. Our main assumptions are satisfied in many physically in-
teresting systems such as the convective motions of fluids [17, 34, 33,
10, 11], reaction-diffusion systems [25, 19, 26, 42] and pattern forma-
tion equations [6, 41, 5]. We will also present several applications where
these assumptions hold in Section 3.
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For example for modes given by (4) and a general nonlinear operator
of the form
G(u) = a1u
2 + a2uux + a3uuy + a4u
3 + a5u
2ux + · · ·
where ai are constants and the usual L2 inner product, the assertions
hold true due to the orthogonality of trigonometric functions.
1.2. Discussion of the main results. We first derive the general
structure of the reduced (amplitude) equations by using the center
manifold reduction. Letting u1(t)f1 +u2(t)f2 to denote the center part
of the solution, we obtain the following equations.
du1
dt
= β(λ)u1 + a1u1u2 + u1(a2u
2
1 + a3u
2
2) +O(4),
du2
dt
= β(λ)u2 + b1u
2
1 + u2(b2u
2
1 + b3u
2
2) +O(4).
These equations describe the long time behaviour of the system, near
the transition point λ = λc close to the basic steady state solution. The
reduced equations consist of a quadratic part with coefficients a1, b1
due to the bilinear interactions between the critical modes and a cubic
part with coefficients a2, a3, b2 and b3 due to the bilinear interactions
of the critical modes with the higher frequency modes plus trilinear
self interactions of the critical modes. Our analysis of the reduced
equations shows that when none of the coefficients a1, b1, b3 vanish,
the type of transition depends only on these three parameters.
In this paper, we address the case a1 6= 0, b1 6= 0 and b3 6= 0. In
the case a1 = b1 = 0, there are no bilinear interactions among the
critical modes, and the behavior of the system is determined by the
cubic coefficients a2, a3, b2, b3. That case is generic case when the first
two critical modes are both roll-type or both rectangle-type and is also
often encountered in the applications [33]. It also occurs under certain
symmetry conditions which frequently arise in nonlinear systems of
interest. We will address this case in a future study.
Next, by a detailed analysis of the reduced equations, we describe the
bifurcated steady states and their stability and describe all the possible
transition scenarios. Due to the interactions of these two modes, a
variety of new states emerge after transition, including those associated
with hexagonal patterns.
In terms of transition analysis, our guiding principle is the dynamic
transition theory of Ma and Wang [23]. The key philosophy of dynamic
transition theory is to search for the full set of transition states, giving
a complete characterization of stability and transition. The set of tran-
sition states is a local attractor, representing the physical reality after
the transition. As a general principle, dynamic transitions of all dissi-
pative systems are classified into three categories: continuous (Type-I),
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catastrophic (Type-II), and random (Type-III). Intuitively, a continu-
ous transition occurs when the system transitions to a nearby local
attractor, a catastrophic transition occurs when there are no nearby
local attractors after transition and finally random transition occurs
when the system either moves to a local attractor or leave the local
neighborhood depending on the initial perturbation. For some of the
recent applications of this theory, we refer to [39, 40, 21, 15, 12].
Our analysis shows that four different transitions are possible de-
pending on the signs of a1b1 and b3. When a1b1 > 0 there are always
bifurcated saddle mixed mode steady states near the basic solution on
both sides of λ = λc. Moreover, the transition is either catastrophic
or random depending on the sign of b3. In the catastrophic transition,
there are no steady states bifurcated from the basic solution after the
transition λ > λc and a repeller bifurcates on λ < λc. In the random
transition scenario, the evolution of the system depends on the fluc-
tuations (initial conditions) of the basic solution. Namely, the phase
space separates into two sectorial regions where solutions starting from
the first region leave the neighbourhood of the basic solution and solu-
tions starting from the second region tend to an attractor nearby which
consists of three steady states and the orbits between them.
When a1b1 < 0, the only bifurcated steady states are the two roll-
type solutions which are symmetric of each other. Depending on the
sign of b3, there is either a continuous transition or a catastrophic
transition. In the continuous transition case, the two roll type solutions
are bifurcated on λ > λc with one being stable and the other being
saddle. In this case, there is an S1 attractor which consists of these
two steady states and the heteroclinic orbits connecting them. In the
catastrophic transition case, there are no steady states bifurcated on
λ > λc and two roll type solutions are bifurcated on λ < λc which form
a repeller homeomorphic to S1.
After the presentation of the general theory, we give three applica-
tions which show that all the transitions described by our main theo-
rems are indeed observable. We consider two variants of the 2D Swift
Hohenberg equation with quadratic-cubic nonlinearity. The last ap-
plication is the 3D surface tension driven convection also known as
Marangoni convection. For both systems, we demonstrate that our
main assumptions are satisfied and describe the transition behavior
from the main results we have proved.
1.3. Notations. We denote the adjoint eigenvectors by f ∗j which are
found by
L∗f ∗j = βjf
∗
j ,
where L∗ is the adjoint linear operator. The eigenvectors of the linear
and adjoint operator satisfy the orthogonality property
〈fj, f ∗k 〉 = δjk〈fj, f ∗j 〉.
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with 〈·, ·〉 denoting the inner product in X.
Recalling G2 and G3 from (7), for ease of notation, we will denote
the bilinear and trilinear interactions of modes by
(10)
G2(i, j, k) =
1
〈fk, f ∗k 〉
〈G2(fi, fj), f ∗k 〉
Gs2(i, j, k) = G2(i, j, k) +G2(i, k, j)
Similarly for the trilinear operator,
(11)
G3(i, j, k, l) =
1
〈fl, f ∗l 〉
〈G3(fi, fj, fk), f ∗l 〉
Gs3(i, j, k, l) =
∑
σ
G3(σ(i, j, k), l)
where the summation is over all permutations σ of the triple (i, j, k).
2. Main transition theorems
In this section, we present the main results on transitions of the sys-
tem (1) under the given conditions. According to dynamic transition
theory, in any dissipative system, there are only three possible transi-
tion types. The intuitive understanding of three types of transitions is
mentioned in the Introduction. For the exact definitions of three types
of transitions we refer to [23].
2.1. The reduced equations. We first give the reduced equations
with the exact expressions for their coefficients and mention several
remarks regarding these equations.
We denote the center part of the solution spanned by the first two
critical modes by
uc = u1(t)f1 + u2(t)f2
where f1 and f2 given by (3) are the first critical modes satisfying
the PES conditions (2) and u1(t), u2(t) ∈ R are the time dependent
amplitudes of these modes.
In Section 4, we prove that the dynamics of near the system near the
origin and close to onset of transition λ = λc is given by the following
reduced equations become
(12)
du1
dt
= β(λ)u1 + F1(x) +O(4)
du2
dt
= β(λ)u2 + F2(x) +O(4)
where the vector field F = (F1, F2) is defined as follows:
(13)
F1(u1, u2) = a1u1u2 + u1(a2u
2
1 + a3u
2
2),
F2(u1, u2) = b1u
2
1 + u2(b2u
2
1 + b3u
2
2)
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and
O(n) = O(|x|n) +O(|x|n−1β(λ)), as x→ 0, λ→ λc.
Here the coefficients of the quadratic terms are
(14)
a1 = G
s
2(1, 2, 1)
b1 = G2(1, 1, 2)
and the coefficients of the cubic terms are
(15)
a2 =G3(1, 1, 1, 1) +
∑
j≥3
−1
βj
G2(1, 1, j)G
s
2(1, j, 1)
a3 =G
s
3(1, 2, 2, 1) +
∑
j≥3
−1
βj
(
G2(1, 2, j)G
s
2(2, j, 1)
+G2(2, 1, j)G
s
2(2, j, 1) +G2(2, 2, j)G
s
2(1, j, 1)
)
b2 =G
s
3(1, 1, 2, 2) +
∑
j≥3
−1
βj
(
G2(1, 1, j)G
s
2(2, j, 2)
+G2(1, 2, j)G
s
2(1, j, 2) +G2(2, 1, j)G
s
2(1, j, 2)
)
b3 =G3(2, 2, 2, 2) +
∑
j≥3
−1
βj
G2(2, 2, j)G
s
2(2, j, 2)
Remarks.
(1) We note that the cubic terms depend on the interactions of the
first two modes with higher modes (fj with j ≥ 3), while the
quadratic terms are determined solely by the self-interactions
of the first two modes.
(2) The reduced equations (12) are symmetric under u1 7→ −u1. As
a result, the reduced phase portrait is symmetric with respect
to u2 axis.
(3) The first equation of the reduced equation can be solved as
u1(t) = u1(0) exp
(∫ t
0
(
a1u2(s) + a2u
2
1(s) + a3u
2
2(s)
)
ds
)
As a result, in the reduced phase portrait, the sign of u1(0) is
preserved by u1(t).
(4) When the first two modes are both rolls or both rectangles with
equal wave numbers, our analysis can be extended to show that
quadratic part of the reduced equations vanish while the cubic
part remains the same. However, our main theorems only deal
with the case of non-vanishing quadratic terms a1 and b1. We
plan to address the case a1 = b1 = 0 later.
(5) In this paper, we will always assume that b3 6= 0. Otherwise,
(0, 0) can easily seen to be non-isolated singular point of F .
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(6) When the critical modes have equal horizontal wave numbers
as discussed in 1.1, we have the relation k1 > j1 between the
wave indices in (3). In that case, C11 ∩ C22 = ∅ and the
G2(2, 2, j)G
s
2(1, j, 1) term in a3 and G2(1, 1, j)G
s
2(2, j, 2) in b2
also vanish as a result.
Moreover, when the wave numbers of the critical modes are
equal, in the sums (15), only modes fj spanned by eik with wave
indices (i, k) in C11 for a2, C12 for a3, b2 and C22 for b3 have to
be considered where
(16)
C11 = {(2j1, 2j2), (2j1, 0), (0, 2j2)} ,
C12 = {(k1 − j1, j2), (k1 + j1, j2)},
C22 = {(2k1, 0)} .
(7) The quadratic part of the reduced equations is degenerate and
as a result, to study the transition behaviour, the cubic part
(only b3 term, as we shall see) is also necessary.
2.2. The statement of the main theorems. Before we state the
main theorems, we briefly discuss the possible bifurcated steady state
solutions of the system (1) and give the conditions which dictate their
existence and stability.
(17)
R1 = −
√
− β
b3
f2 + o(
√
−β),
R2 =
√
− β
b3
f2 + o(
√
−β)
and
(18)
H1 =
1√
a1b1
βf1 − 1
a1
βf2 + o(β),
H2 = − 1√
a1b1
βf1 − 1
a1
βf2 + o(β),
where f1, f2 are the first critical eigenmodes with eigenvalue β satisfy-
ing the PES conditions given by (2). First, we note the scale difference
between the steady states Ri = O(−
√
β) and Hi = O(β) as β → 0.
Thus the steady states Hi are much closer to the basic steady state
than Ri. Second Ri denote the bifurcated solutions which have the
spatial roll pattern ek1,0 plus small perturbations when the eigenmodes
are given by (3). These solutions are defined only when β(λ)b3 < 0.
Third, Hi denote the mixed mode bifurcated steady state solutions
which may spatially represent hexagonal patterns. These solutions are
defined when a1b1 > 0.
As is well known the transitions of the system are captured by the
reduced equations (12) which contains 6 coefficients determined by the
system. In the case a1 6= 0, b1 6= 0, the critical modes have self inter-
actions. In addition, if b3 6= 0, we will show that the transition of the
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system depends only on the signs of the 3 out of 6 coefficients a1, b1 and
b3 in (12). In this case, the remaining coefficients a2, a3 and b2 play a
quantitative but not a qualitative role. Our main theorems classify the
transitions depending on the signs of these three coefficients as well as
the stability of the above steady states. We summarize this in Table 1
and Table 2.
a1b1 b3 Theorem Transition Type Transition Diagram
> 0 < 0 Theorem 2.1(i) random Figure 3
> 0 > 0 Theorem 2.1(ii) catastrophic Figure 4
< 0 < 0 Theorem 2.2(i) continuous Figure 5
< 0 > 0 Theorem 2.1(ii) catastrophic Figure 6
Table 1. The type of transition and the conditions re-
quired.
a1b1 b3 Hi on λ 6= λc Ri on λ < λc Ri on λ > λc
> 0 < 0 both are SAD DNE R1 is a SN,
R2 is a SAD
> 0 > 0 both are SAD R1 is a SAD,
R2 is an UN
DNE
< 0 < 0 DNE DNE R1 is a SN,
R2 is a SAD
< 0 > 0 DNE R1 is a SAD,
R2 is an UN
DNE
Table 2. Stability properties of the bifurcated steady
states for a1 > 0. For a1 < 0, the stability of Hi is
unchanged while the stability of R1 and R2 is exchanged.
Here SAD = saddle, SN = stable node, UN = unstable
node, DNE = does not exist.
Under the conditions given in Section 1.1, the transition behavior of
the general dissipative system (1) is given by the following two theo-
rems.
Theorem 2.1. Assume a1b1 > 0.
i) If b3 < 0 then the system (1) undergoes a random (Type-III)
transition at λ = λc described as below.
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a) The topological structure of the transition is as in Figure 3.
H1 H2
u1
u2
(a) λ < λc
u1
u2
(b) λ = λc
H1H2
R1
R2
u1
u2
(c) λ > λc
Figure 3. The structure of the transition for a1b1 > 0,
b3 < 0, a1 > 0. The bifurcated attractor Σλ on λ > λc
is shown in red. When a1 < 0, the assertions given by
Theorem 2.1 hold true with the regions and the steady
states flipped with respect to the u1 axis.
b) There is a neighborhood U of φ = 0 in the phase space X
such that for any λc < λ < λc +  with some  > 0, U can
be decomposed into two open sets Uλ1 , Uλ2 ,
U = Uλ1 ∪ Uλ2 , Uλ1 ∩ Uλ2 = ∅
such that
lim
λ→λc
lim sup
t→∞
‖Sλ(t, ϕ)‖X = 0 ∀ϕ ∈ Uλ1 ,
lim sup
t→∞
‖Sλ(t, ϕ)‖X ≥ δ > 0 ∀ϕ ∈ Uλ2 ,
for some δ > 0. Here Sλ is the evolution of the solution
with initial data ϕ. Moreover P(Uλ1 ), P(Uλ2 ) are sectorial
regions as shown in Figure 3(c) with angles pi − 2θ and
pi + 2θ respectively, where θ = arctan
√
a1/b1 and P is the
projection onto the plane spanned by f1, f2.
c) The system bifurcates to an attractor Σλ which consists of
three steady states R1, H1, H2 and the heteroclinic orbits
connecting Hi to R1, i = 1, 2. Namely, Σλ is the arc con-
necting these three steady states as shown in Figure 3(c),
and has Uλ1 as its basin of attraction.
ii) If b3 > 0 then the system undergoes a catastrophic (Type-II)
transition at λ = λc and the following assertions are true:
a) The topological structure of the transition is as given by
Figure 4.
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H1 H2
R1
R2
u1
u2
(a) λ < λc
u1
u2
(b) λ = λc
H1H2
u1
u2
(c) λ > λc
Figure 4. The structure of transition for a1b1 > 0, b3 >
0, a1 > 0. The bifurcated repeller Σλ on λ < λc is shown
in red color. For a1 < 0, the same transition diagram
is obtained with H1, H2 solutions reflected along u1 axis
for λ > λc.
b) There is a bifurcated repeller Σλ on λ < λc which consists
of three steady states, H1, H2, R2 and the heteroclinic orbits
connecting R2 to H1 and H2 respectively. Σλ, topologically.
c) Finally for λc +  > λ > λc there is an open neighborhood
U of φ = 0 and a dense, open subset Uλ of U such that
lim sup
t→∞
||Sλ(t, ϕ)||X ≥ δ > 0, ∀ϕ ∈ Uλ,
for some δ > 0.
Theorem 2.2. Assume a1b1 < 0.
i) If b3 < 0, then the system (1) undergoes a continuous (Type-I)
transition at λ = λc described as below.
a) The topological structure is as given by Figure 5.
u1
u2
(a) λ ≤ λc
R1
R2
u1
u2
(b) λ > λc
Figure 5. The structure of transition for a1b1 < 0, b3 < 0.
b) The system bifurcates on λ > λc to an attractor Σλ which
is homeomorphic to S1. Σλ consists of two singular points
Ri, i = 1, 2 and two heteroclinic orbits connecting them.
Moreover there exists a neighborhood Uλ of φ = 0 such
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that Σλ attracts Uλ \ Γ where Γ is the stable manifold of
φ = 0 with codimΓ = 2.
ii) If b3 > 0, then the system undergoes a catastrophic (Type-I)
transition at λ = λc.
a) The topological structure is as given by Figure 6.
R1
R2
u1
u2
(a) λ < λc
u1
u2
(b) λ ≥ λc
Figure 6. The structure of transition for a1b1 < 0, b3 > 0.
b) The system bifurcates to a repeller Σλ on λ < λc which
consists of two critical points Ri, i = 1, 2 and heteroclinic
orbits connecting them.
3. Applications
In this section, we give several applications to demonstrate that all
the results obtained in our main theorems are indeed realizable.
3.1. 2D Swift-Hohenberg Equation with quadratic-cubic non-
linearity. We first consider the 2D Swift-Hohenberg equation
(19) ut = λu− (∆ + k)2u+ α2u2 − α3u3
with α2, α3, k, λ ∈ R and u = u(x, y, t) is the unknown function. The
Swift-Hohenberg equation (SHE) was first proposed in 1977 [36] as a
simple model for the Rayleigh-Benard instability of roll waves. For
previous results on instabilities and physical aspects of the model, we
refer to [29, 3, 18, 13]
We consider a spatial domain
(20) Ω = (0,
√
3pi)× (0, pi),
and Neumann boundary conditions
(21)
∂u
∂ν
=
∂∆u
∂ν
= 0 on ∂Ω,
where ν is the unit outward normal to ∂Ω. We also assume zero mean
conditions
(22)
∫∫
Ω
udxdy = 0.
14 TAYLAN S¸ENGU¨L
For the functional setting, let
(23)
H = {u ∈ L2(Ω) |
∫
Ω
u dx = 0},
H1 = {u ∈ H4(Ω) ∩H | u satisfies (21) and (22) }.
Let Lλ : H1 → H and G : H1 → H be defined by
(24)
Lλu = λu− (∆ + k)2u,
G(u) = α2u
2 − α3u3.
Then the problem (19) with (21) can be written as
(25)
du
dt
= Lλu+G(u),
u(0) = u0.
Under these conditions, the eigenvalue problem
λu− (∆ + k)2u = βu
has eigenfunctions
ej1,j2(x, y) = cos(j1
x√
3
) cos(j2y)
and eigenvalues
βj1,j2 = λ− (k − |J |2)2, J = (j1, j2) ∈ J
Here
|(j1, j2)|2 = j
2
1
3
+ j22
J = {(j1, j2) ∈ Z≥0 × Z≥0 : (j1, j2) 6= (0, 0)}
It is easy to see that the PES condition is satisfied with
λc(k) = min
J∈J
(k − |J |2)2 = (k − |Ji|2)2, i = 1, . . . , n
The minimum occurs at |J |2 = k when k ∈ J . If k /∈ J , then it
occurs at one of k1, k2 ∈ J for which k1 < k < k2. Note that
|(1, 0)| < |(0, 1)| < |(1, 1)| = |(2, 0)| < |(2, 1)| < · · ·
Thus solving (k−|J |2)2 = (k−|J˜ |2)2 for k for the first two consecutive
|J |, |J˜ | gives the following result.
J1 = (1, 0) if 0 < k ≤ 4/6
J1 = (0, 1) if 4/6 ≤ k ≤ 7/6
J1 = (1, 1), J2 = (2, 0) if 7/6 ≤ k ≤ 11/6
J1 = (2, 1) if 11/6 ≤ k < 19/6
In particular, note that when
(26) 7/6 < k < 11/6, λc = (k − 4/3)2,
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Figure 7. The bifurcated solutions.
there are two critical modes
f1 = e1,1 = cos
x√
3
cos y, f2 = e2,0 = cos
2x√
3
,
with corresponding eigenvalues satisfying the PES condition
(27)
β1,1 = β2,0 = λ− λc

< 0, λ < λc
= 0, λ = λc
> 0, λ > λc
βj1,j2 < 0, (j1, j2) /∈ {(1, 1), (2, 0)}.
Thus the main assumptions are all satisfied. Hence, the PDE system
can be reduced to the ODE system (12) near λ = λc and for small
(u1, u2) where u1, u2 are the time dependent amplitudes of the modes
f1, f2.
Now we can compute the coefficients (14), (15) that determines the
type of transition. We let
G2(i, j, k) = α2
∫
Ω
fifjfkdxdy
G3(i, j, k, l) = α3
∫
Ω
fifjfkfldxdy
Hence
a1 = α2, b1 =
α2
4
, b3 =
3(α22 + 4(3k − 10)α3)
(160− 48k) .
Note that a1b1 ≥ 0. Also if α2 6= 0 then necessarily a1b1 > 0. For the
range of k values we are interested, 7/6 < k < 11/6,
b3 ∼ α22 + 4(3k − 10)α3
and b3 > 0 if α3 < 0 and can be of both signs when α3 > 0.
Theorem 3.1. Under the conditions (26) and α2 6= 0, the basic so-
lution u = 0 of the equation (25) undergoes a transition at λ = λc.
The type of transition is either continuous if b3 < 0 or catastrophic
if b3 > 0 as described by Theorem 2.1. In particular, if α3 ≤ 0 then
b3 > 0, while for α3 > 0, depending on α2, b3 can be of both signs,
where α2 and α3 are the coefficients of the bilinear and trilinear terms
in (19). The structure of the bifurcated mixed modes are as given in
Figure 7.
16 TAYLAN S¸ENGU¨L
3.2. Modified 2D Swift Hohenberg Equation. We will now show
that both transition scenarios described by Theorem 2.2 are possible.
For this let us consider the following equation which is more general
than (19).
(28) ut = λu− (∆ + k)2u+G(u, u)− α3u3
where the bilinear operator is
(29) G(u, v) = (c1 + c2ux + c3uy)v + u(c4vx + c5vy)
on the rectangular domain (20) with the following boundary conditions
(30)
u = ∆u = 0, x = 0,
√
3pi,
uy = ∆uy = 0, y = 0, pi.
This time, the basis functions are
ej1,j2(x, y) = sin(j1
x√
3
) cos(j2y)
(31) 5/6 < k < 11/6, λc = (k − 4/3)2,
and there are two critical modes
f1 = e1,1 = sin
x√
3
cos y, f2 = e2,0 = sin
2x√
3
,
with corresponding eigenvalues satisfying the PES condition (27). In
this case, the numbers describing the transition are found to be
a1 = −(c2 + c4)
2
2
√
3
, b1 =
c2 + c4
4
√
3
, b3 =
(c2 + c4)
2 + 6(10− 3k)α3
24k − 80
It is readily seen that for c2 + c4 6= 0, a1b1 < 0 and the transition is
described by the following theorem.
Theorem 3.2. Under the conditions (31) and c2 + c4 6= 0, the basic
solution u = 0 of the equation (28) with (30) undergoes a transition
at λ = λc. The type of transition is either continuous if b3 < 0 or
catastrophic if b3 > 0 as described by Theorem 2.2. In particular, if
α3 ≥ 0 then b3 < 0, while for α3 < 0, depending on c2 + c4, b3 can be of
both signs, where c2, c4 and α3 are the coefficients of the bilinear and
trilinear terms in (28).
3.3. Surface tension driven convection. In this section, we present
known results on the hexagonal pattern formation in surface tension
driven convection also known as Marangoni convection to show that it
fits into the framework we present in this study. The nondimensional
form of the equations describing the Marangoni convection without
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gravity are, [8, 38],
(32)
∂u
∂t
+ (u · ∇) u = Pr (−∇p+ ∆u) ,
∂θ
∂t
+ (u · ∇) θ = w + ∆θ,
∇ · u = 0.
For the physical description and results about previous results on the
instabilities of the above system, we refer to [27, 30, 31, 8, 7, 9, 4, 10].
Here u = (u, v, w) is the velocity field, T is the temperature, p is
the pressure, Pr = ν/κ > 0 is the Prandtl number. The unknowns
represent a deviation from the motionless basic solution with a linear
temperature profile given by,
ub = 0,
Tb = T0 + (T1 − T0)z,
pb(z) = p0 + gρ0(z − α(T1 − T0)z2/2),
where T0, T1 are the temperatures at z = 0 and z = 1 respectively.
We consider the equations (1) on a rectangular domain
Ω = (0, L1)× (0, L2)× (0, 1) ⊂ R3.
We supplement the above system with free-slip boundary conditions
on the lateral boundaries, and the rigid (no slip) boundary condition
and perfectly conducting on the bottom boundary. The top surface is
assumed to be a non-deformable free surface with a surface tension of
the form
ξ = ξ0(1− γT θ).
Namely, the boundary conditions are as follows:
(33)
u =
∂v
∂x
=
∂w
∂x
=
∂θ
∂x
= 0 atx = 0, L1,
∂u
∂y
= v =
∂w
∂y
=
∂θ
∂y
= 0 at y = 0, L2,
u = v = w = θ = 0 at z = 0,
∂ (u, v)
∂z
+ λ∇Hθ = w = ∂θ
∂z
+ Biθ = 0 at z = 1,
where ∇H = (∂x, ∂y), Bi ≥ 0 is the Biot number, and the Marangoni
number λ is the control parameter which represents the ratio of the
destabilizing surface tension gradient to the stabilizing forces associated
with thermal and viscous diffusion.
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By the separation of variables, we represent the solutions in the
following form:
(34)
uI = UI (z) sinL
−1
1 Ixpix cosL
−1
2 Iypiy,
vI = VI (z) cosL
−1
1 Ixpix sinL
−1
2 Iypiy,
wI = WI (z) cosL
−1
1 Ixpix cosL
−1
2 Iypiy,
θI = ΘI (z) cosL
−1
1 Ixpix cosL
−1
2 Iypiy,
for I = (Ix, Iy) ∈ Z × Z. If instead of free-slip boundaries, no-slip
boundaries are considered then the corresponding eigenvalue problem
has to be solved by numerical methods [7, 32].
In [10], the following are proved:
(1) When the relation (6) between the horizontal length scales of
the domain is satisfied, it is possible that two modes with indices
(j1, j2) and (0, 2j2) are the first two critical modes satisfying
the PES condition (2) at the critical Marangoni number λc,
introduced in [27] is defined as
λc = min
α
8α (α coshα + Bi sinhα) (α− coshα sinhα)
α3 coshα− sinh3 α ,
where the minimum is taken over wave numbers
α = αj,k =
(
(L−11 j)
2 + (L−12 k)
)1/2
pi.
The map of critical index selection is similar to (2).
(2) Under the above setting, the system has a transition described
by the reduced equations (12). Moreover the coefficients of the
reduced equations satisfy
a1 = 4b1, a3 = 2b3, 4a2 = a3 + b2
(3) Thus a1b1 > 0 and the transition is as described by Theorem 2.1.
The sign of b3 is found to be negative in a limited parameter
space and thus the transition is found to be random (Type-III).
4. Proofs
In this section, we give the proofs of our main theorems. Our strategy
is first to obtain the reduction onto the center manifold of the dynamics
and second, to analyze the reduced equations.
4.1. Center manifold approximation. We recall that the center
part of the solution is given by
uc = u1(t)f1 + u2(t)f2
The rest of the solution is approximated by the center manifold which
we expand as
(35) Φ =
∑
k≥3
Φk(t)fk
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As is well known, see [23], the lowest order (quadratic) approximation
of Φ is obtained as the solution of
(36) LΦ = −PsG(uc) + o(2).
Here Ps : X → Es is the projection operator where Es is the stable
space which is the span of {fj : j ≥ 3} in X and L = L |Es is the
restriction of the linear operator onto the stable space.
Since fj ∈ Es, for j ≥ 3, we have
(37) 〈Ps(·), f ∗j 〉 = 〈·, f ∗j 〉, j ≥ 3.
Plugging (35) in (36), taking the inner product of (36) with fj, j ≥ 3
and making use of (37), we get
(38) Φjβj〈fj, f ∗j 〉 = 〈Φ, L∗fj〉 = −〈G(uc), f ∗j 〉, j ≥ 3.
From (38), using the notation (10), we obtain the below formula for
the coefficients of the center manifold.
(39)
Φj =
−1
βj〈fj, f ∗j 〉
〈G(uc), f ∗j 〉
=
−1
βj
∑
m,n=1,2
umunG2(m,n, j), j ≥ 3.
Notice that Φj is independent of the trilinear operator G3.
Now the reduced equations of the system are obtained by plugging
u = uc + Φ
into the main equation (1), which is basically considering the dynamics
on the center manifold and taking projection onto the center space, that
is the span of the {f1, f2}. This gives
d
dt
〈u, f ∗k 〉 = 〈Lλu, f ∗k 〉+ 〈Gλ(u), f ∗k 〉, k = 1, 2,
which is equivalent to the system
(40)
duk
dt
= βkuk +
1
〈fk, f ∗k 〉
〈G(uc + Φ), f ∗k 〉, k = 1, 2.
To obtain a closed system, we have to write the nonlinear term above
as a function of u1, u2. This can be obtained as follows
1
〈fk, f ∗k 〉
〈G(uc + Φ), f ∗k 〉
=
1
〈fk, f ∗k 〉
〈G2(uc, uc) +Gs2(uc,Φ) +G3(uc, uc, uc), f ∗k 〉+O(4)
:= P2,k + P3,k +O(4), k = 1, 2
and (40) becomes
(41)
duk
dt
= βkuk + P2,k(u1, u2) + P3,k(u1, u2) +O(4), k = 1, 2.
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where P2,k(u1, u2) denote the quadratic terms in u1, u2 given by
P2,k =
1
〈fk, f ∗k 〉
〈G2(uc, uc), f ∗k 〉
=
1
〈fk, f ∗k 〉
2∑
i,j=1
〈G2(uifi, ujfj), f ∗k 〉
=
2∑
i,j=1
uiujG2(i, j, k), k = 1, 2
and P3,k(u1, u2), k = 1, 2 denote the cubic terms given by
P3,k =
1
〈fk, f ∗k 〉
〈Gs2(uc,Φ) +G3(uc, uc, uc), f ∗k 〉
=
1
〈fk, f ∗k 〉
∑
i,l,m∈{1,2},j≥3
〈Gs2(uifi,Φjfj) +G3(uifi, umfm, unfn), f ∗k 〉
=
∑
m,n∈{1,2},j≥3
uiumun
−1
βj
G2(m,n, j)G
s
2(i, j, k)
+
∑
i,m,n∈{1,2}
uiumunG3(i,m, n, k)
Now, we take into account the structure (3) of the eigenmodes into
account.
4.2. Consequences of assumption on nonlinear operator. The
condition (8) has the following implications.
(l1, l2) /∈ C11 =⇒ 〈(G2(ej1,j2 , ej1,j2), el1,l2)〉 = 0(42)
(l1, l2) /∈ C12 =⇒ 〈(G2(ej1,j2 , ek1,0), el1,l2)〉 = 0(43)
(l1, l2) /∈ C12 =⇒ 〈(G2(ek1,0, ej1,j2), el1,l2)〉 = 0(44)
(l1, l2) /∈ C22 =⇒ 〈(G2(ek1,0, ek1,0), el1,l2)〉 = 0(45)
where the index sets are as defined in (16).
Using the notation (10), the observations in (42)–(45) lead to the
following observations
(46) G2(1, 1, 1) = G2(2, 2, 1) = 0,
(47) G2(2, 2, 2) = G2(2, 1, 2) = G2(1, 2, 2) = 0.
But it is possible that
(48) G2(1, 2, 1) 6= 0, G2(2, 1, 1) 6= 0, G2(1, 1, 2) 6= 0
By (16), we note that
C11 ∩ C12 = C12 ∩ C22 = ∅
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which implies that the following products of nonlinear interactions of
the critical modes with higher modes vanish.
(49)
G2(σ1(1, 1, j))G2(σ2(1, 2, j)) = 0, ∀j ≥ 3, since C11 ∩ C12 = ∅
G2(σ1(1, 2, j))G2(σ2(2, 2, j)) = 0, ∀j ≥ 3, since C12 ∩ C22 = ∅
where σ1, σ2 are any permutations of the set {1, 2, 3}. For example, the
first condition above is equivalent to the vanishing of the 18 products
given by
G2(1, 1, j)G2(1, 2, j) = G2(1, j, 1)G2(1, 2, j) = G2(j, 1, 1)G2(1, 2, j) = 0,
G2(1, 1, j)G2(1, j, 2) = G2(1, j, 1)G2(1, j, 2) = G2(j, 1, 1)G2(1, j, 2) = 0,
...
and the same for the remaining 12 products as well for all j ≥ 3.
Similarly, for the trilinear term, for i, j, k, l ∈ {1, 2},
(50)
i+ j + k + l = 1 mod 2 =⇒ G3(i, j, k, l) = 0 =⇒ Gs3(i, j, k, l) = 0.
4.3. Structure of the quadratic polynomials P2,k. As a conse-
quence of (47)
(51) Gs2(1, 2, 2) = G(1, 2, 2) +G(2, 1, 2) = 0.
Hence by (46), (47), and (51), the quadratic terms become
(52)
P2,1 = u
2
1G(1, 1, 1) + u1u2G
s
2(1, 2, 1) + u
2
2G(2, 2, 1)
= u1u2G
s
2(1, 2, 1)
(53)
P2,2 = u
2
1G(1, 1, 2) + u1u2G
s
2(1, 2, 2) + u
2
2G(2, 2, 2)
= u21G(1, 1, 2)
4.4. Structure of the cubic polynomials P3,k. The coefficients of
the following cubic terms vanish by (49) and (50).
(1) The term u21u2 in P3,1
Gs3(1, 1, 2, 1) +
∑
j≥3
−1
βj
(G(1, 2, j)Gs2(1, j, 1) +G(2, 1, j)G
s
2(1, j, 1)
+G(1, 1, j)Gs2(2, j, 1)) = 0,
(2) The term u32 in P3,1
G3(2, 2, 2, 1) +
∑
j≥3
−1
βj
G(2, 2, j)Gs2(2, j, 1) = 0,
(3) The term u1u
2
2 in P3,2
Gs3(1, 2, 2, 2) +
∑
j≥3
−1
βj
(G(1, 2, j)Gs2(2, j, 2) +G(2, 1, j)G
s
2(2, j, 2)
+G(2, 2, j)Gs2(1, j, 2))+ = 0,
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(4) The term u31 in P3,2
G3(1, 1, 1, 2) +
∑
j≥3
−1
βj
(G(1, 1, j)Gs2(1, j, 2)) = 0,
4.5. The existence of bifurcated steady state solutions. We start
by finding the straight line orbits of the vector field (F1, F2) given by
(13) near (u1, u2) = (0, 0). Clearly u1 = 0 is always a straight line orbit
that is du1/dt = 0. On u1 = 0, the dynamics of u2 is as follows.
(54)
du2
dt
= u2(β + b3u
2
2) + o(u
4
2).
For βb3 < 0, we find the two bifurcated steady state solutions (roll
pattern solutions) R1, R2 given by (17), that is with amplitudes u1 = 0,
and
(55) u1 = 0, u2 = ±
√
− β
b3
+ o(
√
−β).
Now we look for other straight line orbits u1 = ku2, k 6= 0 near the
origin. On such a straight line orbit, the following relation is satisfied
k =
u1
u2
=
F1
F2
=
a1ku
2
2 +O(u
3
2)
b1k2u22 +O(u
3
2)
, u2 → 0.
Hence, for k 6= 0, k should satisfy the relation
k2b1 = a1.
In particular, if a1b1 < 0, no such k 6= 0 exists.
On the other hand for a1b1 > 0, in addition to u1 = 0, four more
straight line orbits appear
u1 = kiu2, ki = (−1)i
√
a1/b1, i = 1, 2.
The flow on the straight line u1 = kiu2 is given by
(56)
du2
dt
= u2(β + b1k
2
i u2 + (b2k
2
i + b3)u
2
2),
which has two steady state solutions
(57)
u1 = kiu2 = (−1)i+1 β√
a1b1
+O(β2),
u2 = − β
b1k2i
+O(β2) = − β
a1
+O(β2), i = 1, 2.
On each line u1 = kiu2, i = 1, 2, there is a bifurcated steady state
solution which gives the amplitudes of (hexagonal pattern solution) H1
and H2 given by (18).
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4.6. The stability of the bifurcated steady state solutions. The
Jacobian matrix of the right hand side of the reduced equations (12)
be
(58) DF (u1, u2) =
 3a2u21 + a3u22 + a1u2 + β u1 (2a3u2 + a1)
2u1 (b2u2 + b1) b2u
2
1 + 3b3u
2
2 + β
 .
Let us also denote the eigenvalues of DF by λ1, λ2. We find that the
eigenvalues of DF at the steady states (55) as below. For R1, that is
for (u1, u2) = (0,−
√
− β
b3
) + o(
√−β), they are
λ1 = −2β, λ2 = −a1
√
− β
b3
+O(β),
and for R2, that is for (u1, u2) = (0,
√
− β
b3
) + o(
√−β), they are
λ1 = −2β, λ2 = a1
√
− β
b3
+O(β).
Thus the stability of the bifurcated solutions R1, R2 given by (17) for
β > 0 are as follows.
a1 > 0 R1 is a stable node, R2 is a saddle
a1 < 0 R1 is a saddle, R2 is a stable node
Since the amplitude (57) of the mixed mode steady states are u1 =
(−1)i+1 β√
a1b1
+ O(β2), u2 = − βa1 + O(β2), we find that the Jacobian
matrix of the mixed modes isβ + a1u2 +O(β2) a1u1 +O(β2)
2b1u1 +O(β
2) β +O(β2)

and the corresponding eigenvalues satisfy
λ1 + λ2 = β +O(β
2)
and
λ1λ2 = −2a1b1u1u2 +O(β3) = −2β2 +O(β3)
Thus we find the eigenvalues and the corresponding eigenvectors of the
amplitudes of the equilibria Hi as
H1 : λ1 = −β+O(β2), v1 =
− a1√a1b1
1
 , λ2 = 2β+O(β2), v2 =
 a12√a1b1
1

and
H2 : λ1 = −β+O(β2), v1 =
 a1√a1b1
1
 , λ2 = 2β+O(β2), v2 =
− a12√a1b1
1

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Since the eigenvalues have always opposite signs near β = 0, the
equilibria Hi given by (18) are always saddles whenever they exist.
The details of the proof of the main theorems follow from the above
analysis and the dynamic transition theory [23, 22].
5. Summary and discussion
In this paper, we have found all possible transition scenarios of a
general dissipative system with two dimensional critical center space.
We have two main assumptions. First is the one that the one of the
eigenmodes has a rectangle pattern and the other one has a roll pattern
which is possible in spatial domains of at least two dimensions with
homogeneous boundary conditions. The second one is an orthogonality
condition on the nonlinear operator with respect to the basis vectors.
This condition is generally satisfied when the bilinear and trilinear
terms of the Taylor expansion of the nonlinear operator is a product of
the unknown function and its derivatives.
Under the above general conditions, we manage to show that all
three types of transitions of the dynamic transition theory are possible
at the first criticality λc under generic conditions. We also determine
the bifurcated steady state solutions with their stability and the bifur-
cated attractors in each case. Finally, we give several applications to
demonstrate that all the conclusions of our main theorems are observ-
able.
Up until now, the dynamic transition theory has been used as a
general tool to understand specific problems. This paper points in the
direction of determination of transitions and pattern formations for a
general class of problems. Thus we believe that the results presented
in this study will provide a general framework for the determination
and the validity of transitions in many applications.
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