Given that a majority of stars form in multiple systems, in order to fully understand the starand planet-formation processes we must seek to understand them in multiple stellar systems. With this in mind, we present an analysis of the enigmatic binary T-Tauri system VV Corona Australis, in which both components host discs, but only one is visible at optical wavelengths. We seek to understand the peculiarities of this system by searching for a model for the binary which explains all the available continuum observations of the system. We present new midinfrared interferometry and near-infrared spectroscopy along with archival millimetre-wave observations, which resolve the binary at 1.3 mm for the first time. We compute a grid of pre-main-sequence radiative transfer models and calculate their posterior probabilities given the observed spectral energy distributions and mid-infrared interferometric visibilities of the binary components, beginning with the assumption that the only differences between the two components are their inclination and position angles. Our best-fitting solution corresponds to a relatively low luminosity T-tauri binary, with each component's disc having a large scale height and viewed at moderate inclination (∼ 50
INTRODUCTION
Stars form in turbulent molecular clouds, and as a result of turbulence, regions of the cloud condense to form cores, which may then they will form a binary or multiple protostellar system (Zinnecker 1984) .
Protostellar and pre-main-sequence binaries provide unique insights into the star-formation process (Zinnecker 1984; Kraus & Hillenbrand 2009; Duchêne & Kraus 2013) . Although more complex, it is known that many young stars form as binary or multiple systems. The probability that a companion is present depends on the mass of the primary and the environment in which the stars form (for details see Duchêne & Kraus 2013 , and references therein). Thanks to their quasi-coeval nature, binary systems provide key tests for models of stellar evolution; pre-main sequence binaries are therefore crucial to the calibration of evolutionary models at these early stages (Kraus & Hillenbrand 2009 ). Of particular interest are systems where one or both components still host protoplanetary discs, enabling tests of the evolution of the discs and the stardisc interaction, and in which the binary separation is large, so that the evolution is not complicated by binary interactions (Williams & Cieza 2011) . Furthermore, studying coeval systems could yield new constraints for models of planet formation. For example, stars in multiple systems are less likely to be observed to have a disc at any age when compared with single stars (Cieza et al. 2009; Daemgen et al. 2013 Daemgen et al. , 2015 , yet planets have been detected in a variety of multiple systems (e.g. Doyle et al. 2011; Roell et al. 2012) .
VV Corona Australis (VV CrA) is a young binary system in the Corona Australis star-forming region. Situated approximately 20 arc minutes south east of the prominent Coronet cluster, it is the brightest component in what appears to be a smaller condensation of young stars (Sicilia-Aguilar et al. 2013) . Previously thought to be a single star, according to Reipurth & Zinnecker (1993) , a companion was discovered approximately 2 to the north east of the optical source by Frogel (unpublished) due to a displacement of the near-infrared peak from the optical coordinates. At the time, this companion dominated the near-infrared emission of the system despite being too extinguished to be visible at shorter wavelengths (Chelli et al. 1995) . This infrared companion, now referred to as VV CrA NE, has since faded (Przygodda 2004) such that the optical component (VV CrA SW) is presently the brighter source at all wavelengths at which the binary can be resolved (Kruger et al. 2011) . Although the mass ratio of the binary is unknown, throughout this paper we follow Smith et al. (2009) in referring to the optical component VV CrA SW as the primary.
The peculiarities of the binary have made it an intriguing observational target, however it remains enigmatic. The combination of high extinction and ongoing accretion makes the determination of the spectral types of the stars nearly impossible, since veiling fills in many of the photospheric lines (Herczeg & Hillenbrand 2014) . Nevertheless, many values have been published for the primary, ranging from K7 (Appenzeller et al. 1986 ) to K1 (Neuhäuser et al. 2000) .
Furthermore, the origins of both the high obscuration and the variability of the secondary remain unknown, although two viable solutions have been proposed by Smith et al. (2009) . In one solution (their case B) VV CrA NE is inclined such that we view it through its own circumstellar disc, while the second (case A) requires that the disc of the primary is the source of the obscuration. In either case, the variability may be caused either by column density variations leading to changes in the extinction, or by an accretion outburst similar to that of FU Orionis (Smith et al. 2009 ).
However, some progress has been made thanks to observations across a wide wavelength range. Both sources are variable in the infrared, although the variability of the primary is much weaker than that of the secondary. Both show emission in a variety of spectral lines (Prato et al. 2003 ) and appear to be driving outflows (Takami et al. 2003) . Both components are bright in the (sub-)mm, and Lommen et al. (2010) used unresolved SMA data to determine a total dust mass of 3.9 × 10 −4 M for the binary, and a spectral index indicative of significant grain growth.
In this paper, we present a selection of new observations along with a re-reduction of archival data, which are then used, along with data from the literature, to constrain radiative transfer modelling. In §2 we present new infrared interferometric and spectroscopic data along with archival sub-millimetre observations. §3 gives an overview of the methods used for the radiative transfer calculations and to infer the best-fitting model, the results of which are discussed in §4. We then discuss observational priorities that will enable future modelling efforts to improve upon our results, before summarising our conclusions in §5.
OBSERVATIONS

MIDI visibilities
VV CrA was observed in June 2004 , November 2004 , and May 2005 1) with the Mid-infrared Interferometric (MIDI) instrument (Leinert et al. 2003a,b; Morel et al. 2004 ) at the VLTI, as part of programmes ESO-074.C-0209(A) and ESO-075.C-0014(A) (P.I. Leinert) . Both components of the binary were individually measured due to their comparatively large separation. The baselines UT1-UT3, UT2-UT3, and UT3-UT4 were used and the collected light was dispersed with the prism (R ∼ 30).
The data were reduced with the MIA+EWS package 1 . MIA is based on the analysis of the power spectrum, while EWS implements a coherent analysis of the interferometric fringe signal (Jaffe et al., 2004) . The visibilities used for the modelling have been derived with MIA and confirmed with EWS. All visibilities have been calibrated by all the calibrators taken in the same night. The stability of the transfer function is reflected by the errors shown together with the visibilities. Calibrators with peculiar visibilities have been ignored and are indicated in the journal of observations (Tab. 1).
For technical reasons, the single dish spectra derived from MIDI measurements vary over time in absolute calibration. Therefore, they are scaled to the better calibrated TIMMI2 spectra from Przygodda (2004) We also include three older measurements already obtained with MIDI in June 2003 (Przygodda 2004 ). These observations have been made with projected baseline lengths between 99.7 m and 102.2 m along position angles between 35.7
• and 23.9
• . The resulting visibilities are plotted in Fig. 1 . Two observations of VV CrA NE are excluded from the plot and from the model fitting ( § 3); these are flagged in Tab. 1 as e.
CRIRES Spectra
VV CrA SW was observed three times over the nights 22,23,24-AUG-2013 as part of programme ESO-091.C-0768(A) (P.I. Costigan) with the CRIRES instrument at the ESO-VLT (Kaeufl et al. 2004) .
The observations were performed with a central reference wavelength of 2170.573 nm and slit width of 0.4 " giving a spectral ∼ 50,000. In order to provide good sky subtraction, the star was nodded along the slit between individual exposures. Three sub-integrations of 30 seconds were taken for each observation. Standard reduction steps for infrared observations were performed using IRAF, including flat-fielding, bias-subtraction and spectral extraction. Due to the nodding on the slit, each observation block results in two spectra which were then median combined. These spectra were then telluric corrected with standards observed on the night.
The wavelength range covered by these observations is ∼ 2143 -2195 nm. Unfortunately, there were no photospheric lines visible within these spectra, and so a spectral type derivation was not possible. However, the Br-γ emission line lies within this range, and is closely associated with accretion (Muzerolle et al. 1998; Calvet et al. 2004; Antoniucci et al. 2011) . No significant variations in the equivalent width of this line were measured over the course of the three nights, with a mean measurement of 9 ± 0.7Å.
Using the observed NIRC K-band flux of 1.63 Jy for this target (Koresko, priv. comm.), corrected for extinction using the redding law by Steenman & The (1991), we converted the Br-γ EW into a luminosity (taking the distance to VV CrA SW to be 130 pc, Marraco & Rydgren 1981) which was found to be 7.2 × 10 −4 L . Using the Alcalá et al. (2014) accretion luminosity relation for Br-γ, this then gives an accretion luminosity of 0.81 ± 0.07 L . Here the spread comes from considering the spread in the measured EW over the course of the three days.
Following the methods of Sanchez-Bermudez et al. (2014) we also tested for the presence of any extended emission from the Br-γ line using spectro-astrometry. The original observations were not designed to probe the surrounding structure, and so only contained one position angle. The only conclusion we can so derive from these observations is that there is no signal of extended emission at the 1-10 mas level in the Br-γ line in the north-south direction.
Millimetre continuum data
SMA data
In order to improve the constraints on the emission at long wavelengths, we retrieved archival data taken using the Submillimetre Array at 1.3 mm. VV CrA was observed on 01-Oct-2008 in Compact configuration with 6 antennae (previously published in Lommen et al. 2010 ) and on 12- Sept-2012 & 18-Sept-2012 in Extended configuration with 7 antennae (unpublished). Both datasets were reduced separately and in combination to explore the loss of flux on large scales.
The calibrated data was downloaded from the SMA archive and imaged using CASA. After masking edge channels and checking for the presence of spectral lines, the data were imaged interactively using the clean routine with natural weighting. The final reduced image, using both array configurations, is shown in Fig 3. Clearly resolved peaks are visible at approximately the same positions as the infrared locations of the two sources. In order to extract continuum fluxes, 2D gaussians were fitted simultaneously to both components using the imfit routine with the literature positions of the two components as initial guesses. Images reconstructed using only the extended array observations resolve both components of the binary more clearly, separating the two peaks more distinctly, however more than 50% of the single-dish flux detected by Chini et al. (2003) is missing. We therefore do not show the image or use it to derive fluxes. Folding in the observations taken in the compact configuration reduces this missing-flux problem somewhat, although there is still ∼ 25% missing flux. This suggests that either circumbinary structure or structure associated with the parent cloud are being filtered out; future observations using ALMA including the compact array are required to identify the source of this emission. 
ATCA observations
Prior to the 2008 observations presented by Lommen et al. (2010) , VV CrA was observed with ATCA at 3 mm on 2005-08-14 in configuration H75 and on 2005-08-17 in H214, with good weather conditions for both observations. Combining the two configurations provided physical baselines ranging from 22 to 247 m. All antennae were equipped with cooled SIS receivers, which provided average system temperatures of 200-350 K at the observing frequency. A digital correlator was used with two 128 MHz wide spectral windows centered at 93.504 and 95.552 GHz, respectively. Combining the two sidebands resulted in an effective observing wavelength of 3.17 mm. The primary beam size at this wavelength was ∼ 38 . Amplitude and phase were calibrated through frequent observations (typically every 20 minutes) of the nearby quasar 1921-293. The absolute flux density was calibrated using the secondary calibrator 1253-055 in each track, the flux of which was regularly compared to Uranus and adopted as 14.7 Jy for the time of the observations. Additional effort was made to improve the gain-elevation calibration of the antennae, which can significantly affect the flux density scale, especially when observing at high elevation. The resulting total flux uncertainty is estimated to be ∼ 20%.
The data were calibrated and images produced from the combined uv data using MIRIAD (Sault et al. 1995) and its CLEAN algorithm. Of the different uv-weighting schemes explored, the image produced with robust uv-weighting parameter -0.5 (Briggs et al. 1999 ) was finally selected as the optimum. The resulting synthesized FWHM beam size is 2.39 × 1.73 (PA 86.7
• ). The 1 sigma noise level in the final map is ∼ 1 mJy/beam.
The resulting image (Fig. 4) clearly resolves the two sources, although the individual sources (disks) remain unresolved and separating disk emission from possible envelope or circumbinary contributions is not feasible. Image plane fitting of 2-D gaussians results in integrated fluxes of 40 ± 8 mJy and 35 ± 8 mJy for the SW and NE components, respectively. The total flux density of 75 ± 15 mJy was consistently measured from both the uv data and the image plane. This value is consistent with the total flux of 69.5 ± 14 mJy (at the same frequency) reported by Lommen et al. (2010) from their measurements on 2008-08-02, although the fluxes they attribute to the individual components are about 25% lower than ours (albeit with similar flux ratio). These slight discrepancies between individual contributions and total flux could both be a result of their missing short baselines (H214 config only) or our uncertainties in separating disk from extended emission. However, Lommen et al. (2010) report for 2008-08-03, i.e., only one day later, a total flux density of only 44.2 +/-9 mJy. Although we cannot exclude that this points to a real short-term flux variability, the consistency between their 2008-08-02 flux and our 2005 flux makes this unlikely.
The 3 mm fluxes are not included in our subsequent model fitting for a number of reasons. First and foremost, it is not possible to uniquely attribute the differences between our fluxes and the Lommen et al. (2010) fluxes to either measurement uncertainty or real variability. Secondly, as discussed below, we cannot exclude a significant contribution from free-free emission at 3 mm, while the model only treats dust emission.
Using these new resolved 1.3 mm and 3 mm fluxes we derive spectral indices αmm of 1.9 ± 0.4 and 1.8 ± 0.4 for the primary and secondary, respectively. These can be compared with values of αmm of 2.2 ± 0.5 and 2.3 ± 0.6 when using our 1.3 mm fluxes and the Lommen et al. (2010) 3 mm fluxes; both values are mutually consistent as expected. This indicates either substantial graingrowth, with a sizeable population of grains with radius > 1 mm, that the discs are very optically thick at mm-wavelengths, or a significant contribution from free-free emission at 3 mm. However, further observations are required to attribute this to a particular mechanism.
MODELLING
3.1 Radiative transfer modelling with MC3D MC3D (Wolf et al. 1999; Wolf 2003) solves the radiative transfer equation self-consistently using Monte Carlo methods. Optimised for dusty circumstellar discs, it randomly propagates packets of radiative energy (photons) through the medium. Each packet is monochromatic and of fixed energy. Packets interact randomly with the medium, either through scattering events -in which only the direction and stokes vector of the photon change -or absorption & re-emission events -where the wavelength of the re-emitted photon is likely to change. For a given dust-density distribution, MC3D calculates the temperature distribution, and scattered and re-emitted fluxes.
The temperature distribution is calculated assuming that the dust is in local thermodynamical equilibrium (LTE) and that the dust is heated only by the central star. Once the dust-temperature distribution has been calculated, the spectrum of thermal reemission can be calculated. For computational efficiency, this is done using ray-tracing techniques. Rays are generated ensuring that they sample all cells in the grid, stepped through the model grid to integrate the flux along each line of sight, and projected onto a detector. As this method only considers the contribution of thermal emission by dust, we also compute the contribution of the stellar radiation and scattered flux through monochromatic radiative transfer, in which the star launches radiation packets at each wavelength of interest, which are followed until they exit the model space. Images are computed using the same methods, with the results resolved into a number of pixels.
Disc density distribution
Although the radiative transfer is performed in 3 dimensions, to reduce the computational time we consider only 2-dimensional, axisymmetric disc density distributions, which take the form
where the scale-height h is given by
where R0 = 100AU, based on the α-viscosity disc of Shakura & Sunyaev (1973) . The above density distribution is defined in the range Rin R Rout, the inner and outer radii of the disc. For a vertically isothermal gaseous disc in hydrostatic equilibirum α = 3 (β − 0.5) (Shakura & Sunyaev 1973) ; given that we only treat small grains (see § 3.1.2) which should be dynamically coupled to the gas, we opt to define our density distribution only in terms of β. This implicitly assumes that the disc is in hydrostatic equilibrium, although we do not compute the equilibrium structure of the disc. This distribution is then normalised to yield the desired total dust mass M d . The disc is heated by a star whose spectrum is that of a blackbody B (T * ) scaled to contain the required total stellar luminosity L * . The temperature only has a significant effect on the emergent flux at optical wavelengths, because the IR emission is determined by the energy balance of the dust, which is dominated by the input luminosity. Similarly, we do not include any accretion luminosity or UV excess, as the optical and UV coverage of the SEDs are too sparse to be able to constrain this. This approach has been successfully applied in a number of studies of protoplanetary discs, for example Sauter et al. (2009); Madlener et al. (2012) ; Gräfe et al. (2013) .
Dust model
Although there are signs of grain-growth in millimetre-wave observations of VV CrA (Lommen et al. 2010 and § 2.3) only ISMlike dust grains are included in the models. The energy balance of the disc is primarily determined by the more numerous small grains which absorb the stellar radiation more efficiently (Testi et al. 2014) . These grains therefore dominate the short-wavelength emission (and hence the MIDI observations) and the total energy absorbed by dust; this in turn determines the integrated energy of the SED. However, large (∼ 1 mm) grains emit more efficiently at mm wavelengths, and therefore dominate the appearance of (sub-)mm images and the spectral index. 
Theoretically, one expects that these larger dust grains should decouple from the gas density distribution, settling toward the midplane of the disc, while gas-drag would cause them to drift toward the inner regions of the disc (Dullemond & Dominik 2004) . In the absence of multi-wavelength, spatially-resolved observations at millimetre wavelengths it is impossible to quantify the distribution of these larger dust grains. Since the MIDI observations are sensitive only to the surface layers of the inner regions of the disc, which are expected to be populated by smaller grains, only grains with sizes between 5 nm and 250 nm are included with a power-law size distribution (q = −3.5) as in Mathis et al. (1977) , consisting of 62.5% amorphous silicates and 37.5% graphite, using optical constants from Weingartner & Draine (2001) , and are assumed to be compact spheres. The cross-sections are computed using Mie calculus and averaged over the size distribution and dust compositions.
The fitting process
We seek to find a suitable fit by first building a database of ∼ 1.5 × 10 6 single-star+disc models, the parameter space for which is shown in Table 2 . These models cover a range based on previous literature investigations of the system where possible (e.g. L * , T * , M d ) and a physically motivated range for the others.
For each of these models, MC3D returns output in the form of an SED from 0.3 to 3000 µm and images covering the wavelength range of the MIDI observations. From each image, synthetic interferometric visibilities corresponding to the baselines used in the MIDI observations are calculated using fast Fourier transforms (Haniff 2007) . The real and imaginary parts of the synthetic visibilities are determined by linear interpolation between adjacent values in the Fourier plane.
To build models of the binary system, we combine pairs of models and compare the output to the MIDI visibilities and the SED of the system and its components. The fluxes used for the SED are given in Tab. 3; where possible, we select the most recent and robust photometry available. For each pair of models, we sum the fluxes at wavelengths where no observations are available which resolve the binary in order to robustly include the far-IR observations, while the resolved fluxes are compared to the respective member of the model pair. Due to the convergence of the resolved SEDs toward longer wavelengths through N & Q bands, and the similarity of the SMA fluxes, we consider a subset of binary configurations such that the two components differ only in inclination and position angles, and in which the NE component is obscured by its own disc.
These simulated data are then used to calculate posterior-probability distributions and their marginal distributions for representative binary configurations under certain assumptions. A detailed description of these calculations is given in Appendix A. The likelihood for each datum is calculated using Eq. A2, and no additional weighting is applied to the data beyond that implied by their uncertainties and bandwidth, treating photometry and interferometry identically. As a result, our fitting process is naturally most sensitive to the most precise data which integrate over the narrowest wavelength range, which is in general those between 7-13 µm.
The product of the likelihoods of all the data for a given model is then inserted into Eq. A1 along with the product of the priors of the model (see Tab. 2) to give the posterior. The best-fitting model is the pair of single-star models which maximises the posterior. It is worth emphasising that any conclusions drawn in this way are valid only within the parameter space we consider.
DISCUSSION
4.1 Best-fitting model & degeneracy Table 4 lists the parameters of the best-fitting model, and Fig. 5 shows a corner plot of the marginalised posterior distributions, illustrating degeneracies between different input parameters. In particular, Rin is degenerate with the inclinations of both discs. These are bimodal, with models with smaller Rin ∼ 0.3 preferring solutions with inclinations ∼ 40 − 45
• rather than the ∼ 50 − 55
• solution of our best-fitting model. Otherwise, parameters are typically constrained to a small region near the value of the bestfitting model, or are upper or lower limits. Unfortunately, the grid resolution is not high enough to determine uncertainties from the marginalised distributions, however it is possible to derive certain robust constraints from Fig. 5 . Our results indicate that models with relatively low luminosity stars with massive, unflared, geometrically thick discs seen at intermediate inclinations are strongly preferred, while the stellar effective temperature and disc position angles are poorly constrained. The luminosity is lower than suggested by some previous models (e.g. Wilking et al. 1992 ). This is a result of the extreme near-IR variability of the NE component, whose K-band flux has varied by 2 orders of magnitude over the last 3 decades (Kruger et al. 2011) . The SED of the best-fitting model is shown in Fig. 6 . Our best-fitting model reproduces the fluxes at short wavelengths (λ 30µm) well, although the JHK-bands are underpredicted. However, despite the very high dust mass, it does not reproduce the FIR-submm fluxes. The grid does not include higher dust masses because, assuming a typical gas-to-dust ratio of ∼ 100, the mass of the disc would then be comparable to that of the central object and selfgravity would begin to play a role (Lodato & Rice 2004 , and hence Eq. 1 would no longer adequately describe the density distribution. This cut-off coincides with an empirical upper limit to dust masses derived from sub-mm observations (Mohanty et al. 2013) . Furthermore, the total dust mass of the binary implied by our model (2 × 10 −3 M ) is 5 times larger than that determined by Lommen et al. (2010) . As a result, further increases to the dust mass would not provide an acceptable solution.
Alternatively, increasing the maximum grain size would increase the sub-mm opacities, and hence increase the emergent flux at these wavelengths. This is demonstrated in Fig. 7 , which shows the effect on the SED of increasing the maximum grain size in steps of 1 dex from 0.25 µm to 250 µm. Increasing the maximum grain size leads to a significant increase in the emission at long wavelengths, and only begins to affect the quality of the fit in the MIR when amax is very large. Even by increasing amax by only one order of magnitude, the fit to the sub-mm data is dramatically improved, giving good agreement with the observed fluxes and spectral index. However, these models assume that the grain-size distribution is the same throughout the disc, with no consideration of grain settling or radial drift. As described in § 3.1.2, we lack the observational constraints required to justify the complexity that this would add to our model, and must therefore accept that a larger dust mass is required to reproduced the observed (sub-)mm emission. However, the compact nature of the 1.3 mm emission provides a further hint that grain-growth and settling processes should be included in future models. Figure 8 shows a simulation of the SMA observations computed using our best-fitting model as input to the simobserve & simanalyze tasks in CASA. As noted, the model does not reproduce the flux of the observations, being ∼ 2-3 times lower. However, the core of the emission of each disc appears more extended in the simulated image than the observation, suggesting a component of compact emission is missing from our model. A likely explanation is the lack of large dust grains in our model; these grains should rapidly settle to the midplane and experience radial drift, making them more centrally concentrated. As large grains are more efficient mm-wave emitters than the ISM grains in our model, this would result in an additional component of compact emission, which may dominate the SMA observations. Figure 9 and Appendix B compare the MIDI observations with the visibilities of our best-fitting model. In general, the model fits well, but tends to predict worsening resolution at longer wavelengths, in contrast to the observed visibilities, which tend to decrease with increasing wavelength. The emitting area of the disc as a function of wavelength must therefore increase faster compared to the size of the beam than our model assumes. One plausible explanation is an effect of the scattered flux; if ∼ 1µm dust grains are present at the disc surface as implied by infrared spectroscopy of sources in nearby star-forming regions (Furlan et al. 2006 (Furlan et al. , 2009 Kessler-Silacci et al. 2006; McClure et al. 2010; Oliveira et al. 2010) , these would efficiently scatter the radiation emitted by the disc, producing substantial additional extension. However, RT modelling of the optically thin case using MC3D suggests that the reduction in temperature of larger grains outweighs this effect, reducing the effective size of the disc. However, dust temperatures in real discs can be substantially different from the optically thin case, but this case is not feasible in the current version of MC3D. There is no evidence of emission from PAHs or stochastically heated grains, which would also introduce extended MIR emission. While is is possible that our model has converged on a solution with too little flaring, none of the observed visibilities show the rise around 12 µm seen by van Boekel et al. (2005) for flared discs, arguing against this. Indeed, the observations are broadly consistent with their models for self-shadowed discs, suggesting that, rather than flaring, there may be additional structure missing from our model. The binary nature of the system makes structure a logical conclusion, as the discs would be subjected to perturbations by the companions; given the qualitative similarity to RW Aur (see e.g. Dai et al. 2015 , and references therein), VV CrA may be an interacting binary at an earlier stage of evolution. However, we do not expect any signatures of interaction to be visible in existing data -any tidal tail would likely be lost in the missing flux in the SMA image, and the MIDI data lack the u-v coverage required to detect spiral waves in the inner discs. These possibilities could plausibly be tested using the new generation of XAO imagers (e.g. SPHERE) to acquire near-infrared imaging polarimetry, or by imaging the thermal emis- Marraco & Rydgren (1981) ; (2) Table 4 . Best-fitting model parameters
a position angle east of north of the minor axis of the disc sion at very high resolution for example with ALMA or MATISSE, discussed in further detail below. Based on this tension between data and models, it is clear that future studies must consider more complex models of VV CrA. As noted above, there are suggestions of grain growth, decoupling between gas and dust, and additional structure in the discs. At present it is not feasible to explore the full parameter space of these effects and their possible interactions with detailed radiative transfer models, and as noted above, existing data are unable to constrain such modelling, necessitating additional observational constraints. It is likely that models including such additional physics would produce a somewhat different best-fitting model than the simple parametrisation used here. However, we expect this to have a larger effect on the disc mass, flaring index, and inclination angles, while the inner radius, low luminosity and foreground extinction should be relatively robust.
Mass & evolutionary state
We can determine an approximate stellar mass M and age t by comparing the temperature and luminosity of the best-fitting model to evolutionary tracks. Using the tracks of D'Antona & Mazzitelli (1997), we construct interpolating functions for T * (M, t) and L * (M, t) from the isochrones, which are then solved simultaneously for M and t. We thus determine a mass of 1.8 M and an age of 3.0 Myr; if the accretion luminosity determined in §2.2 is subtracted from the luminosity of the best-fitting model, we arrive at 1.7 M and an age of 3.5 Myr. Similar estimates are found using other evolutionary models, for example Palla & Stahler (1999) and Siess et al. (2000) . These values are inconsistent with previous estimates which inferred a very young T Tauri system based Figure 5 . Cornerplot showing the degeneracies between the various free parameters in terms of the posterior-probabiltiy distribution marginalised over all other parameters, along with the marginal distributions of each free parameter. The colour scale is logarithmic, with each sub-plot separately normalised to its own maximum value; black indicates high probability and white low.
on the shape of the SED in the mid-infrared (e.g. Prato & Simon 1997) , but approximately consistent with the model of Koresko et al. (1997) for the primary. However, radiative-transfer-model fitting is only weakly sensitive to the stellar temperature, and relatively small variations imply significant changes in the mass and age. Only by improving spectral-type determinations can matters be improved.
Our best-fitting model implies a stellar radius of 2.4 R for the primary, which allows us to estimate an accretion rate from the accretion luminosity given in §2.2 as in Gullbring et al. (1998) and Schegerer et al. (2008) . Assuming a mass of 1.7 M as determined above and a truncation radius of 5 R * , we derive an accretion rate of 4.0 ×10 Figure 7 . Influence of the maximum grain size on the SED of our bestfitting model for the SW component. As in Fig. 6 , the blue points correspond to the resolved observations of the primary, and the black points to the unresolved photometry. The solid line shows the SED for VV CrA SW shown in figure 6 with small grains only, the dashed, dot-dashed and dotted lines extend the size distribution to 2.5, 25 and 250 µm, respectively. The 2.5 µm grains fit the sub-mm flux and spectral index well, without significantly perturbing the mid -far-infrared fluxes.
Outlook
As it is clear that a variety of questions remain concerning the state of VV CrA, we will now discuss which observations should be targeted to allow future modelling efforts to improve upon our limitations. As the major shortcoming of our models is the failure to consider larger dust grains, resolved observations in multiple ALMA bands should be considered a priority. Spatially resolved spectralindex maps of the two discs would allow a reasonable prescription of grain growth and settling to be incorporated in future models, giving more reasonable estimates of the dust masses. A by-product Figure 8 . Simulated 1.3 mm image based on our best-fitting model. Produced using CASA simobserve, neglecting all sources of noise other than UV-coverage. The total flux is underpredicted, but the discs are also too extended compared to Fig. 3 of such observations would be high-resolution spectral line data, allowing the disc inclinations and stellar masses of both components to be directly constrained. Knowing the masses of the stars would allow for a substantially improved age determination, while directly measured inclinations could conclusively differentiate between the two cases in Smith et al. (2009) .
Another aspect that would considerably enhance modelling efforts would be robust knowledge of the spectral types of the stars and their accretion rates. To date, this has proven nearly impossible due to the near-complete veiling of the photospheric lines in the primary, and the lack of flux from the secondary. The most promising course of action seems to be deep, high-resolution near-infrared spectroscopy covering a large range of wavelengths, or perhaps combined optical-NIR spectroscopy from instruments like XSHOOTER; observations of this kind would maximise the chances of resolving weak photospheric lines. Combining such data with a fitting method as in Manara et al. (2013) would allow the incorporation of the effect of veiling, improving the chances of finding a suitable solution.
As noted above, it is likely that our model does not include sufficient structure to correctly describe the disc. Probing such structures on scales 10 AU requires milli-arcsecond resolution, which is now possible thanks to extreme adaptive optics and interferometry. The new generation of planet-hunting imagers (e.g. SPHERE, GPI, SCExAO) provide precisely the high-resolution capabilities required in scattered light, while ALMA can achieve the same resolution in the sub-mm, where optical depths are much lower; these may also be able to detect larger-scale structures, such as a circumbinary disc, envelope or tidal tail. Meanwhile, MATISSE will provide sufficient uv-coverage in the mid-infrared to facilitate interferometric imaging in a reasonable amount of observing time, and will achieve a similar angular resolution to both ALMA and SPHERE, albeit with a much smaller field-of-view. Previous studies (Ruge et al. 2014) have shown that structures are rarely detectable at all wavelengths simultaneously, so the ability to cover a large wavelength range is critical.
CONCLUSIONS
We have conducted a detailed study of the enigmatic premain-sequence binary system VV CrA. New near-infrared spectroscopy of the primary has derived an accretion luminosity of 0.81 ± 0.07 L , and placed an upper limit on the extension of Br γ emission in the N-S direction of 10 mas. Archival SMA observations have been used to produce the first resolved image of the binary at 1.3 mm, and mid-infrared interferometry probes the inner regions of both discs.
Based on these observations and data from the literature, we have presented a model for VV CrA, showing that even a small misalignment of the discs is a plausible explanation for the differences between the two components of the binary, with inclinations of 50-55
• . The MIDI observations allow us to break the degeneracies inherent in SED fitting, improving the constraints on the mutual inclination. This model suggests a lower luminosity for the central stars than previous work, most likely a result of the variability of the infrared companion. Based on our model, we infer an age of 3.5 Myr and stellar masses of 1.7 M ; combining these results with the accretion luminosity yields an accretion rate of 4.0 ×10 −8 M yr −1 . We also suggest observational priorities that may resolve outstanding questions. While resolved ALMA observations should be the priority to resolve disc structures and allow future models in include grain growth and settling, there is also a strong case for further near-infrared observations of both components. In particular, determination of at least two of mass, spectral type and luminosity for both components would provide a robust test of evolutionary models. Similar studies of other pre-main-sequence binaries should be conducted in order to build up a sample of coeval systems to constrain models of star & planet formation and evolution.
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APPENDIX A: BAYESIAN INFERENCE
This discussion is based heavily on Hogg et al. (2010) and Andrae (2010) , which the interested reader should peruse for a deeper understanding of the methods involved.
Suppose one has a set of data D which contains a number of observations, and wishes to identify which model Mi, drawn from a set of n models, fits these observations best. In a frequentist approach, one would seek to quantify the quality of the fit either by minimising the χ 2 statistic or by maximising the (logarithmic-)likelihood function L = P (D|Mi) i.e. by considering only how well the model reproduces the dataset.
However, this does not account for any previous knowledge about the object being modelled, whether from statistical, theoretical or literary considerations. Failing to include this information in the fitting process may lead one to prefer a model with slightly higher likelihood in spite of its intrinsically lower probability. To give an example appropriate to the main content of this article, consider a number of randomly oriented discs, where inclination i = 0 implies a face-on disc. For geometrical reasons, the probability of π/3 i π/2 is one half, and hence higher inclinations are intrinsically preferred. Therefore, if a low-inclination model has higher L in a particular case, the increased likelihood must outweigh the intrinsically lower probability of this configuration for the low-inclination model to be considered the better fit.
Such a priori information can be encoded as the distribution of the probabilities of the models P (Mi) which is referred to as the prior probability distribution or more often simply the prior. Given that what one wishes to calculate is the probability of model i given the observations or P (Mi|D) (the posterior) one quickly arrives at
which it can be clearly seen is Bayes theorum. Correct evaluation of the posterior therefore depends upon the correct choice of priors and likelihood functions, and their correct evaluation.
In the case of astronomical photometry, the statistical uncertainties are dominated by Poisson noise and are therefore nearly gaussian, and the choice of likelihood function is straightforward. If observation dj belongs to our datased D, and consists of a flux Fj observed at wavelength λj with associated photometric uncertainty σF,j and bandwidth σ λ,j and the covariances are zero 2 , then provided that the modelled wavelengths agree with those observed the likelihood can be calculated from:
where FM i ,j and λM i ,j are the wavelength and flux produced by model Mi that correspond with observation dj.
Although the distribution of uncertainties for other astronomical observables are in general not gaussian (e.g. Rola & Pelat 1994) , in the absence of further information, the assumption of gaussianity is no worse than any other. Hence, it is common to apply Eq. A2 to all observables. For example, in the case of interferometric observations, the fluxes are replaced with the visibilities, and the bandwidth with the spectral resolution.
In the case of observables where two parameters must be fitted, equation A2 must be altered slightly. For example, in the case of a polarimetric observation, where both the polarisation fraction p and angle θ must be fitted, it becomes Lij = σp,jσ θ,j 2π exp −1 2σ To find the likelihood of model i, one must then calculate the product Li = j
Lij
Once the posterior has been appropriately evaluated, the best fit can be extracted from the maximum of the distribution. However, one is usually more interested in the credible interval of each variable, usually taken as the 68.3% credible region (or 1-sigma region). This is the region within which 68.3% of parameter estimates lie. To determine this, one must calculate the marginal distributions of the posteriors by integrating over all other variables i.e. for two variables a and b:
which leaves one with a one-dimensional distribution of the posterior. From this, the 1-sigma region can be determined by integrating the distribution to find the region that contains 68.3% of the probability. This region is non-unique, so it is common to define it either as the narrowest region, as a region symmetrical about the median, or one symmetrical about the mean. The results above refer to the narrowest region.
APPENDIX B: SIMULATED AND OBSERVED VISIBILITIES
FIgures B1 & B2 show the full set of observed MIDI visibilities and the simulated visibilities for our best-fitting model. Figure B1 . Comparison of observed visibilities and their counterparts in our best-fitting model as in Fig. 9 showing all observations for the primary. • (e) Figure B2 . As Fig. B1 , showing data for the secondary.
