Given an image sequence recorded by a hand-held camera we examine the computation of a light field without any further input data. Using structure-from-motion algorithms and optimization techniques camera motion and a 3-D reconstruction of the scene are established. The light field is completed by computing local depth information for each input image. During experimental evaluation a special focus is set on the effects of falsely estimated intrinsic parameters as well as different depth representations on the quality of the resulting light fields.
Introduction
The field of computer graphics has undergone rapid development in the past years, leading to the ability of rendering images which are often indiscriminable from real photographs. Nevertheless, achieving such results is a timeconsuming task which requires even artistic skills. On the other hand, realtime rendering of complex environments requires high computational power and photo-realistic quality is still unachievable.
Such traditional approaches to rendering rely on scene models consisting of geometric primitives covered by textures. Recovering geometry from real scenes is difficult, at best, which, in recent years, has given rise to the concept of image-based modeling and rendering with the most prevalent representations being the light field of Levoy and Hanrahan (1996) and the lumigraph, proposed by Gortler et al. (1996) . Although the two approaches have been developed independently from each other, they apply many similar concepts and nowadays the term "light field" is more often used for combinations of them, as it will be throughout this contribution. Their advantage over geometrybased modeling lies in their use of images of real scenes as input data which simplifies photo-realistic rendering of these scenes.
Nevertheless, the correct and robust computation of a light field from a set of images, while keeping the costs low, is not an easy task. Using a camera gantry is a cost-intensive solution and often very inflexible. An inexpensive, yet flexible, alternative is the use of a single hand-held camera, and the application of structure-from-motion algorithms to the recorded image sequence. For some applications such as laparoscopic surgery, cf. Vogt et al. (2004) , a single hand-held camera is even the only feasible method. Computing the information required for a light field from such an uncalibrated image sequence poses some serious problems. It is desirable that the process be as stable as possible, but given noisy input data self-calibration algorithms for computing intrinsic camera parameters often lack this requirement. In this contribution we will address the processing steps for computing a light field, including a robust method for estimating camera parameters which is mainly based on non-linear optimization techniques. Additionally, we will evaluate the impact of an inaccurate intrinsic parameter estimation on light field quality.
Light Fields
The idea of the light field was derived from the plenoptic function introduced by Adelson and Bergen (1991) . It describes the appearance of a volume in space using seven parameters, i. e. the viewpoint of the observer in world coordinates, the two angles of the viewing direction and the wavelength of the observed light ray at a certain time. The light field breaks down this high dimensional space using several restrictions. The observed scene is assumed to be constant over time, and instead of the intensity for every wavelength only one color value is modeled, thus removing two parameters. In addition to that, the air between the observer and the scene surface is assumed to be transparent so that the intensity of the light ray emitted from a surface point in one direction stays constant, no matter where the observer is located on this light ray. By selecting a suitable parameterization the plenoptic function is thus reduced to four parameters. Both Levoy and Gortler use a two-plane parameterization to represent the light field, representing each light ray by one point on each plane. Here, the cameras are placed on a regular grid on one plane, while the other plane is the common focal plane of the cameras. In the following many more parameterizations have been proposed, a summary of which can be found in Schirmacher et al. (2001) . Nevertheless, the goal has always been to reduce the restrictions of the two-plane model. The first free form light field renderer was introduced by Heigl et al. (1999) which allowed the placement of the cameras at almost arbitrary positions in space. The most generalized light field model so far is the Unstructured Lumigraph introduced by Buehler et al. (2001) .
Since light fields may consist of hundreds of input images, an important issue Detect and track point features in every image f i , i = 1, . . . , N (Sect. 2.1) Select sub-sequence with most features visible in all images Fig. 1 . Processing steps for computing a light field from an uncalibrated image sequence of N images in image-based rendering is the storing and compression of these large amounts of data. Knowledge of 3-D geometry, as it is often the case for light fields, has been exploited before for coding of video sequences and was adapted likewise for light field compression as in Magnor et al. (2003) . However, compression will not be treated here as it would exceed the bounds of this contribution.
Outline
The focus of this article is on the computation of light fields as opposed to their rendering, therefore the latter will be discussed only marginally. The general processing sequence is given in Figure 1 , where for each step the corresponding section is indicated. Thus, Section 2 covers the process of computing the camera motion parameters from only the uncalibrated input image sequence. The employed methods of feature tracking, structure-from-motion using paraperspective factorization, and non-linear optimization are explained in detail. The resulting light field is only sparsely sampled which can lead to rendering artifacts in areas containing significant depth discontinuities. Section 3 therefore addresses the computation of depth maps and 3-D meshes, called geometric proxies, for modeling the scene structure. Experimental results obtained with these procedures on both synthetic and real data are presented in Section 4, and a summary will be given in the conclusion, in Section 5.
Camera Parameter Computation
In essence, a light field is only a sampling of the plenoptic function where each image contributes a set of light rays. In order to know which light rays are added by a certain image the position, orientation and internal parameters of the recording camera have to be available. The process of computing these parameters, which will be introduced in the following, is based on the work of Heigl (2004) , although in this investigation, it is reduced to robust parameter estimation using non-linear optimization, and new modules such as a reliable feature tracking were included.
Feature Selection and Tracking
Most algorithms for camera motion estimation require a set of point correspondences in two or more images. For light fields computed from image sequences of a hand-held camera features often have to be tracked through hundreds of images, at times with low quality or varying illumination. Therefore, a highly robust and accurate feature tracking system is required. In most cases an extension of the tracker by Tomasi and Kanade (1991) is applied, in our case the system of Zinßer et al. (2004) . It combines many extensions of the original tracking algorithm such as affine motion estimation, resolution hierarchies, linear illumination compensation and feature drift prevention.
Factorization of an Initial Sequence
Given an uncalibrated camera many methods have been proposed to obtain its motion and internal parameters. The basis of the procedure described in the following two sections is the method introduced by Hartley (1994) for recovering a Euclidean reconstruction by Levenberg-Marquardt (LM) optimization. For a camera pose in world coordinates we denote the position of its optical center as t i and its rotation as R i , where the columns of R i contain the coordinate axes of the camera coordinate system. The projection of a 3-D point p j onto an image point q i,j in image f i is given as
(·|·) being a concatenation of two matrices, where
contains the intrinsic parameters of the ith camera viewpoint, i. e. the principal point (u, v), the focal length f x and f y along the coordinate axes of the sensor, and the coordinate axes skew β. Both q i,j and p j are given in homogeneous coordinates. The parameters of K i , R i and t i are estimated by minimizing the back-projection error of each 3-D point. For an estimated projection q i,j = P i p j the error is calculated as the difference to the corresponding true image
The total back-projection error for image f i is thus defined as T i i , i being the concatenation of all i,j in a single column vector. In contrast to Hartley, who optimizes the 3-D points p j together with the camera parameters, points and camera parameters are estimated in turn to reduce the parameter space considerably.
As stated by Hartley (1994) this optimization requires a good initialization in order to work correctly. Having multiple images and a large number of point correspondences it is obvious to choose a factorization method for this task. Tomasi and Kanade (1992) introduced this method for estimating structure and motion of a sequence assuming orthographic or weak-perspective projection. By combining all point correspondences in one measurement matrix and decomposing it using singular value decomposition (SVD) the camera poses and 3-D point positions are derived simultaneously. A better approximation of reality is the paraperspective projection model which is assumed by the extension of Poelman and Kanade (1997) .
This factorization is applied to a suitable sub-sequence of the input image sequence since it requires that every feature be visible in every image. Usually the longest sub-sequence with a certain minimum number of features is chosen. The result is supplied as initialization to the Levenberg-Marquardt optimization of the back-projection error
The main problem at this point is that the parapespective factorization is not able to supply estimates for the intrinsic camera parameters. A commonly used solution is to apply self-calibration like the estimation of the absolute quadric as proposed by Triggs (1997) . Its drawback is that for noisy point correspondences these procedures often lack robustness. Therefore, the intrinsic parameters are chosen arbitrarily, but as close to the real values as possible, and kept constant over the whole sub-sequence. Thus the skew factor β is set to zero, the principal point (u, v) is set to the image center and the focal length is set to a sensible value for the camera used with f x = f y . For common video cameras the choice of the first two parameters is usually quite close to the truth. Considering the focal length the important question is how a wrong estimate affects the quality of the light field. This issue will be assessed in Section 4.
Extension to Long Image Sequences
The result of the above computation is a scene and motion reconstruction for a short sub-sequence of the complete input image sequence. In the following step this reconstruction is extended to the rest of the image sequence using the same optimization technique already applied above. For each image adjacent to the known sub-sequence new 3-D points are triangulated and non-linearly optimized if they are visible in a sufficient number of known images. As initialization for the projection matrix the parameters of the closest known camera are used. The LM optimization proved to be robust enough to converge to the correct parameters in most cases. Even an initialization using a linear prediction of the camera position and rotation -which is sensible since we assume a smoothly moving hand-held camera -showed no significant improvement.
The problem of estimating the correct intrinsic parameters persists for this extension step. Like in Section 2.2 one possible solution is to keep the intrinsic parameters constant regardless of their true values. The optimization will compensate this by changing the distance of the camera positions to the scene, a procedure which nevertheless proved to process the whole sequence very reliably.
The alternative is to additionally estimate some or all of the intrinsic parameters. In this case there are 7 to 10 variable parameters per camera pose instead of only 6, so that the process is necessarily more unstable. Depending on feature quality, the focal length and the distance from the scene may still be confused and thus wrongly estimated. The success of the intrinsic parameter estimation depends on the scene configuration and camera movement. An experimental investigation of this issue follows in Section 4.
Light Field Reconstruction
In case of a dense sampling of the scene as it is done by Levoy and Hanrahan (1996) the light field computation is complete as soon as the camera parameters are known. The required sampling density for preventing aliasing or ghosting artifacts was analyzed by Chai et al. (2000) . For a sparse sampling when using a hand-held camera a correct light field representation requires additional depth information. It can be supplied either as dense depth maps or as a geometric proxy, the computation of these alternatives will be introduced in the following.
Depth Maps
Computing a dense depth map for each of the input images using the 3-D points obtained during scene and motion reconstruction is straight-forward and done as follows. The 2-D features in an image with known 3-D position yield a sparse depth map which can be filled by interpolating the depth between the nearest neighbours of each pixel. The result of such a simple and fast depth map computation is shown in Figure 2 (b) for the input image of Figure 2 (a).
The computation of a depth or disparity map from stereo images has been investigated in numerous publications and may lead to better results than the method above, although often at a higher computational cost. As an example we will use depth maps generated by a variational approach by Alvarez et al. (2002) as seen in Figure 2 (c). It makes use of the fundamental matrix F for disparity estimation between two images with camera projection matrices P i and P j which is readily available from the preceding camera parameter reconstruction. If P i (and similarly P j ) is decomposed into P i = (X i |x i ) with X i ∈ IR 3×3 and x i ∈ IR 3 , F is computed as
[a] × denotes the antisymmetric matrix performing an outer left multiplication by a:
Geometric Proxies
The term geometric proxy, for representing the geometric properties of a scene, was introduced by Buehler et al. (2001) . Instead of a depth map for each image depth information is provided as a global geometric model which allows much higher frame rates for rendering on graphics hardware. In our case, geometry information is only available as a point cloud which is not necessarily globally consistent because of error accumulation. For long sequences the same feature may be present multiple times at different positions which complicates the computation of a single geometry model. Therefore, the geometry is supplied as one triangular mesh for each image generated from the visible 3-D points.
An example for such a local proxy is shown in Figure 2 (d).
Experimental Results
In the following, experiments will be presented regarding the choice or estimation of focal length, as discussed in Section 2, and the type of depth information used during rendering. In order to assess the correctness of a reconstruction the usual measure applied is the back-projection error. However, this error is not necessarily reflected in the quality of the resulting light field, and it is not applicable for the comparison of depth maps.
Therefore, a new method for evaluating light fields is introduced. For each image f i in the original sequence the corresponding view is rendered from the light field using the calculated camera parameters. The original image in question is not used for rendering so that the rendered image g i is only composed from neighbouring images. By computing the difference image d i = f i − g i the result can be visualized, but in the following the average signal-tonoise ratio will be used which is computed as
wheref i andd i are the mean of the squared pixel values of image f i and d i respectively.
For the experiments six image sequences were taken with a hand-held camera and light fields computed from them. The sequences are named santa1 (207 images), santa2 (155 images), desk1 (105 images), desk2 (147 images), desk3 (179 images) and milk (190 images) and consist of color images sized 512 × 512 pixels. For sequence santa2 the camera was moved once in a complete circle Fig. 4 . Signal-to-noise ratio and back-projection error depending on the choice of focal length for sequences desk1 and santa1 around the scene (cf. Figure 7) , whereas for the other sequences the camera was moved in a zig-zag motion in front of the scene with a viewing angle of about 45
• as depicted e. g. in Figure 5 . Example images of three of the sequences are shown in Figure 3 , the other three sequences are similar. The light fields were generated according to the processing steps in Figure 1 using the interpolated depth maps as seen in Figure 2 (b). The renderer used for SNR computation is an implementation of the Unstructured Lumigraph by Buehler et al. (2001) .
Focal Length Selection
The computation of the intrinsic parameters of a camera from image features, called self-calibration, is a very difficult task for noisy input data. In Section 2.2 the question was raised whether wrongly estimated parameters have a significant influence on the quality of a light field. This issue is investigated by reconstructing two image sequences, desk1 and santa1, several times with different preset focal length parameters. The results for the back-projection error and signal-to-noise ratio are plotted in Figure 4 . The true focal length of the camera was calibrated as f x = 844 and f y = 924, but for the experiments f x and f y were assumed equal and ranged from 500 to 1300 pixels.
The experiments showed that indeed back-projection error and SNR are best for the true focal length. Nevertheless, with about 0.15 pixel and 0.6 dB variation respectively the error using a wrong focal length is quite low, which leads to the conclusion that knowledge of the true focal length is desirable although light field quality suffers only little if it is not available.
The image sequences desk2, desk3 and santa2 were generated to test a varying focal length during the extension step of Section 2.3. In the first two sequences the focal length was changed during recording while the camera was kept at the same distance to the scene. Moving the camera around an object proved to be a more difficult configuration which was examined using the third sequence, santa2.
For each image sequence three different light fields were computed, the first with assuming a constant focal length for the whole sequence (column "none" in Table 1 ), the second with estimation of all intrinsic parameters (f x , f y , u and v) during the extension step of Section 2.3 (column "all"), and the third with a fixed principal point (u, v) but estimating f x and f y (column "f x , f y ").
The results for the first two sequences are depicted in Figure 5 , images (a) to (c) showing the camera pose and 3-D point reconstructions of each of the three light fields for sequence desk2, and (d) to (e) for sequence desk3. It can be seen that for constant focal length the algorithm compensated the zoom variation by changing the distance of the camera to the scene instead. When estimating all intrinsic parameters for each image the reconstruction was successful as well, although the number of outliers visible in Figures 5(b) and 5(e) indicates the reduced stability of the estimation. Estimating only f x and f y is apparently The resulting back-projection error and SNR are given in Table 1 . Again it can be said that although estimating the intrinsic parameters results in a lower back-projection error, it does not necessarily increase the quality of the light field according to the SNR. This impression is supported by the two rendered images seen in Figure 6 from the desk3 light fields without (left) and with (right) estimating the intrinsic parameters. Nevertheless, estimating only the focal length f x , f y seems to be a viable compromise.
As Heigl (2004) already stated, estimating the intrinsic parameters in a sequence while the camera moves around the scene usually causes the extension step to fail as it can be seen in Figure 7 (b) for sequence santa2. As before, estimating only f x and f y proved to be a more reliable compromise as it yielded a complete reconstruction as shown in Figure 7 (c). Nevertheless, back-projection error and SNR of Table 1 do not suggest one method to be superior to the other, especially since such a sparsely sampled light field is generally of a low quality. 
Depth Map Comparison
For sparsely sampled light fields as they are computed from images of a handheld camera a correct depth map is very important for the correct rendering of images. In the previous section the light fields were created using depth maps interpolated from reconstructed 3-D points. In the following the three types of depth information introduced in Section 3 will be compared.
For two image sequences, santa1 and milk, all three depth maps (cf. Figure 2) were computed and the results compared in Table 2 . For the signal-to-noise ratio, the evaluation shows no obvious advantage of one of the two depth map types over the other, although they both perform better than the local proxies. Nevertheless, the rendering time for one image is divided by three when using local proxy information, underlining at least their superiority in computational efficiency. For comparison three close-up views rendered from the santa1 light field as seen from the same camera pose but using different depth information are given in Figure 8 .
Conclusion
In this contribution we have given an overview over the process of computing a light field from an image sequence recorded by a hand-held camera. By applying structure-from-motion techniques like a factorization method and non-linear optimization the camera pose is reconstructed for each image in the sequence. Combining the motion parameters with 3-D or depth information yields a sparsely sampled light field of the recorded scene.
Estimating intrinsic camera parameters in addition to camera pose often reduces the robustness of the reconstruction process. Therefore, the influence of inaccuracies in the estimation of intrinsic camera parameters on the quality of the light field was examined in several experiments, and different types of depth information were assessed in the same regard. For these evaluations a new method for measuring the quality of a light field was introduced which yields an average signal-to-noise ratio. In the investigated case it corresponds better to subjective image quality than the back-projection error. However, this issue requires further analysis.
