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Abstract
Given a set [n]={1; : : : ; n}; n¿2; a 2-partition {X; Y} of the set [n] is called a T -partition of
[n] when, for every k ∈ {1; : : : ; n−1}; there exist i ∈ X and j ∈ Y such that |i−j|=k; i.e. {X; Y}
is a T -partition of [n] i2 {|i− j|; i ∈ X; j ∈ Y}={1; : : : ; n−1}: In this paper, we are interested
in 4nding the number of T -partitions of a set [n] = {1; : : : ; n}; and to describe the asymptotic
behavior of these numbers. This problem can be related to the well known Ringel–Kotzig–Rosa
conjecture about graceful labelings of a tree (see S.W. Golomb, How to number a graph? in:
C.R. Read (Ed.), Graph theory and Computing, Academic Press, New York, 1972, pp. 23–37.
A. Rosa, On certain valuations of the vertices of a graph, in: P. Rosenstiehl (Ed.), ThDeorie
de Graphes, JournDees Internationales d’Etude, Rome, 1966, Dunod, Paris, 1967, pp. 349–355),
since every graceful labeled tree having n vertices, n¿2, can be associated with a T -partition
of [n] = {1; : : : ; n}. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Preliminaries
Let us consider the set [n] = {1; : : : ; n}; n¿2: By a T -partition of [n] we mean
a 2-partition {X; Y} of [n] such that {|i − j|; i ∈ X; j ∈ Y} = [n − 1]: It is clear
that there exist 2-partitions of a set [n] which are not T -partitions. For example, if
[n]= {1; 2; 3; 4}; X = {1; 3}; Y = {2; 4} it follows that {|i− j|; i ∈ X; j ∈ Y}= {1; 3} =
{1; 2; 3}: On the other hand, for every natural number n; n¿2, there exist T -partitions
of [n]; for example we can consider X = {1; : : : ; h} and Y = {h + 1; : : : ; n}; where
h ∈ {1; : : : ; n− 1}:
It is clear that every graceful labeled bipartite graph having n − 1 edges can be
associated with a T -partition of [n]. On the other hand, every T -partition of [n] de4nes
a class of graceful labeled bipartite graphs having n − 1 edges. Since every tree is
a bipartite graph, it follows that every graceful labeled tree with n vertices can be
obtained from a T -partition of [n].
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Regarding the known classes of graceful graphs, we refer to the survey of
Gallian [1].
In this paper, we are interested in 4nding the number of T -partition of [n], and to
describe the asymptotic behavior of these numbers.
As usual, we denote by Bn the set of n-dimensional binary vectors, i.e. Bn is the set
of n-dimensional vectors whose components consist of 0 or 1.
Since {X; Y}={Y; X }, we may assume 1 ∈ X for all T -partitions {X; Y} of [n]. Now,
let Tn be the set of all T -partitions of [n]; n¿2, and consider the function f : Tn → Bn
de4ned by f{X; Y}= (y1; : : : ; yn); where
yi =
{
0; i ∈ X;
1; i ∈ Y:
Since by assumption 1 ∈ X for all T -partitions {X; Y} of [n]; it is easy to prove that
f is injective, i.e. |Tn|= |f(Tn)|. The proof of the following lemma is straightforward.
Lemma 1. If f :Tn → Bn is de2ned as above then f(Tn) is the set of all n-dimensional
binary vectors y = (y1; : : : ; yn) for which the following conditions are satis2ed:
(i) y1 = 0:
(ii) For every k ∈ [n− 1]; there exist i; j ∈ [n];
such that yi + yj = 1 and |i − j|= k:
(1)
We shall denote by Dn the subset of Bn de4ned by (1), i.e. Dn = f(Tn). From
the above considerations it is clear that |Tn| = |Dn|. Given y = (y1; : : : ; yn) ∈ Bn and
h ∈ [n]; we denote by (y1; : : : ; yh) and (yh; : : : ; yn) the binary vectors obtained from
y by deleting the last n− h components and, respectively, the 4rst h− 1 components
of y.
The following two theorems characterize the set Dn.
Theorem 1. Dn is the set of all n-dimensional binary vectors (y1; : : : ; yn) having the
following properties:
(i) y1 = 0;
(ii) (y1; : : : ; yr) = (yn−r+1; : : : ; yn) for all r ∈ [n− 1]: (2)
Proof: Let M be the set of n-dimensional binary vectors for which conditions (2)
are satis4ed. First, we shall prove that Dn⊂M . Let y = (y1; : : : ; yn) ∈ Dn: Since
Dn is de4ned by (1), it follows that y1 = 0 and so y veri4es (2i). Now, consider r ∈
{1; : : : ; n−1}. Since y satis4es (1ii), there exist i; j ∈ {1; : : : ; n} such that yi+yj=1 and
|i−j|=n−r. Without loss of generality, we can suppose i¿ j and so |i−j|=i−j=n−r;
which implies i = n − r + j; 16j6r. Since yi + yj = 1; that is yn−r+j + yj = 1; it
follows that (y1; : : : ; yr) = (yn−r+1; : : : ; yn); which shows that conditions (2ii) are also
veri4ed by y. Consequently, Dn⊂M:
Conversely, suppose y ∈ M: Clearly, y satis4es (1i). Now, consider k ∈ [n−1]: Since
y ∈ M it follows that (2ii) holds for r = n− k and so, we can write (y1; : : : ; yn−k) =
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(yk+1; : : : ; yn); which shows that there exist j ∈ {1; : : : ; n−k} and i=k+j ∈ {k+1; : : : ; n}
such that yi = yj, i.e. yi+yj=1: Moreover, for such i and j we have |i− j|= i− j=k
and so y veri4es (1ii) too. Consequently, M ⊂Dn and the theorem is proved.
Theorem 2. Dn is the set of all n-dimensional binary vectors (y1; : : : ; yn) having the
following properties:
(i) y1 = 0;
(ii) (y1; : : : ; yr) = (yn−r+1; : : : ; yn) for all r ∈
{
1; : : : ;
⌊n
2
⌋}
:
(3)
Proof: It is obvious that when y; y ∈ Bn, veri4es conditions (2) then conditions (3)
are also veri4ed. So, in order to prove this theorem it is suPcient to show that (3ii)
implies (2ii).
Suppose y = (y1; : : : ; yn) is a binary vector such that
(y1; : : : ; yr) = (yn−r+1; : : : ; yn) for all r; 16r6
⌊n
2
⌋
:
If (2ii) is not satis4ed by y, then there exists r; 	n=2
+ 16r6n− 1; such that
(y1; : : : ; yr) = (yn−r+1; : : : ; yn) (4)
and we may assume that r is chosen such that
(y1; : : : ; yk) = (yn−k+1; : : : ; yn) for all k6r − 1:
Because of 	n=2
 + 16r6n − 1 it follows that 162r − n6r − 1 and, by using (4),
one obtains
yj = yn−r+j; j = 1; : : : ; 2r − n: (5)
On the other hand, n − r + j6r for all j; 16j62r − n, and by using (4) again, it
results
yn−r+j = y2n−2r+j; j = 1; : : : ; 2r − n: (6)
Relations (5) and (6) allow us to write
yj = y2n−2r+j; j = 1; : : : ; 2r − n: (7)
If we let h= 2r − n; then h6r − 1 and (7) shows that (y1; : : : ; yh) = (yn−h+1; : : : ; yn);
which contradicts the fact that r is the least positive integer for which (4) is true.
2. Recurrence relations
For a natural number n; n¿2; we shall denote by Sn the number of T -partitions
of the set {1; : : : ; n}, that is Sn = |Tn|: Lemma 1 shows that Sn = |Dn|, and by using
Theorem 2 we conclude that Sn is the number of those n-dimensional binary vectors
for which conditions (3) are ful4lled.
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It is not diPcult to establish that S2 =1; S3 =2; S4 =3; S5 =6; and we can continue
as long as n is not too large.
In this section, we shall prove that for the sequence (Sn)n¿2 we have S2 =1 and for
k¿1 the following recurrence relations are true
(i) S2k+1 = 2S2k ;
(ii) S2k+2 = 2S2k+1 − Sk+1: (8)
Theorem 3. If n is an odd number; n¿3; then Sn = 2Sn−1:
Proof: Suppose n= 2k + 1; k¿1; and de4ne the function f : Dn → Dn−1 by f(y) =
z = (z1; : : : ; zn−1); where
zi =
{
yi; 16i6k;
yi+1; k + 16i6n− 1: (9)
First, we shall prove that f is a well-de4ned function, i.e. for every y ∈ Dn the binary
vector z de4ned by (9) is an element of Dn−1.
Consider y ∈ Dn and z de4ned by (9). By using Theorem 2, we can say that
z ∈ Dn−1 i2 z1 = 0 and (z1; : : : ; zr) = (zn−r ; : : : ; zn−1); for all r; 16r6	(n− 1)=2
= k.
Since y ∈ Dn it follows that y1 = 0 and (y1; : : : ; yr) = (yn−r+1; : : : ; yn) for all
r; 16r ≤ 	n=2
= k:
By de4nition, z1 = y1 = 0 and for r6k we can write
(z1; : : : ; zr) = (y1; : : : ; yr);
(zn−r ; : : : ; zn−1) = (yn−r+1; : : : ; yn):
Therefore, z1 = 0 and (z1; : : : ; zr) = (zn−r ; : : : ; zn−1) for all r; 16r6k; i.e. z ∈ Dn−1:
Now, we shall prove that f is a surjective function.
Suppose that z = (z1; : : : ; zn−1) ∈ Dn−1 and de4ne y = (y1; : : : ; yn) by
yi =


zi; 16i6k;
!; i = k + 1;
zi−1; k + 26i6n;
(10)
where ! ∈ {0; 1}.
We remark that y is obtained from z by inserting in “the middle” of z a new
component equal to 0 or 1.
It is clear that, for every z ∈ Dn−1; the n-dimensional vector y de4ned by (10) is a
binary vector and by using Theorem 2 it is straightforward to prove that y ∈ Dn.
On the other hand, it is easy to prove that for y de4ned by (10) we have f(y)= z;
hence f is a surjective function.
Now, let us suppose that x; y ∈ Dn; x=(x1; : : : ; xn); y=(y1; : : : ; yn); and f(x)=f(y):
By the de4nition of f, it follows that x = y or xi = yi for all i = k + 1 and
xk+1 + yk+1 = 1. Hence, for a given z ∈ Dn−1; there exist exactly two elements x; y ∈
Dn such that f(x) =f(y) = z, namely those elements de4ned by (10), where !=0 or
!= 1:
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In order to prove (8ii) the following results are needed.
Suppose n is even, n = 2k + 2; k¿1, and de4ne the function g : Dn → Dn−2 by
g(y) = z where
zi =
{
yi; 16i6k;
yi+2; k + 16i6n− 2: (11)
Note that z=g(y) is obtained from y by deleting (k+1)th and (k+2)th components
of y.
By using Theorem 2, it is clear that if y ∈ Dn, then z ∈ Dn−2; and, therefore, g is
a well-de4ned function.
On the other hand, if z = (z1; : : : ; zn−2) ∈ Dn−2 and one de4nes y = (y1; : : : ; yn) by
yi =


zi; 16i6k;
0; i = k + 1; k + 2;
zi−2; k + 36i6n;
then, by using Theorem 2, it is not diPcult to prove that y ∈ Dn and g(y)= z: Hence,
g is a surjective function.
Now, for n= 2k + 2; k¿1, let us consider the subset A of Dn−2 de4ned by
A= {z ∈ Dn−2: (z1; : : : ; zk ; 1) = (0; zk+1; : : : ; zn−2)}: (12)
Lemma 2. |A|= Sk+1.
Proof: Suppose z ∈ A, that is z=(z1; : : : ; zn−2) ∈ Dn−2; n=2k+2; and (z1; : : : ; zk ; 1)=
(0; zk+1; : : : ; zn−2): We shall prove that (z1; : : : ; zk ; 1) ∈ Dk+1:
If (z1; : : : ; zk ; 1) ∈ Dk+1 then there exists h; 16h6k, such that (z1; : : : ; zh) =
(zk−h+2; : : : ; zk ; 1):
Since (z1; : : : ; zk ; 1) = (0; zk+1; : : : ; zn−2) it follows that
(zk−h+2; : : : ; zk ; 1) = (zn−h−1; : : : ; zn−2):
Therefore, if z ∈ A and (z1; : : : ; zk ; 1) ∈ Dk+1 then there exists h; 16h6k=	n=2
 such
that (z1; : : : ; zh) = (zn−h−1; : : : ; zn−2); which contradicts the fact that z ∈ Dn−2: So, we
can de4ne the function ’ : A→ Dk+1 by
’(z) = (z1; : : : ; zk ; 1):
It is easy to verify that ’ is bijective and hence the lemma is proved.
Theorem 4. If n is even; n= 2k + 2; k¿1; then
Sn = 2Sn−1 − Sk+1:
Proof: Let g : Dn → Dn−2 be the function de4ned by (11). As we have shown before,
g is surjective. Letting g−1(z) = {x ∈ Dn; g(x) = z} we shall prove that
|g−1(z)|=
{
3; z ∈ A;
4; z ∈ Dn−2\A; (13)
where A is the set de4ned by (12).
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First, we remark that given z=(z1; : : : ; zn−2) ∈ Dn−2; n=2k+2; we have x ∈ g−1(z)
i2 there exist !; % ∈ {0; 1} such that
x = (z1; : : : ; zk ; !; %; zk+1; : : : ; zn−2) and (z1; : : : ; zk ; !) = (%; zk+1; : : : ; zn−2): (14)
Since, for z ∈ Dn−2, we have z1 = 0, zn−2 = 1; it is clear that when z ∈ Dn−2 \ A;
the n-dimensional vector x de4ned by (14) is an element of g−1(z) for all !; % ∈
{0; 1}: Hence, |g−1(z)| = 4 for every z ∈ Dn−2 \ A. When z ∈ A then (z1; : : : ; zk ; 1) =
(0; zk+1; : : : ; zn−2). Hence, x is not an element of g−1(z) if ! = 1 and % = 0, but x
is an element of g−1(z) for all the pairs (!; %) ∈ {(0; 0); (0; 1); (1; 1)}: Consequently
|g−1(z)|= 3 for all z ∈ A: This proves (13).
Since g is surjective, by (13) Lemma 2 implies that
Sn = 4|Dn−2 \ A|+ 3|A|= 4(Sn−2 − Sk+1) + 3Sk+1:
Moreover, since n − 1 is odd, Theorem 3 implies that Sn−1 = 2Sn−2; and from the
preceding relations one obtains
Sn = 2Sn−1 − Sk+1:
The theorem is proved.
3. Bounds and asymptotic behavior
By Theorem 1, if y=(y1; : : : ; yn) ∈ Dn; then y1=0 and yn=1 and, since yi ∈ {0; 1}
for all i, it is obvious that
Sn = |Dn|62n−2: (15)
On the other hand, the recurrence relations (8) allow us to prove that
Sn¿2n−3 + 2(n+1)=2−2: (16)
Indeed, since S2 = 1; S3 = 2 it follows that (16) is true for n= 2 and n= 3. Suppose
that (16) is true for all n, n62k + 1: We shall show that (16) is true for n= 2k + 2
and n= 2k + 3:
From (8) it follows that
S2k+2 = 2S2k+1 − Sk+1;
S2k+3 = 2S2k+2
and furthermore, since (16) holds for n=2k+1 and Sk+162k−1 the preceding equalities
imply
S2k+2¿22k−1 + 2k−1;
S2k+3¿22k + 2k :
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Hence (16) holds for all n¿2: In order to derive better bounds for Sn and to establish
the asymptotic behavior of the sequence (Sn), we shall de4ne a new sequence (an) by
an =
1
2n−2
Sn; n¿2: (17)
From the recurrence relations (8), it follows that the new sequence (an) is characterized
by the following equations:
a2 = 1;
a2k+1 = a2k ; k¿1;
a2k+2 = a2k − 12k+1 ak+1; k¿1:
(18)
Lemma 3. The sequence (an) has a limit.
Proof: Since (15) and (16) imply that
2n−36Sn62n−2;
it is clear that
1
26an61; n¿2:
Hence, the sequence (an) is bounded.
From (18) and an¿ 12 it is obvious that an+16an for all n¿2: The lemma is
proved.
The proof of this lemma allows us to say that there exists c, 126c61, such that
c = lim
n→∞ an = limn→∞
1
2n−2
Sn:
Let us consider the generating function f(x) for the sequence (an) de4ned by
f(x) =
∞∑
n=2
anxn−2 (19)
Lemma 3 and an¿ 12 for all n¿2 show that (19) de4nes a real function f : (−1; 1)→
R. Since a2 = 1, a2k+1 = a2k for all k¿1, it is easy to prove that
(1− x)f(x) = 1 +
∞∑
k=1
(a2k+2 − a2k)x2k
and hence (18) implies that
(1− x)f(x) = 1− x
2
4
∞∑
k=1
ak+1
(
x2
2
)k−1
= 1− x
2
4
f
(
x2
2
)
:
Consequently, for all x, −1¡x¡ 1; the generating function f satis4es
f(x) =
1
1− x
(
1− x
2
4
f
(
x2
2
))
: (20)
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Given x ∈ (−1; 1) and k = 0; 1; 2; : : : ; let us de4ne
!k(x) =
( x
2
)2k+1−2
;
%k(x) =
k∏
h=0
(
1− 2
( x
2
)2h)
:
(21)
Using (20), it is not diPcult to prove by induction that for all n¿0, we have
f(x) =
n∑
k=0
(−1)k !k(x)
%k(x)
+ (−1)n+1 !n+1(x)
%n(x)
f
(
2
( x
2
)2n+1)
:
Since f is continuous in (−1; 1) and f(0) = 1; the last relation implies that, for
x ∈ (−1; 1), we can express f(x) in the form
f(x) =
∞∑
k=0
(−1)k !k(x)
%k(x)
; (22)
where !k(x); %k(x) are de4ned by (21).
Now we remark that
c = lim
n→∞ an = limk→∞
a2k :
By using (18) one obtains
a2k = 1− 14
k∑
h=2
1
2h−2
ah (23)
and from (19) it follows that
c = 1− 1
4
f
(
1
2
)
: (24)
If we let
bk =
k∏
h=0
(22
h+1 − 2)−1; (25)
then by using the form of f(x) given by (21), it is not diPcult to prove that
f
(
1
2
)
= 4
∞∑
k=0
(−1)kbk :
Consequently, we can express c in the form of an alternating series
c = 1−
∞∑
k=0
(−1)kbk ; (26)
where bk is de4ned by (25).
It is interesting to note, that by using only the 4rst three terms of the alternating
series in (26), it follows that 0:5355¡c¡ 0:5358:
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Relations (19), (23), and (24) allow us to write
a2k = c +
1
4
∞∑
h=k+1
1
2h−2
ah
and because c¡an¡ 1 for all n¿3, and a2 = 1, it follows that
c +
c
2k
¡a2k ¡ c +
1
2k
:
Since a2k+1 = a2k for all k¿1, it is easy to prove that for all n¿2 we have
c +
c
2n=2
¡
Sn
2n−2
¡c +
1
2n=2
;
where c is the sum of the alternating series in (26).
Remark: Let us consider three positive integers n; s; t such that s + t6n; st¿n − 1:
If there exist two disjoint subsets X; Y of [n]; |X | = s; |Y | = t and {|i − j|: i ∈ X;
j ∈ Y}= [n− 1]; then the pair (X; Y ) will be called a (s; t)-partition of [n]:
A more general problem than the problem investigated in this paper consists in
4nding the number of (s; t)-partitions of [n]:
We remark that, if (X; Y ) is a (s; t)-partition of [n] and TX = {n − i + 1: i ∈ X },
TY = {n − i + 1: i ∈ Y}; then ( TX ; TY ) is also a (s; t)-partition of [n]. Therefore, if there
exist (s; t)-partitions of [n]; then there exist (s; t)-partitions (X; Y ) such that 1 ∈ X .
We can prove by induction that there exist (s; t)-partitions of [n] for all n; s; t which
verify the inequalities s+ t6n; st¿n− 1:
Indeed, if n= 2 then s= t = 1 and we have nothing to prove.
Suppose that for every r, 26r6n, and s; t such that s+ t6r; st¿r− 1, there exist
(s; t)-partitions of [r]:
Now, let us consider s; t such that s+ t6n+ 1, st¿n:
We shall prove that there exist (s; t)-partitions of [n+1]. If t=1, then ([n]; {n+1})
is a (s; t)-partition of [n+ 1]: Hence, we can assume t¿2:
Letting k = st − n, two cases are possible: either s6k + 1 or s¿k + 1:
Case s6k + 1: If we let Tt = t − 1, it follows that s + Tt6n and sTt¿n − 1: By the
above assumptions, there exists a (s; Tt)-partition (X; Y ) of [n] such that 1 ∈ X . It is
easy to verify that the sets X and Y ∪ {n+ 1} de4ne a (s; t)-partition of [n+ 1].
Case s¿k +1: In this case, let us consider X =[s] and Y = {n+1}∪ {n− is+ k +
1: 16i6t − 1}: Since s¿k + 1 and st = n+ k; it is not diPcult to prove that (X; Y )
is a (s; t)-partition of [n + 1]: Consequently, we can conclude that for all n; s; t such
that s+ t6n; st¿n− 1, there exist (s; t)-partitions of [n]:
The problem of 4nding the number of (s; t)-partitions of [n] remains an open prob-
lem.
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