Abstract. The principle of convergence stability for geometric flows is the combination of the continuous dependence of the flow on initial conditions, with the stability of fixed points. It implies that if the flow from an initial state g 0 exists for all time and converges to a stable fixed point, then the flows of solutions that start near g 0 also converge to fixed points. We show this in the case of the Ricci flow, carefully proving the continuous dependence on initial conditions. Symmetry assumptions on initial geometries are often made to simplify geometric flow equations. As an application of our results, we extend known convergence results to open sets of these initial data, which contain geometries with no symmetries.
Introduction
In the analysis of the long term behavior of geometric heat flows, it is often useful to consider initial geometries with symmetry, since those symmetries are preserved and so the nonlinear flow equations are greatly simplified [3, 8, 15, 18] . If, given a topology and appropriate notion of stability, the flow solution starting at some metric g 0 does converge to a stable fixed-point geometry, does it follow that solutions starting at geometries nearby converge to a stable fixed-point geometry as well? Since geometric heat flows are generally weakly parabolic PDE systems, and since one expects such systems to have a well-posed initial value problem with solutions depending continuously on initial data, it is plausible that flow solutions starting near g 0 do always converge.
In this work, we make these ideas precise, and apply them to the Ricci flow on compact manifolds. Given a Riemannian manifold (M, g), the Ricci flow is the weakly parabolic system (1) ∂ ∂t g(t) = −2 Rc(t) g(0)
= g 0 ,
where Rc is the Ricci curvature tensor. We work in the topology of little Hölder spaces of metrics as in [13] . We define a geometric heat flow to be convergence stable if for every initial geometry g 0 whose resulting solution converges to a stable fixed-point geometry, there is a neighbourhood of g 0 such that every solution starting in that neighbourhood also converges to a stable fixed-point geometry.
The key to proving convergence stability for a given flow is the verification that the flow is a wellposed initial value problem, with well-posedness encompassing continuous dependence of the solutions on initial data in addition to local existence and uniqueness. The continuous dependence of the Ricci flow for metrics on compact manifolds has been broadly assumed, but we have been unable to find a complete proof of it in the literature (e.g. see [21] ). Since our results here crucially involve continuous dependence in a certain topology, in Section 4 we provide a careful proof of this property.
A complete understanding in the compact case is necessary to a subsequent project in which we study the flow on non-compact manifolds, and we therefore include an amount of detail that additionally provides an accessible entry into this theory for geometric analysts. In the course of this exposition, we in particular prove a crucial resolvent bound whose proof is either omitted or incomplete in various treatments of stability for geometric flows, see Proposition 3.
We now describe our results. We endow the bundle of symmetric two tensors, S, with a topology given by Hölder norms. In what follows, the spaces h k,α (S), k ∈ N 0 , α ∈ (0, 1), denote the completion of the space of smooth symmetric two tensors with respect to the (k, α)-Hölder norm (see the Appendix for a detailed definition of these spaces). Given a metric g 0 , we let τ (g 0 ) ∈ (0, ∞] denote the maximal time of existence of the Ricci flow starting at g 0 . We prove the following theorem:
Theorem A. (Continuous Dependence of the Ricci Flow). Let (M, g 0 ) be a smooth compact Riemannian manifold. Let g 0 (t) be the maximal solution of the Ricci flow (1) for t ∈ [0, τ (g 0 )), τ (g 0 ) ≤ ∞. Choose 0 < τ < τ (g 0 ). Let k ≥ 2. There exist positive constants r and C depending only on g 0 and τ such that if ||g 1 − g 0 || h k+2,α ≤ r, then for the unique solution g 1 (t) of the Ricci flow starting at g 1 , the maximal existence time satisfies τ (g 1 ) ≥ τ, and ||g 1 (t) − g 0 (t)|| h k,α ≤ C||g 1 − g 0 || h k+2,α for all t ∈ [0, τ ].
The proof of this theorem involves the Ricci-DeTurck flow, to which parabolic PDE theory may be applied; our results give a semigroup proof of well-posedness. Since we work in finite regularity spaces, the passage from the Ricci-DeTurck flow to the Ricci flow accounts for the drop in regularity in the theorem above. Note that we are not asserting a drop in regularity of the solution g 1 (t) which is smooth after t > 0, only the differentiability of the dependence estimate. After giving some analytic background in Section 2, in Section 3 we present a detailed exposition of the continuous dependence of the Ricci-DeTurck flow using analytic semigroup theory. Working within the setting of little Hölder spaces, we can simplify various parts of the semigroup-based treatment of the wellposedness of parabolic equations; see, e.g., [20] . In Section 4, we return to the Ricci flow and prove Theorem A.
Having established the continuous dependence of the Ricci flow for metrics on compact manifolds, we prove convergence stability of the Ricci flow on closed T n and H n in Section 5. Denote the Ricci flow solution starting at g 0 by g 0 (t). We say g 0 (t) converges to g ∞ in h 2,α if τ (g 0 ) = ∞ and
Note that by results of Hamilton, this is sufficient to obtain convergence in C ∞ (M), [14, Section 17] . We say g ∞ is a stable fixed point if there is some ε > 0 so that for every g 0 within the ε-ball about g ∞ in h 2,α , the Ricci flow starting at g 0 converges to a fixed point. D. Knopf and two of the authors proved that any flat metric on the torus T n is a stable fixed point for the Ricci flow in this sense, see [13, Theorem 3.7] . In [17] , the D. Knopf and A. Young prove that a compact hyperbolic metric is also a stable fixed point for a normalized Ricci flow in this sense.
The statement of the T n result is as follows:
(Convergence Stability (Flat)). Let (M, g 0 ) be a smooth closed torus, and let g 0 (t) be a solution of the Ricci flow (1) starting at g 0 that converges to a flat metric g ∞ . There exists r > 0 depending only on g 0 such that if g 1 ∈ B r (g 0 ) ⊂ h 2,α (S), then the solution g 1 (t) with g(0) = g 1 of the Ricci flow exists for all time and converges to a flat metric.
This theorem shows that the set of metrics which converge to a flat fixed point is open in a certain topology of metrics on T n . We emphasize that the metrics contained in these sets need not have symmetries, nor are they generally small perturbations from a fixed flat metric. We apply this to the results of J. Lott and N. Sesum, who showed that for two families of geometries on T 3 defined by isometries, every Ricci flow solution which starts at a metric contained in one of these families must converge exponentially quickly to a flat metric on T 3 [18] . By Theorem B, we obtain open neighbourhoods of the set of these metrics such that Ricci flow solutions which start with initial geometries in either of these neighbourhoods must converge to flat metrics. We discuss this and other applications in Section 5.
We strongly expect that the notion of convergence stability holds for a wide range of other geometric heat flows. We hope to return to these questions in a subsequent work.
In the Appendix we provide some of the background definitions and results needed in this paper including the basic function spaces which arise and a few results from elliptic PDE theory.
Acknowledgments The authors would like to thank Dan Knopf, Jack Lee, Rafe Mazzeo, and Haotian Wu for helpful conversations related to this work. This work was supported by grants from the Simons Foundation (#426628, E. Bahuaud and #283083, C. Guenther). J. Isenberg was partially supported by the NSF grant DMS-1263431. This work was initiated at the 2015 BIRS workshop Geometric Flows: Recent Developments and Applications (15w5148).
Analytic background
In this section, we introduce some of the ideas and results from analytic semigroup theory that we need in order to prove our main results on continuous dependence and convergence stability for Ricci flow. An overview of stability techniques and results for geometric flows, and in particular maximal regularity theory, can be found in Chapter 35 of [22] . An excellent reference for this theory in a general setting is provided by [20] . A careful exposition of the geometric ideas that we use, including how to define the relevant function spaces of tensors, as well as certain key facts from elliptic PDE theory, can be found in Appendix A.
As motivation of the semigroup approach, we recall that in the analysis of systems of ordinary differential equations, for a constant n by n matrix A over C, and for a vector-valued function of time x = x(t) ∈ C n , the solution to the initial value problem
exists for all time and can be written in terms of the matrix exponential in the following form: x(t) = e tA x 0 . One readily verifies that the long-time behavior of solutions near equilibrium points depends on the eigenvalues of A. We discuss an extension of this setting to general unbounded operators acting on Banach spaces, as well as nonlinear generalizations. Let X be a Banach space, and let
be a closed linear operator. A linear operator A is closed if its graph is a closed subset of X × X . In that case D(A) with the graph norm, x D(A) := x + Ax , is a Banach space. The spectrum of A with respect to the Banach space X is defined to be the set σ X (A) := {λ ∈ C : λI − A does not have a bounded inverse}, while the corresponding resolvent set is defined as
For a chosen value λ in the resolvent set ρ X (A), the corresponding resolvent operator is the map
We denote by L(X ) the set of bounded linear operators on a normed space X , and we denote by L(X , Y) the set of bounded operators from X to Y. A sector is defined to be the set
The linear operator A is sectorial if there exist constants ω ∈ R and θ ∈ (π/2, π) and M > 0 such that R1. (The resolvent set contains a sector): the set S θ,ω is a subset of ρ X (A).
R2. (Resolvent estimate): the inequality
Now consider the Banach space valued initial value problem
where u 0 ∈ D(A). If A is sectorial, then for an appropriate contour γ in the complex plane and for t > 0, one may define the exponential of tA by
and analyzing the mapping properties of e tA , one obtains well-posedness for the linear IVP (3). Sectoriality is important for nonlinear initial value problems as well. In particular, beginning with a continuous embedding of Banach spaces D ⊂ X , we let O ⊂ D be an open subset, and we consider the evolution equation
where F : O −→ X . We require three conditions on the flow: H0. F is continuous and Fréchet differentiable. H1. For each u ∈ O, the Fréchet derivative F u of F is sectorial in X , and its graph norm is equivalent to the norm of D. H2. For each u ∈ O, there exist positive constants R and L depending on u such that the inequality
To state a well-posedness theorem for a nonlinear map F which satisfies conditions H1 and H2, one needs to address a technicality which arises in the study of parabolic evolution systems: A key feature of parabolic systems is parabolic regularity, which is the propensity of solutions of parabolic evolution solutions to become smooth even if the initial data is significantly less regular. Hence, in the formulation of a well-posedness theorem, one must account for diminished regularity as t approaches zero. Various strategies are used for dealing with this issue in the semigroup setting: one approach is to work with certain weighted function spaces involving powers of t which precisely capture regularity of the solutions down to t = 0. A second approach is to use continuous interpolation spaces between the Banach spaces D and X . For our work the first approach is adequate. We thus introduce a series of function spaces that are used only in this section.
For a time interval (a, b), a Hölder exponent α ∈ (0, 1), and a Banach space X , we introduce a semi-norm on curves from (a, b) into X by
and a corresponding norm by
Denote the space of continuous curves for which this norm is finite by C α ((a, b); X ). The (time) weighted space C α α ((a, b); X ) is given by curves for which the norm
is finite. We state an existence theorem in a form suitable for our work here. The estimate (6) below is the key to the well-posedness result in Theorem 6. We denote an initial condition by u i , and the solution that starts at u i by u i (t). 
The solution u satisfies the regularity condition
and moreover u ∈ C α α ((t 0 , t 0 + δ]; D) and u is the unique solution to the IVP in
Additionally there is a constant k = k(u 0 ) > 0 such that if u 1 ∈ O satisfies the inequality
then the solution u 1 (t) satisfies the inequality
This theorem guarantees the short-time existence, uniqueness, and continuous dependence on initial conditions -in short well-posedness -of the nonlinear initial value problem (4) . In view of the definition of the norm for the space C α α ((t 0 , t 0 + δ], D), we may translate the estimate from equation (5) to the more useful form
The Ricci-DeTurck flow
As is well-known, the Ricci flow PDE system is not itself parabolic; to prove local existence (and well-posedness) for Ricci flow, one uses the Ricci-DeTurck flow as an intermediary. In this section, we review the setup of the Ricci-DeTurck flow system, with an emphasis on the analysis which leads to a proof that the Ricci-DeTurck initial value problem is well-posed (including continuous dependence on initial data) for data in the Banach spaces of interest for this work.
Let M be the manifold on which the evolving metrics g(t) are defined, and let g be a fixed reference metric on M. Denoting the connection coefficients, the covariant derivative operators, and the curvatures corresponding to the reference metric g with a tilde, and those corresponding to the evolving metric g without a tilde, we define the DeTurck vector field
and then write the initial value problem for the Ricci-DeTurck flow as follows:
here F g (g) := −2 Rc(g) − 2L W g, and the superscript on F emphasizes the choice of background metric appearing through the vector field W .
If we study the Ricci-DeTurck flow for metrics g close to the reference metric g, then it is useful to consider the linearization of this flow relative to g; we obtain (for h := g − g) the linear evolution system ∂ t h = A g g h, where the operator A g g is the Lichnerowicz Laplacian (relative to g):
One readily verifies the following explicit formula for
. We also consider solutions that start near a fixed metric g which is distinct from the reference metric g. For this, we linearize the operator F g about the metric g. Labeling this linearization operator A g g , we calculate (following Proposition 3.2 of [13] )
where Ψ g h is a first-order linear operator in h whose coefficients involve g-contractions of at most two g-covariant derivatives of g. This can be written in the following form
Having identified the operators of interest, we now discuss the spaces of tensors on which we apply Theorem 1. Let S denote the bundle of symmetric 2-tensor fields on M. Since A g g is a second-order elliptic operator on S, the Hölder spaces C 2,α (S) are a natural choice. Unfortunately, C 2,α (S) is not a closed subset of C 0,α (S) in the α-norm, and this makes the hypothesis of Theorem 1 involving the closure of the domain D difficult to check for generic initial data. Instead we use "little Hölder spaces", since the inclusion h 2,α ֒→ h 0,α is continuous and dense (see Appendix A for a detailed introduction of little Hölder spaces). In particular let P := A g g , and set
Observe that the closure of D(P ) in X is X :
In particular for any g ∈ D(P ), F (g) ∈ X = D(P ). We could also take the pair (D, X ) = (h k+2,α (S), h k,α (S)), but to keep the notation simple we restrict to k = 0. We now build toward verifying the hypotheses of Theorem 1 for a certain open subset of D(P ).
3.1. Sectoriality of the DeTurck operator. We must show that P is sectorial between these function spaces. Since this point has been treated tersely (and at times incorrectly) in the existing literature, we start at the beginning. Note that the arguments we give in this section use the compactness of M in an essential way.
Assume that the chosen reference metric g and the metric g at which we are linearizing, are smooth. Then P = A g g is an unbounded self-adjoint elliptic operator with smooth coefficients on
We know that there exists a finite K ∈ R for which σ L 2 (P ) ⊂ (−∞, K] (see e.g. Appendix Theorem 8). Thus the resolvent set ρ L 2 (P ) contains a sector in the complex plane.
We now analyze the spectrum of P acting as an operator on Hölder spaces C k,α (S) for k ∈ N and α ∈ (0, 1). By analogy with the L 2 theory, we consider the maximal domain for P :
By definition, the C 0,α -resolvent set for P is given by
and the corresponding spectrum is
For λ ∈ ρ C 0,α (P ) we have the resolvent operator,
We next give a proof of the following Proposition, which guarantees that the spectrum of P on C 0,α (S) coincides with its L 2 spectrum. This result relies on elliptic regularity and on the Sobolev embedding theorem, as well as the compactness of M.
Proposition 2. Let (M, g) be a closed Riemannian manifold, and P = A g g . For any α ∈ (0, 1), the L 2 and C 0,α spectra coincide:
Proof. We prove that these subsets of the complex plane coincide. We first choose any λ ∈ σ L 2 (P ). Since the L 2 spectrum of P on a compact manifold is purely point spectrum, there is an L 2 -eigentensor field u corresponding to λ for which (λI − P )u = 0.
Elliptic regularity implies that u is smooth, and thus that u is an element of D C 0,α (P ). It follows that λI − P as an operator on C 0,α has a non-trivial kernel; consequently λ ∈ σ C 0,α (P ). This tells us that λ is an eigenvalue for P acting on C 0,α as well as on L 2 . We now choose λ ∈ ρ L 2 (P ). We know that (λI − P ) :
is invertible with bounded inverse on its domain; i.e., there exists a constant C 1 > 0 such that for all v ∈ L 2 (S), one has
P ) (thereby completing the proof of this proposition), we need to verify that the estimate of equation (9) holds in the Hölder norms, as well as in the L 2 norms. Indeed, we first note that for every v ∈ C 0,α (S), u := (λI − P ) −1 v is a well-defined element of L 2 (S), for which the following elliptic PDE holds
We now begin a bootstrap procedure. Since
here we note that this constant C depends on λ, since the operator appearing in (10) involves λ. Now, for p sufficiently large (i.e., for p large enough so that 2 − n p > α)), Sobolev embedding tells us that L 2,p (S) ⊂ C 0,α (S). Consequently, we find that
We thus verify that (λI
This shows that λ ∈ ρ C 0,α (S) (P ), which completes the proof. Proposition 2 combined with the fact that the L 2 -spectrum of P is contained in the ray (−∞, K] show that ρ C 0,α (P ) contains a sector.
The second part of the proof of the sectoriality of a given operator is the verification of the resolvent estimate (2) . This requires that we obtain uniform control of the constant M , and thus requires some care. In the literature it has been stated that the resolvent estimate follows from standard Schauder theory; however, since the operator λI − P depends on λ, use of the Schauder estimates results in constants which depend on λ. Instead, we adapt a scaling argument from [5] to obtain the resolvent estimate. The reader may compare our discussion with that in Chapter 3 of [20] ; there, resolvent estimates (on R n ) are obtained from the classical Agmon-Douglis-Nirenberg estimates for operators with less regular coefficients.
Proposition 3. Let (M, g) be a compact smooth Riemannian manifold, and let ∆ L denote the Lichnerowicz Laplacian with respect to g acting on symmetric 2-tensors. For any positive constant K greater than the maximum eigenvalue of ∆ L and for a fixed α ∈ (0, 1), there exists M > 0 such that for all λ with Re(λ) > K, and for all f ∈ C 0,α (S), the resolvent operator R λ (see (8) ) satisfies the inequality
Proof. As a preliminary step, by rescaling the metric we may assume that the injectivity radius is bounded below by 1.
We proceed by contradiction: If the estimate is false, then for every n ∈ N it must be possible to find a number λ n with Re(λ n ) > K and a tensor field f n ∈ C 0,α (S) for which the following holds:
If we further assume that the sequence of numbers λ n remains in a compact set, then some subsequence must converge to some λ * with Re(λ * ) ≥ K. But then along this subsequence, the estimate of equation (11) above shows that R λ * L(C 0,α ) must diverge, which is impossible since λ * is not contained in the Hölder spectrum of ∆ L . Consequently, we may now assume that λ n → ∞ (note that λ n ∈ C, so this means that |λ n | → +∞).
We consider the sequence of tensor fields
Applying the operator I − λ −1 n ∆ L to each w n , and recalling the definition of the resolvent operator R λn (see (8)), we obtain (12) (
It is an immediate consequence of inequality (11) that the C 0,α norm of the right hand side of equation (12) converges to zero as n → ∞. Pulling the analysis back to normal coordinates centred at certain points, we now show that this limiting behavior leads to a contradiction.
It follows from the compactness of the manifold M and from the continuity of R λn f n that for each n ∈ N, there is a point x n at which the supremum of R λn f n is achieved; i.e., we have
(of course the norm of a 2-tensor ζ ij is given by |ζ| 2 = g ij g kl ζ ik ζ jl ). Also as a consequence of the compactness of M, we know that there exists a subsequence of the sequence {x n } which converges to some point x ∞ ∈ M. Relabeling this subsequence as {x n }, and letting B n denote the unit ball with centre x n , we now introduce geodesic normal coordinates z in each ball, centred at x n (to simplify the notation, we suppress any labelling of these geodesic coordinates related to the index "n"). In terms of these coordinates (in each ball B n ), the metric components takes the special form g ij = δ ij + O(|z| 2 ), and moreover since compact smooth Riemannian manifolds are of bounded geometry, any number of derivatives of the metric are uniformly bounded in normal coordinates [11, Proposition 1.2] . Finally the tensor bundle S is trivialized in terms of these coordinates over B n . Now return to equation (12) and for each n express in these normal coordinates. The components then read
In terms of geodesic coordinates (in each ball), the Lichnerowicz Laplacian-acting on a symmetric tensor field u-takes the following form
which we regard as a sequence of a system of equations on B 1 (0). Introduce the operator Z whose action on w n is given by Zw n := S(w n ) + 2 Rm * w n − 2 Rc * w n . Now rescale each system by introducing coordinates y := |λ n |z. In doing so, we observe that since the coordinates z are valid on B 1 (0), it follows that the coordinates y are valid on B |λn| (0). Computing S from (14) in these rescaled coordinates using the chain rule ∂ z = |λ n |∂ y and ∂ 2 z = |λ n |∂ 2 y and the asserted facts about the metric in normal coordinates allows us to write
where Z has coefficients that converge to zero on compact subsets. Thus we rewrite equation (14) in the rescaled y coordinates as
from here we can write equation (15) as
Now consider the behaviour of the right hand side as n → ∞. By the remarks following equation
To summarize the argument so far, from equation (16) we have a sequence of equations on R n that are eventually defined on a ball of any radius, and whose right hand side converges to zero uniformly on compact sets. Thus on B 1 (0) we may apply local elliptic regularity to write (17) w
where c is uniformly bounded in n since the coefficient λ n /|λ n | is of unit modulus. By compactness of the unit sphere and the Arzela-Ascoli theorem we may obtain a subsequence λ n1 of λ n and a subsequence w n1 of w n so that both λ n1 k /|λ n1 k | converges to a unit modulus element e ∈ C, and w n1 converges in C 2,0 (B 1 (0)). Now return to equation (17) , modify the radii involved and repeat this procedure to obtain a subsequence n 2 of n 1 so that w n1 converges in C 2,0 (B 2 (0)). Proceeding inductively we obtain a subsequences n k of n k−1 so that w n k converges in C 2,0 (B k (0)). Finally, take the diagonal subsequence w k k and set w * = lim k w k k , which we may regards as a C 2 vector-valued function w * defined on flat R n that satisfies (e − ∆)w * = 0, where here ∆ acts as the flat Laplacian on each component. Moreover, w * L ∞ ≤ 1 and |w * (0)| = 1, so w * = 0. However note that e = −1 since Re(λ n ) > K. A short computation using Fourier analysis shows that no solution can exist, since the total symbol of e − ∆ is nonvanishing. This contradiction concludes the proof.
We are now ready to prove that ∆ L is a sectorial operator in Hölder spaces. Recall that P = A g g is in fact ∆ L when g = g. 
is a sectorial operator.
Proof. Since ∆ L is an unbounded operator on L 2 , then Theorem 8 implies there exists
Thus the L 2 resolvent set contains a sector, and Proposition 2 allows us to conclude that the C 0,α resolvent set also contains a sector. Proposition 3 gives the resolvent estimate in a half-plane. However knowing the resolvent set contains a half-plane and a uniform estimate in this half-plane is a sufficient condition for sectoriality by Proposition 2.1.11 of [20] . 
Proof. This simply follows by continuity of the resolvent and the fact that smooth tensor fields are dense in h 0,α .
3.2.
Continuous Dependence of the Ricci-DeTurck flow. We are in a position to prove continuous dependence of the Ricci-DeTurck flow. Choose any smooth initial metric g 0 and set the reference metric g = g 0 . Recall that in this exposition we take D = h 2,α (S) and X = h 0,α (S), but we may also use D = h k+2,α (S) and X = h k,α (S). The Ricci-DeTurck operator is a nonlinear map F g0 : D −→ X , and is Fréchet differentiable at any point since it is a polynomial contraction of up to two covariant derivatives of its argument. Consider the open ball in D defined by
where we choose r > 0 sufficiently small that the following three conditions are satisfied (see also [17] ):
(1) Every g in B r (g 0 ) is a Riemannian metric.
(2) For each g in B r (g 0 ), the linearization A g0 g is uniformly elliptic.
where M is the constant from Proposition 3. We remark that for item (2), the considerations that lead to equation (7) show that the principal symbol of A g0 g involves only the inverse of the metric, g −1 . See [13, 17] for further details. For item (3), standard estimation (see Section 4 of [17] ) allows one to conclude that such a bound exists.
We next verify hypothesis H1 of Theorem 1. Our argument so far only proves the sectoriality of A g is equivalent to the h 2,α -norm. This verifies hypothesis H1. The hypothesis H2 follows from the structure of A as a polynomial contraction of the components of equation (7) and may be verified in a manner similar to Section 4 of [17] . We have satisfied the hypotheses of Theorem 1, and thus have existence, uniqueness, and continuous dependence on the initial conditions for a short time.
We next study continuous dependence on initial conditions for the entire interval of existence. In what follows, g i means the fixed metric at t = 0, and g i (t) is the flow that starts at g i .
Let τ (g 0 ) be the maximal time of existence of a solution that starts at g 0 . We conclude this section with the proof of continuous dependence of the Ricci-DeTurck flow. We use the pair (D, X ) = (h k+2,α (S), h k,α (S)) in this theorem since our eventual application next section requires k = 2.
Theorem 6 (Continuous Dependence of the Ricci-DeTurck flow). Let (M, g 0 ) be a compact Riemannian manifold, D = h k+2,α (S), k ≥ 0, and let g 0 (t), g 0 (0) = g 0 be a solution of the Ricci-DeTurck flow with background metric g 0 , so the flow exists on a maximal time interval [0, τ (g 0 )). Let τ < τ (g 0 ).
Then there exist constants r > 0 and C > 0 depending on g 0 and τ , such that if 
on that short interval.
As the set 
Obtain positive constants δ = min 1≤i≤N δ si , c = max 1≤i≤N c si , r = min 1≤i≤N r si . Now (0, g 0 ) ∈ U i0 for some i 0 . Thus for g 1 − g 0 D ≤ r,
If δ > τ the proof is complete, otherwise observe (
for some i 1 , and we may solve and obtain estimates on a further interval of time of length δ to obtain τ (g 0 ) > 3 2 δ and
for a new constant c 1 . This process terminates after finitely many steps.
Continuous Dependence of the Ricci flow
In this section we prove continuous dependence of the Ricci flow on initial conditions. We assume closeness of initial conditions in a slightly more regular space, due to loss of regularity when moving from the Ricci-DeTurck flow to the Ricci flow. The next theorem quantifies the idea that a sufficiently small perturbation (in h 4,α ) of a smooth metric yields a Ricci flow that remains nearby, as quantified by a h 2,α dependence estimate. This perturbed Ricci flow is smooth after t = 0.
Theorem A (Continuous Dependence of the Ricci Flow). Let (M, g 0 ) be a compact Riemannian manifold, with g 0 a smooth metric, and let g 0 (t), g(0) = g 0 be the maximal solution of the Ricci flow that exists for time
Then there exist positive constants r and C depending only on g 0 and τ such that if
then for g 1 (t) the unique solution of the Ricci flow starting at g 1 ,
and
Proof. We prove this in the case k = 2, but the proof is the same in the general case. We use both the Ricci flow and the Ricci-DeTurck flow. Unadorned metrics depending on time, for example g(t), refer to solutions of the Ricci flow, whereas time-dependent metrics with hats, for exampleĝ(t) are solutions to the associated Ricci-DeTurck flow. Let g 0 (t), g(0) = g 0 be the solution of the Ricci flow defined on [0, τ (g 0 )), where τ (g 0 ) ≤ ∞. This generates a maximal solution to the Ricci-DeTurck flowĝ 0 (t) with background metric equal to g 0 , that starts at g 0 and exists at least until time τ (g 0 ). To see this, note that if g(t) is a solution of the Ricci flow and φ(t) satisfies the harmonic map heat flow ∂ ∂t φ t = ∆ g(t),g0 φ t , thenĝ(t) = (φ t ) * g(t) satisfies the Ricci-DeTurck flow [7, pg. 121] . Existence of the Ricci-DeTurck flow then follows from existence for the harmonic map heat flow. Let τ < τ (g 0 ). By Theorem 6, there exists δ > 0 so that if g 1 is a metric that satisfies
then there is a unique Ricci-DeTurck flowĝ 1 (t) starting at g 1 that exists at least until time τ and there exists a constant L > 0 such that
Note thatĝ 1 (t) is smooth for any fixed time t > 0 by parabolic regularity. Given δ above, fix g 1 with g 1 − g 0 h 4,α < δ. The DeTurck vector field with respect to the background metric g 0 is
pq ) for i = 0, 1. If we solve the following ODE for the (time-dependent) diffeomorphisms F i (t) generated by W i ,
where Id is the identity map, we find that the metric g i (t) = F * iĝ i (t) is a solution of the Ricci flow starting at g i , i = 0, 1. Note that at this point, we have lost control of one spatial derivative of our estimates due to (19) , as the W k i are controlled in h 3,α .
4.0.1. Estimates for the DeTurck vector field and diffeomorphism. This subsection is rather technical, involving estimates for the W and F . Let us begin with the easier W 0 . We have supposed that the Ricci-DeTurck flowĝ 0 (t) exists on [0, τ ], so the curvature tensor is bounded on [0, τ ], i.e. that there exists K > 0 where | Rmĝ 0 (t) (x, t)| ≤ K for all x ∈ M and t ∈ [0, τ ]. Thus by Proposition 6.48 of [6] , choosing g 0 as the reference metric, for any m ∈ N there is a constant C m = C m (τ, K) > 0 where |∇ m g0ĝ 0 (x, t)| g0 ≤ C m for all x ∈ M and t ∈ [0, τ ]. In short: any number of derivatives ofĝ 0 are bounded by a constant depending on τ and K, i.e. there exists a constant C(τ, K, k, α) > 0 where
for all t ∈ [0, τ ]. This then implies that any norm of W 0 satisfies similar bounds on [0, τ ].
Regarding W 1 , we must estimate in terms of the differenceĝ 1 (t) −ĝ 0 (t) andĝ 0 (t). Omitting indices and time-dependence we must estimate
by interpolating differences. Since W 1 is a polynomial contraction inĝ
and ∂ĝ 1 , one obtains abstractly
, where P denotes polynomial contractions in the tensors indicated. In view of equation (18) and equation (21), we then see there is a constant depending onĝ 0 , τ , K, L and the algebraic structure of P so that
, and similarly for the difference W 1 − W 0 . Taking a spatial derivative of W 1 denoted here by ∂, we obtain estimates of the form
and similarly for W 1 − W 0 .
To obtain estimates for F , we may write equation (20) abstractly as
From here we can argue that any number of derivatives of F 0 (t) remain bounded by a constant that grows at worst linearly in τ . Up to three spatial derivatives of F 1 (t) remain bounded by a constant that grows linearly in τ , and the same for the difference F 1 − F 0 . In summary, we have an estimate of the form
The precise dependence on τ does not matter for finite time (which is all that is required).
Returning to the Ricci flow.
We are now ready to compare g 1 (t) and g 0 (t). We work in coordinates, and we begin with a generic computation. Supposeĝ is a metric expressed in local coordinates
Let F be a diffeomorphism F : U → V , y = F (x). The pullback metric is
which leads to the classical transformation law
where F i = y i • F is the ith component of F . Now return to the Ricci flow argument and let
We have, in a reference coordinate patch after suppressing time-dependence (note the inclusion of indices below is for reference)
, so that the standard interpolation trick lets us write
Taking this inequality, reinstating time-dependence, setting r = δ and then combining estimates (18), (21), (22) and (23) above we obtain a new constant, C > 0 independent of g 1 , where for all t ∈ [0, τ ],
Finally, we remark that by chasing the regularity of the metric throughout the proof above, one obtains a smooth dependence result with an estimate in terms of h k,α norm of the initial data.
Convergence Stability of the Ricci Flow and Applications
In this section, we apply the continuous dependence result to prove convergence stability of the Ricci flow in several cases.
We begin with the case of a flat metric, g 0 , on a torus T n . Since the operator has eigenvalues with zero real part, one expects a centre manifold. The stability of the Ricci flow on a torus is given in the following theorem (see Theorem 3.7 in [13] ):
Theorem (Stability (Flat) [13] ). Given a flat fixed point g 0 of the Ricci flow on a closed torus T n , there exists a neighbourhood U ⊂ h 2,α (S) of g 0 such that for any initial metric g 1 ∈ U, the Ricci flow g 1 (t) converges in h 2,α (S) to a metric in the centre manifold of flat metrics at g 0 .
With this theorem and continuous dependence in hand, we obtain convergence stability (this is essentially Corollary 3.8 of [13] , with the continuous dependence of the Ricci flow now proved).
Theorem B. (Convergence Stability (Flat)). Let (T n , g 0 ) be a smooth closed torus, where g 0 (t), g(0) = g 0 is a solution of the Ricci flow that converges to a flat metric g ∞ . Then there exists r such that if g 1 ∈ B r (g 0 ) ⊂ h 2,α (S), then the solution g 1 (t), g(0) = g 1 of the Ricci flow exists for all time and converges to a flat metric.
Proof. This follows from the continuous dependence of the Ricci flow, together with stability of the fixed point g ∞ . Let g 0 (t), g(0) = g 0 be a solution of the Ricci flow that converges to a flat metric g ∞ . Since g ∞ is a flat fixed point of the Ricci flow, there exists a stability neighbourhood U ⊂ h 2,α around g ∞ by the stability theorem above. That is, the Ricci flow of any initial metric within this set converges to a flat metric in the centre manifold at g ∞ .
Since g 0 (t) converges to g ∞ , we know that there exists finite τ such that g 0 (t) ∈ U for all τ ≤ t ≤ τ (g 0 ). Since U is open, there exists ρ > 0 such that B ρ (g 0 (τ )) ⊂ U. By the continuous dependence of the Ricci flow, we can choose r > 0 so that if g 1 is a metric that satisfies ||g 0 − g 1 || h 4,α < r, then ||g 0 (τ ) − g 1 (τ )|| h 2,α ≤ C||g 0 − g 1 || h 4,α . This bound persists by shrinking the distance between g 0 and g 1 ; thus, if ||g 0 − g 1 || h 4,α < min{ρ/C, r}, we have g 1 (τ ) ∈ B ρ (g 0 (τ )) ⊂ U. Then the Ricci flow starting at g 1 (τ ) is an extension of the flow at g 1 that converges to a flat metric.
As an application, consider two classes of metrics on T 3 with symmetry that were studied by LottSesum [18] . For the first class, suppose that (M 3 , g) is obtained as a warped product M = S 1 × N , with N = T 2 with metric
where h is a metric on T 2 , θ is the standard coordinate on S 1 and u ∈ C ∞ (T 2 ). The Ricci flow g(t) starting at such a warped product metric preserves this symmetry and exists for all time. Moreover, by [18, Theorem 1.1 case (iii)], lim t→∞ g(t) exists and converges exponentially fast to a flat metric. Theorem B thus implies there is a small neighbourhood of the initial metric on which the flow exists for all time and still converges. We emphasize that metrics in a h 2,α -neighbourhood of a warped product metric need not be warped product metrics. Moreover, a calculation (see [18] for details) shows that the scalar curvature of g is given by
Choose a flat metric (N, h) and highly oscillatory warping function on the torus factor. It is possible to create a sequence of warped product metrics g n with arbitrarily large scalar curvature that leaves any (fixed) neighbourhood of a flat metric. Yet each of these metrics possesses a neighbourhood on which every metric converges exponentially quickly to a flat metric. For the second class of metrics, we assume that M fibres over S 1 with T 2 fibres. Choose an orientation of S 1 and let H ∈ SL(2, Z) be the holonomy of the torus bundle. We further assume that H has finite order. Now regard M as the total space of a twisted principal U (1) × U (1) bundle with twist determined by H. The Ricci flow g(t) starting at a metric that is invariant under the U (1) × U (1) action exists for all time, and moreover lim t→∞ g(t) exists and converges exponentially fast to a flat metric (see [18, Theorem 1.6, case (i)]). Once more, convergence stability thus implies that there is a small neighbourhood of the initial metric on which the flow exists for all time, and still converges. Calculations in [8] show that the scalar curvature of a class of these metrics can be made arbitrarily large.
Finally, we conclude with an example on H 3 . Consider a compact Riemannian manifold (M 3 , g) possessing a metric of constant negative curvature, which we rescale to be −1. In [17] , the authors study a suitably normalized Ricci flow
on a compact manifold. An integration by parts argument using Koiso's Bochner formula allows us to bound the L 2 spectrum of the linearized DeTurck operator from above by a negative constant. The results of Section 3 then show that g is a stable fixed point of this flow:
Theorem (Stability (Hyperbolic) [17] ). Let (M, g) be a closed Riemannian manifold, where g is a metric of constant negative curvature. Then there exists δ > 0 such that for all g 0 ∈ B 2+ρ δ (g) the solution to the normalized flow exists for all time and converges exponentially quickly to a constant curvature hyperbolic metric.
Similarly to the proof the flat case we then obtain Theorem 7 (Convergence Stability (Hyperbolic)). Let (M, g 0 ) be a closed Riemannian manifold with g 0 ∈ h 4,α (S), and let g 0 (t), g(0) = g 0 be a solution of the Ricci flow that converges to a constant curvature hyperbolic metric g ∞ . Then there exists ǫ such that if g 1 ∈ B ǫ (g 0 ) ⊂ h 4,α (S), then the solution g 1 (t), g(0) = g 1 of the Ricci flow exists for all time and converges to g ∞ .
We will discuss the non-compact case for hyperbolic metrics in a subsequent work.
Appendix A. Geometric background
For the convenience of the reader, in this appendix we review notation, define appropriate function spaces and review key facts from elliptic PDE theory. Expanded summaries can be found in [4, 16] .
Let E be a smooth tangent tensor bundle over a compact Riemannian manifold (M m , g). For smooth sections u, v, we define the L 2 pairing by
and we set u 2 L 2 := (u, u). Let C ∞ (E) denote the space of smooth sections of E, and define L 2 (E) as the completion of smooth tensor fields with respect to the L 2 norm. In a similar way, for any k ∈ N 0 and for any p ∈ [1, ∞), we introduce the Sobolev space of tensor fields with k covariant derivatives in L p by taking the completion of C ∞ (E) with respect to the norm
where ∇ denotes the covariant derivative with respect to the background metric g. We also need Hölder spaces. Consider any finite covering of (M, g) by open balls
with charts φ i : Note that if u is entirely supported inside one coordinate chart (B i , φ i ) ∈ C , then we may define the Hölder quotient of u by simply computing the Hölder quotient of the coordinate representation of u with respect to a background Euclidean metric, δ; in other words,
[u] α;Bi := sup
For functions not supported in a single coordinate chart, let us define a Hölder norm with respect to a covering C by
[ψ i u] α;Bi , and then define the space C 0,α (M) as the set of continuous functions on M such that u C 0,α ;C < ∞. While this definition depends on the choice of cover, one may check that membership in C 0,α is independent of this choice and that these norms are all equivalent up to constants depending on the cover. We hereafter omit the symbol C from the norm notation.
Regarding Hölder spaces for tensor fields, the key change needed is that in the local definition of the Hölder space for functions (see (24)), we replace u(φ 
Using this definition for the Hölder norm on a patch B i , we define the C k,α norm on the compact manifold M (for any k ∈ N 0 and for any α ∈ (0, 1)) as follows (suppressing the dependence on C ):
[ψ i ∇ k u] α;Bi .
We denote the space of continuous sections of E for which this norm is finite by C k,α (E).
Since the space of smooth tensor fields is not closed in the Hölder norms, in order to obtain the cleanest possible statements of our results, we also introduce the space of little Hölder continuous tensor fields. Let h k,α (E) denote the completion of the set of smooth tensor fields with respect to the C k,α norm. We note that the space h k,α (E) is a proper closed subset of C k,α (E) [20] . We now discuss differential operators, first on functions and then on tensor fields. Consider a linear differential operator P of order k acting on functions, given in local coordinates by
where I is a multi-index and a I is a sufficiently smooth coefficient function (the precise regularity is expounded below). The principal symbol of P is defined by σ ξ (P ; x) := i k |I|=k a I (x)ξ I .
The operator P is defined to be elliptic if σ ξ (P ; x) = 0 for all ξ = 0. If P is a linear differential operator of order k acting on sections of a tensor bundle E, then in terms of local coordinate-basis tensor components (with indices such as "ℓ" representing collective tensor indices, and with summation over repeated indices presumed) one has
with the corresponding (now tensorial) symbol
P is elliptic if, for all ξ = 0, σ ξ (P ; x) ℓ j is an isomorphism. P is strongly elliptic if there exists a constant C > 0 such that −(a ℓ j ) I (x)ξ I η j η ℓ ≥ C|ξ| 2 |η| 2 , ∀x, ξ, η.
If P has smooth coefficients, we may regard it as a map P : C ∞ (E) → C ∞ (E). The L 2 -pairing for sections of E may then be used to define the (formal) adjoint P * of P . Specifically, P * is the differential operator of order k such that (P u, v) = (u, P * v), ∀u, v ∈ C ∞ (E).
By definition, P is formally self-adjoint if P * = P . We use the following basic results from elliptic theory. These can be found, for example, in Appendix A of [4] . Theorem 8. Let (M, g) be a compact manifold and E a tensor bundle over M. Let P : C ∞ (E) −→ C ∞ (E) be a linear formally self-adjoint strongly elliptic geometric operator. Then the extension of P to an unbounded operator P :
has a discrete L 2 -spectrum consisting of a sequence of real-valued eigenvalues that diverge to −∞.
In addition to this extension of the linear differential operator P to L 2 (E), it also extends naturally to an operator mapping C k+l,α (E) to C l,α (E), and mapping L k+l,p (E) to L l,p (E). For P acting on these Hölder and Sobolev spaces, one has the following elliptic estimates (see Theorem 40 in the Appendix of [4] ):
Theorem 9 (Appendix Theorem 27, [4] ). For the linear differential operator P described above, there exist positive constants c 1 and c 2 such that (1) for every u ∈ C k+l,α (E), u C k+l,α ≤ c 1 ( P u C l,α + u C 0,α );
(2) for every u ∈ L k+l,p (E), 1 < p < ∞,
Although it is not stated explicitly in the reference above, the constants c 1 and c 2 appearing in the above estimates depend on upper and lower bounds for the coefficients of the operator; see [12] .
