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Abstract
In this thesis, the Expanded Ensemble Density-of-States (EXEDOS) method - a
combination of the Wang-Landau and Expanded Ensemble Monte Carlo algorithms
is employed to investigate spatial conformations of a polymer chain under spher-
ical confinement. The study focuses on flexible chains up to 600 monomers and
semi-flexible chains with various stiffnesses up to 300 monomers in length. Spatial
conformations of the polymer are studied, using a simple pearl-necklace chain model
of varied diameter and stiffness, as well as the model of fused-sphere chain.
To test the applicability of the EXEDOS method, the confinement free energy
was calculated for ideal and non-ideal flexible chains inside spheres of sizes smaller
than their unconfined size. For ideal chains, the power-law dependence of the free
energy on a confining radius is in excellent agreement with previous theoretical pre-
dictions. For self-avoiding chains at intermediate concentrations, the dependence
of free energy on concentration deviates from that predicted by the blob scaling
theory, most likely due to the finite size effects. At high concentrations, a stronger
dependence of free energy on concentration is observed, compared to that obtained
at intermediate concentrations. The density profile of a self-avoiding flexible chain
was also studied, showing that at sufficiently high concentrations, excluded volume
interactions push the chain close to the confining surface, leading to an oscillation
in monomer number density near the surface.
In semi-flexible chains, bending energy experiences largest changes at low den-
sities as the polymer folds to conform the confining sphere, and at high density its
growth slows down as the chain starts forming ordered layer near the surface. We
observe isotropic-nematic (I-N) transition for all considered polymer chains. The
I-N transition of more flexible chains happens at higher densities than that of stiff
chains. All chains form disordered to imperfect helicoildal structures, and at densi-
ties above the I-N transition, the structure with four +1/2 defects is observed in all
considered chains. However, the polymer spatial arrangement is far from an ideal
tetrahedral and tennis ball structure.
The EXEDOS algorithm is further extended to investigate the effects of steric
hindrance on the structure in a semi-flexible chain, spherically confined at various
concentrations. Semi-flexible chains modeled as pearl-necklace chains with ratio
of diameter to bond length d/a 6 0.5 did not develop ordered structures at any
iv
considered concentrations, while chains with d/a = 0.8 and d/a = 1, formed imper-
fect helicoildal structures. On the contrary, a semi-flexible fused-sphere chain with
monomer overlap (d/a = 2) forms distinct helicoildal structures, when confined in-
side a small sphere of the same size as the pearl-necklace chains with d/a = 0.8 and
1. The evolution of ordered parameters with concentration suggests that during
the transition from disordered to ordered configuration, the fused-sphere chain with
d/a = 2 and pearl-necklace chains with d/a = 1 and 0.8 may approach tetrahe-
dral configuration before shifting to a helicoildal arrangement. Four +1/2 defects
are observed in these chains confined at concentrations above the I-N transition,
forming in places, where horizontal and vertical stands of polymer intersect. In the
fused-sphere chain, the two +1/2 defects nearly merge in each pair to form a +1
defect at each pole.
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Chapter 1
Introduction
1.1 Motivation
In the recent years, the topic of polymer confinement inside a sphere has received
a lot of interest, as it has turned out relevant to problems of molecular storage and
transport in biological cells [1–3], and to some technological applications [4–11].
Polymers have some remarkable properties. They can be tailored for high me-
chanical strength, flexibility, or chemical resistivity [12]. Their properties also make
polymers of interest to liquid crystal technology [11]. Confinement of the polymers
can induce formation of orientationally ordered structure, similar to that observed
in molecules of liquid crystalline (LC) phase. The ability to control orientation and
ordering of the molecules in LC phase can allow one to fine-tune physical proper-
ties of materials for certain LC based devices [13, 14]. For example, a molecular
configuration with two +1 defects formed in microscopic droplets can be controlled
by weak external field to modulate the direction and intensity of light for display
or beam steering applications [15]. Another interesting example is application of
molecules in LC phase in laser technology: liquid crystalline textures can form four
+1/2 defects on a spherical surface, and express properties similar to those of sp3
hybridized atoms such as Carbon (C), Silicon (Si) and Germanium (Ge) [16]. These
defects can be functionalized for molecular attachment to form photonic crystals for
manipulating and trapping light [17]. Knowing mechanism of defect formation can
help one to create, remove or alter such defects so that they would better serve the
purpose of specific devices. This makes the topic of spherically confined polymer
1
highly relevant to technology.
In biology, many biomolecules such as deoxyribonucleic acid (DNA), ribonucleic
acid (RNA) and proteins are confined inside organelles of sizes many times smaller
than their unconfined sizes [18]. The interaction of these molecules with confining
boundaries strongly influences their molecular architecture [19–21], which is related
to their function [18]. Therefore, understanding how this molecular organization is
formed and maintained can lead to a better explanation of cellular functions and
processes such as gene expression and DNA/RNA packing, which can help in devel-
opment of novel medical applications.
Examples above show that understanding molecular organization under confine-
ment is crucial for development of LC based and medical devices and for fundamental
understanding of cell biology. Study of biomolecular organization began since 1920s
with organisms that have simple life-cycle, such as bacteriophages, which are viruses
that infect bacteria and replicate within them, to understand fundamental biology,
role of DNA and nature of genetic code [22]. One of the most widely studied model
systems, that represent DNA packed inside a confining sphere is bacteriophage T7.
Its spool-like structure was revealed by cryo-electron microscopy in 1997 [23]. How-
ever, limitations of the experiment prevent uncovering the formation mechanism
of this structure. Therefore, several computer simulations [24, 25] and theoretical
studies [26] were used to give some insight to processes of DNA packing. It was
theoretically predicted that DNA forms ordered structure in the early stage of pack-
ing [27]. Simulations of semi-flexible chains, often used as models of biomolecules,
show that inside a sphere, the chain usually undergoes transition from coil-like to
toroidal structure, when radius of the confining sphere becomes comparable to the
chain persistence length (lp) [3, 28–30]. With increasing concentration, a spool-like
structure becomes preferred [31]. It was predicted by computer simulations [24, 25]
that formation of the spool-like structure in bacteriophage DNA seems to depend
on packing dynamics. Spakowitz et al. using MD simulations, predicted that this
structure would only be observed if the DNA is twisted when injected into the cavity
[24]. On the contrary, particle dynamics simulations by Fathizadeh et al. predicted
that the spool-like structure would be displayed in DNA injected inside a sphere
without twisting, while a tennis ball structure, with four +1/2 defects would form
if the DNA is compressed into a sphere [25]. The discrepancy between results of
different simulations shown above, indicates that the simulation methods still need
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refinement and fine-tuning to a particular system of interest. It is interesting that
the structure with four +1/2 defects was also observed in experiments [32, 33], and
simulations [34] of rigid molecules confined in a thin uniform spherical shell. In a
thick spherical shell and in a droplet, previous experiment [32, 33] and simulation
studies [34] showed that the structure with two +1 defects was observed instead.
However, recent MD simulations of multiple rigid chains (each chain having 32
monomers and bending stiffness of 32 in a unit of thermal energy) confined inside a
sphere at density ρ ≥ 0.4 showed the presence of a tennis ball structure [35]. For a
system of less stiff chains (each chain having 32 monomers and bending stiffness of
24 in a unit of thermal energy), the tennis ball structure has been observed only at
sufficiently high density (ρ = 0.7) [35].
To my knowledge, the only study showing the presence of a tennis ball structure
in a single semi-flexible chain densely confined inside a sphere, was the particle dy-
namics simulation [25] conducted by Fathizadeh et al. In this study [25], the tennis
ball structure was visualized and defect locations were identified through calcula-
tion of local nematic order parameter (Qlocal). The current study will investigate the
mechanisms of spatial organization in a semi-flexible chain confined inside a sphere
using Monte Carlo simulations. I will use various order parameters, including the
tetrahedral order parameter (q3) to analysis polymer organization. The parameter
q3 was successfully used in a number of studies that addressed crystallization prob-
lems [36–38], to probe for the arrangement of the structure with four +1/2 defects
at different levels of confinement. In those studies, the value of q3 was non-zero,
when a structure with tetrahedral symmetry was presented, but nearly vanished
when the structure was arranged in non-tetrahedral fashion [36–38]. We will also
calculate the Qlocal values to identify defect locations in each polymer configuration
and compare our results with those already reported [25].
The most popular simulations that apply classical mechanics to a system of inter-
est are molecular dynamics (MD) and Monte Carlo (MC) simulations. In MD simu-
lations, a particle moves following Newton’s laws of motion. Thus, MD simulations
are suitable for calculation of time - dependent physical properties such as diffusion
coefficient, or interaction rates [39]. In MC simulations, a particle moves following
a probabilistic algorithm, leading a system of interest to equilibrium. Therefore,
MC simulations are better suited when static properties of a system such as en-
semble average of the order parameters, or end-to-end distance and free energy are
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of interest [40, 41]. However, the traditional MC algorithm called the Metropolis
method, is not efficient when applied to systems at low temperatures, because of
inadequate sampling [41]. The Metropolis method also loses efficiency when applied
on systems with phase transitions. In a system with second order phase transition,
the Metropolis method also needs exceedingly long time to sample the states close
to transition region [40, 41]. In a system with the first order phase transitions, two
phases usually coexist, and the Metropolis method needs long time to tunnel from
one minimum of the Gibbs potential to the other. To overcome the potential barrier
between phases, one needs the method which is able to generate a biased random
walk in configurational space to modify the acceptance probability and increase the
likelihood of transition between minima of the Gibbs potential.
Wang and Landau [42, 43] introduced a new MC algorithm, in which the accep-
tance probability is inversely proportional to the density of energy states modified
at every simulation step. In this algorithm, all accessible states (favorable or less
favorable) seem to be sampled more efficiently. Good performance of this algorithm
was confirmed by many authors, especially on systems with discrete energy spec-
trum such as Ising model and Potts model [42, 43]. However, when the algorithm
was used on systems with continuous energy spectrum, like proteins [44], polymers
[45, 46] and liquid crystals [47], its efficiency was relatively low and modification
of the original WL algorithm was needed. In systems with continuous energy spec-
trum, the number of states is infinitely large, and even for a small system, one needs
large computational cost to sufficiently sample the whole energy range. Instead of
sampling along energy space, Kim et al. [48] suggested to apply the WL algorithm
[42, 43] to other reaction coordinates such as order parameter and distance between
molecules, using the approach of expanded ensemble [84]. This new algorithm was
named the expanded density of states (EXEDOS) [48], and proven to be efficient
when applied to various systems and processes such as solidification of particles
[49], interaction of counterions lying between charged surfaces [50], and transition
between coil-bridge states in a self-avoiding chain attracted to a surface [51].
MC simulations are most suitable for this study, because we are only interested
in calculation of static properties. Due to the limitations of the Metropolis MC
method, here we apply the EXEDOS method to systems of spherically confined
polymers to investigate the effects of confinement on polymer spatial organization
and free energy. We will first consider an ideal flexible chain confined inside a sphere,
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calculate the free energy, and compare it to available theoretical and simulation data
to test validity of the method. Then, we will expand the EXEDOS algorithm to sys-
tems of self-avoiding flexible chains and semi-flexible chains confined inside a sphere
of various sizes.
1.2 Background
1.2.1 Coarse-grained polymer model
Polymers are composed of a number of repeating structural units, called monomers,
covalently bonded to each other [12]. The units can form linear chains as well as
three dimensional networks, depending on the way monomers are linked to each
other. For example, DNA is composed of repeating units of nucleotides which are
linearly linked to each other, and a 3-dimensional network of polysaccharide hydro-
gels is formed by units of saccharide isomers [12].
Polymers are highly functional materials which can be tailored to have specific
physical, chemical and mechanical properties; thus, they are extensively used in
various industries [10]. When dissolved in a good solvent, a polymer molecule forms
a coiled structure with a large number of internal degrees of freedom. Extremely
large number of the degrees of freedom makes theoretical study of polymers at mi-
croscopic level difficult. Therefore, coarse-grained polymer models, in which one
particle represents a group of atoms, typically replace the atomic model of polymers
[41].
Coarse-grained polymer models can be divided into ideal and non-ideal chains.
Here we define an ideal chain as a chain that allows monomer-monomer overlap,
and non-ideal chain as a chain in which the overlap is not allowed. Apart from
monomer-monomer overlap, flexibility of a chain can be modeled by specifying the
correlation between directions of bonds and/or torsion angles so that the flexible
chain becomes stiffer. Below we describe the models of linear polymers used in the
thesis.
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1.2.1.1 Ideal chain
The polymer chain is called ideal, when the monomers are treated as infinitely
small particles with no excluded volume [52]. Consider a freely-jointed chain of N
segments with position of each segment defined by vector ~ui making a random walk
with a step length a = |~ui|. Direction of each segment is uncorrelated with that
of other segments in the chain. Interactions between non-adjacent segments are
neglected (no excluded volume interactions).
Figure 1.1: An ideal chain.
The end to end vector (~re) of this chain is given by:
~re = Σ
N
i=1~ui, (1.1)
and the average of this vector is 〈~re〉 = 0. Instead of looking at ~re, which has an
average value of zero, one can look at the mean square end-to-end distance 〈~r2e〉 to
define a chain size.
〈~r2e〉 = Na2. (1.2)
Generalizing Eq. 1.2, the size re depends on number of segments N as:
re ∼ aN ν , (1.3)
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where ν is called the size exponent which is equal to 1/2 for ideal chain [53].
1.2.1.2 Non-ideal chain
The excluded volume interaction is the simplest form of interactions that makes
a chain non-ideal. To model such a chain, one can introduce monomer-monomer
interactions in the model by considering the size of the monomers and the volume
they occupy. The volume occupied by the monomers is proportional to the excluded
volume, and the interaction is called the excluded volume interaction.
Strength of the excluded volume interaction depends on temperature. At high
temperature, the repulsive interactions between pairs of monomers dominate; forcing
the chain to increase in size. At transition temperature between coil and globular
configuration, attractive and repulsive interactions between molecules compensate
each other, and the chain behaves similar to the ideal chain. At temperatures lower
than the transition temperature, the chain collapses into a globular configuration.
Flory used the mean field approach to estimate the free energy resulting from
the addition of excluded volume interaction in different solution conditions [53].
Following Flory’s approach [53], one can estimate size of a real chain in various
solvents as re ∝ N ν , where ν is the Flory exponent (ν =3/5, 1/2, and 1/3 for
the chain in good solvent, θ solvent and bad solvent, respectively, and N is the
number of bonds in the chain.) Solvent quality also depends on temperature. At
low temperature, the solvent may have poor quality, while at high temperature
the same solvent may become a good solvent. At temperature that is equal to a
particular θ temperature, a non-ideal chain behaves similar to an ideal chain. For
a real chain in good solvent, the value of ν was determined in experiment [54] and
theory [55] as: ν ≈ 0.588± 0.001.
1.2.1.3 Semi-flexible chain
Many biopolymers such as DNA, RNA and actin are semi-flexible in nature, as their
backbone cannot freely rotate due to steric hindrance, as shown in Fig 1.2 (a). A
semi-flexible chain model can be continuous or discrete.
The continuous model describes backbone monomers as a continuous curve r(s),
as shown in Fig 1.2 (b), and it is mostly used in analytical studies. Bending rigidity
is introduced in this chain through bending stiffness used for calculation of bending
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energy cost (expressed in Eq. 1.6) between tangent vectors at segment s (uˆ(s)) and
s′ (uˆ(s′)) in the chain (|uˆ(s)| = |uˆ(s′)| = 1).
A discrete model has been used in a number of simulation studies [35, 56], and
successfully predicted the behavior of biopolymers (such as DNA) under geometrical
constraint [35]. This model considers a polymer chain as a string of N+1 monomers,
each monomer having diameter d, and connected to its neighbors by a bond of
length a (Fig. 1.2 (c)). The chain has contour length L = Na. The tangent-tangent
correlation function (Φuˆuˆ′), which is the central quantity for a semi-flexible chain, is
expressed as [12, 57]:
Φuˆuˆ′(i, j) = 〈uˆ(i) · uˆ(j)〉 = exp(−|i− j|
lp
), (1.4)
where uˆ(i) and uˆ(j) are tangent vectors in the directions of bond i and j, respectively,
(|uˆ(i)| = |uˆ(j)| = 1), and lp is the decay length called persistence length. The mean
square of polymer size is given as [12]:
〈r2e〉 = 〈~re · ~re〉 = 2lpL(1−
lp
L
(1− e−L/lp)). (1.5)
If lp << L, the chain becomes flexible, and Eq. 1.5 simplifies to 〈r2e〉 ∼= 2lpL = akL,
where ak = 2lp and ak is effective Kuhn length, which is defined only for long chains.
On the other hand, if lp >> L, the chain behaves as a stiff rod with 〈r2e〉 ∼= L2. Here,
we will focus only on the discrete model as it will be applied in our study.
To model a semi-flexible chain, one needs to introduce a bending potential as-
sociated with the angle between two adjacent bonds. For a semi-flexible chain, it
is assumed that rotation of two adjacent bonds relative to each other introduces a
bending energy cost (Eb) defined as [58, 59]:
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Eb =
N∑
i=1
lpkBT
2a
|uˆi − uˆi+1|2
=
N∑
i=1
lpkBT
a
(1− cos θi,i+1)
=
N∑
i=1
kb(1− cos θi,i+1),
(1.6)
where kb = lpkBT/a is bending stiffness, θi,i+1 is the angle between tangent vector
uˆi and uˆi+1, as seen in Fig. 1.2 (c) and a is a bond length (a = d, d is monomer
diameter).
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Figure 1.2: (a) Schematic representation of a semi-flexible chain with steric repulsion
between backbone limiting rotational freedom of the chain. (b) The semi-flexible
chain is shown as a continuous space curve r(s). uˆ(s) and uˆ(s′) are tangent vectors
at segments s and s′, and ~re is end-to-end vector. (c) A discrete semi-flexible chain
is composted of beads, each bead having diameter d and being connected to its
adjacent neighbors by a bond of length a. uˆi and uˆi+1 are unit vectors in the
directions of bonds i, and i+ 1, θi,i+1 is the angle between these two bonds.
10
1.2.2 Confinement free energy of a flexible polymer under
spherical confinement
To characterize the statistical properties of a confined polymer in canonical ensem-
ble, we use the Helmholtz free energy (F ), which is the thermodynamic potential
that measures the work obtainable from a closed thermodynamic system at a con-
stant temperature and volume. The Helmholtz free energy is defined as:
F = U − TS, (1.7)
where U is internal energy of a system, T is an absolute temperature and S is the
system’s entropy, which is related to conformational multiplicity Ω or a number of
system microstates as:
S = kB ln Ω. (1.8)
Here, kB is the Boltzmann constant. For athermal chain U = 0, the free energy is
equal to −kBT ln Ω.
Consider a flexible polymer chain with unconfined size rG = aN
ν (N is number
of segments and a is segment length), and with bulk conformational multiplicity
Ω. When confined inside a sphere of diameter D >> rG, the chain does not feel
the confining sphere, and Ω does not noticeably change. However, as the confining
diameter D decreases, the chain starts to interact with the confining boundary,
leading to a decrease in the number of accessible conformations, affecting Ω, and
thus the entropy. Consequently, the free energy increases. One can use the blob
model, which will be described below, to understand a concept of the confinement
free energy.
An important concept allowing one to describe statistical properties of a chain of
N segments in the presence of perturbation is the concept of blob [60], which defines
the length scale below which segments are unaffected by perturbation created by
either an extension force or confining surface. In blob concept, a system is discretized
into blobs, each blob having size ξ ∼ D. If the chain is confined in a sphere of size
D < rG (Fig. 1.3), the segments inside each blob are unaffected by the confining
sphere, but on the scale larger than ξ they are affected by the surface. If each blob
would include g segments, the chain of N segments will consist of N/g blobs. Since,
the segments inside each blob are unperturbed, we can apply statistics of an isolated
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chain to these segments. In this case, the size ξ of each blob in ideal chain will be:
ξ2 = a2g (1.9)
and in the non-ideal chain it will be:
ξ2 = a2g2ν . (1.10)
Figure 1.3: A polymer system divided into blobs, each blob having size of ξ, is
confined inside a sphere of size D < rG, where rG = aN
ν is unconfined size of the
chain.
Consider an ideal chain of N segments, with each segment having length a,
confined inside a sphere of diameter D < rG = a · N1/2. In blob theory, the blob
size ξ is taken to be equal to the confining diameter D; thus, Eq. 1.9 can then be
written as:
D2 ≈ a2g. (1.11)
It is assumed that each blob has a particular direction associated with it; thus, it is
restricted to one degree of freedom. Therefore, the confinement free energy [61, 62]
which is the work needed to bring the chain from bulk (D >> rG) to a confined
state increases by kBT per blob, and can be written for the ideal chain as:
Fid w kBT
N
g
w kBT (
rG
D
)2. (1.12)
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In a non-ideal chain or a self-avoiding chain confined inside a sphere of size
D < rG, the confinement free energy is no longer extensive in N , since changes in
the chain length affect volume fraction of the system [63]. We know that the con-
finement free energy depends only on rG and and polymer concentration (∼ D3).
Therefore, scaling law for the confinement free energy can be written as:
F w kBT (
rG
D
)3/(3ν−1) = NkBTη1/3ν−1, (1.13)
where η = Na3/D3. Free energy expressed by Eq. 1.13 can also be obtained using
blob concept. We know that inside a blob of size ξ, behavior of the monomers is sim-
ilar to that in bulk: ξ = agν . Volume fraction can also be expressed as: η = ga3/ξ3.
Combining these two relations, the blob size ξ can be written as:
ξ = a(
D3
a3N
)ν/(3ν−1). (1.14)
Under assumption that each blob has one degree of freedom, the confinement free
energy can be rewritten in terms of kBT per blob as [64]:
F = kBT
D3
ξ3
(1.15)
As the confining diameter becomes much smaller than unconfined size of the
polymer chain (D  rG) and the blob size becomes approximately the same as
monomer size ξ w a, corresponding to concentrated regime, excluded volume in-
teraction is screened beyond the length scale a. Thus, the confinement free energy
again can be described by Eq. 1.12 [65].
We should note that the investigation of free energy properties of a semi-flexible
chain is not the main interest of this thesis. The readers may consult the work of
Sakaue [66], if the free energy function of a semi-flexible chain confined inside a
sphere is of interest.
1.2.3 Liquid crystals
The liquid crystalline phase is an intermediate phase between solid and liquid.
Molecules in this phase can flow like ordinary liquid, but at the same time have
anisotropic properties, such as optical birefringence, electric and magnetic anisotropy
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including molecular ordering which is characteristic of solid state [67–69]. Due to
a combination of molecular ordering and fluidity, liquid crystals (LCs) carry very
unique physical properties and receive a lot of attention in both technology and
science.
In liquid phase, molecules can move freely with respect to each other. Their
positions and orientations are randomly distributed (as seen in Fig. 1.4 a)). The-
oretically, a phase transition is defined only in thermodynamic limit i.e. a system
with infinite number of particles and volume, but finite density, and only in equi-
librium [70]. Such system exists only in theory but it is in a good approximation
for bulk system in reality where the system’s surface is negligibly small with re-
spect to system volume. Using this approximation, transition from isotropic phase
into liquid crystalline phase of materials can be achieved by changing temperature
or concentration, or both. Cholesterol and DNA are examples of materials that
undergo transition from isotropic into liquid crystalline phase due to changing tem-
perature and concentration, respectively.
With respect to molecular ordering, liquid crystalline phases are often divided
into three-major classes: nematic (Fig. 1.4 b)), cholesteric (Fig. 1.4 c)) and smectic
phase (Fig. 1.4 d)) [67–69]. In nematic phase, the arrangement of molecules exhibits
long-range orientaional order but no positional order. The molecules in this phase
tend to align their long-axes parallel to each other, along a preferred direction,
called director (nˆ in Fig. 1.4). Lack of correlation in positional order allows these
molecules to move like a liquid. The molecules in cholestic phase also have long-
range orientational order but no positional order: the director of the system varies
as it moves through the medium. Arrangement of molecules in smectic phase differs
from that in nematic and cholestic phases in that the molecules are arranged in
layers and exhibit both orientational and positional ordering [67–69].
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Figure 1.4: Schematic representation of a) isotropic b) nematic, c) cholestic and d)
smectic phase. Unit vector nˆ denotes an averaged director of molecules. nˆ and −nˆ
are indistinguishable.
Materials that pass through more than one phase as they undergo phase tran-
sition from liquid to solid, are called polymorphous. In these materials, decreasing
temperature or increasing concentration can progressively reduce translational and
orientational entropy of molecules. The molecules reorient themselves, forming more
and more ordered structures. Transition from isotropic liquid phase into solid phase
usually follows the sequence: isotropic −→ nematic or cholesteric −→ smectic −→
solid, as the temperature decreases or concentration increases.
1.2.3.1 Identification of phases
Nematic order parameter
Due to simplicity of molecular organization in nematic phases, compared to other
liquid crystalline states, transformation between isotropic fluid and nematic liquid
crystal has been extensively studied to gain fundamental understanding about this
phase transition. LC phase can be identified using a concept of order parameter, a
quantity that vanishes in one phase, but has a finite value in another one. The main
distinction between molecules in isotropic and nematic phase is in their symmetry.
In an isotropic phase, molecules can move freely and all orientations are equally
possible, while, molecules in nematic phase tend to align along a preferred direction
called director (nˆ) and become correlated in space. Thus, molecular symmetry
should be identified as an order parameter to distinguish isotropic fluid from nematic
liquid crystal.
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Figure 1.5: a) Schematic representation of nematic liquid crystals (nˆ here is a ne-
matic director), b) orientation of LC molecule represented through Eulerian angles;
θ is the angle between long molecular axis of the molecule and the director nˆ, φ is the
angle the molecule rotates in azimuthal direction and ψ is the angle the molecule ro-
tates about its long axis c) particles (neighbors) within a cut-off distance R, relative
to particle i.
The orientation of a single molecule in nematic phase can be described using
three Eulerian angles: (θ, φ, ψ) as illustrated in Fig. 1.5 b). Angle θ is the angle
between long-axis of the molecule and the director nˆ aligned with the z − axis
of a fixed Cartesian coordinate system. Angles φ and ψ describe the rotation of
the molecule in azimuthal direction and about its long molecular axis, respectively.
In general, physical properties of molecules can be different in all three principal
directions eˆx, eˆy, eˆz. However, nematic phase has cylindrical symmetry, with physical
properties measured along the director different from those measured perpendicular
to it. If we look closely at orientation of a single molecule in Fig. 1.5 a), we can
see that having cylindrical symmetry the molecules need only angle θ to describe
their degree of ordering with respect to the director nˆ. In isotropic phase there
is no preferred angle, all angles are equally probable, while in nematic phase the
most probable angle is θ. Thus, the angle θ could be used as an order parameter to
differentiate isotropic and nematic phases. However, it is not convenient to measure
the angle θ itself, and projection of the molecule along nˆ (cosθ) is measured, instead.
Directions nˆ and −nˆ are indistinguishable; therefore, cos2θ is often used to describe
the molecular orientation. Traditionally, order parameter should be equal to unity
in perfectly ordered phase and zero in isotropic phase. The term:
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〈P2〉 = 3〈cos
2θ〉 − 1
2
(1.16)
satisfies this condition and is often used as an order parameter for nematic liq-
uid crystals. 〈...〉 denotes an average of a quantity of interest. The values for
P2 = 0, 1, − 0.5 correspond to the molecules that are perfectly isotropic, parallel
to the director or perpendicular to it, respectively. Expression of P2 in Eq. 1.16
coincides with the second Legendre polynomial, and has been used to study order-
disorder transition in many systems, such as rod-like molecules and a semi-flexible
chain confined inside a sphere [26, 71]. In some cases, higher order Legendre polyno-
mials are used to achieve more reliable and complete characterization of molecular
arrangement [72, 73]. For example, in the polarized Raman measurements of nematic
alkylcyanobiphenyls, parameter P4 has been used to show the level of molecular as-
sociation (dimerization) in the molecules, which cannot be measured with P2 order
parameter [73].
The definition of P2 in Eq. 1.16 can only be used, when the nematic director nˆ
is prior known. In practice, it is not aways easy to define nˆ especially in a system
of many particles. In this case, molecular structures can be characterized using the
following equation, which does not require prior knowledge of nˆ [74]:
Ti =
1
2Nb
Nb∑
j=1
(3uˆjαuˆjβ − δαβ), (1.17)
where uˆjα is an α component (α = x, y, z) of bond j, which is a unit vector along
long axis of molecule j, δαβ is Kronecker delta, Nb is the number of nearest neighbors
for molecule i. Eigenvalues λ+, λ0 and λ− are obtained by diagonalization of T.
The eigenvalue with the largest absolute value is considered to be a nematic order
parameter (Q) and its corresponding eigenvector is called a nematic director (nˆ).
If λ+ >> λ0 ≈ λ−, the structure has one preferred direction (uniaxial nematic).
If λ+ = λ0 = λ− = 0 (in an infinitely large system), the structure is an isotropic
phase. For intermediate case where λ+ 6= λ0 6= λ− 6= 0, the structure is biaxial.
Theoretically, the value of Q lays in the range −0.5 ≤ Q ≤ 1. The value Q = 1
corresponds to a perfectly ordered structure, with all molecules are perfectly aligned
(which can never happen in practice). The value Q = −0.5 corresponds to a perfect
oblate structure.
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The nematic order parameter can be calculated both globally and locally. In
the global case, the tensor T is built using all molecules in a system, while, in local
calculation only molecules located within a cut-off distance from molecule i are used
to construct the tensor T.
Bond orientational order parameter
In order to describe crystalline or semi-crystalline structures in a state of molec-
ular transition from liquid to solid phase, one would consider local bond ordering
induced by dense packing inside a hard sphere or by directional bonding in molecular
and atomic liquid. The bond orientation is locally unique in different close-packed
formations or in different packing symmetries [75]. For example, atoms of group-IV
elements such as Si and Ge have four covalently bonded nearest neighbors, and
form tetrahedral symmetry [76]. With increasing pressure higher than 10 GPa, the
tetrahedral network is broken and each atom of these group-IV elements becomes
surrounded by six nearest neighbors, forming hexagonal symmetry [76].
Local bond ordering can be studied through the distribution of bonds joining a
particle i positioned at ~ri and its nearest neighbors [75, 94]. Expanding the distribu-
tion in spherical harmonic form, a rotationally invariant coefficient of the expansion
at specific order (l) is unique to a specific symmetry as it depends on angles describ-
ing local bond orientations, as we shall see below. Thus, these coefficients can also
be used as local bond orientational order parameters [75, 94].
Let us first consider particles located within the distance R relative to the particle
i (Fig. 1.5 c)), which are the nearest neighbors of the particle. Each line connect-
ing particle i with another one forms a bond j. If we assume that each particle is
symmetric, rotation around its long axes should not cause any change. Therefore,
orientation of every bond j can be described by spherical angles (θij, φij)≡ Ωij,
as shown in Fig. 1.5 b). In this coordinate system, the angular distribution of
neighboring bonds to the particle i (%(~ri,Ω)), can be expressed in terms of spherical
harmonics as:
%(~ri,Ω) =
∞∑
l=0
l∑
m=−l
qlm(~ri)Y
∗
lm(Ω), (1.18)
where Ylm is a spherical harmonic function and the qlm(~ri) are the expansion coef-
ficients defined as the bond orientational order parameter. From the completeness
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relation for spherical harmonics, qlm(~ri) for particle i can be written as:
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(~rij(θ, φ)), (1.19)
where Nb is the number of nearest neighbors of particle i, and ~rij is the vector from
particle i to j. Eq. 1.19 can be rewritten for the rotational invariants of spherical
harmonics as :
ql(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|qlm(i)|2). (1.20)
The value of ql depends only on the relative angle between bonds, and it is
therefore independent of the choice of coordinate system. The bond orientational
order parameter ql has been used on several systems having perfect crystalline sym-
metry [38, 75]. It was found that different l values (except l = 0) are sensitive to
different crystalline symmetries [38, 75]. For example, in a system with ideal tetra-
hedral structure such as diamond, only the component of q3 is nonzero (q3 ≈ 0.745)
[38]. For systems with cubic symmetry, q4 is nonzero and for those with icosahedral
symmetry such as super cooled Lennard-Jones (LJ), q6 is nonzero [75] .
1.2.3.2 Topological defects in nematic liquid crystals
Confinement of LC molecules on a curved surface causes distortion in their orien-
tations, creating areas in which the directors are undefined and order parameters
are close to zero, called defects [68]. Defects in nematic liquid crystals are com-
monly observed as points (zero dimension), lines (one dimension), and sheets (two
dimensions). Sheet defects are usually unstable; therefore, they are not frequently
observed or studied [77]. The point defects can be characterized by a number called
charge, or winding number. Suppose we have a field of vectors Φ on a surface. If
we draw a closed contour l on this surface in a clockwise direction and follow this
contour, the direction of vector field will change as we move. Assuming that the
field has no discontinuities along the contour, this change will be incremental over
the contour l : ∆Φ = dΦ
dl
∆l. The number: 1
2pi
∫
dΦ
dl
dl is called charge. If there is no
defect inside the contour, this integral will be zero. For example, to draw a circle
around the defect in Fig. 1.6 (a) in a clockwise direction, we have to rotate by angles
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of 2pi radians. The field also rotates by angles of 2pi radians in clockwise direction,
the defect in Fig. 1.6 (a) has a charge of 2pi/2pi = +1, accordingly. In Fig. 1.6 (b),
the field rotates by angles of pi radians, so the defect has a charge of +1/2. The
field in Fig. 1.6 (c) rotates by angles of pi radians in anti-clockwise direction, so it
has a charge of −1/2.
Figure 1.6: Defects with topological charge of +1 (a), +1/2 (b), and -1/2 (c).
Under geometrical constraint, the total topological charge on arbitrary surface
is limited, according to the Euler [78] and Poincare [79] and Hopf theorems [80]:∑
i
si = χ = 2(1− g). (1.21)
Here the index i runs over defects, s is topological charge of each defect, and g is
total number of handles. A sphere does not have a handle; therefore, total topolog-
ical charge of a spherical surface should be +2.
1.2.4 Computer simulations
A computer simulation forms a bridge between experimental observation and theo-
retical predictions by simulating the behavior of processes and systems. Molecular
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dynamics and Monte Carlo simulations are among the most well known methods
used to investigate physical properties of systems with many particles. In MD sim-
ulations, particles move following Newton’s laws of motion to reproduce evolution
of the system in time. This makes MD technique useful when dynamic properties,
such as interaction rate, transport coefficients, and time-dependent responses to
perturbations of a system, are of interest. Time averaged properties of the system
can be obtained in MD simulations, and can be considered as an ensemble average,
when sampling is assumed to be ergodic. In MC technique, particles move follow-
ing a probabilistic algorithm. This makes MC method suitable for investigation of
time-independent properties such as end-to-end and order parameter of a polymer
chain.
Both MD and MC simulations can be divided into atomistic and coarse-grained
simulations. In atomistic approach, interactions between all atoms are taken into
account. This method is only suitable for systems with small number of atoms.
In coarse-grained simulation, atoms are grouped into blocks and each block is then
treated as a single particle. Therefore, the coarse-grained simulation is usually em-
ployed to investigate physical properties of larger systems [81].
In this thesis, we are interested in calculating the time-independent proper-
ties of polymers without considering atomistic details such as interaction between
hydrogen-oxygen and hydrogen-carbon. Therefore, coarse-grained MC simulation
was our chosen option.
The most basic approach used in MC simulations is the Metropolis algorithm,
which directly generates a new state from an old state of a system with a carefully-
designed transition probability to brings the system closer to equilibrium. The
method has been often used to investigate physical properties of various systems.
However, when dealing with phase transitions or critical phenomena at low tempera-
tures, the Metropolis algorithm becomes inefficient due to inadequate sampling [41].
For example, at low temperature, where the system has low energy, the Metropo-
lis algorithm is easily trapped in local energy minima since the Boltzmann factor
is suppressed (e−∆E/kBT −→ 0, E is system energy.), when trying to move from
low to higher energy state. In second order phase transitions, the Metropolis algo-
rithm takes prohibitively long time to achieve accurate estimate of system behavior
near the transition region, as standard deviation of the canonical energy distribu-
tion function (σE =
√〈E2〉 − 〈E〉2) is very large, corresponding to the maximum
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specific heat (Cv = σ
2/kBT
2), at critical temperature. Thus, one has to sample
a large energetic domain [40, 41]. This problem has been mediated by conducting
cluster correlated moves, which accelerate the convergence [82]. First order phase
transitions are usually presented by coexistence of two phases and the energy barrier
between these phases increases with system size. In these cases, the Metropolis MC
algorithm also needs lengthly time to tunnel from one energy minimum to the other
and easily gets trapped. Therefore, convergence may not be achieved at all.
Wang and Landau [42, 43] introduced a new MC algorithm to produce flat en-
ergy histograms. The energy states are sampled with probability proportional to
the reciprocal of the density of energy states, which is self-adjusting and contin-
uously updated throughout the long simulation (until it is considered invarient).
In this algorithm, all accessible energy states (both more and less favorable) seem
to be sampled more efficiently, compared to the conventional MC algorithm. The
WL algorithm has been reported to be very efficient when applied to systems with
discrete energy spectrum such as Ising model and Potts model [42, 43]. However,
its efficiency decreases, when it is used on systems with continuous energy spectrum
such as proteins, polymers and liquid crystals [44–47, 83], as the number of states
of systems with continuous energy spectrum becomes extremely large. Kim et al.
[48] combined the WL algorithm [42, 43] and the expanded algorithm [84] into the
combined algorithm, called the expanded density of states (EXEDOS) [48], which
could be applied on any reaction coordinates, not just energy. Good performance
of the EXEDOS algorithm was reported when tested on various problems such as
solidification of particles [49], calculation of potential of mean force between coun-
terions and charged surfaces [50], and transition between coil-bridge states of a self
avoiding chain attracted to a surface [51]. More detailed description of the EXEDOS
algorithm is given in the next chapter.
1.3 Literature review
1.3.1 Nematic liquid crystals under spherical confinement
When nematic liquid crystals are confined to a curved surface, their directors become
distorted in certain regions due to the geometrical constraint, leading to formation
of spots where their directors are undefined, called defects. Lubensky and Prost [85]
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theoretically predicted three possible molecular arrangements of nematic LCs on a
spherical surface: splay (Fig. 1.7 b)), toroidal (Fig. 1.7 a)) and tetrahedral (Fig.
1.7 c)). The splay structure has two +1 defects located at each pole. The nematic
field radiates from one pole and circles the sphere merging at the opposite pole.
Toroidal structure also has two +1 defects, but the nematic field spirals around the
poles as it moves from one pole to another. Tetrahedral structure has four +1/2
defects at vertices of tetrahedron [85]. Such a tetrahedral structure was observed in
MC simulations [34] and experiments [33] of a thin uniform nematic shell. In a thin
and non-uniform nematic shells, locations of the four defects no longer coincide with
the vertices of tetrahedron [32, 34]. At intermediate shell thicknesses, the structure
with two +1/2 defects and one +1 defect was also occasionally observed [34]. In
a droplet or a thick nematic shell, a structure with two +1 defects was observed
[32, 34].
Figure 1.7: Possible molecular arrangements of nematic LCs on a spherical surface
as theoretically predicted by Lubensky et al. [85]: a) toroidal, b) splay and c)
tetrahedral structure.
In theory, it may be possible to use defect locations in tetrahedral structure as
bonds, similar to sp3 hibridized atoms of carbon group [16], for molecular attach-
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ment. If achieved in practice, this property can be useful for biosensing applications
to amplify signal for better detection. Confinement of LCs can also increase their
surface to volume ratio, leading to an improvement of their elastic properties useful
in microfluidic applications and in artificial muscles [86]. The examples above show
that a problem of nematic LC confinement is a subject of interdisciplinary research
relevant to applications in many areas of human life.
1.3.2 Spherically confined polymers
Confinement of a polymer chain to a restricted geometry greatly reduces its acces-
sible conformations. The competition between entropic and enthalpic interactions
determines the spatial organization and physical properties of the chain molecule,
which can be very different from that in the bulk [87–90]. For example, human DNA,
which is approximately 2 meters long in unconfined disordered state occupies the
volume of about 0.2 mm radius (called radius of gyration), but nicely packs inside
a nucleus with diameter of about 6 µm [18]. Stability of proteins also noticeably
increases under strong confinement, compared to that in bulk [89, 90].
A flexible chain confined inside a sphere has been most often studied in a con-
cept of scaling laws [91–94], which can be used to predict universal behaviors of
molecules irrespective of their chemical constitution. This approach can be used in
both experiments and simulations to elude the dominant mechanisms and relevant
parameters. For example, the confinement free energy (F ) of a self-avoiding flexible
chain inside a sphere of approximately the same size as its unconfined size (rc ∼ rG)
is described by a power-law: β∆F ∼ (1/rc)x, where x is found from blob theory
to be 3.93 [53] and in MC simulations [91, 92], it falls in the range 3.44-3.8 for a
chain in good solvent. At higher concentrations, the same chain needs more energy
to pack inside a smaller sphere; thus, the value of x can increase up to 5.91, as was
found in some MC simulations [91].
Confinement of a semi-flexible chain inside a small sphere is closely relevant
to the problem of biomolecular confinement in a cell. As mentioned earlier, 3-d
structure of the confined biomolecules is closely related to their function. Several
studies were dedicated to investigation of packing thermodynamics and geometry
of biomolecules in equilibrium [3, 28–30]. For example, simulation of a semi-flexible
chain inside a sphere shows that the chain begins transitioning from coil-like to
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toroidal structure, when the radius of a confining sphere is of an order of persistence
length (lp) [3, 28–30]. As the confining radius becomes much smaller than lp, a
spool-like structure becomes preferred [31]. The same structure was also observed
inside the bacteriophage T7 DNA by cryo-electron microscopy [23], and predicted by
simulations [24, 25]. On the contrary, particle dynamics simulations by Fathizadeh
et al. predicted that the tennis ball structure with four +1/2 defects was formed
when the T7 DNA was compressed into a sphere [25]. The tennis ball structure
was also observed in MC simulations of a self-avoiding semi-flexible chain, densely
confined on a sphere [95], similar to that found in other simulations [34], and exper-
iments of rigid molecules confined in a thin spherical shell [32].
Investigation of monomer distribution inside a sphere is also related to a problem
of chromosomes distribution, which affects DNA expression [96]. In lymphocytes,
for example, gene rich chromosomes cluster in the interior of the nucleus, while
inactive heterochromosomes (which are often involved in formation of tumor cells)
aggregate at the surface [97]. Thus, understanding the mechanism of chromosome
arrangement inside nucleus, may shed light on detection of early stages of formation
of tumor cells [97].
1.4 Outline of the thesis
The thesis is composed of 6 chapters and a brief description of each following chapter
follows below.
In Chapter 2, theory of the traditional Metropolis MC method and its weakness
will be discussed. The original Wang-Landau (WL) algorithm which has been used
to investigate physical properties of systems with discrete energy spectrum will
be addressed, followed by description of the expanded ensemble density of states
(EXEDOS) algorithm, which combines the WL and the expanded ensemble algo-
rithm. Finally, we will address the simulation protocol and analysis methods that
were applied in this work.
In Chapter 3, the EXEDOS algorithm will be used on a system of a flexible
chain of different lengths confined inside a sphere of variable radius to test applica-
bility and limitations of the algorithm. The physical properties obtained from the
simulations will be analyzed using scaling laws, and compared to results from other
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authors.
In Chapter 4, the EXEDOS algorithm will be applied to a more complex sys-
tem of a self-avoiding semi-flexible chain confined inside a sphere to investigate the
effects of density changes on molecular arrangement of the chain with different flexi-
bilities using a concept of order parameters borrowed from studies of liquid crystals.
Characteristics of polymer layer in the vicinity of a confining surface and defects
formed in this layer in dense phases will also be addressed.
In Chapter 5, the same algorithm will be applied to the system of a semi-flexible
polymer chain with fixed persistence length, and variable monomer diameter. The
goal of this chapter is to investigate the influence of molecular flexibility, controlled
by changes of monomer diameter, on the structure and defect arrangement formed
in dense phase of a semi-flexible chain. Results of this chapter will be analyzed in
the same framework as in Chapter 4.
Chapter 6 will conclude the findings of this thesis, and outline the prospects for
the future work.
26
Chapter 2
Monte Carlo simulations
2.1 Monte Carlo simulations in statistical physics
The Monte Carlo method was proposed by Fermi, Ulam, von Neumann and Metropo-
lis to study diffusion of neutrons through fissile material back in the 1940s [39].
Later, the method was used in many applications in statistical mechanics, because
it allowed one to estimate the ensemble averages of physical quantities in a more
efficient manner, than directly calculating them from theoretical principles of sta-
tistical mechanics.
Consider a closed system with a fixed number of particles (N), temperature
(T ) and volume (V ). In theory, the average of a quantity A in equilibrium can be
calculated from the Boltzmann distribution as:
〈A〉 =
∑
n
AnPn, (2.1)
where n denotes a state, An is a value of A in that state, and Pn is probability that
the system would be in state n, expressed as:
Pn =
e−En/kBT
Z
, (2.2)
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where En is the energy of a system in state n, kB is the Boltzmann constant, T is
the absolute temperature, and Z is partition function, which can be written as:
Z =
∑
α
e−Eα/kBT . (2.3)
The sum runs over all configurations of the system. The number of configurations
grows exponentially with a number of particles N , and for most systems of interest
it is neither practical, nor possible to calculate the partition function numerically.
The MC method samples a small group of states in equilibrium, instead of exploring
all possible states of the system, to estimate the average value of quantity A. The
average is determined as:
〈A〉 = 1
Ns
Ns∑
i=1
Ai, (2.4)
where Ns is the total the number of samples calculated during the simulation. MC
algorithm uses probabilistic approach to generate configurations that lead the sys-
tem close to equilibrium, and we will describe in the subsequent section how this
probability is chosen.
2.2 Monte Carlo methods
In this section, we will show how a new configuration is updated to lead a system
of interest towards the equilibrium, in different MC algorithms. Consider a system
in state n. During the simulation, its evolution in phase space is governed by the
master equation.
dPn
dt
= −
∑
n 6=m
(ωn−→mPn(t)− ωm−→nPm(t)), (2.5)
where Pn(t) and Pm(t) are probabilities for the system to be in states n, and m
, respectively; t is simulation time, ωn−→m and ωm−→n are transition probabilities
between these two states. In equilibrium, the system occupies states with highest
probability of occurrence, and dPn/dt = 0; thus, Eq. 2.5 becomes:∑
n 6=m
(ωn−→mPn − ωm−→nPm) = 0. (2.6)
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The sum above can only be equal to zero if all its terms are also equal to zero; which
gives the following equilibrium condition:
ωn−→mPn = ωm−→nPm. (2.7)
Eq. 2.7 is called the detailed balance equation, and it shows that transition between
states n and m in equilibrium are equally probable in both directions. When using
a Markov chain of states, each new state m is directly created from the previous
state n, and both n and m states have a common partition function Z. In this case,
substituting Eq. 2.2 into Eq. 2.7 gives:
ωn−→m
ωm−→n
=
Pm
Pn
= e
−∆E
kBT , (2.8)
where ∆E = Em −En. Eq. 2.8 states that the acceptance rate does not depend on
the partition function Z, but only the Boltzmann factor.
2.2.1 The Metropolis Monte Carlo algorithm
In MC algorithms, a system transitioning from one state to another is simulated by
proposing an update to a new state, and accepting this state or rejecting following
a certain set of rules. The probability ωn−→m of a system transitioning from state n
to m is written as:
ωn−→m = W pn−→m ·W an−→m, (2.9)
where W pn−→m and W
a
n−→m are probabilities of proposing and accepting a move from
state n to m. The Metropolis algorithm uses symmetric proposal probabilities;
W pn−→m = W
p
m−→n. Thus, Eq. 2.8 gives us the following relation for acceptance
probabilities :
W an−→m
W am−→n
=
Pm
Pn
= e
−∆E
kBT . (2.10)
In Eq. 2.10, both probabilities of acceptance lie between 0 and 1. If the state
m has higher energy that n, Em > En, Metropolis algorithm sets the acceptance
probability W am−→n equal to 1. Probability W
a
n−→m then takes a value of e
−∆E/kBT ,
which is less than 1. Then Eq. 2.8 can be rewritten with the Metropolis’s choice as:
W an−→m = min(e
−∆E
kBT , 1). (2.11)
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If an updated configuration has lower energy than the previous one, it is always
accepted, while if it has higher energy, it may still be accepted with probability
e
−∆E
kBT . In practice, the decision for accepting or rejecting the new configuration is
made by generating a pseudo-random number ranging from 0 to 1, and comparing
it to the Boltzmann factor e
−∆E
kBT . If the number is lower than or equal to e
−∆E
kBT ,
the new configuration is accepted, otherwise it is rejected. If the new configuration
is accepted, information about the previous configuration, such as coordinates and
energy, is replaced by that representing the new configuration. After the system
reaches equilibrium, the statistical average of any quantity A can be determined
using Eq. 2.4.
As mentioned in Chapter 1, the Metropolis MC method is less efficient due to
inadequate sampling when applied to systems at low temperature, systems with
rugged energy landscape and those undergoing phase transition [41]. Several algo-
rithms such as multicanonical [98–101] and entropic samplings [102] were proposed
to overcome these problems by artificially altering potential to enhance probability
of transition between energy states [98–102]. However, the potential or the weight
factor of these algorithms is not known a priori and their implementation is very
time consuming [103]. With these algorithms, the simulation usually starts with
running several replica exchanges to obtain an estimate for density of states using
the Weighted Histogram Analysis Method (WHAM) [104]. The density of states is
then used as a weighing factor in a multicanonical simulations. This generates an
energy histogram from which a new density of states is obtained by WHAM and
the next cycle starts again. Once, a good estimate of the density of states is ob-
tained, the final multicanonical simulation is conducted to produce thermodynamic
quantities of interest.
2.2.2 Wang-Landau Monte Carlo algorithm
Wang and Landau [42, 43] introduced an algorithm in which the acceptance prob-
ability is inversely proportional to the density of energy states g(E). This density-
of-states does not have to be priorly known and converges self-consistently to a
true density-of-states, which can be obtained within one simulation. The concept of
Wang-Landau (WL) and muticanonical methods are similar: the canonical Boltz-
mann distribution (P (E, T ) ∝ g(E)exp(−E/kBT )) is modified by a weight factor
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w(E, T ) so that every energy level has equal probability to be visited during the
simulation.
w(E, T )P (E, T ) ∼ h(E) ≡ constant, (2.12)
where h(E) is (ideally flat) energy histogram. Temperature in Eq. 2.12 does
not have any meaning, and the energy distribution is always constant, indepen-
dent of temperature. It is convenient to set limT−→∞ P (E, T ) ∼ g(E) and thus
limT−→∞w(E, T ) ∼ 1/g(E). With this weight factor and the Metropolis condition,
the acceptance criterion becomes:
W an−→m = min(
g(En)
g(Em)
, 1). (2.13)
After each trial move, the density-of-states is changed by g(E) = cn · g(E), where c
is called modification factor. The value c > 1 is kept constant throughout the nth
iteration, but decreases from iteration to iteration. Usually, c is reduced between
iterations as: cn =
√
cn−1, where n = 1, 2, 3, ..., I and c0 = exp(1) = 2.718. The
simulations continue until c → 1 at iteration I, at which point g(E) is considered
well converged.
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1. Define energy range of interest, [Emin, Emax].
2. Divide the energy range into a number of bins.
3. Start with g(E) = 1 and h(E) = 0 for all E.
4. Generate a random walk in energy space with acceptance criterion:
W an−→m = min(
g(En)
g(Em)
, 1).
5. Modify g(E) and h(E) after every trial move.
Set h(E) = h(E) + 1 and g(E) = g(E) · c, where c is modification
factor, initially set to e1.
6. Check flatness of the energy histogram.
If h(E) is sufficiently flat, set h(E) = 0 and c =
√
c.
7. Continue until c ∼ 1.
Table 2.1: The Wang-Landau algorithm.
In practice, the WL algorithm is performed on a system of interest using the
algorithm shown in Table 2.1. First, the range of energy spectrum is selected for a
system. This energy range is then divided into a number of bins. Two histograms
are constructed for density of energy states (g(E)) and number of visits (h(E)).
The initial density-of-states (g(E)) is set to unity, and initial histogram is set to
zero. Initial modification factor (c) is set to exp(1). If the initial state of the system
is described by a position in phase space rn and energy En, new position rm with
energy Em is obtained by changing system configuration. The new configuration m
is always accepted if its density-of-states g(Em) is smaller than g(En); otherwise, if
g(Em) > g(En), it may be accepted with probability g(En)/g(Em). The decision
of accepting or rejecting configuration m is made by generating a pseudo-random
number in a range of [0,1), and comparing it to the factor g(En)/g(Em). If the
number is smaller than or equal to g(En)/g(Em), the configuration m is accepted,
otherwise it is rejected. If the configuration m is accepted, information about the
configuration n, such as coordinates and energy, is replaced by that corresponding
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to the configuration m. The histogram h(Em) is incremented by one, and the
density-of-states (g(Em)) is modified as g(Em) = g(Em) · c. If the new configuration
is rejected, the value of h(En) is incremented by one, and g(En) is modified as
g(En) = g(En) · c. The cycle is repeated until the histogram becomes sufficiently
flat: |∀ h(E) − 〈h(E)〉| ≤ (1 −K) · 〈h(E)〉, where K ∈ (0.5 − 0.99), and 〈h(E)〉 is
an average number of visits over all histogram bins. The whole histogram is then
emptied and the density-of-states is normalized by a constant value g(E0). The
normalized g(Ei) is then used as an initial density-of-states for the next cycle, with
smaller modification factor c as: c =
√
c. The WL algorithm proceeds until c ≈ 1,
at which point g(E) is considered to be converged.
From converged g(E), it is possible to determine partition function as:
Z =
∑
E
g(E)e−E/kBT . (2.14)
Eq. 2.14 indicates that the partition function Z can be determined by summation
over limited number of configurations in each energy level, instead of collecting all
possible configurations in the ensemble, as done in Eq. 2.3. Once, Z is found, most
thermodynamic quantities are readily calculated. For instance, the internal energy
E(T ) can be determined as:
〈E〉 =
∑
E Eg(E)e
−E/kBT∑
E g(E)e
−E/kBT . (2.15)
The Wang-Landau samplings have proven to be very efficient, when performed
on systems with discrete energy spectrum such as Ising model and Potts model
[42, 43]. The method was also successfully employed to study small systems with
continuous energy spectrum [44, 45, 47, 105]. Phase equilibrium between vapor and
liquid in the Lennard-Jones fluid, for example, was successfully studied by the WL
method [106, 107]. The method was also applied to study the coil-globe transition
[83] and the probability distribution of end-to end distance [46, 108] of a flexible
polymer. Several research groups also conducted WL simulations to study folding
process of a simple peptide model [44, 45, 105].
The disadvantage of the WL method is its poor convergence when applied on
large system. Due to a large number of states in systems with continuous energy
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spectrum, the algorithm requires exceedingly long time to converge. Furthermore,
when a system is sufficiently complex, the algorithm needs incorporation of advanced
moves, special rules for reducing modification factor or adding configurational-bias
algorithm, depending on physical properties of the system [45, 47, 109]. In the sub-
sequent subsection, we will discuss the algorithm that combines the Wang-Landau
[42] and the expanded density-of-states [84] algorithm to study the systems with
continuous energy spectra.
2.2.3 Expanded ensemble density-of-states Monte Carlo al-
gorithm
The expanded ensemble density-of-states (EXEDOS) [48] method is based on WL
algorithm [42], but it can be applied on any reaction coordinate, rather than only
energy, similar to the expanded ensemble algorithm [84]. The EXEDOS method was
first proposed by Kim et al [48] to calculate potential of mean force (PMF) between
a particle suspended in liquid crystal and a wall. Later, the EXEDOS has been
successfully used to study systems with continuous energy spectrum, such as solid
crystallization [49], proteins [110], and colloids [50, 111]. Due to these advantages
of the EXEDOS method, we chose it for our work, and description of this method
will be given below.
Consider a classical system of N particles with a volume V , at temperature
T , characterized by equilibrium distribution Pξ(N, V, T, ξ(r)), where r = {xi, yi, zi},
and ξ(r) is a reaction coordinate of interest divided intoM segments: ξ = ξ1, ξ2, ..., ξM ,
each segment representing a single state. Partition function Zξ of this expanded en-
semble can be expressed as:
Zξ =
M∑
m=1
Zm(N, V, T, ξm)gm, (2.16)
where, gm is weighting factor, and Zm is a canonical partition function for a system
in state ξm. The probability that the system will visit a state ξm can now be written
as:
Pm =
Zmgm
Zξ
. (2.17)
For a system transitioning from state ξn to ξm, the acceptance probability becomes:
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W an−→m = min(
gn
gm
· e−∆EkBT , 1), (2.18)
where ∆E = Em − En. For athermal system, in which E = 0, Eq. 2.18 becomes:
W an−→m = min(
g(ξn)
g(ξm)
, 1). (2.19)
1. Define a range of values of the reaction coordinate of interest, [ξmin, ξmax].
2. Divide the range into a number of bins.
3. Start with g(ξ) = 1 and h(ξ) = 0 for all ξ.
4. Generate a random walk in configuration space with acceptance criteria:
W an−→m = min(
g(ξn)
g(ξm)
· e−∆EkBT , 1), where ∆E = Em − En
5. Modify g(ξ) and h(ξ) after every trial move.
Set h(ξ) = h(ξ) + 1 and g(ξ) = g(ξ) · c, where c is modification
factor, initially set to e1.
6. Check flatness of histogram.
If h(ξ) is sufficiently flat, set h(ξ) = 0 and c =
√
c.
7. Continue until c ∼ 1.
Table 2.2: The Expanded Ensemble Density-of-States algorithm.
Table 2.2 summarizes the EXEDOS algorithm. To perform the EXEDOS simu-
lation, we first divide a reaction coordinate ξ into M bins, each bin corresponding to
a single configuration state. Two histograms for the density of configuration states
(g(ξ)) and the number of visits (h(ξ)) are constructed in the way, similar to that
used in WL simulations. When the system is probed for transition from state ξn
to ξm, Eq. 2.18 or Eq. 2.19 is used to decide if state ξm is accepted or not. If the
state is accepted, the corresponding histograms g(ξm) and h(ξm) are updated as:
g(ξm) = g(ξm) · c and h(ξm) = h(ξm) + 1. If the state ξm is rejected, g(ξn) and h(ξn)
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are modified as: g(ξn) = g(ξn) · c and h(ξn) = h(ξn) + 1. The modification factor c
is initially set to exp(1). The next simulation step follows WL method, until good
convergence in g(ξ) is achieved. This estimated g(ξ) can be used in Eq. 2.18 for
calculation of an acceptance probability during the production runs for measuring
a quantity of interest.
2.3 General simulation protocol
In this section, we will describe how the EXEDOS simulations were conducted in
present work. Before describing the simulation protocol in details, we will first
describe interaction potentials and polymer models used in the our simulations.
2.3.1 Interaction potential
In order to add excluded volume interactions to a non-ideal chain, we used a hard-
sphere potential (Ee) described as:
Ee =
0, if rij > d∞, otherwise, (2.20)
where rij is the distance between monomer i and j, and d is monomer diameter.
For semi-flexible chains, bending potential (Eb) was also added, expressed here as
[112]:
Eb = kb
N−1∑
i=1
(1− cosθi). (2.21)
If N is the total number of bonds in the chain of N + 1 monomers, θi is the angle
between ~ui = ~ri+1 − ~ri and ~ui+1 = ~ri+2 − ~ri+1, as illustrated in Fig. 2.1 ( ~ri, ~ri+1
and ~ri+2 are position vectors of monomer i, i + 1, i + 2, respectively), and kb is
bending constant defined in elasticity theory for a polymer chain in 3-dimensions
as: kb = lp · kBT/a [35, 56, 58, 59].
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Figure 2.1: A freely-jointed chain. θi is the angle between bonds i and i+ 1 , d and
a are bead diameter and bond length, respectively.
2.3.2 Generating polymer chains
In this section, we will describe how polymer models were generated for our sim-
ulations. We will first describe a freely-jointed chain model used in Chapter 3-5,
followed by a fused-sphere chain used in Chapter 5.
2.3.2.1 Freely-jointed chain
Consider a freely-jointed chain, comprised of N + 1 hard-spheres of diameter d
(indexed from i = 1 to i = N + 1), connected with N bonds, each bond having
length l/a = 1, as shown in Fig. 2.1. Position of each monomer is described by a
vector ~ri. A unit vector describing bond i is defined by uˆ = (~ri+1 − ~ri)/|~ri+1 − ~ri|.
To generate the chain, the coordinate of the first monomer was assigned at
(x, y, z) = (0, 0, 0). The next monomer was then added by randomly selecting the
azimuthal angle (φ) in the range of (0, 2pi) and the cosine value of the polar angle (θ)
in the range of (−1, 1). The angle φ and the cos(θ) value were then converted into
x, y, z positions of a monomer, and the monomer was accepted if separation between
monomers in the chain was larger than or equal to the diameter. For an ideal chain,
monomer-monomer overlap was allowed. The process was repeated until required
length of the chain was achieved.
To generate a discrete worm-like chain, the 107 (for chains with lp/a ≤ 16) - 108
(for chains with lp/a = 24 and 32) Metropolis MC steps, each MC step made of
37
N+1 trial moves, were applied to the chains using bending potential (Eb) described
by Eq. 2.21 as an interaction potential. For a self-avoiding semi-flexible chain, the
hard-sphere potential in Eq. 2.20 was also added. A monomer in each chain was
randomly selected and rotated around the axis connecting its adjacent neighbors,
as shown in Fig. 2.1. The trial move was accepted, if new monomer position did
not overlap with any other monomers (for non-ideal chain) and the criterion in Eq.
2.10 was satisfied. The simulations proceeded until the required convergence was
achieved.
2.3.2.2 Fused-sphere chain
A chain of N + 1 fused-hard spheres shown in Fig. 2.2 (each having diameter d),
connected with N bonds (each having length l/a = 1), is used in Chapter 5. To
generate a chain, positions of the first two monomers were assigned. The angle φ was
randomly selected in the range of (0, 2pi). The cosine of θ was randomly selected in
the range of (0,cos(θmax)), where θmax is the maximum angle between two adjacent
bonds formed by monomers i, i + 1, and i + 2 (achieved when spheres i and i + 2
are touching each other, as seen in Fig. 2.2). The coordinate of monomer was
then calculated from the selected φ and cos(θ). If there were no overlap between
nonadjacent spheres, position of the new monomer was accepted. The process was
repeated until the chain had a required length.
Bending stiffness was introduced into the chain, by using the bending potential
(Eq. 2.21) as an interaction potential. In the Metropolis simulations, a monomer was
randomly selected and moved by rotating around the axis connecting its adjacent
neighbors. The trial move was accepted if nonadjacent monomers did not overlap
and the criterion in Eq. 2.10 was satisfied.
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Figure 2.2: A fused-hard sphere chain. The symbols d, a are bead diameter and
bond length, respectively, and θmax is the maximum angle between 2 bonds.
2.3.3 Density-of-states in EXEDOS
After chain models were generated, the range of confining radii (rc) was chosen as
a reaction coordinate for each chain, and assigned specifically for each model. This
range was then divided into a number of shells as shown in Fig. 2.3 a). Each shell
reflects a separate configuration state. Each chain was then placed inside a sphere
by putting the chain center of mass at the center of the sphere.
Two sets of histograms were constructed showing the number of times the fur-
thermost monomer, relative to center of the sphere, of the confined chain visited each
shell (h(rc)) and density of corresponding configuration states (g(rc)). Initially, the
number of visits in each state was set to zero (∀ h(rc) = 0), while the density-
of-states in each shell was assumed to be unity. To avoid numerical overflow, the
density-of-states was used in logarithmic form. Thus, the initial logarithmic density-
of-states in all shell was zero, ∀ ln g(rc) = 0.
During the simulation, a single monomer was randomly selected and moved by
rotating it about the axis connecting two neighboring monomers. For a non-ideal
freely-jointed chain and a non-ideal discrete worm-like chain, the trial move was
rejected if separation between monomers became closer than diameter d. For a non-
ideal fused-sphere chain, the trial move was rejected if there was overlap between
nonadjacent monomers. The listed cell method [39] was applied when calculating
the separation distance between monomers, to save computational time. If the sep-
aration after the move was larger than or equal to diameter d, the trial move from
old to new state was accepted only if the condition of Eq. 2.18 was satisfied. As
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mentioned, the density-of-states was obtained in logarithmic form; hence, Eq. 2.18
was modified as:
Pacc(old→ new) = min[e
−(Enew−Eold)
kBT · e−(ln gnew−ln gold), 1]
= min[e−β∆E−∆ln g, 1].
(2.22)
Where β=1/kBT , Enew and Eold are total energies of the system in the new and old
states, respectively. The term ∆E was set equal to zero, when the algorithm was ap-
plied to athermal chains (Chapter 3). If Eq. 2.22 was satisfied, the number of visits
to the bin corresponding to the new state was incremented by one Hnew = Hnew +1,
and the density-of-states was modified by a factor c: ln gnew = ln gnew + ln c. If the
trial move was rejected, the number of visits in the old bin was incremented by one,
Hold = Hold + 1, and the density-of-states was modified as: ln gold = ln gold + ln c.
The trial move was also rejected if it was out of the confining range set for each
chain. The initial modification factor was set to be c = exp(1) or ln c = 1.
Once, the histogram h(rc) was sufficiently flat ( | ∀ h(rc)− 〈h〉| ≤ (1−K) · 〈h〉,
where K ∈ (0.6− 0.85), is specified separately in each chapter. 〈h〉 is the number of
visits averaged over all histogram bins); the histogram h(rc) was reset to zero, while
the density-of- states g(rc) was normalized by a constant and became an initial con-
dition for the next cycle. In each subsequent cycle, the modification factor stepped
down as c =
√
c or ln c = 0.5 · ln c. The simulations continued until the modifi-
cation factor was smaller than ln c = 10−8 (c ∼ 1). The obtained density-of-states
was substituted into Eq. 2.22, and this equation was then used as an acceptance
criterion during production runs.
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Figure 2.3: a) Polymer chain in a confining sphere, divided into a number of concen-
tric shells. b) Coordinate system, used to define positions and orientation of bonds,
nˆ is nematic director, which is a unit vector in the direction of the largest eigenvalue
of the tensor T, constructed from all bonds in a chain. ψi is the angle between φˆ
and a bond ~ui, where ~ui = ~ri+1 − ~ri, ~ri+1 and ~ri are position vectors of monomer
i+ 1 and i, θ is the angle between the bond ~ui and nˆ, φ is the angle between eˆx and
the projection of ~ui on x-y plane.
After convergence of the density-of-states, it was normalized so that
∫
g(rc)4pir
2
cdrc =
1. Then, the free energy of the chain confined inside a sphere of radius rc, can then
be determined using the relation:
e
−F (rc)
kBT ∝ P (rc), (2.23)
where P (rc) = 4pir
2
cg(rc). Eq. 2.23 can be written as:
F (rc) = −kBT lnP (rc) + Constant, (2.24)
For a semi-flexible chain, free energy difference between the configuration ξm and ξn
can be calculated as (using Zm from Eq. 2.17):
∆F = −kBT ln Zm
Zn
= −kBT (ln g(ξn)
g(ξm)
+ ln
Pm
Pn
).
(2.25)
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When convergence of the density-of-states is achieved, the second term in Eq. 2.25
is zero since the probabilities of finding configurations ξm and ξn are equal.
2.3.4 Structural analysis
In this section, we will describe how we calculate the density profiles of the chains,
and address the structural order parameters that could distinguish between disor-
dered and ordered phases, and test the structure for a presence of different arrange-
ments at various degrees of confinement.
2.3.4.1 Number density (n)
To find density profile (n) as a function of distance from center of a sphere (r), a
confining sphere (rc) was first divided into a number of shells (Fig. 2.3 a)), each
shell having width of Ka, where a is a bond length, and K ∈ (0.2 − 0.5) is a
constant specified for each considered case. The number of monomers located in
each shell was counted and divided by volume of the shell and then normalized to
give
∫
n(r)4pir2dr = 1.
2.3.4.2 Nematic order parameter (Q)
The nematic order parameter is used to test the liquid crystals the presence of
orientational order as mentioned in Chapter 1. When a semi-flexible chain is confined
inside a sphere of size much smaller than its persistence length, it arranges itself into
an orientationally ordered structure, which is similar to that observed in nematic
liquid crystals. We use Q to probe for orientational order in a spherically confined
polymer in Chapter 4 and 5.
To obtain Q, a traceless second rank tensor T was formed as:
T =
1
2Nb
Nb∑
i=1
(3uˆiαuˆiβ − δαβ), (2.26)
where uˆiα is an α component (α = x, y, z) of a bond i, defined as uˆi = (~ri+1 −
~ri)/|~ri+1 − ~ri|, where ~ri+1 and ~ri are position vectors of monomers i and i + 1 and
δαβ is Kronecker delta. Nb is the total number of surface bonds, located between
the confining surface and the shell holding the highest number of monomers, such
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Figure 2.4: Number of monomers as a function of distance from the confining surface.
Shaded area indicates the total number of surface bonds used in calculation of order
parameters.
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as that illustrated by the shaded area in Fig. 2.4. Eigenvalues λ+, λ0 and λ− were
obtained by diagonalization of T, and the largest of λ+, λ0 and λ− was consid-
ered to be a nematic order parameter (Q). The eigenvector corresponding to Q
is called a nematic director (nˆ). Theoretically, the value of Q lies in the range of
−0.5 ≤ Q ≤ 1. The value Q = 1 corresponds to a perfectly ordered structure,
with all bonds perfectly aligned, which can never happen in practice. The value
Q = −0.5 corresponds to a perfect oblate structure, and Q = 0 (λ+ = λ0 = λ− = 0)
corresponds to a disordered structure, which can be observed only in an infinitely
large system.
To investigate order-disorder transition, the mean square fluctuation Σ2 of Q
was also calculated as:
Σ2Q =
1
Ns − 1
Ns∑
i=1
(Qi − 〈Q〉)2, (2.27)
where 〈Q〉 is the average value of Q, calculated using Eq. 2.4 and Ns is the number of
simulation snapshots. At a transition concentration, the structure usually reorients
itself from disordered to more ordered states, and at this concentration the mean
square variation of the order parameter between samples is the largest. It is noted
that error bars (δ) in all the plots defined as standard error of each mean:
δ =
Σ√
Ns
. (2.28)
2.3.4.3 Helicoildal order parameter (P2)
Helicoildal order parameter (P2) was calculated to probe the structure for the pres-
ence of helicoildal ordering of surface bonds. To begin with, eˆz was defined as a
unit vector in the direction of the largest eigenvalue of the tensor T (Eq. 2.26) con-
structed from surface bonds of a chain. Vector eˆφ was then defined as: eˆφ = eˆz× eˆr,
where eˆr = ~ri/|~ri| and ~ri is position vector of monomer i. Then, P2 was calculated
using a second-rank Legendre polynomial, similar to that used to calculate nematic
order parameter in liquid crystal system described in Chapter 1:
P2 =
1
2Nb
Nb∑
i=1
(3cos2ϕi − 1), (2.29)
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where ϕi is the angle between bond uˆi and eˆφ (Fig. 2.3 b)). The value of P2 = 1
indicates a presence of a perfect helicoidal structure, P2 = −0.5 implies that the
structure is in splay arrangement, and P2 = 0 is observed in a disordered state. The
average value of the helicoildal order parameter (〈P2〉) was calculated using Eq. 2.4,
and mean square fluctuation of P2 (Σ
2
P2
) was calculated using Eq. 2.27 by replacing
Q with P2.
2.3.4.4 Tetrahedral order parameter
Tetrahedral order parameter (q3) belongs to a series of bond orientational order pa-
rameters ql developed by Steinhardt et al. to study structures transitioning from
supercooled liquid to glass phases [75]. Later, the q3 order parameter was also suc-
cessfully used to detect the presence of the tetrahedral structure in various systems
such as in ice lattice [37, 38] and in crystallization of other solids [36]. In these
studies [36–38], when the tetrahedral structure was formed, only the q3 component
was substantially larger than zero.
Since tetrahedral structure was predicted to be a ground state for nematic liquid
crystals confined on a spherical surface [85], we expect to observe tetrahedral tex-
ture on the surface of a cavity, when a semi-flexible chain confined to a sphere much
smaller than its persistence length. Therefore, we use q3 to test for the presence of
tetrahedral texture. In general, the order parameter ql is written as:
ql = [
4pi
2l + 1
l∑
m=−l
|q¯lm|2 ]1/2, (2.30)
where l = 3, −l ≤ m ≤ l, and q¯lm,i is averaged over Nb bonds, as shown below:
|q¯lm|2 = 1
Nb
Nb∑
i=1
qlm(~ri)q
∗
lm(~ri). (2.31)
Here ~ri refers to midpoint of a bond i. qlm(~r) is expressed through spherical har-
monics:
qlm(~r) = Ylm(θ(~r), φ(~r)), (2.32)
where θ(~r) and φ(~r) are polar angles of the bond, θ is the angle between eˆz, and ~r,
and φ is the angle between projection of midpoint of the bond on x-y plane and eˆx.
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Here, eˆz, eˆx, and eˆy are unit vectors in directions of eigenvector corresponding to
the largest, second largest, and the smallest eigenvalues of the tensor T constructed
from all bonds in a considered chain. For an ideal tetrahedral structure, we should
expect to observe q3 ≈ 0.745 [38] and for disordered structure in an infinitely large
system q3 = 0 (when all θ angles are not equal to pi/2 (∀ θ 6= pi/2), otherwise
symmetric alignment of four peripheral vertices around central vertex on the same
plane is observed [113].) We should note that q3 was calculated only for surface
bonds.
An average value of q3 was calculated using Eq. 2.4, and mean square fluctuation
of Σ2q3 was determined using Eq. 2.27 by replacing Q with q3.
2.3.4.5 Local nematic order parameter (Qlocal)
In experiments, the defect locations and charges are identified through observation
of the nematic field in cross polarized light [32, 33]. In theoretical [85] and simulation
[34] studies, they can be defined by calculating the local nematic order parameter
(Qlocal). The defect locations are identified as areas where the Qlocal values are close
to zero. The topological charge of each defect can then be determined by looking at
the arrangement of the vector field around the defect, as described in Chapter 1.
To calculate Qlocal, we use only surface bonds located closest to the confining
surface. The Qlocal value is calculated in the same manner as Q using Eq. 2.26, by
selecting Qlocal as the largest eigenvalue of T, constructed from a selected surface
bonds and their nearest neighbors, located within a distance r/a = 1.2 from them,
where a is a bond length.
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Chapter 3
Free energy and polymer structure
of a spherically confined flexible
chain
3.1 Introduction
A problem of a flexible polymer confinement inside a small sphere is often en-
countered in biological applications such as drug [114] and gene delivery [115],
gel electrophoresis [116], and translocation of macromolecules across biomembranes
[1, 2, 117]. In real systems, mechanisms governing these processes are very com-
plicated due to biological factors such as pH of solution and interactions between
molecules in the cell; thus, our understanding of these mechanisms is still far from
complete. Molecular confinement has been studied both theoretically [61, 118] and
with computer simulations [91, 119]. Most works address a simple model of a poly-
mer confined inside a sphere, to gain an insight into the basic properties of this
system, such as relation between the confinement free energy and driving force
of molecular translocation [117], the free energy and translocation time [91], and
the effect the confinement has on the structure of biomolecules [92, 93, 120]. The
knowledge of the confinement free energy is crucial to these studies, and when this
is known, it can be used to obtain a number of physical properties, such as osmotic
pressure, translocation time, etc.
Placing a polymer chain into a sphere with a confining radius (rc) smaller than
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unconfined size of the polymer (rG), greatly reduces its accessible conformations.
This in turn, increases the free energy of the system. In the current study, we are
interested in calculating the confinement free energy of a flexible chain confined in-
side a sphere of size smaller than or equal to its rG in good solvent, and determining
the relationship between this free energy with other parameters such as cavity size
and osmotic pressure.
As mentioned in Chapter 1 and Chapter 2, the expanded ensemble density-
of-states (EXEDOS) has been successfully used to study systems with continuous
energy spectrum, such as solid crystals [49], liquid crystals [48], proteins [110], and
colloids [50]. In this work, we apply the EXEDOS algorithm to a chain confined
inside a sphere. We will start by using this algorithm on systems of an ideal flex-
ible chain with various degrees of polymerization, confined in a sphere of variable
sizes. We will address the power-law dependence of the confinement free energy on
degree of confinement, and compare our findings to the relations in Eq. 1.12 [61].
Later, we will expand the algorithm to a system of a self-avoiding flexible chain in
a sphere. We will also determine the relationship between the confinement free en-
ergy and other quantities such as polymer concentration, and osmotic pressure, and
investigate monomer density profile of the confined chain near the confining surface.
Finally, we will compare our findings to available theoretical, and simulation results.
3.2 Simulation description
3.2.1 Determination of density-of-states
MC simulation used to model a confined polymer, follows the approach described in
Chapter 2. Below we focus on specific details of the polymer model and how the MC
method was applied to it. The polymer was described as a freely-jointed chain with
degree of polymerization N + 1 varying from 100 to 600. For self-avoiding chains,
each monomer was represented as a spherical bead with diameter d/a = 0.8, and in
an ideal chain each monomer was considered as a point without volume, separated
from adjacent monomers by a distance a. All polymer chains were equilibrated by
conducting 108 traditional MC steps, each MC step consisting of N + 1 trial moves
[40]. The chain was confined to a sphere of radius varying from rc/a = rcmin/a (de-
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fined in Table 3.1) to rc/a = rcmax/a ≈ 4 · rG/a with an increment drc/a = 0.5. The
upper (lower) limit on rc/a was chosen to be large (small) enough, so that probabil-
ity of polymer (being compressed) spreading beyond this radius would be negligibly
small. In this case, F (rc/a = rcmax/a) ≈ F (rc/a = ∞). Unconfined radius of a
polymer chain is expressed as rG/a = N
ν , where ν ≈ 0.588 [54] for a self-avoiding
chain in good solvent and ν = 0.5 for an ideal chain [53]. To change the chain con-
figuration, a randomly selected monomer was rotated by an arbitrary angle around
the axis connecting the previous and following monomers in the chain. The new
configuration was accepted if the condition of Eq. 2.19 was satisfied (and there was
no overlap between monomers for self-avoiding chains). After each trial move, the
algorithm checked the position of the furthermost monomer (from the center of a
sphere). If it was located within the sphere, density of states and number of visits
to this sphere were modified as described in Chapter 2. In this way, the distance of
the furthermost monomer from center of a sphere served as a parameter determining
the radius of confinement. There is a number of works that proved this distance to
be an effective means to describe the physical size of the system [121]. For example,
it was shown that scaling behavior of an effective spring constant in a cylindrically
confined flexible chain better follows the predicted power-law behavior, when the
furthermost distance is used as the chain’s confined size, rather than the end-to-end
distance [122]. This distance also appeared to give good agreement with theoretical
predictions when used to calculate force needed to compress circular bacterial chro-
mosome into micro-channel with optical tweezers [121]. Following these studies, we
used the furthermost monomer from the center of a sphere to determine whether a
chain occupied the considered sphere in EXEDOS simulations.
The simulations then followed the general method described in Chapter 2. For
all chains, flatness constant was chosen equal to 0.7, and the initial and final modi-
fication factors were ln c = 1 and ln c = 10−8, respectively.
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Number of Monomers
(N + 1)
Confining radius (rcmin/a)
Ideal chain Self-avoiding chain
100 3.0 3.0
200 4.0 4.0
300 4.5 4.5
400 5.5 5.5
500 7.5 7.5
600 9.5 9.5
Table 3.1: Minimum confining radius (rcmin/a) of ideal and self-avoiding chains of
different lengths (N + 1), used in simulations in this chapter.
3.2.2 Data analysis
Once the normalized density of states was found for each confined chain, free energy
was then found from the relation:
e−βF (rc/a) ∝ Σrc/ari/a=rcmin/ag(ri/a) ∝ W (rc/a), (3.1)
where g(ri/a) is the density of states at a confining radius ri/a, rcmin/a is the smallest
radius (defined in Table 3.1). W (rc/a) is probability distribution of the furthermost
monomer position relative to center of a sphere.
The density of configuration states was used as a weighting factor for acceptance
criterion in Eq. 2.19 during production runs for determination of the number density
(n), which was averaged over 8000 structures obtained during the production runs.
To calculate the number density, a number of monomers was counted in a series
of spherical shells, each occupying the radius between r/a and (r + dr)/a (where
dr/a = 0.5), divided by the volume of each shell (4pi(r/a)2(dr/a))/3, and normalized
so that
∫
n(r/a)4pi(r/a)2(dr/a) = 1.
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3.3 Results and discussion
3.3.1 Ideal chain
In this section, we test the performance of the EXEDOS algorithm when applied on
spherically confined polymers. We will first determine the confinement free energy
of an ideal chain confined inside a sphere of size smaller than its unconfined size.
Then, we will compare the free energy to that obtained by theoretical prediction
[61, 118].
3.3.1.1 Radial distribution of the furthermost monomer
Fig. 3.1 shows the probability distribution of the furthermost monomer position
relative to the center of a confining sphere, for six ideal chains of different lengths,
ranging from 100 to 600 monomers. The distribution functions are close to Gaussian:
the probability that the furthermost monomer would travel to the radius much
smaller or much larger than the chain unconfined size, is relatively small. Indeed,
it is unfavorable to compress a chain into a sphere with diameter much smaller
than its unconfined size and impossible to expand the chain more than its extended
size. Thus, the chain loses a large fraction of its accessible conformations under
strong compression or large extension. The longer chain, having bigger size, feels
the confining surface sooner. Thus, longer chains lose more accessible conformations,
compared to shorter chains, when confined in a sphere of the same size [96]. To avoid
the loss of accessible conformations, the longer chain favors confinement in a bigger
sphere, and peak of the distribution function shifts to larger confining radius, as
seen in Fig. 3.1.
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Figure 3.1: Radial distribution of the furthermost monomer position (W (rc/a)) of
an ideal chain of different lengths (N + 1), labeled in the legends.
3.3.1.2 Confinement free energy
The confinement free energy of a chain can be calculated using the relation in Eq.
3.1. Changes in the confinement free energy (∆F ) of each chain in Fig. 3.2 were
calculated as a difference in free energy of the chain confined inside a sphere of size
rc/a and rc/a ≈ 4 · rG/a. Fig. 3.2 shows that the confinement free energy increases
monotonously as the confining radius decreases, indicating unfavorable packing pro-
cess due to decreasing number of available configurations. The longer chain feels
the confining surface sooner, compared to a shorter chain when compressed into a
sphere of the same size. Thus, the longer chain loses more accessible configurations
and has larger free energy cost, as shown in Fig. 3.2.
To determine the relationship between the confinement free energy and a con-
fining radius for an ideal chain inside a sphere of size smaller than its unconfined
size, changes in the confinement free energy were plotted as a function of the ratio
of polymer size to a confining radius (rG/rc), in logarithmic scale, as shown in Fig.
3.3. The value ∆F follows the power law, with the slope ranging from 2.54 ±0.12
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Figure 3.2: Changes in the confinement free energy (∆F ) of an ideal chain with
different lengths (N + 1) labeled in the legends, as a function of a confining radius
(rc/a). Here ∆F = F (rc/a) − F (∞), where F (∞) is the free energy of the chain
confined inside a sphere of size rc/a ≈ 4 · rG/a, and rG/a = N ν is an unconfined size
of a chain, a is a bond length, and ν = 0.5.
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Figure 3.3: Changes in the confinement free energy (∆F ) of an ideal chain of different
lengths (N +1) labeled in the legends, as a function of the ratio of polymer size to a
confining radius (rG/rc) plotted in logarithmic scale. Here ∆F = F (rc/a)− F (∞),
where F (∞) here is the free energy of the chain confined inside a sphere of size
rc/a ≈ 4 · rG/a, and rG/a = Nν is an unconfined size of a chain, a is a bond length,
and ν = 0.5. The dashed line gives slope of 2.03 ± 0.05, obtained from the chain
with 600 monomers.
for the chain of 100 monomers to 2.03 ±0.05 for the chain of 600 monomers. The
changes in slope are most likely due to effects of a finite chain length on scaling
behavior. The power-law relation: ∆F ∝ (rc/a)−2.03±0.05, which was found for the
chain with 600 monomers fits well with the theoretical findings reported by Cassasa
[61] and those later reported by Gao et al [118].
Seeing a good agreement between our findings and theoretical works [61, 118],
we expand the EXEDOS algorithm to systems of a self-avoiding flexible chain of
various lengths, confined inside a sphere of variable sizes.
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3.3.2 Self-avoiding chain
3.3.2.1 Radial distribution of the furthermost monomer position
Fig. 3.4 shows the probability distribution of the furthermost monomer position
relative to the center of a confining sphere, for a self-avoiding chain of different
lengths, ranging from 100 to 600 monomers. Each curve represents an average of 5
sets of data. Here, the distribution functions for the outermost monomer positions
are also close to Gaussian, similar to those observed for ideal chains. The probability
that the chain would spontaneously compress into a radius much smaller than its
unconfined size or expand far beyond its extended size is vanishingly small. Longer
chains occupy larger radius, compared to shorter ones. Thus, the longer chains
lose more accessible conformations than the shorter chains, when confined inside a
sphere of the same size. To minimize this loss, the longer chain prefers to occupy
in a bigger sphere, and its distribution peaks at a larger confining radius, as shown
in Fig. 3.4. It is noticeable that the probability distribution of the furthermost
monomer position of the self-avoiding chain in Fig. 3.4 peaks at a larger confining
radius, compared to that of an ideal chain in Fig. 3.1 of the same length, because
of the added excluded volume of the self-avoiding chain.
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Figure 3.4: Radial distribution of the furthermost monomer position (W (rc/a)) of
a self-avoiding chain of lengths (N + 1), labeled in the legends.
3.3.2.2 Confinement free energy
The confinement free energy of the chain was calculated using the relationship in
Eq 3.1. Fig. 3.5 shows the difference between free energy of a chain confined
inside a cavity of radius rc/a and the radius that is much larger than rG/a (rc/a ≈
4 ·rG/a). This free energy difference shows the energy required to bring the molecule
from unconfined state into a sphere of radius rc/a: ∆F = F (rc/a) − F (∞) ≈
F (rc/a) − F (4 · rG/a). It is apparent that the confinement free energy decreases
monotonously with an increase of a confining radius. With an increase in the degree
of polymerization (N + 1), the unconfined size of the polymer becomes bigger and
when confined, the bigger chain loses more accessible conformations, compared to
the smaller one [96]. Therefore, the confinement free energy of longer chains is
larger, compared to the shorter ones, when they are confined in a sphere of the
same size, as seen in Fig. 3.5.
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Figure 3.5: Changes in the confinement free energy (∆F ) of a self-avoiding flexible
chain with lengths (N + 1), displayed in the legend, and ∆F = F (rc/a) − F (∞) ,
where F (∞) here is free energy of the chain confined inside a sphere of size rc/a ≈
4 · rG/a, and rG/a = Nν is an unconfined size of a chain, a is a bond length, and
ν ≈ 0.588 [54].
Scaling analysis
The dynamic and static properties of a self-avoiding flexible chain in semi-dilute
solution (rc 6 rG) are usually expressed as functions of certain parameters of interest
such as polymer concentration (η) or a confining radius. The power-law dependence
of the properties on these parameters can be determined to describe polymer behav-
ior irrespective of its chemical constitution. In this section, we consider the scaling
relationships for the free energy as a function of various parameters, and compare
them to the previously reported findings [91, 92, 120].
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Figure 3.6: Free energy of confinement per monomer (∆F/(N + 1)) as a function of
polymer concentration (η). Orange line shows the power law fit obtained from the
chain with 300 monomers for the dependence of F/(N + 1) on η at 0.15 < η < 0.3:
∆F/(N + 1) ∝ η1.16±0.04, and black dashed line shows the power law fit obtained
from the chain with 600 monomers for 0.01 6 η 6 0.15: ∆F/(N + 1) ∝ η0.96±0.01.
Here ∆F = F (rc/a)−F (∞), where F (∞) is free energy of the chain confined inside
a sphere of infinite size (defined here at rc/a ≈ 4 ·rG/a), rG/a = N ν is an unconfined
size of the chain, a is a bond length, and ν = 0.588 [54].
Fig. 3.6 shows the relation between the specific free energy of confinement
(∆F/(N + 1)) and the polymer concentration (η) in good solvent, where η =
(N+1) ·d3/(2rc)3. At a given concentration, the difference of ∆F/(N+1) decreases
with an increase of chain lengths (N+1) due to the decrease in the finite size correc-
tions of the scaling relationships. For all chains, the curves nearly overlap indicating
that the confinement free energy is an extensive function in number of monomers
(N + 1). At moderate concentrations (0.01 6 η 6 0.15), the data of the chain
with 600 monomers fits well with the power-law relation: ∆F/(N + 1) ∝ η0.96±0.01
(shown as a black dashed line in Fig. 3.6), which is slightly smaller than that pre-
dicted by the density functional theory (DFT) [120] (∆F/(N+1) ∝ η1.31) and other
MC simulations [91] (∆F/(N + 1) ∝ η1.28), when a polymer chain was in the same
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concentration range.
At higher polymer concentrations (0.15 < η < 0.30), the dependence of the
specific free energy on concentration becomes stronger and follows the relation:
∆F/(N + 1) ∝ η1.16±0.04 (from data of the chain with 300 monomers), shown as
an orange dotted line in Fig. 3.6. This increase in the exponent value at high
polymer concentration, was also observed in the DFT studies [120], MC simulations
(∆F/(N + 1) ∝ η1.97) [91] of a flexible polymer confined inside a cavity, and in
experiments where polyethylene glycol partitioned in protein nanopores [124].
Exponent (x) Method No. of Monomers (N + 1)
∆F ∝ ηx (η 6 0.15) 1.28± 0.06 MC [91] 2048
1.31 DFT [120] 2000
∆F ∝ ηx (0.15 < η < 0.35) 1.97±0.07 MC [91] 2048
∆F ∝ (rG/rc)x (rG/rc < 1.0) 3.8± 0.1 MC [91] 2048
3.93 DFT [120] 2000
3.44 MC [92] 2000
Table 3.2: Changes in the confinement free energy (∆F ) of a self-avoiding chain
inside a sphere of radius rc/a, at different concentrations (η), as reported by several
authors.
Osmotic pressure (P ) also follows a power-law when expressed as a function
of polymer concentration. The osmotic pressure is determined using the relation
P = ∂F
∂V
with V ' (2rc)3; hence, P ∼ ηF . Using Eq. 1.13, P can be written as
P ∼ η3ν/(3ν−1) ∼ η2.30, with ν = 0.588. From our simulations at low concentration
(0.01 6 η 6 0.15) ∆F ∝ η0.96±0.01, and the osmotic pressure P is predicted to be:
P ∼ η1.96±0.02 - smaller than that given by blob theory (P ∼ η2.30 using ν = 0.558)
or observed in other MC [91] (P ∼ η2.28) and MD simulations [93] (P ∼ η2.27).
At higher polymer concentrations (0.15 < η < 0.3), we get ∆F ∝ η1.16±0.04; thus,
P is predicted to be: P ∝ η2.16±0.04, which is smaller than that predicted by MC
simulations [91]: P ∝ η2.97±0.07.
The power-law dependence of the free energy on a confining radius rc becomes
evident when the confinement free energy is plotted on logarithmic scale as a func-
tion of rG/rc, as shown in Fig. 3.7 for a self-avoiding chain confined inside a sphere
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Figure 3.7: Confinement free energy change (∆F ) as a function of the ratio of
polymer size to a confining radius (rG/rc), for various degrees of polymerization
(N + 1). Dashed line shows a linear fit of data obtained for a self-avoiding chain of
600 monomers, confined inside a sphere of size rc < rG (with slope of 2.87± 0.03).
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of size smaller than rG. The free energy of the longest chain (600 monomers) was
fitted linearly to determine the power law exponent, giving ∆F ∝ (rG/rc)2.87±0.02.
The scaling exponent obtained here is smaller than that found by other MC simu-
lations [91, 92] (∆F ∝ (rG/rc)3.8±0.1 and ∆F ∝ (1/rc)3.44) and blob theory in Eq.
1.13 (∆F ∝ (rG/rc)3.93) for ν ≈ 0.588. The difference in the obtained exponent
value, compared to other simulations, can be attributed to the short length of the
chains studied here. Indeed, we observe that as the chain length increases from
100 to 600 monomers, the exponent of rG/rc also increases from 2.09 to 2.87. The
other works presented in Table 3.2 that give higher exponent value, use much longer
chains (N + 1 ≥ 2000).
3.3.2.3 Structural analysis
To investigate the effect that the confining surface has on structure of confined
polymers, we determine the monomer number density n(r/a) ∗ a3 as a function of
distance from the center of a sphere (r/a). Fig. 3.8 shows the number density of
monomers for various chain lengths N + 1 confined in spheres of different radii. In a
weak confinement (Fig. 3.8 a) rc/a = 20.5), where the confining radius is large, most
monomers avoid the periphery to maximize the number of accessible conformations.
They move towards the center of a sphere for more available volume to orient and
translate. Therefore, as we can see in Fig. 3.8 a) the number density for all chains is
high near the center of the confining sphere. Longer chains have larger unconfined
size; therefore, they have a broader density curve, compared to the shorter chains,
as seen in Fig. 3.8 a).
As the degree of confinement increases (Fig. 3.8 b) rc/a = 14.5), the number
density of short chains remains almost unchanged (100 ≤ N + 1 ≤ 300), compared
to that in Fig. 3.8 a). On the other hand, longer chains (500 ≤ N + 1 ≤ 600) with
rG >> rc, are pushed inwards by the force created due to overlap of monomers in-
side the sphere. Thus, more monomers can be found in the vicinity of the confining
surface in the chains of length 500 ≤ N + 1 ≤ 600.
In stronger confinement (Fig. 3.8 c) rc/a = 8.5 ), all chains are affected by the
presence of a confining surface. Due to surface-monomer interaction, we observe
sharp drop of the monomer number density close to the surface for all chains, which
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Figure 3.8: The number density (n(r/a) ∗ a3) as a function of distance from the
center of a confining sphere (r/a) for chains with different degrees of polymerization
(N + 1), labeled in the legends.
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is similar to that observed in other simulations [92, 93]. The force created due to
monomer-monomer overlap inside the sphere, is larger for longer chains; thus, larger
number of monomers in the longer chain lies close to the surface.
Figure 3.9: The number density (n(r/a) ∗ a3) as a function of distance from the
center of a confining sphere (r/a) for the chain of N + 1 = 300. Legends show the
reduced radii (rc/a), where a is a bond length. As concentration decreases (larger
rc/a), the chain tends to reorient and translate through available volume to increase
its accessible conformations; thus, the number density profile broadens.
At a very high concentration (Fig. 3.9 rc/a = 4.5), we start seeing the oscilla-
tion in the number density profile. It can be easily seen when the chain of length
N + 1 = 300 is confined inside a sphere of radius rc/a = 4.5, as shown in Fig.
3.9. This oscillation appears due to reorientation of the monomers affected by the
confining surface, which was also observed in other studies [93, 120, 132].
3.4 Conclusions
In this chapter, we adopted the EXEDOS algorithm to determine the density of con-
figuration states (DOS) of an ideal and a self-avoiding flexible chain with small and
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intermediate chain lengths, confined inside a sphere of various sizes. The density
of states was then used for calculation of the confinement free energy, to study the
relationship between the confinement free energy of a chain and other parameters
such as volume fraction, osmotic pressure and confining radius .
For an ideal chain, confined inside a sphere of radius rc ≤ rG, calculated free
energy for the chain of N + 1 = 600 depends on the confining radius as: ∆F ∝
(rc/a)
−2.03±0.05, which is in a good agreement with theoretical predictions [61, 118].
With this good agreement, we expanded the EXEDOS algorithm to systems of self-
avoiding chains confined inside a sphere.
For short self-avoiding chains (100 ≤ N + 1 ≤ 400), the EXEDOS method al-
lowed us to determine the density-of-states (DOS) in both weak and relatively strong
confinement. Efficiency of the EXEDOS method, when applied to shorter chains,
is limited at very strong confinement (polymer volume fraction η ∼ 0.3). For the
longer chains 500 ≤ N + 1 ≤ 600, the EXEDOS method is capable of determining
the DOS, when systems are under intermediate and weak confinement (polymer
volume fraction η ∼ 0.15). When used on a single CPU, the algorithm becomes
less efficient for polymer models of sizes larger than 500 monomers. This limitation
was also reported when the original Wang-Landau (WL) algorithm was used for a
flexible polymer system of size larger than 512, to determine its density of energy
states [125].
The density of configuration states determined using the EXEDOS method for
systems of self-avoiding chains was then used to calculate the confinement free en-
ergy. The power law dependence of the confinement free energy on the confining
radius (rc) and polymer concentration η deviates from that predicted by the blob
theory, which can be attributed due to the finite size effects. The estimated density
of configuration states was used as a weighting factor for acceptance criterion to
investigate structures of confined chains. The reduced number density (n(r/a) ∗ a3)
was used to predict distribution of monomers along the radius of a confining sphere.
In a very small cavity with rc << rG, the confined chain is forced towards the
surface by a force appearing due to the monomer overlap, and the number den-
sity becomes high at the surface leading to oscillations. In a bigger cavity with
rc < rG, the competition between the force due to monomer-monomer interactions
and monomer-surface interactions, produce a monotonous decline of the number
density with radius. As the confining radius becomes even larger, the polymer chain
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concentrates near the center of the sphere to maximize its accessible conformations,
which it will otherwise lose due to non-bonded interactions with the confining sur-
face.
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Chapter 4
Formation of ordered structures in
a spherically confined semi-flexible
chain
4.1 Introduction
It is well known that confinement of rigid molecules in a cavity at high density can
cause distortion in their orientations. This leads to formation of structures that
are not observed in bulk, and areas, in which the directors are undefined and or-
der parameter is close to zero, called defects. Theoretical study by Lubensky et
al. had predicted that three possible configurations, namely spool-like or helicoil-
dal (Fig. 1.7 a)), splay (Fig. 1.7 b)) and tetrahedral (Fig. 1.7 c)), would form
when orientationally ordered molecules are confined on a spherical surface [85]. The
total topological charge of configurations formed on spherical surface is limited to
+2, following Poincare-Hopf theorem (see section 1.2.3.2 for more details) [79, 80].
The first two configurations both have defects positioned at the north and the south
poles of the sphere, each defect having a charge of +1, but orientation of the director
field in the helicoildal configuration is different from that in the splay configuration.
The director field of the helicoildal configuration (Fig. 1.7 a)), spirals around the
poles, parallel to the equator line, while in the splay configuration (Fig. 1.7 b)) it
radiates away from the poles, along the meridians. The third theoretically possible
configuration is a tetrahedron. It has four defects, each with charge of +1/2, located
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at vertices of the tetrahedron. The results from this theoretical study [85] were later
supported by simulations [34] and experiments [32, 33]. Both experiments [33] and
simulations [34] show that the tetrahedral structure usually forms in a thin and
uniform nematic shell. In a non-uniform nematic shell, locations of the four +1/2
defects no longer coincide with the vertices of tetrahedron [32, 34] and this structure
is called tennis ball structure [95]. In a droplet or thick nematic shell, a structure
with two +1 defects usually forms [32, 34]. Recent theoretical studies of rigid linear
particles densely packed on a spherical surface [126] also show the presence of these
three spatial configurations. For a self-avoiding semi-flexible polymer chain densely
confined on a sphere, Zhang and Chen reported formation of a tennis ball structure
when using MC simulations [95]. Other MC simulations by Angelescu et al. have
found that the tennis ball structure was observed in a polyelectrolyte semi-flexible
chain with excluded volume interaction, confined on a spherical surface at low den-
sity [127].
For a semi-flexible chain confined inside a cavity, Spakowiz and Wang observed
imperfect spool-like structures when using MD simulations on a DNA chain re-
leased into a capsid with twisting [24]. The same structure was also observed in
the study of Oskolkov et al., who employed the density functional theory to model
a semi-flexible chain confined in the inner surface of a spherical cavity [26]. These
configurations were confirmed in experimental studies of bacteriophage T7 DNA
packing by cryo-electron microscopy [23]. As reported by Fathizadeh et al., this
structure was found in particle dynamics simulations only when the DNA was in-
jected into a sphere (without twisting) [25]. However, the tennis ball structure was
observed instead, when the DNA was compressed into a sphere [25]. Recent MD
simulations of multiple stiff chains, each having 32 monomers and lp/a = 32, con-
fined in a sphere showed that the tennis ball structure was obviously observed only
when system density ρ > 0.4 [35].
The studies above did not attempt to identify a tennis ball structure with a ten-
nis ball order parameter [25, 35]. Instead, the tennis ball structure was visualized
[25, 35] and defect locations were identified as the areas where the nematic order
parameter was low [25]. In crystallization problems [36–38], the presence of tetra-
hedral phase was successfully identified using a tetrahedral order parameter (q3)
developed by Steinhart et al. [75]. Among a series of ql values, in a structure with
tetrahedral symmetry, q3 was the only strong and non-zero component but q3 was
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near zero when used with non-tetrahedral structures [36–38]. Due to the similarity
between tetrahedral and tennis ball configurations which both have 4 defects, q3
should be applicable to the tennis ball structure as well.
In the current study, we perform MC simulations to investigate spatial arrange-
ment of a semi-flexible chain of varying bending rigidities, confined inside a sphere of
various sizes. As described in Chapter 1, the traditional MC simulations suffer from
insufficient sampling when used on systems at low temperatures and with rugged
energy landscape [40, 41]. To remedy the problem, we applied the expanded density-
of-states (EXEDOS), which has the acceptance probability inversely proportional
to the density of configuration states, making a state with lower number of visits
more likely to be visited and ensuring more efficient sampling of coordinate space.
The EXEDOS algorithm is described in detail in Chapter 2.
In this chapter, we look at the conformations of a semi-flexible polymer inside
a spherical cavity by applying the EXEDOS algorithm to a simple polymer model.
Nematic order parameter (Q) is used to investigate isotropic-nematic (I-N) transi-
tion, while, helicoildal (P2), and tetrahedral order parameters (q3) are used to test
the confined polymer for the presence of helicoildal and tetrahedral conformations,
respectively.
The rest of this chapter addresses the model and simulation methodology, fol-
lowed by discussion of simulation results and summary of findings.
4.2 Simulation description
4.2.1 Determination of density-of-states
Simulations here follow the approach described in Chapter 2. Only specific de-
tails related to this chapter are described here. Five pearl-necklace chains with 300
identical monomers were randomly generated (N + 1 = 300). Each monomer was
separated from adjacent monomers by a distance a, and was described with a hard
sphere potential having diameter of 0.8 (d/a = 0.8). Bending rigidity was intro-
duced to the chains through the bending constant (kb), and bending energy was
calculated using Eq. 2.21 given in Chapter 2. In elasticity theory, the persistence
length (lp) is related to bending constant (kb) as kb/kBT = lp/a [35, 56, 58, 59]. The
five generated chains were assigned persistence lengths lp/a of 8, 12, 16, 24, and 32.
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A range of confining radii (rc) was then selected for each chain. Since we are
interested in the investigation of a confined chain at high packing density (ρ > 0.15,
where ρ = 3 ∗ (N + 1) ∗ d3/4pir3c ); the smallest confining radius should be much
smaller than a polymer length. The biggest radius was selected at rc/a = 13, corre-
sponding to ρ = ρmin = 0.017, so that the confining range was not too wide and the
simulation would converge in a reasonable time. For the chains with lp/a = 8, 12
and 16, the confining radius (rc/a) varied from 5.6 to 13. For stiffer chains with
lp/a = 24 and 32, spherical radii rc/a varied from 6 to 13 and 6.6 to 13, respec-
tively. This range was then divided into a number of bins, each bin having width
dr/a = 0.2. It is worth noting that if the bin width is made larger, the systems tend
to get stuck in the same bin and convergence is slow. On the other hand, if the bin
width is too narrow, significant computational time is required to obtain reasonable
data. Each polymer chain was confined by placing its center of mass at the center
of the confining sphere as depicted in Fig. 2.3 a). The simulations then followed
the method described in Chapter 2. The convergence was considered satisfied when
the modification factor was ln c = 10−8, and the flatness constant was 0.85.
4.2.2 Production runs
After achieving convergence of the simulations described above, free energy dif-
ference (∆F ) of the each chain was determined using Eq. 2.25. Here, ∆F =
F (rc/a)− F (rc/a = 13).
In production runs, the estimated density of states for each system was used
as a weighting factor for all measurements. The total bending energy (Eb) was
calculated using Eq. 2.21. Radial number density (n) of a chain was also investi-
gated. To find n, the confining radius was first divided into a number of concentric
shells, of width dr/a = 0.125. A number of monomers was counted in each shell,
occupying the radius between r/a and (r + dr)/a, divided by the shell volume
V = 4pi ·((r+dr)3−r3))/3a3, and normalized to give ∫ n(r/a)∗4pi(r/a)2(dr/a) = 1.
In order to investigate isotropic-nematic (I-N) transition of a system, nematic order
parameter (Q) was defined as the largest eigenvalue of the tensor T (expressed in
Eq. 2.26), constructed from all surface bonds of each chain. The surface bonds were
defined as the bonds laying between the confining surface and the shell holding the
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largest number of monomers. I-N transition density (ρ) was determined by find-
ing the mean square fluctuation of Q from Eq. 2.27. Error bars in all plots were
calculated from standard error of the mean value using Eq. 2.28. To test whether
the structures formed helicoildal or tetrahedral arrangements, helicoildal (P2) and
tetrahedral (q3) order parameters were calculated for surface bonds using Eq. 2.29,
and Eq. 2.30, respectively. It is worth noting that measurements in the production
runs were made once every 2500 MC steps, and averaged over 8000 conformations,
while 1 MC step is defined by N + 1 = 300 trial moves [40].
4.3 Results and discussion
4.3.1 Energy calculations
The confinement free energy difference of a polymer chain (∆F ) calculated in this
study represents the work required to compress the confined chain from rc/a = 13
to rc/a. Fig. 4.1 shows free energy change (∆F ) as a function of a confining
radius (rc/a). The confinement free energy of all polymer chains increases with
the decreasing confining radius. The rate of change of the free energy gradually
increases for all chains as the volume of confining sphere decreases, as shown in Fig.
4.1. The stiffer chains have larger sizes, and lose more accessible conformations,
when confined inside a sphere of the same size. Therefore, the rate of change of
their free energy is higher, compared to that of more flexible chains.
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Figure 4.1: Free energy change (∆F = F (rc/a) − F (rc/a = 13)) as a function of a
confining radius (rc/a). Legends denote persistence length (lp/a).
In the production runs, bending energy (Eb) was calculated and plotted as a
function of polymer density (ρ), as shown in Fig. 4.2. At densities ρ ≤ 0.1, the
capsid ’s environment is not significantly crowded, and the confined chains tend
to occupy less ordered state with higher entropy, leading to a steady increase in
bending energy, similar to that observed in the simulations of DNA confined inside
a sphere at low density (ρ < 0.2) [21, 129, 130].
At ρ > 0.1, the confined chains quickly lose their accessible conformations. They
minimize their free energy change by wrapping around the confining surface, which
leads to a decline of the growth rate of ∆Eb, as shown in Fig. 4.2. The decrease in
the rate of bending energy growth at relatively high densities was also observed in
the simulations of densely packed DNA inside a cavity (ρ > 0.3) [24, 131].
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Figure 4.2: Bending energy change (∆Eb = Eb(ρ)− E(ρ = 0.017)) as a function of
polymer packing density (ρ). Legends display persistence length (lp/a).
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4.3.2 Conformational analysis
4.3.2.1 Radial number density (n)
To investigate the effects of confinement on monomer packing, we look at the num-
ber density of chain monomers (n) as a function of distance from the center of a
confining sphere (r/a).
Fig. 4.3 shows the reduced number density of monomers (n(r/a)∗a3) for various
densities (ρ). At low polymer density (ρ=0.017, rc/a = 13), most monomers stay
away from the confining surface (Fig.4.3 a)), to maximize their entropy. We can see
in Fig. 4.3 a) that in stiffer chains the density peaks closer to the confining surface
to minimize their bending energy cost. For the chain with small bending rigidity
(lp/a = 8), most monomers are located near center of the confining sphere, similar
to what was observed in simulations of a flexible chain, confined inside a sphere of
size bigger than its unconfined size (rc > rG) [93, 120]. This indicates that the chain
of this stiffness (lp/a = 8, rc/a = 13) is not strongly affected by the presence of the
confining surface and behaves similar to an unconfined chain, forming disordered
configuration at this density, as seen in the inset of Fig. 4.3 a). This observation is
supported by findings of several authors, who have shown that confined semi-flexible
chains start wrapping a confining surface at lp ∼ rc and at rc >> lp they form a
disordered structure [28, 29].
As polymer density increases up to ρ = 0.083, rc/a = 7.6, the environment inside
the cavity becomes significantly crowded and entropic penalty due to monomer-
monomer interactions increases in all the confined chains. This results in a large
force driving each confined chain to position closer to the periphery, where it wraps
around the sphere (inset of Fig. 4.3 b)) to minimize its bending energy cost. There-
fore, the number density peak shifts towards the surface, as seen in Fig. 4.3 b).
As the degree of confinement increases up to ρ = 0.127, rc/a = 6.6, the maxi-
mum of the number density for all chains shifts even further (Fig. 4.3 c)). At this
density, the molecule forms thin ordered polymer layer, close to the confining surface
(i.e. inset of Fig.4.3 c)), similar to that observed in simulations [96, 118, 132] and
experimental [23, 133] studies of bacteriophage DNA at relatively high density.
73
Figure 4.3: Radial number density of confined chains (n(r/a) ∗ a3) as a function of
distance from center of a sphere (r/a) at a) ρ = 0.017, rc/a = 13, b) ρ = 0.083,
rc/a = 7.6, and c) ρ = 0.127, rc/a = 6.6. Legends represent persistence length
(lp/a). The inset pictures are conformations of the chain with lp/a = 8 confined
inside a sphere of rc/a = 13 a), rc/a = 7.6 b) and rc/a = 6.6 c).
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4.3.2.2 Order parameters
To examine how the density of confined polymer affects the transition from disor-
dered to ordered states (I-N), nematic order parameter (Q) was calculated using
surface bonds lying in the shells between the confining surface and the shell, where
the number of monomers was the highest. To obtain good statistics, the value of Q
was averaged over 8000 polymer conformations. 〈Q〉 can have value from -0.5 to 1.
〈Q〉 = 1 indicates a perfectly ordered state, which never happens in practice due to
strong frustration caused by spherical confinement. 〈Q〉 = 0 denotes isotropic state,
which only happens in an infinitely large system and 〈Q〉 = −0.5 implies a state
with long-axis of a polymer lying perpendicular to its director (nˆ). The director
nˆ is a unit vector in the direction of an eigenvector, corresponding to the largest
eigenvalue of the tensor T, constructed from all surface bonds, in Eq. 2.26. We
chose 〈Q〉 < 0 as a nematic parameter, since its |〈Q〉| is the highest among other
eigenvalues of the tensor T (see Chapter 2 for details).
Fig. 4.4 shows the absolute value of nematic order parameter (|〈Q〉|) and its
mean square fluctuation (Σ2Q), for all chains, as a function of polymer packing den-
sity (ρ). At the same density, the nematic order parameter tends to be larger for
chains with larger persistence length. This happens because stiffer chains are af-
fected by a larger entropic penalty due to their larger size, forcing them to reorient
and wrap around the interior of the confining surface (Fig. 4.2). As a result, stiff
chains become more ordered.
As the polymer density increases, confined chains are driven by an increasing of
entropic penalty, and wrap tighter around the confining surface, forming an ordered
layer with larger values of |〈Q〉|, compared to those found at lower densities.
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Figure 4.4: a) Absolute value of the nematic order parameter (|〈Q〉|) and b) mean
square fluctuation of Q (Σ2Q). Legends display persistence length (lp/a). Lines are
drown to guide the eye.
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Fig. 4.4 a) shows that the |〈Q〉| increases continuously, forming S-shaped curve,
as a degree of confinement increases. The S-shaped change of the order parameter
can be interpreted as a transition from disordered to ordered state [26, 71] and the
point of steepest change can be considered to be phase transition density. This
point shifts to higher polymer densities as lp/a decreases, which means that less stiff
chains need to be compressed into a smaller sphere to form a structure with the
same degree of order, as observed in stiff chains. Shift of the I-N transition density
to higher values as the chain stiffness decreases was also observed in simulations of
semi-flexible chains confined in a slit [134] and rod-like molecules confined in a cubic
cell [135].
Theoretically, the transition between phases is only defined in thermodynamic
limit i.e. a system with infinite number of particles and volume, but finite density,
and only in equilibrium [70]. Such a system exists only in theory but it can be a good
approximation for the bulk system if the system’s surface to volume ratio is negligibly
small. We use this approximation when describing phase transition. The transition
from disordered to ordered state (I-N) is usually accompanied by a spike in the mean
square fluctuation (Σ2) of the nematic order parameter (Q), which can be seen in
Fig.4.4 b). The values Σ2Q of all semi-flexible chains slightly increase at low polymer
densities, and spike as the system transitions into ordered state. The location of Σ2Q
corresponds to the transition density of a semi-flexible chain. In theoretical study,
the I-N transition of φ29 DNA of length 7 µm, lp = 50 nm, d = 2.5 nm was also
predicted to happen at low volume density (rc = 100 nm, ρ = 0.01) or as soon as
the DNA phage are injected inside a sphere for only few percents of its length [27].
However, results from MD simulations of multiple semi-flexible chains, each having
32 monomers and lp/a = 32 predicted that I-N transition happens at a high density
ρ ≈ 0.27 [35]. It is worth noting that 〈Q〉 in our study was calculated using all
surface bonds located between the confining sphere and the shell holding the largest
number of monomers. Thus, there was a significant number of internal bonds with
uncorrelated directions involved in the calculations, making 〈Q〉 relatively small.
In some other studies [136, 137], 〈Q〉 was averaged over Qlocal, calculated using
only a bond and its nearest neighbors located within the distance of a bond length,
compared to the selected bond, giving higher 〈Q〉 at I-N transition (〈Q〉 ∼ 0.49).
To determine the type of ordered structure formed by the confined chain, we
calculated P2 and q3 order parameters. Parameter P2 identifies the presence of
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helicoildal structure. It is calculated in the same manner as Q, using the second
rank Legendre polynomial, with an angle between a bond vector (~ui) and eˆφ used in
the calculation of P2 (instead of the angle between the surface bond ~ui and director
nˆ, used in the calculation of Q). Thus, P2 probes how well the surface bonds align
along the latitude of the confining sphere, while Q probes the alignment of the
surface bonds relative to their average director nˆ.
Fig.4.5 shows average value of P2 order parameter (〈P2〉) for confined chains of
Figure 4.5: Helicoildal order parameter (〈P2〉). Legends represent persistence length
(lp/a).
various persistence length. The values of 〈P2〉 increase gradually with ρ, with highest
rate of change happening at density of phase transition from disordered to ordered
state. The values of 〈P2〉 computed for the chains with lower persistence length
rise later than those calculated for the chains with higher persistence length, in
agreement with the later transition of these chains into ordered state. Although we
observed the increase in the values of 〈P2〉, as the polymers transitioned into ordered
state, they remained far from unity even for the chain with the largest persistence
length. This indicates the structures observed in the current study are not even
close to a perfectly helicoildal structure. This finding is similar to that observed
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Figure 4.6: Average value of the tetrahedral order parameter (〈q3〉). Legends display
persistence length (lp/a).
when rod like molecules were confined inside a sphere in the work of Trukhina et al.
[71].
The tetrahedral order parameter (q3) was also calculated, and its average value is
shown in Fig. 4.6. The values of 〈q3〉 increase in the same manner as the 〈P2〉 values;
however, the values of 〈q3〉 are noticeably lower than 〈P2〉. At low polymer density,
the 〈q3〉 values for the chains with lp/a = 8 and lp/a = 12 fluctuate; therefore, it
is possible that the surface bonds temporarily approach the tetrahedral structure
while the chains are compressed into a cavity with radius of approximately lp. The
presence of a tennis ball texture at low polymer concentration was also reported by
Angelescu et al. [127], when a polyelectrolyte chain with lp/a = 45 was confined
on a spherical surface with confining radius of approximately lp/a. In Fig. 4.6, the
values of 〈q3〉 calculated for the chains with larger persistence length rise earlier,
compared to those calculated for less rigid chains, with an increase in polymer
density. This indicates that tetrahedral structures become more pronounced, when
chain persistence length increases.
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4.3.2.3 Defects in nematic liquid crystals
In this section, we will investigate surface distribution of defects in a chain confined
to the density above I-N transition. To identify the defect locations, local nematic
order parameter (Qlocal) was calculated for all surface bonds. Calculation of each
Qlocal value involved a selected bond and its neighboring bonds located within the
distance r/a = 1.2 from the selected bond. Location of Qlocal was then defined with
respect to polar angles (θ, φ), and averaged over 8000 conformations. Here the angle
θ is the angle between a selected bond and eˆz, φ is the angle between projection
of midpoint of the selected bond and eˆx. Vector eˆz is defined as a unit vector in
the direction, corresponding to the largest eigenvalue of the T tensor, constructed
from all bonds in a considered chain. eˆx and eˆy are unit vectors in the directions
the eigenvalues are second largest and smallest, respectively.
At density ρ ≈ 0.2, and lp/a ranging from 8 to 16, the chains form structures
with four regions of low Qlocal (Qlocal < 0.375 for the chain with lp/a = 12− 16 and
Qlocal < 0.25 for the chain with lp/a = 8). These regions appear in places where the
strands that aligned in vertical and horizontal directions intersect with each other,
as shown in Fig. 4.7 b), c), and f). The surface arrangement of polymer in this case
is similar to the field observed around a charge of +1/2 on a spherical surface in
Fig. 1.6 b), and that observed earlier in MC simulations of a thin uniform nematic
shell with planar anchoring [34, 138], as well as that found in MD simulations of a
system of multiple semi-flexible chains, each having 32 monomers and lp/a = 32,
confined inside a sphere at ρ = 0.7 [35]. Surface distribution of Qlocal plotted in
polar coordinates is shown in Fig. 4.7 a), c), and e) for the chains with lp/a = 16,
12, and 8, respectively. Spots with low Qlocal values (black and red colors) nearly
merge at θ ∼ 1.57 (pi/2) radians for the chain with lp/a = 12 (Fig. 4.7 c)), and
distribute randomly in the chain with lp/a = 8 (Fig. 4.7 e)). For the stiffer chain
with lp/a = 16, defect locations (low Qlocal) are better localized, compared to the
other two chains (Fig. 4.7 a)). Defects in this chain (lp/a = 16) appear at θ ≥ 1.5
and θ ≤ 1 radians and defect in each pair is separated by the angle of φ ≈ 3 radians.
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Figure 4.7: Distribution of Qlocal on a spherical surface and snapshots of the chains
with lp/a = 16 (a) and b)), lp/a = 12 (c) and d)), and lp/a = 8 (e) and f)), confined
at density ρ ≈ 0.2.
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For the chains with lp/a = 24 and 32, confined in a sphere at density ρ ≈ 0.127,
we also observe areas with low value of Qlocal at intersections of horizontal and
vertical strands, and the chains locally form structures with four +1/2 defects. At
this density, the chains still have available volume to move around, and most defect
locations are not well defined, appearing in the range of 1 < θ < 3 radians, as seen
in Fig. 4.8.
Figure 4.8: Distribution of Qlocal on a spherical surface (a)) and snapshots (b)) for
the chains with lp/a = 24, confined at density ρ ≈ 0.127.
Although, we observe the structure with four +1/2 defects in all considered
polymer conformations at densities higher than their I-N transition density. The
defects are better localized in stiffer chains with sufficiently high density such as in
a chain with lp/a = 16 at ρ ≈ 0.2 in Fig. 4.7 a). The defect arrangement we see is far
from the ideal tennis ball structure, which should satisfy the following symmetries:
%(θ, φ;ϕ) = %(θ, 2pi−φ; pi−ϕ) = %(θ, φ; pi+ϕ) = %(θ, pi+φ;ϕ) = %(pi−θ, φ+pi/2;−ϕ),
(4.1)
where %(θ, φ;ϕ) is the positional and orientational distribution function of a struc-
ture, θ and φ are polar and azimuthal angles, and ϕ is the angle between a bond
and latitude. Fig. 4.9 shows 3 - and 2- dimensional plots of an ideal tennis ball
structure. In the 3-dimensional plot of the tennis ball structure type B (Fig. 4.9
(a)), at angle φ = 0, pi/2 and pi radians, the segments align along the meridians
(ϕ = 0), while in the region φ = (0, pi/2) radians the segments have azimuthal angle
higher than zero, as seen in Fig. 4.9. In equatorial plane θ ∼ pi/2 radians, the
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Figure 4.9: 3-dimensional plot of an ideal tennis ball type B (a). 2-dimensional plot
of segment arrangement of an ideal tennis ball type A (b) and type B (c).
segments form most anisotropic structure. Tennis ball structure type A satisfies the
same symmetries (Eq. 4.1); but most segments in type A structure arrange along
the meridians of a sphere. In 2-dimensional plot of the tennis ball A (Fig. 4.9 (b))
and B (Fig. 4.9 (c)), each defect is separated by the angle of φ = pi/2 radians from
the defects, but each defect pair in the type A move closer to poles, compared to
that in type B structure.
Defect locations in our 2-dimensional plot for the chain with lp/a = 16 at ρ ≈ 0.2
in Fig. 4.8 (a) are similar to those in the tennis ball A in Fig. 4.9 (a), but in our
study we see them separated by the angle φ > pi/2 radians. Also, most monomers
in a chain are neither parallel nor perpendicular to equatorial plane. In the chain
with lp/a = 24 at ρ ≈ 0.127 (having Qlocal values less than 0.375) the bonds form
a strip between 1 < θ < 3 radians, similar to that observed in ideal tennis ball B
(Fig. 4.9 (c)), but the defect locations are not well localized. Thus, our observed
structure (Fig. 4.8 (b)) is far from the ideal tennis ball B, shown in Fig. 4.9 (a).
As reported in recent MD simulations of multiple semi-flexible chains, each having
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32 monomers and lp/a = 32, the tennis ball structure was obviously observed only
at ρ ≥ 0.4 [35].
4.4 Conclusions
We applied the EXEDOS algorithm to investigate isotropic-nematic (I-N) transi-
tion and spatial conformations of a semi-flexible chain with persistence length (lp/a)
ranging from 8 to 32, confined inside a cavity of various radii. Tetrahedral order
parameter (q3) was used to identify structures with four +1/2 defects and helicoildal
order parameter (P2) was used to test the presence of helicoildal configuration.
The confinement free energy increases with an increase in degree of confinement.
Bending energy increases linearly at low monomer densities, as the confined chains
tend to be in a rather disordered state with high entropy. At higher densities, bend-
ing energy grows slower as the confined chain wraps around a confining boundary
to minimize bending energy cost.
I-N transition was observed for all the confined chains. In chains with higher
persistence length, the transition occurs at lower densities, compared to less rigid
chains. As polymer density increases, the values of both 〈P2〉 and 〈q3〉 increase
monotonously, forming S-shaped curve characteristic to I-N transition. However,
〈P2〉 and 〈q3〉 remain far from the values of 1 and 0.745 [38], expected for a perfect
helicoildal and tetrahedral structure, respectively.
Local nematic (Qlocal) order parameter was calculated for each chain configura-
tion. It was found that above the density of I-N transition, the layer of polymer
adjacent to the confining sphere forms a structure with four +1/2 surface defects,
and each defect is located at intersection between horizontal and vertical monomer
strands. At high density (ρ ≈ 0.2), the defect locations are better localized in a
stiffer chain (lp/a = 16), which exhibits two defects close to the poles. In less stiff
chain (lp/a = 12), defect locations move closer to equator, while in the more flexible
chain (lp/a = 8) the defects distribute randomly. For the chains with lp/a = 24−32
at intermediate density (ρ ≈ 0.127), most defects appear between 1 < θ < 3 radians.
It is worth noting that structures with four +1/2 defects that we observed, are far
from both ideal tennis ball and tetrahedral structure.
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Chapter 5
Effects of chain flexibility on
molecular arrangement of a
spherically confined semi-flexible
chain
5.1 Introduction
Molecular flexibility plays a crucial role in various biological processes, such as gene
replication and expression, DNA-protein recognition, and gene regulation, which re-
quire structural, functional and biochemical specificity between coupling molecules.
Flexibility of biomolecules can be affected by several factors such as temperature,
salt concentration, and steric hindrance. The latter effect restricts molecular move-
ment and is believed to play a role in formation of ordered structures in sufficiently
dense systems.
One of the key parameters that determines steric interaction between particles
in a system is a ratio of diameter (d) to a bond length (a) of particles. Depending
on the value of this ratio, molecules can form different spatial arrangements. For
example, MC simulations have shown that a system of dumbbell shaped particles
with d/a > 2.5 forms a face-centered cubic structure at a density of around 0.57,
while particles with d/a < 2.5 form a fluid phase at the same density [139].
When particles are confined to a curved surface, the interplay between surface
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curvature and particle-particle interaction leads to a structure different from that
formed by particles confined on a flat surface. For example, hexagonal lattice was
observed when spherical particles were packed on a flat surface, while the structure
with a minimum of 12 point defects was found, when these particles were confined
on a spherical substrate [140]. The d/a ratio further affects the particle distribution
on the curved surface. Rods of length a, and diameter d confined on a spherical
surface have been found to form a global baseball-like structure at d/a > 0.5, but
stayed disordered at smaller d/a when confined on the same sphere [141].
For a semi-flexible polymer, local stiffness or persistence length (lp) is believed
to be the main factor determining the chain ordering. A well known example of
the effect that the lp has on the chain structure is formation of double stranded
(ds) RNA, and ds DNA. The ds RNA typically have lp ∼ 60 ± 10 nm [142, 143],
approximately 20−30% larger than that of the ds DNA, forms right-handed duplex
in ‘A-form’ with shorter distance between base-pairs [144], while ds DNA forms
duplex in ‘B form’ [145]. MC simulations of a semi-flexible chain show that altering
the d/a ratio changes correlation in its bond-orientation, consequently lp is affected.
With d/a = 0 or without excluded volume, the bond-orientation correlation of the
chain falls off exponentially, but that of the chain with excluded volume decays
algebraically [146, 147].
In the current chapter, we investigate the effects that d/a ratio has on the molecu-
lar organization of a semi-flexible chain, confined inside a sphere, using the EXEDOS
algorithm. In simulations for this chapter, we varied the d/a ratio of a pearl-necklace
chain of 300 monomers with stiffness lp/a = 16 between d/a = 1 to d/a = 0. In ad-
dition, a fused-sphere chain was modeled by adding overlap monomers at the middle
point of each bond in a pearl-necklace chain of diameter d/a = 1 (see Fig. 5.1 d)).
The ratio d/a in the fused-sphere chain was equal to 2.0, and number of monomers
was 599. Allowing overlap between monomers adds flexibility to the chain, since the
chain can now bend and twist more, compared to the pearl-necklace chain of the
same diameter, where overlap is forbidden. The bending stiffness of lp/a = 16 was
used to test if excluded volume interaction will affect the distribution of monomers
and formation of an ordered structure.
The methodology applied in the study and major findings will be described in
the following sections.
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Figure 5.1: Illustration of pearl-necklace chains ((a)-(d)) and a fused-sphere chain
((e)) with various monomer diameters.
5.2 Simulation procedure
Four pearl-necklace chains were composed of 300 monomers with diameter d/a of
0, 0.5, 0.8 and 1, and one fused-hard sphere chain was made of 599 monomers of
diameter d/a = 2, where a is a bond length, as shown in Fig. 5.1. The Metropolis
MC simulations of 108 MC steps were conducted on all chains while keeping bending
rigidity in Eq. 2.21 constant for all chains with lp/a = 16. The radius of a confining
sphere varied from rc/a = 4.8 to rc/a = 9 for the ideal chain (d/a = 0), and from
rc/a = 5.6 to rc/a = 9 for self-avoiding chains of d/a = 0.5, and d/a = 0.8. For the
pearl-necklace chain with d/a = 1 and the fused-sphere chain with d/a = 2, radius
of a confining sphere varied from rc/a = 6 to rc/a = 9 and rc/a = 6.6 to rc/a = 9,
respectively. Each spherical volume was divided into a number of shells, each shell
having thickness dr/a =0.2. The chains were initially confined inside a sphere by
placing their center of mass at the center of the sphere. In order to change a chain
configuration, a randomly selected monomer was rotated about the bond connecting
its adjacent neighbors. The chain was then tested for monomer-monomer overlap us-
ing the listed cell method [39]. No overlap was allowed for the pearl-necklace chains
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with excluded volume. For the self-avoiding fused-sphere chain, overlap of consec-
utive monomers was allowed (but was not allowed for non-consecutive monomers),
giving it more bending freedom, compared to the self-avoiding pearl-necklace chains.
After checking for excluded volume interaction, acceptance criterion of the EXEDOS
method was applied. Simulations then followed the procedure described in Chapter
2. The convergence was considered acceptable when modification factor (ln(c)) was
10−6, and flatness constant was 0.65. The density of states obtained for each chain
in this manner was then used as an acceptance probability in production runs.
Radial distribution of monomers (p), nematic order parameter (Q), helicoildal
order parameter (P2) and tetrahedral order parameter (q3) were calculated from
8000 equilibrium configurations of each chain located in the shell. To calculate the
radial distribution of monomers in each chain, the number of monomers was counted
in each shell, and divided by the total number of monomers in a sphere, and then
normalized to give
∫
p(r/a)dr/a = 1. In order to calculate all order parameters
(except the Qlocal), we used the surface bonds, which are the bonds located between
the confining surface and the shell having the highest number of monomers. The
local nematic order parameter (Qlocal) and Q were calculated using the same equa-
tion (Eq. 2.26), but here we used surface bonds plus their nearest neighbors located
within a distance of r/a = 1.2 from any considered bond.
Each considered chain had different d/a ratio; thus, when confined inside a sphere
of the same size, they occupied different volumes. Volume fraction η is calculated
as: η = ρvn, where ρ = 1.0/V is density of the chain, V = 4pir
3
c/3 is volume of the
system, rc is radius of a confining sphere and vn is volume of the chain. For a fused-
sphere chain, vn was calculated as [148] : pid
3(1+(N/2)∗ (3(a/d)− (a/d)3)/6, where
a is the bond length, d is monomer diameter and N is the number of bonds. For
self-avoiding pearl-necklace chains, vn was calculated as: (N + 1) ∗pid3/6. Table 5.1
shows volume fractions for the chains with different d/a ratios, confined in spheres
of various diameters.
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rc/a η (d/a = 0.8) η (d/a = 1.0) η (d/a = 2.0)
6.60 0.07 0.13 0.18
7.00 0.06 0.11 0.15
7.40 0.05 0.09 0.13
7.80 0.04 0.08 0.11
8.00 0.03 0.07 0.10
Table 5.1: Volume fraction (η) of the pearl-necklace chains with d/a = 1 and d/a =
0.8, made of 300 monomers, and a fused-sphere chain with d/a = 2 made of 599
monomers. All chains are confined inside a sphere of various radii (rc/a).
5.3 Results and discussion
5.3.1 Radial positioning of chains
In this section, we investigate how chain flexibility due to steric hindrance affects
spatial distribution of monomers inside a confining sphere. When confined inside
a large sphere (rc/a = 8.0), chains with smaller d/a are affected by weaker force
due to smaller monomer-monomer overlap, compared to the chains with bigger d/a.
Therefore, we observe that chains with smaller d/a position themselves further away
from the surface, compared to the pearl-necklace chains with larger d/a (Fig. 5.2
a)). Similar behavior was also observed in simulations of a polymer confined at low
system concentration: the chain of smaller diameter stayed further away from the
surface, compared to the chain with bigger diameter, at the same degree of poly-
merization [96].
As the confining radius decreases to rc/a = 6.6, all chains are affected by force
due to monomer-monomer overlap, and the monomer radial distribution peaks closer
to the surface, as shown in Fig. 5.2 b). As expected, probability that monomers
will be in a shell of given radius, for the chains of larger d/a peaks closer to the
surface, since their size is bigger. Monomers push each other away from the center
of confining sphere, and position closer to the surface. Since, overall density is not
large, and the force resulting from the interaction between monomers and surface
is weaker than force due to monomer-monomer interaction. Thus, we observe the
monomer radial distribution of bigger chains peaks closer to the surface.
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Figure 5.2: Probability distribution p(r/a) for chains of different diameters, confined
inside a sphere of a) rc/a = 8.0 and b) rc/a = 6.6, as a function of the distance from
a confining surface.
5.3.2 Order parameters
5.3.2.1 Nematic order parameter (Q)
To investigate the effects of steric hindrance on spatial organization of a confined
chain, the nematic order parameter (Q) was calculated as a function of a confining
radius (rc/a), as shown in Fig. 5.3. Q is the largest eigenvalue of the tensor T
defined in Chapter 2 and constructed from surface bonds of a confined polymer.
〈Q〉 is an average value of the nematic order parameter and the larger |〈Q〉| value
implies that the structure is more ordered. In Fig. 5.3 a), we can see that the
ideal chain and the chain with d/a = 0.5 are highly disordered, with a small value
of order parameter 〈Q〉. It remains nearly constant regardless of the diameter of a
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confining sphere and approximately the same as 〈Q〉 obtained for disordered chain
(large rc/a). For the chains with d/a > 0.8, the order parameter 〈Q〉 follows an S-
shaped curve, showing the transition of structure from disordered to ordered state,
similar to that observed in other numerical studies of a semi-flexible chain and
rods confined inside a sphere [26, 130]. The chain with a larger d/a forms a more
ordered structure, compared to those with smaller d/a. This observation is in a
good agreement with a study of dumbbell shaped particles confined inside a cubic
cell, where a system of bigger dumbbells formed more ordered structure [139]. In
our model, as a confining radius decreases just below rc/a = 8.0, the fused-sphere
chain becomes highly ordered. At this concentration, its 〈Q〉 value increases sharply
before leveling off at rc/a < 7.4, and the monomers form thin ordered layer close
to the surface, similar to that observed in theoretical studies of a long semi-flexible
chain confined inside a sphere of size much smaller than persistence length [118].
Similar transition from disordered to ordered state was observed in a self-consistent
mean field study of a semi-flexible fused-sphere chain (20 monomers, lp/a = 50,
and d/a = 1), when the monomer concentration increased from η = 0.14 to 0.18
[149]. The 〈Q〉 value of the fused-sphere chain is significantly larger than that of
other chains, confined inside spheres of sizes smaller than rc/a = 7.4 because the
fused-sphere chain system has better ability to bend and wrap around the confining
surface.
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Figure 5.3: a) Average value of nematic order parameter (〈Q〉) for chains (lp/a = 16)
with different d/a. b) Mean square fluctuation of Q (Σ2Q). Degree of polymerization
of the pearl-necklace chains is 300, and that of the fused-sphere chain is 599; a is a
bond length and d is monomer diameter.
Together with S-shaped profile of 〈Q〉, isotropic-nematic (I-N) transition is re-
flected in a peak of mean square fluctuation of the Q values (Σ2Q). At transition
concentration, Σ2Q spikes as the system reorients itself to the more ordered state. Fig.
5.3 shows Σ2Q for all chains, as a function of a confining radius. For the fused-sphere
chain, the mean square fluctuation Σ2Q peaks at higher radius (rc/a = 7.8, η = 0.11),
than for the other chains, indicating earlier transition of this chain to ordered state.
Indeed, the chain with larger d/a is more concentrated, when confined inside the
same sphere, compared to the other two pearl-necklace chains. Transition from
disordered to ordered state at similar concentrations (η = 0.15) was also observed
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in theoretical study of a semi-flexible fused-sphere chain of 20 monomers, d/a > 1
and lp/a = 50 [149]. Chain flexibility and size of the pearl-necklace chains with
d/a = 0.8 and d/a = 1 do not considerably affect their I-N transition: the Σ2Q of
these two chains peaks at nearly the same concentration (at rc/a = 6.6, η=1.4 and
1.3 for the chain of d/a = 1 and d/a = 0.8, respectively.)
5.3.2.2 Helicoildal order parameter (P2)
To test confined chains for the presence of helicoidal arrangement, helicoidal order
parameter (P2) was calculated for all considered chains using Eq. 2.29. Fig. 5.4 a)
shows 〈P2〉 curves for four pearl-necklace chains and a fused-sphere chain. For chains
with d/a > 0.8, 〈P2〉 follows S-shaped curve, indicating the transition to helicoidal
ordered states, as rc/a decreases. As long as excluded volume is small (the ideal chain
and the chain with d/a = 0.5), 〈P2〉 remains small and constant at all confining radii,
implying that these two chains remain disordered at all considered concentrations.
The rate of change of 〈P2〉 in the fused-sphere chain is large, compared to that of
the pearl-necklace chains with d/a = 0.8 and d/a = 1. At larger confining radii,
〈P2〉 of the fused-sphere chain decreases faster. On the other hand, at smaller radii,
the fused-sphere chain better conforms the surface because of its high flexibility, and
larger size, making the surface layer more dense and more ordered.
The transition concentration from disordered to helicoidal state can also be seen
in the mean square fluctuation of P2 (Σ
2
P2
). Although, we observe a slight increase
in 〈P2〉 for the chain with d/a = 0.5, Σ2P2 does not present a peak, implying that
the chain remains disordered at all considered concentrations. For the chains with
d/a = 0.8 and 1.0, Σ2P2 peaks at approximately the same concentrations as Σ
2
Q.
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Figure 5.4: a) Average value of the helicoildal order parameter (〈P2〉) for chains
with various d/a and lp/a = 16, b) Mean square fluctuation of P2 (Σ
2
P2
).
5.3.2.3 Tetrahedral order parameters (q3)
In this section, we look for the presence of tetrahedral ordering in the chains of
various flexibilities, by calculating the tetrahedral order parameter (q3). The 〈q3〉 is
calculated using Eq. 2.30, averaged over 8000 configurations, and shown in Fig. 5.5.
The values of 〈q3〉 for an ideal chain and the chain with d/a = 0.5 remain constant
at all considered radii, since the structures remain disordered at all considered con-
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centrations. For the chains with d/a ≤ 0.8, 〈q3〉 curves are similar to those obtained
for 〈Q〉 and 〈P2〉. The mean square fluctuation of q3 (Σ2q3) for the pearl-necklace
chains of d/a = 0.8 and d/a = 1 peaks slightly earlier, compared to that of 〈Q〉
and 〈P2〉. This may imply that while forming an ordered arrangement, these two
chains first approach a tetrahedral configuration, but later reorder themselves into a
shape closer to helicoildal. Similar findings were also reported in theoretical studies
of a rods confined on a spherical surface [150]. For the fused-sphere chain, the Σ2q3
peaks at the same concentration (same rc/a) as 〈Q〉 shown in Fig. 5.3 and 〈P2〉 in
Fig. 5.4. This can be expected, since the fused-sphere chain has high flexibility, and
the ordered state here forms relatively fast, making it hard to distinguish the fine
interplay between tetrahedral and helicoildal configurations.
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Figure 5.5: a) Average value of the tetrahedral order parameter (〈q3〉) for chains with
various d/a, as labeled in the legends, and lp/a = 16. b) Mean square fluctuation of
q3 (Σ
2
q3
).
The value of tetrahedral order parameter is small but not zero for the chains of
d/a > 0.8; therefore, we further investigate defect locations on the confining sphere
of radius r/a = 6.6. The local nematic order parameter Qlocal was calculated for
all surface bonds, located between the confining surface and the shell where the
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Figure 5.6: Snapshots of a fused-sphere chain with d/a = 2 (a)) and the pearl-
necklace chain with d/a = 1 (b)), confined inside a sphere of rc/a = 6.6. Colors
present Qlocal values.
number of monomers was the highest. Bonds located within the distance r/a = 1.2
from any selected surface bond were used to calculate Qlocal. Using a threshold of
Qlocal 6 0.32, we see four defects forming where the strands of polymer sink under
the helically wound surface strands at the sharp angles, as seen in Fig. 5.6 a) and
b). Snapshots in the Fig. 5.6 show the fused-sphere chain with d/a = 2 a) and the
pearl-necklace chain with d/a = 1.0 b). Red dots in Fig. 5.6 a) and b) show the
locations of two +1/2 defects. Other two defects are located on the opposite side
of the sphere. We can see that the local bond vectors at each defect location form
a vector field similar to that shown in Fig. 1.6 b), which has topological charge of
+1/2. In the fused-sphere chain, the two defects located at the same pole nearly
merge to form a single point defect with a charge of +1. In the pearl-necklace
chain with d/a = 0.8 and d/a = 1, we do not observe any obvious difference in the
defect locations. The +1/2 defects in this case are also more separated, compared
to the fused-sphere chain. The proximity of +1/2 defects in the pairs, explains why
the helicoildal order parameter is much higher than tetrahedral order parameter,
especially in the fused-sphere chain. While, locally the surface monomers form
four +1/2 defects, on the larger scale, the structure is very close to a helicoildal
arrangement with two +1 defects positioned at the poles.
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5.4 Conclusions
In this chapter, we have applied the EXEDOS algorithm to the pearl-necklace and
the fused-sphere polymer chains with lp/a = 16 confined inside a sphere, to inves-
tigate the effects of steric hindrance (the ratio of diameter d to bond length a) on
chain spatial organization. The d/a ratio was varied from 0 (ideal) to 2. A pearl-
necklace chain of 300 monomers was used to model chains with and without overlap
monomers. For fused sphere chain, overlap monomers were added at the middle
point of each bond of a pear-necklace chain with d/a = 1. By allowing overlap, we
provide the chain with larger flexibility, compared to the pearl-necklace chain of the
same diameter.
Simulations show that the pearl-necklace chains with d/a 6 0.5 do not form
ordered state, at any levels of confinement. For the chains with larger d/a (0.8 and
1), however, we observe isotropic-nematic (I-N) transition. The fused-sphere chain,
having the highest concentration, compared to the pearl-necklace chains, transitions
into nematic state earlier (at larger confining radius). We also find that the chain
with d/a = 0.8 and 1 transition into nematic state, when confined inside a sphere
of about the same size.
Molecular arrangement of confined chains was studied, using helicoidal (P2) and
tetrahedral (q3) order parameters. Only chains with d/a > 0.8 transition from dis-
ordered to imperfect helicoidal arrangement. The defect studies confirm that the
structure forms four surface defects, each having a charge of +1/2. The defects form
at the intersection of the bond vectors, where the polymer strands sink under the
helically wound surface. For the fused-sphere chain, two +1/2 defects at each pole
nearly merge to form a single point defect with a charge of +1.
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Chapter 6
Conclusions and future work
The work presented above applies the expanded density-of-states (EXEDOS) method
to simulate coarse-grained flexible and semi-flexible polymers, confined inside a
sphere. The model can be related to DNA packed in a nucleus of eukaryotes [18] or in
cytoplasm of prokaryotes [23], and liquid crystalline polymer inside a droplet [15] to
name few examples. In the current study, we only considered a specific case, where
the sphere contains a single molecule. However, the model can also be expanded to
problems related to confinement of several molecules inside a sphere such as pro-
teins in a membrane-bound vesicles inside the cell where physiological environment
greatly affects protein geometry and function. In addition to biological systems, this
model can also be related to liquid crystals confined inside a micro/nano droplet
[11]. Defects in polymer alignment that appear on a surface of such droplets can
form a base for several technological and medical applications [11, 32].
Before applying the method to a more sophisticated model of a semi-flexible
chain, the EXEDOS method was tested on both ideal and self-avoiding flexible
chains of lengths 100 to 600 monomers, confined inside a sphere to test the applica-
bility of the algorithm to a coarse-grained polymer model. Self-avoiding chain was
modeled as a pearl-necklace chain of monomers with diameter d/a = 0.8 (where
a is a bond length), while in an ideal chain monomers were represented by points
without any volume. The density of configuration states and confinement free en-
ergy were calculated, and the power-law dependence of free energy on parameters
such as polymer concentration and confining radius was compared to that obtained
in other studies [91, 120]. For ideal-flexible chains, the power-law dependence of
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free energy on the confining radius is in a good agreement with earlier theoretical
predictions [61, 118]. In self-avoiding flexible chains, finite size effects cause devia-
tion of the power-law dependence from theoretical [120] as well as other simulation
studies [91, 92] performed for longer chains. The performance of EXEDOS algo-
rithm was limited when it was applied to self-avoiding chains of sizes larger than
600 monomers, as simulations became excessively long when performed on a sin-
gle CPU. The radial density distribution of confined chains was also investigated
and was found consistent with that obtained in other simulations [28, 120]. At low
concentrations, polymer chains avoid the confining surface, to minimize the loss of
accessible configurations. At higher concentrations, we observe oscillation in the
number density near the surface, which points to a formation of ordered polymer
layer adjacent to it. This effect was also observed in other studies, where self-
avoiding flexible polymer chains were confined inside spheres of sizes much smaller
than their unconfined size [93, 132]. We could not observe chain behavior at very
high concentration (η > 0.2) though, since the efficiency of the EXEDOS algorithm
decreases, when it is applied to very dense systems.
Simulation of a spherically confined semi-flexible chain is more complicated than
that of a flexible chain, since added stiffness adversely impacts the algorithm con-
vergence, limiting simulations to densities lower than ρ ≤ 0.25 and maximum chain
lengths to 300 monomers. Polymer chain was modeled as a pearl-necklace chain with
diameter d/a = 0.8 and persistence length lp/a ranging from 8 to 32. Even though,
chemical structure of the polymer was neglected in this model, it still presents im-
portant features of semi-flexible polymer. For example, this semi-flexible polymer
chain can be mapped to a double stranded (ds) DNA with diameter d ≈ 2 nanome-
ters (nm), and persistence length lp ≈ 50 nm or lp/a ≈ 25 [151], where a is a bond
length and a = d. One turn of the DNA strand is composed of approximately 10
base pairs (bp) with length of 3.4 nm [145]. In this case, semi-flexible chain of 300
monomers, each having size of 2 nm, will have a contour length of approximately
600 nm, corresponding to roughly 1765 bp. Persistence length of our simulated
chains falls in the range of 8 ≤ lp/a ≤ 32, which includes DNA persistence length
(lp/a ≈ 25). At the densities allowed by the EXEDOS algorithm (ρ ≤ 0.25), we
were able to observe changes in the free energy, bending energy, and order param-
eters, that were characteristic to isotropic-nematic (I-N) transition, similar to that
observed in other studies [24, 71, 130]. The free energy increases with a decrease in
100
confining radius since more work is required to pack a chain in a denser environment.
The bending energy grows linearly at low densities, but this growth slows down at
higher densities and tends to level off, as the polymer forms ordered layer conform-
ing to the surrounding surface to minimize the bending energy cost. In experiments,
it was also found that T7 DNA forms a thin DNA layer near a capsid’s surface [61].
These effects become even more pronounced as chain persistence length increases
i.e. more work is required to pack a stiffer chain inside a sphere of the same size,
and the stiffer chain forms tighter polymer layer near the surface, compared to a
more flexible chain.
The I-N transition was observed through the changes in nematic order parameter
(Q). The order parameter follows S-shaped curve, when plotted as a function of a
system density, and its transition from low to high value corresponds to a transition
from disordered to ordered state (I-N transition). The transition also presents itself
as a spike of mean square fluctuation of Q. The I-N transition of more flexible
chains occurs at higher densities, compared to stiffer chains. Due to the finite size
effects the transition densities of all chains were slightly lower than those observed
in other studies [130]. Helicoildal order parameter P2 was calculated to probe for the
presence of helicoildal arrangement in simulated chains. The values of P2 increase
with density and persistence length. We also probed for the presence of a tennis
ball configuration by calculating the tetrahedral order parameter (q3), at different
densities. In all considered chains, the value of q3 is relatively low and increases
in S-shaped manner as the polymer density increases. At the same density, the
value of q3 is higher in stiffer chains. Even though, both P2 and q3 are non-zero,
they are far from those obtained in systems with ideal helicoidal and tetrahedral
arrangements. This indicates that structures we observe in our studies to some ex-
tent present characteristics of both helicoidal and tetrahedral arrangements. This
was confirmed by calculation of local nematic order parameter (Qlocal) and studying
the molecular snapshots of chains. Molecular snapshots show that all chains form
an imperfect helicoidal arrangement at densities higher that I-N transition density.
By comparison with a structure observed in other simulations [24, 25], and that
observed experimentally in a bacteriophage DNA [23] at high density, our study
reproduces the correct equilibrium geometry of the DNA chain. Qlocal values plot-
ted for a selected polymer configuration show that locally we can have a structure
with four +1/2 defects located where bundles of the polymer strands sink under
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the helically wound surface. However, this structure is far from an ideal tennis ball
structure. Also, it was observed that the polymer structure at high density was
strongly influenced by the initial configuration of simulated chain.
Molecular organization in a confined cavity can be determined not only by
its bending stiffness, but also by a chain geometry, resulting from steric interac-
tions or monomer-monomer overlap [153]. To study the influence of chain geome-
try on its spatial organization in confining sphere, four pearl-necklace chains with
300 monomers were formed, each having different ratio of chain diameter d to a
bond length a, ranging from 0 to 1. The fifth chain was formed by adding overlap
monomer at the middle point of each bond of the chain with d/a = 1, to form a
fused-sphere chain with d/a = 2. All considered chains were assigned persistence
length lp/a = 16. The persistence length and number of monomers were limited
to these values so that the simulation could finish in a reasonable time. Nematic
order parameter Q was calculated to investigate effect of steric interaction on I-N
transition. It was found that the ideal chain and the self-avoiding pearl-necklace
chain with d/a = 0.5 did not form ordered structure at any considered concentra-
tion. However, chains with d/a > 0.8, undergo transition to ordered state. This
happens at higher concentration in the chain with smaller d/a since inside a sphere
of the same size this chain has more available volume to reorient and translate, and
forms a less ordered structure to maximize its entropy. At concentrations above I-N
transition, the chains with d/a = 1 and 0.8 form an imperfect helicoidal structure.
The fused-sphere chain forms a distinct helicoildal structure, similar to that ob-
served in T7 DNA [23], with high value of the helicoildal order parameter (P2). The
presence of a tennis ball structure was also tested with tetrahedral order parame-
ter (q3). It looks like during the transition into the ordered state the chains with
d/a > 0.8 approach tetrahedral configuration, but as the system becomes denser,
they assume the helicoildal state. Allowing monomer overlap in the pearl-necklace
chain increases chain ability to bend around a confining surface, and such a chain
(called the fused-sphere chain) shows higher value of order parameters, compared to
a similar chain without overlap. The local nematic order parameter Qlocal was cal-
culated and plotted for selected polymer configurations confined at concentrations
higher that I-N transition concentration. It was found that chains with d/a > 0.8
form a structure with four +1/2 defects. In the fused-sphere chain, two +1/2 defects
at each pole nearly merge to form a single point defect with a charge of +1.
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Polymer models studied in this work were limited to a pearl-necklace chain [58]
composed of spherical beads and fused-sphere [153] chain, which works as a little bet-
ter approximation of polymer chain-like DNA. Even though, these models are rather
simple, they show that local geometry of the polymer chain can have the same effects
on spatial conformation of confined molecules, as the presence of explicit bending
energy in the chain [153]. In proteins and nucleic acids, this local geometry would
typically vary along the strand of the molecule, and often may not be described
by a bead-shaped monomers. For instance, double stranded DNA molecule poses
internal twisting, and may be better described by a stack of ellipsoidal particles with
twisting energy, than by a chain of simple beads [152]. Expanding the EXEDOS
algorithm to more detailed models of DNA will likely bring significant improvement
into the predictive abilities of the simulation.
Taking into account hydrophobic and hydrophilic interactions can further bring
the EXEDOS method to a more practical level, when used to study protein fold-
ing [154, 155]. The models considered here can be treated as uniformly hydrophilic
chains suspended in implicit water. As a result, spatial organization was determined
only by excluded monomer volume, monomer diameter and aspect ratio, and rela-
tion to the confining surface. If hydrophobic - hydrophilic interactions are taken
into account, the model can be expanded to the vital problem of protein folding
and exchange in confined cellular structures [154, 155]. Both proteins and nucleic
acids typically consist of hundreds to hundreds of thousands building blocks (amino
acids and nucleotides) [18]; therefore, the algorithm employed in this thesis is lim-
ited only to the shortest examples. While, this limitation can be partially resolved
by grouping series of amino acids (or nucleotides) into a single monomer, the us-
ability of the EXEDOS method would still be limited to at most thousands amino
acids/nucleotides per chain, if the algorithm is used in a current form. Further
research is therefore needed to speed-up the algorithm convergence. The mobility
of densely confined polymer chain is intrinsically limited; therefore, improving the
geometry update [156] procedure may be crucial in speeding up the algorithm. The
geometry update method may affect not only speed of the convergence, but can also
affect accuracy, and the equilibrium geometry of the chain. More research should
be done, therefore, to adapt different relaxation algorithms [157] that lead the poly-
mer to a global equilibrium. Simulation methods, such as umbrella sampling [158],
incorporating the external force to compress the chain can be also considered to
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adequately reflect the real-world processes.
While the work presented above have shown that EXEDOS method is capable of
producing meaningful and interesting results for short coarse-grained models of flex-
ible and semi-flexible polymers. The performance is still limited at higher densities,
and convergence is excessively slow for chains of realistic lengths. As new features
are introduced into the model, new challenges are likely to arise, which will call for
further algorithm improvements, and verification against other simulation methods
and experiments. Through this conjunction with experiments and other simulation
techniques we hope this method will evolve into a practical tool of protein modeling
and analysis.
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Appendix A
Definition of spherical harmonics
Laplace spherical harmonics are used in this work to calculate order parameters
of the polymer chain. The mathematical definition of spherical harmonics is given
here together with the expression for Ylm(θ, φ) at the orders that were of interest
in this thesis. Consider a right-handed coordinate system shown in Fig. A.1. A
point (x, y, z) in Cartesian coordinate can be expressed in the spherical coordinates
((r, θ, φ), where r ∈ [0,∞), θ ∈ [0, pi], φ ∈ [0, 2pi)) as:
Figure A.1: Polar Coordinates (r, θ, φ)
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x = rsinθ cosφ, y = rsinθ sinφ, z = rcosθ. (A.1)
Spherical harmonics Ylm(θ, φ), for l = 0, 1, 2, 3, .. and m > 0 are defined as:
Ylm(θ, φ) =
√
(2l + 1)(l −m)!
4pi(l +m)!
Plm(cosθ)e
imφ, (A.2)
where i ≡ √−1, Plm(cosθ) is the Legendre function defined as:
Plm(cosθ) = (−1)m(1− cos2θ)m/2( d
dcosθ
)mPl(cosθ). (A.3)
Here Pl(cosθ) is the Legendre polynomial expressed as:
Pl(cosθ) =
1
2ll!
(
d
dcosθ
)l(cos2θ − 1). (A.4)
For m < 0, one can use the relation:
Yl−m(θ, φ) = (−1)mYlm(θ, φ)∗. (A.5)
For l = 3 and m = (0,±1,±2,±3) the expressions become:
Y30(θ, φ) =
1
4
√
7
pi
(5cos3θ − 3cosθ) (A.6)
Y3±1(θ, φ) =
∓1
8
√
21
pi
· sinθ(5cos2θ − 1) · e±iφ (A.7)
Y3±2(θ, φ) =
1
4
√
105
2pi
· sin2θ · cosθ · e±2iφ (A.8)
Y3±3(θ, φ) =
∓1
8
√
35
pi
· sin3θ · e±3iφ (A.9)
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Appendix B
Selected results from Chapter 3
In Chapter 3, the distributions and energy plots are combined for all chains to allow
comparison of behavior between chains. Below, the results are separated for each
ideal and non-ideal flexible chain showing their distribution of furthermost monomer
relative to center of the sphere, and confinement free energy changes. Distribution
of the further most monomer position of an ideal and non-ideal flexible chain with
lengths 100 - 600 monomers as a function of a confining radius are shown in Fig.
B.1 a) - B.6 a) and Fig. B.7 a) - B.12 a), respectively. Changes in the confinement
free energy (∆F ) of a flexible chain of lengths 100 - 600 monomers are plotted as
a function of a confining radius (rc/a) and shown in Fig. B.1 b) - B.6 b) for ideal
chains and Fig. B.7 b) - B.12 b) for non-ideal chains. Here ∆F = F (rc/a)−F (∞),
where F (∞) is free energy of the chain confined inside a sphere of size r ≈ 4 · rG/a,
and rG/a = N
ν is an unconfined size of an ideal chain, a is a bond length, ν = 0.5,
and ν = 0.588 for non-ideal chain. These free energy changes (∆F ) are further
plotted on logarithmic scale as a function of the ratio of a chain unconfined size to
a confining radius (rG/rc) as shown in Fig. B.1 c) - B.6 c) for ideal chains, and
Fig. B.7 d) - B.12 d) for non-ideal chains. The power law approximation of ∆F
dependence on rG/rc is shown in dashed line in each plot. For non-ideal chains,
changes in specific confinement free energy (∆F/(N + 1)) are also plotted as a
function of volume fraction η, where η = (N +1)∗d3/(2rc)3, d is monomer diameter
(d/a = 0.8), and shown in Fig. B.7 c) - B.12 c).
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B.1 Ideal flexible polymer chains
Figure B.1: a) Distribution of the furthermost monomer position (W (rc/a)) for an
ideal flexible chain of length 100 monomers, b) confinement free energy changes
(∆F ) as a function of a confining radius (rc/a), and c) confinement free energy
change as a function of the ratio of the chain unconfined size to a confining radius
(rG/rc). Dashed line gives slope of 2.54± 0.12.
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Figure B.2: a) Distribution of the furthermost monomer position (W (rc/a)) for an
ideal flexible chain of length 200 monomers, b) free energy change (∆F ) as a function
of a confining radius (rc/a), and c) confinement free energy change as a function
of the ratio of the chain unconfined size to a confining radius (rG/rc). Dashed line
gives slope of 2.17± 0.02.
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Figure B.3: a) Distribution of the furthermost monomer position (W (rc/a)) for an
ideal flexible chain of length 300 monomers, b) free energy change (∆F ) as a function
of a confining radius (rc/a), and c) confinement free energy change as a function
of the ratio of the chain unconfined size to a confining radius (rG/rc). Dashed line
gives slope of 2.15± 0.03.
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Figure B.4: a) Distribution of the furthermost monomer position (W (rc/a)) for an
ideal flexible chain of length 400 monomers, b) free energy change (∆F ) as a function
of a confining radius (rc/a), and c) confinement free energy change as a function
of the ratio of the chain unconfined size to a confining radius (rG/rc). Dashed line
gives slope of 1.99± 0.02.
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Figure B.5: a) Distribution of the furthermost monomer position (W (rc/a)) for an
ideal flexible chain of length 500 monomers, b) confinement free energy change (∆F )
as a function of a confining radius (rc/a), and c) confinement free energy change as
a function of the ratio of the chain unconfined size to a confining radius (rG/rc).
Dashed line gives slope of 2.09± 0.003.
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Figure B.6: a) Distribution of the furthermost monomer position (W (rc/a)) of an
ideal flexible chain of length 600 monomers, b) confinement free energy change (∆F )
as a function of a confining radius (rc/a), and c) confinement free energy change as
a function of the ratio of the chain unconfined size to a confining radius (rG/rc).
Dashed line gives slope of 2.03± 0.05.
132
B.2 Self-avoiding flexible polymer chains
Figure B.7: a) Distribution of the furthermost monomer position (W (rc/a)) for a
non-ideal flexible chain of length 100 monomers, b) free energy change (∆F ) as a
function of a confining radius (rc/a), c) confinement free energy change as a function
of volume fraction (η), and d) confinement free energy change as a function of the
ratio of the chain unconfined size to a confining radius (rG/rc).
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Figure B.8: a) Distribution of the furthermost monomer position (W (rc/a)) for a
non-ideal flexible chain of length 200 monomers, b) free energy change (∆F ) as a
function of a confining radius (rc/a), c) confinement free energy change as a function
of volume fraction (η), and d) confinement free energy change as a function of the
ratio of the chain unconfined size to a confining radius (rG/rc).
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Figure B.9: a) Distribution of the furthermost monomer position (W (rc/a)) for a
non-ideal flexible chain of length 300 monomers, b) free energy change (∆F ) as a
function of a confining radius (rc/a), c) confinement free energy change as a function
of volume fraction (η), and d) confinement free energy change as a function of the
ratio of the chain unconfined size to a confining radius (rG/rc).
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Figure B.10: a) Distribution of the furthermost monomer position (W (rc/a)) for a
non-ideal flexible chain of length 400 monomers, b) free energy change (∆F ) as a
function of a confining radius (rc/a), c) confinement free energy change as a function
of volume fraction (η), and d) confinement free energy change as a function of the
ratio of the chain unconfined size to a confining radius (rG/rc).
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Figure B.11: a) Distribution of the furthermost monomer position (W (rc/a)) for a
non-ideal flexible chain of length 500 monomers, b) free energy change (∆F ) as a
function of a confining radius (rc/a), c) confinement free energy change as a function
of volume fraction (η), and d) confinement free energy change as a function of the
ratio of the chain unconfined size to a confining radius (rG/rc).
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Figure B.12: a) Distribution of the furthermost monomer position (W (rc/a)) for a
non-ideal flexible chain of length 600 monomers, b) free energy change (∆F ) as a
function of a confining radius (rc/a), c) confinement free energy change as a function
of volume fraction (η), and d) confinement free energy change as a function of the
ratio of the chain unconfined size to a confining radius (rG/rc).
138
