We have developed a general technique to study the dynamics of the quantum adiabatic evolution algorithm applied to random combinatorial optimization problems in the asymptotic limit of large problem size n. We use as an example the NP-complete Number Partitioning problem and map the algorithm dynamics to that of an auxiliary quantum spin glass system with the slowly varying
the algorithm dynamics to that of an auxiliary quantum spin glass system with the slowly varying
Hamiltonian.
We use a Green function method to obtain the adiabatic eigenstates and the minimum exit ation gap, groin = O(n 2-n/2), corresponding to the exponential complexity of the algorithm for Number Partitioning.
The key element of the analysis is the conditional energy distribution computed for the set of all spin configurations generated from a given (ancestor) configuration by simultaneous flipping of a fixed number of spins. For the problem in question this distribution is shown to depend on the ancestor spin configuration only via a certain parameter related to the energy of the configuration. As the result, the algorithm dynamics can be described in terms of computer is one of the central openquestions. Ultimately, onecan expect that the behavior of new quantum algorithms for COPs and their complexity will be closely related to the properties of quantum spin glasses.
Recently,Farhi and co-workerssuggesteda new quantum algorithm for solving combinatorial optimization problemswhich is basedon the propertiesof quantum adiabatic evolution [5] . Running of the algorithm for several NP-completeproblems has been simulated on a classicalcomputer using a large number of randomly generatedproblem instancesthat are believedto be computationally hard for classicalalgorithms [6] [7] [8] [9] . Resultsof thesenumerical simulations for relatively small sizeof the problem instances( n < 20) suggest a quadratic scaling law of the run time of the quantum adiabatic algorithm with n. Furthermore, it was shown in [10] that the previous query complexity argument that led to the exponential lower bound for unstructured search [11] cannot be used to rule out the polynomial time solution
of NP-complete Satisfiability problem by the quantum adiabatic algorithm.
In [10, [12] [13] [14] [15] tional cost distributions (neighborhoodproperties) in this problem. In Sec.III we describe the conceptof quantum adiabatic computation applied to combinatorial optimization problemsand introducea Greenfunction methodfor the analysisof the minimum gap. In Sec.IV we describethe effectof quantum diffusion in the algorithm dynamics,derive the scalingfor the minimum gap and the complexity of the algorithm for the random Number Partitioning problem. We alsoobtain the scalingof the minimum gap numerically from the form of the cumulative density of the adiabatic eigenvalues at the avoided-crossingpoint. In Sec.V we discussthe results of the simulations of the time-dependentSchrSdingerequation to simulate quantum adiabatic computation for Number Partitioning and obtain its complexity numerically.
II. NUMBER PARTITIONING PROBLEM
Number Partitioning Problem (NPP) is oneof the six basicNP-complete problems that areat the heart of the theory of NP-completeness [4] . It can beformulated asa combinatorial optimization problem: Given a sequence of positive numbers{al,.
•., an} find a partition, NPP has many practical applications including multiprocessor scheduling [16] , cryptography [17] , and others. The best deterministic heuristical algorithm for NPP, the differencing method of Karmakar and Karp [18] , can find with high probability solutions whose energies are of the order 1/n _ log ,_ for some a > 0. The interest in NPP also stems from the remarkable failure of a standard simulated annealing algorithm for the energy function (3) to find good solutions, as comparedwith the solutions found by deterministic heuristics [19] .
The apparent reasonfor this failure is due to the existenceof order 2_ local minima whose energiesare of the order of 1/n [20] which undermines the usual strategy of exploring the spaceof the spin configurations S through single spin flips. [23] . The detailed theory of the phase transition in NPP was given in Refs. [24, 25] . If one keeps the parameter _ = b/n fixed and lets n _ oc then instances of NPP corresponding to _ > 1 will have no perfect partitions with high probability.
On the other hand for _ < 1 number of perfect partitions will grow exponentially with n. Transitions of this kind were observed in various NP-complete problems [28] . In what follows we will focus on the computationally hard regime _ >> 1.
A. Distribution of signed partition residues
In Fig. 1 
chosenself-consistently,Af_ >> 2-'_/P(f_).
Using (3) we can rewrite (4) 
The coarse-grained distribution P(f_) depends on the set of aj's through a single selfaveraging quantity _(0) (of. [23] signs of all spins, Sj -+ -Sj. Therefore
We emphasize that, according to Eq. (6) We note that the distribution P(f_) (6) is Gaussian for E << n and can be understood in terms of a random walk with coordinate f_ using Eq. (3). The walk begins at the origin, = 0, and makes a total of n steps. At the j-th step f_ moves to the right or to the left by "distance" 2 aj if Sj = 1 or Sy = -1, respectively. In the asymptotic limit of large n the result (6) corresponds to equal probabilities of right and left moves and the distribution of step lengths coinciding with that of the set of numbers {2 aj}.
Finally, the energy distribution function P(E) of the form (6), (7) was previously obtained by Mertens [29] using explicit averaging over the random instances of NPP. He also computed the partition function Z(T) for a given instance of NPP at a small finite temperature T using the steepest-descent method and summation over the saddle-points sk = k_r 2 b similar to our discussion above [23] (in his analysis kB T played a role similar to our regularization factor A_ in (4), (5) (:) The Hamming distance r = D(z, z') between the bit-strings is directly related to the overlap factor q between the corresponding spin configurations often used in the theory of spin glasses [3, 29] :
(in what follows we shall use both quantities r and q). For k = 1, 2 in (9) one obtains after straightforward calculation the first and second moments of the conditional distribution (a) =qa ,
where or(0) and <E 2} are given in (6) and (8), respectively. 
where P(H) is given in (6) . We note that Eq. (16) 
For r, n -r >> 1 distribution Pr,,.(_') has a Gaussian form with a broad maximum at _'= q_,_ (cf. Eqs. (12), (13), (B9)). Near the maximum we have:
We studied the conditional distribution in NPP numerically as well (see Fig.2 and Sec.B).
The results are in good agreement with theory even for modest values of n < 30. III.
QUANTUM ADIABATIC EVOLUTION ALGORITHM
In the quantum adiabatic algorithm [5] one specifiesthe time-dependent Hamiltonian
where T = t/T is dimensionless "time". This Hamiltonian guides the quantum evolution of the state vector I¢(t)) according to the Schr6dinger equation
from t = 0 to t = T, the run time of the algorithm (we let h = 1). Hp is the "problem"
Hamiltonian given in (1). V is a "driver" Hamiltonian, that is designed to cause transitions between the eigenstates of Hp. In this algorithm one prepares the initial state of the system _b(0) to be the ground state of/_(0) = V. In the simplest case HIe,) = a,l¢,), , = 0, 1,..., 2n -1. 
The last bin is co,_i _< 1_2zl < B where we have gz = CM = 0. 
Hpl¢}, a---a(T)=l--T,
I¢)-a -(we drop the subscript 7/indicating the number of a quantum state and also the argument r in ¢ and A). From (27) - (34) In particular for k = 0 one can obtain /?
where distribution P(f_) is given in (6).
I. Minimum gap estimate/or WM << (E}
We will analyze the above system of equations (42) 
Expanding in a small parameter # << 1 (cf. (29), (38)), we obtain the eigenvalue (35) and (41) The value of minimum gap between the two roots of (54) equals (56)
where A is defined in (27) .
Based on the above analysis one can also estimate the matrix elementñ
. Then from Eq. (25) (see also discussion after Eq. (28)) one can estimate the run-time of the quantum adiabatic algorithm 
d°[H;o_I O((ndo)-12"). (58) T>>

Analysis of the general case
The above picture of avoided-crossing remains qualitatively the same when the condition (29) is relaxed (el. insert in the Fig. 3) . Away from the avoided-crossing point, r < r*, The point r = 7-* is located at the intersection of the two branches _(T) _ A0/(r) and the level repulsion is of the order of the overlap factor between the extended and localized states
wE,do
Ground-state wavefunction ¢. at the avoided-crossing is shown in Fig. 3 for modest value of n, but the separation into slowly-and rapidly-varying parts (42) is clearly seen.
We did not perform a direct numerical study of the dependence of gmin on /z since we only simulated adiabatic eigenvalues for small instances of NPP. We argue, however, that even for a fixed n the scaling of gmin with n can be inferred from the shape of the cumulative density of states
k=0
where kk --= Ak(r) are eigenvalues of H(T) (24) . These eigenvalues are plotted in Fig. 4 near the avoided-crossing r = r* where the spectrum of Ak is quasi-continuous. The shape of the plot is well approximated by the square-root function:
It is clear that for r/ _ 1 we have A, _ 2 -hI2 which corresponds to Eq. (57). Note that this qualitative analysis is based on the assumption that the asymptotic properties of A0 for large n can be inferred from the behavior of k, for r/>> 1.
V. SIMULATIONS OF TIME-DEPENDENT SCHRC)DINGER EQUATION
We also study the complexity of the algorithm by numerical integration of the timedependent Schr6dinger equation with Hamiltonian H(t) and initial state 1,¢,(0)) defined in Eqs. (22), (23), (27) , (28).
Here we relax the condition tOM << {E) used above in the analytical treatment of the problem; in simulations the value of M is set automatically to n be an integer closest to log 2 _j=0 aj (cf. (27) ). We introduce a complexity metric for the algorithm,
where po(t) = Y_weCo I¢w(t)l 2. A typical plot of C(T)
for an instance of the problem with n=15 numbers is shown in the insert of for different values of n in Fig.  1 One can show that the effect of quantum diffusion in reduced-dimensionalspacethat leads to the formation of the extendedstate can also occur in other random NP-complete problems [31] . The method developedin this paperwill be applied to study the performance of continuous-time quantum algorithms for different random combinatorial optimization problems. Also the presentframeworkcan be applied to the analysisof quantum annealing algorithms for combinatorial optimization problems [32, 33] . This is a classicalalgorithm that is conceptually very closeto the quantum adiabatic evolution algorithm considered above [34] . Advance knowledge of this information would be of importance if one is using NPP for encryption purposes [17] , especiallybecauseNPP is otherwise a very difficult problem for both quantum and classicalcomputers [29] . It is not obvious at this stage what the asymptotic form of this distribution will be in the limit of large n (cf. Fig. A) .
We 
with % fixed at somesmall constant value. Becausethe precision b that we used in the simulations was not very high (limited by machine precision) it is not possible to obtain the asymptotic form of the dependence of qmin on /t in the range given in (A4). Neither we can describe the shape of the plot in Fig. 6 analytically in that range.
However, it appears from the figure that the condition (A4) is satisfied for sufficiently large n. 
