Abstract-This paper serves to highlight the gains in SNR margin and/or data capacity that can be achieved through a proper optimization of the transceiver parameters, for example, launch power, modulation format, and channel allocation. A simple quality of transmission estimator is described that allows a rapid estimation of the signal quality based on ASE noise and nonlinear interference utilizing the Gaussian noise model. The quality of transmission estimator was used to optimize the SNR and maximise the data throughput of transmission signals in a point-topoint link by adjusting the launch power and modulation format. In a three-node network, the launch power and channel allocation were adjusted to minimise the overall effect of nonlinear interference. This paper goes on to show that by optimizing the transceiver modulation format as part of the channel allocation and routing problem gains in network data throughput can be achieved for the 14-node NSF mesh network.
I. INTRODUCTION
O PTICAL networks form the backbone of the internet. The demand for data transmission services is exponentially increasing with internet traffic continuing to double every 16 months [1] , [2] . With the ever increasing number and variety of devices, and the ease with which users can both upload and download bandwidth-demanding content, such as video, this trend is likely to continue [3] . This has motivated the research into how the capacity of the optical network can be maximized.
Conventional wavelength routed optical networks, WRONs [4] , allow the mapping of demand to transparently-routed lightpaths but their analysis has been limited to minimizing wavelength resources without taking individual physical channel properties into account. In these networks, it has been assumed that transceivers would be designed for error-free transmission, for all possible routing and re-routing scenarios, with an associated power budget to satisfy SNR requirements for the longest point-to-point link. Thus, for the majority of other routes there will be excessive margins, and a subsequent underutilization of the available network resources. Recently, to improve network utilization the concept of elastic optical networks [5] , [6] has attracted attention as spectral resource could be more flexibly allocated to the variable demands. Elastic optical networks have been extended to include modulation format adaption [7] , [8] , with the aim of improving further the overall, network-wide spectral efficiency. This work has been stimulated by the development of software-defined transceivers [9] - [11] which allow for dynamic optimization of a transmission link through the variation of both power and modulation formats. The integration of the transceiver and physical link parameters within the routing and spectrum assignment algorithm can potentially allow more efficient use of the network resources leading to higher data throughput and/or improved quality of transmission and forms the focus of the work in this paper. Whilst significant research has already been carried out on improving network resource utilization, taking physical transmission characteristics into account, much of it has focused on mixed line rate networks, utilizing both coherent and incoherent transmission formats. The majority of mixed line rate optimization has only considered linear impairments. Nonlinear impairments caused by XPM have been included in [12] but the mix of coherent and incoherent formats dominates the impairment. It has been shown that it is possible to achieve significant saving in capital expenditure by matching transmission equipment to network demand [13] or through power optimization for the different transmission formats [14] . The work described in this paper has focused on using polarization-multiplexed coherent transmission formats in dispersion-uncompensated networks, where linear impairments can be equalized in the receiver and a simpler nonlinear impairment estimation based on the Gaussian noise model can be used [15] . This paper intends to study the benefits of and strategies for individual launch power optimization and channel allocation in terms of quality of transmission extending our work in [16] by studying a simple point-to-point link and a three node network with signals occupying the full c-band. The advantageous quality of transmission for shorter connections is used to allow the adaption of the modulation format allowing higher data transmission rates. The gains in the network data throughput of a wavelength routed transparent optical mesh network are studied for modulation adaption based on the quality of transmission and focus on maximizing the total data throughput rather than minimizing the cost for a specific network demand.
The rest of this paper is arranged as follows. In Section II we describe the computationally simple model of signal transmission quality in the weakly nonlinear propagation regime. The model is used in the following sections to optimize the transmitter launch power and format. In Section III the advantages of optimization in terms of SNR margin and capacity of a simple DWDM transmission link are explored. Building on this in Section IV we look at the SNR margin and capacity advantages from optimization in a three node network where there are different transmission distances. Finally in Section V the model is used to estimate the SNR of routes through a 14 node mesh network and use this to optimize the transmission format. The gain in overall network throughput for an optimally routed static traffic distribution is shown as the transmission formats are changed from a network wide fixed format to a route SNR adapted format.
II. NONLINEAR TRANSMISSION MODEL
Consider a polarization multiplexed coherent transmission system where the symbol SNR is limited by ASE noise and nonlinear interference. For an uncompensated link the nonlinear interference between DWDM channels caused by the Kerr effect can be considered as a source of additive Gaussian noise [17] - [20] and combines incoherently with the additive white Gaussian noise due to ASE. This is the so called Gaussian noise model of nonlinear interference. While recently a number of authors [21] - [23] have proposed correction terms to the GN model, for continental scale long haul network level simulations the assumptions of the GN model are valid and as such, similar to other authors [24] we utilise the simpler GN model under the assumption that it conservatively estimates the nonlinear interference noise and thus allows for robust network optimization. The symbol SNR, SNR i , of the i th DWDM channel is given by
where p i is the received signal power, n ASE,i is the ASE noise power and n NLI,i is the nonlinear interference noise power within the receiver filter bandwidth, all on the i th DWDM channel. It is assumed that the transmission loss is fully compensated by erbium doped fiber amplifiers, EDFA, so that the receive signal power is equal to the transmitter launch power and the ASE noise power is given by [25] , [26] n ASE,i = 10
where the summation, k, is taken over all EDFAs in the signal optical path, NF is the amplifier noise figure (dB), h is Planck's constant (6.626 × 10 −34 J·s), ν is the channel carrier optical frequency (Hz), R is the symbol rate (baud) and A k are the individual transmission losses (dB) between the (k − 1) th and k th EDFA. The effective receiver noise bandwidth used is equal to the symbol rate R under the assumption that the overall noise spectrum is white, dominated by ASE, and the receiver implements an ideal matched filter to maximize the SNR. The transmission losses A k include the fiber span losses and ROADM losses. This approximation for the ASE noise assumes that the gain of the amplifier is large and that any reduction in gain needed to match the span loss is achieved using a following variable attenuator.
The nonlinear interference noise can be considered as self phase modulation, SPM, for nonlinear interference caused solely within the i th channel, cross phase modulation, XPM, for interference on the i th channel caused by signals in the j th channel and four wave mixing, FWM, for interference caused by signals in multiple channels. For well spaced channels, such that there is minimal cross talk of the nonlinear interference noise between channels, and under the assumption that the nonlinear interference noise due to FWM can be ignored as insignificant [18] then the the nonlinear interference noise, n NLI,i on the i th channel due to SPM and XPM can be written as [16] , [27] 
where p are the channel launch powers and the summation j is over all, 80, channels, X i,j is the accumulated efficiency factor of the nonlinear interference on the i th channel caused by the j th interfering channel. X i,j , i = j is a XPM factor and X i,i is a SPM factor. SPM is included in this work, in contrast to our previous work [16] , to give a more robust estimation of the nonlinear interference for the long transmission lengths considered here.
The efficiency factor, X i,j , depends on the frequency spacing between channels i and j, the spectral shape of the channel, its symbol rate and the linear and nonlinear transmission properties of the optical fiber. For similar channels on a fixed regularly spaced frequency grid X i,j = X |i−j | . It is independent of the exact modulation format subject to the general assumption of it being a polarization multiplexed coherent transmission format. In order to calculate the efficiency factor X i,j consider just two DWDM channels with the same spectral shapes, such that the signal spectrum can be written as
where p 0 is the total launch power in the data channel, p 1 is the total launch power in the interfering channel, g(f ) is the power spectral shape of the channel normalized such that g(f )df = 1 and Δf is the channel separation. g(f ) is centered around f = 0 and assumed to fall entirely within a single DWDM channel. The nonlinear interference power spectral density G NLI is given by the Gaussian noise reference equation (1) from [15] 
where γ is the fiber nonlinearity coefficient (
, L eff is the fiber effective nonlinear length (km), ρ represents the normalised nonlinear mixing efficiency [15] and χ is the "phasedarray factor" for the coherent addition of noise from multiple spans [15] . The triple multiple in the integral of equation (4) has eight cross terms but only three of these terms produce interference noise within the data channel bandwidth, a single SPM term and two degenerate XPM terms. Thus the nonlinear interference spectral power density due to XPM is given by
and that due to SPM is half this with p 1 = p 0 and Δf set to zero. This noise spectral power density will be filtered in the coherent receiver by a matching filter to maximize the SNR. Provided the overall noise is dominated by additive white Gaussian noise, caused by ASE, the matching filter is given by
where R is the symbol rate. Making the simplification that the nonlinear interference noise of multiple spans can be added incoherently [28] such that χ(f 1 , f 2 , f) = N s , the number of transmission spans and also puttingḟ 1 = f 1 − Δf − f anḋ f 2 = f 2 − f we can write the nonlinear interference noise due to XPM, n XPM as
where L, α , β 2 and γ are the transmission fiber span length (km), power attenuation coefficient
The values of the nonlinear interference efficiency factor, X i,j , were calculated by numerical integration of equations (6) or (7). While the limits of integration are shown as ±∞ most of the integrand is zero such that for practical numerical integration of equations (6) or (7) df can be limited to ± 1 2 (1 + RRC) R and that of dḟ 1 and dḟ 2 can be limited to ± (1 + RRC) R , where RRC is the root raised cosine roll off factor defining the signal spectral shape.
The transmission fiber values were set as α = 0.0507 km
The signal was assumed to be a polarization multiplexed signal with R = 28 GBaud, that includes a 12% overhead for FEC and framing such that a pre-FEC BER of 4 × 10 −3 can be corrected to be error free. The spectral shape was defined by a root raised cosine filter with a roll off factor of 1/2. Fig. 1 shows the variation of the nonlinear interference efficiency factor as a function of the channel separation for two span lengths. It can be seen that the nonlinear interference efficiency factor, X, shows only slight dependence on span length, L, and decreases proportionally to 1 Δ f for higher channel spacing. Thus the neighboring channels are more significant when it comes to generating nonlinear interference and will give the greatest opportunity for mitigation.
III. LINK OPTIMIZATION
The nonlinear transmission model above was first used to optimize the performance of a single point-to-point optical transmission link. Consider a conventional transmission link where all of the transmitters launch the same signal power, p. Then for a transmission link operating in the nonlinear propagation regime there is an optimum launch power which maximizes the minimum symbol SNR of the worst channel given by [15] 
where X m is given by
and is the accumulated maximum nonlinear interference on the worst channel. This leads to a maximized minimum symbol SNR is given by
Consider a link consisting of 8 spans of length 80 km with the transmission fiber parameters as shown in Section II. The transmitter and receiver nodes were estimated to each have 7.25 dB of loss due to the DWDM multiplexers and patching connections compensated by an internal EDFA. All the EDFAs were assumed to have a noise figure of 5 dB (equivalent to an ASE noise contribution on each channel of 5.3 × 10 −3 mW at the receiver). The link was assumed to support 80 channels on a 50 GHz fixed grid at a symbol rate of 28 GBaud and with root raised cosine filtering as described in Section II. Two launch power strategies where considered: (i) where the launch power was equal for all channels and (ii) when the individual launch powers were optimized to maximize the flat symbol SNR of all the channels. The results are shown in Fig. 2 where the symbol SNR has been calculated using equation (1) for equal launch power and for optimized launch power. The individual channels powers have been optimized iteratively using a Newton-Raphson method while the required SNR is increased to a maximum beyond which no solution to the power optimization is available. For a flat launch power the maximum accumulated nonlinear interference efficiency factor on the center channel, X m , was found to be 6.7 × 10 −3 mW −2 such that the optimized flat launch power, p, was 0.74 mW (−1.3 dBm) leading to a minimum symbol SNR just above 19.6 dB. The channels towards the edge of the band show higher SNR since the nonlinear interference is reduced as there are fewer neighboring channels. The individual channel powers have been optimized to maximize the flat symbol SNR of all the channels to just below 19.7 dB. By redistributing the channel powers the minimum symbol SNR has been slightly increased, but by less than 0.1 dB. Fig. 3 shows the launch power and symbol SNR for each channel under two capacity optimization strategies. In the first strategy we calculated the overall network capacity by maxi- 
such that the Shannon capacity of the link is 2b R where R is the symbol rate and the factor 2 accounts for the polarization multiplexing. The Shannon capacity for this link configuration was found to be 29.4 Tb·s −1 , with a maximized minimum SNR of 19.6 dB. According to Table I, which shows the required symbol SNR calculated for an ideal constellation with AWGN to achieve a pre-FEC BER of 4 × 10 −3 [30] , [31] , PM-32QAM modulation could be employed to achieve an overall link capacity of 20 Tb · s −1 . In the second capacity optimization strategy shown in Fig. 3 we maximized the capacity of the link by using the most spectrally efficient PM-mQAM modulation format that the channel symbol SNR would allow for a given channel launch power distribution. The power of each channel was then optimized to achieve a symbol SNR, and the modulation format chosen from those listed in Table I such that the symbol SNR exceeded the required symbol SNR. For the link under consideration the maximized flat symbol SNR lies between that required for PM-32QAM and PM-64QAM so the optimal link capacity can be achieved for a mixture of these formats. The majority of the channels can support the PM-32QAM modulation format with a minority of channels having sufficient symbol SNR to support the PM-64QAM modulation format. These minority channels were polynomially distributed to try and emulate on average the launch power of the optimized Shannon capacity. The number of higher order format channels was maximized, whilst ensuring the launch power and channel allocations could be optimized to achieve the required symbol SNRs. The maximized PM-mQAM capacity of the link was 20.8 Tb · s −1 , which corresponds to a maximized minimum SNR for the PM-32QAM and the PM-64QAM channels of 18.1 and 21.1 dB, respectively. Table II summaries the optimization strategies along with the minimum symbol SNR, the resultant Shannon capacity and the PM-mQAM capacity based on the modulation formats and required symbol SNR described in Table I . Thus by re-distribution of the launch power between channels the minimum symbol SNR can be improved. By optimizing the launch power to achieve a symbol SNR tailored to a modulation format the capacity of the link can be increased. In the next section these ideas are developed for a three node network where there are significant differences in the transmission distances and SNR values for different connections.
IV. NETWORK OPTIMIZATION I: A THREE-NODE NETWORK
Next we extend the link model to a simple three-node network as illustrated in Fig. 4 . The transmission parameters remain as in Section III, however, in addition to the launch and receive nodes the central add-drop node was assumed to have a loss of 14 dB for all signals added, dropped or passed through. This loss is based on a broadcast and select ROADM design with node degree 4 and includes the loss of a 1:4 splitter and a wavelength selective switch. Initially the DWDM channel allocations were grouped with the first half group of 40 channels traversing the whole network and the second half group of 40 channels be- ing dropped with 40 channels added at the central node. The accumulated ASE noise for the signals traversing the longest path from node 1 to node 3 is 10.8 × 10 −3 mW. The maximum accumulated nonlinear interference efficiency factor on the center channel, X m , is a factor of 2 higher than that of the halflength link of Section III and is 13.3 × 10 −3 mW −2 such that the optimized flat launch power, p, was 0.74 mW (−1.3 dBm), leading to a minimum symbol SNR of 16.6 dB. Fig. 5 shows the optimized launch power and symbol SNR versus channel number for three SNR optimizations. The flat launch power optimization clearly shows that the symbol SNR for the signals traversing the shorter distance are nearly 3 dB higher. By optimizing the individual channel launch power to maximize the minimum flat SNR while keeping the grouped channel allocations leads to a minimum symbol SNR of 16.8 dB. Finally the individual channel launch powers were optimized to maximize the minimum flat SNR with the channel allocations interleaved between the longer and shorter connection giving a minimum symbol SNR of 17.3 dB. This channel allocation pattern has been shown to be the optimum for 12 channels through an exhaustive search of all possible allocations [16] , and has been extended here, by inspection, to 80 channels. The full optimization of channel allocations and launch power has increased the minimum channel symbol SNR by 0.7 to 17.3 dB. This improvement in symbol SNR is lower than the 1.3 dB previously achieved [16] due to the inclusion of SPM in the nonlinear interference. Fig. 6 shows the capacity optimization based on PM-mQAM transmission formats as described in Section III. The maximum uniform capacity where equal traffic is routed between each node pair, was found with 44 channels used for logical connection A and 36 channels used for logical connection B and B+. The majority of channels have a similar launch power, with the logical connections B and B+ able to transmit at a higher modulation rate. It was found a maximum of ten higher power channels could also be accommodated and these were spaced as in Section III. The higher power channels have been utilized to balance the capacity of logical connections A and B.
Table III summarises the optimization strategies along with the minimum symbol SNR, the Shannon capacity and the PMmQAM capacity based on the modulation formats and required symbol SNR described in Section III. It should be noted that logical connections B and B+ have the same channel allocation as these are reused and have the same launch power, SNR and capacity since the network is symmetric with node 2 half way between nodes 1 and 3. Thus re-distributing launch power from the shorter to longer lengths in combination with a correct wavelength allocation can increase the minimum symbol SNR. Also by optimizing the modulation format for a specific connection, depending on its symbol SNR, the bandwidth required for shorter connections has been reduced allowing more bandwidth for longer connections and increasing the overall network throughput. In the next section the advantage of route adaptive modulation format is explored in a larger mesh network.
V. NETWORK OPTIMIZATION II: A MESH NETWORK
To understand the possible capacity gains, through optimization of the transmitter power and modulation format, the 14 node NSF mesh network was investigated [32] . In this initial work the transmitter power is globally optimized assuming flat equal launch power for all the transmitters and fully loaded links. The more complex individual power optimization and channel spectral assignment has been left to future study, preliminary results of which have been presented in [33] . Fig. 7 shows the network topology and link lengths used. The link lengths, Z (km), were calculated from the great circle distance between the nodes, Z GC (km), using [34] 
where the great circle distance between the nodes was calculated from the latitude and longitude of the nodes using the Haversine formula [35] 
where R e is the radius of the earth taken as 6367 km and φ and λ are the latitude and longitude of the nodes. The link lengths were rounded to the nearest 80 km, the span length used in this work. Each link within the network consists of a fiber pair, with each fiber able to support 80 DWDM channels on a 50 GHz grid with 28 GBaud symbol rate as in Section III. The amplifier spacing, link and ROADM losses are as in Section III.
The overall aim is to maximize the throughput of the network and analyse its variation for a fixed modulation format compared to a modulation format adapted to the signal quality. In maximising the network throughput, a routing and wavelength assignment problem must also be solved, based on a given traffic demand profile. A normalized traffic demand matrix based on the maximum entropy model [36] , [37] was defined as, T given by
where Z 0 is a characteristic traffic distance and Z s,d is the shortest distance between the source, s, and destination, d. This gives a traffic form that is essentially uniform with an exponential distance dependence. It is used here since we have seen in IV. that the symbol SNR has a distance dependence and this traffic model allows the investigation of throughput gains as a function of a characteristic traffic distance. The matrix T is normalized such that s d T s,d = 1 and a demand matrix, D, is given by
where c is a factor defining the total network throughput. The information capacity of each link can be optimized as in Section III however it is not possible to optimize the information capacity of a route as without the final routing solution we are unaware as to how many channels will interact in each link. So, similar to the LOGON strategy [38] , an equal launch power was used as when all channels launch equal power their exact wavelength allocation will not affect the symbol SNR estimate. The minimum symbol SNR on each route can be obtained from equation (10) which assumes that all the DWDM channels are fully occupied and all signals have the same launch power. The ASE power, n ASE , and nonlinear interference efficiency factors, X m , in equation (10) are route dependent but easily calculated knowing the transmission losses, using equation (2) and the maximum nonlinear interference efficiency factor X m = 0.83 × 10 −3 mW −2 · span −1 for the transmission parameters given in Section II.
For the network under consideration the aim is to find the maximum throughput, c, by optimizing the channel allocation and routing. We first find the k th shortest routes between each node pair, where k = 25 to limit the overall complexity. For each route the worst case symbol SNR was calculated using equation (10) and the highest order modulation format from those available chosen where the minimum symbol SNR calculated exceeds the modulation formats required symbol SNR. For the fixed modulation case the modulation format was chosen to be PM-QPSK unless no transmission is possible in this format, due to a poor SNR. For the adaptive modulation case the modulation format was chosen from PM-BPSK, PM-QPSK, PM-8QAM, PM-16QAM, PM-32QAM, PM-64QAM using the values from Table I . Given the modulation format the capacity of each channel over the route can be calculated.
The channel routing allocation problem was solved using IBM CPLEX as a mixed-integer linear programming, MILP, problem. There are two common ILP formulations: based on flow and on routes [39] , [40] . Since in the adaptive modulation case the channel capacity is route-dependent we use the latter here. The demand matrix was assumed to be symmetric, First, the relaxed optimization problem was considered, where the wavelength continuity constraint is disregarded. This is equivalent to the physical situation where an unlimited number of wavelength converters is available at each node. Optimize c as a continuous variable and F s,d,k as integer variables to maximize c as c relax,max subject to the total capacity between the source and destination nodes exceeding the demand
and that the number of channels does not exceed 80 in any link l
Then we introduce the wavelength continuity constraint [40] and re-solve. Optimize c as a continuous variable and δ as a binary variable to maximize c as c max subject to the total capacity between the source and destination nodes exceeding the demand (18) and that the number of signals occupying DWDM channel, w, in any link, l, does not exceed 1,
The constraint that c ≤ c relax,max is included to reduce the solution space for the MILP solver. Initially the relaxed problem alone was solved to assess the ideal launch power since this could be solved in minutes. The maximum network throughput c relax,max was found for different launch powers, for the characteristic traffic distances, Z 0 = 1500, 3000 or, ∞, each for either fixed PM-QPSK modulation or route optimized modulation from Table I . Fig. 8 shows the results and indicates that a launch power of ≈−1.5 dBm is optimal for this network as it maximizes the throughput for all cases.
Solutions to the DWDM channel wavelength and routing problem were initially made with the fixed modulation format chosen as PM-QPSK, as this is suitable for all source destination pairs. The modulation format for each route was then adapted by choosing from the larger set of PM-BPSK, PM-QPSK, PM-8QAM, PM-16QAM PM-32QAM and PM-64QAM as detailed in Table I and the DWDM channel and routing problem resolved to find a new maximum throughput, c max . Table IV and Fig. 9 show the maximum network throughput for a fixed modulation format and a route SNR adapted modulation format for three characteristic traffic distances, Z 0 , as defined in equation (14) . It shows that by moving to an adaptive transmission format the network can support between 17 and 50% more traffic depending on the traffic characteristic distance, Z 0 . The gains are larger for shorter characteristic traffic distances as these can make better use of higher order modulation formats on shorter routes, where the symbol SNR is higher.
The network throughput gains are not as large as those predicted by Korotky et al. [37] who reported throughput gains of between 70% and 150% for a similar diameter mesh network. It should be noted that they define the network throughput gain as the increase in traffic when moving from fixed to adapted modulation format for a fixed number of a priori routed connections and not as in our case for a fixed traffic profile. Maintaining the number of connections while adapting their modulation format will lead to larger gains in network throughput as the shorter connections will dominate the gains changing the traffic profile. For traffic demand with a characteristic distance Z 0 = 1524 km, they report a throughput gain of 70% for an SNRadapted modulation format, similar within the difference noted above, to the value of 50% obtained in this work.
Recently, corrections to the GN model [23] or alternative models have been proposed [22] , which result in a modulation format dependence of the nonlinear interference noise. The GN model used in this work leads to an overestimation of nonlinear interference noise particularly for PM-QPSK operating over short distances [22] , [23] . In an optical network using adaptive modulation, the impact is reduced, since PM-QPSK would only be used for longer distances where the corrections to the GN model are less significant. To quantify the effect of these corrections on the network throughput, we re-ran the MILP using the proposed corrections in [22] , [23] and found that the improvement in network throughput was less than 1% for the network considered. We attribute this weak dependence of the network throughput between the original and corrected GN model as being due to the integer limitation on the cardinality of the modulation format, and the use of adaptive modulation, resulting in signals with higher modulation order, that reduce the significance of the corrections, operating over shorter distances. In this case the maximum overestimation error, for the shortest link of 5 spans which utilises PM-64 QAM, is less than 0.5 dB (in contrast PM-QPSK would be used for 40 spans or more with the correction being negligible). Naturally for smaller networks, or those utilising adaptive modulation and coding in order to smooth the transitions between SNR requirements of the different modulations, the impact of the corrections in the GN model may warrant further consideration. This will be considered as part of our future work.
VI. CONCLUSION
This paper has described a simplified Gaussian noise model approach for the rapid calculation of signal quality. The approach is intended for polarization multiplexed coherent optical transmission in dispersion uncompensated networks and allows the calculation of signal quality depending on the individual signal power and WDM channel assignments, with the aim of maximizing the overall network capacity.
It was shown that through correct wavelength channel assignment, gains in the SNR margins can be achieved. The gains can be used to increase network data throughput by adapting the modulation format to the quality of transmission. These results highlight that the launch power should be optimized to maximize the utilization of network resources. WDM channel assignment decisions are influenced by the physical channel characteristics and the presence of nonlinearities, as well as the more usual routing continuity constraints.
The proposed approach and the achievable data throughput was investigated and applied to the 14-node NSF mesh network. The transmission model was used to find the worst case SNR of each route and this was used to set the transmission format for each route. The routing and wavelength allocation problem was solved using MILP to maximize the network throughput. It was shown that by adapting the transmission formats for the different routes through the network the maximum throughput can be increased by between 17% and 50%, depending on the characteristic traffic distance. The larger gains in data throughput can be achieved when the characteristic traffic distance is small, allowing greater use of higher-order modulation formats. Indeed the assumptions on the traffic demand significantly impacts the achievable capacity gains and needs further examination.
In order to maximize the use of all the available installed optical fiber infrastructure the transmitter parameters should be optimized as part of the routing and spectral assignment algorithm. Optimization of the launch power and modulation format has been demonstrated here to achieve gains in data throughput for the NSF mesh network. The optimization of individual transmitter launch power and modulation format with routing and spectral assignment was shown to improve data throughput for simple networks and has recently been extended to show further improvements in data throughput for the NSF mesh network [33] .
