In this paper, a multi-sphere support vector clustering algorithm (SHMSVC) 
Introduction
The support vector clustering (SVC) algorithm, which is first proposed by Ben-Hur et al. [1] , [2] , is a nonparametric clustering algorithm and automatically determines the number of clusters by a unified framework. The SVC algorithm originates from support vector machines (SVMs) [3] [4] [5] [6] [7] . SVMs have attracted a great deal of attention in many research communities because of their many desirable properties, including fast convergence, good generalization performance, and robustness for noise. SVMs have been recognized as a supervised clustering technique. That is, to employ this technique, the correct labels of data are assumed to be given, which may not be practical for some applications. As a result of this fact, an adaptation of SVMs to an unsupervised approach, the SVC algorithm has become an appealing idea. Inheriting the outstanding features from SVMs, the SVC algorithm possesses an extra-salient advantage-arbitrary contours of cluster boundaries.
Successful applications using the SVC algorithm have recently drawn the attention of clustering research communities because of their effectiveness in data clustering as well as in classification problems [8] [9] [10] [11] . The SVC algorithm consists of two major phases. In the first phase, the given data points in the original data space are mapped into a high-dimensional feature space by a nonlinear kernel transformation. In the transformation, Gaussian function is one of the most frequently selected kernel functions. In the feature space, SVs are used to identify the smallest radius of the sphere that encloses all the data points. At last, the obtained sphere is transferred back to the input data space, which forms several contours, and these contours are treated as the corresponding cluster boundaries.
In the SVC algorithm, the width parameter and soft-margin constant affect the contours of clustering boundaries. The width parameter governs the number of clusters and the smoothness/tightness of the cluster boundaries as well. As the width parameter of Gaussian kernel decreases, the number of disconnected contours in the data space increases. This leads to an increasing number of clusters. Therefore, reasonable adjustments for the parameter of kernel function may result in desirable clustering outcomes. In addition, the soft-margin constant determines the existence of outliers during the clustering process. Hence, the selections of the width parameter of Gaussian kernel and soft-margin constant greatly affect the number of clusters as well as the shapes of the cluster boundaries.
To select the suitable width parameters of the Gaussian kernel and soft-margin constant, Ben-Hur et al. [2] have proposed a heuristic rule which need to continuously change the width parameters of the Gaussian kernel and soft-margin constant and perform SVC algorithm repeatedly. They proposed stopping the SVC when the fraction of support vectors (SVs) and bounded SVs (BSVs) exceed a certain threshold. Similar to the above algorithm, Wang and Chiang [12] , [13] have proposed a cluster validity measure with outlier detection and cluster merging algorithm and use these criterion to stop SVC algorithm. A common problem, existing in [2] , [12] , and [13] , is that they only perform SVC algorithm repeatedly and does not develop an efficient search method to find the optimal width parameters of the Gaussian kernel and soft-margin constant which extensively increases the computation complexity for large data set. Chiang and Hao [8] have proposed a sequential multi-sphere SVC (SMSVC) algorithm which extends the SVC algorithm to an adaptive cell-growing model and maps data points to a high dimensional feature space through a desired kernel function. This algorithm is sensitive to the order in which the data points are presented. Based on the idea of [8] , Sun [14] and Camastra [15] have developed two different hybrid clustering algorithms which combine K-means algorithm and multi-sphere SVC algorithm. However, the algorithm, proposed in [14] and [15] , need to specify the number of clusters, the width parameters of the Gaussian kernel and soft-margin constant by user.
In this paper, a multi-sphere support vector clustering algorithm is proposed which is based on statistical histogram, suitable for large data set and does not need to select the width parameter and soft-margin constant. It is robust to noise and outliers and able to automatically determine the number of cluster, and identify data points with different shapes of clusters. The proposed algorithm consists of two major phases. In the first phase, the given data set is first transformed to a set of grid points by statistical histogram and median filter. The median filter is used to decrease the impact of noise and outliers on the connectivity based clustering of a multi-dimensional binary image. In the second phase, the SVDD algorithm is performed several times for each cluster and the membership values that each data point belongs to different clusters is computed. At last, the final clustering result is found based on those computed membership values.
SVDD algorithm
The mathematical formulation of the support vector domain description (SVDD) algorithm is summarized as follows. Its detailed derivation can be found in [2] . Assume a data set containing N
, where D is the dimension of the data space. A nonlinear mapping function  is used to map the data set into a high-dimensional feature space such that the radius, denote by R , of the sphere enclosing all the data points is as small as possible. Such an objective can be formulated by the following optimization problem:
. .
where  is the Euclidean norm, a is the center of the sphere, j  are slack variables that loosen the constraints to allow some data points lying outside the sphere, C is a soft-margin constant, and
is a penalty term. To solve the optimization problem as in (1), it is convenient to introduce the Lagrangian function
, , , , (1), we can derive the following conditions by the Lagrange -multiplier theorem and the Karush-Kuhn-Tucker (KKT) complementarity [2] 
Based on(2), we can classify each data point into the following: (1) an internal point; (2) an external point, and (3) sphere are the so-called boundary points. These SVs can be used to describe the cluster contour in the input space. When i C   , the data points located outside the feature space sphere are defined as the external points or BSVs. Note that if 1 C  , no external points will exist. Hence, the value of C can be used to control the existence of external points, namely, outliers, during the clustering process.
By using the above conditions, (1) can be turned into a Wolfe dual optimization problem with only variable
where the dot product of
Here, we select the Gaussian function as kernel function, i.e.,     . For any point x in the data space, the distance of its image in the feature space from the center of the sphere is given by
.
The radius R of the sphere can be obtained by
In practice, the average of the above set is used as the radius R . The contours that enclose the points in data space are defined by the set    .
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SHMSVC algorithm
In this section, we discuss the proposed SHMSVC algorithm which is based on statistical histogram, median filter and classical support vector clustering. We propose the following three processes for SHMSVC algorithm.
Connectivity based clustering: perform statistical histogram and median filter, find a set of grid points, and classify each grid point based on the connectivity of a multi-dimensional binary image.
Multi-sphere support vector clustering: delete clusters with small cardinalities, determine the number of clusters, and perform SVDDs on each remained cluster.
Membership computation and classification: compute the grade of memberships that each data point belongs to different clusters and classify all data points. For reader's convenience, a flow chart of the algorithm is sketched in Figure. 1, and described in detail later.
Connectivity based clustering
Base on the minimum and maximum values of the given data set, the data space is first partitioned by applying a D dimensional grid with edge widths
, and the number of data points that lie in a D dimensional grid is then recorded. From this, we can find a D+1 dimensional statistical histogram.
We treat the above statistical histogram as a D+1 dimensional grey tone image, and construct a binary image by making the gray values of those grids whose gray values are larger than one equal one and the others equal zero. To decrease the impact of noise and outliers on the following clustering, a median filter is performed on the constructed binary image, and the   31 D  -connected regions are found from the filtered binary image. At last, the grid points that belong to the same connected region are classified to a cluster.
Multi-sphere support vector clustering
For the clusters found in the above subsection, we delete these clusters whose cardinalities are smaller than a cluster cardinality threshold 
Membership computation and classification
Following the results of MSVC, we can define a membership function to measure the degree of a given data point
x that belongs to a cluster q as . According to (9) , each data point can be classified by the methods employed for processing possibilistic membership function. Some of important properties of the above membership function are summarized as follows. The higher the distance between a given point and the spherical center, the lower the degree of membership of the point belonging to that cluster. Moreover, the membership value also takes into account the size of the corresponding sphere in feature space. It can be seen that the membership value remains higher than 0.5 if the data point is located inside the hyper-sphere in feature space.
Simulation results
In this section, we present examples to investigate the utility of the proposed SHMSVC algorithm. In all examples, we give 
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Example 1:
The data set as shown in Figure. 2 (a) includes four clusters. The first three clusters are generated from a three-component Gaussian mixture distribution [16] where each component has 750 data points and the fourth cluster is an outlier set generated from a uniform rectangle-shape data set with sample sizes 750. We use this data set to illustrate behaviors of SHMSVC algorithm under different running steps. The noise and outliers are marked with pentagrams in Figure. 2. The constructed binary image before median filter is shown in Figure. 2 (b). After performing median filter, the isolated pixels stemmed from the outlier set are deleted, as shown in Figure. 2 (c). Figure.2 (d) shows the classification result of the proposed SHMSVC after computing membership function. In the procedure, we can find that the proposed algorithm is robust to outliers and able to automatically determine the number of cluster, and identify data points.
Example 2: In this example, we generate a data set from a two-component Gaussian mixture model as shown in Figure. 
It is known that clustering algorithms such as fuzzy C-mean (FCM) algorithm can not get good clustering results even given the corrected cluster number and centers because of the data set with different volumes. Clustering results from FCM with corrected cluster number and centers is shown in Figure.3 (b) . By implementing SHMSVC, we can get good clustering results as shown in Figure. 3 (c).
The SHMSVC is actually robust for the data set with different volumes. 
Example 3:
The data set as shown in Figure. 4 (a) includes five clusters. The first two clusters are generated from a two-component Gaussian mixture distribution where each component has 960 data points. The third and fourth clusters are generated from a uniform ring-shape data set where each cluster has 960 data points. The last cluster is an outlier set generated from a uniform rectangle-shape data set with sample sizes 120. The binary image after median filter is shown in Figure.4 (b) . Figure.4(c) shows the classification result of proposed SHMSVC algorithm. The identified noise and outliers are marked with pentagrams. This example illustrates that the proposed algorithm is robust to cluster shapes and can correctly identify the optimal number of clusters even if the data set contains noise.
Example 4: The data set consist of two clusters as shown in Figure. 5 (a). The two clusters are generated from a Gaussian crescent-shape data set where each cluster has 1500 data points. The binary image after median filter is shown in Figure.5 (b) . Figure.5(c) shows the classification result of proposed SHMSVC algorithm. This example illustrates that the proposed algorithm is robust to cluster shapes.
Conclusion
This paper focuses on the development of a robust MSVC algorithm which is suitable for large data set. The proposed algorithm is based on statistical histogram and SVDD algorithm. The introduction of statistical histogram decreases the number of data points processed by SVDD algorithm, which makes the proposed algorithm working very well in large data set. Simulation results show that the proposed algorithm is robust to noise and outliers, and able to automatically determine the number of cluster, and identify data points with arbitrary contours of cluster boundaries. However, this algorithm has difficult in identifying the overlapped clusters and the edge widths of statistical histogram must be specified in priors. These are the work investigated in future. 
