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RESUMO 
O presente trabalho consiste na construção de modelos 
de simulação dos principais Sistemas de Transmissão de Dados, ope-
rando interativamente. 
Supõe-se um conjunto de terminais conectados, através 
de concentradores, a um sistema computacional constituído por um 
Único computador central ou, uma rede computadores. 
Para cada sistema foi desenvolvido um programa codifi 
cado em GPSS (General Purpose Simulation Systems - IBM) e os resul 
tados obtidos para os diferentes sistemas, operando em diversas 
circunstâncias, evidenciam a utilidade de tais modelos na avalia -
ção de projetos de Redes de Teleprocessamento. 
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ABST'RACT 
The present work is a design of simulation models for 
Data Transmission Systems operating inte~actively. 
It is supposed that a set of terminals is connected, 
through concentrators, to one central. computer ora computer net-
work. 
For each system, a model codified in GPSS (General 
Purpose Simulation System - IBM) was developped and the results 
of the simulation of these Systems, operating under different 
oircunstances, makes evident the usefulness of such models in 
Teleprocessing Network design evaluation. 
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·cA·PfTULO 1 
INTRODUÇÃO 
1.1 - Objetivo 
O presente trabalho tem o seguinte objetivo fundamental: 
Obter modelos gerais de simulação para os principais sistemas 
de transmissão de dados, operando inter~tivamente. 
1.2 - Por que simulação? 
A elaboração de um modelo matemático de teoria das filas 
para representar um sistema de tr.ansmissão de dados pode se tornar ex 
tremamente complexa ~J 
Como o objetivo é modelar diferentes sistemas de trans -
missão de dados, o trabalho total poderia se tornar impraticável. 
1.3 - Por que uma linguagem especial de simulação? 
o tempo de preparação de um modelo de simulação em uma 
linguagem tal como FORTRAN ou PL/1 -e muito maior que o tempo corres-
pondente à preparação do mesmo modelo.em uma linguagem especial de si 
mulação. É muito provável que, para preparar um Único modelo de simu 
lação, um conhecedor de FORTRAN não obtenha vantagem em investir o 
tempo necessário para aprender uma linguagem especial de simulação.E~ 
tretanto, quando o objetivo é preparar diferentes modelos, como é o 
caso presente, é altamente justificável o emprego de uma linguagem es 
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pecial de simulação. 
1.4 - PO!!i! que GPSS? 
Os sistemas aqui apresentados sao discretos. Devido a 
experiência anterior em GPSS, adquirida em estudo de simulação de 
linhas de comunicação [s] , tal linguagem foi escolhida para mode -
lar todos os sistemas. 
1. 5 - Apresentação dos Sistemas de Transmissão de Dados 
1.5.1 - Sistema Clássico de Transmissão de Dados 
~ essencialmente constituído por um conjunto de termi-
nais ligados a um centro de processamento por meio de linhas de 
transmissão. Os terminais podem ser teletipos sobre as quais oper~ 
dores emitem mensagens 1,ou conversores A/D no caso de controle de 
processos; as linhas de transmissão são, normalmente, linhas telefô 
nicas; o centro de processamento é constituído por um comput~dor cen 
tral, normalmente de grande porte, que contém todos os programas de 
aplicação · (processos) necessários ao tratamento das informações. 
Concentradores e Multiplexadores 
Os terminais estão conectados a concentradores ou mul-
tiplexadores por linhas de baixa velocidade. o número de concentra 
dores dependerá do número de terminais, de sua distribuição geográ-
fica, dos tipos de concentradores disponíveis coro seus respectivos 
preços e ainda do custo das linhas. Há um programa, escrito em FOR 
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TRAN e PL/1, que determina a topologia mais econômica de interconec 
ção dos terminais a concentradores, embora considere concentradores 
-1 
de um mesmo tipo [s] . A fim de não entrarmos nos méritos desse pr~ 
blema, a entrada de todos os sistemas aqui modelados é nos concen -
tradores. 
Linhas de Alta Velocidade 
Os concentradores estão conectados ao Centro de Proces 
sarnento por linhas de alta velocidade. As linhas usadas em trans -
missão de dados podem ter capacidade de 1200, 2400, 4800 e 9600 
Bauds. Estes valores serão adotados nos exemplos do Capítulo 3 . 
Esquema Geral 
O esquema geral do Sistema Clássico de Transmissão de 
Dados está desenhado no Apêndice 1, fig. 1.1. Hã um total de n 
concentradores. Ao concentrador Ci estão conectados ti termi -
nais (1 ~ i ~ n). As linhas de transmissão LT1 , ..• , LTn conectam 
os concentradores ao Centro de Processamento. Uma base de dados man 
têm uma cópia de cada processo usado no sistema e, sempre que um pro 
cesso não residente na memória principal for solicitado, uma trans-
ferência é feita. 
Em algumas situações, a ligação de custo mínimo é aqu~ 
la em que alguns terminais são diretamente conectadas ao Centro de 
Processamento por linhas de baixa velocidade. As alterações nos mo 
deles desenvolvidos no Capítulo 2 necessárias a abranger este caso 
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mais geral estão indicadas no mesmo capítulo. Entretanto, antes de 
se fazer as alterações, é preciso constatar se o erro de não consi-
derá-las é maior do que o introduzido pela própria simulação. 
Partições 
o Computador Central poderá ter memória principal sufi 
ciente para conter um, dois ou, até mesmo, três processos. Cada 
processo ocupa uma partição da memória principal. 
Um Sistema Clássico de Transmissão de Dados será dito 
"Sistema Clássico com uma Partição" caso o computador central tenha 
uma Única partição. Analogamente, temos o "Sistema Clássico com du 
as Partições" e o "Sistema Clássico com três Partições". 
No Capítulo 2 construímos um modelo para cada Sistema 
Clássico de Transmissão de Dados. 
Desempenho dos Sistemas 
A medida do desempenho dos Sistemas pode ser feita pe-
lo Tempo de Resposta qu~, nos presentes modelos, é definido como o 
intervalo de tempo decorrido entre o instante em que uma mensagem 
tem origem num concentrador e o instante em que sua resposta é to·-
talmente retornada ao concentrador de origem. Há ainda outros fato 
resa considerar no estudo da eficiência de um Sistema, tais como: 
ocupação das linhas de comunicação; tamanho das filas e área de me-
mória necessárias; ocupação da unidade central de processamento.· 
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Denominamos "intercâmbio" a transferência de um preces 
soda base de dados para a memória principal. O tempo necessário p~ 
ra a transferência total de um processo é denominado "tempo de in -
tercâmbio" • 
Nos sistemas em que o tempo de intercâmbio é muito mai 
or do que o tempo de processamento de uma mensagem, a degradação do 
tempo de resposta, no Centro de Processamento,se relaciona direta -
mente com o número de intercâmbios. Com os exemplos do Capitulo 3 
podemos medir os efeitos dos intercâmbios sobre os desempenhos dos 
diversos sistemas em diversas circunstâncias e para os dados parti-
culares escolhidos. 
Mensagens 
O veiculo que se move pelas diversas partes dos siste-
mas aqui modelados, também denominado 11 unidade dinâmica do sistema", 
... 
e a mensagem. 
No presente trabalho, as mensagens sao caracterizadas 
por um cabeçalho e um texto~ 
cabeçalho texto 
~-------__ _,A...._ ___ \
1 1 1 , 1 1 1 1 1 1 1 , rn 
e cabeçalho é formado por um conjunto de caracteres u-
sado para controle da mensagem no sistema. 
Exemplo: caracteres identificadoiuesdos pontos de origem e destino 
da mensagem,caracter identificador da prioridade da mensa 
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gem, caracter identificador do comprimento da mensagem, 
e outros [7] . 
o texto contém a informação propriamente dita, trans -
portada pela mensagem. 
Aqui as mensagens transportam toda a informação neces-
sária e suficiente ao seu processamento. O comprimento de uma men-
sagem é o número total de caracteres que a compoe. 
As mensagens podem ter comprimento fixo ou variável e 
a atribuição de comprimento à uma mensagem pode obedecer a uma dis 
tribuição qualquer de probabilidades. 
Erros na transmissão 
Os modelos aqui desenvolvidos nao consideram a retrans 
missão de uma mensagem devido à deteção de um erro. Caso o sistema 
real que está sendo simulado possua um código de deteção de erro com 
retransmissão automática, a solução é acrescentar às mensagens do 
modelo um comprimento virtual que dependerá da taxa de ocorrência do 
erro na linha de transmissão e do número de retransmissões permiti-
das até a recepção correta da mensagem. 
Distribuição de Poisson 
A taxa de geraçao das mensagens pode obedecer a uma dis 
tribuição qualquer de probabilidades. Entretanto, nos exemplos do 
Capítulo 3, usamos a distribuição de Poisson, o que é feito normal-
mente na prática. Da mesma maneira, empregamo-la na caracterização 
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do tempo de processamento de uma mensagem. 
Numeração das Entidades 
O termo usado para denotar um objeto de interesse num 
Sistema é "Entidade" [1] • Em GPSS, cada Entidade possui um núme-
ro de _identificação. A maneira de numerar as entidades deve obede-
cer a um critério a fim de que os blocos constantes do fluxograma 
do modelo independam das variáveis do sistema. As modificações nas 
variáveis controláveis de um Sistema cteve afetar apenas as Funções, 
Variáveis e Savevalues GPSS, que correspondem aos dados de entrada 
do programa. 
Programas de Simulação 
O Sistema com uma Partição é o que requer maior número 
de intercâmbios para uma dada taxa de entrada das mensagens. Nos 
casos em que o congestionamento se verifica nas linhas de transmis-
são, pode-se adotar uma política bem simples para a gestão das men-
sagens no Computador Central. Isto nãe apenas induz a um programa 
de simulação mais simples, como também .a um "software" mais econômi 
co no sistema real correspondente. 
Entretanto, nos sistemas dotados de linhas de transmis 
são de alta capàcidade, a utilização do processador e as filas no 
computador central podem crescer proibitivamente. Em tais casos, é 
justificável o emprego de um "software" mais sofisticado de gestão 
das mensagens. 
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No Capítulo 2, seçao 2.1, construímos os modelos corres 
pendentes às duas políticas acima mencionadas. 
Os Sistemas com duas e três Partições estão programados 
nas seções 2.2 e 2.3, respectivamente, sendo que o Último foi desen-
volvido a fim de se constatar os efeitos da ausência de intercâm -
bios. Assim, tal modelo não inclui uma base de dados e se aplica a-
penas no caso de três processos. 
1. 5. 2 - Redes de Computadores 
Considerações Gerais 
Uma rede se caracteriza pela interconecção de dois ou 
mais computadores por meio de linhas de transmissão. Os computado-
res serão referidos como "nodos" da rede. Cada nodo possliti um con-
junto de tarefas especializadas além de umacópia de cada processo 
relativo aos demais nodos da rede. As mensagens tem origem em dif~ 
rentes pontos do Sistema e podem ser processadas em qualquer nodo. 
Um programa de controle especialmente projetado para administrar o 
fluxo das informações no Sistema Computacional tem, como principal 
tarefa, a distribuição de serviços ao longo da rede de tal maneira 
que os terminais não tomam conhecimento de qual nodo particular pr2_ 
cessou uma mensagem por ele enviada. 
o modelo aqui desenvolvido pressupõe conjuntos de ter-
minais conectados à rede por meio de concentradores, tal como o Sis 
tema anterior (seção 1.5.1). Cada concentrador está conectado a um 
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nodo e teremos tantos nodos quanto o número de concentradores. o 
objetivo é desenvolver um programa geral que se aplique a um número 
qualquer de nodos e com topologia arbitrária. 
Entretanto, a fim de tornar o programa compreensível, 
iremos sofisticando-o gradativamente a partir de um modelo inicial 
que res©lve uma rede de n nodos,onde todos os pares de nodos es -, 
'tão interconectados por linhas de transmissão (Capítulo 2, seção 2. 
4 .1) • 
O esquema completo de uma rede de três nodos está dese 
nhado no Apêndice 1, fig. 1.2. O modelo geral está desenvolvido na 
seçao .2.4.2 . 
A fim de evitar confusões, definiremos os seguintes ter 
mos: 
Linha (CONCENTRADOR-COMPUTADOR) -é uma linha de transmissão que co-
necta um concentrador a um nodo da rede. 
Linha (COMPUTADOR-COMPUTADOR) - é uma linha de transmissão que in -
terconecta dois nodos da rede. 
Terminais e Concentradores 
A organização dos terminais e concentradores deve ser 
feita de tal maneira que uma mensagem originada em um concentrador 
tenha maior probabilidade de solicitar um dos processos residentes 
no nodo ao qual está conectado. Isto exercerá influência sobre o 
tempo de resposta do sistema, tornando-o menor quanto maior for a-
quela probabilidade. Portanto, a distribuição de probabilidades cor 
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respondente à solicitação de processo no sistema computacional de -
pende do conjunto de terminais em que a mensagem foi gerada. 
Organização dos Nodos 
As entidades relacionadas com um nodo N. (1 < i < n) 
l 
de uma rede de n nodos sao: 
a) Fila de Processamento (notação: P.) 
l 
é a fila na qual as mensagens a serem processadas no no 
do Ni aguardam pelo acesso à C.P.U. 
b) Fila de Resposta aosTerminais (notação: R.) 
l 
é a fila na qual as respostas destinadas aos terminais 
conectados ao nodo Ni aguardam pelo acesso à linha. 
c) Fila de Pergunta ao nodo N. (1 < j < n, j -:/- i) (notação: P .. ) , lJ 
é a fila na qual uma mensagem, ainda não processada,~ 
guarda pelo acesso à linha 
d) Fila de Resposta ao nodo 
L .. 
lJ que interconecta os nodos N. e N .• l J 
N. (1 < j < n , j -:/- i) (notação: R .• ) 
lJ 
é a fila na qual uma mensagem, já processada, aguarda 
pelo acesso à linha L ..• lJ 
Desta forma, um nodo terá tantas filas de pergunta e 
de resposta aos demais nodos quanto for o número de linhas (COMPUTA 
DOR-COMPUTADOR) a ele conectadas. 
Topologia de uma Rede 
A estrutura de uma rede será definida por meio de ma -
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trizes, denominadas "Matrizes Topológicas da Rede". 
Definições Preliminares: 
N. e N. 
J. J 
- Dois nodos de uma rede são ditos "direta -
mente conectados" se e somente se existe uma linha L .. 
J.J 
que os in-
terconecta. 
- Dois nodos N. e N. 
J. J 
de uma rede que nao satisfaçam 
à definição acima são ditos "indiretamente conectados". 
Definição de Matrizes Topológicas 
t uma sequência de matrizes quadradas M1 , M2 , ••. ,Mp, 
de ordem n (número de nodos da rede), e cujos elementos são obtidos 
da seguinte maneira: 
Passo 1. Numera-se os n nodos da rede de 1 a n. 
Passo 2. Para todo par de nodos Ni e Nj' indiretamente conectados, 
escolhe-se uma sequência 
que representa o caminho tomado por qualquer mensagem pa-
ra ir do nodo N. 
J. 
ao nodo N. 
J 
e faz-se, 
onde, 
nodo 
Nodo 
, 
1 < i, j < n, i ~ j 
N1 é diretamente conectado ao nodo 
N é diretamente conectado ao nodo 
ªk 
(1 :5.. k :5.. q-1) 
nodo N 
ªq 
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é diretamente conectado ao nodo 
Passo 3 - Toma-se para valor de p o máximo valor de q dentre to 
das as sequências do Passo 2. Esse é o número de matrizes 
topológicas da rede. 
Passo 4 - Zerar os demais elementos das matrizes Mk (1 < k ~ p). 
Defeitos nas linhas (COMPUTADOR-COMPUTADOR) 
Certamente, quem projeta um Sistema de Transmissão de 
Dados constituído por uma Rede de Computadores, está interessado em 
saber qual a degradação do desempenho do sistema devido às falhas 
nas linhas que interconectam os nodos. 
Assim, se uma ou mais linha é interrompida, a topolo -
gia original da rede é alterada uma vez que deixa de contar com as 
linhas danificadas e, após recuperar as mensagens perdidas nestas li 
nhas, tudo se passa éomo se tivéssemos de simular uma nova rede pa-
ra obter informações sobre o sistema reduzido. 
A única alteração a ser feita no programa que simula a 
rede original é a recodificação das matrizes topológicas. 
As linhas interrompidas aparecerão na saída do programa 
com utilização de 0%, assim como as filas de pergunta e resposta a 
elas associadas. 
No Capítulo 3, é apresentado um exemplo típico, onde u 
ma das linhas (COMPUTADOR-COMPUTADOR) de uma rede pentagonal foi in 
terrompida. 
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C A P ! T U L O 2 
CONSTRUÇÃO DOS MODELOS 
2.1 - Sistema Clássico com. um.a'Partição 
2.1.1 - Política Simples de Gestão das Mensagens 
a) unidade dinâmica: mensagens 
b) entrada: nos concentradores 
e) informações constantes nas mensagens: 
Concentrador (ou linha de transmissão) em que teve o-
rmgem , processo que solici tarã no sistema ae· computação, tempo ne -
cessário ao seu processamento, comprimento (em número de caracteres) 
e comprimento da resposta correspondente (em número de caracteres). 
d) política de tratamento das mensagens: 
Nos concentradores 
Ao ter origem num conaentrador c, a mensagem é diri-
gida à fila Q, onde aguardará pelo acesso à linha de transmissão L 
(Apêndice 2, fig. 2.1 a). 
Uma resposta preparada no centro computacional, quan-
do enviada ao concentrador C, é conduzida ao porto de distribuição 
D., 1 < i t r, de acordo com o terminal ao qual ela se destina, sen-
1. - -
do r o número de terminais conectados ao concentrador C (Apêndice 
2, fig. 2.1 b). 
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No computador ·cetitral 
Quando uma mensagem chega ao computador central .. por 
uma das linhas de transmissão, é imediatamente conduzida para a fi-
la Q (Apêndice 2, fig. 2.2 a), onde aguardará pelo acesso à CPU. A~ 
sim que esta se encontrar livre, a primeira mensagem da fila é pro-
cessada. Caso o processo solicitado não se encontre na memória prin 
cipal, transfere-se-o da base de dados, antes de iniciar o processa 
mente. O novo processo passa a residir na memória principal até 
que um outro intercâmbio seja exigido por uma nova mensagem. Em se-
guida, uma resposta é preparada e colocada em uma área de saída S, 
de onde é copiada em um porto de distribuição D., 1 < i < h, de a -
1 - -
cordo com o concentrador ao qual ela se destina, aguardando pelo a-
cesso à linha de transmissão correspondente (n é o número de concen 
tradores). 
Nas linhas de transmissão 
As respostas destinadas aos terminais têm prioridade 
sobre as mensagens destinadas ao sistema computacional. 
e) saída: 
Estatísticas do tempo de resposta do sistema, das •li 
nhas de transmissão, das filas e áreas de memória e do processador. 
f) variávéms controláveis: 
Tempo médio de chegada das mensagens, número de con-
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centradores (ou linhas de transmissão), .número de processos, comp·r!_ 
mento das mensagens e suas respostas correspondentes, capacidade das 
linhas de transmissão, tempo de intercâmbio dos processos e tempo 
mêdio de processamento das mensagens no computador central. 
g) codifição do modelo: 
Entidades estáticas 
Filas dos concentradorese de processamento, linhas de 
transmissão e processador, área de saída no computador central. 
Critério de numeraçao das entidades 
Seja n o número de concentradores e linhas de trans 
missão. 
Passo 1 - Numerar as filas dos concentradores com os n primeiros 
números naturais. 
Pas_so 2 - Numerar as linhas de transmissão de tal modo que a linha 
número i esteja conectada ao concentrador cuja fila tem número i, 
obtido no Passo 1 ( 1 < i < n) 
Passo 3 - Atribuir à fila de processamento e ao processador o núme-
ro (n+l) • 
Passo 4 - Atribuir à área de saída, no computador central,,onúmero 1 
Codificação das fünçõe·s GPSS 
n ê o número de concentradores e linhas de transmis 
sao. 
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Função l - FUNÇÃOEXPONENCrAL 
Caracteriza o tempo de chegada das mensagens ao sis-
tema •. sua codificação se encontra no Apêndice 3, cod 3.1. 
Função 2 - ATRIBUIÇÃO DE LINHA ÃS MENSAGENS GERADAS 
onde, 
Caracteriza o ponto de origem da mensagem no sistema. 
2 FUNCTION 
n-1 
kl,l / k1+k2,2 / ••• / l 
i=l 
RNl , Dn 
n 
ki, n-1 / I k1 ,n i=l 
k1 (1 ~ i ~ n) é a probabilidade de se atribuir, à mensagem 
originada, a linha número i 
= 1 
Função 3 - ATRIBUIÇÃO DE PROCESSO As MENSAGENS GERADAS 
referencia. 
Especifica o processo solicitado pela mensagem que a 
3 FUNCTION RNl, D p 
k. ,p 
1 
onde, 
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p é o número de processos 
k. (1 ~ i ~ p) é a probabilidade da mensagem solicitar o pro-
l. 
cesso n9 i. 
I k. = 1 
i=l J. 
Função 4 - COMPRIMENTOS DAS MENSAGENS GERADAS 
onde, 
Caracteriza o comprimento de cada mensagem. 
4 FUNCTION RNl,Cj 
k.(l<i<z) 
J. 
ci (O < i < z ) 
j = z + 1 
é a probabilidade de se atribuir à mensagem 
um comprimento x tal que, c. 1 <x<c. J.- - - J. 
representa um comprimento de mensagem. 
co 
c z 
- -e o menor numero 
sagem . 
- o maior -e numero 
sagem 
c. 1 < J.-
de caracteres em 
de caracteres em 
uma men 
uma men 
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Função 5 - "COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
Caracteriza o comprimento das respostas corresponden 
tes às mensagens que a referenciam. 
Sua codificação segue a da Função 4. 
Codificaçã-o das Var•iã:veis GPSS 
Variável 1 
Contém, para cada mensagem que a referencia, o tempo 
de transmissão, pelas linhas de comunicação, da resposta correspo~ 
dente preparada no computador central. 
1 FVARIABLE (k *PS}/ 100 
onde, 
k é função da capacidade das linhas e seu valor é obtido do 
Apêndice 4. 
Variável 2 
Contém o tempo total de CPU usado pelas mensagens que 
exigem um intercâmbio de processo antes de serem processadas. 
2 VARIABLE P3 + Kj'' 
onde, 
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j é o tempo de intercâmbio • 
Variável 3 
Contém o tempo de transmissão, pelas linhas de comuni 
caçao, de toda mensagem que a referencia. 
3 FVARIABLE (k * P4) / 100 
onde, 
k é função da capacidade das linhas e seu valor é obtido do 
Apêndice 4. 
Conteúdo dos savevalues GPSS 
Savevalues 1, 2, 3 e 4 : contêm, respectivamente, 
o tempo médio de chegada das mensagens ao sistema, o número do pro-
cesso que se encontra na memória principal, o tempo médio de proce~ 
sarnento das mensagens e o número de identificação da fila de pro -
cessamento e do ppocessador. 
h) fluxograma do sistema: Apêndice 5, fluxo 5.1. 
O modelo aqui apresentado difere do anterior (seção 
2.1.1) somente na política de tratamento das mensagens no computa-
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dor central. 
Polltica ·no CompütadoY 'Central 
As mensagens provenientes das diferentes linhas de 
transmissão são colocadas nas filas L1 ,L2 , ... ,~p , conforme o 
processo por elas solicitado seja P1 ,P 2 , .•. ,Pp , respectivamente 
(Apêndice 2, fig 2.2 b). Um programa de pesquisa consulta as fi -
las L. (1 < i < p) para saber se há alguma mensagem buscando aces 
1 
so à CPU. Caso todas as filas se encontrem vazias, o programa de 
pesquisa zéra um bit especial B (B=O), deixando livre a CPU, e pa~ 
sa a aguardar uma chamada. Assim que uma mensagem entra em uma 
das filas de processamento, o bit B é excitado (B=l) e o programa 
de pesquisa é ativado, iniciando a procura de filas que têm mensa-
gens a processar. 
Antes de processar as mensagens de uma fila, o pro -
grama consulta o processo que se encontra atualmente na memória 
principal e, caso este não coincida com o solicitado pelas mensa -
gens da referida fila, um intercâmbio é feito e todas as mensagens 
desta fila são processadas em seguida. 
Tão logo uma dada fila é esvaziada, o programa pe pe~ 
quisa testa novamente se há mensagens adicionais a se~em processa -
das. Em caso positivo, o programa consulta na tabela de pesquisa a 
próxima fila a ser tratada e se esta não contém mensagens, uma nova 
fila é selecionada da tabela. Caso contrário, se todas as filas se 
encontram vazias, o bit B é zerado e o programa é desativado. 
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Após o processamento de uma mensagem, urna resposta é 
preparada e copiada na área s de saída, onde aguardará pelo aces 
so à linha de transmissão que lhe corresponde. 
Codificação· do" Modelo: 
Entidades .Estáticas do Sistema 
As mesmas do modelo anterior {seção 2.1.1 g), sendo 
que agora ternos tantas filas de processamento quanto o número de 
processos no sistema. 
Critério de Numeração· das Entidades 
~ o mesmo da seção 2.1.1 g, onde o Passo 3 deve ser 
substituído por: 
Passo 3' Atribuir ao processador o número {n+l) 
Observação: Neste caso, a numeração das filas de processamento é fei 
ta automaticamente pelo programa GPSS. 
Codificação das Funções GPSS 
Idêntica à codificação adotada na seçao 2.1.1 g com 
a inclusão da função abaixo, a qual simula a tabela consultada pe-
lo programa de pesquisa. 
6 FUNCTION 
1, Pl / 2, P2 / ••• / 
Pl,Dp 
p, p 
p 
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onde, 
P. é o .número de processos, ou filas de processamento, no com 
putador central. 
P. é o número de identificação da fila de processamento a ser 
J 
pesquisada logo após a fila j . 
p 
u 
j=l 
P. = {1,2, ••• ,p} 
J 
Variável 1 
Idêntica à variável 3 do modelo anterior (seção 2.1. 
1. g ) -
Variável 2 
Idêntica à variável 1 do modelo anterior. 
Variável 3 
Contém, a cada instante, o número total de mensagens 
nas filas de processamento. 
3 VARIABLE CHl + CH2 + •.• + CHp 
onde, 
p é o número de filas de processamento. 
Conteúdo ao·s· Savevalues GPSS 
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Savevalue·s 1, 2 ,· ·3, 4, 5 e 6 
Contêm, respectivamente, o tempo médio de chegada das 
mensagens, o número do processo que se encontra na memória princi -
pal, o tempo médio de processamento das mensagens, o número de iden 
tificação do processador, o número p+l (sendo p, o número de proce~ 
sos) e o tempo de intercâmbio de processos. 
Fluxograma do S-istema 
Apêndice 5, fluxo 5.2 . 
2 .1. 3 - ModeTo · mais Geral 
a) A fim de se admitir no sistema, linhas de transmissão com 
capacidades diferentes, pequenas alterações se fazem necessárias em 
cada modelo. 
a.l - Devemos definir uma nova função GPSS que, a ca-
da linha, faça corresponder a sua capacidade 
j FUNCTION Pl, Dn 
onde 
j é o número da nova função 
n é o número de linhas de transmissão 
i(l < i < n) é o número de identificação das linhas 
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ki(l < i < n) é a constante que representa a capacidade da 
linha i, e obtida do Apêndice 4 . 
a.2 - As codificações das variáveis 1 e 3 tornam-se 
as mostradas abaixo: 
onde, 
1 
3 
FVARIABLE 
FVARIABLE 
(FNj*PS) / 100 
(FNj *P4) / 100 
j é o número da função definida acima. 
b) Caso exista alguns terminais diretamente conectados ao sis 
tema computacional, por linhas de baixa velocidade, sem passar por 
um concentrador intermediário, as alterações são as seguintes: 
n é o número de concentrâàores 
b.l - Na seçao 2.1.1. g, no critério de numeraçao das 
entidades, introduzimos o Passo l' entre os Passos 1 e 2 • 
Passo l' - Numerar os r terminais, diretamente co-
nectados ao sistema computacional, com os r números naturais sub 
seguentes. 
b.2 - Introduzir testes para desviar o fluxo das me~ 
sagens provenientes dos terminais, diretamente conectados ao siste 
ma computacional. 
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teste 1. TEST LE Pl,Kn, ROTl 
é introduzido logo após a atribuição inicial de valores aos parâm~ 
tros de uma mensagem. 
ROTl é o rótulo da primeira instrução do programa que si-
mula o interior do sistema computacional. 
teste 2. TEST LE Pl, Kn , ROT2 
é a primeira instrução que tratará de uma mensagem logo após esta 
deixar o sistema computacional. 
ROT2 é o rótulo da instrução TABULATE 1. 
2.2 - Sistema Clássico com Duas Partições 
2.2.1 - Modelo Simples 
unidade dinâmic~: mensagens 
ehtrada: nos concentradores 
informaçõ.es co~stantes_nas mensagens: idem seçao 2.1.1 c 
política de tratamento das mensagen~: 
Nos conce·n·tradores e li:nhas· de transtnis•são 
Idem seçao 2.1.1 d 
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No Computador ceti:tral 
.. 
Ao chegar no centro computacional, a mensagem e copi 
ada na fila Q, onde aguardará pelo acesso à CPU (Apêndice 2, fig . 
2. 3) • 
.. 
Assim que a CPU estiver livre, a primeira mensagem da fila e 
tratada. Inicialmente é feito um teste para saber se o processo so 
licitado pela mensagem se encontra em uma das partições da memória 
principal. Em caso positivo, o processamento tem logo início. Ca-
so contrário, é feito um intercâmbio da base de dados para a parti-
ção número 1. Seguindo-se ao processamento da mensagem, uma respo~ 
ta é preparada e colocada na área de saída S de onde é copiada em 
um porto de distribuição D. (l<i<n), de acordo com o concentrador 
1 - -
ao qual é destinada, aguardando pelo acesso à linha de tPansmissão 
correspondente (n é o número de concentradores). 
saída: idem seçao 2.1.1 e 
variáveis controláveis: ~ idem seçao 2.1.1 f 
codificação do modelo: 
Segue-se à codificação constante na seçao 2.1.1 g, com 
excessao do conteúdo dos savevalues GPSS. 
savevalues 1~ 2, 3~ 4 e 5 
contêm,respectivamente, o número de identificação do processo que se 
encontra na partição 1 da memória principal, o número de identifica-
ção do processo que reside na partição 2, o tempo médio de chegada 
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das mensagens, o tempo médio de processamento das mensagens e o nú-
mero de identificação da fila de processamento e da CPU. 
fluxoqrama do sistema Apêndice 5, fluxo 5.3. 
2. 2. 2 - Modelo- rn:ais ·Geral 
-Veja a seçao 2.1.3 
2. 3 - Sistern:a Clá:ssico ·c·orn: Tr·ê·s P-artiç•õ·es 
unidade dinâmica . -- . mensagens 
entrada: nos concentradores 
in~ormações constantes nas mensaq~~s: idem seçao 2.1.1 e 
políttca de tratamento das mensagens: 
Nos concentradores e linhas de tran·srn:issão 
Idem seçao 2.1.1 d 
No computador central 
As mensagens provenientes dos concentradores sao ini 
cialmente colocadas na fila Q (Apêndice 2, fig. 2.4). Assim que a 
CPU se encontrar livre, a primeira mensagem da fila é processada.Em 
seguida, uma resposta é preparada e colocada numa área de saída S, 
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de onde é copiada em um porto de distribuição. Di (l<i<n), de acor 
do com o concentrador ao qual é destinada, aguardando pelo acesso à 
linha de transmissão correspondente (n é o número de concentradores). 
saída: idem seçao 2.1.1 e 
variáveis controláveis idem seção 2.1.1 f 
codificação do modelo 
.. 
Segue-se a seçao 2.1.1 g , com as seguintes altera-
çoes: 
a) Na codificação das funções GPSS, a função n9 3 é excluída, 
uma vez que qualquer mensagem encontrará o processo correspondente 
na memória principal. 
b) Na codificação das variáveis GPSS, a variável 2 é excluída, 
uma vez que não há intercâmbio de processos. 
c) Conteúdo dos savevalues GPSS 
savevalues 1 1 2 e 3 
contêm, respectivamente, o tempo médio de chegada das mensagens, o 
tempo médio de processamento das mensagens e o número de identifica 
ção da fila de processamento e da CPU. 
fluxqgrarna_do sistema Apêndice 5, fluxo 5.4 
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2.4 - Rede de co:mputadores 
2.4.1 - Rede de n computadores onde qualquer par de nodos está in 
terconectado por urna linha de transmissão. 
a) Considerações gerais 
Cada nodo da rede está ligado a um Único concentrador 
por urna Única linha de transmissão. 
Cada nodo da rede contém um único processo residente 
na memória principal. Os demais processos no sistema são copiados 
em urna base de dados para eventuais intercâmbios. 
Todos os processos sao considerados distintos e ternos 
tantos processos quanto o número de nodos na rede. 
A cada nodo da rede está associada urna base de dados. 
b) Unidade dinâmica: mensagens 
c) Entrada: nos concentradores 
d) Informações constantes nas mensagens: idem seçao 2 .1.1 c 
e) Política de tratamento das mensagens: 
Nos concentradores 
Idem seçao 2.1.1 d. 
30 
Nos nodos da rede 
Assim que uma mensagem chega a um nodo Ni, provenien 
te do concentrador e. (l~i~n), um de seus caracteres de controle é 
1 
testado para saber se o processo por ela solicitado é especializa-
do deste modo. Em caso positivo, a mensagem é colocada imediata -
.. 
mente na fila de processamento Pi , onde aguarda pelo acesso a 
CPU (Apêndice 2, fig. 2.5). Tão logo a mensagem seja processada, 
uma resposta é preparada e copiada na fila Ri, onde aguardará pelo 
acesso à linha de transmissão Li. 
Caso contrário, ou seja, o processo seja especializa 
do de um outro nodo N. (l<j<n, jii), os comprimentos c 1• e c .. das J - - lJ 
filas Pi e Pij , respectivamente,são comparados • Temos assim, dois 
casos a considerar: 
19 caso: c .. < c. lJ - 1 
A mensagem é colocad~ na fila Pij onde aguardará pe-
lo acesso à linha Lij* Assim que esta se encontrar livre, a mensa 
gem é enviada ao nodo Nj onde é copiada na fila de processamento Pj. 
Logo após o processamento da mensagem, a resposta correspondente é 
colocada na fila de resposta R .. onde aguardará pelo acesso à linha 
Jl 
L ..• lJ Assim que retornada ao nodo Ni, a resposta é colocada na área 
Ri de resposta aos terminais. 
29 caso: c .. > c. 
lJ 1 
A mensagem é colocada na fila de processamento Pi, o~ 
de aguardará pelo acesso à CPU. Ass,:i:.m que o processador se encon-
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trar livre, a mensagem é imediatamente tratada. Inicialmente, é 
feito um intercâmbio do processo solicitado, da base de dados pa-
ra a memória principal. Logo após, tem início o processamento da 
mensagem e a resposta correspondente é colocada na fila Ri,aguaE 
dando pelo acesso à linha de transmissão L .• 
1 
Nas linhas de transmis•sã:o (COMPUTADOR-CONCENTRADOR) 
Idem seçao 2.1.1 d. 
Nas linhas de transmissão (COMPUTADOR-COMPUTADOR) 
As respostas têm prioridade sobre as perguntas. Se 
duas respostas (perguntas) disputam o acesso à linha Lij' nas ca-
beças das filas Rij e Rji (Pij e Pji), respectivamente, terá pri-
oridade aquela que chegou primeiro à fila correspondente. 
f) Saída: 
Estatísticas do tempo de resposta do sistema, das li 
nhas de transmissão, das filas e das unidades de processamento. 
g) Variáveis controláveis: 
Tempo médio de chegada das mensagens, número de no-
dos, comprimento das mensagens e suas respostas correspondentes , 
capacidade das linhas de transmissão, tempo de intercâmbio dos pr~ 
cessos e tempo médio de processamento das mensagens nos nodos. 
h) Coflificação do modelo: 
Entidades estáticas 
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Filas dos concentradores, de process_amento, de res -
posta aos terminais, de pergunta de um nodo para outro· e deres -
posta de um nodo para outro. Linhas de transmissão e processadores. 
Critério• de- num:eraçã·o das· entidades 
Seja n o número de nodos da rede. 
Passo 1 - Atribui-se o número j 
... 
a fila de processamento e ao pr.9. 
cessador do nodo N. (l~j<n) • 
J 
Passo 2 - Atribui-se o número (j+:m.) à fila de resposta aos termi -
nais do nodo N. 
J 
e à linha de transmissão que une este nodo ao 
concentrador correspondente (l~j<n). 
Passo 3 - Atribui-se, arbitrariamente, às filas de pergunta e res-
posta entre os nodos da rede, os números (2n+j), onde 
1 ~ j ~ 2n (n-1) 
Passo 4 - Atribui-se, arbitrariamente, às linhas que conectam os 
nodos da rede, os números (2n+j), onde 1 ~ j ~ c2 .. n 
Passo 5 - Atribui-se o número (2n2+j) à fila do concentrador asso-
ciado ao nodo N. (l<j<n) • 
J - -
n é o número de nodos na rede. 
A distribuição de·probabilidades, segundo a qual sao 
atribuídos os processos às mensagens originadas no sistema, varia 
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de acordo com o conjunto de terminais no qual a mensagem é gerada. 
Assim, teremos n distribuições diferentes que serão codificadas 
nas n primeiras funções do modelo. 
Função j(l<j~n) - ATRIBUIÇÃO DE PROCESSO ÀS MENSAGENS GERADAS NO 
NODO Nj 
j FUNCTION RNl,Dn 
onde, 
kji (l~i,j<n) é a probabilidade de uma mensagem originada no 
nodo Nj solicitar o processo número i • 
n 
I kJ. i = 1 , 
i=l 
Função (n+l) - FUNÇÃO EXPONENCIAL' 
Caracteriza a chegada das mensagens ao sistema. Sua 
codificação se encontra no Apêndice 3, cod. 3.1. 
Função (n+2) - ATRIBUIÇÃO DE NODO 
Especifica o nodo da rede diretamente conectado ao 
conjunto de terminais de onde a mensagem que a referencia se orig!_ 
nou. 
(n+2) 
onde, 
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FUNCTION RNl,Dn 
n-1 n 
/ ••• I l ki,n-1 / l 
i=l i=l 
k. ,n 
1 
k.(l<i<n) é a probabilidade de uma mensagem se originar no 
]. - -
n 
.l ki = 1 
i=l 
conjunto de terminais ligados ao nodo Ni • 
Função {n+3) - ATRIBUIÇÃO DE FILA DE PERGUNTA 
Especifica a fila de pergunta que uma mensagem deve 
ocupar para ir de um nodo a outro. 
(n+3) FUNCTION V2,Dn(n-1) 
k12'pl2 / k13'p13 / ••• / kln'Pln / 
k21'p21 / k23'P23 / k24'p24 / ••• / k2n'P2n / 
...•....•....•....•. •- ............ ·• •....•..... 
• • • • • • • ·• • -• • , ••••••••• -· ••.• • ................... . 
• • • -• •••• ~· -· •• ! ~ ~-~_!-,~---· .•••••••••••• ~ ••••••••••.•••••• 
. • • • • • • • ! ~ ••••••••••••••••••••••••• •_• ••••••••••• 
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onde, 
k .. é o valor assumido pela variável 2, quando a mensagem 
1.J 
que a referencia é originada no nodo Ni e o processe 
por ela solicitado é especializado do nodo N. -
J 
1 < i,j ~ n , i t j 
Pij é o número de identificação da fila de pergunta que a 
mensagem deve ocupar para ir do nodo Ni ao nodo N •• 
J 
Função (n+4) - ATRIBUIÇÃO DE FILA DE RESPOSTA 
Especifica a fila de resposta que a resposta corre~ 
pondente a uma mensagem deve ocupar para ir de um nodo a outro. 
A co~ificação desta função é idêntica à anterior,o~ 
de devemos substituir os P .. 
1.J 
por Rji (fila de resposta do nodo 
N. 
J 
para o nodo N.) • 
1 
Função (n+S) - LINHAS DE TRANSMISSÃO ENTRE OS NODOS 
Especifica a linha L .. que conecta os nodos 
l.J 
(1 ~ i, j ~ n , i t j) 
A codificação desta função é idêntica à anterior, on 
de devemos substituir os Rji por Lij • 
Observe que L .. = L,. 
1.J Jl. 
Função (n+6) - COMPRIMENTO DAS MENSAGENS GERADAS 
Idem seção 2.1.1 g, Função 4 • 
36 
Função (n+7) - COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
Idem seçao 2.1.1 g, FUNÇÃO 5 • 
Codificação das Variáveis GPSS 
Notações: 
n número de nodos da rede. 
k constante que depende das capacidades das linhas e obtida 
do Apêndice 4 • 
Pl parâmetro da mensagem que contém o número de identifica -
ção do nodo de origem. 
P2 parâmetro da mensagem que contém o número de identifica -
ção do processo por ela solicitado. 
P6 parâmetro da mensagem que contém o seu comprimento. 
P7 parâmetro da mensagem que contém o comprimento de suares 
posta correspondente. 
P8 parâmetro da mensagem que contém o seu tempo de processa-
mento. 
Variável 1 
Contém, para cada mensagem que a referencia, o núme-
roda linha de transmissão que liga o conjunto de terminais onde 
foi originada ao nodo correspondente na rede. Contém ainda o núme 
rode identificação da fila de resposta aos terminais naquele nodo. 
1 VARIABLE Pl+n 
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Variável 2 
Variável de controle da rede que associa, para cada 
mensagem que a referencia, um número biunivocamente relacionàd.o com 
o nodo onde a mensagem teve origem e o nodo especializado no proce~ 
so por ela solicitado. 
2 VARIABLE a*Pl+P2 
onde, 
a= 10b 
sendo b, o número de algarismos de n. 
Variável 3 
Contém, para cada mensagem que a referencia, o tempo 
de transmissão da resposta correspondente pelas linhas (CONCENTRA-
DOR-COMPUTADOR). 
3 FVARIABLE (k*P7) / 100 
Variável 4 
Contém, para cada mensagem que a referencia, seu tem 
pode transmissão pelas linhas (COMPUTADOR-COMPIDTADOR). 
4 FVARIABLE (k*P6) / 100 
Variável 5 
Contém, para cada mensagem que a referencia, o tempo 
de transmissão de sua resposta correspondente pelas linhas (COMPU-
TADOR-COMPUTADOR). 
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5 FVARIABLE (k*P7) / 100 
Variável 6 
Contém o témpo de intercâmbio dos processos mais o tem 
pode processamento das mensagens. 
6 VARIABLE s + P8 
onde s é o tempo de intercâmbi.o de um processo, da base de dados 
para a memória principal. 
Variável 7 
Contém, para cada mensagem que a referencia, o número 
da fila do concentrador no qual foi originada. 
onde, 
2 r = 2n 
Variável 8 
7 VARIABLE Pl + Kr 
Contém, para cada mensagem que a referencia, seu tem-
po de transmissão pelas linhas (CONCENTRADOR-COMPUTADOR). 
8 FVARIABLE (k*P6) / 100 
Conteúdo dos Saveiialues GPSS 
Savevalues 1 e 2 
Contêm, respectivamente, o tempo médio de chegada das 
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mensagens ao sistema e o tempo médio de processamento das mensagens. 
i) Fluxograma do sistema: Apêndice 5, fluxo 5.5. 
2.4.2 - Rede de n computadores com topologia arbitrária 
Reveja as notações empregadas na definição çle matri-
zes topológicas na seçao 1.5.2. As considerações gerais são idên 
ticas as da seção 2.4.1 a 
A unidade dinâmica, entrada no sistema e informações 
constantes nas mensagens seguem exatamente as especificações da se 
ção 2.4.1, itens b, e e d. 
Política de Tratamento das Mensagens 
Nos concentradores e linhas de transmissão 
~ Idem seçao 2.4.1 e. 
Política nos Nodos da Rede 
19 caso) A mensagem originada em um nodo Ni solicita o processo 
especialiaado deste nodo. 
Neste caso, a mensagem é copiada diretamente na fila 
de processamento Pi onde aguarda pelo acesso à CPU. A resposta 
preparada é colocada na fila Ri de resposta aos terminais, aguar 
dando pelo acesso à linha de transmissão. 
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29 caso) A mensagem originada em um nodo N. 
J. 
solicita o processo 
especializado do nodo Nj , diretamente conectado àquele. 
Neste caso, o tratamento é idêntico ao ministrado no 
modelo anterior (seção 2.4.1 e) • 
39 caso) A mensagem originada em um nodo N. 
J. 
solicita o processo 
especializado de um nodo Nj , indiretamente conectado àquele. 
Neste caso, o procedimento é o seguinte: Seja i,a1 , 
a 2 , ••• ,aq,j , a sequência associada aos nodos Ni e Nj • Inicial 
mente, compara-se a fila Pi de processamento do nodo Ni com a 
fila P. 
ial 
de pergunta ao nodo N €aso P. tenha comprimento 
ª1 J. 
menor que P. 
ial 
, a mensagem 
trãrio, - enviada a mensagem e 
P de processamento no nodo 
ª1 
é processada no nodo Ni. Caso con -
ao nodo N Daí, fila compara-se a a· 1 
N com a fila P 
ª1 ª1ª2 
de pergunta ao 
nodo N Caso P tenha comprimento inferior que 
ª2 ª1 
P , a men 
ª1ª2 
sagem é processada no nodo 
e a resposta correspondente, 
a mensagem é enviada ao nodo 
N , usando-se intercâmbio de processos, 
ª1 
devolvida ao nodo Ni. Caso contrário, 
E assim, sucessivamente, repe-
te-se o procedimento até que a mensagem seja processada em algum n~ 
do N (1 ~ k ~ q) ou no nodo NJ. , especializado no seu processo. 
ªk 
Portanto, a mensagem segue o seu caminho em direção ao nodo N. , 
J 
mas, em qualquer nodo intermediário, ela pode ser processada, in -
terrompendo a sua viagem, e a resposta correspondente inicia oca-
minho de retorno ao nodo de origem 
saída: Ídem seçao 2.4.l f 
N •• 
J. 
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variáveis contr·o·1ã:veis Idem seçao 2.4.1 g, com a inclusão 
topologia da rede. 
codificação do modelo: 
n representa o número de nodos da rede. 
l. representa o número de linhas (COMPUTADOR-COMPUTADOR) 
entidades estáticas do sistema 
Idem seçao 2.4.1 h 
-eritério de numeraçao das entidades 
Passo 1 Idem seçao 2.4.1 h, Passo 1 
Passo 2 Idem seçao 2.4.1 h, Passo 2 
da 
Passo 3 Atribui-se, arbitrariamente, às filas de pergunta e 
resposta entre os nodos da rede, os números (2n+j), onde 
1 < ' < 4,e. J - >io, 
Passo 4 Atribui-se, arbit~ariamente, às linhas (COMPUTADOR -
COMPUTADOR) os números (2n+j), onde 
l~j'i:l 
Passo 5 Atribui-se o número (2n+4l+j) à fila do concentrador 
associado ao nodo N., onde 
J 
1 < j < n 
codificação dás.funções GPSS 
Função j(l 2- j 2_ n+2) 
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Idem seçao 2.4.1. h , Função j(l < j ~ n+2) 
Função (n+3) - ATRIBUIÇÃO DE FILA DE PERGUNTA 
(n+3) FUNCTION V2, D2L 
todos os pontos são da forma (ki.,P .. ) 
J l.J 
onde, 
k .. é o valor assumido pela variável 2 quando a mensagem que 
l.J 
a referencia se encontra no nodo N. 
J. 
e vai ser enviada 
ao nodo Nj' diretamente conectado àquele (l~i,j<n,ifj) 
P .. é o número de identificação da fila de pergunta que a 
J.J 
mensagem deve ocupar para ir do nodo ao nodo N. • 
J 
Obs: SÓ constará na função os k .. 
l] 
para os quais os nodos Ni 
N. sao diretamente conectados. 
J 
Função (n+4) - ATRIBUIÇÃO DE FILA DE RESPOSTA 
e 
Codificação idêntica a anterior, onde devemos subst~ 
tuir os Pij 
ta do nodo N. 
por R .. (número de identificação da fila de respos-
J l. 
para o nodo N.) • 
J. J 
Função (n+S) - LINHAS DE TRANSMISSÃO ENTRE OS NODOS 
tuir os 
os nodos 
Codificação idêntica a anterior, onde devemos substi 
R .. por 
J l. 
Ni e Nj) 
L .. (n9 de identificação da linha que conecta 
J.J 
Nesta função, temos: L. . = L. . ( 1 <i, j <n, ifj) . 
l.J Jl. - -
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Funções (n+6) e (n+7) 
Idem seção 2.4.1 h, Funções (n+6) e (n+7) . 
codificação das variáveis GPSS 
A Única variável que difere das definidas na seçao 2. 
4.1 h é a número 7 . 
Variável 7 
7 VARIABLE Pl+Kr 
onde, 
r = 2n + 4l 
Neste sistema há ainda uma variável auxiliar, cuja 
codificação é a seguinte: 
Variável 9 
9 VARIABLE lO+Pj 
onde, 
j= lJ+qMAX 
conteúdo dos savevalues GPSS 
~ Idem seçao 2.4. 1 h. 
Codificação das matrix-savevalues GPSS 
j MATRIX H, n, n 
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onde, 
1 < j ~ qMAX 
Obs: Apenas os elementos nao nulos das matrizes topológicas devem 
ser inicializados na declaração INITIAL. 
Informações adicionais introduzidas· nt,s pa·râmetros das mensagens 
no interior do modelo 
A fim de se compreender bem a lógica do fluxograma do 
sistema vamos considerar a informação necessária para controlar o 
fluxo das mensagens entre os nodos da rede. 
Os elementos da _sequência i, a 1 , a 2 , .•. , ªq, j esta 
rao contidos, respectivamente, nos parâmetros Pl0,Pll, ... ,P(l0+q), 
P(ll+q) das mensagens. 
Seja qMAX o máximo dos q dentre todas as sequen-
cias do tipo· i, a 1 , a 2 , ..• , ªq' j • O parâmetro P(13+qMAX) ser-
virá de ponteiro para os outros parâmetros a fim de identificar a 
posição da mensagem na rede. 
o parâmetro P(l2+qMAX) é nulo para todas as mensa -
gens e servirá de referência ao ponteiro. 
Fluxograma do sistema 
Apêndice 5, fluxo 5.6 . 
45 
2.4.3 - Considerações sobre um modelo mais geral 
a) Defeito nas linhas (COMPUTADOR-COMPUTADOR) 
Onica alteração no modelo: recodificar as matrizes 
topológicas, atribuindo novos caminhos para as mensagens. 
b) Linhas (CONCEN.TRADOR-COMPUTADOR) com capacidades diferentes 
Caso as linhas que unem os concentradores aos nodos 
da rede tenham capacidades diferentes, as Únicas alterações neces 
sárias no programa GPSS sao as seguintes: 
Notações: n é o número de nodos da rede e, 
j = n + 8 
Variável 8 
8 FVARIABLE (FNj*P6) / 100 
Variável 3 
3 FVARIABLE (FNj *P7) / 100 
Função j 
Esta função definirá para cada linha de transmissão 
a sua capacidade. 
j FUNCTION Vl,Dn 
n+l,kl / n+2,k2 / ••. / 2n,kn 
onde, 
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n+i é o número de identificação atribuído às linhas (CONCEN 
TRADOR-COMPUTADOR) 
ki é a constante representativa da capacidade da linha nú-
mero (n+i) e obtida do Apêndice 4 . 
1 < i < n 
c) Linhas (COMPUTADOR-COMPUTADOR) com capacidades diferentes 
Caso as linhas que conectam os nodos da rede tenham 
capacidades diferentes, as alterações necessárias no programa GPSS 
são as seguintes: 
Notações: 
n é o número de nodos da rede, 
t é o número de linhas _(COMPUTADOR-COMPUTADOR) e 
j = n + 9 
Variável 4 
4 FVARIABLE (FNj*P6) / 100 
Variável 5 
5 -FVARIABLE (FNj*P7) / 100 
Função j 
Função que definirá para cada linha (COMPUTADOR-COM-
PUTADOR) a sua capacidade 
onde, 
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j FUNCTION P4 ,Dl 
li é o número de identificação atribuído às linhas (COMPUTA 
DOR-COMPUTADOR) 
i
1
. < l. 1 , l < i < t-1 J.+ - -
k1 é a constante representativa da capacidade da linha i 1 
e obtida do Apêndice 4. 
1 < i < l 
d) Hã alguns terminais diretamente conectados ao sistema computa-
cional, por linhas de baixa velocidade, sem passar por um concen -
trador intermediário. 
Neste caso, os nodos da rede poderão estar conecta -
dos a um número qualquer de terminais, por linhas de baixa veloci-
dade, além da conecção a um concentrador por uma linha de alta ve-
locidade. 
As modificações do modelo sao as seguintes: 
d.l Numerar os r terminais, diretamente conectados à rede, 
com os números n+j, l<j<r. 
d.2 Incluir na Função (n+2) os r pontos adicionais, corres 
pendentes aos terminais em questão. 
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d.3 Definir uma função que associe, a cada terminal em ques-
tão, o número do nodo ao qual está conectado. 
d.4 Para cada mensagem proveniente dos terminais em questão, 
guardar o número do terminal de origem num parâmetro Pk 
e, usando a função acima definida, atribuir ao parâmetro 
Pl o número do nodo correspondente. 
d.5 No ponto do fluxograma onde a resposta a uma mensagem vai 
ser devolvida ao terminal de origem, incluir um teste, u 
sande o parâmetro Pk, acima mencionado, a fim de orien 
tara mensagem para o ponto correto. 
e) Há mais processos do que nodos na rede. 
Admitamos que: 
- Cada nodo da rede é especializado em um número qualquer de 
processos; 
- Cada nodo da rede tem memória principal disponível para man 
ter residente todos os seus processos especializados; 
- Os processos não especializados de cada nodo da rede fmcarão 
arquivados na base de dados correspondente; 
- Pode haher processos não especializados de qualquer nodo da 
rede, os quais se encontrarão arquivados em todas as 
de dados do sistema. 
bases 
Vejamos agora as alterações no programa GPSS necessá-
rias para satisfazer as considerações acima. 
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Notações: 
n é o número de nodos da rede, 
pj (12 j 2n) é o número de processos especializados do nodo Nj, 
Pkr (l<k<n, l<r3>k) representa os processos especializados do 
nodo Nk , 
é o número -de processos nao especializados de qualquer 
nodo. 
Critério para alterações 
Passo 1 
ritmo: 
Numerar todos os processos de acordo com o seguinte alg~ 
(1) Faça j=O , i=l 
(2) 
(3) 
Numerar de j+l 
dos do nodo Ni 
Faça j=j+p., 
1 
à j+p. 
1 
i=i+l 
(4) Se i<n , vá para (2) 
todos os processos especializ~ 
(5) Numerar de j+l à j+pn+l todos os processos nao espe-
cializados do sistema. 
Passo 2 Substituir no fluxograma (Apêndice 5, fluxo 5.6) o ter -
ceiro bloco ("ASSIGN 2, FN*l") pelos seguintes: 
onde, 
j = n+lO 
ASS:EGN 9, FN*l 
ASSIGN 2, FNj 
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Passo 3 Definir a função j (j=n+l0) como segue: 
j FUNCTION P9,D(n+l) 
Se Pn+l =O, nao há o Último ponto da função acima e as al-
terações se encerram aqui. 
Caso contrário (pn+l 1 O),. prossiga no Passo 4. 
Passo 4 
1. Colocar no décimo terceiro bloco do fluxograma ( 11 QUEUE *1"} 
o rótulo XXX. 
2. Introduzir, logo após o décimo primeiro bloco ("RELEASE Vl"), 
o bloco de teste abaixo. 
TEST NE P2,KO,XXX 
3. Colocar no décimo sexto bloco do fluxograma ("ADVANCE P8 11 ) 
o rótulo YYY. 
4. Introduzir, logo após o décimo quinto bloco ("DEPART *l"), 
os blocos abaixo. 
TEST 
ADVANCE 
E 
onde, r é o tempo de intercâmbio. 
P2,KO,YYY 
Kr 
o procedimento adotado no Passo 4 mostra que, quando 
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uma mensagem solicita um processo nao especializado de qualquer no 
do, o processamento deve ser efetuado no próprio nodo de origem da 
mensagem, após um intercâmbio de processos. 
f) Há redundância de processos 
Vamos admitir agora que alguns processos sao especia 
lizados de mais de um nodo, ou seja, dois ou mais nodos contêm, em 
memória principal, o mesmo processo. Neste caso adotaremos a se -
guinte política de gestão das mensagens nos nodos da rede. 
19 caso) O processo solicitado é especializado do nodo de origem 
da mensagem. 
Neste caso, o processamento é efetuado no próprio no 
do, quer o processo seja ou não redundante. 
29 caso) O processo solicitado nao é especializado do nodo de ori 
gero da mensagem. 
Neste caso, tratando-se de um processo redundante, a 
mensagem será enviada ao nodo especializado mais próximo do nodo 
de origem. Se dois ou mais nodos se encontram à mesma distância do 
nodo de origem, então um deles é escolhido arbitrariamente. 
TratandoTse de um processo não redundante, a políti-
ca é idêntica a adotada no sistema anterior (seção 2.4.2). 
As alterações correspondentes no programa GPSS ocor-
rem nas n primeiras funções. Os processos serão inicialmente nu 
merados tratando-se os processos redundantes como se fossem distin 
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tos (seção 2.4.3 e, Passo 1). Assim, cada processo redundante te-
rá mais do que um número de identificação. Logo, na função 
j(l ~ j ~ n), o número de identificação escolhido para um processo 
redundante será o correspondente ao nodo mais próximo do nodo N .• 
J 
g) Política de gestão das mensagens 
Corno foi visto anteriormente, a decisão de enviar urna 
mensagem, atualmente no nodo Ni, a um outro nodo Nj se baseia uni-
camente na comparação direta entre os comprimentos das filas de 
processamento do nodo N. e de pergunta ao nodo N,. Entretanto, es 
1 . J 
te critério de decisão será aceitável para o caso particular em que 
o retardo médio nas linhas de transmissão é aproximadamente igual 
ao retardo médio nos nodos. 
A fim de tornar o critério de decisão mais flexível, p~ 
demos comparar a fila de processamento de um nodo Ni com a fila de 
pergunta a outro nodo NJ. multiplicada por um fator k .. , que depena~ 
1] 
rã dos nodos N. e N .• 
1 J 
As alterações a serem efetuadas no programa GPSS, desen 
volvido na seção 2.4.2, são: 
Substituir, no bloco "TEST LE Q*3,Q*l,PULO", o argumento Q*3 por 
Vj , sendo j o número da variável abaixo codificada. 
j FVARIABLE FNi*(Q*3) 
sendo i, o número da função abaixo. 
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i FUNCTION P3 ,D2l 
todos os pontos sao da forma (a .. , k .. ) 
1] 1] 
onde, 
a .. 
1] 
k .. 
1] 
é o número da fila de pergunta 
(1 .::. i, j .::. n, i -:/- j) . 
P •. 
1] 
do nodo 
é o fator multiplicativo da fila de pergunta 
ao nodo N. 
J 
p. . • 
lJ 
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CAPÍTúL0·3 
EXEMPLOS DE SISTEMAS DE TRANSMISSÃO DA D11,,DOS· 
3.1 - Objetivo 
Este capítulo tem dois objetivos fundamentais: 
a) Ilustrar o uso dos modelos desenvolvidos no Capítu-
lo 2. 
b) Obrter resultados sobre diferentes sistemas de trans 
missão de dados. 
3. 2 - Apresentação dos Exemplos· 
Todos os sistemas aqui apresentados tem as seguintes 
especificações comuns: 
a) A chegada das mensagens segue a distribuição exponen 
, -
cial (Apêndice 3, cod. 3.1). 
b) o comprimento das mensagens originadas nos terminais 
pode variar entre 10 e 50 caracteres, com igual probabilidade (Apên~ 
dice 3, cod. 3.2). 
c) O comprimento das respostas aos terminais pode vari-
ar entre 10 e 2000 caracteres, de acordo com a distribuição caracte-
rizada pela função codificada no Apêndice 3, cod.3.3. (Os dois Últi-
mos exemplos da seção 3.2.3 usam, na atribuição de comprimento às 
respostas, a função codificada no Apêndice 3, cod. 3.4). 
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d) A atribuição de um concentrador às mensagens é equ! 
provável. 
e) O tempo médio de processamento das mensagens é 2 
milisegundos. 
f) O tempo de intercâmbio de qualquer processo, d,a ba-
se de dados para a memória principal, é 140 milisegundos. 
g) Não há terminal diretamente conectado ao sistema com 
putacional, ou seja, sem passar por um concentrador intermediário. 
i.2.1 - Sistemas Clássicos 
Especificações: 
a) Três concentradores conectam um conjunto de terminais 
ao computador central. 
b) Três processos distintos estão arquivados na base de 
dados, tendo a mesma probabilidade de serem solicitados. 
Do Capítulo 2 (seções 2.1, 2.2 e 2.3), usando-se ases-
pecificações anteriores, obtemos os programas GPSS, cujas listagens 
se encontram no Apêndice 6 (List. 6.1 à List. 6.4). 
Os sistemas foram simulados para linhas de 1200, 2400, 
e 9600 Bauds. 
56 
3 . 2 . 2 - Rede de Tr·ê•s Nodos 
Especificações: 
a) Cada nodo da rede está conectado a um conjunto de 
terminais por um Único concentrador. 
b) Cada nodo da rede contém um Único processo na memó-
ria principal. 
e) A cada nodo da rede está associada uma base de da -
dos que contém cópia dos demais processos no sistema. 
d) Há três processos distintos, cada qual especializa-
do de um nodo. 
e) A distribuição de probabilidades segundo a qual as 
mensagens solicitam os processos na rede é tal que, se uma mensagem 
tem origem num dado nodo, a probabilidade de solic_i tar o processo es 
pecializado deste nodo é·50%, enquanto que os 50% restantes são i -
gualmente distribuídos entre os demais.processos. 
Do Capítulo 2 (seção 2.4.1), usando-se as especifica -
çoes anteriores, obtemos os programas GPSS listados no Apêndice 6 
( Li s t . 6 • 5 ) • 
A rede foi simulada para linhas (CONCENTRADOR-COMPUTA-
DOR) de 2400 - Bâ.uds e para linhas (COMPUTADOR-COMPUTADOR) 
de 4800, 9600 e 50000 Bauds. 
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Especificações: 
a) Idem, seção 3.2.2, itens a,b,c e e. 
b) Os nodos estão interligados na forma de um pentágo-
no, como mostra a figura abaixo. 
c) A capacidade das linhas (CONCENTRADOR-COMPUTADOR) é 
2400 B e das linhas (COMPUTADOR-COMPUTADOR), 4800 e 50000 B. 
Do Capítulo 2 (seção 2.4.2), usando-se as especifica -
çoes anteriores, obtemos os cinco programas GPSS listados no Apêndi 
ce 6 (List. 6. 6) . Nos dois primeiros · temos· cinco processos cada 
qual especializado de um nodo, sendo que, no segundo, os nodos 1 e 
5 foram disconectados; no terceiro acrescentamos seis processos nao 
especializados de qualquer nodo; no quarto temos um processo espe -
cializado dos nodos 1, 2 e 3 , e outro, especializado dos nodos 4 e 
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5, e, na último, temos novamente cinco processos distintos com as 
especificações abaixo. 
1 - linhas (COMPUTADOR-COMPUTADOR) 50000 Bauds 
2 - Comprimento das respostas: Apêndice 3, cod. 3.4. 
3 - Política no interior da rede: Kij = .5 (1 ~ i , j < 5 , i f j)-
Capítulo 2, seção 2.4.3 g) • 
Os tempos de resposta dos sistemas aqui apresentados 
estão plotados no Apêndice 7. 
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IMPLEMENTAÇÃO DOS PROGRAMAS 
Dado um Sistema de Transmissão de Dados, pesquisa - se 
o modelo que melhor lhe representa e segue-se o procedimento abaixo. 
Passo 1 - Desenhar o esquema do sistema a partir dos concentradores, 
incluindo todas as filas e unidades de serviço. 
Passo 2 - Numerar todas as entidades de acordo com o critério esta-
belecido para o modelo em questão. 
Passo 3 - Codificar as funções, variáveis e savevalues GPSS. 
Passo 4 - Caso o modelo em questão corresponda a uma rede com topo-
logia arbitrária, definir as matrizes topológicas. 
Passo 5 - Atribuir valores numéricos aos parâmetros constantes no 
fluxograma do modelo. 
Passo 6 - Inicializar todos os savevalues e.matrix savevalue GPSS. 
Passo 7 - Juntar ao programa fonte os cartões de controle do GPSS 
(Apêndice 8). 
Saída do Programa 
o formato da saída do programa GPSS é padronizado. En-
tretanto, para se obter controle de margem e de número de linhas por 
página na folha de impressão, pode-se dividir o programa em duas eta 
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pas: na primeira, os cartões sao lidos e a listagem é guardada em 
disco; na segunda, um programa FORTRAN lê o arquivo no disco e lis 
ta na impressora com o formato desejado. O cartão de controle DOUT 
PUT passa a ser, por exemplo: 
//DOUTPUT DD DSN=&&CVCSAI,UNIT=2314,VOL=SER=LIXO%1,DISP=(NEW,PASS)~ 
// DCB=(RECFM=VS,LRECL=l37,BLKSIZE=141) ,SPACE=(CYL,(2,1)) 
A codificação da segunda etapa, com o programa FORTRAN 
usado no presente trabalho, se encontra no Apêndice 9. 
O controle da listagem dos resultados é feito pela sa-
ída especial do GPSS [3] . 
Limitações 
O GPSS/360 faz alocação automática de memória de acor-
do com o parâmetro PARM do cartão de controle EXEC do OS/360 [4] 
No presente trabalho foi usada a versão de 128K, a qual utiliza 
42.240 bytes na alocação de quantidades normais de entidades (Apên-
dice 10) e 14.400 bytes na alocação de uma área comum a todas as 
entidades. A fim de otimizar a ocupação dos 56.640 bytes disponí -
veis, uso deve ser feito da instrução REALLOCATE fornecida pelo 
GPSS [4] . 
Qual o número máximo de nodos em uma rede que se pode 
simular com o programa geral (Capítulo 2, seção 2.4.2)? 
Para responder a esta pergunta vamos considerar todos 
os nodos interconectados entre si, tendo-se ássim o maior número 
possível de linhas (COMPUTADOR~COMPUTADOR) é de filas de pergunta 
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e resposta para uma rede de n nodos. O quadro abaixo fornece, pa 
ra cada tipo de entidade usada pelo programa, a quantidade de memó-
ria (em bytes) necessária. 
Entidade 
Unidades de serviço 
Filas 
Tabelas 
Funções 
Variáveis 
Savevalues GPSS 
Matrix savevalues GPSS 
Blocos 
Transações 
(*) Notações: 
n é o número de nodos da rede 
N9.de bytes {*) 
14n(n+3) 
32n(2n+l) 
128 
8(4n2+2n+85) 
756 
8 
2n2+24 
972 
64x 
x. é o número máximo de transações ativas, durante toda a simu 
lação. 
O número total de bytes usados pelo programa será, 
112n2 + 90n + 64x + 2656 
Como x é função de n e da taxa de chegada das men-
sagens ao sistema, vamos admitir inicialmente que para uma utiliza-
ção média das linhas em torno de 60%, o número máximo de mensagens 
ativas durante toda a simulação não ~eda 80. 
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O valor máximo de .. n e calculado pela seguinte inequ~ 
çao: 
ll2n2 + 90n + 7776 < 56.640 
com n inteiro > 1 
cuja solução é: 
n € {2,3, ..• ,20} 
O programa que simula o Sistema Clássico com uma Parti 
ção {Capítulo 2, seção 2.1.1) foi implementado com 20 linhas de 
transmissão a 65% de ocupação média e o número máximo de meri.sagens 
ativas no sistema foi 76, durante toda _a simulação, comprovando de 
certa forma a veracidade da hipótese acima. 
Devido à incerteza quanto ao número máximo exato de men 
sagens ativas no sistema, podemos afirmar que o número máximo de no 
dos em uma rede que o programa geral pode simular está em torno de 
20 no?os, para a alocação de 128K. 
Cumpre observar ainda que se alguns nodos de uma rede 
nao estão interconectados, o número de linhas e filas é menor. En-
tretanto, a área de memória reservada às matrizes topológicas cres-
cerá em função do número de matrizes adicionadas. 
Caso o número total de bytes necessitados pelo progra-
ma exceda a área disponível, a solução é usar a versão de 256K do 
GPSS/360. 
As curvas obtidas para os números máximo e médio de men 
sagens ativas, em função do número de linhas, estão plotadas na pá-
gina seguinte. 
80 
70 
60 
50 
40 
30 
20 
10 
N9 de mensagens 
ativas 
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( 60%) 
(60%) 
_ _________,. 
,e 
~ ,e 
2 4 6 8 10 12 14 
Convenções: 
" n 9 mãx imo 
x nQ médio 
( 65%) 
• 
lC, 
NQ de linhas 
16, 18 20 
A ocupação média das linhas, correspondente à medida fei 
ta, se encontra entre parênteses. A curva foi levantada para o pro -
grama que simula o Sistema Clássico com uma Partição, com linhas de 
2400 bauds e os demais dados utilizados nos exemplos do Capítulo 3. 
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CONCLUSÕES 
1 - Os modelos desenvolvidos no presente trabalho constituem uma 
ferramenta útil na análise e síntese de Sistemas de Transmissão de 
Dados. 
Sob o ponto de vista da análise, escolhe-se dentre os 
modelos disponíveis o que melhor representar o sistema real a ser 
simulado. 
Sob o ponto de vista da síntese, cria-se uma série de 
alternativas e usa-se os modelos disponíveis para simulá-las. Após 
a comparaçao dos resultados, seleciona-se a melhor alternativa. 
2 - Tendo observado que, em todos os exemplos do Capítulo 3, a área 
alocada para as entidades é muito pouco utilizada (menos de 15%), e 
que o tempo total de simulação cresce com o número de transações tra 
tadas, propõe-se o desenvolvimento de um simulador com as seguintes 
características: 
a) Alocação de memória tal que o programa possa ser pro 
cessado na menor partição possível do sistema. 
b) Encerrador automático de transações a fim de inter-
romper a simulação quando as estatlsticas atingirem estabilidade"a-
ceitável~ 
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3 - o aumento da capacidade das linhas entre os computadores de uma 
rede praticamente não influi no tempo de resposta do sistema quando 
o ponto de congestionamento está nos concentradores (Apêndice 7 
graf. 7.1). 
, 
Para se obter tempos de resposta melhores deve-se au -
mentar a capacidade das linhas que conectam os concentradores à re 
de, ou sofisticar a política de administração das mensagens nos con 
centradores. 
4 - Quando o retardo médio nas linhas que interconectam os computa-
dores é màior que nas unidades de processamento, o tempo de respos-
ta do sistema degrada a medida em que a utilização das linhas setor 
na mais frequente. Em vista disso é que a rede pentagonal com onze 
processos apresentou um tempo de resposta melhor do que a mesma re-
de com cinco processos (Apêndice 7, graf. 7.2). 
5 - Em termos de tempo de resposta, os sistemas clássicos não apre-
sentaram qualquer diferença para três linhas de transmissão de 2400 
Bauds (Apêndice 7, graf. 7.3). Entretanto, quanto à utilização de 
CPU, a diferença é bem acentuada. Isto significa que, em primeiro 
lugar, ao custo de memórias adicionais podemos empre~ar processado 
res mais lentos e, em segundo lugar, quando o número de concentra~ 
dores crescer a percentagem de utilização de CPU do sistema com 
três partições pode-se tornar a Única tolerável. 
6 - A redução no comprimento das respostas aos terminais melhorou a 
centuadamente as estatísticas do tempo de resposta. Neste caso, a 
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politica simples aqui adotada de gestão de mensagens nos concentra-
dores é perfeitamente justificável. 
-Entretanto, no caso em que as respostas sao muito lon-
gas, o retardo introduzido pelas próprias linhas pode ser proibiti-
vo e o uso de uma politica mais avançada com concentràdores sofisti 
cados s~ torna-necessário. 
Para a implementação de tal politica, propomos o seguin 
te trabalho: - Desenvolver um procedimento de gestão das mensagens 
em um concentrador, conectado a n terminais por linhas de baiRa ca 
pacidade e a um sistema computacional por uma linha de alta capaci-
dade, de forma a otimizar as estatisticas do tempo de resposta e a 
atividade dos terminais. 
7 - Os modelos aqui desenvolvidos consideram uma estrutura de rede 
já estabelecida. Entretanto, projetar uma rede de mínimo custo não 
é tarefa simples. Assim, propõe-se o- seguinte trabalho: 
- Dado um conjunto de terminais com suas demandas de 
seviço, concentradores de diferentes tipos com seus preços e as li-
nhas de transmissão disponíveis, determinar a estrutura de mínimo 
custo através da qual os terminais sao conectados a um centro comp~ 
tacional, via concentradores, e de tal maneira que o tempo de respos 
ta do sistema permaneça abaixo de um nível estipulado. 
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· APÊ!NDI CE 1 
Esquemas de Sistemas de Transmissão de Dados 1 
fig.1.1 - Esquema geral do sistema clássico de transmissão de dados. 
n 
I ti 
i=l 
terminais ligados ao computador central através de 
n concentradores (c1 , ••• ,Cn) e linhas de transmissão 
fig.1.2 - Esquema completo de uma rede de 3 nodos onde todos os no -
dos estão interligados entre si. 
..<:c.ENT[{ô IH 
COMPUTACÃO ' . 
LINHAS DE 
TRANSMISSÃO 
t:ONCENTRAOORJ:S 
TERMINAÍS 
.. 
... 
base de 
dados 
computa.dor c,euíral 
• • • 
fig 1.1 
-51SlEMA CLÁSSICO 
T21 
T2t2 
Tlt1 
TERMINAIS 
llNH-A ~ 
(CONCENTRADQR~COMPUTADOR) ~ 
LINHA 
(COMeo»po,-éoM,mADO" \ 
:n.odo 
N ·2 
n.odo N 1 
fig 1.2 
REDE ,DE 3 NODOS 
BASE DE DA.DOS 
J 
nodo 
N3 
CONCENTRADOR 
i 
T31 
T3t3 
-.J 
o 
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APÊNDICE 2 
Figuras relacionadas com a política de tratamento 
das mensagens nos diversos equipamentos 
fig. 2.1 a - Nos concentrado$es (mensagens provenientes dos termi -
nais) • 
fig. 2.1 b - Nos concentradores (mensagens provenientes do sistema 
computacional). 
fig. 2.2 a - No computador central (1 partição) - política simples. 
fig. 2.2 b - No computador central (1 partição) 
tuciosa. 
política mais as-
fig. 2.3 -
fig. 2. 4 -
fig. 2. 5 -
No computador central (2 partições). 
No computador central (3 partições). 
No nodo N. (1 < i < n) 
1 - -
de uma rede de n nodos onde 
qualquer par de nodos está interconectado por uma li -
nha de transmissão. 
L 
• 
PARA Ô sl'sli:MA 
COMPUTACIONAL 
_ fig 2.1 a 
DO S ! STEMA 
COMPUTACIONAL 
fig 2J b 
.base de dados 
. fig 2.2a 
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e 
Q 
e 
computador central . 
... 
DOS TERMINAIS 
1 PARA OS 
T TERMINAIS 
Dos CONCEtHRADORES ----
----PARA OS CONCENT.RP.OQRES 
BASE DÉ D.AD OS 
fig 2.2b 
PARTICÃO 1 
1 
_BASE DE DADOS 
fig2.3 
PARTICÃO 2 
1 
PARTIÇÃO 1 
PARTIC 
1 
fig 2.4 
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CO'MPUTADOR CENTRAL 
COMPUTADOR CENTRAL 
COMPUTADOR CENTRAL 
LINHAS DE TRANSMI ssÃo 
DOS CONCENTRADORES .. 
J'.AJ~A QS CONCENTRADORES 
DOS COIKENTRADORES 
• 
.. 
PARA OS CONCENTRADORES 
o 
"D 
o 
e 
.. 
o 
"'U 
0 .. ... 
e 
G) 
"' e 
o 
"' 
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V> 
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APÊNDICE 3 
Codificação das funç'Õ'es GPSS comuns a todos os modelos 
cod. 3.1 - FUNÇÃO EXPONENCIAL 
j FUNCTION RN1,C24 
0,0/.l,.104/.2,.222/.3,.355/.4,.509/.5,.69/.6,.915/.7,l.2/ 
.75,l.38/.8,l.6/.84,1.83/.88,2.12/.9,2.3/.92,2.52/.94,2.81/ 
.95,2.99/.96,3.2/.97,3.5/.98,3.9/.99,4.6/.995,5.3/.998,6.2/ 
.999,7.0/.9997,8.0 
cod. 3.2 - COMPRIMENTOS DAS MENSAGENS GERADAS 
j FUNCTION RN1,C5 
0,10/.25,20/.50,30/.75,40/l,50 
cod. 3.3 - COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS I 
j FUNCTION RN1,C9 
0,10/.125,20/.250,50/.375,100/.500,200/.625,500/.750,1000/ 
.875,1500/1,2000 
cod. 3.4 - COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS II 
j FUNCTION RN1,C3 
0,50/.50,55/1,60 
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AP~NDICE 4 
Tabela de Transformação das capacidades das Linhas 
Capacidade (em: BAUDS) 
1200 
2400 
4800 
9600 
50000 
Valor correspondente de k(*) 
666 
333 
166 
83 
16 
(*) k é o tempo, em milisegundos,.para se transmitir 100 caracte-
res através da 'linha correspondente e supondo-se que cada ca 
racter seja codificado com 8 bits. 
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APÍ!:NDTCE 5 
Fluxogramas dos Modelos 
fluxo 5.1 
Sistema clássico com 1 partição, política simples de gestão de 
mensagens. 
fluxo 5.2 
Sistema clássico com 1 partição, política astuciosa de gestão 
de mensagens. 
fluxo 5.3 
Sistema clássico com 2 partições. 
fluxo 5.4 
Sistema clássico com 3 partições. 
fluxo 5.5 
Rede de computadores, todos os nodos estão conectados entre si. 
fluxo 5.6 
Rede de computadores, topologia arbitrária. 
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Fluxo 5.1 (Sistema clássico com 1 partição, política simples} 
9~tar 
GENERATE mensagens 
ASSIGN 
atribuir 
l,FN2 uma linha 
ASSIGN 
atribuir 
2,FN3 um processo 
ASSIGN ãt:t-ibu'ir tempo 
3,X3,l 
cie. pro.é.e s·s ame n to 
ASSIGN atribuir 
4,FN4 c-omprimen'to 
ASSIGN atriQ.uir. comprimento 
,à resposta 
5,FNS .c.c;>rr~sp_ondente 
UEUE entrar na fila 
dq tohcentrador 
*1 
SEIZE 
ocupar 
*1 
a linho 
DEPART 
*l 
ADVANCE 
V3 
RELEASE 
*l 
QUEUE 
X4 
SEIZE 
X4 
DEPART 
X4 
sair da fila 
enviar a 
mensagem 
desocupar 
a linha 
entrar na fila 
de processamento 
-o-cupar a CPU 
sair _da fila 
o processo se 
encontra na m~m6rio: 
· principal ? 
ADVANCE 
P3 
RELEASE 
X4 
ENTER 
1 
SEIZE 
*l 
LE V 
1 
ADVANCE 
Vl· 
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Fluxo 5.1 (cont.) 
processar a 
mensagem 
desocupar a CPU 
dar prioridade 
à resposta 
entrar na 
área de saido 
ocupar a linha 
enviar a 
re5:po_stça 
R 
*l 
TABULATE 
1 
TERMINATE 
ADVANCE 
V2 
desocupar a linha 
tomar estatística do 
tempo de resposta 
.destruir a mensagem 
intercambiar processo 
manter o novo 
p1 acesso na 
memóriq principal 
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Fluxo 5.2 - (Sistema clássico com uma partição, política astuciosa) 
.• 
.; .f 
ADVANCE ENTER 
.ÇICLO DAS MENSAGENS ORIGINADAS P3 1 
.NOS TERMINAIS 
- .. 
, , 
cG~~~1~~~E DEPART RELEASE SEIZE 
t 
*l *l X4 
ASSIGN 
l,FN2 thàrn,àr o PP 
ADVANCE UNLINK LEAVE 
t 
Vl XS,ROT,l 1 
ASSIGN 
2,FN3 f 
t RELEASE 
PRIORITY ADVANCE 
*l 1 V2 ASSIGN 
3,X3,l 
1 
t LO~Tf"' !:; ligar o bi/. Íl RELEASE 
( B: l) 
ASSIGN 1 *l 
4,FN4 
t LINK 
numà ,Íjlo TABULATE entrar 
ASSIGN P2,FIFO 
de procesJg~-~!\t.~ 
1 
5,FNS . 
~ 
1 
·LAB 
(T~RM~NATE 
OUEUE 
*l SEIZE 
~ X4 
NOTAÇÃO: 
PP. - Pl10GRAMA DE PESQUISA 
SEIZE 
*l 
' 1 
Fluxo 5.2 (cont.) 
CICLO DA MENSAGEM DE 
PESQUISA DAS FILAS 
RELEASE 
X4 
LOGIC R 
1 
desativar o PP 
F 
(B:O) 
GENERATE 
1,.,1.,l,H 
ASSIGN 
l,X2 
SEIZE 
X4 
UNLINK 
Pl,LAB,l 
RELEASE 
X4 
LINK 
XS,FIFO 
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iniciar o· PP 
há mensagem_ 
PI processar? 
o proçesso 
é residente? 
_ processar 
1 me"ns1.1gem 
i nterromp~r (_t e~ 
ASSIGN 
l,FN6 
interc1Jmbio 
ADVANCE 
X6 
SAVEVALUE 
2 ,Pl 
82 
Fluxo 5.3 (Sistema clássico com 2 partições) 
DEPART 
GENERATE 
X3,FNl,,,,5,H 
*1 
RELEASE 
ASSIGN 
1,FN2 ADVANCE xs 
V3 
PRIORITY ADVANCE 
ASSIGN 
2,FN3 
1 Vl 
RELEASE 
*1 
ENTER RELEASE 
ASSIGN 
3,X4,1 QUEDE 
1 *1 
xs SEIZE TABULATE ASSIGN 
4,FN4 *1 1 SEIZE 
xs LEAVE 
ASSIGN 
5,FNS 
TERMINATE 
1 
DEPART 
xs 
UEUE 
*1 
ADVANCE 
SEIZE V2 
*1 
ADVANCE 
P3 1,P2 
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Fluxo 5.4 (srstema clássico com 3 partições) 
GENERATE PRIORITY 
Xl,FNl,.,,5,H 1 
f 
ADVANCE 
ASSIGN ENTER 
l,FN2 V3 
1 
- -
ASSIGN RELEA!=:R 
3,X2,l SEIZE *l 
*l 
ASSIGN QUEUE 
4,FN4 LEAVE 
X3 
1 
ASSIGN 
SEIZE 
5,FNS 
X3 
ADVANCE 
Vl 
t QUEUE 
DEPART 
*l RELEASE 
X3 
, 
~ 
*l 
SE!ZE 
ADVANCE 
*l 
P3 
TABULATE 
1 f DEPART 
RELEASE 
' *l 
X3 TERMINATE 
1 
1 
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Fluxo 5.5 (Rede de n nodos, onde todo par é interconectado) 
GENERATE DEPART 
X.J,'f N ( n,;+,J ),,.,8,H 
V7 
ASSIGN 
l,FN(n+2) 
ADVANCE 
V8 
ASSIGN 
2,FN*l 
RELEASE 
Vl 
ASSIGN 
ASSIGN 
ASSIGN 
8 ,X2, (n+ QUEUE-
*l 
QUEUE 
V7 SEIZE 
*1 
SEIZE 
Vl DEPART 
*l 
o nodo é 
especializado 
RELEASE 
Vl 
TABULATE 
1 
TERMINATE 
1 
ADVANCE 
P8 
RELEASE 
*l 
1 
QUEUE 
Vl 
SEIZE 
Vl 
DEPART 
Vl 
ADVANCE 
V3 
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Fl xo 5 5 (cont) u . 
-
f 
~ QUEUE 
*3 
ASSIGN 
3,FN(n+3) 'V 
SEIZE 
ili 
*4 
ASSIGN 1 
'f 
4,FN(n+5~ DEPART 
~ *3 
FP9 EFP,? t 
TEST ADVANCE 
Q*32_Q*l V 
V4 
e} t 
RELEASE 
QUEUE 
*4 
*1 
it 
1 
OUEUE 
SEIZE *2 
*1 t 
1 SEIZE 
DEPART *2 
*1 1 
DEPART 
f 
ADVANCE *2 
f 
V6 ADVANCE 
é P8 - 1 
ocupar FP9 
ocupar linhça 
entre os nodos 
entrar FPr 
do nodo 
especial i:tad9 
~ 
'f 
RELEASE 
*2 
., 
ASSIGN 
5,FN(n+4) 
-
PRIORITY 
1 
½ 
OUEUE 
en tra_r FRP 
*5 
l 
SEIZE 
*4 
t 
DEPART 
*5 
t 
ADVANCE 
vs 
t 
RELEASE 
*4 
\.,. e NOTA ÇÃO: (FILAS) 
gunta FP9 -. per 
FP, • pro ..cessam en~o-
FRP • res po,ta 
86 
Fluxo 5.6 (Rede de n nodos, com topologia arbitrária) 
Obs: j=l3+qMAX 
GENERATE 
Xl,f.N (o+l),.,,i+I, 
Todos os blocos entre o GENERATE e 
o TERMINATE são idênticos aos do 
fluxo 5.5. ------TERMINATE 
1 
ASSIGN 
10,Pl 
ASSIGN 
j+,l 
ASSIGN. 
ASSIGN 
V9,P2 
ASSIGN 
j,Kl0 
l,P*j 
ASSIGN 
j+,l 
ASSIGN 
2 ,P*j 
ASSIGN 
QUEUE 
*3 
SEIZE 
*4 
DEPART 
*3 
ADVANCE 
V4 
RELEASE 
*4 
QUEUE 
*l 
SEIZE 
*l 
DEPART 
*l 
ADVANCE 
V6 
2 ,Pl 
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fluxo 5.6 (cont.) 
ASSIGN 
j-,K2 V5 
QUEUE 
*2 RELEASE 
*4 
SEIZE ASSIGN 
l,P*j 
*2 
ASSIGN 
2 ,P*j 
DEPART ASSIGN 
*2 
ASSIGN 
j-,1 
ADVANCE ASSIGN 
P8 
QUEUE 
*5 
RELEASE 
*2 SEIZE 
*4 
DEPART 
*5 
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APtNDTCE'. · 6 
LISTAGENS DOS PROGRAMAS 
List.6.1 - Sistema Clássico com uma Partição, política simples de 
gestão das mensagens ; linhas de 1200, 2400 e 9600 Bauds. 
:Uist.6.2 - Sistema Clássico com duas Partições ; linhas de 2400 Bauds. 
List. 6.3 - Sistema Clássico com três Partições; linhas de 2400 Bauds. 
List. 6.4 - Sistema Clássico com uma Partição, política astuciosa de 
gestão das mensagens; linhas de 9600 Bauds. 
List. 6.5 - Rede de Três Computadores 
linhas (CONCENTRADOR-COMPUTADOR} de 2400 Bauds 
linhas (COMPUTADOR-COMPUTADOR) de 4800, 9600 e 50000 B'àuds. 
List. 6.6 - Rede Pentagonal de Computadores 
linhas (CONCENTRADOR-COMPUTADOR) de 2400 Bauds 
linhas (COMPUTADOR-COMPUTADORl de 4800 e 50000 Bauds. 
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LIST. 6.1 - SISTEMA CLÃSSICO COM UMA PARTIÇÃO, POLÍTICA SIMPLES 
*LOC OPERATION A,e,c,o,E,F,G COMMENTS 
SIMUlATE 
** FUNCA• EXPONENCIAL 
1 FUNCTION RN1,C24 
O,O/ol,ol04/o210222/03,o355/o4,o509/o5,o69/o610915/o7,lo2/ 
.75,1.38/.B,l.6/.84,l.83/~aa,2.12/.9,2.3/.92,2.52/.94,2.8,1/ 
.95,2.99/.~6,3.2/.97f3.5/.98,3.9/.99,4.6/.995,5.3/.998,6.2/ 
o999,7o0/o9997,8o0 
** ** ATRIBUICAO OE LINHA AS MENSAGENS GERADAS 
2 FUNCTlON RNl1D3 
.3333,l/~6666,2/1,3 
** ** ATRIBUICAO DE PROCESSO AS MENSAGENS 
3 FUNCTION RNl,03 
e33~~,l/~6666,2/1,1 
** COMPRIMENTOS DAS MENSAGENS GERADAS 
4 FUNCTION RN1,C5 
O,l0/025,20/.50,30/.75,40/l,50 
** 
RAílAS 
** COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
··------·· FlJ_N.CTlÕI\J RN1,C9 
O,10/.125,20/.250,50/.375,100/.500,200/.625,500/.750,10O0/ 
o 875, 1500/1, ?000 
** 
** GENERATE 
ASSIGN 
ASSIGN 
ASSIGN 
ASSIGN 
ASSIGN 
QUEIJE 
SEIZE 
DEPART 
AOVANCE 
RELEASE 
QUEUE 
SFIZE 
DEPAR T 
TESTE 
ADVANCE 
X 1-, FN 1, , , t 5, H 
1,FN2 
2,FN3 
3,X3,1 
4,FN4 
5, FN5 
*l 
*l 
*l 
V3 
*1 
X4 
X4 
X4 
P2 1 X2,AAA 
P3 
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BBB RELE.ASE X4 
PRIORITY I 
ENTER l 
SE IZF *l 
LEAVE 1 
AOVANCf Vl 
RELEASE *' 1 
TA8ULATE 1 
TERMINA TE l 
AAA ADVANCE V2 
SAVEVALUE 2,P2 
TRANSFER , BBB 
** 
** DEFINICAO • AS VARIAV~IS E TABELAS 
1 FVARIABLF 
2 VARIARLE 
3 FVARIABLE 
1. TABLE 
TNITIAL 
INITIAL 
START 
RF:SFT 
{666>:<P5) /100 
P3+K1.40 
{666*P4l/100 
Ml,0,1000,20 
X2,1/X3,2/X4,4 
Xl,?0000 
"iOO,NP 
------------START _____ 5000----~------------------------------------
RESET 
INITIAL Xl,10000 
START 5000 
RESET 
INITIAL Xl,SOOO 
ST,~,RT 5000 
RESET 
INITIAL Xl,3333 
START 5000 
RESfT 
INITIAL Xl,2500 
START 5000 
RESFT 
INITIAL Xl,2000 
START 5000 
RESFT 
INITJAL Xl,1666 
START 5000 
REPORT 
CLO INCLUDF O 
BLO JNCLUDE O 
SAV INCLUDE O 
EJECT 
SPACE l 
SPACE 2 
SP AC E 2 
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*******CLASSICAL SYSTEM, 1 PARTITION LIST OF RESULTS****** 
SPACE 2 
*LINFS CAPACITY = 1200BAUDS 
*8-8IT CHARACTER COOE 
*TIME UNIT = 1 MILISECílNO 
SPJ\CE 1 
7 TEXT ARRIVE RATE OF MESSAGES = EACH #Xl,2/XXXXX#MS 
12 TEXT ~EAN RESPONSE TIME - #Tl,3/XXXXX.X# MS 
12 TEXT STANDARD OEVIATION = #Tl,4/XXXXX.,X# MS 
SPACf 3 
* STATISTICS FOR CPU 
SPACE 1 . 
FAC INCLUOE F4/1,2,4 
SP AC E 2 
* STATISTICS FOR LINES 
SPAC E 1 
FAC INCLUDE Fl-F3/1,2,4 
SPACE 2 ----- *· STATISTICS FOR-C•-NCENTRATOR QUEUl:S-- -------- ------------
QUE 
* 
QUE 
* 
STO 
* 
TAB 
SPAC E 1 
INCLUDE Ql-Q3/1,2,3,7 
SP AC E 2 
STATISTJCS FOR PROCESSING QLJEUE 
SPACF:: .1 
INCLÜDE Q4/l,2,3,7 
SPACE 2 
STATISTICS FOR OUTPUT STORAGE 
SPACE 1 
INCLUDE S1/1,3,6,8 
EJECT 
SPACE 3 
SPACE 3 
<:PACE 3 
SPACE 
INCLUDE 
EJECT 
END 
STATISTICS FOR RESPONSE TIME 
3 
Tl/3,4,10,11,12,13,15,16 
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***'**CLASSICAL SYSTEM, 1 PARTJTION LIST OF RESULTS****** 
~INES CAPACITY = 1200BAUDS 
R-BJT CHARACTFR COOE 
TIME UNIT·= 1 M!LISECONO 
-= EACH soo·oMS ARRIVE RATE OF MESSAGES 
MEAN RESPONSE TIME= 
STANDARD DEVIATION -
5187.,0 MS 
5248.0 MS 
FACILITY 
4 
STATISTICS FOR CPU 
AVERAGE 
UTILIZATION 
.. 018 
AVFRAGE 
TIME/TRAN 
93-..541 
STATISTICS FOR LINES 
FACILITY AVERAGF AVERAGE 
QUEUE 
l 
2 
3 
QUEUE 
4 
STílRAGE 
UTILIZATION TJME/TRAN 
l .248 1875.21g 
2 0239 . 1852.289 -------
3 .255 1976.479 
STATISTICS FOR 
MAXIMUM 
CONTENTS 
6 
5 
4 
STATISTICS FOR 
MAXIMUM 
CONTE\JTS 
2 
· STATISTICS FOR 
1 
AVERAGE 
CONTENTS 
.01q . 
CONCENTRATOR QUEUF~ 
AVERAGE AVERAGE 
CONTENTS TIME/TRANS 
.. 066 gg6.,259 
,.()76 1179,.706 
.071 1098.459 
PROCESSING QUEUE 
AVERAGE AVERAGE 
CONTENT S TIME/TRANS 
·ººº 1.315 
JUTPUT STORAGE 
AVERAGE 
TIME/TRAN 
201.727 
MAXIMUM 
CONTENTS 
3 
STATISTICS FOR RESPONSE TIMF. 
MEAN ARGUMENT 
5187 .. 003 
UPPFR OBSERVED 
LIMIT FREQUENCY 
o o 
1000 1470 
2000 606 
3000 308 
4000 295 
sono zso 
6000· 234 
7000 205 
8000 233 
9000 241 
1000~ 215 
11000 184 
J 2000 182 
- - - -- -- T3 o õ d - - 2 õ 7 - -
14000 140 
15000 35 
16000 36 
17000 36 
18000 21 
OVERFLOW 102 
AVERAGE VALUE OF OVERFLO.W 
STANDARD DFVIATION 
5248.000 
PER CENT CUMULATIVE 
OF TOTAL PERCENTAGE 
.oo .o 
29.39 29.3 
12.11 41.5 
6~15 47.6 
5.89 53o5 
4.99 58.5 
4.67 63.2 
4o09 
4.65 
4.81 
4 .. 29 
3.67 
"3.6'3 
4.13 
2.79 
069 
.71 
., 71 
041 
2. 03 
23340.50 
-6703 
72.0 
76.8 
81.l 
84.8 
8804 
·g 2--~ 5 - .. -- - -
95.3 
96o0 
96.8 
97.5 
97.9 
100.0 
MULTI PLE 
DF MEAN 
-.ooo 
.192 
.• 3$5 
.578 
o 771 
.963 
1.156 
.1 .. 349 
1. 542 
l., 735 
1.927 
2.120 
?.o'313 
2:sõ-9 
2.699 
20891 
3·. 084 
?-.277 
3.470 
DEVIATION 
FROM MEAN 
-.9'88 
-0797 
-.607 
-.416 
-0226 
-.035 
.154 
.; 345 . 
• 539 
.726 
.917 
L, 107 
lo zg3 
\O 
w 
L.488 -------
1 .. 679 
lo 869 
2.060 
?.250 
2.441 
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******GLASSICAL SYSTEM 1 1 PARTITION LIST OF RESULTS****** 
_ LINES CAPACITY = 2400BAUOS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILTSECOND 
ARRIVE RATF OF MESSAGES -
MEAN RESPONSE TIME= 
STANDARD DEVIATION -
FACILITY 
4 
FACILITY 
1 - .. -- - -- ---
2 
3 
STATISTICS FOR CPU 
AVERAGE 
UT IL IZATION 
.075 
STATISTICS FOR LINES 
AVERAG.E 
lJTILIZATION 
• 491 ~--------------
º 509 
• 546 
EACH 1250MS 
4131., 2 MS 
3783.0 MS 
AVERAGE 
TIME/TRAN 
94.399 
AVERAGE 
TIME/TRAN 
917.851 
~ - - - ·-· .- - -- - --
961 o 097 
1013.316 
STATISTICS fOR CONCENTRATOR QUEUES 
QLJEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
l 10 .442 1649.874 
2 9 .397 14990914 
3 9 .. 464 1721.,.263 
STATISTICS FO~ PROCESSING QUEUE 
QUEUE MAXI MUM AVERAGE AVERAGE 
CONTENTS. CONTENTS ·· T lME/TRANS 
4 5 .011 14.138 
STATISTICS FOR OUTPUT STORAGE 
STORAGE AVERAGE AVERAGE MAXIMUM 
CONTENTS TIME/TRAN CONTENTS 
l .377 470.760 5 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD DEVTATION 
4131.277 3783.000 
UPPER· OBSERVED .PER CENT CUMULATIVE MULTI'PLE OEVIATION 
LIMIT FREQUENCV Of TOTAL PERCENTAGE OF MEAN FROM MEAN 
o o. ·ºº .o - .. 000 -1.092 1000 1391 27.81 27.8 .242 -.827 
2000 538 10 .. 75 38.,5 .484 -.563 
3000 399 7.97 46,.5 • 7.26 -.299 
4000 436 8.71 55.2 .968 -.034 
5000 465 9.29 64.5 1.210 .2.29 1.0 
6000 474 9.47 74~0 1.452 .493 U1 
7000 401 8001 82 .. O lo694 o 758 
8000 208 4.15 86.2 1.936 1.022 
9000 147 2.93 89.1 2 .. 178 1. 286 
10000 121 2.,41 91 .. 5 20420 1. 551 
11000 115 2.29 93.8 2.662 1.815 
12000 95 l.89 9.5. 7 2·.904 2.080 -- ·- -- -- -·· - ··-- -- -- - - - - - - ·--- -- -- ·- ----·------- -- -- -- -- -- - -- -- -- -· ·-· -- - --- -- --·---- ----------------- -·· 
13000 64 1 .. 27 97.0 3.146 2.344 
14000 50 .99 98.0 3 .. 388 2.608 
15000 22 .43 98.5 3e630 2.873 
16000 18 .35 98,.8 3 .. 872 3.137 
17000 17 • 33 99.2 4.114 3.401 
18000 7 ol3 99 .. 3 4.;357 . 3., 666 
OVERFLOW 32 .63 100.0 
AVERA.GE VALUE OF OVERFLOW 20675.90 
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******CLASSTCAL SYSTEM, l PARTITION LIST •F RESULTS****** 
LJNES CAPACITY = 9600BAUOS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILISECOND 
ARRIVE RATE OF MESSAGES = 
MEAN ~ESPONSE TIME= 
STANDARD DEVIATION = 
EACH 222MS 
2334.2 MS 
19ó0o0 MS 
FACILITY 
4 
STATISTICS FOR CPU 
AVERAGE 
UTilI ZATION 
• 43 5 
AVERAGE 
TIME/TRAN 
95.339 
STATISTICS FOR LINES 
FACILITY AVERAGE AVERAGE 
UTILIZATION TIME/TRAN 
l .704 227.515 
- - - - - - - - - -- - -- - ~- - - - -- - - - - ; 7 ~s- - - -- - - - - - - -- -21t 3 ;z 65-
QUEUE 
J. 
2 
3 
ílUEUE 
4 
STORAGF 
3 0688 231.451 
STATI sn cs 
MAXIMUM 
CONTENTS 
21 
24 
11 
STATISTICS 
MAXPWM 
CONTENTS 
27 
FOR 
FOR 
CONCENTRATOR QUfUES 
AVERAGE 
CONTENTS 
1.100 
1.778 
lo088 
PROCESSING 
AVERAGE 
CONTENTS 
1 .. 015 
AVERAGE 
TIME/TRANS 
1099.382 
1160.909 
731 .. 720 
QUEUE 
AVERAGE 
TIME/TRANS 
222.43g 
· STATISTICS.FOR OUTPUT STORAGE 
l 
AI/ ERAGE 
CONTENTS 
2.504 
AV ERAGE 
TIME/TRAN 
547.856 
MAXIMUM 
CONTFNTS 
17 
ST4TISTJC5 FOR RESP • NSE TIME 
MEAN A~GUMENT 
2334.220 
UPPER OBSERVED 
LIMIT F~EQUENCY 
o o 
1000 1439 
2000 1255 
3000 901 
4000 531 
5000 371 
6000 229 
7000 107 
8000 59 
9000 58 
10000 31 
11000 14 
12000 4 
~~oocr- · --r-
STANDARD DEVIATION 
1960 .. 000 
PER CFNT CUMULATIVE MULTIPLE 
OF TOTAL PERCENTAGE OF MEAN 
ººº ºº -.. ooo 
28.77 28.7 · .428 
25.09 53.8 .856 
18001 71.8 1-285 
10.61 82.5 1.713 
7.41 89.9 20142 
4.57 94.5 2.570 
2.13 96.6 2.998 
lol7 97.,8 30427 
1.15 98.9 3.855 
.61 99.6 4.284 
027 9908 4.712 
.07 99.9 5.140 
• 0-1 · -- ro-o·~·o · - - - -;-;; 569 - --
REMAINING FREQUENCIES ARE ALL ZERO 
DEVIATION 
FROM MEAN 
-1.190 
- .. 680 
-.170 
.339 
.849 
lo 360 
1 .. 870 
2.380 
2.,890 
3.400 
3 .. 911 
4.421 
4.931 
\D ...., 
lf~ 441 - - - ·- -
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LIST. 6.2 - SISTEMA CL!SSICO COM DUAS PARTIÇÕES 
*LOC OPERATION A,B,C,D,E,F,G 
SIMULATE 
** ** FUNCAO EXPONENCIAL** 
COMMENTS 
l FUNCJION RN1,C24 
o,01.1,.1041.2,.2221.3,.355/.4,.5o9J.5,.69/.6,.915/.7,1.21 
o75,lo38/o8,lo6/o84,lo83/0881Zol2/o9,2o3/o92,2o52/o94,2o81/ 
.95,2~99/.96,3.2/~97,3.5/.98,3.9/.99,4.6/.995,5.3/.998,6~2/ 
.999,7.0/.9997,8.0 
************************ ** ATRIBUICAO OE LINHA AS MENSAGENS GERADAS 
2 FUNCTION RNI,03 
03333,1/06666,2/113 
************************ ** ATRIBUICAO OE PROCESSO AS MENSAGENS GERADAS** 
3 FUNCTION RNl,03 
.3333,1/.6666,2/1,3 
************************ ** COMPRIMENTO OAS MENSAGENS GERADAS 
4 FUNCTION RNl,C5 
0,10/.25,20/.50,30/.75,40/1,50 
************************ - - -- --- - - - - - - - - - - - - - -- --·- - -- -·- - - -- - - -- - - - - - - -- -- - -- ·- - --- - -- - -- - -- -- -- - - -- - --- - - - - - -** COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
5 FUNCTION RN1,C9 
0,10/.125,Z0/.250,50/.375,100/.500,Z00/.625 1 500/.750,1000/ 
.875,1500/1,2000 
** GENERATE 
ASSIGN 
ASSIGN 
ASSIGN 
ASSIGN 
ASS IGN 
QUEUE 
SEIZE 
DEPART 
ADVANCE 
RELEASE 
QUEUE 
SEIZE 
OEPART 
TESTE 
SALTO ADVANCE 
. X 3 , FN 1 , , , , 5 , H 
1,FN2 
Z,FN3 
3,X4,1 
4,FN4 
5,FN5 
*l 
*1 
*1 
V3 
*1. 
X5 
X5 
X5 
P2,Xl,PUlO 
P3 
VOLTA RELEASE 
PRIORITY 
ENTER 
SEIZE 
LEAVE 
ADVANCE 
RELEASE 
TABULATE 
TERMINATE 
PULO TEST NE 
ADVANCE 
SAVEVALUE 
TRANSFER 
** 
X5 
1 
1 
*l 
l 
Vl 
*l 
1 
1 
P2,X2,SAlTO 
V2 
1',P2 
,VOLTA 
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** OEFINICAO DAS VARIAVEIS E TABELAS 
** 
** 
1 FVARIABLE 
2 VARIABLE 
3 FVARIABLE 
1 TABLE 
(333*P5}/100 
P3+Kl40 
{ 333*P·4) / 100 
Ml,0,1000,20 
INITIAL Xl,l/X2,2/X4,2/X5,4 
__________ I__f\l_IJJAL _____ X3,10000 _____ _ _ ______ _ 
START 500,NP 
RESET 
START 5000 
RESET 
INITIAL X3,3333 
START 5000 
RESET 
INITIAL X3,2000 
START 5000 
RESET 
JNITIAL X3,1250 
START 5000 
RESET 
INITIAL X3,1000 
START 5000 
RESET 
INITIAL X3,833 
START 5000 
RESET 
INITIAL X3,715 
START 5000 
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REPORT 
CLO INCLUDE - O 
BLO INCLUDE O 
SAV INCLUO E O 
EJECT 
SPACE 1 
SPACF 2 
SPACE 2 
*******CLASSICAL SVSTEM, 2 PARTITIONS LIST OF RESULTS****** 
SPACE 2 
*LINES CAPACITY = 2400BAUDS 
*8-BIT CHARACTER CODE 
*TIME UNIT = l MILISF.COND 
SPACE 1 
7 TEXT ARRIVE RATE OF MESSAGES = EACH #X3,2/XXXXX#MS 
12 TEXT MEAN RESPONSE TIME= #Tl,3/XXXXX.X# MS 
12 TEXT StANOARD DEVIATION = #Tl,4/XXXXXijX# MS 
SPACE . 3 
* STATISTICS FOR CPU 
SPACE 1 
FAC INCLUDE F4/1,2,4 
SPACf 2 
* STATISTICS FOR LINES 
SPACE 1 
- - - - - - -- - -- - - - -- - --- --- - - -- -- - - -- - - - - - - - -- . - -- --- -- -- -- -- --- - - -- - - -·- -- - -- - -
FAC INCLUDE fl-F3/1,2,4 
SPACE 2 
* STATISTICS FOR CONCENTRATOR QUEUES 
s·PACE 1 
QUE INCLUDE Ql-Q3/1,2,3,7 
SPACE 2 
* STATISTICS FOR PROCESSING QUEUE 
SPAC E 1 
QUE INCLUOE Q4/1,2,3,7 
SPACE 2 -
* STATISTICS FOR OUTPUT STORAGE 
* 
SPACE 1 
STO INCLUDE Sl/1,31 6,8 
EJECT 
TAB 
.. SPACE 3 
SPACE 3 
SPAC E 3 
SPACE 
INCLUDE 
STATISTICS FOR RESPONSE TIME 
3 
Tl/3,4,10,11,12,13,15,16 
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******CLASS1CAL SYSTEM, 2 PARTITIONS LIST OF RESULTS**~*** 
LINES CAPACITY = 2400BAUDS 
8-BIT C~ARACTER CODE 
TIME UNIT ~ 1 MILISECOND 
ARRIVE RATE dF MESSAGES -
MEAN RESPONSE TIME -
STANDARD DEVIATION -
STATISTICS FOR CPU 
FACILITY. 
4 
AVERAGE 
UTILIZATION 
.038 
STATISTICS FOR LINES 
FACILITY AVERAGE 
UTTLIZATION 
1 • 491 
EACH 1250MS 
4073.4 MS 
3801.0 MS 
AVERAGE 
TIME/TRAN 
48.227 
AVERAGE 
TIME/TRAN 
918.128 
-- - - - -- - ·- - - - -- - -- -- -- - --- - - - - - - -- - --- - - -- --
QÜEUE 
l 
2 
3 
QUEUE 
4 
STORAGE 
2 o 509 
3 • 546 
l 
STATISTICS FOR 
MAX!MUM 
CONTENTS 
9 
9 
9 
STATISTICS FOR 
MAXIMUM 
CONTENTS. 
6 
STATISTICS FOR 
AVERAGE 
CONTENTS 
.315 
9610099 
1013.316 
CONCENTRATOR QUEUES 
AVERAGE AVERAGE 
CON.TENJS TIME/TRANS 
.464 1735.326 
.412 15560773 
4 485 17984 884 
PROCESSING QUEUE 
AVERAGE AVERAGE 
CONTENTS · T lME/TRANS 
.005 7.060 
OUTPUT STORAGE 
AVERAGE 
TJME/TRAN. 
392.815 
MAXIMUM 
CONTENTS 
5 
... 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD OEVIATION 
4073 .. 446 3801.000 
UPPER OBSERVED PER CENT CUMULA TIVE MULTIPLE DEVIATION 
llMIT fREQUENCY OF TOTAL PERCENTAGE DF MEAN FROM ME.AN · 
o o ·ºº .o -.ooo -1.071 1000 1421 28.41 28.4 .245 -.808 
2000 542 10.83 39o2 0490 - .. 545 
3000 409 8 .. 17 47.4 • 736 -.282 
4000 418 8.35 55.7 .981 -.019 
5000 469 9.37 65., l 1.227 .243 1-' 
6000 461 9 .. 21 74.3 1.472 .506 o N 
7000 401 8.01 82.4 1., 718 .769 
8000 196 3.91 86.3 1.963 l,.033 
9000 ,142 2.83 89.1 2.209 1.296 
10000 131 2oól 91., 7 2.454 1. 559 
11000 109 2.17 93.9 2.700 1.822 
12000 95 1.89 95.8 2.945 2.085 -- -- -- -- . - - -- - - - ·-- -- - -- - -- - ---- -- -- ·- - --- -- - --- - -- - --
13000 58 lo 15 97., O 3. 191 2.348 
14000 49 .97 98.0 3.436 2.611 
15000 20 .39 98 .. 4 3.682 2 .. 874 
16000 21 041 98.8 3.927 3.137 
17000 17 .33 99.1 4.173 3.400 
18000 8 .15 99o3 40418 30663 
OVERFLOW 33 .65 100.0 
AVERAGE VALUE OF OVERFLOW 20594.12 
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LIST. 6.3 - SISTEMA CLlSSICO COM T~S PARTIÇÕES 
*LOC OPERATION A,B,C,O,F,F,G 
·sIMULATE 
** FUNCA• EXPONENCIAL 
COMMENTS 
1 FUNCTION RN1,C24 
0,0/.1,.l04/.2,.222/.3,.355/.4,o509/o5,o69/o6,o915/o7,lo2/ 
.75,l.38/.8,1.6/.84,l.83/.88,2.12/.9,2.3/.92,2.52/.94,2.Bl/ 
.95,2.99/.96,3.2/.97,3.5/.98,3.9/.99,4.6/.995,5.3/.998,6.2/ 
oqq9,7o0/og997,A00 
** ** ATRIBUICAO DE LINHA AS MENSAGENS GERADAS 
2 FUNCTION RNl,03 
.3333,1/.6666,2/1,3 
** ** COMPRIMENTOS DAS MENSAGFNS GERADAS 
4 FUNCTION RN1,C5 
0,10/,25,20/.50,30/.75,40/1,50 
** COMPRIMENTOS OAS PESPJSTAS AOS TERMINAIS 
5 FUNCTION RN1,C9 
0,10/ol25,20/o25n,50/o375,100/o500,200/o625,500/.750,l000/ 
.875,1500/1,2000 
** . 
GEJ\JERATF 
A.SSJGN 
ASSIGN 
ASSIGN 
ASSIGN 
QUEUE 
~EIZE 
DEPART 
ADVANCF. 
RFLFASE 
QUEUE 
SEIZE 
DEPART 
ADVANCE 
RELEASE 
PRIORITY 
ENTER 
SEJZE 
LEAVE 
Xl,F'Jl,,,,5,H 
1, FN2 
3,X2,1 
4,FN4 
5, FN5 
*l 
>!<] 
V3 
*l 
X3 
X3 
X3 
P1 
X3 
1 
l 
*l 
1 
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ADVANC E V 1 
RELfASE *l 
TABULATE l 
TERMINATE l 
** nEFINICAíl DAS VARIAVEIS E TABELAS ** 
** l FVARIABL~ {333*P5)/l00 
3 FVARIABLE {333*P4)/100 
l TABLE Ml,0,1000,20 
********************************** 
INITIAL 
TNITIAL 
START 
RESF.T 
START . 
RF.SFT 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
X2,2/X3,4 
Xl,10000 
· 500, NP· 
5000 
XI, 3313 
5000 
Xl,2000 
5000 
--lNTrIAL ____ )fl,-12 50 
START 5000 
Clíl 
BLO 
SAV 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
TNITIAt 
START 
REPORT 
INCLUDE 
INCLUDE 
INCLUDE 
E.JECT 
SPACE 
<;PACE 
SPACE 
*******CLASSICAL 
SPACE 
Xl,1000 
5000 
Xl,833 
5000 
Xl,715 
5000 
o 
o 
o 
1 
2 
2 
SYSTFM, 
2 
3 PARTITIONS LlST OF RESULTS****** 
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*L HJES CAP AC ITV = 2400BAlJDS 
*8-BIT CHARACTFR COOE 
*TIME UNIT = l MILISECOND 
SPACE l 
7 TFXT ARRIVE RATE OF MESStGES = EACH #Xl,2/XXXXX#MS 
12 TEXT MEAN RESPONSE TIME= #Tl,3/XXXXXoX# MS 
12 TEXT STANDARD DEVIATION = #Tl,4/XXXXX.X# MS 
SPACE 3 
* STATISTICS FOR CPU 
SPACE l 
FAC JNCLUDE F4/1,?,4 
SPACE 2 
* STATISTICS FOR LINES 
SPACE 1 
FAC INCLUDE Fl-F3/1 1 2,4 
SP AC E 2 
1~ ST/l.TJSTTCS FOR CONCENTRATOR QUEUE~ 
SPACF. 1 
QUE INCLUDE Ql-Q3/1,2,3,7 
SPACE 2 
* STATISTICS FOR PROCESSING QUEUE 
S PAC E 1 
QUE INCLUDE Q4/1,2,3,7 
SPACf 2 - - -*- -- - - - - - --sTATt-sn1:-s·-·ro-~ -U[JT"Pl.JT. -s,rJ-R7~GE- -- --- - -- -- -- -- - - - -- - - ·- --- - - -- - - - - -- - -
STíl 
* TAB 
SPACE 1 
TNCLUDE 
EJECT 
<::PACE 
SPACE 
SPACE 
!NCLUDF 
EJEC T 
FND 
Sl/1,~,6,8 
3 
~ 
3 
STATISTICS FOR RFSPONSE TIME 
Tl/3,4,10,11,12,13,15,16 
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******CLASSICAL SYSTEM, 3 PARTITIONS LIST ílF ~FSULTS****** 
LINES CAPACITY = 2400BAUDS 
R-BJT CHARACTFR CODF 
TIME UNJT = l MJLISECOND 
ARRIVE RATE OF MESSAGES = 
MEAN RESPONSE TIME= 
STANDARD DEVIATION = 
FACILITY 
4 
FACILTTY 
STATISTICS FOR CPU 
AVERAGE 
UTILIZATTCIN 
.. 001 
STATISTICS FOR LINES 
AVFRA GE 
UTILIZATIJN 
1 o5~2 
EACH 1250MS 
38350 4 MS 
3838. O MS 
AV ERAGE 
TIME/TRAN 
1.500 
AVFRAGE 
TIMF/TRAN 
Q76o079 
• 
- -- -- -T - - -- - .. 1+9 6 - ~ - - -- 93 7. 8L8 -- - -- - - - - -- - - ~ -- - - - - - - - ~ 
QUEUE 
1 
2 
3 
QUEUE 
4 
STORAGE 
3 • 507 
1 
STATI'::TICS FOR 
MAXIMUM 
CONTE\JTS 
8 
11 
8 
STATISTICS FOR 
MAXIMUM 
CONTE/\lTS 
1 
STAíISTICS FOR 
AVERAGE 
CO\JTE\JTS 
., 185 . 
913.,962 
CONCENTRATOR QUFUFS 
AVERAGE AVERAGE' 
CJNTENTS TIMF./TRANS 
.494 1812.971 
.,452 1710.465 
• 456 1643 .. 000 
PROCESSING QUEUE 
AVERAGE AVERAGE 
CQNTENTS TIME/TRANS 
.. ooo .004 
JUTPUT STORAGE 
AVERAGE 
TIME/TRAN 
227.,889 
MAYIMUM 
CONTENTS 
3 
MfA!\I A~GU!'vlE!\IT 
3835 .. 462 
STATISTICS FOR RESPONSE TIME 
STANDARD DEVIATION 
3838 .. 000 
UPPER OBSERVED 
LTMIT FREOUENCY 
o o 
1ono 1497 
2000 556 
"".:\000 
4000 
5000 
6000 
7000 
8000 
9000 
10000 
11000 
12000 
13000 
14000 
150fl0 
l6Dõô 
17000 
18000 
OVl=RFLOW 
AVERAGE VAUJE 
44? 
484 
471 
420 
384 
172 
134 
100 
90 
51 
42 
44 
24 
-12 - -
15 
19 
43 
OF OVERFLOW 
PER CENT CUMULATIVE 
OF TOTAL PERCENTAGE 
.. oo .o 
29093 29.9 
11.11 41.0 
8.83 
'}.67 
9.41 
8039 
7.67 
3. lt3 
2,,67 
·1.99 
1 .. 79 
1,,01 
.. 83 
.. 87 
.47 
-• z-3 
029 
.~7 
.85 
22048,,7f,, 
49~8 
59.5 
68.9 
77o3 
85 .. 0 
88 .. 5 
9L, 1 
93.1 
94. 9 
96.0 
96.8 
97.7 
98.2 
-!ra-~ 4 
98o7 
99.1 
100 .. 0 
MULTIPLE 
OF MEAN 
-.ooo 
.260 
.521 
0782 
1 .. 042 
1.303 
10564 
1.825 
2.085 
2o 346 
2.607 
2 .. 867 
3.128 
3.389 
3o 650 
3.910 
4:_;fiI 
4e 432 
4.693 
DEVIATl•N 
FROM MEAN 
-.999 
-,.738 
-.478 
-0217 
.042 
.303 
o 563 
.824 
1.085 
1.345 
1. 6'.)6 
1.866 
2.127 
2.387 
20648 
2.908 
1-' 
o 
...J 
3-. 169 . 
30430 
3 .• 690 
.. 
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LIST. 6.4 - SISTEMA CLÃSSICO COM UMA PARTIÇÃO,POL!TICA ASTUCIOSA 
*LOC 
** 
OPERATION A,B,C,D,E-,F,G 
SIMULATE 
** FUNCAO EXPONENCIAL 
COMMENTS 
l FUNCTION RN1,C24 
0,0/.,1,.104/.2,.222/.3,.355/.4,e509/o5,o69/o6 1 o915/o7,lo2/ 
.75,1.38/.8,1.6/.84,1~83/.88,2~12/.9,2~3/.92,2.52/.94,2~81/ 
• 95-, 2 • 99/ • 961 3 • 2/ e 97, 3.., 5/,. 98 J 3e 9/ o 99 f 4._o 6/ o 995-, 5., 3 /.o 998, Ó o 2/ 
.999,7.0/.9997,8~0 
** ** ATRIBUICAO DE LINHA AS MENSAGENS GERADAS 
2 FUNCTION RNl,D3 
.3333,1/.6666,2/1,3 
** ** ATRIBUICAO DE PROCESSO AS MENSAGENS GERADAS 
3 FUNCTION RNl,D3 
.3333,1/.6666,2/1,3 
** ** COMPRIMENTOS DAS MENSAGENS GERADAS 
4 FUNCTION RNl,C5 
0,10/o25,20/o50,30/o75,40/l,50 
** ** COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
5 FUNCTION RN1,C9 
o, 10/ .. 125,201. 2so, 50/,.3 75, 1001 .. 500,200 l~ 625, 500/. 750, 10001 
.,875,1500/1,2000 
** ** FUNCAO PESQUISA OE FRAS P/ PROCESSAMENTO** 
6 FUNCTION Pl,03 
1,2/2,3/3,1 
** 
** 
** ** CICLO DAS MENSAGENS ORIGINADAS NOS TERMINAIS** 
** GENERATE 
ASS IGN 
ASSIGN 
ASSIGN 
ASSIGN 
ASSIGN 
QUEUE 
SEIZE 
Xl,fNl,,,,5,H 
1, FN2 
2,FN3 
3,X3,1 
4,FN4 
5 ,·fN5 
*l 
*l 
LABEL 
** 
OEPART *1 
ADVANCE Vl 
RELEASE *1 
LOGIC s l 
LINK P2,FIFO 
SEIZE X4 
AOVANCE P3 
RELEASE X4 
UNL INK X5,ROTUL,1 
PRIORITY l 
ENTER 1 
SEIZE *l 
LEAVE 1 
ADVANCE V2 
RELEASE *l 
TABULATE l 
TERMINATE 1 
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** CICLO DA MENSAGEM DE PESQUISA DAS FILAS** 
** GENERATE 1,,,lul,H 
ASSIGN 1,XZ 
ROTUL SEIZE X4 
TESTE TEST NE V3,KO,RESET 
VOLTA TEST NE CH*l,KO,DESVI 
TEST E Pl,X2,PULOS 
RETRN UNLINK Pl,LABEL,1 
RELEASE X4 
LINK X5,FIFO 
OESVI ASSIGN 1,fN6 
TRANSFER , TESTE 
PULOS ADVANCE X6 
SAVEVALUE 2,Pl 
TRANFER ,RETRN 
RESET RELEASE X4 
LOGIC R 1 
GATE LS 1 
TRANSFER 1 ROTUL 
** 
** DEFINICAO DAS VARIAVEIS E TABELAS ** 
** 1 FVARIABLE (83*P4)/100 
2 FVARIABLE (83*P5)1100 
3 VARIABLE CHl+CH2+CH3 
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1 TABLE Ml,O, 1000,20 
** ** INICIALIZACAO DOS SAVEVALUES ** 
** INITIAL X2,1/X3,2/X4,4/X5,4/X6,140 
INITIAL X 1, 2000 
START 500,NP 
RESET 
START 5000 
RESET 
INITIAL . X 1,666 
START 5000 
RESET 
INITIAL X 1,400 
START 5000 
RESET 
INITIAL Xl,286 
START 5000 
RESET 
INITIAL Xl,222 
START 5000 
RESET 
INITIAL Xl,,182 
START 5000 
RESET 
INITIAL Xl,167 
START 5000 
REPORT 
CLO INCLUDE O 
BLO INCLUDE O 
SAV INCLUDE O 
EJECT 
SPACE 1 
SPACE 2 
SPACE 2 
*******CLASSICAL SYSTEM, l PARTITION LIST OF RESULTS****** 
******* MORE SOFISTICATED ADMINISTRATION OF MESSAGES ****** 
SPACE 1 
*LINES CAPACITY = 9600BAUOS 
*8-BIT CHARACTER CODE 
*TIME UNIT = 1 MILISECOND 
SPACE 1 
7 TEXT ARRIVE RATE OF MESSAGES = EACH #Xl,2/XXXXX# MS 
12 TEXT MEAN RESPONSE TIME= #Tl 7 3/XXXXXeX# MS 
12 
* 
FAC 
* 
FAC 
* 
QUE 
* 
CHA 
* 
STO 
* 
TAB 
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TEKT STANDARD DEVIATION = ITl,4/XXXXX.XI MS 
SPAC E 1 
STATISTICS FOR CPU 
SPACE 1 
INCLUDE F4/1,2,4 
SPACE 2 
STATISTICS FOR LINES 
SPACE 1 
INCLUDE Fl-F3/l,2,4 
SPACE 2 
STATISTICS FOR CONCENTRATOR QUEUES 
SPACE l 
INCLUDE Ql-Q3/1,2,3,7 
SPACE 2 
STATISTICS FOR PROCESSING QUEUES 
SPACE 1 
INCLUOE CH1-CH3/1,3,5,6 
SPACE 2 
STATISTICS FOR OUTPUT STORAGE 
SPACE l 
INCLUOE Sl/1,3,6,8 
EJECT 
SPACE 3 
SPACE 3 
SPACE 3 
STATISTICS FOR RESPONSE TIME 
SPACE 
INClUDE 
EJECT 
END 
3 
Tl/3,4,10,11,12,13,15,16 
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******CLASSICAL SYSTEM, 1 PARTITION LIST OF RESULTS****** 
****** MORE SOFISTICATED ADMINISTRATION OF MESSAGES ****** 
LINES CAPACITY: 9600BAUDS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILISECOND 
-- EACH 222 M$ ARRIVE RATE Of MESSAGES 
MEAN RESPONSE TIME= 
STANDARD DEVIATION = 
FACILITY 
4 
FACILITY 
l 
2 
3 
QUEUE 
1 
2 
3 
STATISTICS FOR CPU 
AVERAGE 
UTILIZATION 
.-346 
STATISTICS FOR LINES 
AVERAGE 
UTILIZATION 
~ 704 
o 745 
-.688 
2058,.. 7 MS 
1826,.0 MS 
AVERAGE 
TlME/TRAN 
3L.387 
AVERAGE 
TIME/TRAN 
227.389 
243.265 
231.451 
STATISTICS FOR CONCENTRATOR QUEUES 
MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
17 l.579 1020.723 
19 1.,711 1117.780 
11 1.018 684.-.551 
STATISTICS FOR PROCESSING QUEUES 
USER CHAIN AVERAGE AVERAGE 
l 
2 
3 
STORAGE 
l 
TIME/TRANS 
155.774 
155. 563 
l 54e 160 
STATISTICS FOR OUTPUT STORAGE 
AVERAGE 
CONTENTS 
2.236 
AVERAGE 
TIME/TRAN 
489.340 
CONTENTS 
.236 
.236 
.235 
MAXIMUM 
CONTENTS 
13 
MAXIMUM 
CONTENTS 
8 
7 
7 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD DEVIATION 
2058 .. 704 l826e000 
UPPER OBSERVED PER CENT CUMULATIVE MUl TI PLE OEVIATIGN 
LIMIT FREQUENCY OF TOTAL PERCENTAGE OF MEAN FROM MEAN 
o o ººº 
. .. o -.,ooo -1 .. 127 
1000 1692 33.83 33.8 .485 -.579 
2000 1.342 26.83 60.6 .. 971 -.032 
3000 823 16 .. 45 77.l 1 .. 457 .515 !-' 
4000 457 9.13 86 .. 2 1. 94.2 1.063 
!-' 
w 
5000 297 5.93 92.2 20428 10610 
6000 153 3.05 95.2 2.914 2 .. 158 
7000 110 2.19 97.4 3.400 2 .. 706 
8000 63 1,.,25 98.,7 3., 885 3.,253 
9000 34 .• 67 99.4 4.371 3.801 
10000 21 .41 99., 8 4.857 4 .. 3·49 
11000 6 .. 11 99.,9 5.343 4.896 
12000 1 • 01 99 .. 9 5.828 5.444 
13000 l .. 01 100 .. 0 6.,314 5e99l 
REMAINING FREQUENCIES ARE ALL ZERO 
114 
LIST. 6.5 - REDE DE T~S COMPUTADORES 
*LOC OPERATION 
SI MULA TE 
* ATRIBUICAO DE 
l fUNCTION 
.50,1/ .. 75,2/1,.3 
2 FUNCTION 
.25,1/.75,2/1,3 
3 FUNCTION 
.. 25,1/.,50,,2/1,3 
* 
A,B,C,D,E,F,G COMMENTS 
PROCESSO AS MENSAGENS GERADAS NO NOOO-J 
RNl,D3 
RNl,03 
RNl,03 
* FUNCAO EXPONENCIAL 
4 fUNCTION RN1,C24 
0,0/.1,.104/.2,.222/.3,.355/.4,.509/.5,.69/.6,.915/.7,1.2/ 
.75,1.38/.8,1.6/.84,1.83/.88,2.12/.9,2.3/.92,2.52/.94,2 .. 81/ 
095,2.,99/.,96,3.2/.97,3.5/.98,3.9/.99,4.6/.995,5.3/.998,6~2/ 
.999,7.0/ .. 9997,8.0 
* * ATRIBUICAO OE NODO 
5 FUNCTION RNl,03 
.3333,1/.6666,2/1,3 
* 
* ATRIBUICAO OE FILA DE PERGUNTA 
6 FUNCTION V2,D6 
12,7/13,8/21,9/23110/31,11/32,12 
* * ATRIBUICAO DE FILA OE RESPOSTA 
7 FUNCTION V2,D6 
12,13/13,14/21,15/23,16/31,17/32,18 
* 
* LINHAS DE TRANSMISSAO ENTRE OS NODOS 
8 FUNCTION V2,06 
12,7/13,9/21,7/23,8/31,9/32,8 
* * COMPRIMENTOS DAS MENSAGENS GERADAS 
9 FUNCTION RN1,C5 
0,10/.25,20/.50,30/~75,40/l,50 
* 
* COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
10 FUNCTION RN1,C9 
0,10/.125,20/.250,50/.375,100/.500,200/.625,500/.750,1000/ 
.. 875,1500/1,2000 
* GENERATE Xl,FN4,,,,8,H 
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ASSIGN 1,FN5 
ASSIGN 2, FN* l 
ASSIGN 6,FN9 
ASSIGN 7,FNl0 
ASSIGN 8,X2,4 
QUEUE V7 
SEIZE Vl 
DEPART V7 
ADVANCE V8 
RELEASE Vl 
TEST E P lt P2,AAA 
QUEUE *1 
SEIZE *l 
OEPART *l 
AOVANCE PB 
LABEL RELEASE *l 
PRIORITY 1 
CCC QUEUE Vl 
SEIZE Vl 
DEPART Vl 
ADVANCE V3 
RELEASE Vl 
TABULATE 1 
TERMINA TE 1 
AAA ASSIGN 3,FN6 
ASSIGN 4,FN8 
TEST LE Q*3,0*1,BB8 
QUEUE *3 
SEIZE *4 
DEPART *3 
ADVANCE V4 
RELEASE *4 
QUEUE *2 
SEIZE *2 
DEPART *2 
ADVANCE PS 
RELEASE *2 
ASSIGN 5,FN7 
PRIORITY 1 
QUEUE *5 
SEIZE *4 
DEPART *5 
AOVANCE V5 
RELEASE *4 
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TRANSFER ,ccc 
BBB QUEUE *1 
SEIZE *l 
OEPART *1 
ADVANCE Vb 
TRANSFER , LASEL 
** 
** DEFINICAO DAS VARIAVEIS E TABELAS 
** 1 VARIABLE Pl+3 
2 VARIABLE lO*P l+P2 
3 FVARIABLE {333*P7) /100 
4 FVARIABLE {166*P6)/100 
5 FVARIABLE { 166*P7l / 100 
6 VARIABLE 140+P8 
1 VARIABLE Pl+Kl8 
8 FVARIABLE ( 3 3 3* P6 ) / l O O 
l TABLE Ml, O, 1000,20 
INITIAL XZ,2 
lNITIAl Xl,10000 
START 500,NP 
RESET 
START 5000 
RESET 
INITIAL Xl,3333 
START 5000 
RESET 
INITIAL Xl,2000 
START 5000 
RESET 
INITIAL X 1, 12 50 
START 5000 
RESET 
INITIAL Xl,1000 
START 5000 
RESET 
INITIAL Xl,833 
START 5000 
RESET 
INITIAL Xl,715 
START 5000 
REPORT 
CLO I NCLUDE o 
BlO INCLUOE o 
SAV INCLUDE O 
EJECT 
SPACE 1 
SPACE 2 
SPACE 2 
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**********THREE COMPUTERS NETWORK LIST OF RESULTS********* 
SPACE 2 
*LINES {CONCENTRATOR-COMPUTER) CAPACITY = 2400BAUDS 
*LINES { COMPUTER-COMPUTER ) CAPACITY = 48008AUOS 
*8-BIT CHARACTER COOE 
*TIME UNIT = 1 MILISECOND 
SPACE 1 
7 TEXT ARRIVE RATE Of MESSAGES = EACH #Xl,2/XXXXX# MS 
12 TEXT MEAN RESPONSE TIME= #Tl,3/XXXXX.X# MS 
12 TEXT STANDARD DEVIATION = #Tl,4/XXXXX.X# MS 
SPACE 3 
* STATISTICS FOR CPU {fl-F3l 
SPAC E 1 
FAC INCLUDE Fl-f3/l,2,4 
SPACE 2 
* STATISTICS FOR LINSS (CONCENTRATOR-COMPUTER) 
SPACE 1 
FAC INCLUDE f4-F6/1,2,4 
SPACE 2 
* STATISTICS FOR LINES {COMPUTER-COMPUTER1 
SPACE 1 
FAC INCLUDE F7-f9/l,2 1 4 
EJECT 
SPACE 3 
SPACE 2 
* STATISTICS FOR PROCESSING QUEUES 
SPACE 1 
QUE INCLUOE Ql-Q3/1,2,3,7 
SPACE 2 
* STATISTICS FOR TERMINAL RESPONSE QUEUES 
SPACE 1 
QUE INCLUDE Q4-Q6/1,2,31 7 
SPACE 2 
* STATI-~TICS FOR QUESTION QUEUES 
SPACE 1 
QUE INCLUOE Q7-Ql2/1,2,3,7 
SPACE 2 
* STATIST!CS FOR ANSWER QUEUES 
SPACE l 
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QUE INCLUDE Q13-Ql8/1,2,3,7 
SPACE 2 
* STATISTICS FOR CONCENTRATOR QUEUES 
* 
SPACE 1 
QUE INCLUDE Ql9-Q21/1,2,3,7 
TAB 
EJECT 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 
INCLUOE 
EJECT 
END 
STATISTICS fOR RESPONSE TIME 
3 
Tl/3,4,10,11,12,13,15,16 
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*********THREE COMPUTERS NETWORK LlST OF RESULTS********* 
LINES (CONCENTRATOR-COMPUTERJ CAPACITY = 2400BAUOS 
LINES ( COMPUTER-COMPUTER J CAPACITY - 4800BAUDS 
8-BIT CHARACTFR CODE 
TIME UNIT = 1 MILISECOND 
ARRIVE RATE OF MESSAGES = 
MEAN RESPONSE TIME -
STANDARD DEVIATION -
EACH 1250 MS 
4569.9 MS 
4448se0 MS 
STATISTICS FOR CPU 1Fl-F3} 
FACILITY 
1 
2 
3 
FACILITY 
4 
5 
6 
FACILITY 
7 
8 
9 
AVERAGE 
UTILIZATION 
.. ooo 
.ooo 
·ººº 
AVERAGE 
TIME/TRAN 
2.579 
2 .. 619 
2 .. 753 
STATISTICS FOR LINES (CDNCENTRATOR-COMPUTERJ 
AVERAGE 
UTILIZA TION 
,.496 
• 522 
., 486 
AVERAGE 
TIME/TRAN 
927-.170 
986.999 
901.775 
STATISTICS FOR LINES CCOMPUTER-COMPUTER) 
AVERAGE 
UTILIZATION 
.126 
.131 
.. 117 
AVERAGE 
TIME/TRAN 
493.100 
487.505 
4500304 
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STATISTIGS FOR PROCESSING QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
1 1 ·ººº .. 010 2 1 ·ººº 0049 3 2 .. ooo .120 
STATISTICS FOR TERMINAL RESPONSE QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
4 4 .. 12 5 469 .. 566 
5 4 .124 470.294 
6 4 .. 128 475,. 753 
STATISTICS FOR QUES TI ON QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
7 1 .011 181.820 
8 1 .011 177.047 
9 l 0010 157,,398 
10 1 .,.011 163 .. 716 
11 l .010 152.,949 
12 l ,.009 143.438 
STATISTICS FOR ANSWER QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS T HiE/ TRANS 
13 l • 001 25.523 
14 2 ·ººº 8.318 15 2 0001 17el99 
16 2 ·ººº 11.471 17 2 .ooo 12.921 
18 2 .. 001 16.598 
STATISTICS FOR CONCENTRATOR QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
19 8 .. 431 1609 .. 196 
20 12 .. 481 1817.-166 
21 7 .,424 15730627 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD DEVIATION 
4569 .. 988 4448.000 
UPPER OBSERVED PER CENT CUMUlATIVE MULTI PlE DEVIATION 
LIMIT FREQUENCY Of TOTAL PERCENTAGE OF MEAN FROM MEAN 
o o .. oo .o -.ooo -1.027 
1000 1401 28.,01 28o0 .218 -.802 
2000 503 10.05 38.0 .437 -.577 
3000 419 8.37 46.4 .65-6 - .. 352 
4000 4.30 8,. 59 55.0 .875 -. 128 1-' 1\.) 
5000 367 7.33 62.3 1 .• 094 .096 1-' 
6000 342 6.83 69 .. 2 10312 0321 
7000 333 6.65 75,. 8 1.531 .546 
8000 215 4.29 80.1 1.750 .. 771 
9000 232 4.,63 84 .. 8 .. lo 969 <!>995 
10000 189 3.77 88.6 2.188 1.220 
11000 131 2.61 91. 2 2.,407 1.44.5 
12000 109 2.,17 93 .. 4 2.62:5 l.670 
13000 6ó 1.31 94.7 2.844 1.895 
14000 65 1.,29 96.0 3<!>063 2., 120 
15000 48 .95 96,.9 3.282 2 .. 344 
16000 28 ,. 55 97.5 3.501 2 .. 569 
17000 22 043 97 .. 9 3 .. 719 20794 
18000 26 .51 98.5 3.938 3.019 
OVERFLOW 74 1 .. 47 100.0 
AVERAGE VALUE OF OVERFLOW 21528.,60 
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*********THREF COMPUTERS NETWORK LIST OF RESULTS********* 
LINES {CONCENTRATOR-COMPUTER) CAPACITY = 2400BAUDS 
LINES ( C0MPUTER-C0MPUTER ) CAPACITY - 9600BAUDS 
8-BIT CHARACTER C0DE 
TIME UNIT = 1 MILISEC0ND 
ARRIVE RATE OF MESSAGES = 
MEAN RESPONSE TIME= 
STANDARD DEVIATION = 
EACH 1250 MS 
4117.4 MS 
4058.,0 MS 
STATISTICS FOR CPU CF1-F3) 
FACILITY 
l 
2 
3 
FACILITY 
4 
5 
6 
FACILITY 
7 
8 
9 
AVERAGE 
UTILIZATION 
·•ººº .ooo 
o 000 
AVERAGE 
TIME/TRAN 
1.929 
2 .. ooe 
20249 
STATISTICS FOR LINES (CONCENTRAT0R-C0MPUTER) 
AVERAGE 
UT I Li ZA TI ON 
-- 496 
.522 
• 486 
AVERAGE 
TIME/TRAN 
927.753 
986.999 
901 .. 428 
STATISTICS FOR LINES (C0MPUTER-C0MPUTERt 
AVERA GE 
UTILIZATI0N 
0063 
• 066 
.059 
AVERAGE 
TIME/TRAN 
2450955 
244.599 
225.938 
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STATISTICS FOR PROCESSING QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
l 1 .ooo • 003 
2 1 ·ººº ~044 3 l ºººº ºººº 
STATISTICS FOR TERMINAL RESPONSE QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS T IME/TRANS 
4 3 .10-7 402.566 
5 3 .104 396 • .273 
6 3 .. 101 375,,,959 
STATISTICS FOR QtJESTION QUEUES 
QUEUE MAX IMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
7 l .. 004 64.946 
8 1 .. 003 48.321 
9 1 .002 32.496 
10 1 .003 51-.304 
11 1 .004 59.122 
12 1 .. 002 45 .. 371 
STATISTICS FOR ANSWER QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TI ME/TRANS 
13 1 .. ooo 5.,190 
14 1 ·ººº .019 15 l .. ooo 4.,547 
16 1 o 000 2,. 318 
17 1 .ooo .040 
18 1 ·ººº e022 
STATISTICS FOR CONCENTRATOR QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS T IMElTRANS 
19 8 0416 15540675 
20 12 .451 1702.662 
21 7 .406 1504.,635 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD OEVIATION 
4117 .• 449 4058.000 
UPPER OBSERVED PER CENT CUMULATIVE MULTIPlE DEVIATION 
LIMIT FREQUENCY OF TOTAL PERCENTAGE OF MEAN FROM MEAN 
o o .oo .. o -.ooo -1 .• 014 
1000 1487 29.73 29.7 .242 -o 768 
2000 539 10.77 40 .. 5 .485 - .. 521 
3000 448 8.95 49.4 .728 -.275 
4000 408 8 .. 15 57 .. 6 .,971 -.,028 ..... IV 
5000 371 7.41 65 .. 0 1.,214 .. 217 ,i:,,. 
6000 417 8.33 73.3 1.457 .. 463 
7000 351 7c01 80o4 L, 700 0710 
8000 252 5.03 85 .. 4 1.942 .956 
9000 169 3.37 88.8 2 .. 185 1. 203 
10000 135 2..,69 91.5 2 .. 428 1.449 
11000 102 2.03 93. 5 2 .. 671 1.696 
12000 84 1.67 95.2 20914 lo942 
13000 45 • 89 96.l 3.157 2,.188 
14000 47 .93 97.0 3.400 2,.,435 
15000 42 083 97o9 3.,643 20681 
16000 22 .43 98,.3 3.885 2.928 
17000 18 .,35 98.7 4.128 3.174 
18000 21 041 99ol 4.371 3.421 
OVERFLOW 42 .83 100 .. 0 
AVERAGE VALUE OF OVERFLOW 21983.37 
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*********THREE COMPUTERS NETWORK LIST OF RESULTS********* 
LINES (CONCENTRATOR-COMPUTERJ CAPACITY = 2400BAUDS 
LINES ( COMPUTER-COMPUTER } CAPACITY = 50000BAUDS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILISECOND 
ARRIVE RATE OF MESSAGES = 
MEAN RESPONSE TIME -
STANDARD OEVTATION = 
EACH 1250 MS 
.3778.l MS 
3752-.0 MS 
STATISTICS FOR CPU (Fl-f3) 
FACILITY 
l 
2 
3 
FAC ll ITY 
4 
5 
6 
FACILITY 
7 
8 
9 
AVERA GE 
UTILIZATION 
"'00 O 
"'ººº .,QOO 
.AVERAGE 
TIME/TRAN 
1 .. 442 
1.663 
1.661 
STATISTICS FOR LINES {CONCENTRATOR-COMPUTERJ 
AVERAGE 
UT I l I Z A TI O N 
0496 
• 522 
.486 
AVERAGE 
TIME/TRAN 
9270339 
986.947 
901.827 
STATISTICS FOR LINES (COMPUTER-COMPUTER) 
AVERAGE 
U T I l I ZA TI O N 
• 012 
.. 012 
.. 011 
AVERAGE 
TIME/TRAN 
47.239 
46,.594 
43ce436 
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STATISTICS FOR PROCESSING QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
1 1 .. ooo .. 001 
2 1 ,.000 .044 
3 l .ooo .. ooo 
STATISTICS FOR TERMINAL RESPONSE QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TI ME/TRANS 
4 3 .,080 300 .. 894 
5 4 .083 313.727 
6 3 .082 307.137 
STATISTICS fOR QUESTION QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
7 l .. ooo 2.,835 
8 l .ooo 3.094 
9 l .ooo 2.262 
10 1 ºººº 2ol28 11 1 ·ººº 4.673 12 l .ooo 3.055 
STATISTICS FOR ANSWER QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
13 l ºººº .. ooo 14 l ·ººº ·ººº 15 1 ·ººº ·ººº 16 1 .. ooo .. ooo 
17 1 ·ººº ·ººº 18 1 .. ooo ·ººº 
STATISTICS FOR CONCENTRATOR QUEUES 
QUEUE MAXH-,UM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
19 8 .. 412 1539.,364 
20 11 .438 1654.478 
21 6 .. 390 1445.012 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD DEVIATION 
3778.195 3752 .. üOO 
UPPER OBSERVEO PER CENT CUMULATIVE MULTI PlE OEVIATION 
lIMIT FREQUENCY OF TOTAL PERCENTAGE OF MEAN FROM MEAN 
o o • 00 ,.O -,.000 -1.006 
1000 1553 31.05 31 .. 0 .264 -.740 
2000 579 llo 57 4206 .529 -.473 
3000 429 8.57 51.2 .794 - .. 207 1-' 
4000 435 8,.69 59.9 10058 e059 I\J 
5000 464 9.27 69,.l 1.323 .325 -..J 
6000 397 7 ... 93 77.1 1 .. 588 .592 
7000 375 7o49 84~6 lo 852 .,858 
8000 171 3 .. 41 88-.0 2.111 1.125 
9000 151 3.01 91.0 2.382 1. 391 
10000 114 2o27 93.,3 2.646 1.658 
11000 86 1. 71 95 .• 0 2.911 1.924 
12000 55 1.09 96,. l 3o 176 2e 191 
13000 47 .93 97 .. l 3 .. 440 2.457 
14000 38 .75 97.8 3.705 2 .. 724 
15000 29 .,.57 98 .. 4 3 .. 970 2 .. 990 
16000 19 .37 98 .. 8 4,.234 3.257 
17000 15 .29 99.l 4.,499 3. 523 
18000 11 .. 21 99 .. 3 4 .. 164 3.790 
OVERFLOW 32 .63 100 .. 0 
AVERAGE VALUE OF OVERFLOW 21576.53 
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LIST. 6.6 - REDE PENTAGONAL DE COMPUTADORES 
*LOC 
* 
OPERATION A,B,C,D,E,F,G 
S IMULATE 
COMMENTS 
** ATRIBUICAO DE PROCESSO AS MENSAGENS GERADAS NO NODO-J 
1 FUNCTION RNl,05 
o5,l/o625,2/o750,3/o875,4/l,5 
2 FUNCTIDN RNl,05 
ol25,l/o625,2/a750,3/e875,4/1,5 
3 FUNCTION RNl,D5 
a125,l/o250,2/o750,3/o875,4/1,5 
4 FIJNCTION RNl,D5 
ol25,1/e250,2/o375,3/o875,4/1,5 
5 FUNCTION RNl,05 
ol25,1/o250,2/o375,3/o500,4/1,5 
** ** FUNCAO EXPONENCIAL ** 
6 FUNGTION RN1,C24 
O,O/al,ol04/o2,o222/o310355/o4,o509/o5,o69/o610915/o7,lo2/ 
o75,lo38/o8,lo6/o84,lo83/o88,2ol2/o9,2o3/o92,2o52/o9412o8l/ 
o95,2a99/o96,3o2/o97,3o5/o98,3o9/o99,4o6/o995,5o3/o998,6e2/ 
o999,7o0/e9997,8o0 
** ** ATRIBUICAO DE NODO** 
7 FUNCTION RNl,05 
e2,1/o4,2/e6,3/o8,4/1,5 
** ** ATRIBUICAO DE FILA DE PERGUNTA** 
8 FUNCTION V2,Dl0 
12,11/15,12/21,13/23,14/32,15/34,16/43,17/45,18/51,19/54,20 
** ** ATRIBUICAO OE FILA DE RESPOSTA** 
9 FUNCTION V2,D10 
12" 21 / 15, 22/21, 23/ 23, 24/32, 25/34, 26/ 43, 27 /45, 28/51, 29/54, 30 
** ** LINHAS OE TRANSMISSAO ENTRE OS NOOOS ** 
10 fUNCTION Y2,Dl0 
12,ll/15,15/21,ll/23,12/32,12/34,13/43,13/45,14/51,15/54,14 
** ** COMPRIMENTOS DAS MENSAGENS GERADAS 
11 FUNCTION RN1,C5 
0,10/e25,20/o50,30/~75,40/1,50 
** ** COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
12 FUNCTION RN1,C9 
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0,10/ol25,ZO/o250,50/o375,100/o50D,200/o625,500/o750,1000/ 
0875,1500/1,2000 
** 
GENERATE 
ASSIGN 
ASSIGN 
ASSIGN 
ASS IGN 
ASSIGN 
QUEUE 
SEIZE 
DEPART 
ADVANCE 
RElEASE 
TESTE 
QUEUE 
SEIZE 
OEPART 
AOVANCE 
LABEL RELEASE 
PRI0RITY 
CCC QUE UE 
SEIZE 
DEPART 
ADVANCE 
REL EASE 
TABULATE 
TERMINATE 
AAA ASSIGN 
DOO ASSIGN 
TEST l E 
TEST NE 
A SSIGN 
TRANFER 
EEE ASSIGN 
ASSIGN 
VOLTA ASSIGN 
A SSIGN 
TEST NE 
ASSIGN 
A SSIGN 
ASSIGN 
TEST LE 
QUE UE 
SEIZE 
Xl,FN6,,,,15,H 
1,FN7 
2,FN*l 
6,FNl l 
7,fN12 
B,X2,6 
V7 
Vl 
V7 
V8 
Vl 
Pl,P2,AAA 
*l 
*l 
*1 
P8 
*l 
1 
Vl 
Vl 
Vl 
V3 
Vl 
1 
l 
10,, P l 
14+,1 
Pl4,Kl,EEE 
MH*l4CP1,P2),KO,EEE 
V9,MH*l4( Pl-, P2} 
,DD0 
V9,P2 
14,Kl0 
1,P*l4 
14+,1 
P*14,K0,DESV 
2,P*l4 
3,FN8 
4,fNl0 
Q*3, Q* 1, PULO 
*3 
*4 
OESV 
HHH 
LOOP 
PULO 
** 
DEPART 
AOVANCE 
RELEASE 
TRANSFER 
QUEUE 
SEIZE 
OEPART 
AOVANCE 
RELEAS E 
PRIORI TV 
ASSIGN 
ASSIGN 
ASSIGN 
ASSIGN 
QUE UE 
SEIZE 
DEPART 
ADVANCE 
REL EASE 
ASSIGN 
A SSIGN 
TEST NE 
TRANSFER 
QUE UE 
SEIZE 
DEPART 
AOVANCE 
TEST NE 
ASSIGN 
TRANSFER 
** OEFINICAO DAS 
** 
l V ARI ABL E 
2 VARIABLE 
3 fVARIABLE 
4 FVARIABlE 
5 FVARIABLE 
ó VARIABLE 
7 VARIABLE 
8 FVARIABLE 
9 VARIABL E 
l TABLE 
1 MATRIX 
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*3 
V4 
*4 
,VOLTA 
*2 
*2 
*2 
PS 
*2 
1 
14-,K2 
1,P*l4 
4,FNlO 
5,fN9 
*5 
*4 
*5 
V5 
*4 
2,P*l4 
14-, l 
P14,K9,CCC 
,LOOP 
*l 
*l 
*l 
V6 
Pl4,K11,LABEL 
2,Pl 
, HHH 
VARIAVEIS E TABELA** 
Pl+5 
10*Pl+P2 
( 333*P7) /100 
U66*P6 &/100 
(166*P7)/100 
140+P8 
Pl+K30 
( 333*P6) /100 
10+Pl4 
Ml,0,1000,20 
H,,5,5 
** INICIALIZACAO 00S DADOS** 
** 
INITIAL 
INITIAL 
INITIAL 
INIJIAL 
INITIAL 
START 
RESE:r 
START 
RESET 
I NITIAL 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
I NI TI At 
START 
RESET 
INITIAl 
START 
RESET 
INITIAL 
START 
REPORT 
CLO I NCLUDE 
BlO INCLUO E 
SAV INCLUDE 
EJECT 
SPACE 
SPACE 
SPACE 
**********FIVE 
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X2,2 
MHl(l,31,2/MH1Cl,4),5/MH1(2,4),3/MHlC2,5) 1 1 
MH1(3,59,4/MH1(4,1) 1 5/MH1(4,2),3/MH1(5,2l,1 
MH1(3,1),2/MH1{5,3),4 
Xl,6000 
500, NP 
5000 
Xl,1500 
5000 
Xl,1000 
5000 
Xl,750 
5000 
Xl,600 
5000 
Xl,500 
5000 
Xl,428 
5000 
o 
o 
o 
l 
2 
2 
COMPUTERS NETWORK LIST OF RESULTS********* 
SPACE 2 
*LINES (CONCENTRATOR-COMPUTER) CAPACITY - 2400BAUDS 
*LINES ( COMPUTER-COMPUTER ) CAPACITY = 4800BAUDS 
*8-BIT CHARACTER CDDE 
*TIME UNIT = l MILISECONO 
SPACE 1 
1 TEXT ARRIVE RATE OF MESSAGES = EACHIXl,2/XXXXXI MS 
12 TEXT MEAN RESPONSE TIME= #Tl,3/XXXXXeX# MS 
12 TEXT STANDARD DEVIATION = ITl,4/XXXXXeXI MS 
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SPACE 3 
* STATISTICS FOR CPU 1Fl-f5} 
SPACE 1 
FAC INCLUOE fl-'FS/1,2,4 
SPACE 2 
* STATISTICS FOR LINES {CONCENTRATOR-COMPUTER) 
SPACE 1 
FAC INCLUDE F6-Fl0/1,2,4 
SPACE 2 
* STATISTICS FOR LINES (COMPUTER-COMPUTERt 
SPACE 1 
FAC INCLUOE Fll-Fl5/1,2,4 
EJECT 
SPACE 2 
SPACE 3 
SPACE 3 
SPACE 3 
* STATISTICS FOR PROCESSING QUEUES SPACE · 1 
QUE INCLUOE Ql-QS/1,2,3,7 
SPACE 2 
* STATISTICS FOR RESPONSE TERMINAL QÚEUES 
SPACE 1 
QUE I NCUJOE Q6-Q10 /1, 2 ,3, 7 
SPA-CE 2 
* STATISTICS FOR QUESTION QUEUES SPACE 1 
QUE INCLUDE Qll-Q20/1,2,3,l 
EJECT 
SPACE 2 
SPACE 3 
SPACE 3 
SPACE 3 
S PACE l 
* STATISTICS FOR ANSWER QUEUES 
SPACE 1 
QUE INCLUDE Q21-Q30/l 1 21 3 1 7 
SPACE 5 
* STA TI STIC S FOR CONCENTRA TOR QUEUES 
SPACE 1 
QUE INCLUDE Q3l-Q35/1,2,3,7 
EJECT 
SPACE 3 
SPACE 3 
SPACE 3 
* STATISTICS FOR RESPONSE TIME 
TAB 
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SPACE 
INCLUDE 
3 
Tl/3,4,10 1 11 1 12,13,15,16 
EJECT 
SPACE 3 
SPACE 2 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE . 3 
*NETWORK TOPOLOGICAL MATRIX 
SPACE 3 
M H SA V 1 NC L UD E , MH l 
EJECT 
END 
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*********FIVE COMPUTERS NETWORK lIST OF RESUlTS********* 
LINES {CONCENTRATOR-COMPUTER) ·CAPACITY = 2400BAUDS 
LINES « COMPUTER-COMPUTER ) CAPACITY = 4800BAUDS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILISECOND 
ARRIVE RATE OF MESSAGES = 
MEAN RESPONSE TIME= 
STANDARD DEVIATION = 
EACH 1000 MS 
422009 MS 
4384a0 MS 
STATISTICS FOR CPU (Fl-F5) 
FACilITY 
1 
2 
3 
4 
5 
fl\C Il ITY 
6 
7 
8 
9 
10 
FACILITY 
11 
12 
13 
14 
15 
AVERAGE 
UTILIZATION 
ºººº ºººº ºººº ºººº ºººº 
AVERAGE 
TIME/TRAN 
3e558 
30348 
30222 
30412 
lo951 
STA Tí STICS FOR UNES (CONCENTRATOR-COMPUTER) 
AVERAGE 
UTILIZATION 
o 385 
0376 
G 368 
o 380 
0371 
AVERAGE 
TI ME/TRAN 
9520 778 
95óo742 
948e847 
9850385 
967el26 
STATISTICS fOR LINES {COMPUTER-COMPUTERJ 
AVERAGE 
UTIL IZAT;ION 
0135 
0126 
ol36 
G 143 
o 143 
AVERAGE 
TIME/TRAN 
460e871 
474e 729 
4840597 
500.750 
480a205 
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STATISTICS FOR PROCESSING QUEUES 
QUEUE MAX I MUM AVERAGE AVERAGE 
CONTENTS CONTENTS TI ME/TRANS 
1 1 .,ooo .099 
2 2 -eOOO 0280 
3 l ºººº .014 4 l ·ººº .123 5 1 ºººº eOOO 
STA TI STICS FOR RESPONSE TERMI NAl QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
6 3 0061 304.,103 
7 3 .076 386.642 
8 2 0057 295.672 
9 2 .062 32le311 
10 2 0062 323.230 
STATISTICS FOR QUESTION QUEi.JES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS T IME/TRANS-
11 1 .,011 ,1640672 
12 1 .010 1430 889 
13 1 .o 12 l :59 . ,9;63 
14 1 .001 1240603 
15 1 .012 176D687 
16 l .011 168.,757 
17 l -e015 213Dl48 
18 1 0010 143.,805 
19 l .012 165.,025 
20 l .013 183.851 
f/ 
QUEUE 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
QUEUE 
31 
32 
33 
34 
35 
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STATISTICS FOR ANSWER QUEUES 
MAX IMUM 
CONTENTS 
2 
l 
2 
l 
2 
l 
1 
1 
l 
l 
AVERAGE 
CONTENTS 
0005 
0003 
.,,002 
.,001 
0001 
.002 
.,002 
e003 
0002 
.003 
AVERAGE 
TI ME/TRANS 
ó9o378 
40e899 
34., 822 
240140 
150 657 
42e574 
330805 
540991 
290361 
500314 
STATISTICS FOR CONCENTRATOR QUEUES 
MAX I MUM 
CONTENTS 
7 
5 
6 
5 
7 
AVERAGE 
CONTENTS 
0256 
0228 
.203 
el99 
-o 214 
AVERAGE 
TI ME/TRANS 
1266.,162 
11590321 
1046e 796 
10340431 
l l 14e609 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD OEVIATIDN 
4220.902 4384.000 
UPPER OBSERVEO PER CENT CUMULA TIVE MULTIPLE DEVIATION 
LIMIT FREQU.ENCY OF TOTAL PERCENTAGE Of MEAN FROM MEAN 
o o ·ºº .o -.ooo -.962 1000 1597 31.93 31.9 o-236 -.734 
2000 557 11.13 43.0 .473 -.506 
3000 417 8033 51.4 .110 -.218 
4000 388 7. 75 59. 1 ,,,947 -.050 
~ 
5000 354 7e0.7 66.2 le 184 o 177 w 
6000 324 6047 12.1 1.421 .405 
-.J 
7000 303 6005 78e7 1.658 ,!t633 
8000 185 3.69 82.4 1.895 e862 
9000 161 3.21 85.7 2 .. 132 1 .. 0.90 
10000 163 3.,25 88.9 2.369 1 .. 318 
11000 98 1.95 90.9 2a606 la546 
12000 106 z. 11 93.0· 20842 1.774 
13000 76 1 .. 51 94o5 3.079 .2.002 
14000 70 1.39 95e9 3.316 2.230 
15000 49 e9'7 96.9 3,.5.53 2e458 
16000 45 .89 97.8 3.790 2. 686 
17000 29 & 57 98.4 4 .• 027 2.914 
18000 17 033 98. 7 4e264 30143 
OVERFLOW 61 1.21 100 .,o 
AV ERAGE V ALUE Of OVERFLOW 20586.32 
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NETWORK TOPOLOGICAL MATRIX 
MATRIX HALFWORD SAVEVALUE 1 
COle 1 2 3 4 5 
ROW 1 o o 2 5 o 
2 o o o 3 1 
3 2 o o o 4 
4 5 3 o o o 
5 o 1 4 o o 
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*********FIVE COMPUTERS NETWORK LIST OF RESULTS********* 
LINE CONNECTING NOOES 1 ANO 5 IS OAMAGED 
LINES ICONCENTRATOR-COMPUTER) 
LINES ( COMPUTER-COMPUTER J 
8-BIT CHARACTER CODE 
TIME UNIT = l MILISECONO 
ARRIVE RATE OF MESSAGES -
MEAN RESPONSE TIME= 
STANDARD OEVIATION = 
CAPACITY - 2400BAUOS 
CAPACITY = 4800BAUDS 
EACH 1000 MS 
4721.4 MS 
4976,.0 MS 
STATISTICS FOR CPU (Fl-F5J 
fACILITY 
l 
2 
3 
4 
5 
FACllITY 
6 
7 
8 
9 
10 
FACH..ITY 
11 
12 
13 
14 
AVERAGE 
UTitIZATION 
,. 000 
.OO l 
.. 001 
.• 001 
.ooo 
AVERAGE 
TIME/TRAN 
3.614 
ª"'ºº1 9.,124 
8.880 
3.117 
STATISTICS FOR LINES {CONCENTRATOR-COMPUTER) 
AVERAGE 
UTILIZATION 
• 385 
o 376 
• 368 
.380 
,..372 
AVERAGE 
TIME/TRAN 
952.778 
956 .. 849 
949.894 
984~985 
969"'996 
STATISTICS FOR LINES {COMPUTER-COMPUTER) 
AVERAGE 
UTILIZATION 
.174 
• 253 
.. 264 
.• 180 
AVERAGE 
TIME/TRAN 
462.794 
475.337 
481.885 
494,.161 
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STATISTICS FOR PROCESSING QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CDNTENTS TIME/TRA.NS 
l 1 .. ,000 .. 234 
2 1 º doo .,312 
3 l .. ooo .343 
4 1 .. ooo .. 399 
5 1 .. ooo .ooo 
STATISTICS FOR RESPONSE TERMINAL QUEUES 
QUEUE MAX IM UM AVERAGE AVERAGf 
CONTENTS CONTENTS TIME/TRANS 
6 3 .083 412.015 
7 3 .080 407.582 
8 2 ., 059 308.585 
9 3 _.069 358,.068 
10 2 .081 423 .. 235 
STATISTICS FOR QUESTION QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
11 1 aOló 1710822 
13 1 .025 267 .. 050 
14 1 0038 294.,456 
15 1 .042 313,.821 
16 1 .045 342.251 
17 l .. 049 349.265 
18 l .024 275,.076 
20 l ... 016 1750313 
QUEUE 
21 
23 
24 
25 
26 
27 
28 
30 
QUEUE 
31 
32 
33 
34 
35 
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STATISTICS FOR ANSWER QUEUES 
MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
1 .. 007 82.411 
2 "'001 11.405 
2 .. 015 120.651 
2 .. 009 7L .. 174 
2 .• 012 96.007 
2 .. 015 110.479 
1 .ooo 3.801 
2 .. 014 157 .. 348 
STATISTICS FOR CONCENTRATOR QUEUES 
MAXIMUM 
CONTENTS 
8 
5 
6 
5 
6 
AVERAGE 
CONTEI\JTS 
.286 
., 235 
.206 
.. 198 
.. 228 
AVERAGE 
TIME/TRANS 
1415.472 
.1194 .. 048 
1064 .. 274 
1027.789 
1189.343 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD OEVIATION 
4721. 449 4976.000 \ 
UPPER OBSERVED PER CENT CUMULATIVE MULT IPLE OEV IAT ION 
LIMIT FREQUENCY OF TOTAL PERCENTAGE OF MEAN FROM MEAN 
o o ººº .. o -oOOO -..,948 1000 1484 29.67 29 .. 6 .211 -,. 747 
2000 546 10.91 40.5 .. 423 -.546 
3000 389 7.,77 48., 3 .. 635 -..,345 1-' .i::. 
4000 384 7.67 56.0- .847 - .. 144 1'.) 
5000 368 7.35 63 .. 4 1 .. 058 .055 
6000 337 6., 73 70 .. 1 1.210 .. 256 
7000 293 5 .. 85 76.0 1.482 .457. 
8000 180 3.,59 790 6 lo694 0658 
9000 164 3,.27 82 .. 8 L.906 .. 859 
10000 165 3.29 86,.l 2.111 1.060 
11000 99 lo91 8801 2 .. 329 10261 
12000 96 L.91 90.0 2.541 1 .. 462 
13000 95 1.89 91.9 2.753 1 .. 663 
14000 75 lo49 93o4 2 .. 965 1 .. 864 
15000 70 1.39 94.8 3.176 2 .. 065 
16000 50 .99 95 .. 8 3e388 20266 
17000 47 ,.93 96 .. 8 3 .. 600 2 .. 467 
18000 .34 .67 97so5 3.812 .2.668 
OVERFLOW 124 2o47 lOOoO 
AVERAGE VALUE OF OVERFLOW 21352. 81 
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NETWORK TOPOLOGICAL MATRIX 
MATRIX HALFWORD SAVEVALUE l 
GOL. 1 2 3 4 5 
ROW l o o 2 2 2 
2 o o o 3 3 
3 2 o o o 4 
4 3 3 o o o 
5 4 4 4 o o 
MATRIX HALFWORO SAVEVALUE 2 
COL. 1 2 3 4 5 
ROW 1 o o o 3 3 
2 o o o o 4 
3 o o o o o 
4 2 o o o o 
5 3 3 o o o 
MATRIX HALFWORD SAVEVALUE 3 
COL. 1 2 3 4 5 
ROW 1 o o o o 4 
2 o o o o o -
3 o o o o o 
4 o o o o o 
5 2 o o o o 
*LOC 
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OPERATION A,B,C,D,E,F,G 
SIMULATE 
COMMENTS 
* 
************************************************** 
*PROCESSOS NAO ESPECIALIZADOS 
*HA 6 PROCESSOS NAO ESPECIALIZADOS * * 
************************************************** 
* ** ATRIBUICAO DE PROCESSO A~ MENSAGENS GERADAS NO NODO-J 
l FUNCTION RNl,D11 
o50,l/o55,2/o60,3/o65,4/ai0,5/o75,6/o80,7/oB5,8/~90,9/.95,10/1,11 
2 FUNCTION RNl,Dll 
.05,1/c55,2/.60,3/.65,4j.70,5/.75,6/.80,7/.B5,8/oqO,q/o95,10/1,11 
3 FUNCTION RNl,011 
.05,1/.l0,2/.60,3/.65,4/.70,5/.75,6/.80,7/.85,8/.90,9/.95,10/l,ll 
4 FUNCTION RNl,011 
.05~1/.l0,2/.15,3/.65,4/~70,5/.75,6/.80,7/.85,8/.90,9/.95,10/l,ll 
5 FU~CTION RNl,Dll 
o05,l/o10,Z/.15,3/.2h,4/.70,5/o75,6/.80,7/.85,8/.90,9/.95,10/l,ll 
** . ' 
' . 
** FUNCAO EXPONENCIAL** 
6 F_!J1'JCLI_ON_ RNl,C:_24 _ _ _ _ 
0,01.1,.1041.2,.222,~3,.355/.4,.509/.s,.69/.6,.915/.7,1.21 
.75 1 1.3B/.B,1.6/.B4,1.B3/.88,2.12/.9,2.3/.92,2.52/.94,2o81/ 
o95,2e99/o96,3.2/.97,3.5/~98,3.9/.99,4.6/.995,5~3/~998,6.2/ 
.999,7.0/.9997,8.0 
** ** ATRIBUICAO OE NODO** 
7 FUNCTlON RNl,05 
.2,1/.4,2/.6~~,.8,4/1,5 · 
** ** ATRIBUICAO DE FILA DE PERGUNTA** 
8 FUNCTION V2,D10 
12,11/15,12/21,13/Zj,14/32,15/34,16/43,17/45,18/51,19/54,20 
** ** ATRIBUICAO OE FILA OE RESPOSTA** 
9 FUNCTION V2,Dl0 
12,21/15,22/21,23/23,24/32,25/34,26/43,27/45,28/51,29/54,30 
** ** LINHAS DE TRANSMISSAO ENTRE OS NODOS** . . 
10 FUNCTION V2,Dl0 
12,11/15,15/21,11/23,12/32,12/34,13/43,13/45,14/51,15/54,14 
** . ** COMPRIMENTOS DAS. MENSAGENS GERADAS 
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ll FUNCTION RN1,C5' 
0,10/.25,20/.50-,30/.75,40/1,50 
** ·•• COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
12 _FUNCTION RN1,C9 
0,10/.125,2Q/.250,50/~375,100/e500,2Q0/.625-,500/o750,1000/ 
.• 875,1500/1,2000 
15 FUNCTION P9,D6 
1,1/2,2/3,3/4,4/5,5/ll,O 
** ' 
GENE.RAT-E 
ASSIGN 
ASSIGN 
ASS I°GN 
ASSIGN 
ASS IGN 
ASSI-GN 
QUEUE 
SEIZE 
DEPART 
ADVANCE 
RELEASE 
TEST NE 
TESTE 
XXX QUEUE 
SEIZE 
DEPART 
TESTE 
AOVA.NCE 
YYY AOVANCE 
LABEL RELEASE 
PRIORI TY 
CCC QUEUE 
SEIZE 
OEPART 
AOVANCE 
RFLEASE 
TABULATE 
TERMINATE 
AAA ASSIGN 
DOO ASSIGN 
TEST LE 
TEST NE 
ASSIGN 
TRANfER 
Xl,FN6,,,,15,H 
l ,FN7 
9, FN* 1 
2,FN15 
6,FNll 
7,FN12 
8,X2,6 
V7 
Vl 
V7 
V8 
Vl 
P2,KO,XXX 
Pl,P2,AAA 
*l 
. *l · 
*l 
P2,KO ,YYY 
·Kl40 
P8 
*l 
1 
.v1 
Vl 
Vl 
V3 
Vl 
1 
1 
10,Pl 
14+, 1 
PJ4,Kl,EEE 
MH*l4{Pl,P2),KO,EEE 
V9,MH*l4{Pl,P2) . 
,DDO 
fEE ASSJGN 
ASSIGN 
VOLTA ASSIGN 
ASSIGN 
TEST NE 
ASSIGN 
ASSIGN 
ASSIGN 
TEST LE 
QUEUE 
SEIZE 
OEPART 
ADVANCf 
RELEASE 
TRANSFER 
DESV QUEUE 
SEIZE 
DEPART 
ADVANCE 
HHH REl.EASE 
PRIORITY 
ASSIGN 
LOOP ASSIGN, 
ASSIGN 
ASSIGN 
QUEUE 
SEIZE 
DEPART 
ADVANCE 
RELEASE 
ASSIGN 
ASSIGN 
TEST NE 
TRANSFER 
PULO QUEUE 
SEIZE 
DEPART 
ADVANCE 
TEST NE 
ASSIGN 
TRANSFER 
** 
V9,P2 
14,KlO 
1,P*l4 
14+, 1 
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P*'14, KO, DESV 
2,P*l4 
3,FN8 
4,fNl0 
Q*~,Q*l,PULO 
*3 
*4 
*3 
V4 
*4 
, VOLTA 
*2 
*2 
*2 
P8 
*2 
1 
·14-,K2 
1,P*l4 
4,FNlO 
5 1 FNq 
*5 
*4 
*5 
V5 
*4 
2,P*l4· 
14-, 1 
P14,K9,CCC 
,l;OOP 
*l 
))< 1 
:!< 1 
V6 
Pl41Kll,LABEL 
·2,Pl 
, HHH 
** DEFINICAO DAS VARIAVEIS E TABELA** 
l VARIABLE Pl+5 
2 VARIABLE 10*Pl+P2 
)]{* 
3 FVARIABLE 
4 FVARIABLE 
5 'FVARIABLE 
6 VARIABLE 
7 ,VAR IABLE 
8 FVARIABLE 
9 VAR I ABL E 
1 TABLE-
1 MATRI X_ 
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{ 333*P7) /100 
{ 166>i'<P6) / 100 
{166*P7)/100 
140+P8 
Pl+K30 
t333*P6)/100 
10+Pl4 
Mlj0,1000,20 
H,5,5 
** INICIAL!_ZACAO DOS DADOS** 
** 
CLO 
B,LO 
SAV 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
STAR1" 
RESET 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
IN IT lAL 
START 
RESET 
INITIAL 
START 
REPORT 
INCLUOE 
INCLUDE 
INCLUOE 
EJECT 
SPACE 
SPAC!i: 
X2,2 
MH1(1,3),2/MH1(1,4),5/MH1(2,4),3/MH1{2,5},l 
MH1(3 7 5),4/MH1(4,1},5/MH1{4,2),3/MH1{5,2} 1 1 
MH1(3,1},2/MH1(5,3},4 
X 1, 6000 
500,NP 
5000 
Xl,1500 
5000 
X 1, 1000 
5000 
X 1,750 
5000 
X 1,600 
5000 
·X 1,500 
5000 
Xl, 42 8 
5000 
o 
o 
o 
1 
2' 
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SPACE ? 
**********FIVE COMPUTERS NETWORK LIST Of RESULTS********* 
SPACE 2 
*LINES (CONCENTRATOR-COMPUTER} CAPACITY - 2400BAUDS 
*LINES ( COMPUTER-COMPUTER .) CAPACITY = 4800BAUDS 
*8-BIT CHARACTER CODE 
*TIME UNit = 1 MILISECOND 
SPACE l 
1 TEXT ARRIVE RATE OF MESSAGES = EACH#Xl,2/XXXXX# MS 
12 TEXT MEAN RESPONSE TIME= #Tl,3/XXXXX.X# MS 
12 'TEXT. STANDARD ÔEVIATION = #Tl,4/XXXXX.X# MS 
SPACE 3 
* STATISTICS FOR c~u (Fl-F5) SPACE 1 
FAC INClUDE Fl-F5/1,2,4 
SPACE 2 
* STATISTICS FOR LINES (CONCENTRATOR-COMPUTERl SPACE. l 
FAC INCLUOE F6-Fl0/1,2,4 
SPACE 2 
STATISTics' FOR LINES (COMPUTt=R-COMPUTEfU .... ,,. 
SPACE 1 
FAC INCLUO~. Fll-FlS/1,2,4 
EJECT 
SP ACE 2 
SPACE 3 
SPACE 3 
SPACE 3 
* STATISTICS FOR PROCESSING QUEUES 
SPACE 1 
QUE INCLUOE Ql-Q5/1,2,3,7 
SPACE 2 
STATISTICS FOR RESPONSE TERMINAL QUEUES .... .... 
SPAC E 1 
QUE INCLUDE Q6-Ql0/1,2,~,7 
SPACE 2 
* STATISTICS FOR QUESTION QUEUES 
SPACE 1 
QUF INCLUDE Qll-Q20/1,2,3,7 
E J EC. T 
SPACE . 2 
SPACE ·3 
SPACE 3 
SPACE 3 
SPACE l 
* STATISTICS FOR ANSWER QUEUES 
'· * 
* 
QUE 
QUE 
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SPACE 
INCLUDE 
l 
Q21-Q30/1,2,3,7 
SPACE 5 
STATISTJCS FOR CONCENTRATOR QUEUES 
SPACE 1 
INCLUDE Q31-Q35/1,2,3,7. 
LJECT, 
SPACE 3 
SPACE 3 
SPAC,E 3 
STATISTICS FOR RESPONSE TIME 
SPACE 3 
TAB JNCLUOE Tl/3,4,10,11,12,13,15,16 
EJECT 
SPACE 3 
SPACE 2 
SPAC"E 3 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 3 
*NETWORK TOPOLO.GICAL MATRIX 
SPACE 3 
MHSAV INCLUOE ,MHl 
EJECT 
END 
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*********FIVE COMPUTERS NETWORK LIST Of RESULTS********* 
LINFS CCONCENTRATOR-COMPUTERJ CAPACITY - 2400BAUDS 
LINES ( COMPUTER-CDMPUTER l CAPACITY = 4800BAUDS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILISECOND 
= EACH 1000 MS 
3638.4 MS 
370200 MS 
ARRIVE RATE OF MESSAGES 
MEAN RESPONSE l!ME = 
STANOARD·DEVIATION = 
., FAC ILITY 
1 
2 
3 
4 
5 
STATI~TICS FOR CPU (Fl-F5) 
AVERAGE 
UT I l I ZA TIO N 
.008 
·ººª ,. 008 
.007 
,,008 
AV ERAGE 
TIME/TRAN 
41.632 
41e508 
43.144 
41.245 
450366 
'STATISTICS FOR LINES (CONCENTRATOR-COMPUTER) 
.FACILITY 
6 
7 
8 
9 
10 
FACILITY 
11 
12 
13 
14 
15 
·AVERAGE 
UTILIZATION 
· .,385 
.376 
.,368 
o 380.' 
• 372 
AVfRAGE 
TlME/TRAN 
953 .. 621 
956.025 
949,.715 
984.898 
968.203 
STATISTICS FOR ~INES (COMPUTER-COMPUTER) 
AVERAGE 
UTILIZATION 
.054 
o 059 · 
• 050 
.055 
., 053 
AVERAGE 
TIME/TRAN 
444.610 
4670779 
434.241 
470 .. 054 
498.,584 
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STATISTICS FOR PROCESSING QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
1 2 0000 lo78ó 
2 2 ·ººº 2.854 3 1 .ooo 1.753 
4 2 .. ooo lo48b 
5 2 .ooo 2.137 
STATISTICS FOR RESPONSE TERMINAL QUEUES 
Q(JEUE MAXIMUM AVERAGE AVERAGE 
CONTfl\!TS CONTENTS TIME/TRANS 
6 3 .. 055 276.698 
7 3 0058 297.,487 
8 3 .052 270.145 
9 - - -- -- -- -- 2 • 042 2_H3~ t., 7_5_ ___ . 
10 3 .. 058 3060697 
STATISTICS FOR QUESTION QUEUES 
QUEUE MAXIMUM AVERAGE AVt=RAGE 
CONTENTS CONTENTS TI ME/TRANS 
11 l ·ººº 26.878 12 1 .001 50.022 
13 1 .. ooo 23 .. 467 
14 l .002 71.262 
15 1 .003 101., 137 
16 1 ºººº 22,.472 17 1 .001 41.525 
18 1 .. 002 83.299 
19 1 . 0002 . 87 0277 
20 1 .• 002 80.020 
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STATISTICS FOR ANSWER QUEUES 
QUElJE MAXIMUM AVERAGE AVERAGE 
CONTENTS ·· CONTEN'TS TIME/TRANS 
21 1 ·ººº 22.866 22 l ºººº 1 .. 666 23 1 .ooo 15.305 
24 l .. ooo 10 .. 121 
25 1 ·ººº 7 .. 343 26 2 .ooo 18.013 
27 l ºººº 80012 2'8 1 ·ººº 12.343 29 1 ·ººº 13.354 30 1 G 000. 1..965 
ST AT I.STI C S FOR CONCENTRATOR QUF.UES 
QUEUE MAX IMUM AVERAGE AVERAGE 
CONTENTS · CONTENTS TIME/TRANS 
31 7 .243 1203.611 
32 6 .·238 1209.442 
33 6 "'199 1025.883 
34 4 .195 1013.957 
35 6 .196 1020o16g 
STATISTICS FOR RESPONSE TIME 
MEAN AR GUMENT , STANDARD DEVIATlON 
3638.451 3702.000 
UPPER OBSERVED PER CENT CUMULATIVE MULTIPLE DEVIATION 
LIMIT FREQÚENCY OF TOTAL PERCENTAGE OF MEAN FROM MEAN 
o o .oo .o -.ooo -.982 
1000 1698 33.,95 33o9 0274 -.712 
2000 559 11.17 45.l .549 -.442 
3000 455 '9.09 54 .. 2 .824 - .. 172 
4000 387. 7.73 61.9 l.099 .097 .... 
5000 411 8.21 70.1 1~374 .367 u, 
6000 382 7.63 77 .. 8 l .. 649 .,637 
w 
7000 363 7.25 85.0 1 .. 923 .. 908 
8000 147 2.93 88 .. 0 2.198 · 1. 178 
9000 123 2 .. 45 90.4 2 .. 473 1.448 
10000 132 2.63 93.l 2 .. 748 1.718 
11000 89 1.77 94.9 3.023 1.988 
12000 78 1 .. 55 96.4 3.298 2. 258 
13000 49 .97 97 .. 4 3.572 2.528 
14000 41 o8l 98o2 30847 20798 
15000 19 .37 98.ó 4.122 3.069 
16000 22 .. 43 99 .. 0 4.397 3.339 
17000 16 o 31 99o4 40672 3.609 
18000 6 .11 99.5 4.947 3.879 
OVERFLOW 23 .. 45 100.0 
AVERAGE VALUE OF OVERFLOW 21454004 
*LOC 
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OPERATION A,B,C,D,E,F,G 
SIMULATE 
COMMENTS 
* ************************************************** 
*REOUNDANCIA DE PROCESSOS * 
*APENAS 2 PROCESSOS SAO DISTINTOS * 
************************************************** 
* ** ATRIBU{CAO OE PROCESSO AS MENSAGENS GERADAS NO NODO-J 
1 FUNCTION RNl,02 
.5,1/1:,5 
2 FUNCTION RNl,D2 
.5,2/1,5 
3 FUNCTION RNl,02 
.5.,3/1,4 
4 FUNCTION RNl,02 
05,3/1,4 
5 FUNC TION 
.·5,1/1,5 
** 
RNl,02 
** FUNC-AG-EXPONENelAt- ** 
6 FUNCTION RN1,C24 
O,O/ol,ol04/o2,o222/o3,o355/o4.yo509/o5,o69/.6,.915/.7,1.2/ 
.75,l.38/.8,1.6/.84,1.83/.88,2~12/.9,2.3/.92,2.52/.94,2.81/ 
e95,2.99/.96,3,.2/.97,3.5/,.98,3.9/.99,4.6/.995,5o3/o998,6o2/ 
0999,7.0/.9997,8.0 
** ** ATRIBU!CAO DE NODO** 
7 FUNCTION RNl,D~ 
.2,1/.4,2/.6,3/.8,4/1,5 
** ** ATRIBUICAO DE FILA DE PERGUNTA** 
8 FUNCTION V2,010 
12,ll/15,12/21,13/23,14/32,15/34,16/43,17/45,18/51,19/54,20 
** ** ATRIBUICAO DE FILA OE RESPOSTA** 
9 FUNCTION V2,Dl0 
12,21/15,22/21,23/23,24/32,25/34,26/43,27/45,28/51,29/54,30 
** 
** LINHAS DE TRANSMISSAO ENTRE OS NODOS** 
10 FUNCTION V2,Dl0 
12,ll/15,15/21,11/23,12/32,12/34,13/43,13/45,14/51,15/54,14 
** ** COMPRIMENTOS DAS MENSAGENS GERADAS 
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11 FUNCTION RN1,C5 
0,10/.25,20/.50,30/.75,40/1,50 
** ** COMPRIMENTOS DAS RESPOSTAS AOS TERMINAIS 
12 FUNCTION RNt,C9 
0,10/ol25,20/o250,50/o375,100/o500,200/e625,500/o750,1000/ 
.875,1500/1,2000 
** GENERATE 
ASSIGN 
ASSIGN 
ASSIGN 
ASSIGN 
ASS I_GN 
QUEUE 
SEIZE 
DEPART 
AOVANCE 
RELEASE 
TESTE 
QUEUE 
SEIZE 
DEPART 
AOVANCE 
LABEL RELEASE 
PRIORITV 
CCC QUEUE 
SEIZE 
OEPART 
AOVANCE 
RELEASE 
TABULATE 
TERMINATE 
AAA ASSIGN 
ODD ASSIGN 
TEST LE 
TEST NE 
ASSlGN 
TRANFER 
EEE ASS I GN 
ASSIGN 
VOLT A AS S I GN 
ASSIGN 
TEST NE 
ASSIGN 
Xl,FN6,,,,15,H 
l-,FN7 
2,FN*l 
6,FN11 
7,FN12 
8,X2,6 
V7 
Vl 
V7 
V8 
Vl 
Pl,PZ,AAA 
*l 
*l 
*l 
P8 
*i 
l 
Vl 
Vl 
Vl 
V3 
Vl 
1 
1 
10,Pl 
14+,l 
Pl4,Kl,EEE 
MH*l4(Pl,P2),KO,EEE 
V9,MH*l4(Pl,P2) 
,ooo 
V9,P2 
14, KlO 
1,P*l4 
14+, l 
P*l4,KO,DESV 
2 ,P*l4 
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ASSIGN 3,FN8 
ASSIGN 4-,FNlO 
TEST L,E Q.*3-,Q*l, PULO 
QUEUE *3 
SEIZE *4 
OEPART *3 
AOVANCE V4 
RELEASE *4 
TRANSFER -,VOLTA 
DESV QUEUE *2 
SEIZE *2 
DEPART *2 
ADVANCE PS 
HHH RELEASE *2 
PRIORITY 1 
ASSIGN 14-,K2 
LOOP ASSIGN 1,P*l4 
ASSIGN 4,FNlO 
ASSIGN 5" FN9 
QUEUE *5 
SEIZE *4 
DEPART *5 
AHVANG-E- - - -V5 - -- -
RELEASE 
.ASSIGN 
ASSJGN 
TEST NE 
TRANSfER 
PULO QUEUE 
SEIZE 
DEPART 
AOVANCE 
TEST NE 
ASSIGN 
TRANSfER 
** ** OEFINICAO DAS 
l VARIABLE 
2 VARIABLE 
3 FVARIABLE 
4 FVARIABLE 
5 FVARIABLE 
6 VARIABLE 
7 VARIABLE 
8 FVARIABLE 
*4 
2,P*14 
14-,1 
Pl4,,K9,CCC 
, LOOP 
*l 
*1 
*l 
V6 
P 14 , K 11, l A B El 
2,Pl 
-,HHH 
VARIAVEIS E TABELA** 
Pl+5 
10*Pl+P2 
( 333*P7) / 100 
( 166*P6 l /100 
{166*P7}/100 
140+P8 
Pl+K30 
{333*P6)/100 
*>1' 
q VARIABLE 
1 TABLE 
l MATRIX 
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10+P14 
Ml,0 1 1000,20 
H,5,5 
** INICIALIZACAO OOS DADOS** 
** 
Cl.O 
BlO 
SAV 
INITlAL 
JNITIAL 
INITIAL 
JNlT IAL 
INITIAL 
START 
RESET 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
RESET 
INITIAL 
START 
REPORT 
INCLUDE 
INCLUOE 
INCLUOE 
EJECT 
X2,2 
MH1(1,31,2/MH1(1,4},5/MH1(2,4),3/MH1(2,5},1 
MH1(3,5),4/MH1(4,1l,5/MH1(4,2J,3/MH1(5,2),l 
MH1t3,1),2/MH1{5,3),4 
Xl,6000 
500,NP 
5000 
Xl,1500 
5000 
Xl,1000 
5000 
Xl,750 
5000 
Xl,600 
5000 
Xl,500 
5000 
Xl,428 
5000 
o 
o 
o 
SPACE 1 
SPACE 2 
SPACE 2 
**********FIVE COMPUTERS NETWORK LIST OF RESULTS********* 
SPACE 2 
*LINES (CONCENTRATOR-COMPUTER) CAPACITY = 24008AUDS 
*LINES ( COMPUTER-COMPUTER ) CAPAClTY = 4800BAUOS 
*8-BIT CHARACTER CODE 
' -:;-! J . 
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*TIME UNIT = l MILISECONO 
SPACE 1 
7 TEXT ARRIVE RATE Of MESSAGES = EACH#Xl,2/XXXXX# MS 
12 TEXT MEAN RESPONSE TIME= #Tl,3/XXXXX.X# MS 
12 TEXT STANDARD OEVIATION = #Tl,4/XXXXX.X# MS 
SPACE 3 
* STATISTICS FOR CPU IF1-F5t 
SPACE 1 
FAC INCLUOE fl-f5/1,2,4 
SPACE 2 
* STATIST!CS FOR LINES (CONCENTRATOR-COMPUTER) 
SPACE 1 
FAC INCLUDE F6-Fl0/1,2,4 
SPACE 2 
* STATISTICS FOR LINES (COMPUTER-COMPUTER) 
SPACE 1 
FAC INCLUDE Fll-Fl5/1,2,4 
EJECT 
SPACE 2 
SPACE 3 
SPACE 3 
SPACE 3 
* -- -STA-1"-I--S-TlGS FOR PROCES-SING QUEUE S 
SPACE 1 
QUE INCLUDE Ql-Q5/1,2,3,7 
SPACE 2 
* STATISTICS FOR RESPONSE TERMINAL QUEUES 
SPACE 1 
QUE INCLUDE Q6-Q10/1,2,3,7 
SPACE 2 
* STATISTICS FOR QUESTION QUEUES 
SPACE 1 
QUE INCLUDE Qll-Q20/1,2,3,7 
EJECT 
SPACE 2 
SPACE 3 
SPACE 3 
SPACE 3 
SPAC E 1 
* STATISTICS FOR ANSWER QUEUES 
SPACE l 
QUE INCLUOE Q21-Q30/l,2,3,7 
SPACE 5 
* STATISTICS FOR CONCENTRATOR QUEUES 
SPACE 1 
QUE INCLUOE Q31-Q35/1,2,3,7 
* 
EJECT 
SPACE 
SPACE 
SPACE 
3 
3 
3 
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STATISTICS FOR RESPONSE TIME 
SPACE 3 . 
TAB lNCLUDE Tl/3,4,10,11,12,13,15,16 
EJECT 
SPACE 3 
SPACE 2 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 3 
SPACE 3 
*NETWORK TOPOLOGICAL MATRIX 
SPACE 3 
MHSAV INCLUOE ,MHl 
EJECT 
ENO 
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*********FIVE COMPUTERS NETWORK LIST Of RESULTS********* 
LINES (CONCENTRATOR-COMPUTER) CAPACITY = 2400BAUDS 
LINES ( COMPUTER-COMPUTER ) CAPACITY = 4800BAUOS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILISECOND 
ARRJVE RATE Of MESSAGES = 
MEAN RESPONSE TIME= 
STANDARD DEVIATION = 
EACH 1000 MS 
409106 MS 
4144. O MS 
STATISTICS FOR CPU (fl-f5) 
FAC.ILI.TV 
1 
2 
3 
4 
5 
FACILITY 
6 
7 
8 
9 
10 
FACILITY 
11 
13 
15 
AVERAGE 
UTILIZATIDN 
.002 
o 000 
·ººº ·ººº ºººº 
AVERAGE 
TIME/TRAN 
10.279 
3.152 
3.561 
3.585 
3.445 
STATISTICS FOR LINES ICONCENTRATOR-COMPUTER) 
AVERAGE AVERAGE 
UTilIZATION TIME/TRAN 
• 385 952.778 
.376 957.118 
e 368 949.091 
• 380 984.663 
.371 965.564 
STATISTICS FOR LINES tCOMPUTER-COMPUTER) 
AVERAGE 
UTILIZATION 
.092 
.184 
o 262 
AVERAGE 
TIME/TRAN 
483.336 
479.862 
483.165 
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STATISTICS FOR PROCESS ING QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
1 1 ºººº .,684 2 1 ·ººº .ooo 3 l .. ooo .006 
4 1 .. ooo .204 
5 1 .ooo .084 
STATISTICS FOR RESPONSE TERMINAL QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
6 4 .060 300.760 
7 4 ., 087 443.,358 
8- ----3 • 06-3 - - --32 5.127-
9 3 .060 314.053 
10 3 0062 324 .. 647 
STATISTICS FOR QUESTION_ QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
12 1 .048 268.306 
13 1 0008 86.776 
16 l .019 210 .. 502 
17 l .018 193.486 
19 1 .026 292~ 753 
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STATISTICS FOR ANSWER QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
22 2 .002 160157 
23 2 ,.Qll 117 .. 309 
26 2 0003 36.,605 
27 2 .001 16 .. 282 
29 2 0002 24.701 
STATISTICS FOR CONCENTRATOR QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
31 1 .246 1218.935 
32 7 o 25 8 13120424 
33 6 • 218 1124.287 
34 4 • l 78 923,.311 
35 5 ., 204 1061.168 
STATISTICS FOR RESPONSE TIME 
MEAN ARGUMENT STANDARD DEVIATION 
4091. 625 4144.000 
UPPER OBSERVED PER CENT CUMULATIVE MUL T IPLE DEVIATION 
LIMIT FREQUENCY OF TOTAL PERCENTAGE Of MEAN FROM MEAN 
o o eOO .o -eOOO -.987 
1000 1609 32.17 32,..l .244 -.746 
2000 535 10.69 42.8 .488 -.504 
3000 413 8025 5 le l ., 733 -.263 
4000 388 7.75 58,. 8 .977 -.022 
5000 374 7.47 66.3 1.222 .219 1-' 
6000 355 7 .. 09 73.4 1.466 .. 460 °' w
7000 316 6.31 79.7 1.710 .101 
8000 174 3 ... 47 83.2 1.955 .943 
9000 196 3.91 87.l 2 ... 199 L.184 
10000 166 3.31 90.5 2.444 1.425 
11000 101 2.01 92 .. 5 2.688 · 1.667 
12000 98 1.95 94 .. 4 2.932 1.908 
13000 69 1.37 95.8 3.177 2.149 
14000 62 L,23 97., l 3.421 2.391 
15000 36 .71 97.8 3.666 2.632 
16000 28 .55 98.3 3.910 2.873 
17000 20 .39 98 .. 7. 4.154 3.114 
18000 12 •. 23 99.0 4.399 3.356 
OVERFLOW 48 .. 95 100 .. 0 
AVERAGE VALUE OF OVERFLOW 20850.87 
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NETWORK TOPOLOGICAL MATRIX 
MATRI X HALFW·ORD SAVEVALUE 1 
COL. 1 2 3 4 5 
ROW 1 o o 2 5 o 
2 o o o 3 1 
3 2 o o o 4 
4 5 3 o o o 
5 o 1 4 o o 
165 
*********FIVE COMPUTERS NETWORK LIST Of RESULTS********* 
*******OUTRO CRITERIO OE COMPARACAO OE FILAS NOS NODOS******** 
K(I,J) ::: .5 
LINES (CONCENTRATOR-COMPUTER) CAPACITY::: 2400BAUOS 
LINES I COMPUTER-COMPUTER ) CAPACITY = 50000BAUOS 
8-BIT CHARACTER CODE 
TIME UNIT = 1 MILISECOND 
= EACH 400 MS 
317.4 MS 
87e8 MS 
ARRIVE RATE OF MESSAGES 
MEAN RESPONSE TIME= 
STANDARD OEVIATION = 
FACILITY 
l 
2 
3 
4 
5 
FACILITY 
6 
1 
8 
9 
10 
FAC Il ITY 
11 
12 
13 
14 
15 
STATISTICS FOR CPU (Fl-F5) 
AVERAGE 
UTILIZATION 
,. 000 
·ººº ºººº .ooo 
ºººº 
AVERAGE 
TIME/TRAN 
1.641 
1.432 
1.499 
1.478 
lo 533. 
STATISTICS FOR LINES (CONCENTRATOR-COMPUTER) 
AVERAGE 
UTILIZATION 
.137 
.135 
., 131 
.145 
.. 136 
AVERAGE 
TIME/TRAN 
139.771 
139.702 
139.-517 
139.247 
138.844 
STATlSTICS FOR L H-4ES f COMPUTER-COMPUTER) 
AVERAGE 
UT°ILI ZATION 
.004 
.004 
.. 004 
.. 004 
.004 
AVERAGE 
TIME/TRAN 
60257 
6.244 
6.272 
6.,221 
6.251 
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STATISTICS FOR PROCESSING QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
1 1 .ooo ·ººº 2 1 ·ººº .ooo 3 1 .. ooo .ooo 
4 1 .. ooo .. ooo 
5 l .. ooo .001 
STATISTICS FOR RESPONSE TERMINAL QUEUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
6 2 .006 13.316 
7 2 '.001 -15. 361 
8 2 .006 14.550 
--- -,---'--- -----9-- 2 ;oos- - - - -- - --i-i-.332- - -
10 2 .. 003 8 .. 066 
STAT!STICS FOR QUESTION QU.EUES 
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS T IME/TRANS 
11 1 ·ººº .027 12 l .ooo .010 
. 13 l ·ººº .019 14 1 ·ººº .008 15 1 .ooo .030 
16 1 .. ooo .015 
17 1 .. ooo .. 030 
18 l .ooo .016 
19 1 ·ººº .ooo 20 1 .ooo ·ººº 
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STATISTICS FOR ANSWER QUEUES 
QUEUE M.AXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
21 1 ·ººº .ooo 22 1 ºººº ºººº 23 l ·ººº .010 24 1 ·ººº ·ººº ·25 l ·ººº .. ooo 26 1 .ooo .018 
27 1 ºººº .ooo 28 1 .. ooo .ooo 
29 1 .ooo .014 
30 l ºººº ºººº 
- - - - - - - - - -STAT-I-S-T-I €5 · FOR CON€-ENl"RAT6R- -QUEUES- - -- - - - - --
QUEUE MAXIMUM AVERAGE AVERAGE 
CONTENTS CONTENTS TIME/TRANS 
31 2 .001 15.556 
32 3 .009 19.970 
33 2 .006 13.715 
34 2 .. 007 13.884 
35 3 .001 140360 
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· APfNDTCE · 7 
GRÃFTCOS DO TEMPO DE "RESPOSTA EM :FUNÇÃO DA· ENTRADA 
Gráfico 7.1 - Rede de Três Computadores 
Gráfico 7.2 - Rede Pentagonal de Computadores 
Gráfico 7.3 - Sistemas Clássicos (Sistemas com uma e três partições; 
linhas de 2400 Bauds) 
Gráfico 7.4 - Sistema Clássico com uma Partição (Política simples e 
astuciosa de gestão das mensagens; linhas de 9600 
Bauds) 
Gráfico 7.5 - Sistema Clássico com uma Partição (Polltica simples de 
· gestão das mensagens; linhas de 1200 Bauds). 
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Gráfico 7.1 (Rede de 3 computadores) 
Linhas (CONCENTRADOR-COMPUTADOR) = 2400 Bauds 
Convenções: 
• 4800 Bauds 
linhas {COMPUTA1'OR-COMPUTADOR)- i · 9600- Bauds 
12 
10 
6 
5. 
4 
3 
2 
1 
Tempo de Resposta 
{seg.) 
6 18 30 48 60 
• 
50000 Bauds 
Entrada 
(msg/min) 
72 
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Gráfi.co 7.2 (Rede Pentagonal de Computadores) 
12 
10 
7 
6 
5 
4 
3 
2 
1 
Tempo de Resposta 
(seg) 
X 
• 
o 
• 
Convenções : · 
5 processos 
1 linha desligada . 
11 processos 
Entrada (msg/min) 
10 40 60 80 100 120 
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Gráfico 7.3 (Sistemas Clássicos) 
linhas de 2400 Bauds 
Tempo de Resposta 
10 (seg) 
9 
8 
7 
6 
5 
4 
3 K • 
• 
)( 
2 
1 
6 18 · 30 48 
• 
)t 
Convenções: 
• 1 partição 
>< 3 partições 
• 
l( 
Entrada (msg/min) 
60 72 
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Gráfico 7.4 (Sistema Clássico com uma Partição) 
15 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
l 
linhas de 9600 Bauds 
Tempo de Resposta 
(seg) 
30 90 150 
Convenções: 
• 
• poli tica simples 
~ política astuciosa 
)( 
• 
Entrada (msg/min) 
210 270 330 390 
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Gráfico 7.5 (Sistema Clássico com uma Partição) 
politica simples - linha de 1200 Bauds 
18 
12 
11 
10 
9 
8 
7 
6 
5 
4 
3 
1 
Tempo de Resposta 
(seg) 
~-.. 
3 6 12 18 24 
• 
Observações: 
comp. médio mensagem= 30 caract. 
comp. médio resposta - 550 caract. 
retardo médio na linha =3,8 seg. 
Entrada (msg/min) 
30 36 
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APÊNDICE 8 
Cartões de Controle· para· o GPSS 
//jobname JOB 
//JOBLIB DD DSNAME=GPSSN,DISP=OLD 
//STEPl EXEC PGM=DAG~l,PARM=B,TIME=nn 
//DOUTPUT DD SYSOUT=A 
//DINTERO DD UNIT=SYSDA,SPACE=(TRK,(l~,l~)) 
//DSYMTAB DD UNIT=SYSDA,SPACE=(TRK,(1~,1~)) 
//DREPTGEN DD UNIT=SYSDA,SPACE=(TRK,(1~,1~)) 
//DINTWORK DD UNIT=(SYSDA,SEP=(DINTERO)), 
// SPACE=(TRK,(1~,1~)) 
//DINPUTl DD * 
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AP~NDTCE 9 
Programa FORTRAN utilizado para controle de margem e 
do número de linhas na folha de impressão 
//STEP2 EXEC FORTGCLG,~ARM.LKED=(NOXREF,NOLIST) 
//FORT.SYSIN DD * 
DATA A/'ND '/,XP/' '/ 
DIMENSION T(33) 
1/õ WRITE(6,ll) XP 
2/õ J=l 
3/õ READ(l,14) U,T 
WRITE ( 6 , 15) ( T ( I) =3 , 2 5) 
IF(T(S) .EQ. A) GOTO 4/õ 
J=J+l 
IF(J .LE. 46) GOTO 3% 
GOTO 1/õ 
4/õ WRITE(6,12) 
5fõ READ(l,14,END=7/õ) U,T 
WRITE(6,16) U,(T(I) ,I=l,25) 
GOTO 5/õ 
7/õ STOP 
11 FORMAT{'l',//////,3X,Al) 
12 FORMAT { 'l') 
14 FORMAT(Al,33A4) 
15 FORMAT(l~X,23A4) 
16 FORMAT(Al,1%X,25A4) 
END 
I* 
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IIGO.FT%1F%%1 DD DSN=&&CVCSAI,UNIT=2314,VOL=SER=LIX0%1, 
li DISP=(OLD,DELETE,DEt.ETE) 
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APÊNDICE 10 
(A presente tabela, foi extra!da da referência 3, página 19, e, 
por isso, não foi traduzida). 
Normal Quantity of GPSS/360 Entities 
Entity 
Type 
Transactions 
Blocks 
Facilities 
Storages 
Queues 
Logic Switches 
Tables 
Functions 
Variables 
Savevalues(fullword) 
Savevalues{halfword) 
User chains 
Groups 
Boolean Variable 
Matrix Savevalue (full) 
Matrix Savevalue (half) 
Basic Core 
Allocation' 
Per Item (bytes) 
16 (a) 
12 {b) 
28 
40 
32 
6 
48 (e) 
32 (d) 
48 (e) 
4 
2 
24 
4 (f) 
32 (g) 
24 (h) 
24 (i) 
Normal Quantity 
64K(j) 128K 266K and up 
200 600 1200 
120 500 1000 
35 150 300 
35 150 300 
70 150 300 
200 400 1000 
15 30 100 
20 50 200 
20 50. 200 
100 400 1000 
50 200 500 . 
20 40 100 
5 10 25 
5 10 25 
5 10 25 
5 10 25 
(a) Add 20 bytes of common for every active transaction plus 
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additional bytes for parameters (2 bytes per halfword parameter, 
4 bytes per full word parameter). 
(b) Add 4 bytes of common for each block with more than one argument 
specified; add 12 bytes per block argument when any field contains 
a Matrix Savevalue SNA. 
(e) Add 4 bytes of common for each frequency class. 
(d) Add 4 bytes of common for each_ point of an L or M type function. 
Add 8 bytes of common for each set of coordinates of a D or E 
type function. 
Add 12 bytes of common for each set of coordinates of a e type 
function. 
(e) Add 12 bytes of common for each SNA element; add 20 bytes if it 
is a matrix savevalue. 
Add 20 bytes of common for each set of parentheses. 
Add 8 bytes of common for most operations (+,@;, , /,*). 
(f) Add 36 bytes of common when first value is joined to Group; 
additional blocks of 36 bytes are obtained each time current 
contents of Group exceed a multiple of 15. 
{g) See "Core Allocation for GPSS/360 Boolean Variable Entities" in 
Chapter 4 for additional bytes of common required. 
{h) Add 4 bytes of common for each element. 
{i) Add 2 bytes of common for each element. 
(j) The 64K version of GPSS/360 ope~ates under DOS/360 only. 
