Interaction designers often use machine learning tools to generate intuitive mappings between complex inputs and outputs. These tools are usually trained live, which is not always feasible or practical. We combine RepoVizz, an online repository and visualizer for multimodal data, with a suite of Interactive Machine Learning tools, to demonstrate a technical solution for prototyping multimodal interactions that decouples the data acquisition step from the model training step. This way, different input data set-ups can be easily replicated, shared and experimented upon their capability to control complex output without the need to repeat the technical set-up.
INTRODUCTION
Multimodal interfaces that enable natural and expressive interaction are already becoming a reality, moving out of the research laboratory and into the home of consumers. Motion sensing technology is becoming ubiquitous, embedded in mobile devices (through Inertial Measurement Units/IMUs) and gaming peripherals (through IMUs and optical tracking systems), while novel devices that utilize physiological sensing are also entering widespread use through wearable devices (such as the Apple Watch) and gestural controllers (such as Thalmic Labs' MYO).
When designing interactions that use multimodal data as input to produce outputs in the form of synthesized sound or Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. Copyright is held by the owner/author(s). MOCO'16, July 05-06, 2016, Thessaloniki, GA, Greece ACM 978-1-4503-4307-7/16/07. http://dx.doi.org/10.1145/2948910.2948915 visuals, one of the most powerful tools at hand is the use of machine learning. Quoting from [2] : "In real-time systems, one application of supervised learning algorithms is to teach computers about the relationship between an input data signal and the desired corresponding output signal, by providing example pairs of inputs and outputs". Within this paradigm of real-time supervised machine learning, or Interactive Machine Learning (IML), there is a variety of software tools and libraries that can be already used to prototype multimodal interfaces, such as the Wekinator [2] , the Gesture Variation Follower [1] and the XMM library [3] .
However, even though IML greatly simplifies the prototyping of multimodal interactions by avoiding the need for manually coded associations between input and output data, the need for real time input can act as a bottleneck to the prototyping process as it is necessary to always replicate the multimodal data acquisition setup in order to train the system. This can prove to be further problematic when designing and evaluating a multimodal interface with multiple users and/or multiple concurrent sources of data.
As a way to avoid this bottleneck and facilitate the prototyping process, we propose an interactive system that uses an online repository of multimodal recordings as its source of training data; through this system, input data can be captured once, and then streamed locally in real time to an interactive machine learning tool in order to prototype and evaluate the interaction, essentially decoupling the data acquisition step from the supervised learning step of the prototyping procedure.
DESCRIPTION OF THE SYSTEM
We use the online multimodal data repository and visualizer RepoVizz 1 to facilitate the storing and visual exploration of multimodal recordings. RepoVizz represents multimodal recordings as datapacks, collections of time-synchronous multimodal data files (signals or annotations) organized in a tree structure that holds pointers to such files, associated metadata, text-based descriptions, and pointers to supplementary files. Besides storing and structuring multimodal data sets, RepoVizz additionally provides a state-of-the-art web interface based on HTML5 that can be used to visualize, play back, and explore the datasets and their contents (see Figure  1 ). For details on the way data are formatted and organized in RepoVizz, we direct the reader to [4] . Interactive Machine Learning algorithm suites can consume real time input data from various sources, typically through the use of Open Sound Control (OSC) messages and batch CSV files. We implemented an OSC output for the RepoVizz web client, which allows the user to stream the data chosen for visualization through OSC in real time in two modalities: real-time streaming, where the data is continuously streamed from the clients visualization and playback window, as well as batch streaming, where the user selects a range of the dataset to be sent as a whole. A middleware application is used to encapsulate RepoVizz data into OSC messages; the RepoVizz web client connects to this application using a local websocket connection and relays the data to an IML toolbox directly through OSC messages; a schematic representation of the system can be seen in Figure 2 . By using OSC messages, any OSC-capable software -such as PD or Max-can natively receive this data without the need of custom client code.
Through this process, the user can acquire multimodal data from multiple subjects using a variety of sensors, and permanently store and catalogue them online along with additional sources of reference data sources that help in navigating the multimodal recording, such as video or audio. From there on, several different combinations of input data and extracted features can be easily streamed to an Interactive Machine Learning tool running locally in order to prototype different mapping strategies between input and output. For the time being, raw audio and video data are not streamed locally to reduce network load. Once the mapping model has been trained, it can be additionally tested with recordings of more subjects by directly streaming the data from the online repository, or finally deployed and evaluated with real time data.
DISCUSSION AND CONCLUSION
This article presents a technical solution for performing Interactive Machine Learning on pre-recorded multimodal data shared through an online repository. The proposed system is algorithm-neutral, as it only addresses the problem of storing, distributing and reusing multimodal recordings. Details regarding particular algorithms and mapping strategies are left to the user and intentionally out from this text.
For the time being, more complex functionalities such as reuploading classification results or the produced output are not supported, although current development efforts are being dedicated in this direction.
The provision and sharing of more multimodal datasets with sensor set-ups and data sources that are not easy to replicate or come by is another important direction; this way, potential users will be able to prototype interactions even without having access to the original sensor set-ups.
