Abstract
Introduction
Our study contributes to this end by assembling detailed data on three recent flood events in Northern Italy.
7
For each event, our dataset comprises the following building-scale data: 1) hazard characterization derived 8 from observational data and/or hydraulic modelling, 2) high-resolution exposure in terms of location, size, 9 typology, economic value, etc. obtained from multiple sources, and 3) declared costs per damage categories.
10
Building upon this extensive dataset, we employ supervised learning algorithms to explore the parameters 11 of hazard, exposure and vulnerability and their influence on damage magnitude. We test linear, logarithmic 
Materials and methods

27
Data description 28
The dataset we compiled for this analysis comprises:
29
▪ Detailed hazard data, including the flood extent, depth, persistence, and flow velocity.
30
▪ High-resolution spatial exposure data, including type, location and value of affected buildings. 
Models from literature 15
There are few models in the literature that are dedicated to the economic assessment of flood impacts over 
Models developed and trained on the observation dataset 2
This section provides an overview about the empirical damage model obtained from our events dataset, 3 namely two supervised learning algorithms (Random Forest, Artificial Neural Network) and three uni-and 4 bivariable regression models used to assess the importance of variables as damage predictors. All these 5 models share the same sampling approach for training and validation: the observation dataset is split in 6 three parts, where two thirds are used to train the model and one third for validation. 
19
Random Forest 20
The RF is a data mining procedure, a tree-building algorithm that can be used for classification and 21 Nat 
3.2.2.2
Univariable and bivariable models 1
In order to understand if the added complexity of MVMs brings any improvement in the accuracy of 2 damage estimates, we compare them with traditional, deterministic univariable (UVM) and bivariable 
Results and discussion
Observed damage records 12
Our combined dataset contains records of 1,158 damaged residential buildings (Table 2 ). More than a half of 
1
The scatterplot in Figure 6 better shows the density of observed damages records in relation to the maximum 2 water depth. The increase in depth corresponds to a larger range of variability in the economic damage. 
Performance of the models 8
For assessing the predictive capacity of the four selected literature models, we compare them with 9 empirically-based, data-trained models structured on the same variables, i.e. the evaluation of the models' 10 performances is carried out by measuring and comparing the error metrics from the aforementioned models 
Literature models 9
As first step, estimates of empirical and synthetic models from literature are compared with observed 10 damages and the results in terms of total loss and total percentage error are shown in Table 3 
Data-trained univariable, bivariable and multivariable models 5
In this section, damage values estimated by empirical, data-trained UVMs, BVMs and MVMs are compared 6 with observed damage data. The results provided by these empirically-based models are used as a 7 benchmark to understand the capability of tested literature models in predicting damage. The error metrics 8 chosen for comparing the models' performances are presented for relative damage based on official 9 estimates of replacement value, however training and validation were carried out also in terms of monetary 10 damage with similar results, not presented for the sake of brevity. 
4
The results shown in Table 4 and figure 9 indicate no significant differences between UVMs and BVMs. We further discussion from now on, to focus on a direct comparison between UVMs and MVMs.
8
Taking into consideration only UVMs, MAE and RMSE are very similar for the three tested regression 9 functions. However, the root function described by the general formula = ( √ ) has a slightly better fit 10 (correlation is higher, MBE is lower) compared to linear and log functions. We select the function described 11 by the equation = 0.13(√ ) as the best performing UVM to be included in the comparison with MVMs.
12
Our findings confirm previous results indicating that the root curve as the most adequate to describe the 
Record density
MVM RANDOM FOREST ARTIFICIAL NEURAL NETWORK
Theoretically, MVMs should simulate the complexity of the flooding mechanism better than UVMs. In our 3 test, the ANN model has the best fit to the data, but UVMs (depth-damage curves) appear to perform Figure 10 shows the distribution and the density of observed relative damage as a 3 function of water depth for the full dataset, together with the UV curves selected for testing. This figure   4 explains the results presented in Section 4.3.1, with the JRC-IT and Luino models growing too fast for 5 shallow water depths, as opposed to OS (shown as two separate curves for different number of floors of the 6 building), which has a good mean fit to the data. 
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