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A Family of Constrained Adaptive filtering
Algorithms Based on Logarithmic Cost
Vinay Chakravarthi Gogineni, and Subrahmanyam Mula
Abstract
This paper introduces a novel constraint adaptive filtering algorithm based on a relative logarithmic cost function which is
termed as Constrained Least Mean Logarithmic Square (CLMLS). The proposed CLMLS algorithm elegantly adjusts the cost
function based on the amount of error thereby achieves better performance compared to the conventional Constrained LMS (CLMS)
algorithm. With no assumption on input, the mean square stability analysis of the proposed CLMLS algorithm is presented using
the energy conservation approach. The analytical expressions for the transient and steady state MSD are derived and these analytical
results are validated through extensive simulations.
Index Terms
Least Mean Logorthmic Squares, Constrained LMS, Linear Phase System Identification, Adaptive Beamforming, Interference
Cancellation.
I. INTRODUCTION
Constrained adaptive filtering algorithms [1] are customized for applications like linear phase system identification, antenna
array processing, spectral analysis and blind multiuser detection where the unknown parameter vector need to be estimated
subjecting to a set of linear equality constraints. These deterministic linear equality constraints are helpful to design a robust
system and usually constructed from the a priori knowledge about the considered problem such as linear phase in system
identification, direction of arrival in antenna array processing [1], [2]. In this family of algorithms, Constrained Least Mean
Square (CLMS) algorithm [3], [4] is the most popular one because of its simple structure and robustness. Many other linearly-
constrained adaptive filtering algorithms [5]–[8] have been proposed in literature, however they require high computational
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2effort. Many variants of the conventional LMS addressing different issues of the original algorithm without significantly
increasing the complexity have been suggested and analyzed extensively in literature. Of particular importance is the class
of LMS algorithms with error non-linearities. The earliest among them is Least Mean Fourth (LMF) algorithm [9], whose
cost function is error raised to the fourth power instead of the mean square error used for LMS. Though LMF outperforms
LMS in certain situations, LMF suffers from stability issues [10]. In an attempt to address the above problem, Least Mean
Mixed-Norm [11] have been designed, however, the selection of mixing parameter is difficult for practical applications. The
Least Mean Logarithmic Square (LMLS) algorithm proposed in [12] solves this issue by intrinsically combining the LMF and
LMS algorithms with no need of mixing parameter thereby achieves best trade-off between convergence rate and steady-state
misadjustment. In [13], it is shown that the hardware overhead of LMLS over LMS is negligible for the achieved improvement
in performance and hence LMLS can potentially replace LMS in practical applications. However, we do not find any attempts
so far to extend these error non-linear concepts to the constrained adaptive filtering algorithms. In this paper, we address this
gap. Inspired from the recently proposed logarithmic cost based LMLS algorithm, we propose a novel Constrained Least Mean
Logarithmic Square (CLMLS) algorithm which achieves a better steady-state performance and whose complexity is almost
same as CLMS.
On the other hand, in many practical applications like acoustic and network echo cancellation, underwater communication
[14], the system (network echo path) to be estimated is sparse in nature (i.e., impulse response contains very few active
coefficients while the rest of the coefficients magnitude is close to zero). These applications motivated a flurry of research
activities in the area of sparse adaptive filters in the context of system identification. Unlike conventional, sparsity unaware
adaptive filters like the LMS, RLS and their various variants [15], these filters deploy sparsity aware coefficient adaptation,
and thereby achieve significant improvement in performance, both in terms of convergence speed and steady-state Excess
Mean Square Error (EMSE). A prominent category in this context is the zeroAttracting (ZA) family, in particular, the ZA-
LMS [16] and the ZA-NLMS [17] algorithms, where a ℓ1-norm penalty of the coefficient vector is added to the LMS/NLMS
cost function. However, as the zero-attraction is applied uniformly to all coefficients, if the system is less sparse, there will
be zero attraction on the active taps (i.e., taps corresponding to the non-zero coefficients of the system impulse response)
also, which will deteriorate the performance. To overcome this problem, a reweighted version of the ZA-LMS/NLMS (RZA-
LMS/RZA-NLMS) [16], [17] has been proposed which tries to restrict the shrinkage mostly to the inactive (i.e., zero-valued)
taps. Motivated from these works, for beamforming applications, a ℓ1-norm constrained LMS (ℓ1-LMS) algorithm [18] is
proposed by incorporating ℓ1-norm penalty into the CLMS cost function which was later extended to the ℓ1-norm Constrained
Normalized LMS (ℓ1-CNLMS) [19] and ℓ1-norm Weighted Constrained Normalized LMS (ℓ1-CNLMS) [19]. In the second
3part of this work, we extend the error non-linear concepts to the sparse case to derive robust sparsity-aware error non-linear
adaptive algorithms for adaptive beamforming. Our main contributions include:
1) We propose CLMLS algorithm by combining LMLS and CLMS, and analyze its performance in detail.
2) We validate the correctness of the analysis through detailed Monte-Carlo simulations.
3) We extend the CLMLS to sparse case to derive ℓ1-CLMLS and ℓ1-WCLMLS algorithms.
4) We demonstrate the superiority of the proposed algorithms over the state-of-the-art by considering system identification
and adaptive beam forming applications.
The rest of the paper is organized as follows. We present the proposed CLMLS algorithm in Section II. Section III deals
with the performance analysis of the proposed algorithm. In Section IV, we extend the error non-linear concepts to sparse
case to derive ℓ1-norm Constrained LMLS algorithm. We present the detailed simulation results in Section V and conclude
the paper in Section VI.
II. CONSTRAINED LEAST MEAN LOGARITHMIC SQUARES (CLMLS)
In this section, we derive the Constrained Least Mean Logarithmic Squares (CLMLS) algorithm for solving the linearly
constrained filtering problems. In the linearly constrained adaptive filtering, the constraints are given by the following set of
K equations [1]:
CTw = z, (1)
where C ∈ RL×K is an L×K constraint matrix, z ∈ RK×1 is a vector containing the K constraint values.
Let the input signal vector u(n) ∈ RL×1, desired signal d(n) ∈ R and estimation error of adaptive filter e(n) ∈ R, then the
linear constrained minimization problem in Least Mean Logarithmic Square sense can be stated as
min
w
E
[∣∣e(n)∣∣2 − 1
α
log
(
1 + α e2(n)
) ]
s.t. CTw = z, (2)
where α is the design parameter [12], e(n) = d(n) −wTu(n). By employing the Lagrange multiplier λ, the constraints can
be included into the objective function, we then have
J(w) = E
[∣∣e(n)∣∣2 − 1
α
log
(
1 + α e2(n)
) ]
− λT
(
z−CTw
)
. (3)
The solution for J(w) can be obtained in terms of steepest descent iteration as follows:
w(n+ 1) = w(n)−
µ
2
▽̂wJ(w), (4)
where µ is the adaptation step size and the gradient vector ▽ˆwJ(w) is given by
▽ˆ
w
J(w) = −
2 αe3(n)
1 + αe2(n)
u(n) +C λ. (5)
4By Pre-multiplying the LHS and RHS of (4) by CT and utilizing the constraint relation CTw(n+ 1) = z, the solution for λ
can be easily obtained. Thus, the update equation of the CLMLS algorithm is given by,
w(n+ 1) = P
(
w(n) + µ
αe2(n)
1 + αe3(n)
u(n)
)
+ f , (6)
where
P =
(
IL −C
(
CT C
)−1
CT
)
,
f = C
(
CTC
)−1
z.
(7)
III. PERFORMANCE ANALYSIS
The performance analysis of the proposed CLMLS algorithm is carried out using the energy conservation approach [?]. For
this, we assume the following:
A1). The input signal u(n) is zero-mean Gaussian with covariance matrix R, is a positive-definite matrix. The observation
noise ϑ(n) is zero-mean i.i.d. Gaussian with variance σ2ϑ and assumed to be independent of input signal u(m) for all n,
m.
Under the assumption A1, the optimal filter coefficient vector wo is given by [2],
wo = h+R
−1C
(
CT RC
)−1 (
z−CT h
)
, (8)
where h = R−1p. By defining the weight deviation vector as w˜(n) = wo−w(n) and recalling the fact that wo−Pwo− f =
0L×1, the recursion of the CLMLS weight deviation vector can then be given as
w˜(n+ 1) = Pw˜(n)− µg(e(n))Pu(n), (9)
where g
(
e(n)
)
= α e
3(n)
1+α e2(n) . Since the matrix P is idempotent (i.e., P
2 = P), we will have Pw˜(n) = w˜(n), thus, one can
then obtain
w˜(n+ 1) = w˜(n)− µg
(
e(n)
)
Pu(n). (10)
The above recursion serves as the basis for the performance analysis of the CLMLS algorithm.
A. Mean Square Analysis
For any semi positive definite weight matrix Σ, the mean square of the weight deviation vector w˜(n) satisfies the following
enery conservation relation [20]:
E
[
‖w˜(n+ 1)‖2Σ
]
= E
[
‖w˜(n)‖2Σ
]
− 2µE
[
ePΣa (n)g(e(n))
]
+ µ2E
[
g2(e(n))‖u(n)‖2
PΣP
]
,
(11)
5where ePΣa (n) = w˜
H(n)ΣPu(n) is the weighted a priori estimation error. To simplify the above, following the same
lines of [12], at this stage we assume the following (which are commonly used in the analysis of adaptive filters with error
non-linearities [20]):
A2). The a priori estimation error ea(n) has Gaussian distribution and it is jointly Gaussian with the weighted a priori
estimation error ePΣa (n) for any constant matrices Σ and P. This assumption is reasonable for long filters, i.e., for large
L and sufficiently small step size value µ.
A3). The random variables ‖u(n)‖2
PΣP
and g2(e(n)) are uncorrelated, which results
E
[
g2(e(n))‖u(n)‖2PΣP
]
= E
[
g2(e(n))
]
E
[
‖u(n)‖2PΣP
]
(12)
B. Transient Performance
Under the the assumption A1, and A2, the estimation error e(n) = ea(n)+ϑ(n) is Gaussian distributed (which is reasonable,
as it is generated from the summation of two independent Gaussian distributed random variables). Hence, same as Lemma1
in [12], under the assumptions A1, A2 and using the Prices’s Theorem [21], we can write,
E
[
ePΣa (n) g(e(n))
]
= E
[
ePΣa (n) ea(n)
] E[e(n) g(e(n))]
E[e2(n)]
(13)
Substituting the (12) and (13) in (11), we obtain
E
[
‖w˜(n+ 1)‖2Σ
]
= E
[
‖w˜(n)‖2Σ
]
− 2µE
[
ePΣa (n) ea(n)
]
hG(n)
+ µ2E
[
‖u(n)‖2
PΣP
]
hU (n),
(14)
where
hG(n) =
E[e(n) g(e(n))]
E[e2(n)]
,
hU (n) = E
[
g2(e(n))
]
.
(15)
These functions are similar to the ones presented in [12] and can be evaluated using the same procedure. Since E
[
ePΣa (n) ea(n)
]
=
E
[
w˜T (n)ΣPuT (n)u(n) w˜(n)
]
= E
[
w˜T (n)ΣPE
[
uT (n)u(n)
]
Pw˜(n)
]
= E
[
w˜T (n)ΣPR
Pw˜(n)
]
= E
[
‖w˜(n)‖2
ΣPRP
]
and E
[
‖u(n)‖2
PΣP
]
= E
[
uT (n)PΣPu(n)
]
= Trace
(
PRPΣ
)
, the above recursion
becomes
E
[
‖w˜(n+ 1)‖2
Σ
]
=
E
[
‖w˜(n)‖2
Σ
′
(n)
]
+ µ2 Trace
(
PRPΣ
)
hU (n),
(16)
6where
Σ
′
(n) = Σ− 2µhG(n)Σ PRP. (17)
To extract the matrix Σ from the expectation terms, a weighted variance relation is introduced by using L2×1 column vectors
σ = vec{Σ} and σ
′
(n) = vec{Σ
′
(n)}, where vec{·} denotes the vector operator. In addition, vec{·} is also used to recover
the original matrix Σ from σ. One property of the vec{·} operator when working with the Kronecker product [22] is used in
this work, namely,
vec{AΣB} = (BT ⊗A) σ, (18)
where A⊗B indicates the Kronecker product of two matrices. Using the above, after vectorization of (17), a linear relation
between the corresponding vectors {σ,σ
′
(n)} can be formulated as follows:
σ
′
(n) = F(n) σ, (19)
where F(n) is a L2 × L2 matrix and defined as,
F(n) = IL2 − 2µ hG(n)
(
IL ⊗P
) (
IL ⊗R
) (
IL ⊗P
)
. (20)
The second term in the RHS of (17) can be simplified as
µ2 Trace
(
PRPΣ
)
hU (n) = µ
2 hU (n) γ
T σ, (21)
where γ = vec
{
PRP
}
=
(
P⊗P
)
γR, with γR = vec{R}.
Substituting (19) and (21) in (14), we obtain
E
[
‖w˜(n+ 1)‖2
σ
]
= E
[
‖w˜(n)‖2
F(n)σ
]
+ µ2 hU (n) γ
T σ, (22)
Iterating the recursion (22), starting from n = 0, we obtain
E
[
‖w˜(n+ 1)‖2
σ
]
= E
[
‖w˜(0)‖2( n∏
i=0
F(i)
)
σ
]
+ µ2γT
 n∑
i=0
hU (n)
 n∏
j=i+1
F(j)
 σ. (23)
7By relating E‖w˜(n+ 1)‖2
σ
and E‖w˜(n)‖2
σ
, we can then have
E‖w˜(n+ 1)‖2
σ
=
E‖w˜(n)‖2
σ
− ‖w˜(0)‖2
(IL2−F(n))
(
n∏
i=0
F(i)
)
σ
+ µ2 hU (n) γ
T σ
+ µ2 γT
n−1∑
i=0
hU (i)
(
F(n)− IL2
) n−1∏
j=i+1
F(j)
σ.
(24)
This weighted variance relation is helpful to characterize the transient behavior of the proposed CLMLS algorithm. By evaluating
σ2e(n) at each index n through σ
2
e(n) = σ
2
ea(n)
+ σ2ϑ, the functions hG(n) and hU (n), which are functions of σ
2
e(n) can be
evaluated. By choosing Σ = R, the transient EMSE (i.e., ζ(n) = E‖w˜(n)‖2
R
) performance curves of the proposed CLMLS
algorithm can then be obtained as
ζ(n) =
ζ(n)− ‖w˜(0)‖2
(IL2−F(n))
(
n∏
i=0
F(i)
)
vec{R}
+ µ2 hU (n) γ
T vec{R}
+ µ2 γT
n−1∑
i=0
hU (i)
(
F(n)− IL2
) n−1∏
j=i+1
F(j)
 vec{R}.
(25)
Note that by choosing Σ = IL, the transient MSD (i.e., ξ(n) = E‖w˜(n)‖
2) performance curves can be obtained.
C. Steady-state Performance
For large n, i.e., in steady-state, we will have lim
n→∞
E
[
‖w˜(n+ 1)‖2
Σ
]
= lim
n→∞
E
[
‖w˜(n)‖2
Σ
]
. Then, from (22), we can then
have
lim
n→∞
E
[
‖w˜(n)‖2(
I
L2
−F(n)
)
σ
]
= µ2 lim
n→∞
hU (n) γ
T σ. (26)
By choosing σ =
(
IL2 −F(n)
)−1
vec{R}, we obtain the steady-state EMSE of CLMLS, i.e., ζ(∞) = lim
n→∞
E[e2a(n)], which
is given by,
ζ(∞) = µ2 lim
n→∞
hU (n) γ
T
(
IL2 − F(n)
)−1
vec{R}. (27)
After some simplifications, we obtain,
ζ(∞) =
µ
2
lim
n→∞
hU (n)
hG(n)
γT S−1 vec{R}, (28)
where S =
(
P⊗ IL
) (
R⊗ IL
) (
P⊗ IL
)
.
8A4). For an appropriate value of µ, in steady-state, simiar to [12], we assume
hG = lim
n→∞
1
E[e2(n)]
E
[
αe4(n)
1 + αe2(n)
]
=
α
σ2e
lim
n→∞
E[e4(n)],
(29a)
and
hU = lim
n→∞
E
[
α2 e6(n)(
1 + αe2(n)
)2
]
= α2 lim
n→∞
E[e6(n)], (29b)
where σ2e = lim
n→∞
E[e2(n)].
Using A4, from (28), the steady-state EMSE is given by
ζ(∞) =
µ
2
α σ2e limn→∞
E[e6(n)]
E[e4(n)]
γT S−1 vec{R}
=
µ
2
α σ2e
15 σ6e
3 σ4e
γT S−1 vec{R}.
(30)
By substituting σ2e = ζ(∞) + σ
2
ϑ, we can then have
ζ(∞) =
5 µ
2
α
(
ζ(∞) + σ2ϑ
)2
β, (31)
where β = γT S−1 vec{R}. After some simple algebra, steady-state EMSE of CLMLS algorithm is,
ζ(∞) =
1− 5 α µ β σ2ϑ ±
√
1− 10 α µ β σ2ϑ
5 α µ β
. (32)
Note that by choosing σ =
(
IL2 − F(n)
)−1
, we obtain the steady-state MSD of CLMLS, i.e., ξ(∞) = lim
n→∞
E
[
‖w˜(n)‖2
]
.
IV. ℓ1-NORM LINEARLY CONSTRAINED LMLS ALGORITHM
Inspired by the LASSO [23] and the sparse LMS algorithms [16], a ℓ1-norm constraint based CLMS algorihtm is proposed
in [18]. The ℓ1-CLMS algorithm incorporates the ℓ1 penalty into the cost function of CLMS thereby achieves improved
performance over the CLMS for identifying the sparse system. In order to exploit the underlying system sparsity, the ℓ1-norm
penalty can also be added to the list of constraints in (2) and the corresponding cost function is given by
J(w) = E
[∣∣e(n)∣∣2 − 1
α
log
(
1 + α e2(n)
) ]
− λT1
(
z−CTw
)
− λ2
(
t− ‖w‖1
)
.
(33)
Using the steepest descent method, at each iteration, the coefficient vector is then updated as
w(n+ 1) = w(n)−
µ
2
▽̂wJ(w), (34)
where ▽ˆwJ(w) = −2 g
(
e(n)
)
u(n) +Cλ1 +λ2 sign
(
w
)
, with sign(·) denoting the basic signum function. Pre-multiplying
the LHS and RHS of (34) by CT and using the constraint relation CT w(n+1) = CT w(n) = z, the solution for λ1 can be
9obtained as
λ1 = (C
TC)−1 CT
(
2 g
(
e(n)
)
u(n)− λ2 s(n)
)
, (35)
where s(n) = sign
(
w(n)
)
. Defining the ℓ1-norm of the weight vector as t(n) = s
T (n) sign
(
w(n)
)
, Pre-multiplying the LHS
and RHS of (35) by sT and using the constraint relation ‖w‖1 = t, we will have
t = t(n)−
µ
2

−g
(
e(n)
)
sT (n)u(n) + sT (n)Cλ1
+λ2s
T (n)s(n)
 . (36)
By denoting eL1(n) = t− t(n) and rearranging the terms, λ2 can be obtained as
λ2 =
1
N
(
−
2
µ
eL1(n) + 2g
(
e(n)
)
sH(n)u(n) − sH(n)Cλ1
)
, (37)
where N = sT (n)s(n). After solving the (36) and (35) to obtain the Lagrangian multipliers λ1 and λ2, the weight update
equation of ℓ1-CLMLS algorithm can then be obtained as
w(n+ 1) = P
(
w(n) + µ g
(
e(n)
)
P
′
(n) u(n)
)
+ f + fL1(n), (38)
where
P
′
(n) =
(
IL −
(
P s(n)
‖P s(n)‖22
)
sT (n)
)
P,
eL1(n) = t− s
T (n) w(n),
fL1(n) = eL1(n)
(
P s(n)
‖P s(n)‖22
)
.
(39)
However, as the ℓ1-norm penalty uniformly shrinks all the coefficients, if the system is less sparse, the shrinkage on the active
taps (i.e., taps corresponding to the non-zero coefficients of the system impulse response) will enhance the misadjustment.
To overcome this problem, similar to [18], we also use the reweighted version of the ℓ1-norm penalty as the constraint. The
objective function then becomes
J(w) = E
[∣∣e(n)∣∣2 − 1
α
log
(
1 + α e2(n)
) ]
− λT1
(
z−CTw
)
− λ2
(
t−
2
π
L∑
j=1
arctan(β|wj |)
)
,
(40)
where β is the slope factor of weight ℓ1-norm penalty. Following the same procedure as above, we can obtain the weight
update equation of ℓ1-WCLMLS as follows:
w(n+ 1) = P
(
w(n) + µ g
(
e(n)
)
P
′
(n) u(n)
)
+ f + fL1(n), (41)
10
where
P
′
(n) =
(
IL −
(
P s(n)
‖P s(n)‖22
)
sT (n)
)
P,
eL1(n) = t− s
T (n) w(n),
fL1(n) = eL1(n)
(
P s(n)
‖P s(n)‖22
)
,
(42)
with
s(n) =
2β
π
[
sign(w1(n))
β2|w1(n)|2 + 1
, · · · ,
sign(wL(n))
β2|wL(n)|2 + 1
]T
. (43)
V. SIMULATION RESULTS
This Section presents the detailed simulation results with two fold objective:
1) To evaluate and compare the performance of the proposed algorithms with the state-of-the-art
2) To validate the theoretical results obtained in analysis through Monte-Carlo simulations.
A series of experiments is conducted for this via system identification and adaptive beam forming applications which are
described below:
a) Experiment 1: First we considered a constrained system identification problem, where the filter coefficients are
constrained to preserve the linear phase at each iteration. As in [5], a system of length L = 10 is considered and to satisfy
the linear phase condition, we set
C =

IL/2
0T
−JL/2

, (44)
where J being the reversal matrix (an identity matrix with all lines in reversed order) and f = [0, · · · , 0]T . Input signal is zero
mean white Gaussian with unity variance and the observation noise is taken to be zero-mean white Gaussian with variance
σ2ϑ = 0.01 (i.e., SNR=20 dB). The adaptation step size of LMLS and proposed CLMLS is fixed at µ = 0.05 while the µ of
the LMS and CLMS is adjusted such that the steady state MSD of these algorithms is same as that of LMLS and CLMLS,
respectively.
The performance is evaluated by the MSD [ref] defined as 10 log10
(
E
(
‖wopt−w(n)‖
2
2
‖wopt‖22
))
. Ensemble average of 500 inde-
pendent trails is used for calculating the MSD. The learning curves (i.e., MSD in dB vs no. of iterations) of the proposed
CLMLS along with other algorithms are shown in Fig. 1. It can be observed that the proposed CLMLS clearly outperforms
the CLMS algorithm.
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Fig. 1. Learning curves of the CLMS and the proposed CLMLS algorithms for white Gaussian input with SNR=20dB.
b) Experiment 2: Next, we validate the analytical results presented in the Section III-A. For this, the proposed CLMLS
is simulated to identify the same unknown system used above for different values of SNR {30 dB, 25 dB, 20 dB}, i.e,
{σ2ϑ = 0.001, σ
2
ϑ = 0.0031, σ
2
ϑ = 0.01}. The other parameters remaining same as the above. The MSD of the proposed
CLMLS algorithm E[w˜2(n)] is evaluated by averaging w˜2(n) over 500 independent trails and plotted in Fig. 3(a). Similarly,
for different adaptation step size values {0.03, 0.05, 0.1}, the proposed CLMS is simulated and its corresponding MSD is
plotted in Fig. 3(b). We also evaluated the theoretical MSD using (23) and plotted in Fig. 3(a) and Fig. 3(b), respectively.
From these figures, it can be observed that the theoretical results show good agreement with the simulation results which in
turn validates the correctness of the presented analysis.
c) Experiment 3: Now, we evaluate the performance of the proposed sparsity aware LMLS algorithms, i.e., ℓ1-CLMLS
and ℓ1-WCLMLS in identifying a sparse system with variable sparsity. For this, similar to [19], we considered a randomly
generated complex 30th order filter. At first, the system is taken to be fully non-sparse, i.e., sparsity level is 0%. After one
third of the time samples, the system is changed to moderately sparse system whose sparsity level is 50%. Finally, after two
third of the time samples, the system is taken to be highly sparse with the associated sparsity level 90%. The reference signal
d(n) is contaminated with the white Gaussian noise with variance σ2ϑ = 0.1. The adaptation step size is fixed at µ = 0.01. The
learning curves of ℓ1-CLMLS and ℓ1-WCLMLS along with ℓ1-CLMS and ℓ1-WCLMS are plotted in Fig. ??. From Fig. ??,
it can be observed that the proposed ℓ1-WCLMLS has superior performance over the ℓ1-WCLMS.
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Fig. 2. Learning curves of the proposed LMLS for different values of a). SNR, b). Adaptation step size.
VI. CONCLUSIONS
A novel linearly constrained adaptive filtering algorithm namely Constrained Least Mean Logarithmic Squares (CLMLS)
is proposed. The proposed CLMLS exhibits improved performance over the existing CLMS algorithm. The mean-square
performance of the proposed CLMLS is studied and validated in detail. The CLMLS is extended to sparse case by incorporating
13
0 1000 2000 3000 4000 5000 6000−40
−30
−20
−10
0
10
20
Iterations (n)
M
SD
 (d
B)
 
 
 L1−LMS [18]  L1−LMLS  L1−WLMS [19]  L1−WLMLS
90%  sparsity50%  sparsity0%  sparsity
(a) Sparse sytem identification
0 1000 2000 3000 4000 5000 6000−40
−30
−20
−10
0
10
20
Iterations (n)
M
SD
 (d
B)
 
 
 L1−LMS [18]  L1−LMLS  L1−WLMS [19]  L1−WLMLS
0%  sparsity 50%  sparsity 90%  sparsity
(b) Compresible system identification
Fig. 3. Learning curves of Sparsity-aware LMS (i.e., ℓ1-CLMS, ℓ1-WCLMS) and Sparsity-aware LMLS (i.e., ℓ1-CLMMS, ℓ1-WCLMLS) algorithms.
ℓ1-norm penalty into the CLMLS cost function. From the simulation results, it can be observed that the CLMLS/ℓ1-WLMLS
can potentially replace CLMS/ℓ1-WLMS in many practical applications that involve linearly constrained filtering problem.
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