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1 Overview
This is the rst Deliverable of Work Package 3 of the Personal Information Navigator Adapt-
ing Through Viewing, PinView, project, funded by the European Community's Seventh
Framework Programme under Grant Agreement n 216529. The report constitutes the output
of Task 3.1 Denition of extended metric class.
The description of work makes mention of two dierent types of activities for Task 3.1
and the associated deliverable D3.1. The rst is concerned with the denition of the set of
metrics and their extension to include information gleaned from eye tracking, while the second
is focused on the main topic of the work package, `Learning the Metric', and addresses the
question of how linear combinations of basis metrics can be isolated as part of the learning
process. The learned combination would replace the reweighting carried out implicitly by
the PicSOM algorithm. The rst topic proved more dependent on the output of the other
work packages than anticipated as much of the eye tracking analysis is still in progress.
Nonetheless we include a section describing some very preliminary results combining image
features with eye-tracking movements to perform an image retrieval task. These results
suggest that making use of the eye-tracking information will require careful modelling of
the interaction between user and content, as a naive inclusion of the extra information does
not improve performance. The main part of the deliverable addresses the second question
investigating alternative kernel-based approaches to learning the metric. It is argued that
this corresponds to learning the kernel and if we ignore negative examples the problem can
be posed as multiple kernel learning for 1-class support vector machines (SVMs). We apply a
standard framework taken from 2-class SVMs with disappointing results both in terms of the
small number of kernels involved in the optimal solution as well as the quality of the resulting
average precision. We extend the form of the regularisation to counter the over sparsication
with positive results. This novel implementation can also be extended to 2-class SVMs with
further improved performance. The work provides a framework for learning the metric that
can be readily generalised to the large sets of kernels anticipated from other work packages.
The involvement of TKK in this Task has consisted of the preparation of a new pro-
gramming interface in their PicSOM CBIR system that will be used in forthcoming on-line
experiments in this Work package. MUL's involvement in this task was considering the sim-
ilarity of images through dierent metrics. This will be continued in future deliverables of
WP3. The involvement of SOTON-ECS was conducting the preliminary experiments of com-
bining image features with eye-tracking movements in order to perform an image retrieval
task. This has been included at the start of the report.
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2 Learning from eye movements
Using the data collection gathered from the data collection campaign of D8.3, we provide
some initial experiments based on a simple linear combination of a standard image metric
(namely histograms) and features gained from the eye movements. These are used both to
show that metric information based on eye movements can be useful, and to provide additional
motivation for the use of more complex metric combination methods (such as those used in
PicSOM and further outlined in Section 3 using support vector machines (SVMs)).
2.1 Transport task data
In this task (for full details see D8.3), users are shown 10 images on a page and they are
asked to rank the top ve images in order of relevance to the topic of \transport". Each page
contains 1{3 clearly relevant images, 2{3 either borderline or marginally relevant images, and
the rest are non-relevant images. The experiment has 30 pages which consist of 300 images
from the Pascal Visual Objects Challenge 2007 database [6]. An example of each page is
shown in gure 2.1.
Figure 1: An Example of page. There are ve clearly and one marginally relevant images.
The experiment was performed by seven dierent users. Eye movements were recorded
by a Tobii X120 eye tracker which was connected to a PC with 19-inch monitor (resolution
of 1280x1024). Any pages that contained less than ve images with xations (for example
due to the subject moving and the eye-tracker temporarily losing track of the subject's eyes)
were discarded.
2.2 Feature extraction
In these experiments we use standard image histograms and also features obtained from
the eye-tracking. The task is then to predict relevant images based on individual image
or eye-track features only, or simple combinations including a basic linear sum and using
histograms from sub-parts of an image in which the user focussed. First let us discuss the
features obtained from the output of the eye-tracking device.
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2.2.1 Eye movement (EYE)
Feature vectors are pre-processed from eye gaze and xation information from each image,
using the standard ClearView xation lter provided with the Tobii eye-tracking software.
This is a standard approach to obtaining features (c.f.[8]) where the xation threshold was
set at 100 ms and a 30 px radius1. The features are listed in table 1, and in practice each
feature is normalised by a total value of that features from all images in the same page.
Table 1: Eye movement extracted features.
# Feature
1 Number of xations
2 Length of xations
3 Average length of xations
4 Length of maximum xation
5 Length of last xation
6 Number of time looking at image (based on xation data)
7 Length of gaze point
8 Number of time looking at image (based on gaze data)
2.2.2 Histogram Image Features
As a baseline for simple image features we used a 256-bin grayscale histogram as image-only
features. We also however produced histograms on sub-parts of an image which corresponded
to areas on which the user xated { thus enabling an eye-driven combination of features. Each
image is divided into ve segments: one horizontal split, one vertical split, and one intersection
of four segments as shown in gure 2.2.2. The feature vector is therefore a combination of
ve 256-bin grey scale histograms. Any segment which has no gaze information from the user
is set to zero, thus incorporating both image and eye-movement features.
Figure 2: Each image is divided into ve segments.
2.3 Experimental results
Experimentation has been carried out on the above features. To evaluate the task, we applied
two methods which are linear discriminant analysis (LDA) and support vector machine for
1These are also the settings recommended for media with mixed content [16]
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optimising mean average for precision (SVMMAP).
 Linear discriminant analysis: the task will be considered as 2-class classication prob-
lem (relevant/non-relevant). Images will be ranked in descending order based on the
computed score. The higher the score, the more likely an image is relevant. The top
ve ranked images are predicted by ordering the scores output by the classier and
labeling the top ve scores appropriately.
 Support vector machine for optimising mean average for precision (SVMMAP): The
algorithm was rst proposed to tackle the ranking problem by [19]. It is a structural
SVM which directly optimises mean average for precision, and will have the full ranking
information given by each user available in order to predict a ranking.
We compare the algorithms using dierent feature sets: information from eye movements
only (EYE), image-only histogram features (HIST), histogram features based on the 5-regions
as described above (HIST5), a simple linear combination of eye-movement and histogram fea-
tures (EYE+HIST) and nally whole-page eye movement features combined with histogram
features based on the ve regions (EYE+HIST5).
In order to compare results, we used the ranking performance measure of normalised
discount cumulative gain (NDCG). It can be computed by,
NDCGk(y;q) =
1
Nq
k X
i=1
D(yi)'(gqi) (1)
with D(r) = 1
log2 1+r and '(g) = 2g   1, where q is a page number, r is rank position, k is
a truncation level, here k = 5, N is a normalised constant which makes the perfect ranking
(based on gqi) equal to one, and gqi is the categorical grade, here grade is equal to 5 for 1st
rank and 0 for non-relevant.
We found that although the topic was left deliberately vague, and that some images
were chosen specically to be ambiguous the amount of agreement in the rankings between
users was large. In order to test the model, we used a leave-one-page-out cross validation
approach. There is a separate model for each user, and the parameter of SVMMAP was also
set via cross-validation. The experimental results of LDA and SVMMAP are shown in Table 2
and 3, respectively. The NDCG5 value when the ranks are selected randomly is 0.36, so even
using the simple baseline methods presented here we are able to achieve higher performance.
Table 2: NDCG Value from LDA and number of page used for each user.
User nPage EYE HIST HIST5 EYE+HIST EYE+HIST5
1 30 0.4080 0.3962 0.4092 0.4128 0.3624
2 29 0.3923 0.4118 0.4243 0.4208 0.4250
3 30 0.5084 0.4016 0.5262 0.3998 0.4929
4 19 0.5304 0.3849 0.4494 0.4415 0.4420
5 2 0.2954 0.2889 0.7017 0.2405 0.7017
6 21 0.4543 0.3267 0.3712 0.2964 0.3408
7 30 0.4506 0.3444 0.4703 0.3523 0.4638
Average 161 0.4509 0.3786 0.4485 0.3866 0.4277
From the tables one can observe that in general using information from eye movements is
often better than classifying purely based on image histograms. Although this is not always
the case, the histogram approach may be slightly misleading in that transport images often
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Table 3: NDCG Value from SVMMAP and number of page used for each user.
User nPage EYE HIST HIST5 EYE+HIST EYE+HIST5
1 30 0.4304 0.4998 0.5787 0.4895 0.5792
2 29 0.4534 0.4614 0.4635 0.4474 0.4290
3 30 0.5106 0.5162 0.5472 0.5266 0.5572
4 19 0.5590 0.4936 0.4863 0.5436 0.5063
5 2 0.5736 0.3012 0.8508 0.3012 0.8508
6 21 0.4529 0.4897 0.5493 0.4814 0.5489
7 30 0.4700 0.5005 0.5157 0.4832 0.5067
Average 161 0.4768 0.4916 0.5290 0.4906 0.5254
contain a large portion of sky (as they are often taken outside), and for more complex tasks
this metric is likely to not be so suitable. Simply breaking up the image histogram into the
ve segments and only using those areas which the user looked at (HIST5) nearly always
increases performance against whole-image histograms (and in many cases this increase is
very large). This gives some evidence that eye-movement information could potentially be
used to guide image features. The results from linearly combining the eye-movement and
histogram-based features are less conclusive. It is likely that the small number of xation-
based features are dominated by the histogram counterparts and more advanced methods
of combining them (and other metrics) would lead to increased performance. In general
however, these simple initial results on the data from D8.3 provide a baseline result which
shows the potential advocacy of both using eye-movements and learning image metrics beyond
the simple histogram and 5-region features considered here. We now turn our attention to
the main focus of task 3.1: basic metric learning (kernel learning).
3 Multiple Kernel Learning with 1-class SVM
Content-Based Image Retrieval (CBIR) looks for relevant images based on the contents of
images, such as for example, colour, shape, texture, etc.[5]. The development of CBIR systems
has become a major area of research in the image retrieval, information science and machine
learning communities. The main idea is to extract relevant images from a query based only
on the content of the image rather than its label or other associated information such as the
surrounding text. CBIR systems broaden image search to unlabelled corpora but the task of
selecting relevant images is rendered correspondingly more demanding.
We will consider a specic type of CBIR that is based on user feedback. Presented with
an image or set of images the user indicates which are relevant. This feedback is used to
drive the CBIR system in what we will refer to as Relevance-Feedback Content-Based Image
Retrieval. Given an image obtained the user can indicate how relevant the image is. This
relevance may be a discrete yes or no, or could be a larger range of relevances such as e.g.,
highly relevant, moderately relevant, highly irrelevant, etc.. In this report we only consider
the case where the user's feedback is a yes or no (i.e., relevant or irrelevant).
Recently PicSOM [9] has been proposed as a CBIR system that can use Relevance-
Feedback. The system makes use of Self-organising maps (SOMs) that map feature vectors
extracted from images into 2-dimensional grids that preserve the local geometry of the feature
vectors. The system then looks for regions of the SOM where the density of relevant images
is high. In this report we apply the 1-class SVM in place of the SOMs in order to identify
similar regions of the feature space. Our problem setting is the following. We are given
several thousand images and ask users to identify relevant images. The number of relevant
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images is typically very small when compared to the number of irrelevant images. We then
use the 11 dierent feature extraction methods considered in PicSOM [18], including SIFT,
Histogram, colour, texture, etc.. While PicSOM generates a SOM for each type of feature
using all of the available images, we use the features to construct 11 kernel functions using a
Gaussian kernel over the corresponding feature vector.
Given these 11 dierent kernels we consider only the relevant images to be useful in
distinguishing the important characteristics for the task at hand. For instance, some images
may contain cats and we would ask the user to identify when they have seen a cat in an
image. All images without cats would be considered irrelevant by the user. Therefore, we
can use only the positive (relevant) images in a 1-class SVM to construct the tightest ball
enclosing most of the relevant images and almost none of the irrelevant ones. This is the
route proposed by Chen et al.[3] though their method uses a single kernel which in this case
will be the sum of the 11 kernels.
The main contribution of this report is the observation that in dierent CBIR searches
dierent features are important (e.g.colour histograms for sunsets, colour histograms and
texture for sunsets over snowscapes, etc.). In order to improve the focus of a search it is
important to learn a weighted combination of the features that emphasises those critical for
the search. PicSOM does not do this explicitly but its use of a density map on the feature
SOMs results in areas where relevant images are concentrated receiving higher scores. In
contrast we will include adaptation of a weighting of the features within the learning process
using so-called Multiple Kernel Learning [10, 2, 1].
We therefore propose a method for Multiple Kernel Learning in the 1-class case, where
a weighted combination of kernels is found that nds the tightest ball around the relevant
images. In our initial experiments the optimisation proposed for 2-class SVMs in [1] results
in single kernels being selected in the 1-class case, hence we adapt the objective to create a
non-trivial combination of features. The weights obtained tell us what aspects (features) of
images make them relevant, because we have learnt a specic weighting based on the search
images.
The SOM implements an embedding into a 2-dimensional space, while the 1-class SVM
searches for an enclosing sphere in a very high dimensional space (in the case of the Gaussian
kernel that we use, the space is in fact an innite-dimensional Hilbert space). Despite the
high dimensionality we will see that the regularisation implicit in both learning the 1-class
and the combination weightings enable us to obtain excellent results. We leave open the
possibility that other dimension reduction techniques could be combined with our approach
in future work.
3.1 Background
The PicSOM method [9] is based on building SOMs for each of the 11 dierent features
extracted from the images. These are listed in Table 4 and are described in detail in [18]. In
creating the SOMs the complete repository of (unlabelled) images is used but once computed
the SOMs can be used for all types of searches.
Each SOM is a grid of 64  64 points each of which has an associated feature vector at
the end of the learning phase. The SOM algorithm enforces that nodes close in the grid have
similar feature vectors.
New images can be mapped onto the SOM by nding the node whose feature vector is
most similar to that of the image. When performing a search the m+ images identied as
relevant are mapped onto each of the 11 SOMs as are the m  irrelevant images. For each
SOM each relevant image contributes a score of 1=m+ to its node, while an irrelevant image
contributes  1=m . A low pass lter is then applied to each SOM resulting in a score for
each of its nodes.
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Feature dimensions
DCT coecients of average colour in rectangular grid 12
CIE L*a*b* colour of two dominant colour clusters 6
Histogram of local edge statistics 80
Haar transform of quantised HSV colour histogram 256
Histogram of interest point SIFT features 256
Average CIE L*a*b* colour 15
Three central moments of CIE L*a*b* colour distribution 45
Histogram of four Sobel edge directions 20
Co-occurrence matrix of four Sobel edge directions 80
Magnitude of the 16  16 FFT of Sobel edge image 128
Histogram of relative brightness of neighbouring pixels 40
Table 4: Visual features extracted from images
We can now score a new image by reading o the score its node has in each of the feature
SOMs and summing these values. Higher values indicate higher relevance. Note that the
features are not explicitly weighted in PicSOM, but that regions of a feature SOM where
a large number of relevant (and few irrelevant) images are mapped will have a high score,
hence giving the feature a bigger impact on the overall score of the image. This implies an
implicit weighting of the features.
3.1.1 1-class support vector machines
Let w 2 Rn be the weight vector and C 2 R the parameter controlling the number of mistakes
made. We dene the feature mapping  : x 7! F that maps the input x 2 Rn to a higher
dimensional space F, known as the feature space. The primal formulation of the one-class
support vector machine (SVM) [14, 15] can be given as:
minw;
1
2kwk2
2 + C kk1
subject to hw;(xi)i  1   i
i  0, i = 1;:::;m.
It is well-known that the dual of this optimisation problem can be expressed in terms of the
kernel function (x;z) = h(x);(z)i as
max W() =
Pm
i=1 i  
Pm
i;j=1 ij(xi;xj)
0  i  C, i = 1;:::;m
with the corresponding evaluation function hw;(x)i =
Pm
i=1 i(xi;x). The one-class SVM
is a good candidate algorithm for novelty detection as for normalised data (when using a
Gaussian kernel the data is automatically normalised in the feature space) it nds the weight
vector w that denes the centre of the smallest enclosing ball containing most of the training
points. The C parameter controls the number of mistakes that may be made and so also
indirectly controls the size of the ball. A test point is considered novel if it does not fall close
to the ball i.e., it falls outside the estimate for the support of the distribution.
3.1.2 Multiple Kernel Learning
Now let us assume that we have a set of kernel functions K = f1;:::;Kg. Given a vector
z = (z1;:::;zK) of coecients and kernel functions i(;) for i = 1;:::;K, we can dene the
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following linear combination of kernel functions:
z(;) =
K X
k=1
zkk(;):
In our case the kernels will correspond to the 11 feature extraction methods and we can
think of the vector z as weighting the features. The aim of multiple kernel learning is to
learn the weighting z of the kernels at the same time as the 1-class SVM in the feature space
corresponding to z. In the sequel we follow an approach similar to that proposed in [2] and
[1] for SVMs but with a novel twist.
3.2 Multiple Kernel Learning for 1-Class SVM
We rst derive the algorithm and then give pseudo code in subsection 3.2.1. We propose to
constrain a convex combination of the 2-norm and the 1-norm of the 2-norms of the weight
vectors in each kernel's feature space (assuming data normalised in each space):
minwk;

2
PK
k=1 kwkk2
2
+
1 
2
PK
k=1 kwkk2
2 + C kk1
subject to
PK
k=1 hwk;k(xi)i  1   i
i  0, i = 1;:::;m.
When  ! 0 then we retrieve the 2-norm regularisation and use the full set of kernels. In
the case that  ! 1 we move towards the 1-norm solution and a sparser set of kernels in the
nal combination.
In order to keep the document in a more digestible form we have placed most of the
derivations of converting the above primal into its dual form in the Appendix. However, we
need the following denitions (see Appendix) in order to state the dual optimisation problem
of our MKL formulation. For k satisfying zk 6= 0
m X
i;j=1
ijk(xi;xj) = ( + (1   )zk)2D2; (2)
where D =
P
k2J
p
k
1 +jJj and J = fk : zk 6= 0g, that is the set of indices k, for which
m X
i;j=1
ijk(xi;xj) > 2D2; (3)
since if
Pm
i;j=1 ijk(xi;xj) < 2D2 then Equation (2) cannot hold.
The resulting dual optimisation is:
max W() =
Pm
i=1 i   A
2
P
k2J k + B
2
 P
k2J
p
k
2
subject to k =
Pm
i;j=1 ijk(xi;xj)
0  i  C, i = 1;:::;m
where A = 1=(1   ) and B = ((jJj   1)2 + )=((1   )(1    + jJj)2).
We now consider performing coordinate-wise descent in the  vector. Writing
gi(i) =
@W()
@i
;
where i is the i-th coordinate of  in the argument of W(), we seek the solution of gi(i) = 0
as the new value for i. We expand gi(i) in a Taylor series around the current values 0:
gi(i) 
@W(0)
@i
+
@W2(0)
@2
i
(i   0
i) = 0
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and solve for i.
First we compute the partial derivatives:
@W(0)
@i
= 1   A
K X
k=1
fk(xi) + B
 
X
k2J
p
k
!
X
k2J
fk(xi)
p
k
where fk(x) =
Pm
j=1 jk(x;xj) and
@W2(0)
@2
i
=  A
K X
k=1
k(xi;xi) + B
 
X
k2J
p
k
!
X
k2J
kk(xi;xi)   fk(xi)2

3=2
k
+ B
 
X
k2J
fk(xi)
p
k
!2
:
Finally we update i using the equation
i = 0
i  
@W(0)
@i
@W2(0)
@2
i
:
3.2.1 Algorithm
The training procedure for the MKL for 1-class SVM is described in Algorithm 1 given below.
Input: set of kernel matrices fK1;:::;KKg, 0 vector to zero with one element, say
0
1 > 0,  and C.
Output: decision function of the form f(x) =
Pm
i=1 i
P
k2J
zk
+(1 )zkk(xi;x)
1: repeat
2: compute update rule for each component of  using:
i = 0
i  
@W(0)
@i
@W2(0)
@2
i
:
3: update
zk =
1
1   
p
k
D
  

;
where zk = 0 if zk < 0.
4: update
D =
P
k2J
p
k
1    + jJj
where J can be found using Equation (3)
5: until kn   n 1k2 < , where  is a small positive real number
Algorithm 1: Algorithm for Multiple Kernel Learning with 1-class Support Vector
Machine (MKL 1-class SVM).
3.3 Experiments
The features that we used can be found in [18]. We list them in Table 4 with an extra feature
extraction method known as Histogram of interest point SIFT (row 5). These interest points
were rst detected with a Harris-Laplace detector [13], then a histogram formed of the SIFT
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descriptors [12] { based on local gradient orientation { of the interest points. The histogram
bins were chosen by clustering the SIFT descriptors of all the interest points in the training
images with the Linde-Buzo-Gray (LBG) algorithm [11]. We limit ourselves to use histograms
with 256 bins. We do not describe the remaining feature extraction methods, as descriptions
of these can be found in [18] and references therein.
We use the VOC2007 challenge database [7] which contains 9963 images, each with at least
1 object. The number of objects in each image ranges from 1 to 20, with, for instance, objects
of people, sheep, horses, cats, dogs etc.. For a complete list of the objects, and description
of the data set see the VOC2007 challenge website: http://www.pascal-network.org/
challenges/VOC/voc2007/workshop/index.html.
The challenge organisers split the data into training, validation and testing sets. We only
use the training (2501 images) and testing splits (4952 images) and ignore the validation splits
in these experiments. A further experiment is conducted with users, who are asked to state
whether an image is relevant or not for a given task. The relevant images in each training
set are then used in our training phase. We use the relevance feedback results from cats,
dogs and cows. We can view the relevance information of the training set as a supervised
learning task. Where relevant images are viewed as positive examples and irrelevant images
as negatives. However, in the 1-class SVM case we make use of only the relevant images.
The rst experimental results are given in Figure 3. The results are only given for cat
objects. We had 166 relevant images (i.e., cats) in the training set of size 2501 and trained
the MKL 1-class SVM on the 11 feature extraction methods from Table 4 using a Gaussian
kernel2 { hence giving us 11 kernels to learn. After training we test the resulting function by
calculating the decision functions for test points and ordering them in descending order and
calculating the Recall-Precision of each of the relevant test images retrieved. Throughout the
experiments we x the value of C = 0:01 as these worked well during training. The number
of relevant test images was 332 from a test set of size 4952. The top plot of Figure 3 depicts
the MKL 1-class SVM proposed in this report for varying values of  between 0 and 1 with
increments of 0:1. The x-axis shows the dierent values of  and the y-axis shows the number
of kernels used for a particular value of . As  = 0 we retrieve a 2-norm regularisation of the
MKL problem and hence all of the kernels in the nal linear combination. In contrast when
 = 0:7 (and onwards) we retrieve the sparsest solution with only 1 kernel being chosen. For
values of  between 0 and 0:7 we nd between 11 to 1 (inclusive) kernels in the nal convex
combination. Note that when 1 kernel is chosen through a particular choice of  then any
larger values of  will not change the solution of the algorithm. This is not the case for 
values for which more than 1 kernel is chosen.
The bottom plot of Figure 3 depicts three methods: the MKL 1-class SVM proposed in
this report, PicSOM [9] and 1-class SVM resulting from the method of Chen et al. [3]. The
method of [3] only used a single 1-class SVM in order to carry out image retrieval. However,
given that we have 11 dierent features, the Chen et al.method would need to concatenate
all of these features and construct a single kernel and carry out 1-class SVM learning, which
is equivalent to our MKL formulation of the 1-class with  = 0. This corresponds to using an
unweighted combination of all the kernels. The plot gives the Average-Precision 20 (AP20)
which is the Average-Precision for the rst 20 relevant images retrieved from the test set. As
we can see the SVM (Chen et al.) method yields the poorest results with PicSOM fairing
slightly better at a retrieval rate of 0:25. However, as we vary  (i.e.,   0:3) and use a
smaller number of kernels the MKL 1-class SVM method outperforms both methods. This is
quite surprising with respect to PicSOM as it utilises information from both classes: relevant
and irrelevant. However, the results for Average Precision using all of the test examples was
2We calculated the Gaussian width parameter of each kernel by calculating the distance between relevant
and irrelevant images, sorting the result in descending order and choosing the ith position for the width
parameter. This heuristic seemed to work well for our experiments.
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Figure 3: VOC2007 database retrieval results using 1-class SVM for AP20. Top: number of
kernels found in the multiple kernel learning algorithm using 1-class SVM for varying values
of  2 [0;1). Bottom: average precision 20 (AP20) retrieval rate on test images containing
cats, using Multiple Kernel Learning with 1-class SVM, PicSOM and 1-class SVM (Chen et
al).
disappointing and did not perform as well as those of AP20. Therefore, we now carry out
further experiments that also utilise both relevant and irrelevant images in order to better
mimic the behaviour of PicSOM and to help improve the results.
In order to add the additional information of negative images into our MKL formulation
and take account of the PicSOM re-weighting scheme we carry out the following procedures:
1) by negating the kernel function (xi;xj) i yi 6= yj we can take into account the negative
(irrelevant image) information without the need to derive a 2-class version of our 1-norm 2-
norm variant for MKL. This change of sign results in solving the corresponding 2-class SVM
problem [17, 4, 15]; 2) by using C+ and C  for positive and negative examples, respectively,
we can upper bound the i for yi = +1 and yi =  1 separately according to the label of
the image. We can re-weight the images in a similar way to PicSOM by xing C+ = 0:01
(as we do throughout the experiments) but setting C  = m+
m C+ where m+ is the number of
relevant images and m  the number of irrelevant images used in training.
In order to mimic real world CBIR tasks, where the number of irrelevant images is much
larger than the number of relevant, we choose to use twice the number of relevant images.
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Figure 4: VOC2007 database retrieval results using 2-class SVM for AP20. Top: number of
kernels found in the multiple kernel learning algorithm using 2-class SVM for varying values
of  2 [0;1). Bottom: average precision retrieval rate on test images containing cats, using
Multiple Kernel Learning with 2-class SVM, PicSOM and 1-class SVM (Chen et al).
Hence, in the cat data set containing 166 relevant images we randomly choose 332 irrelevant
images from the remaining examples in the training set in order to train the MKL 1-class
SVM, which when using the two procedures from above will be called the MKL 2-class SVM.3
The results are given in Figure 4 with the top and bottom plots being analogous to the top
and bottom plots of Figure 3 for the 1-class scenario. It is clear that the 2-class version
outperforms both PicSOM and the 1-class SVM method of [3] by at least 25%.
We now x  to an intermediary value of 0:5 to conduct the remaining experiments. We
now also use the cow objects, for which there are 77 relevant images in the training set and
where we randomly nd 144 non-relevant images for experiments to be conducted with the
MKL 2-class SVM. The number of relevant test images to be retrieved for cow was 127 from
4952 test images. Similarly for dog objects there were 210 relevant images and 420 irrelevant
images during training. The number of relevant images in testing was 433 from a total
of 4952. Figure 5 shows Recall-Precision curves for MKL 2-class SVM, MKL 1-class SVM
( = 0:5), MKL 1-class SVM ( = 0) and PicSOM. Earlier the results reported for AP20
3Note that although this is equivalent to a 2-class SVM we use the 1-class formulation of the MKL to solve
it (see Algorithm 1).
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Figure 5: VOC2007 database: Recall-Precision curve for all test images containing cats, using
Multiple Kernel Learning with 2-class SVM, PicSOM and 1-class SVM ( = 0:5) and 1-class
SVM ( = 0) corresponding to Chen et al..
with the MKL 1-class SVM were superior to those of PicSOM. However as the full set of
images is used for ranking it is clear that the MKL 1-class SVM ( = 0) is the worst method
followed by the improvement we gave using a weighted combination of kernels ( = 0:5)
constructed from relevant images alone. PicSOM seems to fair better but the MKL 2-class
SVM method outperforms all of the techniques and suggests that using irrelevant images in
Relevance-Feedback CBIR can yield good results. Our nal experiments are given in Table 5
with results for cat objects, cow objects and dog objects found in images, using the Average
Precision 20 (AP20) and Average Precision 50 (AP50) measures. It is clear that the MKL
2-class SVM outperforms all other methods with dog and cat being the stand out results.
We show the AP20 and AP50 results because we believe that the important feature of an
image retrieval system is how well it performs at the start (i.e., top of the ranked list). For
instance when searching for a particular item one is usually interested in the rst few hits
and not those further down the ranked list. We also show the number (#) of kernels used
for the MKL SVM methods, implying that several dierent features are needed in order to
learn the relevance of images. The most common features found by both our methods were
colour histogram and SIFT.
4 Conclusions
We have presented two sets of results. One where we carried out image retrieval using Rele-
vance Feedback gleaned from eye movements. The results were inconclusive and demonstrated
the need for more advanced techniques than the simple combination of image features and eye
movement features presented in this report. The second set of results were concerned with
basic metric learning. We only used the image feature data in order to learn the appropriate
weighted combination of metrics that best capture the information required for successful
image retrieval. We proposed a novel Multiple Kernel Learning algorithm for the 1-class sup-
port vector machine and presented encouraging results against the PicSOM CBIR system.
However, the results for a full Recall-Precision curve were disappointing when we only made
use of the relevant (1-class) images. Hence, when we turned our attention to using irrelevant
information (and a similar rescaling technique used in PicSOM) we saw a dramatic increase
in performance, outperforming the PicSOM system.
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Table 5: AP20 ad AP50 results for Cat, Cow and Dog objects using  = 0:5 and C+ = 0:01.
The 2-class SVM was trained using the 1-class implementation with the kernel entries of
examples with opposite labels being negated.
For future work we would like to incorporate the eye movement data with the image
feature information and carry out metric learning, to see if any advantage may be gained
from more complex combinations of these two feature sets. We would also like to replace the
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SOM algorithm in the PicSOM system with the MKL 2-class SVM algorithm and run more
natural CBIR experiments in an on-line (adaptive) learning setting. Finally, an attempt at
using the MKL algorithm to help provide information to the Exploration-Exploitation phase
of learning is also an important direction to pursue.
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Appendix
In this Appendix we describe the derivation of the dual of the following primal problem that
forms the basis of the report:
minwk;

2
PK
k=1 kwkk2
2
+
1 
2
PK
k=1 kwkk2
2 + C kk1
subject to
PK
k=1 hwk;k(xi)i  1   i
i  0, i = 1;:::;m
We form the Lagrangian to obtain the dual optimisation:
C
m X
i=1
i  
m X
i=1
i
"
K X
k=1
hwk;k(xi)i   1 + i
#
+

2
 
K X
k=1
kwkk2
!2
+
1   
2
K X
k=1
kwkk2
2  
m X
i=1
ii.
Dierentiating with respect to the primal variables and letting D =
PK
k=1 kwkk2:
@L(wk;;)
@wk
=  
m X
i=1
ik(xi) +

D
kwkk2
+ (1   )

wk= 0;
@L(wk;;)
@i
= C   i   i = 0,
giving the constraints 0  i  C. Letting zk = kwkk2=D, we obtain
wk =
zk
 + (1   )zk
m X
i=1
ik(xi) with
K X
k=1
zk = 1:
Taking the inner product of the rst equation with itself we obtain:
kwkk2
2 =
z2
k
( + (1   )zk)2
m X
i;j=1
ijk(xi;xj)
implying for k satisfying zk 6= 0
m X
i;j=1
ijk(xi;xj) = ( + (1   )zk)2D2: (4)
Let J = fk : zk 6= 0g, that is the set of indices k, for which
m X
i;j=1
ijk(xi;xj) > 2D2;
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since if
Pm
i;j=1 ijk(xi;xj) < 2D2 then Equation (4) cannot hold. It follows that
(1   )2D2
K X
i=1
z2
k =
X
k2J
m X
i;j=1
ijk(xi;xj)   jJj2D2   2(1   )D2:
Substituting into the Lagrangian we obtain
m X
i=1
i  
m X
i;j=1
ij
"
K X
k=1
zk
 + (1   )zk
k(xj;xi)
#
+
D2
2
 
K X
k=1
zk
!2
+
(1   )D2
2
K X
k=1
z2
k
=
m X
i=1
i   D2
K X
k=1

zk( + (1   )zk)  
(1   )
2
z2
k

+
D2
2
=
m X
i=1
i  
D2
2
 
D2(1   )
2
K X
k=1
z2
k
=
m X
i=1
i  
1
2(1   )
X
k2J
m X
i;j=1
ijk(xi;xj) +
((jJj   1) + 1)
2(1   )
D2
We would like a a substitution of D2 in terms of the dual variables. Hence rearranging primal
variable kwkk2 we get:
kwkk2 =
zk
 + (1   )zk
v u
u t
m X
i;j=1
ijk(xi;xj)
=
kwkk2
D + (1   )kwkk2
v u u
t
m X
i;j=1
ijk(xi;xj);
where the second line follows from the identity zk = kwkk2=D. Now rearranging to get an
equation in terms of kwkk2 we get for k 2 J,
kwkk2 (D + (1   )kwkk2) = kwkk2
v u
u t
m X
i;j=1
ijk(xi;xj)
kwkk2 =
qPm
i;j=1 ijk(xi;xj)   D
1   
and using the identity D =
PK
k=1 kwkk2 to obtain
K X
k=1
kwkk2 = D =
P
k2J
qPm
i;j=1 ijk(xi;xj)   DjJj
1   
D((1   ) + jJj) =
X
k2J
v u
u t
m X
i;j=1
ijk(xi;xj)
which implies
D2 =
P
k2J
qPm
i;j=1 ijk(xi;xj)
2
(1    + jJj)2
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Therefore, substituting this into the nal equation of the dual we get
m X
i=1
i  
1
2(1   )
K X
k=1
m X
i;j=1
ijk(xi;xj) +
((jJj   1) + 1)
2(1   )
P
k2J
qPm
i;j=1 ijk(xi;xj)
2
(1    + jJj)2
=
m X
i=1
i  
1
2(1   )
X
k2J
k +
((jJj   1) + 1)
2(1   )(1    + jJj)2
 
X
k2J
p
k
!2
where k =
Pm
i;j=1 ijk(xi;xj), with the resulting dual optimisation:
max W() =
Pm
i=1 i   A
2
P
k2J k + B
2
 P
k2J
p
k
2
subject to k =
Pm
i;j=1 ijk(xi;xj)
0  i  C, i = 1;:::;m
where A = 1=(1   ) and B = ((jJj   1)2 + )=((1   )(1    + jJj)2).
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