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The hierarchical topology is a common property of many complex systems. Here we introduce a
simple but generic model of hierarchy growth from the bottom to the top. Therein, two dynamical
processes are accounted for: agent’s promotions to next hierarchy levels when local speakers are
elected and followed by other agents and agent’s degradations to the lowest hierarchy. Following the
initial stage when all agents are at the bottom level in the course of time the system approaches a
stationary state where new hierarchies no longer emerge and the distribution of agents at different
levels is exponential. In the stationary state the average hierarchy level and the fraction of agents at
the lowest level are independent from the system size however the height of hierarchy, i.e. maximal
number of observed hierarchy levels grows logarithmically along the total number of agents. The
average number of followers of an agent in the stationary state is much smaller than the number of
followers he possessed at the promotion moment. Results from numerical simulations are confirmed
by an analytical treatment based on the rate equation.
PACS numbers: 89.75.-k, 89.65.Ef, 05.10.-a, 05.10.Gg
I. INTRODUCTION
Hierarchical structures are abundant in our natural,
social and technological environments [1–12]. In fact the
concept of hierarchy [13] is used to describe such diverse
properties of complex structures as: (i) ordering of sys-
tem elements according to increasing or decreasing values
of selected variable [13, 14], e.g. sizes of cities or ages of
people (order hierarchy); (ii) inclusion relations in nested
topologies [15, 16], e.g. faculties include institutes, insti-
tutes include labs (inclusion hierarchy); (iii) emergence
of higher level structures due to interactions between el-
ements at lower levels [15–18], e.g. cells building organs
and organs building animals (level hierarchy); (iv) con-
trolling members at lower hierarchy levels by elements at
higher levels e.g. controlling lower managers by higher
managers (control hierarchy).
It seems that different kinds of the above mentioned
hierarchical systems appear for different reasons [1]. For
example it is believed that the control hierarchy when it
is represented by social heterogeneity allows a more ef-
ficient division of various tasks/roles among community
members and leads to their expertise [19]. Of course, the
structure of biological or social groups is neither ”flat”
nor static; the topology of real systems is prone to change
in time - even in the absence of external stimuli. It follows
one tries to model the hierarchy emergence taking into
account different possible scenarios of system dynamics
and one of important issues are initial conditions. For
example we can imagine that a hierarchically ordered
community has been created bottom-up i.e. the initial
state corresponded to a homogeneous phase [20]. The
opposite case is a top-down evolution when the starting
point is a charismatic leader [21–23] who is the highest
(and permanent) authority for the growing community
formed from this initial root [24].
The examples of hierarchical communities created
bottom-up, that are initially comprising peer agents in-
clude political and social organizations - to give but one
example. Therein, a group of people sharing similar opin-
ions (views) elects a local speaker (leader) exercising best
features and in the moment of the election the speaker
is promoted to the higher hierarchy level to better repre-
sent interests of this group and/or organize special group
tasks. In the course of time several local speakers ap-
pear and from them speakers of higher hierarchy can be
elected. As a result, dependency between individuals be-
comes more complex. Another example of this kind of
social organization can be witnessed among of the editors
of Wikipedia or developers of open source software such
as UNIX/Linux systems, or yet within different types of
cultural associations. The above mentioned groups con-
sist of people sharing similar goals, who with the aim of
increasing the efficiency of group performance allow for
a division of tasks at different difficulty levels among its
members (individuals creating hierarchical structure).
The concept of the control hierarchy has been widely
investigated by biologist observing groups of animals.
Bonabeau et all [20] developed a model describing for-
mation of self-organizing hierarchies in animal societies.
The evolution in this model is driven by permanent pair-
wise fights of all individuals and numbers of successes in
such duels define hierarchy level of a given individual.
The model has been widely investigated using numeri-
cal simulations and tools of non-equilibrium statistical
physics [25, 26]. Another concept was developed by Ne-
2pusz and Vicsek [19] where hierarchical structures emerge
from the bottom due to imitation of the behaviour of
more successful group members by those who are worse
at solving problems they all face.
Recently we considered a model of evolving control hi-
erarchy [24] where the growth process starts from the
top node and is driven by rules of tournament selection.
We have shown that when the size of the tournament
is fixed the number of hierarchy levels in such a system
is continuously growing. On the other hand when the
tournament size is proportional to the temporal system
size the number of levels saturates at some limiting value.
The effect is related to the information amount that is
available during the growth of hierarchical system.
The premise of the current studies is to investigate
a model that is complementary to our previous studies
[24]. We consider a bottom-up system growth correspond-
ing to hierarchical structure formation that develops up-
wards from the ground level comprising independent in-
dividuals. We attempt to address the question of self-
organization process running from a set of equal individ-
uals to the emergence of complex hierarchical structures.
The agenda is thus to consider a simple model capturing
individuals tendency for collaboration (group formation)
and formation of social hierarchy. Dependencies between
agents will be represented by links between neighbouring
levels. On the contrary to the models studied in [20] and
[19] we investigate collective character of hierarchy uprise
since promotion of a given agent in our model can trigger
promotions of agents that are directly or indirectly con-
trolled by him. Moreover we consider the effect of agent
degradation to take into account natural processes of re-
moving/dying experienced agents and replacing them by
beginners. We have examined qualitative and quantita-
tive character of system evolution. Results of computer
simulations are supported by an analytical description.
II. ALGORITHM OF GROWTH
We consider a group ofN , initially independent (t = 0)
individuals (nodes or agents). In the course of time peer
agents make connections and hierarchical levels emerge.
Links between the agents correspond to the interactions
which result in formation of hierarchies akin to those in
the real world. Herein, hierarchy level h occupied by an
agent is interpreted as its position (relevance) in society.
We assumed that the relevance of an agent is increasing
with the value h. Hierarchy growth proceeds from bot-
tom (ground level h = 0) to the top. Let us consider two
connected agents i and j at levels hi = hj +1. This kind
of dependency will be treated as leader (agent i) - fol-
lower (agent j) relation. Please note, that there are no
direct connections between followers of one leader. We
further assumed that each agent can have no more than
one leader. Hence, our network is void of cycles and can
be interpreted as a tree-like topology.
As it was mentioned earlier, the proposed model is a
FIG. 1. Two consecutive steps of dynamics at the initial stage
(t = 5 and 6). One agent n = 1 is promoted (green), and
gains µ = 2 new followers (dashed nodes), and one agent is
degraded to h = 0 (red). In the given example the algorithm
selected for degradation an agent from the bottom level.
FIG. 2. Two consecutive steps of dynamics at the stationary
state (t = 98 and 99). One agent n = 1 is promoted (green),
and gains µ = 2 new followers (dashed nodes), one agent is
degraded to h = 0 (red).
network with a constant number of nodes. Albeit, the
number of edges and hierarchy levels can change in time.
Level h = 0 is referred to as the ground level. Model
dynamics is based on two processes: agents promotions
(agents jump to a higher level) and their degradations
(agents drop to the ground level). In every time step n
nodes are promoted and d degraded. In both cases indi-
vidual agents are chosen randomly from the set of nodes.
When agent i at level hi is promoted then µ new follow-
ers from the same level connect to it. Simultaneously,
the promoted agent i and its new followers lose connec-
tions with their current leaders. All of the followers of
agent i, and the followers of its followers etc. increase
their hierarchy levels by 1. If at level hi there are less
than µ+1 nodes then another node (from different level)
is chosen for promotion, until this condition is fulfilled.
Degradation of agent j means that it looses all its con-
nections and is transferred to the lowest level h = 0. In
3our model the connections between the nodes represent
interactions which lead to the avalanches of promotions.
Even if an agent is not directly promoted it can still in-
crease its relevance resulting from the promotion of its
leader (or leader’s leader etc.).
Initially, all agents are located at the ground level
h = 0. In the course of system evolution they change
their placements and as a consequence the changes in
occupation of hierarchy levels and in the overall struc-
ture of connections can be observed. Since edges can be
added, rewired, and lost the created network is not fully
connected. In further description we focus on statisti-
cal features of hierarchies in our system and a detailed
analysis of topology will be neglected.
III. ANALYTICAL AND NUMERICAL
RESULTS FOR BALANCED GROWTH, d = n
A. Topology evolution
Emergence of new hierarchy levels is a consequence of
two dynamical processes: nodes? promotions and degra-
dations. Herein, we do not consider external forces. The
interactions between agents are represented with links.
In the course of time randomly chosen nodes change
their hierarchy levels but size of the network is constant
throughout. As was mentioned before in the initial time
step t = 0 all of the agents occupy level h = 0 (ground
state): N0(0) = N . In every time step t > 0 promotions
and degradations are considered and number of nodes at
levels Nh(t) is changing. Also, the number of levels is
subject to change.
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FIG. 3. Initial stage of the system evolution for n = 1, µ = 2,
d = 1 and N = 1000. A) Average hierarchy level 〈h〉 (t). Line
presents equation nt/N . B) Maximal hierarchy level hmax(t).
C) Total number of edges Etot(t). Line presents equation
nµt. D) Number of nodes at the ground level N0(t). Line
presents equation N − nt. Results of computer simulations
are averaged over Q = 100 realizations.
We are interested in eliciting qualitative and quanti-
tative changes in hierarchical features of the system, i.e.
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FIG. 4. System evolution for n = 1, µ = 2, d = 1 and
N = 1000. A) Average hierarchy level 〈h〉 (t). B) Maximal
hierarchy level hmax(t). C) Total number of edges Etot(t).
D) Number of nodes at the ground level N0(t). Results of
computer simulations are averaged over Q = 100 realizations.
average hierarchy level 〈h〉 (t) and maximal level hmax(t)
(the height of the hierarchy). Additionally, to better un-
derstand the evolution process we examine changes of the
total number of links Etot(t) and the number of agents
at the ground state N0(t).
In the initial stage of evolution the system dynamics
can be approximated as a process of n promotions from
the ground level to h = 1. Degradations do not affect the
system and are practically negligible (individuals chosen
for degradations are located at h = 0, see schematic pic-
ture in Fig. 1). It follows that the average hierarchy level
equals nt/N (see Fig. 3 A) ). A promoted agent gains
µ followers and the number of links increase by nµ per
step (see Fig. 3 C) ). Occupation of the lowest level de-
creases by n of promoted nodes in every time step (see
Fig. 3 D) ). This kind of behaviour is observed until
t < N
n(µ+1) (Figs. 3 and 4). Thereafter, the network
structure becomes increasingly complex making analyti-
cal description less trivial. Degradations influence system
behaviour and promotions tend to be more collective, i.e.
promotion of a node causes an ”avalanche” of promotions
of its followers. The number of followers changes in time
by taking new followers and switching leaders. After a
longer period of time t ≫ N the system arrives at the
stationary state, i.e. that network structure (averaged
over a large number of realizations) is independent from
time. Promotions and degradations balance themselves
and there are no visible changes in network characteris-
tics. The number of links, the number of nodes at the
ground state, the average hierarchy level and the maxi-
mal hierarchy level are all constant. It is worth noticing
that qualitatively the course of evolution is of universal
character (it does not depend on system size N if large
enough number of nodes is fed into the system). The
abovementioned quantities for different system sizes in
the stationary state are presented in Fig. 5. Only max-
imal level hmax grows logarithmically with N (detailed
4discussion of this problem is presented in Section III C).
Our assumption that the existence of hierarchy level h
is equal to the observation of this level at least once ef-
fects that for a larger number of nodes there are bigger
chances to observe higher levels. The occupation of these
levels is minute and does not influence the value of the
average hierarchy level.
Based on system behaviour in time, especially on the
fact that for fixed values of parameters n, µ, d there are
limited values of quantities describing the system, in the
following part of the paper we focus on their analytical
description.
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FIG. 5. System characteristics in the stationary state as a
function of its size for n = 1, µ = 2, d = 1. A) Av-
erage hierarchy level 〈h〉 (N). B) Maximal hierarchy level
hmax(N). Line presents Eq. (16). C) Total number of edges
per node Etot/N(N). D) Fraction of nodes at the ground level
N0/N(N). Results of computer simulations are averaged over
Q = 500 realizations and for every network for N last steps
of dynamics in the stationary state. Time of one realization
is T = 10 ·N .
B. System in the stationary state
In this Section we focus on finding distribution of nodes
at hierarchy levels Ph in the stationary state. Since the
number of links in the system and the number of nodes at
the ground state are independent from time we can find
the average number of followers per node in the whole
system as
κ =
Etot
N −N0
. (1)
When this quantity is observed locally then it equals
0 for nodes at h = 0 (these nodes cannot have follow-
ers), and we will assume that for higher levels (h > 0) it
does not depend on h. Numerical simulations show that
this assumption is fulfilled for majority of levels. The
number of followers is strictly related to the size of pro-
motion avalanche K, i.e. the total number of indirectly
promoted agents (except the chosen nodes). Value K
corresponds to the size of avalanche [27] or mean local
reaching centrality [28]. The distribution of promotion
avalanches Φ(K) is presented at Fig. 6. As one can
observe, the probability decreases approximately expo-
nentially with size of avalanche K. For higher µ we have
observed a faster decrease. Since in the numerical data
Φ(0) + Φ(1) + Φ(2) > 0.9, in our analytical treatment
we neglected the interactions between hierarchy levels
that are not in the nearest neighbourhood (6= h ± 1).
The above approximation makes us possible to express
changes of a number of nodes N0(t) at level h = 0 by
the following processes. During a single promotion event
the occupation N0(t) increases by 1 as a consequence of
agent’s promotion from this level with probability N0(t)
N
or by κ due to promotion of agent from level h = 1 with
probability N1(t)
N
. On the other hand degradation of one
agent from any level h > 0 increases N0 by 1 with prob-
ability N−N0(t)
N
. The dynamics can be described by a
simple rate equation
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FIG. 6. Promotions avalanche distributions Φ(K) for A) all
nodes in the network and B) nodes at levels h > 0. Computer
simulations are performed for: n = 1, µ = 2, d = 1, N = 1000
and are averaged over Q = 500 realizations and for every
network realization for N of last steps of dynamics in the
stationary state. Time of one realization is T = 104.
N0(t+1) = N0(t)−n
N0(t)
N
+d
N −N0(t)
N
−nκ(t)
N1(t)
N
,
(2)
Similarly to the case where h = 0 we can write rate
equation for every h > 0 taking into account promotions
from levels h− 1, h, h+ 1 and degradations from any h
as
Nh(t+ 1) = Nh(t)− d
Nh(t)
N
+ n
Nh−1(t)
N
+ (3)
−n
Nh(t)
N
+ nκ(t)
Nh(t)
N
− nκ(t)
Nh+1(t)
N
.
Let us define γ = d
n
as degradation ratio. Then Eqs.
(2) and (4) in a stationary state can be written as follows
γN − (γ + 1)N0 − κN1 = 0, (4)
(γ + 1− κ)Nh −Nh−1 + κNh+1 = 0. (5)
5Let us notice that Eq. (5) is a recurrence equation
with expected solution
Nh = N0λ
h, (6)
where λ =
Nh+1
Nh
is a ratio of neighbouring levels occu-
pancy and is independent from h (similarly to quantity
κ this assumption is true for the majority of levels). The
number of nodes in the system is constant and can be
written as a sum
N =
hmax∑
h=0
Nh = N0
hmax∑
h=0
λh, (7)
where hmax is maximal hierarchy in the system. Assum-
ing hmax ≫ 1 we find
N0
N
≈ 1− λ (8)
In the stationary state the number of lost and added
links is equal, thus Etot = const (see Fig. 4). If we
consider promotion of n nodes and degradation of d nodes
at a time step we can write change of total number of
links in the system as
∆Etot = −nκλ+ nµ (1− κλ)− dκλ− dκλ = 0. (9)
Consecutive elements of the above equation correspond
to the following processes:
(i): −nκλ → promoted nodes lose connections with cur-
rent leaders,
(ii): +nµ (1− κλ) → every promoted agent gains µ new
followers, which lose links with their current lead-
ers,
(iii): −dκλ → degraded agents lose connection to their
leaders,
(iv): −dκλ → degraded agents from level h > 0 (proba-
bility that agent is not at level h = 0 is N−N0
N
= λ)
lose links with their followers.
Taking into account Eqs. (4) -(8) after some alge-
bra one can find analytical forms of characteristic system
quantities κ, λ, N0/N , Etot/N .
κ(µ, γ) = µ
2µ+ γµ+ 2γ2 + 3γ + 1
(2µ+ 1 + 2γ) (µ+ 1 + 2γ)
(10)
λ(µ, γ) =
2µ+ 1 + 2γ
2µ+ γµ+ 2γ2 + 3γ + 1
(11)
N0
N
(µ, γ) = γ
µ+ 1 + 2γ
2µ+ γµ+ 2γ2 + 3γ + 1
(12)
Etot
N
(µ, γ) =
µ
µ+ 1 + 2γ
(13)
Next, we put Eqs. (12) and (11) into Eq. (6) and define
the probability of finding a node at level h as Ph =
Nh
N
.
Finally we arrive at
Ph =
γ (µ+ 1 + 2γ)
2µ+ γµ+ 2γ2 + 3γ + 1
(
2µ+ 1 + 2γ
2µ+ γµ+ 2γ2 + 3γ + 1
)h
.
(14)
The average hierarchy level can be approximated by
the simple sum
〈h〉 =
∞∑
h=0
(h · Ph) =
2µ+ 2γ + 1
γ (µ+ 2γ + 1)
. (15)
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FIG. 7. System characteristics in the stationary state as a
function of number of new followers µ, for n = 1, d = 1 and
N = 1000. A) Average number of node followers κ(µ). Re-
sults of computer simulations put into Eq. (1) are presented
with symbols; line presents Eq. (10). B) Ratio of the num-
ber of nodes at two neighbouring levels λ(µ). Line presents
Eq. (11). Results of computer simulations are averaged over
Q = 500 realizations and for every network for last N steps
of dynamics in a stationary state. Time of one realizations is
T = 104.
Comparison of computer simulations and analytical ex-
pressions is presented at Figs 7 - 11.
One interesting observation is that the average number
of followers κ is very low even for large numbers of new
followers µ (see Fig. 7 A) ), κ < 1 for µ < 5. This effect
is caused by the possibility of changing agent?s speaker
in the course of promotion process. The quantity κ is
almost monotonically increasing with parameter γ (Fig.
8). The ratio of a number of nodes at neighbouring lev-
els increases with the number of new followers µ (with
fixed γ, see Fig. 7 B) ). When the number of degrada-
tions is much smaller than the number of promotions,
i.e. γ → 0 the number of nodes at all levels is almost
the same, i.e. λ → 1. Larger number of promotions in
comparison with degradations make system more hetero-
geneous. The fraction of nodes at the ground level N0/N
decreases with µ (see Fig. 9 D) ) and increases with γ
(see Fig. 10 D) ). Contrary behaviour is observed with
regard to the number of edges per node (see Figs 9 C)
and 10 C) ). Large number of degradation results with a
smaller number of links which leads to higher occupation
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FIG. 8. Average number of node followers as a function of
degradation ratio κ(γ) for µ = 2 and N = 1000. Results
of computer simulations put into Eq. (1) are presented with
symbols, line presents Eq. (10). Points corresponding to γ >
1 are obtained for n = 1 and d > 1, γ < 1 corresponds to d = 1
and n > 1. Results of computer simulations are averaged over
Q = 500 realizations and for every network for last N steps
of dynamics in stationary state. Time of one realizations is
T = 104.
at the ground level. Average hierarchy level increases
with µ (see Fig. 9 A) ) and decreases with γ (see Fig. 10
A) ). Distributions Ph (Fig. 11) show faster decrease for
higher µ we have observed faster decrease, wherein the
differences between levels? occupations are bigger.
C. Maximal hierarchy level
During the computer simulations maximal hierarchy
was defined as highest h observed at least once during
all steps and all realizations of the dynamics. What it
means is that the said quantity can be regarded as a
kind of fluctuation and its size tends to grow along N .
In the stationary state we do not observe emergence of
new levels. In accordance with dynamic rules we assume
that a new level cannot emerge provided the occupation
of existing maximal level is no greater than µ nodes. To
find analytical form of hmax we assumed that the average
number of nodes at highest level should equal µ+12 . It
corresponds to a situation when at maximal level there
can be Nhmax = 1, 2, . . . , µ agents and all these cases are
possible with equal probability. Putting Phmax =
µ+1
2N
into Eq. (6) one gets
hmax =
ln µ+12N − ln (1− λ)
ln (λ)
. (16)
Results of the above equation and the results of com-
puter simulations are shown at Figs 5 B), 9 B) and 10
B). Eq. 16 confirms logarithmic growth of hmax with the
system size N (Fig. 5 B) ).
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FIG. 9. System characteristics in the stationary state as a
function of the number of new followers µ, for n = 1, d = 1
and N = 1000. Results of computer simulations are presented
with symbols. A) Average hierarchy level 〈h〉. Line presents
Eq. (15). B) Maximal hierarchy level hmax. Line presents
Eq. (16). C) Total number of edges per node Etot/N . Line
presents Eq. (13). D) Fraction of nodes at the ground level
N0/N . Line presents Eq. (12). Results of computer simu-
lations are averaged over Q = 500 realizations and for every
network for last N steps of dynamics in stationary state. Time
of one realizations is T = 104.
D. Critical degradation ratio
Thus far we have shown that for fixed system parame-
ters (γ = d/n, N and µ) the system reaches a stationary
state and a limited value of hmax. Naturally, one question
to address is whether there is a critical value of degra-
dation ratio γ∗, for which the growth of hierarchies will
not be observed, i.e. hmax = 1. This condition is equal
to a situation when on average one agent can be found
at levels h > 0 (N − 1 agents occupy the ground level,
h = 0)
N0 = N − 1. (17)
Taking into account the above conditions and Eqs. 11,
12, 14 we get
γ∗(µ,N) =
√
µ2 − 10µ+ 12µN + (2N − 1)
2
4
+ (18)
+
2N − µ− 3
4
µ≪N,N→∞
−−−−−−−−→ N.
Critical degradation ratio value is close to the num-
ber of nodes in the system, which means that even for
high number of degradations (in comparison to the num-
ber of promotions) hierarchical structures will be created.
Quantity γ∗ also increases with the number of new fol-
lowers µ.
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FIG. 10. System characteristics in the stationary state as a
function of degradation ratio γ for µ = 2, N = 1000. Results
of computer simulations are presented with symbols. Points
corresponding to γ > 1 are obtained for n = 1 and d > 1,
γ < 1 corresponds to d = 1 and n > 1. A) Average hierarchy
level 〈h〉. Line presents Eq. (15). B) Maximal hierarchy level
hmax. Line presents Eq. (16). C) Total number of edges
per node Etot/N . Line presents Eq. (13). D) Fraction of
nodes at the ground level N0/N . Line presents Eq. (12).
Results of computer simulations are averaged over Q = 500
realizations and for every network for lastN steps of dynamics
in stationary state. Time of one realizations is T = 104.
IV. LEADERS WITHOUT FOLLOWERS -
INDIVIDUAL PROMOTIONS
So far, only collective promotions have been described,
i.e. every promoted agent brought about promotion of its
followers and the consecutive followers. How strongly this
affects system behaviour is a question to be addressed
below. To answer it we have performed numerical simu-
lations and found analytical solution for a scenario when
promoted agents do not have any followers, i.e. individ-
ual promotions are considered and µ = 0 thus κ = 0 and
Etot = 0. Then rate equations (2) and (4) loose elements
with κ and we can find analytical solution for N0(t)
N0(t)
N
=
1
n+ d
exp(−
n+ d
N
t) +
d
n+ d
(19)
When t→∞ the first term in Eq. 19 goes to zero and
the stationary solution is only provided by the second
element. It means that for individual promotions the oc-
cupation of levels is independent from the number of new
followers. Similarly it is possible to get the formula for
every next Nh(t). The number of nodes at the ground
level is higher in case of single promotions than it is for
collective promotions (see Figs 4 D) and 12). This ef-
fect confirms that collective promotions produce steeper
hierarchical systems.
Similarly to the case µ > 0 we can write stationary
form of rate equations describing N0 and Nh and find
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FIG. 11. Distributions of nodes at hierarchy levels Ph for
different number of new followers µ: A)µ = 1, B)µ = 2,
C)µ = 5, D)µ = 10. Results of computer simulations for n =
1, d = 1 and N = 1000 are presented by symbols, lines present
Eq. (14). Results of computer simulations are averaged over
Q = 500 realizations and for every network for last N steps
of dynamics in stationary state. Time of one realizations is
T = 104.
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FIG. 12. Fraction of nodes at the ground level in time
N0(t)/N . Results of computer simulations for n = 1, µ = 0,
d = 1 and N = 1000 are presented with symbols, line presents
Eq. (19). Results of computer simulations are averaged over
Q = 500 realizations.
the ratio between the number of nodes at neighbouring
levels as
λ = (γ + 1)
−1
. (20)
Now using Eq. (20) we can find the number of nodes
at level h as
Nh
N
=
γ
γ + 1
(γ + 1)
−h
. (21)
8Average hierarchy level for µ = 0 (using eqs (15) and
(21)) is
〈h〉 (γ) =
1
γ
, (22)
which is simply the ratio between the number of pro-
moted nodes and the number of degraded ones.
One can see from (21) that for γ ≫ 1 (the number
of degradations is much higher than the number of pro-
motions) occupation of level h = 0 tends to N . In the
opposite case, when γ ≪ 1 (the number of degradations is
negligible in comparison with the number of promotions)
N0 → 0. These results are in agreement with intuition.
In close similarity to the previous Section we can find
critical degradation ratio γ∗ above which hierarchies do
not emerge
γ∗ = N − 1. (23)
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FIG. 13. System characteristics in the stationary state as a
function of degradation ratio γ for µ = 0, N = 1000. Results
of computer simulations are presented with symbols. Points
corresponding to γ > 1 are obtained for n = 1 and d > 1,
γ < 1 correspond to d = 1 and n > 1. A) Average hierarchy
level 〈h〉 (γ). Line presents Eq. (22). B) Maximal hierarchy
level hmax(γ). Line presents Eq. (16). C) Fraction of nodes
at the ground state N0/N . Line presents Eq. (21). D) Ratio
of number of nodes at two neighbouring levels λ =
Nh+1
Nh
.
Line presents Eq. (20). Results of computer simulations are
averaged over Q = 500 realizations and for every network for
last N steps of dynamics in stationary state. Time of one
realizations is T = 104.
Results of performed computer simulations and theo-
retical treatment are shown at Fig.13. Qualitative be-
haviour of our system for µ = 0 is similar to previous
results for the case µ > 0 (see Fig. 10). One can observe
quantitative differences for both scenarios. When γ =
0.05, the average hierarchy level 〈h(µ = 0, γ = 0.05)〉 ≈
20, while 〈h(µ = 2, γ = 0.05)〉 ≈ 37. As it can be seen,
there is almost double decline of the average hierarchy
level when we consider the absence of followers in the
system. Similar differences can be observed for the frac-
tion of nodes at the ground level. In the case of µ = 0
and γ = 0.05 at level h = 0 there are N0 ≈ 0.05N agents,
while for µ = 2 there are almost twice less (≈ 0.028). It
shows that the process of hierarchy growth is more dis-
tinct when we consider interactions between individuals
(links between nodes).
V. DISCUSSION AND CONCLUSIONS
We have shown that the process of hierarchy growth in
a simple bottom-up approach tends to a stationary state
that is described by agents distribution decaying expo-
nentially with the hierarchy level h as Nh ∼ λ
h (where
the scaling ratio λ < 1). This ”equilibrium” takes place
irrespective of consecutive ”perturbations” of the sys-
tem through collective promotions and individual degra-
dations. The finding is well documented by extensive
numerical simulations that have been confirmed by ana-
lytical results based on the rate equation method. The
picture reminds Boltzmann distribution of occupation of
energy levels in one-dimensional quantum harmonic os-
cillator where the hierarchy level h corresponds to the
oscillator energy and − log(λ) corresponds to the inverse
of system temperature.
The above mentioned stationary state occurs when the
age of the system is much larger than the system size
t ≫ N . Then the average hierarchy level 〈h〉, the num-
ber of links per agent Etot/N , the fraction of nodes at
the ground state N0/N are independent from the system
size (provided it is large enough). The above observables
rely on parameters tied up with system dynamics, i.e.
the number of new followers µ and the effective degrada-
tion ratio defined as a ratio of number d of degradations
and number n of promotions per time unit γ = d
n
. The
system size N does influence however the maximal hier-
archy level hmax that increases logarithmically with N
although the occupation of hmax is small and does not
affect the value of 〈h〉.
Stationary values of 〈h〉, hmax and Etot/N , increase
with µ and decrease with γ. Opposite behaviour is ob-
served for N0/N while the average number of agent fol-
lowers i.e. the system branching factor κ is increasing
with µ and is a non monotonous function of γ. It is in-
triguing that for γ = 1 we need a big number of initial
followers µ > 5 to have the final branching ratio κ > 1.
The scaling ratio λ of agent distribution Nh increases
with the parameter µ, i.e. a higher system temperature
corresponds to a larger number of new followers of every
promoted agent.
The hierarchy exists also when promoted agents do
not gain followers and there are no links in the system
(µ = 0). Then the scaling ratio of agent distribution is
λ = (1 + γ)
−1
and the average hierarchy level is 〈h〉 =
1/γ. Since the last value is lower than for the case µ >
0 thus interactions between individuals represented by
9links and leading to collective promotions amplify the
hierarchy growth.
In our previous work [24] we considered models of
growing hierarchical networks from the top to the bot-
tom, where newcomers tried to situate themselves as
close as possible to the highest level according to limited
knowledge about current network structure. We showed
that the availability of the information can limit the hi-
erarchy growth. The considered here emergence scenario
from the bottom to the top seems to be more robust, i.e.
new levels do not appear in the system only if the ratio
between the number of degradations d and the number
of promotions n is close to the system size N .
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