In this paper we show that the relative normalised size with respect to a number field K of an algebraic integer α = −1, 0, 1 is greater than 1 provided that the number of real embeddings s of K satisfies s ≥ 0.828n, where n = [K : Q]. This can be compared with the previous much more restrictive estimate s ≥ n − 0.192 n/ log n and shows that the minimum m(K) over the relative normalised size of nonzero algebraic integers α in such a field K is equal to 1 which is attained at α = ±1. Stronger than previous but apparently not optimal bound for m(K) is also obtained for the fields K satisfying 0.639 ≤ s/n < 0.827469 . . . . In the proof we use a lower bound for the Mahler measure of an algebraic number with many real conjugates.
Introduction
Let K be a number field with signature (s(K), t(K)) = (s, t) having s real embeddings σ i : K → R, i = 1, . . . , s, and t conjugate pairs of complex embeddings σ i+j , σ i+j : K → C, j = 1, . . . , t. Clearly, n = n(K) := [K : Q] = s + 2t.
For any α ∈ K we define
|σ s+j (α)| where O K is the ring of integers of K.
For any number field K we have ±1 ∈ O K and ± 1 K = s(K) + t(K), so that m K (±1) = 1 (see (1.1) and (1.2)). By (1. is given in [16, Theorem 5.11] . In particular, the inequality (1.4) implies m(K) = 1 if K is a totally complex field (s(K) = 0) or a totally real field (t(K) = 0). A motivation for introducing and studying the quantities α K , m K (α) and m(K) is given in [7] ; see also a subsequent paper [6] . There, we call α K the relative size of α with respect to the number field K and m K (α) the relative normalised size of α (with respect to K again). Briefly speaking, it is related to some earlier work on certain lattices defined by number fields, when in the ring of integers O K of a number field K with signature (s, t), one considers the vectors (σ 1 (α), . . . , σ s (α), (σ s+1 (α)), (σ s+1 (α)), . . . , (σ s+t (α)), (σ s+t (α))) in R n defined for α ∈ O K (see [2, Chapter 8, Section 7] ). This can be applied to show that the class number of a number field is finite [11] . The norm defined in (1.1) has been considered by Pethő and Schmitt [13] ; see also a subsequent paper [5] . A different but at the same time quite similar to (1.1) norm related to certain number field codes has been also considered in [9] ; see also [3] .
Since the minimum of the function h(x) := 2 x /(1 + x) in the interval x ∈ [0, 1] is attained at x 0 := 1/ log 2 − 1 / ∈ Q and equals h(x 0 ) = (e log 2)/2, the inequality
holds for any integers s ≤ n, where s ≥ 0 and n ≥ 1. Hence, by (1.4), e log 2 2 < m(K) ≤ 1.
In particular, for any number field K we have either m(K) = 1 or m(K) < 1.
A large class of fields for which m(K) = 1 was described in [7, Theorem 3.3] , where we showed that for a number field K with signature (s, t) we have m(K) = 1 if t ≤ 0.096 s/ log s.
(1.5)
The following theorem relaxes the bound (1.5) on t to the bound t ≤ 0.086n with the same conclusion and so strengthens the above result considerably. (Note that in view of n = s + 2t the bound (1.5) is essentially equivalent to t ≤ 0.096 n/ log n.) Theorem 1.1. For each number field K of degree n and signature (s, t) satisfying t ≤ 0.086n we have m(K) = 1.
Observe that t ≤ 0.1038s implies t ≤ 0.086n which is also equivalent to s ≥ 0.828n. On the other hand, by [7, Theorem 3.5] , for each integer s ≥ 2 there exist infinitely many number fields K with signature (s, s) (so that t = s = n/3) for which m(K) < 1. This shows that Theorem 1.1 is best possible up to the constant. Moreover, the constant 0.086 cannot be replaced by the constant 1/3.
Below, the bound (1.4) will also be improved for fields K of degree n with signature (s, t) satisfying 0.639 ≤ s/n < 0.828 (see Corollary 2.4 in Section 2). Here, the constants 0.639 and 0.828 are just three decimal digit approximations from above of some presumably transcendental constants (see Proposition 2.1 below for the definition of λ 0 = 0.827469 . . . ).
In the next section we state Theorem 2.2 which is the main result of this paper. Section 3 contains some auxiliary results. The proofs of Proposition 2.1, Theorem 2.2 and Theorem 2.5 will be given in Sections 4, 5 and 6, respectively.
Main results
Throughout, we shall use the following notation for fixed λ > 0:
where 0 < x ≤ 1 and, by definition, F (λ, 1) = g(λ) − 1. Finally, the function ϕ(λ) is defined for positive λ as follows
Here, the minimum in (2.3) is attained, since
With this notation, we will show that More values of the function ϕ(λ) are given in Table 1 . Here, for each λ ∈ [0.83, 1] the constant x 0 (λ) is the point of absolute minimum of F (λ, x) in the interval 0 < x ≤ 1, so that ϕ(λ) = F (λ, x 0 (λ)). Now, we can state the main result of this paper.
Theorem 2.2. Let K be a number field with signature (s(K), t(K)) and degree n = s(K)+ 2t(K) over Q satisfying s(K) ≥ 0.581n, and let α = −1, 0, 1 be an algebraic integer in Table 1 : Values of ϕ(λ) in the range 0.83 ≤ λ ≤ 1
In fact, the inequalities (5.7) and (5.8) which will be proved in Section 5 can be stronger than (2.4) under some additional assumptions.
In particular, selecting (in Theorem 2.2) K := Q(α), we obtain the following:
, s, and t pairs of complex conjugates
By (1.3), Theorem 2.2 immediately implies Theorem 1.1 stated in Section 1. In the range 0.581 ≤ λ = s/n ≤ λ 0 Theorem 2.2 implies the following: Corollary 2.4. For a number field K of degree n and signature (s, t) satisfying 0.581 ≤ λ = s/n ≤ λ 0 we have
Note that for each λ satisfying 0.639 ≤ λ ≤ λ 0 the inequality of Corollary 2.4 strengthens the bound (1.4). In particular, for λ = 0.639 we have
whereas the bound (1.4) yields the weaker inequality
For further comparison of the functions 1 + ϕ(λ)/(1 + λ) and 2 λ /(1 + λ) see Table 2 . If the number of complex conjugates 2t of an algebraic integer is very small compared to its degree d (which is large) then the constant 1.088366 corresponding to the case λ = 1 λ g(λ) Table 1 ) can be improved, by using the results on the so-called SchurSiegel-Smyth trace problem. The problem is named after the authors of the first three estimates of the trace of a totally positive algebraic integer [15] , [17] , [18] . The method of auxiliary functions introduced by Smyth in [18] was used in all subsequent papers on this subject. Specifically, we shall use the result of Liang and Wu [12] (see Lemma 3.5 below). See also some recent related papers [4] and [14] .
Theorem 2.5. There exist two absolute positive constants D and δ such that if d ≥ D and t < δd/ log d then for each algebraic integer α of degree d = s + 2t with s real conjugates α i , i = 1, . . . , s, and t pairs of complex conjugates α s+j , α s+j , j = 1, . . . , t, the inequality
holds.
For large d Theorem 2.5 not only gives a better bound, but also the condition t < δd/ log d is less restrictive than the corresponding condition t ≤ 0.096 d/ log d of [7, Theorem 3.3] .
Auxiliary results
Lemma 3.1. Let α = −1, 0, 1 be an algebraic number of degree d over Q with signature (s, t), where λ = s/d > 0. Then,
In particular, for s ≥ 0.581d we have
Proof. The inequality (3.1) was proved by Garza (it is the main result in [8] ). In [10] , Höhn gave an alternative proof of this result. By (2.1), (3.1), and s = λd, we deduce that
Evidently, the function g(λ) is increasing in λ > 0, so its smallest value in the interval [0.581, 1] is attained at λ = 0.581. Thus, (3.3) implies (3.2) in view of g(0.581) 1/2 = 1.090691 . . . . We will also need the following inequality.
Lemma 3.2. For any number fields
Proof. By the primitive element theorem, write L = Q(α) and K = Q(β). Then, α = P (β) with some P ∈ Q[x]. Without restriction of generality we may assume that β 1 , . . . , β s are the real conjugates of β and β s+1 , β s+1 , . . . , β s+t , β s+t are the complex conjugates of β. Here, s = s(K) and t = t(K). Note that in the list σ(P (β)
Multiplying both sides by s + 2t we obtain the required inequality. 
and
Now, by (3.4), the bound 0 < max 1≤i≤d w i ≤ S min 1≤i≤d w i and (3.5), it follows that
Combined with z i = y i − 1 and 
Then, Proof. Note that k ≥ 1. Indeed k = 0 can only happen if all α i , i = 1, . . . , d, are of modulus 1. So, by Kronecker's theorem, α must be a root of unity which is not the case. If k = d then, by the arithmetic and geometric mean inequality (referred to as AM-GM below) and (3.3), the left side of (3.6) is at least
where g(λ) is defined in (2.1). Since g(λ) is increasing in λ > 0 and g(0.581) = 1.189607 . . . , we find that the left side of (3.6) is at least 1.189d. This is greater than its right side, since
(see Proposition 2.1 and Table 1) . In all what follows we thus assume that 0 < k < d. By AM-GM, estimating
we find that the left side of (3.6) is at least
Hence, it suffices to show that
Note that the function ky .3) and setting x := k/d, we see that it suffices to prove the inequality The next result is given [12] .
Lemma 3.5. There exist m (explicitly given) polynomials with integer coefficients Q 1 , . . . , Q m and m (explicitly given) positive numbers e 1 , . . . , e m such that the inequality
holds for each y > 0 which is not a root of Q 1 . . . Q m .
We remark that each improvement of the constant of this lemma leads to the corresponding improvement in Theorem 2.5. However, although the conjectural lower bound for the trace of a totally positive algebraic integer α is (2 − ε)d, where ε is an arbitrary positive number and the degree d of α is at least d(ε), Serre has shown that the method of auxiliary functions as in the above lemma cannot give a constant greater than 1.8983021 (see the appendix in [1] ).
Proof of Proposition 2.1
Note that y = g(λ) > 1 for λ > 0. Consider the function
in the interval 1 < y < ∞ (here, 0 < x < 1). Its derivative
is positive if y 1/x+1/(1−x) > 2, that is, y > 2 x(1−x) . In particular, since x(1 − x) ≤ 1/4, the function f (y) is increasing in the interval 2 1/4 < y < ∞. Thus, by (2.3) and (2.1) (which implies that g(λ) is increasing in λ), for every fixed x in the range 0 < x < 1 the function
In particular, ϕ(λ) is increasing in λ for λ satisfying g(λ) > 2 1/4 . Therefore, using the fact that g(λ) is increasing in λ for λ > 0 and the actual expression (2.1), we find that
Consequently, the function ϕ(λ) is increasing for λ ≥ 0.581. Evaluating ϕ(λ) at λ = 0.828 gives the positive value ϕ(0.828) = 0.000389 . . . , so ϕ(λ) > 0 for λ ≥ 0.828. This, combined with evaluation of ϕ(1) = 0.176732 . . . and λ 0 satisfying ϕ(λ 0 ) = 0 completes the proof of the proposition.
Proof of Theorem 2.2
Let α ∈ K and L = Q(α). Assume that the signature of α is (s, t) and the signature of
We will show that
Observe first that t(L) = 0 implies that s(L) = d, so that λ 1 = 1, which yields (5.1). Also, t(K) = 0 implies t(L) = 0, which leads to the situation we have just considered. So assume that t(K) = 0 and t = t(L) = 0. Then, in view of Lemma 3.2 we have s(K)/t(K) ≤ s/t. Adding 2 to both sides we deduce
Therefore, t/d ≤ t(K)/n. This implies (5.1), since t/d = (1 − λ 1 )/2 and t(K)/n = (1 − λ)/2. Let α 1 , . . . , α s be the real conjugates of α. Put
Assume that for each real α i , 1 ≤ i ≤ s, it appears u i times under the s(K) real embeddings of K and 2v i times under the 2t(K) complex embeddings of K. Here, we have
So, in view of (1.2) we can write
Setting
for i = 1, . . . , s and
, in view of (5.2) and (5.3), we derive that
for each i = 1, . . . , d. Hence, by Lemma 3.3 with S = 2, ρ = dϕ(λ 1 ), y i = |α i | 2 for i = 1, . . . , d, and Lemma 3.4 (with λ 1 = s/d instead of λ), it follows that
Now, in case s = d we have λ 1 = 1, so ϕ(λ 1 ) is positive and using
we derive that
Otherwise, when s < n, in view of (5.4) we have equality in (5.5). Thus, (5.6) also holds
from (5.6) we further deduce that
Here, we have ϕ(λ 1 ) ≥ ϕ(λ), by Proposition 2.1 and the inequality (5.1). Also, by the same inequality, 1/(1 + λ) ≥ 1/(1 + λ 1 ). So, in particular, (5.7) yields
which implies the required bound.
Proof of Theorem 2.5
Let α be an algebraic integer with degree d greater than
where
are given in Lemma 3.5. Applying this lemma to y := α 2 j , where j = 1, . . . , s, and summing up over j we find that
Note that there is nothing to prove if at least one conjugate of α is greater than √ 2d, because then the right side of (2.5) is greater than 2d/(s + t) ≥ 2 which is better than required. So, in all what follows without restriction of generality we may assume that |α s+j | ≤ √ 2d for j = 1, . . . , t. Clearly,
where D i and H i are the degree and the height of the polynomial Q i , respectively. Similarly, To complete the proof of the theorem it suffices to show that 1.79193s − At log(Bd) > 1.79192(s + t), which is equivalent to 10 −5 s > At log(Bd) + 1.79192t.
Multiplying both sides of this inequality by 10 5 and adding 2t we obtain the following equivalent inequality:
5 At log(Bd) + 179192t + 2t = 10 5 At log(Bd) + 179194t.
We will show that the stronger inequality and D := max{B, E + 1}
depending on e 1 , . . . , e m and Q 1 , . . . , Q m only. Indeed, in view of the upper bound on t, namely, t < δd/ log d, the first lower bound on d, namely, d ≥ D ≥ B, and the choice of δ the right side of (6.2) is less than This completes the proof of (6.2) and the proof the theorem.
