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a b s t r a c t
We introduce the notion of a chopped and sliced cone in combinatorial geometry and
prove a structure theorem expressing the number of integral points in a slice of such a
cone bymeans of a vector partition function. We observe that this notion applies to weight
multiplicities of Kac–Moody algebras and to Clebsch–Gordan coefficients for semisimple
Lie algebras. This has algorithmic applications, aswe demonstrate computing some explicit
examples.
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1. Introduction
The first occurrence of a polyhedral model of a representation is the notion of a Gelfand–Tsetlin pattern as considered
by Gelfand and Tsetlin in 1950 [1]: Given the irreducible rational representation of GLn(C) of highest weight λ = (λ1 ≥
· · · ≥ λn) ∈ Zn, there is a basis of the representation space and a polytope Cλ ⊂ Rn(n−1)/2 such that the basis vectors
correspond bijectively to points in Cλ with integral coordinates (or ‘‘integral points’’ for short). Moreover the family (Cλ)
depends linearly on λ in the sense that it is given by linear inequalities on Rn(n−1)/2 × Rn. Moreover the constructed bases
consist of weight vectors and the weight is given by a linear function on Rn(n−1)/2. Hence all questions about dimensions of
irreducible rational representations V (λ) and of their weight spaces V (λ)µ are reduced to the problem of determining the
number of integral points in certain families of polytopes.
There are several generalizations of this; I would like to report on two of them. The first one is formed by the patterns
introducedby Littelmann [2]: For these,GLn(C) is replaced by a symmetrizable Kac–Moody algebra g. To every highestweight
representation there is an associated crystal graph as defined byM. Kashiwara and realized by Littelmann’s pathmodel. This
colored graph is used to define, given any elementw ∈ W of the Weyl group with a fixed reduced decomposition, a family
of polytopes (Cλ) in Rlength(w) such that integral points in Cλ correspond bijectively to elements of the crystal basis of the
Demazure module Vw(λ). Statements similar to the ones given for GLn(C) hold about the dependence of Cλ on λ and about
the weight as a function on Cλ. In particular, if g is finite dimensional one can choose w to be the longest element of the
Weyl group and integral points of Cλ will correspond to elements of the crystal basis of the irreducible module V (λ).
Note that Littelmann’s patterns allow for dealing with problems concerning weight multiplicities in irreducible
representations (as do the classical Gelfand–Tsetlin patterns). Berenstein and Zelevinsky [3] introduce a similar polyhedral
model allowing for the expression of tensor product multiplicities cµλν = [V (λ) ⊗ V (ν) : V (µ)] in terms of integral points
in polytopes. As dim V (λ)µ = limν→∞ cµ+νλν this should be seen as a generalization of the polyhedral models for weight
multiplicities.
The exploitation of the structure imposed on representations by the presence of these models has not been fully
accomplished, even for the case of classical Gelfand–Tsetlin patterns. Interesting results in the case of classical Gelfand–
Tsetlin patterns have been obtained by Billey, Guillemin and Rassart [4] as follows: They consider the equations and
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Fig. 1.Maps defining a chopped and sliced cone.
inequalities defining the polytopes Cλ and the preimage Cλµ of a given weight µ under the (linear) weight map on C
λ. By a
clever change of variables they obtain an expression of the weight multiplicity function for slk(C) in the form
dim V (λ)µ = ΦEk
(
Bk
(
λ
µ
))
,
where Ek and Bk are integral matrices, ΦEk is the vector partition function associated with Ek, and
(
λ
µ
) ∈ Z2k is the vector
obtained by concatenating λ andµ [4, Th. 2.1]. This has some useful corollaries, for example using the structure theorem on
vector partition functions [5–7] it follows that the weight multiplicity function is piecewise quasi-polynomial as a function
of (λ, µ). This opens a number of questions, namely to count the number of regions of quasi-polynomiality (as a function of
k), to compare them to the regions of polynomiality of the Duistermaat–Heckman measure, to determine the actual quasi-
polynomialswhich constitute theweightmultiplicity function, and to study their properties. The answers to these questions,
though, seem to be currently out of reach except in some cases of small rank.
The purpose of this note is to set up a general framework, the chopped and sliced cone, in which the three above-
mentioned cases [1–3] are subsumed.
2. Chopped and sliced cones
We define a new structure in combinatorial geometry, the chopped and sliced cone. To each chopped and sliced cone we
associate a family of sequences of discrete measures. We note that each such sequence converges weakly to an absolutely
continuous measure. Finally, to each chopped and sliced cone we associate a vector partition function such that important
numerical quantities can be in principle calculated by evaluating that vector partition function. Current computational
techniques, though, only allow a very limited range of examples to be actually treated this way.
2.1. Introduction
Let K ,Λ andQ be free Abelian groups of finite rank. Let Λ˜+ and R+ be free Abelianmonoids of finite rank. The free Abelian
groups generated by a basis of Λ˜+ respectively R+ are denoted by Λ˜ and R. On Λ˜, consider the partial order defined by x ≤ y
if y − x ∈ Λ˜+ and similarly for R. Let p : K → Λ˜, q : K → Q , r : K → R and s : Λ → Λ˜ be homomorphisms of Abelian
groups. Let KR = K ⊗Z R and similarly for the other groups. The extensions of p, q, r and s to these real vector spaces are still
denoted by the same symbol. Fig. 1 contains an overview over these maps.
Definition 1. A 9-tuple (K ,Λ,Q , Λ˜+, R+, p, q, r, s) as above, or the cone
C = {x ∈ KR : r(x) ≥ 0}, (1)
is called a chopped and sliced cone if the set
Cλ = {x ∈ KR : r(x) ≥ 0, p(x) ≤ s(λ)}
is bounded for all λ ∈ Λ.
For λ ∈ Λ and β ∈ Q , define
Cλβ = {x ∈ Cλ : q(x) = β}.
In order to simplify notation, for the rest of the chapter we assume without loss of generality thatΛ = Λ˜ and s = id.
2.2. Measures associated with chopped and sliced cones
For a fixed chopped and sliced cone C we define some measures on QR, thus obtaining an abstract version of Heckman’s
theorem [8]. This is straightforward, so is just reportedwithout proof. All appearing real vector spaces are topological spaces
with the natural topology and as such are equipped with the σ -algebra of Borel sets. For any set A let δA denote the counting
measure associated with A. If A = {β} contains only one element, we abbreviate δβ = δ{β} for the corresponding Dirac
measure concentrated in β . For any measurable map φ let φ∗ denote the push-forward of measures under φ. For λ ∈ Λ and
n ∈ Z+ let
µλ =
∑
β∈Q
|Cλβ ∩ K | · δβ = q∗δCλ∩K
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and
µ
(n)
λ =
1
nrk(K)
( 1
n idQR
)
∗ µnλ.
Let λKR be the Lebesgue measure on KR, normalized such that K has covolume 1. For a measurable subsetM ⊂ KR let λM be
the λKR-absolutely continuous measure with density 1M , the characteristic function ofM . For λ ∈ Λwe define
µ˜λ = q∗λCλ .
These measures are finite for any chopped and sliced cone C .
Theorem 1. Let C be a chopped and sliced cone such that q has full rank. Let λ ∈ Λ. Then µ(n)λ converges weakly towards µ˜λ for
n→∞. Moreover, the limit measure µ˜λ is absolutely continuous with respect to the Lebesgue measure on QR.
2.3. Cones and vector partition functions
We start by recalling some definitions: Let Y be a free Abelian group of finite rank and X+ a free Abelian monoid of
finite rank. Let X be the free Abelian group generated by a basis of X+. Let E : X → Y be a homomorphism such that
ker E ∩ X+ = {0}. One defines the vector partition functionΦE : Y → Z+ associated with E byΦE(y) = |{x ∈ X+ : Ex = y}|.
A function f : Y → Z+ is called a quasi-polynomial if there is a subgroup Z ⊂ Y of finite index and a family (fy¯)y¯∈Y/Z of
polynomial functions on Y such that f (y) = fy¯(y) for all y ∈ Y . A fan in Y is a set F of rational convex polyhedral cones in YR
such that any face of a cone in F is itself contained in F and such that the intersection of any two cones in F is a face of both.
Theorem 2. Let C ⊂ K be a pointed chopped and sliced cone.
1. There are free Abelian groups X and Y and morphisms E : X → Y and B : Λ× Q → Y such that |Cλβ ∩ K | = ΦE
(
B
(
λ
β
))
.
2. There is a fan F inΛ×Q such that the functionΛ×Q → Z+, (λ, β) 7→ |Cλβ ∩ K | is quasi-polynomial on any of the maximal
cones of F and vanishes outside F . There exist algorithms to compute the fan F and the quasi-polynomials associated with its
maximal cones.
For the proof, let C be a pointed chopped and sliced cone. We use the symbols R,Λ, Λ˜, Q , p, q, r , s as in Section 2.1. As of
the free Abelian group K , fix a free Abelian monoid K+ of finite rank and let K be the free Abelian group generated by a basis
of K+. Because of the following lemma we can suppose that C ⊂ K+.
Lemma 1. Let C ⊂ Rn be a rational pointed convex polyhedral cone. Then there is a matrix A ∈ GLn(Z) such that AC ⊂ Rn+.
Proof. Choose a primitive vector φ1 ∈ (Zn)∨ ⊂ (Rn)∗ such that φ1 > 0 on C \ {0}. Complete φ1 to a basis {φ1, . . . , φn} of
(Zn)∨. For k ∈ Z, let φ(k)1 = φ1 and φ(k)i = φi + kφ1 for i = 2, . . . , n. Then {φ(k)1 , . . . , φ(k)n } is still a basis of (Zn)∨, and for
large k it fulfills φ(k)i (C) ≥ 0 for all i. 
When dealing with chopped and sliced cones C ⊂ K+, it is generally convenient to slightly modify the definition as
follows: Replace (1) by C = {x ∈ (KR)+ : r˜(x) ≥ 0}. This way, one can potentially decrease the rank of R. For example, the
cone C = {a ∈ R2 : a2 ≥ 0, a1 ≥ a2} would originally be described by r =
(
0 1
1 −1
) : Z2 → Z2. But as C ⊂ R2+, we can also
write C = {a ∈ R2+ : a1 ≥ a2}, so C can be described by r˜ = ( 1 −1 ) : Z2 → Z1. This way, the rank of R has been decreased
from 2 to 1.
Proof of Theorem 2. By Lemma 1, suppose that C ⊂ K+. Replace the map r : K → R defining C by a map r˜ : K → R˜ by
omitting the inequalities defining K+, as explained above.
For λ ∈ Λ, β ∈ Q we have
|Cλβ ∩ K | = |{x ∈ K+ : r˜(x) ≥ 0, p(x) ≤ s(λ), q(x) = β}|
= |{x ∈ K+ : ∃y ∈ R˜+, z ∈ Λ˜+ : r˜(x)− y = 0, p(x)+ z = s(λ), q(x) = β}|
= ΦE
( 0R˜
s(λ)
β
)
for
E =
(r˜ −idR˜ 0
p 0 idΛ˜
q 0 0
)
: K × R˜× Λ˜→ R˜× Λ˜× Q .
If we define( 0R˜
s(λ)
β
)
= B
(
λ
β
)
T. Bliem / Journal of Pure and Applied Algebra 214 (2010) 1152–1164 1155
for
B =
(0 0
s 0
0 idQ
)
: Λ× Q → R˜× Λ˜× Q
and X = K × R˜× Λ˜, Y = R˜× Λ˜× Q , we get part (1).
To show part 2, note that by the structure theorem on vector partition functions (Dahmen, Micchelli [6], Sturmfels [7]),
there is a fan F˜ in Y and a family (gc˜) of quasi-polynomials, indexed by the maximal cones of F˜ , such that ΦE = gc˜ on c˜. Let
F be the fan consisting of all B−1(c˜) for c˜ ∈ F˜ . For all c ∈ F fix a c˜ ∈ F˜ such that c = B−1(c˜) and let fc = gc˜ ◦ B. Then the
function (λ, β) 7→ |Cλβ ∩ K | is quasi-polynomial on the maximal cones of F . The quasi-polynomials fc are obtained from the
quasi-polynomials gc˜ by a linear change of parameters. Hence the task of computing F and its quasi-polynomials is reduced
to the task of computing the fan and the quasi-polynomials of a vector partition function. Indications on how to do this will
be given in Section 5. 
Note that the image of B will typically intersect only a small fraction of the maximal cones of F˜ . E.g., in the example
computed in Section 6.2, the cone F˜ has 320 maximal cones. Yet, intersecting them with the image of B, one obtains only
43 full-dimensional cones in ΛR × QR, i.e., the fan F has only 43 maximal cones. (It turns out that on some of the adjacent
maximal cones of F , the quasi-polynomials coincide, reducing the number of relevant maximal cones from 43 to 33; cf.
Warning 1 below.) It would be computationally advantageous to use an algorithm which computes F directly, avoiding the
computation of F˜ .
3. Application to weight multiplicities of Demazure modules
For Kac–Moody algebras we use the notation as in Kac’ book [9], namely: Let A = (aij) be an (n× n)-generalized Cartan
matrix with a realization (h,Π,Π∨), i.e. Π = {α1, . . . , αn} ⊂ h∗, Π∨ = {α∨1 , . . . , α∨n } ⊂ h such that 〈α∨i , αj〉 = aij. Let
Q ⊂ h∗ be the root lattice and P ⊂ h∗ the weight ‘‘lattice’’ with dominant weights P+. Let h′ ⊂ h be the vector space
generated byΠ∨. LetΛ be the quotient of P obtained by restricting linear forms to h′, andΛ+ the image of P+. Then Q and
Λ are free Abelian groups of rank n. The restriction P → Λ is denoted by λ 7→ λ¯.
Theorem 3. Let g be a symmetrizable Kac–Moody algebra andw ∈ W an element of length l of its Weyl group. Let K = Zl.
1. There is a chopped and sliced cone C ⊂ KR withΛ and Q as above, such that for all λ ∈ P+ and β ∈ Q we have
dim Vw(λ)λ−β = |C λ¯β ∩ K |.
2. There is an Abelian group Y of finite rank, a homomorphism B : Λ × Q → Y and a vector partition function ΦE : Y → Z+
such that
dim Vw(λ)λ−β = ΦE
(
B
(
λ¯
β
))
for all λ ∈ P+, β ∈ Q .
3. The weight multiplicity function is piecewise quasi-polynomial as a function of (λ, β).
Proof. Because of Theorem 2, parts (2) and (3) follow from (1). To show (1), in addition to K , Λ and Q as given above, we
have to find R, Λ˜, p, q, r , and s as in Section 2.1, such that the stated equality holds. We deduce this from the existence of
Littelmann’s patterns [2].
Let (Bw(pi), (ei)ni=1, (fi)
n
i=1) be a path model for the crystal graph of Vw(λ) as defined in [10]. Here, pi is the path
corresponding to the highest weight vector and ei, fi are the root operators. Fix a reduced decompositionw = si1 · · · sil ofw.
Then, for λ ∈ P+, there is a subset Sλ ⊂ K such that a 7→ f a1i1 · · · f
al
il
pi defines a bijection Sλ → Bw(pi). Let S = ⋃λ∈P+ Sλ.
By [2, Pr. 1.5a and Co. 1], S is the set of integral points in a rational convex polyhedral cone C ⊂ KR. Let R be a free Abelian
group, the rank being the number of facets of C . Then the inequalities defining C can be stated in the form r(a) ≥ 0 for a
linear map KR → RR. As C is rational, one can in fact choose r : K → R.
By [2, Pr. 1.5b], Sλ is the set of integral points in a convex polytope Cλ ⊂ C , given as a subset of C by the additional
inequalities
aj +
l∑
k=j+1
〈α∨ij , αik〉ak ≤ 〈α∨ij , λ〉
for j = 1, . . . , l. These are l inequalities, the left-hand side of which depends linearly on a and the right-hand side of which
depends linearly on λ¯. Hencewe can choose Λ˜ = Zl and p, q such that the inequalities can bewritten in the form p(a) ≤ s(λ¯).
Given a ∈ Sλ, the corresponding element f a1i1 · · · f
al
il
pi has weight λ−∑lj=1 ajαij . So, for fixed β ∈ Q , the elements a ∈ Sλ
of weight λ−β are those satisfying∑lj=0 ajαij = β . The left-hand side of this equation depends linearly on a, so if we denote
this linear map by q, we have constructed a chopped and sliced cone having the property stated in the theorem. 
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Consider the case where w is the longest element of the Weyl group. Then, for g = slk(C), this can be proved using
classical Gelfand–Tsetlin patterns [4, Th. 2.1].
A different approach when g is semisimple is to compute quasi-polynomial expressions for Kostant’s partition function
and to deduce formulas for weight-multiplicities by Kostant’s multiplicity formula. For the classical Lie algebras, this has
been undertaken by Ch. Cochet [11], using previous computations of Kostant’s partition function in these cases [12].
Note that these approaches are capable of computing quasi-polynomial expressions forweightmultiplicities as a function
of (λ, β), as opposed to more classical approaches which compute individual weight multiplicities given fixed (λ, β). Of
course, this also yields an algorithm for computing individual weight multiplicities by evaluating the corresponding quasi-
polynomial at a given (λ, β). As quasi-polynomials can be evaluated in polynomial time, it is immediate that, for any fixed
g, this yields a polynomial-time algorithm for computing individual weight multiplicities.
4. Application to Clebsch–Gordan coefficients
In this chapter, we assume that g is of finite type, i.e., a complex semisimple Lie algebra of rank n. Let Q ⊂ P ⊂ h∗ denote
the root lattice respectively theweight lattice. For λ, ν ∈ P , β ∈ Q let cλνβ = [V (λ)⊗V (ν) : V (λ+ν−β)] be themultiplicity
of V (λ+ ν − β) in V (λ)⊗ V (ν).
Theorem 4. Let g be a complex semisimple Lie algebra and l = length(w0) the length of the longest element of the Weyl group.
1. ForΛ = P × P and K = Zl there is a chopped and sliced cone C ⊂ KR such that for all (λ, ν) ∈ Λ and β ∈ Q we have
cλνβ = |C (λ,ν)β ∩ K |.
2. There is an Abelian group Y of finite rank, a homomorphism B : P× P×Q → Y and a vector partition functionΦE : Y → Z+
such that
cλνβ = ΦE
(
B
(
λ
ν
β
))
for all λ, ν ∈ P+, β ∈ Q .
3. The tensor product multiplicity function is piecewise quasi-polynomial as a function of (λ, ν, β).
Proof. As before, (2) and (3) follow directly from (1), so we have to show (1). This follows from [3, Th. 2.4] as follows: Fix a
reduced decomposition w = si1 · · · sil of w and let i = (i1, . . . , il) ∈ {1, . . . , n}l. Let Lg be the Langlands dual Lie algebra to
g. For a finite-dimensional Lg-module V and γ , δ ∈ P∨ weights of V , a tuple c = (c1, . . . , cl) ∈ Zl+ is called an i-trail from
γ to δ in V if
∑
k ckαik = γ − δ and ec1i1 · · · e
cl
il
: Vδ → Vγ is non-zero. Then, by the above-cited theorem, cλνβ is equal to the
number of tuples (t1, . . . tl) ∈ Zl such that:
1.
∑l
k=1 cktk ≥ 0 for all i ∈ {1, . . . , n} and all i-trails c from ω∨i tow0siω∨i in V (ω∨i ).
2.
∑l
k=1 tkαik = β .
3.
∑l
k=1 cktk ≥ −〈α∨i , λ〉 for all i ∈ {1, . . . , n} and all i-trails c from ω∨i tow0siω∨i in V (ω∨i ).
4. tk +∑lj=k+1 aikij tj ≤ 〈α∨ik , ν〉 for all k ∈ {1, . . . , l}.
(1) is a system of linear inequalities, giving rise to a cone C ⊂ KR. (3) and (4) are systems of linear inequalities depending
linearly on λ respectively on ν, so they define a chopping C (λ,ν). (2) is a system of linear equations depending linearly on β ,
this defines the slices. 
Note thatDe Loera andMcAllister [13] have also studiedClebsch–Gordan coefficients for general gbyusing the polyhedral
model from [3]. Our approach is very similar to theirs.
Theorem 4 yields an algorithm to compute quasi-polynomial expressions for cλνβ as functions of (λ, ν, β), as opposed
to being only capable of computing individual cλνβ for fixed (λ, ν, β). As for weight multiplicities, this yields immediately a
polynomial-time algorithm for computing individual cλνβ for fixed g (by evaluation of quasi-polynomials). Also, considering
(kλ, kν, kβ) for variable k and fixed (λ, ν, β), this entails quasi-polynomiality in k of the stretched Clebsch–Gordan
coefficients ckλ,kνkβ . Both of these results are also shown in [13].
We have implicitly defined cλνβ to be 0 if λ, ν, or λ+ ν−β are non-dominant. Hence the inequalities defining the regions
of quasi-polynomiality, as computed by our algorithm, always entail that λ, ν and λ+ ν − β are dominant.
As for the weight multiplicities, a different approach is to use quasi-polynomial expressions for Kostant’s partition
function and to obtain Clebsch–Gordan coefficients using Steinberg’s formula. Ch. Cochet has employed this for the classical
Lie algebras [11]. The type A case (Littlewood–Richardson coefficients) has been studied by E. Rassart using Steinberg’s
formula as well as the hive model [14].
5. Computing vector partition functions
In order to finish the proof of Theorem 2, we need to describe an algorithm that, given a matrix E defining a vector
partition functionΦE , computes the regions of quasi-polynomiality ofΦE and the list of corresponding quasi-polynomials.
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5.1. Computing the regions of quasi-polynomiality
Let E ∈ Z(n,N) be a matrix such that ker(E) ∩ RN+ = {0}, i.e., such that the vector partition function ΦE : Zn → Z+ is
defined. Suppose that rk(E) = n. This section describes how to compute a fan F˜ = fan(E) such thatΦE is quasi-polynomial
on each maximal cone of F˜ .
We start by recalling some definitions. Let a1, . . . , aN be the column vectors of E. A subset σ ⊂ {1, . . . , N} is called
basic if the corresponding column vectors (ai)i∈σ form a basis of Rn. In this case we write cone(σ ) for the cone generated
by (ai)i∈σ . Cones of the form cone(σ ) are called basic cones. The fan considered in [6,7] is the coarsest fan such that every
basic cone is a union of cones in F (i.e., the ‘‘common refinement’’ of the basic cones, [7, p. 304]). Hence the maximal cones
in F˜ are the minimal n-dimensional cones which can be written as an intersection of basic cones. By a regular vector for E
we mean a vector contained in the interior of a maximal cone of F˜ .
The idea of the algorithm is to traverse the graph whose vertices are the maximal cones of F˜ , two vertices being adjacent
if they share a common facet. A maximal cone c˜ in F˜ can be represented by the set of basic sets σ such that cone(σ ) ⊃ c˜. An
initial maximal cone c˜0 can be found by choosing an arbitrary regular vector h0 and taking
c˜0 =
⋂
σ :cone(σ )3h0
cone(σ ).
The remaining step is to describe the adjacency relation explicitly.
Lemma 2. Let c˜ be a maximal cone in F˜ and f a facet of c˜. LetΣf (c˜) := {σ basic : cone(σ ) ⊃ f , cone(σ ) ⊃ c˜ =⇒ ∂cone(σ )
6⊃ f }.
1. c˜ has a neighbor in direction f if and only ifΣf (c˜) 6= ∅.
2. In this case the neighbor of c˜ in direction f is
⋂
σ∈Σf (c˜) cone(σ ).
Proof. First, suppose that c˜ has a neighbor c˜′ in direction f . Let σ be a basic set such that cone(σ ) ⊃ c˜′. As f is also a facet
of c˜′, it follows that cone(σ ) ⊃ f . If cone(σ ) ⊃ c˜, then cone(σ ) ⊃ c˜ ∪ c˜′. As f intersects the interior of c˜ ∪ c˜′ nontrivially, it
follows that ∂cone(σ ) 6⊃ f . This shows that σ ∈ Σf (c˜).
On the other hand, let σ ∈ Σf (c˜). Similarly one sees that cone(σ ) ⊃ c˜′, so (2) is shown.
Next, suppose that c˜ has no neighbor in direction f , i.e., that f ⊂ ∂supp(F). Assume that Σf (c˜) 3 σ . Then cone(σ ) ⊃ f ,
and as f ⊂ ∂supp(F) it follows that cone(σ ) ⊃ c˜. By the second defining property ofΣf (c˜) it follows that ∂cone(σ ) 6⊃ f . On
the other hand f ⊂ cone(σ ) ∩ ∂supp(F) ⊂ ∂cone(σ ), a contradiction. 
Alternatively, one could use the algorithm described in [15, Section 4]. This proceeds also by graph traversal, but has
different methods for finding the initial vertex and the neighbors of a given vertex.
5.2. Computing the quasi-polynomials
For the computation of the quasi-polynomials, I use the algorithm also used by Baldoni et al. [12] to compute Kostant’s
partition function for classical root systems. See there for a more detailed description.
Let T := Rn/Zn. For any basic subset σ = {i1, . . . , in} let T (σ ) := (Zai1 + · · · + Zain)∨ mod Zn ⊂ T , where ∨ denotes the
dual lattice. The set T (σ ) contains vol(σ ) := |det(ai : i ∈ σ)| elements. Let Γ ⊂ T be the union of all T (σ ) for basic subsets
σ for A. Let 〈 , 〉 denote the standard bilinear form on Cn, 〈u, w〉 = u1w1 + · · · + unwn. For h ∈ Zn and g ∈ T let Fg,h(u) be
the meromorphic function on Cn given by
Fg,h(u) := e
〈u+2pi ig,h〉
N∏
k=1
(
1− e−〈u+2pi ig,ak〉) .
Let c˜ be a maximal cone of F˜ . Let JKc˜ denote the Jeffrey–Kirwan residue associated with c˜. Then by [16, Th. 3.1], the value of
ΦE on c˜ is given by
ΦE(h) =
∑
g∈Γ
JKc˜(Fg,h(u)). (2)
A basic subset σ = {i1, . . . , in} with i1 < · · · < in is called without broken circuits if there are no j ∈ {1, . . . , n} and
k ∈ {ij + 1, . . . ,N} such that the family (ai1 , . . . , aij , ak) is linearly dependent. For a maximal cone c˜ of the fan F˜ , let Bnb(c˜)
denote the set of basic subsets σ without broken circuits such that cone(σ ) ⊃ c˜. For a meromorphic function f (u) on Cn and
a basic subset σ , define the iterated residue of f with respect to σ to be
iresσ f (u) := res〈ain ,u〉=0 · · · res〈ai1 ,u〉=0 f (u).
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By [17, note after def. 5; (4); Th. 3.1] the Jeffrey–Kirwan residue of a meromorphic function f with poles along {〈a1, u〉 =
0} ∪ · · · ∪ {〈aN , u〉 = 0} is given by
JKc˜(f ) =
∑
σ∈Bnb(c˜)
1
vol(σ )
iresσ f . (3)
Combining (2) and (3) we obtain:
Proposition 1. On any maximal cone c˜ of F˜ , the vector partition function associated with E is given by
ΦE(h) =
∑
σ∈Bnb(c˜)
1
vol(σ )
∑
g∈Γ
iresσ Fg,h(u).
This formula is suitable for straightforward algorithmic implementation: The sets Bnb(c˜) and Γ can be computed
explicitly, and the calculation of residues is implemented in Maple or similar formal calculation software.
6. Examples
In the following, we compute regions of quasi-polynomiality and the corresponding quasi-polynomials for some weight
multiplicity functions.
Warning 1. Proceeding as indicated in the proof of Theorem 2, one will obtain a fan F such that the weight multiplicity
function is quasi-polynomial on eachmaximal cone of F . However, the quasi-polynomials can coincide for adjacentmaximal
cones. Hence, the term ‘‘the regions of quasi-polynomiality’’ should be used with caution.
Let (F , (fc)) be a fan and a family of quasi-polynomials indexed by its maximal cones. On the set of maximal cones in F ,
consider the equivalence relation induced by c ∼ c′ if c and c′ are adjacent and fc = fc′ . In the examples considered below,
it turns out that the union of equivalence classes is always convex. Hence, by gluing them, one still obtains a fan, the one
specified in the tables.
6.1. Gelfand–Tsetlin patterns for GL3(C)
As mentioned in the introduction, classical Gelfand–Tsetlin patterns fit into the framework of chopped and sliced cones.
We beginwith the example ofGL3(C) in order to explain how they do so, the generalization to arbitraryGLn(C) being obvious.
Fix a decreasing triple λ1 ≥ λ2 ≥ λ3 of integers. Recall [4, Section 1.2] that the Gelfand–Tsetlin basis elements of the
corresponding rational GL3(C)-module V (λ) are parameterized by triples (a, b, c) ∈ Z3 of integers, subject to the conditions
λ1 ≥ a ≥ λ2 ≥ b ≥ λ3 and a ≥ c ≥ b. The conditions become easy to remember if wewrite the parameters and coordinates
in the following triangular scheme, a so-called Gelfand–Tsetlin pattern:
λ1 λ2 λ3
a b
c
Namely, the inequalities state that any variable is bound to take values between its upper-right and upper-left neighbor.
Recall also that the weight of the basis vector corresponding to a specific Gelfand–Tsetlin diagram is
(c, a+ b− c, λ1 + λ2 + λ3 − a− b), (4)
the reversed vector of differences between consecutive row-sums.
In order to realize the set of all Gelfand–Tsetlin diagrams as a chopped and sliced cone, introduce new variables a˜, b˜, c˜
recording the difference between the corresponding component of the Gelfand–Tsetlin diagram and its upper-left neighbor:
a˜ = λ1 − a, b˜ = λ2 − b, c˜ = a− c . Then the inequalities defining the Gelfand-Tetlin diagrams become
a˜, b˜, c˜ ≥ 0 (5)
a˜ ≤ λ1 − λ2, b˜ ≤ λ2 − λ3, a˜− b˜+ c˜ ≤ λ1 − λ2. (6)
Now (5) defines the cone C = R3+ in KR = R3. As C is the full positive octant, it is defined (in the setup of Section 2.3) by the
zero map r˜ : Z3 → 0. For each λ, the inequalities (6) define a polytope Cλ ⊂ C . This is determined by
p =
(1 0 0
0 1 0
1 −1 1
)
, s =
(1 −1 0
0 1 −1
1 −1 0
)
.
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Table 1
Weight multiplicity function for GL3(C).
Conditions Polynomial
1 −λ2 + λ3 − β3 ≥ 0, λ1 − λ3 + β3 ≥ 0,−λ1 + λ2 + β1 ≥ 0, β2 ≥ 0 1+ λ1 − λ3 + β3
2 λ1 − λ2 ≥ 0,−λ1 + λ2 + β1 ≥ 0, β2 ≥ 0, λ2 − λ3 + β3 ≥ 0 1+ λ1 − λ2
3 −λ2 + λ3 − β3 ≥ 0, λ2 − λ3 ≥ 0,−β2 ≥ 0, λ1 − λ2 − β1 ≥ 0 1+ λ2 − λ3
4 −λ2 + λ3 − β3 ≥ 0, λ2 − λ3 − β2 ≥ 0, β2 ≥ 0, λ1 − λ2 − β1 ≥ 0 1+ λ2 − λ3 − β2
5 −λ1 + λ2 + β1 ≥ 0,−β2 ≥ 0,−λ3 + λ1 − β1 ≥ 0,−λ2 + λ3 − β3 ≥ 0 1+ λ1 − λ3 − β1
6 −β3 ≥ 0,−β2 ≥ 0, λ1 − λ2 − β1 ≥ 0, λ2 − λ3 + β3 ≥ 0 1− β3
7 β1 ≥ 0, β2 ≥ 0, λ1 − λ2 − β1 ≥ 0, λ2 − λ3 + β3 ≥ 0 1+ β1
8 λ1 − λ2 + β2 ≥ 0,−λ1 + λ2 + β1 ≥ 0,−β2 ≥ 0, λ2 − λ3 + β3 ≥ 0 1+ λ1 − λ2 + β2
All regions are subject to the additional condition β1 + β2 + β3 = 0.
Rewriting (4) in terms of the coordinates a˜, b˜, c˜ we see that the basis vector corresponding to a specific Gelfand–Tsetlin
diagram has weight µ = (λ1 − a˜ − c˜ , c˜ + λ2 − b˜, a˜ + b˜ + λ3). In other words, the difference β = λ − µ = (a˜ + c˜ , b˜ − c˜ ,
−a˜− b˜) depends linearly on a˜, b˜, c˜ , the linear dependence being given by
q =
( 1 0 1
0 1 −1
−1 −1 0
)
.
The construction in the proof of Theorem 2 yields
E =

1 0 0 1 0 0
0 1 0 0 1 0
1 −1 1 0 0 1
1 0 1 0 0 0
0 1 −1 0 0 0
−1 −1 0 0 0 0
 , B =

1 −1 0 0 0 0
0 1 −1 0 0 0
1 −1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 .
The statement of Theorem 2 becomes:
Proposition 2. The weight multiplicity function for rational GL3(C)-modules is given by
dim V (λ)λ−β = ΦE
(
B
(
λ
β
))
for E, B as above. In particular, it is piecewise quasi-polynomial as a function of (λ, β) or (λ, µ).
The explicit regions of quasi-polynomiality and the corresponding quasi-polynomials (actually polynomials) are given
in Table 1. We use the convention that dim V (λ)µ = 0 if λ is not dominant. In particular, the inequalities given in each row
of the table imply that λ is dominant. The same holds true for the subsequent examples.
Note that E is a 6 × 6 matrix of rank 5. Hence there is only one linear relation, and it follows that the vector partition
functionΦE is given by linear polynomials. This can also be observed in the table.
6.2. Weight multiplicities for type B2
Let g be the simple Lie algebra of type B2. In this section we apply Theorem 3 to obtain the complete weight multiplicity
function for irreducible g-modules. Choose the numbering of the roots such that α2 is the long root, i.e., such that the Dynkin
diagram is 1 ⇐= 2. Consider the reduced decomposition w0 = s1s2s1s2 of the longest element of the Weyl group. In this
case, K = Z4. Denote the coordinates by a22, a11, a12, a13. Then the cone C is given by the inequalities
2a11 ≥ a12 ≥ 2a13 ≥ 0, a22 ≥ 0.
Hence R˜ = Z2 and
r˜ =
(
0 2 −1 0
0 0 1 −2
)
.
For a dominant weight λ = λ1ω1 + λ2ω2, the polytope Cλ is given inside C by the additional inequalities
a13 ≤ λ2,
a12 ≤ λ1 + 2a13,
a11 ≤ λ2 + a12 − 2a13,
a22 ≤ λ1 + 2a11 − 2a12 + 2a13.
Hence Λ˜ = Z4,Λ = Z2 and
p =
0 0 0 10 0 1 −20 1 −1 2
1 −2 2 −2
 , s =
0 11 00 1
1 0
 .
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For an element β = β1α1 + β2α2 of the root lattice, the polytope Cλβ is given inside Cλ by the additional equations
a22 + a12 = β1, a11 + a13 = β2.
Hence Q = Z2 and
q =
(
1 0 1 0
0 1 0 1
)
.
Hence
E =

0 2 −1 0 −1 0 0 0 0 0
0 0 1 −2 0 −1 0 0 0 0
0 0 0 1 0 0 1 0 0 0
0 0 1 −2 0 0 0 1 0 0
0 1 −1 2 0 0 0 0 1 0
1 −2 2 −2 0 0 0 0 0 1
1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0

and
B =

0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

.
Hence Theorem 3 yields:
Proposition 3. Let g be of type B2. Choose coordinates on the weight lattice with respect to the fundamental weights, and on the
root lattice with respect to the simple roots. Then the weight multiplicity function of g is given by
dim V (λ)λ−β = ΦE
(
B
(
λ
β
))
for E and B as above. Specifically, the weight multiplicity function is the piecewise quasi-polynomial function given in Tables 2
and 3.
If we fix a highest weight λ and consider the weight multiplicity function only as depending on β , the regions in R4 yield
polygons in R2 ' QR, hence a decomposition of the Weyl polytope. For two choices of λ, the decomposition of the Weyl
polytope and the corresponding regions are depicted in Fig. 2, with respect to the indicated root system.1 Note that the
regions no. 8, 13, 22, 26 only occur when λ1 ≤ λ2, for λ1 ≥ λ2, the regions 6, 9, 24, 28 appear instead. Similarly, the regions
3, 15, 16, 19 only occur when 2λ1 ≤ λ2, for 2λ1 ≥ λ2 the regions 12, 18, 23, 29 appear instead.
Consider the operation of the Weyl groupW = 〈s1, s2〉 on Z4 ' Λ × Q given by the trivial action on the λ coordinates
and the natural action on the β coordinates. It is given by
s1 7→
1 0 0 00 1 0 01 0 −1 2
0 0 0 1
 , s2 7→
1 0 0 00 1 0 00 0 1 0
0 1 1 −1
 .
As the weight multiplicities of a fixed representation are W -invariant, this induces an operation of W on the regions of
quasi-polynomiality. (Beware Warning 1, though: Algorithms will generally output finer fans, on which W does not act.)
The orbits of this operation are {1, 2, 11, 21, 14, 25, 30, 32}, {3, 15, 19, 16}, {4, 7, 27, 31}, {5, 17, 20, 33}, {6, 9, 24, 28}, {8, 13,
22, 26}, {10} and {12, 18, 23, 29}. As weight multiplicities areW -invariant, one could just pick one region in each orbit, and
still recover the complete weight multiplicity function from just these lines in Tables 2 and 3.
Note that this example has also been studied by different methods (Howe duality) in [18].
1 See http://www.mi.uni-koeln.de/∼tbliem/so5-weylpolytope-decomposition/ for an interactive version of this figure.
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Table 2
Weight multiplicity function for type B2 (part 1).
Conditions Polynomial
1 λ2 − β2 ≥ 0, λ1 − β1 ≥ 0, β1 − β2 ≥ 0,−β1 + 2β2 ≥ 0 12β1 + 12β2 + β2β1 − 12β22 + 78 − 14β21 + 18 (−1)β1
2 β1 − 2β2 ≥ 0, λ2 − β2 ≥ 0,−λ1 + β1 ≥ 0, λ1 − β1 + β2 ≥ 0 12λ1− 12β1+ 32β2− 14λ21+ 12β22 + 78 − 14β21 + 18 (−1)β1+λ1 + 12λ1β1
3 λ2 − β2 ≥ 0, −λ1 + β1 ≥ 0, −β1 + 2β2 ≥ 0, β1 − β2 ≥ 0,
λ1 − β1 + β2 ≥ 0
1
8 (−1)β1 + 12λ1 + 12β2 − 14λ21 + 34 − 12β22 − 12β21 + 12λ1β1 +
1
8 (−1)β1+λ1 + β2β1
4 β1 ≥ 0, λ2 − β2 ≥ 0,−β1 + β2 ≥ 0, λ1 − β1 ≥ 0 18 (−1)β1 + β1 + 14β21 + 78
5 β2 ≥ 0, β1 − 2β2 ≥ 0, λ1 − β1 ≥ 0, λ2 − β2 ≥ 0 1+ 32β2 + 12β22
6 β1 − β2 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0,−β1 + 2β2 ≥ 0,−λ2 + β2 ≥ 0,
λ1 − β1 ≥ 0
1
2λ2 + 12β1 + β2β1 − β22 − 14β21 + λ2β2 − 12λ22 + 18 (−1)β1 + 78
7 λ1−β1+2β2 ≥ 0,−λ1+β1−β2 ≥ 0, β1−2β2 ≥ 0, λ2−β2 ≥ 0 λ1 − β1 + 2β2 + 14λ21 + 18 (−1)β1+λ1 + β22 + 78 − 12λ1β1 + 14β21 +
λ1β2 − β2β1
8 −λ1 + β1 ≥ 0, λ1 ≥ 0, λ2 − β2 ≥ 0,−β1 + β2 ≥ 0} 12λ1 + 12β1 − 14λ21 + 34 + 12λ1β1 + 18 (−1)β1+λ1 + 18 (−1)β1
9 −λ1+β1 ≥ 0, λ1−β1+β2 ≥ 0, λ1+2λ2−β1 ≥ 0,−λ2+β2 ≥ 0,
β1 − 2β2 ≥ 0
1
2λ2 + 12λ1 − 12β1 + β2 − 14λ21 − 14β21 + λ2β2 + 12λ1β1 − 12λ22 +
1
8 (−1)β1+λ1 + 78
10 λ1 + λ2 − β2 ≥ 0, λ1 + 2λ2 − β1 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0,
λ1 − β1 + β2 ≥ 0,−λ1 + β1 ≥ 0
1
2λ2 + 12λ1 − 14λ21 + 34 − β22 − 12β21 + λ2β2 + 18 (−1)β1 + 12λ1β1 −
1
2λ
2
2 + 18 (−1)β1+λ1 + β2β1
11 2λ2 + β1 − 2β2 ≥ 0,−λ2 + β2 ≥ 0,−β1 + β2 ≥ 0, λ1 − β1 ≥ 0 12λ2 + β1 − 12β2 − 12β22 + 14β21 + 78 + λ2β2 + 18 (−1)β1 − 12λ22
12 −λ2 + β2 ≥ 0, λ2 ≥ 0, β1 − 2β2 ≥ 0, λ1 − β1 ≥ 0 1+ 12λ2 + β2 + λ2β2 − 12λ22
13 −β1 + 2β2 ≥ 0,−λ1 + β1 − β2 ≥ 0, λ1 ≥ 0, λ2 − β2 ≥ 0 λ1− 12β1+β2+ 14λ21+ 34 +λ1β2+ 18 (−1)β1+ 18 (−1)β1+λ1− 12λ1β1
14 −λ1+β1−β2 ≥ 0, λ1+2λ2−β1 ≥ 0,−λ2+β2 ≥ 0, β1−2β2 ≥ 0 12λ2+λ1−β1+ 32β2+ 14λ21+ 12β22 +λ1β2+ 14β21 +λ2β2− 12λ22−
β2β1 − 12λ1β1 + 78 + 18 (−1)β1+λ1
15 −β1+β2 ≥ 0,−λ2+β2 ≥ 0, 2λ2+β1−2β2 ≥ 0, λ1+λ2−β2 ≥ 0,
−λ1 + β1 ≥ 0
1
2λ2 + 12λ1 + 12β1 − 12β2 + 18 (−1)β1 − 14λ21 + 34 − 12β22 + λ2β2 −
1
2λ
2
2 + 18 (−1)β1+λ1 + 12λ1β1
16 −λ1 − λ2 + β2 ≥ 0, λ1 + 2λ2 − β1 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0,
λ1 − β1 + β1 ≥ 0, β1 − β2 ≥ 0
λ2+λ1− 12β2+ 18 (−1)β1 + 14λ21+ 34 − 12β22 −λ1β2− 12β21 +λ2λ1+
1
2λ1β1 + 18 (−1)β1+λ1 + β2β1
17 λ2+β1−β2 ≥ 0,−2λ2−β1+2β2 ≥ 0,−β1+β2 ≥ 0, λ1−β1 ≥ 0 1+ 32λ2 + 32β1 − 32β2 + 12β22 + 12β21 − λ2β2 + 12λ22 + λ2β1 − β2β1
18 β1 − β2 ≥ 0, λ2 ≥ 0,−2λ2 − β1 + 2β2 ≥ 0, λ1 − β1 ≥ 0 1+ 32λ2 + β1 − β2 − λ2β2 + 12λ22 + λ2β1
6.3. Weight multiplicities for type G2
Let g be the simple Lie algebra of type G2. As before, one obtains an explicit description of theweightmultiplicity function
as a composition of a vector partition function and a linear map. Now, the matrices defining the vector partition function
and the linear map, respectively, are
E =

0 3 −1 0 0 0 −1 0 0 0 0 0 0 0 0 0
0 0 2 −3 0 0 0 −1 0 0 0 0 0 0 0 0
0 0 0 3 −2 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 1 −3 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 −3 0 0 0 0 0 1 0 0 0 0
0 0 0 1 −1 2 0 0 0 0 0 0 1 0 0 0
0 0 1 −3 2 −3 0 0 0 0 0 0 0 1 0 0
0 1 −1 2 −1 2 0 0 0 0 0 0 0 0 1 0
1 −3 2 −3 2 −3 0 0 0 0 0 0 0 0 0 1
1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0

,
B =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

.
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Table 3
Weight multiplicity function for type B2 (part 2).
Conditions Polynomial
19 −λ1+β1−β2 ≥ 0,−λ2+β2 ≥ 0,−β1+2β2 ≥ 0,λ1+2λ2−β1 ≥ 0,
λ1 + λ2 − β2 ≥ 0
1
2λ2 + λ1 − 12β1 + 12β2 + 14λ21 + 34 − 12β22 + λ1β2 + λ2β2 − 12λ22 −
1
2λ1β1 + 18 (−1)β1 + 18 (−1)β1+λ1 ,
20 λ1 + λ2 − β1 + β2 ≥ 0,−λ1 − 2λ2 + β1 ≥ 0,−λ1 + β1 − β2 ≥ 0,
β1 − 2β2 ≥ 0
1+ 12β22 + 12λ21+ 12λ22+λ2λ1+λ2β2+λ1β2+ 32β2+ 32λ2+ 32λ1−
3
2β1 + 12β21 − λ2β1 − β2β1 − λ1β1
21 λ1+λ2−β2 ≥ 0,−λ1+β1 ≥ 0,−2λ2−β1+2β2 ≥ 0,−β1+β2 ≥ 0 32λ2 + 12λ1 + β1 − 32β2 − 14λ21 + 12β22 + 14β21 − λ2β2 + 78 + 12λ22 +
1
8 (−1)β1+λ1 + λ2β1 + 12λ1β1 − β2β1
22 −λ1 − λ2 + β2 ≥ 0, λ1 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0,−β1 + β2 ≥ 0 λ2+λ1+ 12β1−β2+ 14λ21+ 34 −λ1β2+λ2λ1+ 18 (−1)β1+ 12λ1β1+
1
8 (−1)β1+λ1
23 λ2 ≥ 0,−λ1 − 2λ2 + β1 ≥ 0, λ1 − β1 + β2 ≥ 0, β1 − 2β2 ≥ 0 1+ β2 + λ1 − β1 + 12λ22 + λ2λ1 + λ2β2 + 32λ2 − λ2β1
24 −2λ2−β1+2β2 ≥ 0, β1−β2 ≥ 0, λ1+λ2−β2 ≥ 0,−λ1+β1 ≥ 0,
λ1 + 2λ2 − β1 ≥ 0
3
2λ2 + 12λ1 + 12β1 − β2 − 14λ21 − 14β21 − λ2β2 + 12λ22 + 12λ1β1 +
λ2β1 + 78 + 18 (−1)β1+λ1
25 −λ1 − 2λ2 + β1 ≥ 0, −λ1 + β1 − β2 ≥ 0, −β1 + 2β2 ≥ 0,
λ1 + λ2 − β2 ≥ 0
3
2λ2 + 32λ1 − β1 + 12β2 + 12λ21 − 12β22 + λ1β2 + 14β21 + λ2λ1 +
λ2β2 + 12λ22 − λ1β1 + 78 + 18 (−1)β1 − λ2β1
26 λ1 ≥ 0,−λ1−λ2+β2 ≥ 0,−λ1+β1−β2 ≥ 0, λ1+2λ2−β1 ≥ 0 34+ 34λ21+λ2λ1+λ2+ 32λ1− 12λ1β1+ 18 (−1)β1− 12β1+ 18 (−1)β1+λ1
27 λ1+2λ2+β1−2β2 ≥ 0,−λ1−λ2+β2 ≥ 0,−2λ2−β1+2β2 ≥ 0,
−β1 + β2 ≥ 0
2λ2+ λ1+β1− 2β2+ 14λ21+β22 − λ1β2+ 14β21 + λ2λ1− 2λ2β2+
λ22 + 12λ1β1 + 18 (−1)β1+λ1 − β2β1 + λ2β1 + 78
28 −λ1 − 2λ2 + β1 ≥ 0, −β1 + 2β2 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0,
λ1 − β1 + β2 ≥ 0, λ1 + λ2 − β2 ≥ 0
3
2λ2+λ1− 12β1−β22 − 14β21 +λ2λ1+λ2β2+ 12λ22+β2β1−λ2β1+
7
8 + 18 (−1)β1
29 λ2 ≥ 0,−λ1−2λ2+β1 ≥ 0,−2λ2−β1+2β2 ≥ 0, λ1+λ2−β2 ≥ 0 1+ 52λ2 + λ1 − β2 + λ2λ1 − λ2β2 + 32λ22
30 −λ1 − λ2 + β2 ≥ 0, β1 − β2 ≥ 0, λ1 + 2λ2 − β1 ≥ 0,
−2λ2 − β1 + 2β2 ≥ 0
2λ2 + λ1 + 12β1 − 32β2 + 14λ21 + 12β22 − λ1β2 − 14β21 + λ2λ1 −
2λ2β2 + λ22 + 12λ1β1 + 78 + 18 (−1)β1+λ1 + λ2β1
31 −λ1 − 2λ2 + β1 ≥ 0, −λ1 + β1 − β2 ≥ 0, 2λ1 + 2λ2 − β1 ≥ 0,
−λ1 − λ2 + β2 ≥ 0
7
8+λ22+λ21+2λ2λ1+2λ2+2λ1−β1+ 14β21−λ2β1−λ1β1+ 18 (−1)β1
32 2λ2 + β1 − 2β2 ≥ 0, −λ1 − λ2 + β2 ≥ 0, −λ1 − 2λ2 + β1 ≥ 0,
λ1 − β1 + β2 ≥ 0
2λ2 + 32λ1 − 12β1 − 12β2 + 12λ21 − 12β22 − λ1β2 − 14β21 + 2λ2λ1 +
λ22 + 18 (−1)β1 + β2β1 + 78 − λ2β1
33 −λ1 − λ2 + β2 ≥ 0, λ1 + 2λ2 − β2 ≥ 0, −λ1 − 2λ2 + β1 ≥ 0,
−2λ2 − β1 + 2β2 ≥ 0
1+3λ2+ 32λ1− 32β2+ 12λ21+ 12β22 −λ1β2+2λ2λ1−2λ2β2+2λ22
Explicitly calculating all the regions of quasi-polynomiality and the actual quasi-polynomials for this case already exceeds
the capacity of the algorithm I used to calculate the preceding examples.
6.4. Demazure modules for type A(1)1
Let g be the affine Kac–Moody algebra of type A(1)1 . Choose {0, 1} as the index set for the simple roots and fundamental
weights, so the Dynkin diagram is 0 ⇐⇒ 1. As g is not of finite type, we cannot consider the longest element of the Weyl
group any longer, but have to fix some specific element and deal with actual Demazure modules.
Considerw = s0s1. In this case, K = Z2. Denote the coordinates by a0, a1. Then the cone C is the full positive quadrant, so
R˜ = 0.We continue to denote the fundamental weights byω0/1, though in the affine case other notations aremore common.
For a dominant weight λ = λ0ω0 + λ1ω1, the polytope Cλ is given inside C by the additional inequalities
a1 ≤ λ1, a0 ≤ λ0 + 2a1.
Hence Λ˜ = Z2,Λ = Z2 and
p =
(
0 1
1 −2
)
, s =
(
0 1
1 0
)
.
For an element β = β0α0 + β1α1 of the root lattice, the polytope Cλβ is given inside Cλ by the additional equations
a0 = β0, a1 = β1.
Hence Q = Z2 and
q =
(
1 0
0 1
)
.
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Fig. 2. Regions of quasi-polynomiality for type B2 .
Table 4
Weight multiplicity function for type A(1)1 andw = s0s1s0 .
Conditions Quasi-polynomial
1 −λ1 + β1 ≥ 0, 2λ0 + λ1 − β1 ≥ 0,−λ0 + β0 ≥ 0,−β0 + 2β1 ≥ 0 34 − 12β1 + 12λ1 + λ0 + 14 (−1)λ1+β1
2 −λ0 + β0 ≥ 0, λ0 ≥ 0,−β0 + 2β1 ≥ 0, λ1 − β1 ≥ 0 1+ λ0
3 λ1 + 2β0 − β1 ≥ 0,−λ1 + β1 ≥ 0,−β0 + 2β1 ≥ 0, λ0 − β0 ≥ 0 34 − 12β1 + 12λ1 + β0 + 14 (−1)λ1+β1
4 −λ1 + β1 ≥ 0, λ1 + 3β1 ≥ 0, β0 − 2β1 ≥ 0, λ0 − β0 ≥ 0 34 + 32β1 + 12λ1 + 14 (−1)λ1+β1
5 −λ0 + β0 ≥ 0, β0 − 2β1 ≥ 0, 2λ0 + λ1 − 2β0 + 3β1 ≥ 0,−λ1 + β1 ≥ 0 34 + 32β1 + 12λ1 + λ0 − β0 + 14 (−1)λ1+β1
6 β0 ≥ 0, λ1 − β1 ≥ 0,−β0 + 2β1 ≥ 0, λ0 − β0 ≥ 0 1+ β0
7 β0 − 2β1 ≥ 0, β1 ≥ 0, λ0 − β0 ≥ 0, λ1 − β1 ≥ 0 1+ 2β1
8 λ0 − β0 + 2β1 ≥ 0,−λ0 + β0 ≥ 0, β0 − 2β1 ≥ 0, λ1 − β1 ≥ 0 1+ 2β1 + λ0 − β0
Hence
E =
 0 1 1 01 −2 0 11 0 0 0
0 1 0 0
 , B =
 0 1 0 01 0 0 00 0 1 0
0 0 0 1
 .
In this case, as E is invertible, so there is only one region of quasi-polynomiality. As E is even unimodular, ΦE = 1 there.
Hence Theorem 3 yields:
Proposition 4. Let g be of type A(1)1 . Choose coordinates on the weight lattice with respect to the fundamental weights, and on
the root lattice with respect to the simple roots. Letw = s0s1. Then the weight multiplicity function of g forw-Demazure modules
is given by
dim Vw(λ)λ−β =
{
1 β0 ≥ 0, β1 ≥ 0, λ1 − β1 ≥ 0, λ0 − β0 + 2β1 ≥ 0
0 else.
Next, considerw = s0s1s0. Then K = Z3. Denote the coordinates by a0, a1, a3. In this case
E =

0 2 −1 −1 0 0 0
0 0 1 0 1 0 0
0 1 −2 0 0 1 0
1 −2 2 0 0 0 1
1 0 1 0 0 0 0
0 1 0 0 0 0 0
 , B =

0 0 0 0
1 0 0 0
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 .
This yields:
Proposition 5. Let g be of type A(1)1 . Choose coordinates on the weight lattice with respect to the fundamental weights, and on the
root lattice with respect to the simple roots. Let w = s0s1s0. Then the weight multiplicity function of g for w-Demazure modules
is given by Table 4.
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