Abstract-In this paper, a novel non-asymptotic method for target localization based on the algebra of Volterra linear integral operators is presented aiming at estimating the coordinate of a stationary source by a single mobile agent. The algorithm assumes that the agent is only allowed to obtain the measurement of distance from the source. By properly designing the kernel of the Volterra operators, the influence of initial conditions on the transient phase can be eliminated in order to achieve -ideally -a deadbeat mode of behavior. The stability analysis shows that the algorithm is robust to bounded additive measurement perturbations. Moreover, the bias on the estimate due to time-discretization is characterized. Simulation results show that the proposed algorithm is characterized by fast convergence and good noise immunity.
I. INTRODUCTION
The problem of target localization has gained intensive research interests motivated by the increasing demand of a wide range of applications in the recent decades, playing a significant role in the fields of aerospace, military, wireless sensor network, etc.
The localization systems can be boradly divided into two categories: the global positioning systems (GPS) and the local positioning system (LPS) [1] . GPS is the most obvious and easy solution to the localization problem. However, its applicability is limited by its high cost and the limited visibility of GPS satellites [2] .
In the context of the local positioning for target pursuing, agents are devised to acquire information related to the coordinate of the target, such as distance, angle and bears [3] , which act as clues of the estimation. In this work, only distance-based methods are involved. The algorithms proposed in [4] , [5] calculate the coordinate of the target in geometric ways, based on the characteristics of circle and hyperbola respectively. All agents measure range information at the same time, and the location is calculated off-line based on the measurements. These algorithms are not very well suited for real-time target tracking problems and are sometimes not robust with respect to measurement noise. Instead, continuous-time on-line localization algorithms may outperform the off-line ones in terms of robustness and tracking performance. In the literature, a typical family of algorithms is the one in which a group of sensing agents cooperate with each other in order to estimate the source location (see, for instance, [6] , [7] ). These algorithms are often characterised by the need of consensus and synchronization tools at the cost of an increased computational burden. Taking also computational complexity and cost into consideration, single-moving-agent systems with flexible scales are sometimes devised to estimate the target location through alterable routes of the agent.
A single-agent estimation method is presented in [8] and [9] , where the position of the source together with its velocity are regarded as the hidden state of the nonlinear system. To estimate the states, the nonlinear system is transformed into a linear time-varying (LTV) system. After a further transformation, the LTV system is converted into a linear time invariant (LTI) one, to which filters e.g. Kalman filter and H ∞ filter can be applied in order to estimate the states. Four dynamic systems are involved which gives significant rise to the computational complexity. Moreover, the measurement of velocity is required introducing difficulties of implementation and possibly extra measurement error.
Another family of approaches focuses on the differential equation which is formulated according to the physical relationships between the measured signal and the source location (see [10] , [11] , [12] ). [10] presents a continuous-time adaptive algorithm which is able to localize the target, which can be either stationary or drifting, under certain persistency of excitation (P.E.) conditions. A set of linear filters is used here to avoid the explicit calculation of the signal derivatives in the differential equation. A similar approach can be found also in [11] . Based on the aforementioned methods, [12] presents a least-square-based adaptive law with a forgetting factor aiming at minimizing the cost function with respect to the target location, which is proven to be superior to the gradient algorithms due to higher convergence rate and robustness.
All the above-mentioned approaches are shown to be exponentially stable which means the estimation will converge to the true value asymptotically. However, in many actual applications with strict requirement on tracking speed, it is often desirable that the estimation converge to the true location within a finite (and possibly short) duration. A novel kernel-based approach is first proposed in [13] providing a finite-time parameter estimation for continuoustime linear systems. By using Volterra integral operators, this method allows to annihilate the effects of the unknown initial conditions of the states. In a further research on Volterra integral operators [14] , hidden states of continuous-time SISO linear systems are observed with an arbitrary finite-time convergence of estimation error thanks to the nonasymptotic property of the kernel function designed therein.
Motivated by these ideas, in this paper we address the distance-based localization problem applying a nonasymptotic estimator implemented in form of a stable dynamic system with arbitrary small finite-time convergence properties. After discussing the algorithm, providing some analysis and considering the implementation aspects, extensive numerical results are presented in which we compare the proposed algorithm with a continuous-time gradient localization method presented in [10] thus showing the effectiveness of the proposed algorithm.
II. PROBLEM STATEMENT AND PRELIMINARIES
Consider a target positioned in a three-dimension location, the position of which is described in the form of a vector x ∈ R 3 . A mobile agent, whose coordinates at time t is also a vector y(t) ∈ R 3 , is moving according to a preset trajectory and measuring the distance from the target during the time interval t ∈ [0, ∞). The source location x can be estimated based on the knowledge of the agent position y(t) and the measured distance d(t) through the relationship
We make the following assumption on the boundedness on the position, the velocity and the acceleration of the agent.
Assumption 1: [10] The agent trajectory y(t) is at least second order differentiable. Moreover the agent's trajectory y(t), velocityẏ(t) and its accelerationÿ(t) are bounded, i.e. ∀t ≥ 0, there exists positive M i (i = 1, 2 and 3), verifying
Notice that (1) is a scalar algebraic constraint which is not sufficient to retrieve the position of the agent. In the following lines we will show that it is possible to transform (1) in a differential constraint that is suitable for the application of the kernel-based method, that will allow to augment the scalar equation with further dynamical equations that will be used, in turn, to retrieve an estimate of the agent's position. Taking the first derivative of (1), one can obtain
Defining the signals
However, the only available quantities in (3) are d(·), y(·), s d (·) and s y (·), while their derivatives are assumed not directly accessible.
III. NON-ASYMPTOTIC VOLTERRA OPERATORS ALGEBRA
In this algorithm, we obtain the substitute of signals' derivatives by suitably resorting to linear integral operators, about which the basic concepts (see [13] and the reference therein) are reviewed and some notations are introduced in the following.
Denote the bounded Volterra linear integral operator V K induced by a bivariate kernel function K(·, ·) mapping within the Hilbert space L 2 loc (R ≥0 ) of locally square-integrable functions with domain R ≥0 and range R.
where the kernel function K(·, ·) : R × R → R is taken as a Hilbert-Schmidt Kernel Function. The notation u (i) (t) will be used to address the i-th weak derivative of a function u(t) defined as:
A. Dynamic Implementation of Volterra Operators
For implementing transformation of the signal u(t) through Volterra operators V K , a dynamic system with an output [V K u](t) can be derived, for t ≥ 0, as the following equations:
where ξ (1) 
is obtained according to the Leibnitz integral rule.
Consider the image function of the derivatives of the signal, the following character can be derived by applying integration by parts:
loc (R ≥0 ) and a Volterra kernel function K(·, ·) ∈ HS which is at least i-th order differentiable with respective to the second argument, it holds that:
Lemma 1 indicates the non-anticipativity of the image function [V K u (i) ](t) with respect to the signal u(·) and its lower-order derivatives u (1) 
B. Kernel Conditions for Non-asymptoticity
is computed. The lack of a priori information on initial conditions is one of the factors that influence the convergence of the estimation.
In this paper, the non-asymptoticity will be realized by rendering the transformed signal [V K u (i) ](t) independent from the unknown initial states u(0), u (1) (0), ..., u (i) (0), for all t ∈ R ≥0 , by using kernel functions obeying the following definition:
Definition 2: (i-th Order Non-asymptotic Kernel): Consider a Volterra kernel function that subsumes the assumption in Lemma 1, and for given i ∈ Z ≥0 , it verifies the condition
is called an i-th order non-asymptotic kernel.
In this work, we exploit a kernel K(·, ·), satisfying the more stringent conditions, for given i ≥ 1
∀t ∈ R ≥0 and ∀j ∈ {0, ..., i − 1} It can be immediately proved that the image of signal's derivatives do not even depend on the current value of the derivatives of u(·) and (6) reduces to the simple expression:
Up to now, we have caught a glimpse on the basic principles underlying the kernel-based non-asymptotic estimation technique. An ad hoc algorithm for solving the localization problem stated in (3) is addressed in the following.
IV. A KERNEL-BASED NON-ASYMPTOTIC LOCALIZATION ALGORITHM
Applying the Volterra operator V K to both sides of (3) and thanks to (7), we will immediately obtain:
Equation (8) can be rewritten more conveniently in vector notation as:
where we have used the notation
From now on, we are presenting how the auxiliary signals
and [V K (1) y](t) can be obtained by causal filtering the available signals y(t), s y (t) and s d (t).
Since the highest order of derivatives involved in the linear differential equation (3) is the first order, then BC-NK functions with order equal or higher than one are adequate to perform a non-asymptotic identification. Therefore, as in [13] , we are choosing the following kernel function:
In (11), the factor (1 − e −ω(t−τ ) ) guarantees the causality of the kernel function while the non-asymptotic condition is realized by the term (1 − e −ωτ ). Both two factors contribute to the boundedness of the BC-NK function.
Taking the first derivative of the BC-NK function (11) with respect to the second argument τ , we can get
where
Due to the linearity of Volterra operators, it holds that
Noticing that
, where u represents the signals s d (t), s y (t) and y(t) with j ∈ {1, 2} In this way, the auxiliary signal vector
whose elements are needed to form r(t) and z(t) in the constraint (9), can be expressed as the output of a 10-dimensional linear time-varying dynamic system
where ξ ∈ R 10 is the overall state vector and ξ(0) = 0 with
) = blockdiag(E(t), E(t), E(t), E(t), E(t)) E(t)
where ⊗ denotes the Kronecker product. Now, all the signals appearing in the linear constraint (9) are available thanks to (14) . By defining
S(t) z(t)r(t) ∈ R

3×1
R(t) z(t)z(t) ∈ R
3×3
(16) the problem becomes that of estimating x from
S(t) = R(t)x (17)
Noticing that rank[R(t)] = 1, it follows that the above equation cannot be directly solved for x. To address this issue, we resort to a filtered version of (17) which holds for all t ≥ 0. Applying to both sides of (17) another Volterra operator V G , with a trivial linear kernel G(t, τ ) = e −g(t−τ ) , g ∈ R >0 , we have
(Persistency of Excitation) The norm of z(t) is persistently exciting (PE) in the sense that there exists a pair of constants α > 0 and T > 0 such that ∀t ≥ 0
In this case, the filtered auto-covariance matrix R f (t) characterizes a sufficiently informative output signal at time t, such that an estimationx(t) of the location can be obtained byx
Moreover, to avoid the large overshoot in the initial phase of estimation which is caused by inverting nearly singular matrices R f (t), the matrix inversion in (21) will be performed only when the smallest singular value of R f (t) goes beyond a given thresholdθ > 0, to be chosen according to the required numerical accuracy.
V. ROBUSTNESS ANALYSIS
In this section we are going to analyze the performance of the algorithm in presence of additive perturbations on the measurements.
A. Stability Analysis
In order to characterize the robustness of the algorithm facing measurement perturbations, the stability analysis will be performed under the assumption that both d(t) and y(t) are affected by bounded additive disturbances [15] :
Recall (14) and introduce the actual systems with the perturbation and uncertainty:
is a column vector with 10 entries.
Denote the state errorξ(t) =ξ(t) − ξ(t) whose dynamics can be expressed as:
Since the matrix G ξ is Hurwitz and E ξ η(t) is bounded, thenξ(t) is bounded. Each element of the error vector ξ [ξ 1 (t),ξ 2 (t), ...ξ 10 (t)] , verifies the norm-inequality:
where η i represents the upper bound of the i-th element of the disturbance vector η(t). Therefore, auxiliary-signal error z e due to the measurement disturbancesz e (t) = Hξ(t) is bounded, too.
Therefore the error on r(t) and z(t) in (10), can be written as:
which implies the boundedness ofr(t) andz(t), as well as ofr(t) andẑ(t).
Moreover, according to the definition (16), one can obtain
The proven boundedness ofŜ(t) andR(t) implies that their filtered version defined in (18) is bounded for all t ≥ 0 due to the BIBO property of (19). Moreover, the position estimatex(t), ∀t ≥ 0, is guaranteed to belong to the compact region:
Therefore, the estimation errorx(t) =x(t) − x is bounded with respect to bounded disturbances η d (t) and η y (t),where x denotes the true location of the source.
B. Analysis of the bias introduced by the time-discretization of the algorithm
In the following, the asymptotic bias on the estimates due to time-discretization will be characterized by considering the discrete counterpart of (14) for t → ∞ (i.e., when (14) tends to a LTI dynamical system). The discrete-time auxiliary signals can be considered produced by the linear filters:
, where the transfer function F (z) is given by
and F 1 (z) and F 2 (z) are obtained by a backward Euler discretization approach:
in which
We assume that the measurement noises are additive on y(k) and d(k).
where v(t) ∈ R and w(t) ∈ R 3 are zero-mean white noises with respective variances σ 
the auxiliary signals produced by the discretized filter become:
with
The location of the source is estimated based on the equationr
Replacing the expressions in (32) with the terms in (31) and left-multiplying by r y (k), we obtain
Applying the E[·] expectation operator to both sides of (33), after some algebra, we get
Comparing (34) to the equation in the absence of the measurement noise, which is
It is straightforward to obtain the bias of the expected value of the estimation
where 
VI. SIMULATION RESULTS AND COMPARISONS
In this section, the behavior of the proposed method is compared with a recent least-square-based adaptive estimator with forgetting factor proposed in [12] , which is characterized by fast convergence and robustness.
Consider a stationary source position x = [2, 3, 2] (m) and ∀t ≥ 0, the agent moves along the trajectory y(t) = [2 + 2sin(t), 2cos(2t), 2sin(0.5t)] (m). We set the tuning parameters of the kernel-based algorithm as ω = 1, g = 1 andθ = 10 −4 , while the estimator in [12] is tuned with α = 1, β = 1, P (0) = 10 6 · 1 3×3 . All other initial values involved are set to zero.
A. Estimation under Noise-free Condition
In Fig. 1 , the results are shown in noise-free scenario. Activated at around t = 1.7s, the kernel-based estimator shows a high convergence rate and accuracy.
B. Estimation in Noisy Scenario
In this example, an additive measurement noise simulated as a uniformly distributed random signal within the range of [−0.5, 0.5] affects the distance d(t), as depicted in Fig. 2 As reported by Fig. 3 , the proposed method shows significant advantages in robustness with respect to measurement noise.
VII. CONCLUDING REMARKS
In this work, a novel kernel-based non-asymptotic method is proposed for continuous-time target localization by a single sensing agent. A suitable design of the kernel functions is proposed preserving internal stability and achieving independence from the initial conditions. As a result, deadbeat convergence of the estimation can be achieved under suitable excitation conditions. The effectiveness of the algorithm has been verified in both noise-free and noisy scenarios. Simulation results show a good immunity with respect to bounded disturbance.
Further analysis will be devoted to characterize the robustness of the algorithm in the presence of persistent drift phenomena. 
