Graphical Models in Financial Market and Portfolio Allocation: Applications and Considerations by Zhou, Zhipu
UC Santa Barbara
UC Santa Barbara Electronic Theses and Dissertations
Title
Graphical Models in Financial Market and Portfolio Allocation: Applications and 
Considerations
Permalink
https://escholarship.org/uc/item/5156c57j
Author
Zhou, Zhipu
Publication Date
2020
 
Peer reviewed|Thesis/dissertation
eScholarship.org Powered by the California Digital Library
University of California
University of California
Santa Barbara
Graphical Models in Financial Market and Portfolio
Allocation: Applications and Considerations
A dissertation submitted in partial satisfaction
of the requirements for the degree
Doctor of Philosophy
in
Statistics and Applied Probability
by
Zhipu Zhou
Committee in charge:
Professor Sang-Yun Oh, Chair
Professor Jean-Pierre Fouque
Professor Tomoyuki Ichiba
Professor Alexander Shkolnik
March 2020
The Dissertation of Zhipu Zhou is approved.
Professor Jean-Pierre Fouque
Professor Tomoyuki Ichiba
Professor Alexander Shkolnik
Professor Sang-Yun Oh, Committee Chair
March 2020
Graphical Models in Financial Market and Portfolio Allocation: Applications and
Considerations
Copyright c© 2020
by
Zhipu Zhou
iii
To my wife, Jing Zhu.
iv
Acknowledgements
I would like to express my deepest appreciation to my committee chair Professor
Sang-Yun Oh. During the course of my Ph.D. program, we have actively interacted and
he has provided me invaluable guidance and feedback. His diligence, rigor, devotion in
academics, and attention to detail make him a great role model for me. Under his super-
vision, I have witnessed a considerable improvement in my thinking process as a research
scientist and my academic writing skills. In addition, Prof. Oh is very considerate, kind,
patient, and accommodating to me. I always feel lucky and proud to be his first Ph.D.
student. Without his support, producing this research would definitely not have been
possible.
I would like to extend my deepest gratitude to Prof. Alex Shkolnik, who has supported
me for the modeling part of this dissertation. Alex has always expressed encouragement
to me and kept me motivated. He has been very generous to share and provide both
academic and industrial resources to me. His encouragement and support have made my
research smooth, pleasant, and full of productivity. It is my great privilege to work with
Alex.
I would also like to show my heartfelt appreciation to Prof. Fouque for his great
support. His excellent instruction in my graduate courses helped me to be the top of
the Ph.D. qualifying exams among my peers and to advance to candidacy at the end of
my second year. I am also grateful to Prof. Fouque for providing me the opportunity
to attend the 2016 PIMS Summer School of Mathematical Finance at the University of
Alberta, and the opportunity to attend the 2016 SIAM Conference on Financial Math-
ematics in Austin, Texas. With the tremendous support from Prof. Fouque, I had the
chance to broaden my horizons, meet and communicate with the top talents in the area
of financial mathematics all over the world.
v
I must thank Prof. Ichiba for his great support for my Ph.D. program. Prof. Ichiba
was my graduate advisor and assigned teaching assistantship to me. The TAship he
assigned offers me invaluable chances to practice and improve my communication skills,
English-speaking skills, as well as a solid mastery of technical skills.
I must thank Prof. Sreenivasa Jammalamadaka for recruiting me to the department
and offering an invaluable chance for me to pursue a doctoral degree. I also give thanks
to Prof. Andrew Carter, Prof. Alex Franks, and Prof. Mike Ludkovski for their support
and encouragement.
I appreciate many of my friends and colleagues for their support and friendship in
my Ph.D. program. I am particularly thankful to Bret Holladay, Zhaoyu Zhang, Patricia
Ning, Ruimeng Hu, Yuanbo Wang, Javier Zapata, Franky Meng, Ke Wang, Jiajing Zheng,
Yi Zheng.
I am grateful for all the administrative, financial, and computational support provided
by the department staff, including Jamie Pillsbury-Fischler, Debbie Fingerle, and Patrick
Windmiller.
Last but not least, I am thankful to my family for their endless love and support.
This last word of acknowledgment I have saved for my dear wife Jing Zhu, who has been
with me all these years and has made the best years of my life. Her encouragement,
support, and sacrifices make it possible for me to pursue this degree.
vi
Curriculum Vitæ
Zhipu Zhou
Education
2020 Ph.D. in Financial Mathematics and Statistics, University of Cali-
fornia, Santa Barbara.
2016 M.A. in Statistics, University of California, Santa Barbara.
2014 M.S.E. in Financial Mathematics, Johns Hopkins University.
2011 B.S. in Economics, Wuhan University
Professional Experience
2014 - 2020 Teaching Assistant, University of California, Santa Barbara.
2018 Quantitative Researcher Intern, JP Morgan, New York City, NY.
2017 Data Scientist Intern, Answer Financial, Encino, CA.
2014 Research and Adjustment Analyst, Bank of America, Greensboro,
NC.
2014 Strategic Project Intern, CG/LA Infrastructure, Washington, DC.
2013 Financial Analyst Intern, Fannie Mae, Washington, DC.
Publications
1. The Graphical Capital Asset Pricing Model (with S. Oh and A. Shkolnik), 2019, in
preparation.
2. On Using Graphical Models in Minimum Variance Portfolio: Practical Considera-
tions and Applications (with S. Oh), 2019, in preparation.
3. gconcord: R and Python Packages for Sparse Graphical Models (with S. Oh, S.
Zhang, and J. Kim), 2019, in preparation.
Award
2017 Certificate of Achievement, awarded by Los Angeles CFA Society.
2015 UCSB 2015 Abraham Wald Memorial Prize, awarded by UCSB De-
partment of Statistics and Applied Probability.
vii
Abstract
Graphical Models in Financial Market and Portfolio Allocation: Applications and
Considerations
by
Zhipu Zhou
In recent years, the l1 regularization has been extensively used to estimate a sparse
precision matrix and encode an undirected graphical model. Because the regularized
estimates are biased, the application of the graphical models has largely been restricted
and has been ignored in many areas. In this work, we show that graphical models and
their regularized estimates can be useful in the area of finance. We present our discussion
in three parts. First, we propose a graphical representation model for the asset returns.
The model captures observed variance in the equity market endogenously and offers a
new perspective on the covariance estimation for asset returns. We show that such a
model may provide a straightforward interpretation for investors regarding investment
decision making. Second, we show that regularized estimates of graphical models, though
biased, are useful to estimate the minimum variance portfolio and determine the portfolio
rebalancing strategy. Third, we discuss the algorithms of solving one of the graphical
models – the graphical Concord. We present the software development process for the
graphical Concord and illustrate the usage of the packages with some examples.
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Chapter 1
Introduction
Graphical models have become indispensable tools in modern-day data analysis for their
ability to encode and intuitively describe complex relationships. In statistics, the inverse
covariance matrix (or precision matrix, concentration matrix, generally denoted as Ω)
characterizes partial correlations of random variables [1]. However, the importance and
the implication of Ω have not been paid sufficient attention in the financial domain until
recently. The existing literature for the precision matrix in the financial theories and
applications can be discussed from two aspects: modeling and estimation.
From the modeling aspect, [2] proposed the Modern Portfolio Theory. In the theory,
all investors build the same efficient portfolio of risky assets (called a tangent portfolio)
and find their own optimal fraction (based on their risk preference) to invest in the
tangent portfolio and the risk-free asset. In the standard deviation–mean space, all
possible combinations between the tangent portfolio and the risk-free asset form a straight
efficient frontier called the capital market line [3]. It has been shown that elements of
Ω can be directly characterized as the ratios of optimal holding of a given risky asset in
any optimal portfolio [4]. These ratios are preference-free. In addition, Ω determines the
slope of the risk-return efficiency locus. For portfolios consisting of only risky assets, Ω
1
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also transforms a na¨ıve diversified portfolio (i.e. an equal-weighting portfolio) into the
global minimum variance portfolio. Thus Ω reduces risk by utilizing the hedging relations
among stocks to allocate larger weights to lower-risk stocks [5]. From the above aspect,
Ω captures the associations among asset returns. However, it still remains a mystery as
to what the role the precision matrix plays in the modeling of asset returns endogenously.
To fill the research gap, we propose the graphical representation model in the modeling
chapter.
From the estimation aspect, we are interested in two types of financial applications
involving Ω: 1) The partial correlation-based networks are characterized by Ω and have
emerged as a leading tool to investigate dependencies of stocks. 2) The estimation of the
minimum variance portfolio requires a robust estimation of Ω.
1. Understand the financial market dependencies via partial correlation-based networks
One important problem in the financial market is how to understand the interde-
pendent relations among assets. Networks/graphs have become a popular tool to
unravel the structure and dynamic of the financial markets[6]. The Pearson cor-
relation matrix has a long study in understanding the financial market network.
Correlation-based methods include principal component analysis, singular value
decomposition, factor analysis, random matrix approach to extract the underlying
signal, correlation-based hierarchical tree and minimal spanning tree, etc. However,
in many financial applications, partial correlation is more useful than the Pearson
correlation and it provides a way to study the stock correlations after removing the
mediating effect of other stocks [1]. The empirical examination has shown that the
financial market exhibits a cohesive force between stocks. That is, the correlations
between stocks are largely due to the strong correlation between each stock and
the market (e.g. stock index), rather than inter-stock dependencies [7]. Follow-
2
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ing the empirical evidence, [8] and [9] proposed partial correlation networks that
measure stock influence and search dominant stocks. Partial correlation-based net-
works uncover hidden information on the causal activity relations between stocks.
Such a task cannot be achieved by utilizing Pearson correlations because a correla-
tion coefficient lacks the information about whether a stock controls the observed
relationship between the other two stocks. From the partial correlation-based net-
works, the information of meaningful dependent relationships can be extracted to
assess and quantify stocks, sectors, and inter-market relations[10], [11], [12], [13],
[14]. It is also used to quantify the flow of information between markets [15], and
cluster stocks [16].
2. Estimation of minimum variance portfolios
The estimation of the minimum variance portfolios requires a robust estimation
of the precision matrix Ω. Empirical studies have shown that none of the min-
imal variance portfolios based on the inverse of sample covariance matrices are
consistently better than the 1/N portfolios [17], [18]. The gain from the optimal
diversification is more than offset by the estimation error of Ω.
There are three directions to remedy the issue: 1) constrained portfolios, 2) struc-
tured / shrinkage covariance matrix, 3) robust estimation of the precision matrix.
Although we will briefly discuss the literature review in the previous two directions,
we focus on the literature review of estimating a robust precision matrix. This is
because the solution to the minimum variance optimization directly involves the
estimation of a precision matrix, the precision matrix may be more relevant than
the application of the shrinkage to the covariance matrix itself or constraints on
portfolios.
The first direction focuses on imposing constraints on portfolios. The minimum
3
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variance portfolio based on the sample covariance matrix yields a large proportion
of negative weights [19]. Even in the absence of estimation error, the presence
of a dominant factor will result in extreme negative weights in portfolio selection
[20]. Negative weights make the portfolio unstable and poorly diversified, and
generate considerable turnover. One way is to impose short-sale constraints, which
is equivalent to shrinking the estimated covariances and can help improve out-of-
sample of optimized portfolios [21]. Another way is to introduce norm constrains
(e.g. l1-, l2-, A-norm) on the weights [22], [23], [24], [25]. In this work, we do not
focus on this direction.
The second direction focuses on the structured/shrinkage covariance matrix. One
way is to shrink the sample covariance matrix to reduce the out-of-sample volatility
[26]. Another way is to use a low-dimensional factor structure of a covariance matrix
to improve the portfolio’s out-of-sample performance [27], [28], [29]. However,
the empirical comparison shows that in terms of risk profile, investors gain no
additional benefit from using the more complex shrinkage covariance estimators
over the simpler, equally-weighted portfolio [30].
The third direction focuses on estimating a robust precision matrix via non-sparse
and sparse methods. 1) Non-sparse methods : [31] provided estimators of random
mixtures of an identity matrix and the inverse of the sample covariance matrix, but
the method does not apply when the sample covariance matrix is singular. As an
improvement, [32] proposed a shrinkage method to improve on the classical Moore-
Penrose generalized inverse. [33] proposed condition-number regularized precision
matrix estimator. [34] estimated precision matrix when sample data contains cell-
wise contamination. 2) Sparse methods : sparse methods generally apply a l1 norm
to a loss function, see [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47]. With a
4
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l1 norm penalized, [48] aimed at reducing the produced bias in the estimator. [49]
proposed eigenspectrum control over the l1 norm penalized precision matrix. In
this work, we will compare the minimum-variance portfolio performance using the
shrinkage covariance matrix with that using other sparse precision matrices.
My work extends the application of a graphical model to the area of financial modeling
and applications, in particular, the modeling of asset returns and the estimation of the
minimum variance portfolios. The dissertation consists of three parts:
1. Modeling.
In this part, a graphical representation model (or GRM ) is proposed to model the
returns of assets in the financial market. In our model, the return of each asset is
expressed as a linear combination of the returns of all the remaining assets plus a
specific return. In the linear combination, we propose to express the weights/coef-
ficients of explanatory assets in terms of the precision matrix of asset returns, such
that the endogenous variance is maximized. We analyze the relationship between
the graphical representation model and the traditional financial models, including
the one-factor model implied by the Capital Asset Pricing Model (CAPM), the
multi-factor models, and the mixed model. We propose to estimate the precision
matrix of asset returns using graphical models such as graphical lasso or Concord.
We conduct empirical studies to show that 1) under our empirical data, the graph-
ical representation model has consistently better out-of-sample performance; 2)
the graphical representation model provides implied market betas and preserve the
properties of the market beta estimated from a factor model, and adding factors in
the graphical representation model does not provide any benefits in the sense of the
out-of-sample performance; 3) the graphical representation model provides a direct
graph visualization which allows the community detection analysis and provides
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meaningful interpretations for investment decision making.
2. Estimation.
Parameter estimates from the l1-regularized undirected graphical models are bi-
ased. In this part, we show that the biased estimates in the graphical model can
be useful in the estimation and the construction of a minimum variance portfolio.
We conduct an empirical comparison for the minimum variance portfolio using dif-
ferent l1-regularized precision matrix estimation methods. We show that despite
the apparent bias in the sparse precision matrix, the portfolio performance can be
improved since the relative magnitudes of the regularized estimates are more impor-
tant than the regularized estimates themselves. Following this result, we develop
the change point detection algorithm using regularized estimates, and propose the
push strategy that applies the change points to the portfolio rebalancing strategy.
Our empirical study shows that under the change point rebalancing strategy, the
portfolio performance can be further improved compared with that under the pe-
riodic rebalancing strategy. To extend our analysis, we also study the benefit of
using l1-regularized estimates in the computation of Mahalanobis distance and the
measurement of graphical models similarity. We provide extensive simulation and
empirical studies to illustrate the efficacy of using regularized parameters.
3. Computation.
In this part, we discuss the computational implementation for one of the undirected
graphical model, the graphical Concord. We discuss the algorithms of computing
the graphical Concord estimator, the structure of both the R package and the
Python package, and the implementation of the algorithms in packages. Lastly,
we propose to use the Alternating Direction Method of Multipliers (ADMM) to
compute a graphical Concord estimator which is guaranteed to be positive-definite.
6
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Modeling
2.1 Introduction
It has been a central issue in finance on how to characterize the returns of assets.
Harry Markowitz introduced modern portfolio theory in 1952 by formalizing a portfolio
of assets as a tradeoff between mean and variance of returns [2]. Building on the suffi-
ciency of the mean-variance framework for investment decision making, [50] and others
introduced the theoretical breakthroughs as the Capital Asset Pricing Model (CAPM).
CAPM leads to a one-factor model that characterizes the excess return of an asset as the
market return in proportion to the beta plus a specific return. In CAPM, the market
beta defines the primary force behind equity markets, but what is the market beta and
how to identify the market portfolio remain elusive [51]. As an alternative, the Arbitrage
Pricing Theory (APT) proposed by [52] is based on the asymptotic arbitrage argument
rather than the mean-variance optimization framework [53], [54]. It allows for multiple
risk factors in a factor model and does not require to identify the market portfolio. How-
ever, how many factors should be included and what are these factors are not answered
by APT.
7
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In practice, various statistical tools have been used to estimate the market beta,
together with other factors in a factor model, including the least-squares method [55],
maximum likelihood [56], principal component analysis (PCA) [57], and so on, see [58],
[59]. Nonetheless, these methods do not account for how the market beta theoretically
emanates from. Instead, they treat the market factor as an abstract object to be es-
timated and not truly real. Consequently, factor models are not explanatory, and can
lead to (and have led to) serious misunderstanding of the market risk and the misuse of
statistical tools to measure it.
In this chapter, we propose the Graphical Representation Model (or GRM ) that aims
at modeling the maximum endogenous variance of asset returns and that employs a sparse
graphical model to characterize the association among assets. We make the following
contributions:
1. The endogenous return perspective. We offer a new perspective on the prob-
lem of covariance estimation for asset returns. It suggests that much of the variance
observed in equity markets may be captured endogenously. This viewpoint differs
from the one taken by the large and growing body of empirical and theoretical
literature on factor models in finance. It posits that there is no need to design or
estimate exogenous variables to explain asset returns; the latter being a theme that
has dominated the financial literature. To illustrate, we claim it suffices to estimate
a set of regression coefficient {aij} such that the return Yi to the i-th asset has
Yi =
∑
j 6=i
aijYj + Ei (2.1)
where the residual Ei is uncorrelated with every return Yj for which i 6= j. This
perspective lies closer in spirit to estimation procedures motivated by the CAPM
which also uses an endogenous regressor. However, it does not suffer from the bias
8
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there approaches generate due to their requirement of a proxy portfolio (a linear
combination of returns as in (2.1)) as a regressor. A model of the return that has
the representation (2.1) has the advantages of being (A) interpretable, as the {aij}
prescribe interactions that have meaning, and (B) data-driven, as the {aij} may be
estimated purely from observation. We demonstrate empirically on several markets
that the residual Ei has little explanatory power relative to the endogenous part of
Yi.
2. On graphical models and sparsity. The endogenous perspective described
above is related to graphical models which have found popular applications in
numerous disciplines. However, graphical models have not been a mainstream
approach used in covariance estimation for financial data sets. We suggest that
the reason for this gap is the lack of two ingredients that would facilitate their
application:
(a) The formalism of graphical models makes them difficult to interpret and rec-
oncile with the traditional ways of thinking about returns to financial assets.
These models are also often coupled with Gaussian distributional assumptions
which have been empirically invalidated.
(b) Graphical models are by convention associated with a sparse precision matrix
(the inverse of the covariance) and, to our knowledge, there is no investigation
in the literature of whether such an assumption is realistic.
We address both of these shortcomings in our work. We explain how the endogenous
representation of returns in (2.1) is related to the popularly adopted graphical models,
and related them to widely used factor models. We also empirically test whether the
assumption of sparsity preserves the stylized properties of markets that are commonly
9
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believed to hold. In particular, we focus on extracting the market beta and the effects of
industry sectors (e.g. GICS 1) from the coefficients {aij}.
The rest of the chapter is organized as follows. Section 2.2 introduces the endoge-
nous representation of asset returns, the decomposition of asset variance, the graphical
representation model, and the sparse model estimation. Section 2.3 provides compar-
isons with the CAPM, the factor modeling, and the mixed model, and discusses the
implication of the model sparsity in the comparisons. Section 2.4 provides an empirical
comparison of the out-of-sample performance of GRM, factor models, and mixed models,
explores the properties of implied beta, and demonstrates the graph visualization and
the interpretability of the detected communities. Section 2.5 summarizes the chapter and
discusses possible future work.
2.2 The model
2.2.1 Endogenous representation of returns
Suppose that there are p risky assets in the financial market. Denote Yi as the return
of the i-th asset. Without loss of generality, we take every Yi to have zero mean. We posit
that any security return Yi is well explained by the returns to the remaining securities.
For non-random coefficients {aij}, we consider the endogenous representation of asset
returns Y as
Yi =
∑
j 6=i
aijYj + Ei for i = 1, 2, · · · , p (2.2)
where Ei represents the residual return of the i-th asset. We further select the coefficients
1Global Industry Classification Standard. It is an industry taxonomy used for the global financial
community.
10
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{aij} such that Ei is minimized for each i = 1, 2, · · · , p. Such coefficients leads to the
property that
Cov(Yj, Ei) = 0 for every i 6= j (2.3)
This property is appealing as it allows Yi in (2.2) to be decomposed into an endogenous
return
∑
j 6=i aijYj and an uncorrelated (per (2.3)) residual. This parallels a common
theme from linear models, in which a predictor and its residual are uncorrelated.2 In the
remainder of this chapter, we make the following arguments.
(1) The coefficients {aij} in (2.2) that satisfy (2.3) ensure that the total variance in
the endogenous component (in a sense to be made precise) is maximized.
(2) The total variance of the return decomposes as the sum of the total variance of the
endogenous return and the total variance of the residual.
(3) The representation of (2.2) has some similarities as well as distinctions to the one-
factor model of the Capital Asset Pricing Model (CAPM).
(4) An assumption of an underlying graph (or network) structure that leads to sparse
coefficients {aij} remains consistent with a market model view of security returns3,
i.e., the model in which a systematic factor (i.e., market beta) drives the returns
to all securities either up or down in unison.
2.2.2 The decomposition of variance
Denote Y = (Y1, Y2, · · · , Yp)>. The next formulation of a standard result sheds light
on the coefficients {aij} therein.
2Note, however, that the residuals {Zi} must be correlated amongst themselves, for otherwise, all the
{Y i} are uncorrelated, yielding an unrealistic modeling assumption in our setting.
3The market model is commonly attributed to the CAPM
11
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Lemma 1 Suppose Y ∈ Rp has zero mean and positive definite covariance matrix Σ =
Var(Y ) such that Ω = Σ−1 exists. Then, there exists a unique minimizer A:
A = arg min
M:Mii=0
E(|Y −MY |2) (2.4)
and the minimizer A = ((aij)) = I−DΩ where D = diag(Ω)−1. That is, if Ω = ((ωij)),
then
aij =

−ωij
ωii
, for i 6= j
0, for i = j
(2.5)
Proof: Without loss of generality, we assume E(Y ) = 0. Let M = ((Mij)) ∈ A and
Yi be the i-th element of Y . Denote the i-th row of M as Mi·. Also, for an arbitrary p×p
matrix X = ((Xij)), denote Xi,−i = (Xi1,Xi2, · · · ,Xi,i−1,Xi,i+1, · · · ,Xip), i.e., Xi,−i is
the i-th row of X without the i-th element Xii, and X−i,i = X>i,−i, and X−i,−i be the
matrix after the i-th column and the i-th row of X been removed. We have
E(|Y −MY |2) = E
( p∑
i=1
(Yi −Mi·Y )2
)
=
p∑
i=1
E[(Yi −Mi·Y )2] (2.6)
Since Mi· and Mj· contain no common variables for any i 6= j, to minimize (2.4) is
equivalent to minimize each E[(Yi −Mi·Y )2] for i = 1, 2, · · · , p. For a fixed i, let
Σ˜ =
 Σii Σi,−i
Σ−i,i Σ−i,−i
 and Ω˜ =
 Ωii Ωi,−i
Ω−i,i Ω−i,−i
 (2.7)
Since ΩΣ = I, it is easy to show that Ω˜Σ˜ = I, thus
ΩiiΣi,−i + Ωi,−iΣ−i,−i = 0 (2.8)
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We have
E[(Yi −Mi·Y )2] = E
[
(Yi −
∑
j 6=i
MijYj)
2
]
= E(Y 2i )− 2E
(∑
j 6=i
MijYiYj
)
+ E[
(∑
j 6=i
MijYj
)2
]
= Σii − 2Mi,−iΣ−i,i + Mi,−iΣ−i,−iM>i,−i , f(Mi,−i)
(2.9)
Consider the first-order condition
df(Mi,−i)
dMi,−i
= −2Σ−i,i + 2Σ−i,−iM>i,−i = 0 (2.10)
Solve (2.10) and follow the result (2.8) we have
Mi,−i = Σi,−iΣ−1−i,−i = −Ω−1ii Ωi,−i (2.11)
Since M ∈ A , Mii = 0 and
Mi,· = ei −Ω−1ii Ωi,· (2.12)
where ei is a p dimensional row vector with only the i-th element is 1 and all the remaining
elements are 0. Thus
M =

M1·
M2·
· · ·
Mp·

= I−DΩ , A with D = diag(Ω)−1 (2.13)
Remark 1 It is easy to check that E(|Y −MY |2) equals to tr(Var(Y −MY )), which is
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further equal to the sum of the eigenvalues of the p×p covariance matrix Var(Y −MY ).
This sum represents the total variance over the principal components of this matrix.
Remark 2 The restriction to zero of the diagonal entries of the elements of A prevents
the trivial minimizer I of the z in (2.4). The restriction of elements of A to be of full
rank coincides with the assumption that the inverse of Σ exists.
Lemma 1 supplies a matrix A that minimizes (in the sense of Remark 1) the residual
E = Y −AY over all full rank matrices with zeros on the diagonal. Equivalently, this
states that AY explains as much variance in the returns Y as is possible endogenously.
Denoting by {aij} the entries of this A, we write (2.2) as
Y = AY + E (2.14)
for a vector of residuals E = (E1, . . . , Ep)
> obeying (2.3), so that Cov(E, Y ) is the
diagonal matrix D of Lemma 1, i.e., every security specific residual Ei is correlated with
that security return Yi only. We illustrate on a market with two assets the decomposition
of the return Y into its endogenous and residual parts.
Example 3 Let Y = (Y1, Y2)
> be the returns to p = 2 securities and take
Var(Y ) = Σ =
σ11 σ12
σ12 σ22
 = Ω−1 =
ω11 ω12
ω12 ω22

−1
=
1
|Ω|
 ω22 −ω12
−ω12 ω11
 .
The least squared estimates for the coefficients a12, a21 in the system of linear equations
Y1 =a12Y2 + E1
Y2 =a21Y1 + E2
(2.15)
14
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are
a12 =
Cov(Y1, Y2)
Var(Y2)
=
σ12
σ22
= −ω12
ω11
, a21 =
Cov(Y2, Y1)
Var(Y1)
=
σ12
σ11
= −ω12
ω22
. (2.16)
which yield Y1
Y2
 =
 0 −ω12/ω11
−ω12/ω22 0

Y1
Y2
+
E1
E2
 . (2.17)
Thus Y = AY + E with A = I − DΩ, D = diag(Ω)−1, and E = (E1, E2)>. In the
endogenous component AY , the return Y1 is explained in terms of the other return Y2 and
vice versa. Not surprisingly, in the case of p = 2, the correlation ρ12 =
σ12√
σ11σ22
= − ω12√
ω11ω22
of the returns Y1 and Y2 is indicative of how well they explain one another. For example,
if the two security returns are uncorrelated (i.e., ρ12 = 0), neither one can account for
the return of the other, and E fully determines Y . We have,
Var(E) = (I−A)Σ(I−A)> = (1− ρ212)
 σ11 −σ12
−σ12 σ22
 =
 1ω11 ω12ω11ω22
ω12
ω11ω22
1
ω22
 .
For Yi (i = 1, 2), its total variance σii is decomposed into two parts: the variation ex-
plained by Yj(j 6= i) and the residual variation 1/ωii. When |ρ12| is close to one, the
residual (total) variance is small and the explanation of the return Y is almost entirely en-
dogenous. The residuals E1 and E2 are oppositely correlated as −ρ12 almost by definition
of being not endogenous. The endogenous variance is the diagonal of Var(AY ) = ρ212Σ
mirroring the discussion of the residual.
In the simple setting of two securities, the variance of each return is a convex com-
bination of the endogenous and residual variances. For instance, the variance σ11 of
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security 1 decomposes as
σ11 = ρ
2
12σ11 +
1
ω11
(2.18)
where ρ212σ11 is the variance explained by Y2 and 1/ω11 is the variance of the residual.
The same holds for the variance σ22 of security 2. It turns out this decomposition may be
generalized to an arbitrary number of assets through the concept of a partial covariance.
To extend the example, let Y be the vector of returns to p securities with a nonsingular
p× p inverse covariance matrix (Var(Y ))−1 = Ω with entries {ωij}, we have
Yi =
∑
j 6=i
(
− ωij
ωii
)
Yj + Ei (2.19)
where the correlation between Ei and Ej corresponds to the negative of the partial cor-
relation between Yi and Yj [60]. We have the following proposition for the decomposition
of variance
Proposition 4 The variance of Yi can be decomposed as
σii = Var(AY )ii +
1
ωii
(2.20)
where Var(AY )ii is the endogenous variance of Yi and 1/ωii is the variance of the resid-
ual. In addition, the covariance between Yi and Yj (i 6= j) can be decomposed as
σij = Var(AY )ij +
−ωij
ωiiωjj
(2.21)
Proof: The above results can be directly obtained by taking the i-th diagonal
element and the (i, j)-th element of
Var(AY ) = AVar(Y )A> = (I−DΩ)Σ(I−DΩ)> = Σ− 2D + DΩD (2.22)
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2.2.3 The graphical representation model
Based on the endogenous representation of asset returns in (2.14), we introduce the
Graphical Representation Model (or GRM ) for the asset returns Y as
Y = AY + E (2.23)
where A = I −DΩ,D = diag(Ω)−1, and A is sparse. In the GRM, we claim A to be
sparse for two reasons. First, from a modeling perspective, we raise the possibility that
the true precision matrix Ω is sparse. That is, the true partial correlations (therefore
the direct interactions between firms) are sparse. Such a claim is based on the empirical
observation that the correlations between stocks are largely due to the strong correlation
between each stock and the market (e.g. equity indices), rather than inter-stock depen-
dencies [7]. Thus after removing the mediating effect of other stocks, there are only a few
significant stock correlations while others are negligible in comparison. Second, a sparse
estimation of Ω (equivalently A) stabilizes the estimated parameters when the sample
size is small while also performing data-driven model selection to prevent over-fitting.
2.2.4 Sparse model estimation
This sub-section discusses how to estimate A in the graphical representation model.
To estimate A, one needs to estimate the precision matrix (or concentration matrix)
Ω. A sparse structure of Ω is of great interest in many applications, where the sparsity
pattern of the precision matrix directly corresponds to the graphical model structure. We
assume that Ω is sparse for several reasons. Assuming sparsity in the estimation of Ω
provides better interpretability of GRM and computational storage efficiency. Besides,
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from an estimation perspective, assuming sparsity allows us to use sparsity-included
regularization that stabilizes estimation. Several graphical models have been proposed
to estimate a sparse Ω, include Graphical Lasso (Glasso)[36] and Concord[40]:
Glasso: Ωˆ = arg min
Θ0
{− log det(Θ) + tr(SΘ) + λ‖Θ‖1}
Concord: Ωˆ = arg min
Θ∈Rp×p
{− log det(Θ2D) + tr(SΘ2) + λ‖ΘF‖1}
(2.24)
where ΘD is the diagonal matrix of Θ, ΘF = Θ−ΘD, S is the sample covariance matrix
defined as:
S =
1
n
n∑
i=1
(yi − y¯)(yi − y¯)> where y¯ = 1
n
n∑
i=1
yi (2.25)
for the given n independent samples y1, y2, · · · , yn ∈ Rp, and λ is the tuning parameter
that controls the sparse level of Ωˆ. Generally, the larger the value of λ, the more zero
elements Ωˆ contains. In practice, λ is determined by the cross-validation procedure4.
Glasso is solved by the block coordinate descent algorithm [36] and can be implemented
using the R package glasso 5. Concord can be solved either by a coordinate-wise descent
algorithm [40] or by proximal gradient method [42]. Both methods can be implemented
4Cross-validation is a widely-used method for estimating the model’s parameter. In f -fold cross-
validation, observed data is partitioned into f roughly equal-size parts. Given a certain value of λ, for
the i-th part of the data, we use all remaining parts to fit the model and calculate the prediction error
for the i-th part of data. We do this for i = 1, 2, · · · , f and combine the f estimates of prediction error.
The optimal λ is the one that has the least prediction error. See more details in Section 7.10 of the book
The Elements of Statistical Learning [61].
5The package is downloadable from https://cran.r-project.org/web/packages/glasso/index.
html.
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in the R package gconcord 6. The estimated A is:
Aˆ = I− DˆΩˆ (2.26)
where Dˆ = diag(Ωˆ)−1. A sparse Ωˆ returns a sparse estimation for A, and both Ωˆ and
Aˆ have the same sparsity pattern, i.e. both matrices have the same locations of zero
elements. The sparse estimation of A has two desirable properties: First, it implies a
parsimonious model and allows one to visualize a sparse graph. Such a sparse graph pro-
vides a better interpretation of asset returns. At the same time, the estimated implied
beta is still dense, thus the sparsity does not jeopardize the beta structure. Second, a
sparse Aˆ implies that in the linear regression (2.2), many estimated regression coeffi-
cients are zeros. From this aspect, to estimate a sparse A is similar to conduct a Lasso
regression for the returns of each asset. Thus the sparsity estimation for A is equivalent
to the variable selection in (2.2), and enhances the prediction accuracy of the graphical
representation model.
2.3 Comparison with existing models
In this section, we compare the GRM with other existing models. We demonstrate
that 1) the GRM shares some common properties with the one-factor model implied by
the CAPM equation while distinction also exists, 2) despite that no factors are contained
in the GRM, it is possible to obtain implied factors from it, and 3) adding additional
factors in GRM conflicts the model sparsity.
6The package is under development when this dissertation is written. More details for the software
development can be found in Chapter 4: Computation.
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2.3.1 A comparison with CAPM one-factor model
In this sub-section, we demonstrate that both similarities and distinction exist be-
tween the GRM and the CAPM. Suppose that the risk-free rate is Rf and the return of
the market portfolio is Rm. Let e = (1, 1, · · · , 1)> ∈ Rp and wm ∈ Rp be the allocation
of the market portfolio. The CAPM equation is:
E(R)−Rfe = β(E(Rm)−Rf ) (2.27)
where β = (β1, β2, · · · , βp)> and βi = Cov(Ri,Rm)Var(Rm) is the beta of the i-th asset. [62]
empirically shows that all betas have the tendency towards one, and that almost all betas
are positive, i.e., when the market goes up, all the returns go up, and when markets go
down, the opposite is true. Define Zβ = (R−Rfe)−β(Rm−Rf ). Then Zβ is interpreted
as the vector of diversifiable specific returns of asset, and:
Zβ = R− E(R)− β(Rm − E(Rm)) + (E(R)−Rfe)− β(E(Rm)−Rf )
= R− E(R)− β(Rm − E(Rm))
(2.28)
Denote the excess return of the market portfolio as X = Rm − E(Rm). The CAPM
equation implies a one-factor model:
Y = βX + Zβ (2.29)
In the one-factor model, the market beta β is the regression coefficient for Y against X.
This is different from the GRM where {aij} are the regression coefficients for Yi against
Yj with all j 6= i. Since in CAPM the market portfolio wm ∈ Rp is a value-weighted
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portfolio of all the securities in the market, we have
X = Rm − E(Rm) = w>mR− E(w>mR) = w>mY (2.30)
This implies that the market factor in CAPM is latent and is endogenously given, and
that the one-factor model in (2.29) can be written as
Y = AβY + Zβ where Aβ = βw
>
m (2.31)
The equation (2.31) has a similar representation with (2.14) and it implies that the market
beta is endogenously determined by the returns of all the assets and is the invisible hand
that is the main driver behind the equity markets. In the one-factor model (2.29), the
return of each asset is described by a linear combination of all asset returns plus the
specific returns. Therefore, CAPM treats β as an abstract object that is not truly real,
and the meaning of β becomes elusive and incomprehensible. As a result, the factor
model in (2.29) is not explanatory and can lead to a serious misunderstanding of market
risk and the misuse of statistical tools to measure it.
Furthermore, the equation (2.31) also unveils that the covariance matrix of Zβ cannot
be diagonal, as demonstrated in Lemma 5.
Lemma 2 In the one-factor model Y = βX + Zβ where X = w
>
mY is the market factor
and wm is the market portfolio, the covariance matrix ∆β = Var(Zβ) is not diagonal.
Proof: Let (wm)i be the i-th element of wm. Then:
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w>mβ =
p∑
i=1
(wm)iβi =
p∑
i=1
(wm)i · Cov(Yi, X)
Var(X)
=
1
Var(X)
Cov
( p∑
i=1
(wm)iRi, X
)
=
Cov(X,X)
Var(X)
= 1
That is, the market portfolio has a beta of 1. Left multiply w>m on both sides of the
one-factor model, we have:
w>mZβ = w
>
mY − w>mβX = w>mY −X = 0
Assume that ∆β is diagonal with non-zero diagonal elements, and Zi be the i-th element
of Zβ, then E(ZiZj) = 0 for all i 6= j. Thus:
w>m∆β = w
>
mE(ZβZ>β ) = E(w>mZβZ>β ) = 0
Because wm 6= 0, we have ∆β = 0, this is a contradiction. Thus ∆β is not diagonal.
Consequently, what CAPM has taken literally means is that the specific returns of assets
are correlated. Such a fact is consistent with the result that in the GRM the covariance
matrix of E is non-diagonal. That is
Var(E) = DΩD (2.32)
That is, the covariance matrix of residuals E is non-diagonal. This is different from a
factor model whose residual is generally assumed to have a diagonal covariance matrix.
Unfortunately, the non-diagonal fact of the covariance matrix of Zβ has been ignored
by many factor models, especially the strict factor modeling whose residual term Zβ is
generally assumed to have a diagonal covariance matrix.
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2.3.2 A comparison with multi-factor modeling
In this sub-section, we try to understand the connection between the GRM and a fac-
tor model. There has been a whole different variety of factor models in the literature[63].
CAPM is the origin of the one-factor model. As an alternative, Arbitrage Pricing Theory
(APT) [52] introduces a multi-factor model. Since then, the literature has gone in differ-
ent ways, including fundamental factor models (such as the Fama-French factor model
that identifies specific factors in an equity market) and statistical factor models (such as
PCA (Principal Component Analysis) factor models that take principal components as
factors).
Consider a K-factor model:
Y = BX + Z (2.33)
where B is a p×K matrix of factor exposures and X is a K-dimensional vector of zero-
mean common factor returns. Assume that E(XZ>) = 0, then the covariance matrix of
Y given by the factor model is:
ΣFM = BVB
> + ∆FM (2.34)
with V = Var(X) and ∆FM = Var(Z). By Woodbury identity [64], it can be shown
that the concentration matrix of the factor model can be decomposed as:
ΩFM = Σ
−1
FM = ∆
−1
FM + L (2.35)
where L is a low-rank and dense matrix7. Thus, in a factor model, ΩFM must be a dense
matrix. A detailed discussion can be found in [65].
7By Woodbury identity L = −∆−1FMB(V−1 + B>∆−1FMB)−1B>∆−1FM and rank(L) = K.
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In contrast to a factor model, the GRM allows the possibility that Ω to be a sparse
matrix. Despite that the GRM does not contain factors, it is possible to obtain implied
factors. Suppose that in the factor model of (2.33), B = (β1, β2, · · · , βK) and the K
leading eigenvectors of ΣFM are ξ1, ξ2, · · · , ξK , then by [58], as p→∞, we have βi → ξi
for i = 1, 2, · · · , K. Motivated by this result, we define the implied factor matrix of the
GRM as follows. Suppose the K leading eigenvectors of Ω−1 are βimp1 , β
imp
2 , · · · , βimpK ,
then the p×K implied factor matrix is:
Bimp = (βimp1 , β
imp
2 , · · · , βimpK ) (2.36)
In particular, in a factor model, we take β1 as the market beta. In the GRM, we take
βimp1 as the implied beta. One interesting question is: if Ω is actually sparse, how is B
imp
compared with B, or in particular, how is βimp1 compared with β1? The answer will be
unveiled empirically in Section 2.4.2.
2.3.3 A consideration for the mixed model
The spatial interaction model proposed by [66] and [67] is
Y = ρWY + BX +G (2.37)
where ρ is the scalar parameter to be estimated, W is the spatial interaction term
measured by the geographical distances among assets, X is the vector of factor exposures
with the factor loading matrix B, and G is the residual. Motivated by the spatial
interaction model, we are curious about the performance of GRM where factors are
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added into the model. That is, we consider the mixed model:
Y = ρAY + BX +G (2.38)
where ρ is a scalar parameter to be estimated, G is the residual and B is the coefficient
matrix (different from the B in a factor model of (2.33)), A is the same as A in Lemma
1. The mixed model contains the graphical association confounded with factors. In the
mixed model, we are interested in knowing if adding additional factors in the GRM would
further improve the out-of-sample performance.
Our empirical study in Section 2.4.1 shows that the graphical representation model
is useful to characterize asset returns, and when AY term is present, factors become
redundant. In addition, from a modeling perspective, such a result has an interesting
implication. [65] shows that in a factor model, the precision matrix Ω can be decomposed
into a sparse matrix and a dense low-rank matrix by the Sparse Low-rank Decomposition
(SLD) proposed by [68] and Ω in the setup of a factor model is not sparse. That is, the
mixed model (2.38) implies that the precision matrix of Y can be decomposed as
Ω = (I− ρA)>(BVB> + ∆G)−1(I− ρA) (2.39)
where V = Var(X) and ∆G = Var(G). Although ∆G is a diagonal matrix, BVB
> is
dense and has a low rank (with the rank equal to the total number of orthogonal factors)
and Ω is a dense matrix. However, when factor terms are not present (i.e., the term
BVB> is gone), the low-rank part goes away and Ω becomes sparse. From this point
of view, a sparse precision matrix Ω is consistent with the GRM, not with the mixed
model.
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2.4 Results on empirical data
Our empirical study shows that the graphical representation model is useful to char-
acterize the asset returns, and that the implied beta has all the properties of betas that
come out from the factor models. While factors are invisible to financial market practi-
tioners, the association among assets can be fully visualized.
In this section, we use the following notations: nI and nO are the sample sizes for
in-sample and out-of-sample data. Let YI be the p× nI data matrix of in-sample asset
returns and YO be the p × nO data matrix of out-of-sample asset returns, and YˆO be
the predicted values for YO. Let XI and XO be the K × nI and K × nO data matrices
of in-sample and out-of-sample observations for K factors, respectively. For an arbitrary
matrix M, the (i, j)-th element is denoted as Mi,j.
2.4.1 Out-of-sample performance
To show that a sparse A is sufficient to model asset returns, we compare the out-of-
sample performance of the following models: the Fama-French factor model, the PCA
factor model, the spatial interaction model proposed by [67], the graphical representation
model, and the mixed model. We download daily close prices for all S&P 500 component
stocks. We compute stock returns and split the dataset into in-sample and out-of-sample
whose time periods are chosen in Table 2.18 For each set of in-sample and out-of-sample
data, the data set of asset returns is centered to have zero mean and is denoted as YI and
YO, respectively. For each model, we follow the below steps to compute the out-of-sample
prediction YˆO:
8January 2008 was regarded as the beginning of the crisis, when a major mortgage lender defaulted
and negative news started swirling. In March 2008, Bear Stearns was sold to JP Morgan for almost
nothing with major Federal intervention.
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• Fama-French K-factor9 model Y = BX + Z:
1. Download Fama-French factor returns from Kenneth R. French Data Library10
and set as XI and XO by Table 2.1. Each column of XI and XO is centered
to have zero mean;
2. The least square estimate for B is Bˆ = YIX
>
I (XIX
>
I )
−1;
3. The predicted value for YO is YˆO = BˆXO.
• PCA K-factor model Y = BX + Z:
1. Compute the sample covariance matrix S = 1
nI−1YIY
>
I and its K largest
eigenvectors βˆ1, βˆ2, · · · , βˆK . Set Bˆ = (βˆ1, βˆ2, · · · , βˆK);
2. The recovered out-of-sample latent factor returns XˆO = (Bˆ
>Bˆ)−1Bˆ>YO;
3. The predicted value is YˆO = BˆXˆO.
• Spatial interaction model Y = ρWY + BX +G:
1. W represents the spatial distance of assets, Wi,i = 0 and Wi,j = (sidij)
−1 for
i 6= j, where dij is the (geographic or driving) distance11 between asset i and
asset j, and si ,
∑
j d
−1
ij .
9We consider Fama-French 3-factor and 5-factor models. 3 factors are market, SMB (Small Minus
Big), HML (High Minus Low), 5 factors are market, SMB, HML, RMW (Robust Minus Weak), CMA
(Conservative Minus Aggressive). See [69] and [70].
10See https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/Data_Library/f-f_5_
factors_2x3.html
11In our empirical study, the geographical distance between two assets is measured as the spherical
distance (in miles) of the earth between the headquarters of the two companies.
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2. Obtain the least square estimate for ρ by solving12:
ρˆ = arg min
κ∈S
∥∥(I− κW)YI(I−X>I (XIX>I )−1XI)∥∥2F
3. The predicted value is YˆO whose (i, j)-th element is:
(YˆO)i,j = ρˆ
∑
k 6=i
Wi,k(YO)k,j +
K∑
h=1
Bˆi,h(XO)h,j
• Graphical representation model Y = AY + E:
1. Given YI , obtain Ωˆ via Glasso or Concord;
2. Compute Aˆ = I− DˆΩˆ;
3. The predicted value is YˆO whose (i, j)-th element is:
(YˆO)i,j =
∑
k 6=i
Aˆi,k(YO)k,j
• Mixed model Y = ρAY + BX +G:
1. Obtain Aˆ the same as in the graphical representation model;
2. Obtain the least square estimate for ρ by solving13:
ρˆ = arg min
κ∈S
∥∥(I− κAˆ)YI(I−X>I (XIX>I )−1XI)∥∥2F
12Given a certain ρ such that I−ρW is invertible, we have (I−ρW)YI = BXI +Zm, the least square
estimate for B is Bˆ = (I− ρW)YIX>I (XIX>I )−1, and the residual is
(I− ρW)YI − (I− ρW)YIX>I (XIX>I )−1XI = (I− ρW)YI(I−X>I (XIX>I )−1XI)
The least square estimate for ρ is the estimate that minimize the residual. The set of candidate values
is S = {ζ ≤ κ ≤ η : I− κW is invertible.}.
13The set of candidate values is S = {ζ ≤ κ ≤ η : I − κAˆ is invertible.}. In the empirical study, we
choose ζ = −2, η = 4 such that the optimal value can be covered by the interval.
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3. The predicted value is YˆO whose (i, j)-th element is:
(YˆO)i,j = ρˆ
∑
k 6=i
Aˆi,k(YO)k,j +
K∑
h=1
Bˆi,h(XO)h,j
For all the above models, the out-of-sample performance is measured using root mean
squared error (RMSE) [71]:
RMSE =
√
1
pnO
‖YˆO −YO‖2F (2.40)
The ratio of RMSE over the total variation of returns is defined as
RMSE(%) =
√
1
pnO
‖YˆO −YO‖2F√
1
pnO
‖YO‖2F
(2.41)
The results are shown in Table 2.2. This table shows that for both S&P 500 and Dow
Jones, GRM has a relatively lower RMSE than that of Fama-French and PCA factor
models. In particular, the PCA factor model has the smallest RMSE for Dow Jones
return data. However, its RMSE increases for S&P 500 return data. According to [72],
this is because as the sample sizes nI and nO are fixed while the value of p gets larger, the
deviation of the estimated eigenvectors from the true eigenvectors gets larger. As a result,
the model’s performance is deteriorating. In addition, by comparing the out-of-sample
performance of the graphical representation model and the mixed model, we find out that
in the mixed model the RMSE increases after factors are included. Such an increase of
the RMSE indicates that adding factor terms actually does not provide additional benefit
to characterize asset returns. The graphical term A is enough to capture the variation
of asset returns.
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Financial Crisis Economic Expansion
In-sample
Start date 2008-01-01 2018-01-01
End date 2008-03-31 2018-03-31
nI 61 61
Out-of-sample
Start date 2008-04-01 2018-04-01
End date 2008-07-01 2018-07-01
nO 65 64
Value of p
Dow Jones 28 30
S&P 500 447 498
Table 2.1: The data dimensions, the sample sizes, and the time periods of the in-sample
data and the out-of-sample data using the Dow Jones and the S&P 500 Index component
stock historical data in the empirical study.
S&P 500 Component Stocks
Model Model Type
Financial Crisis Economic Expansion
RMSE RMSE(%) RMSE RMSE(%)
FamaFrench 3 Factors 1.98 85% 1.42 88%
PCA 3 Factors 1.85 80% 1.38 86%
GRM
Glasso Ωˆ 1.73 75% 1.26 78%
Concord Ωˆ 1.75 76% 1.27 79%
Mixed
Glasso Ωˆ + 3 Factors 1.74 75% 1.27 79%
Concord Ωˆ + 3 Factors 1.76 76% 1.27 79%
Table 2.2: The comparison of model performance measured by out-of-sample RMSE and
the RMSE over total variation using S&P 500 component stocks data from both the
financial crisis period and the economic expansion period.
2.4.2 Properties of implied beta
In this subsection, we focus on comparing βimp1 and β1. The market beta describes
the movement of a security’s returns responding to swings in the market and the concept
of market beta is so prevailing in the financial market. For the notion simplicity, we use
βˆimp and βˆ to denote the estimates for βimp1 and β1, respectively. Our empirical study
shows that the implied beta is similar to the beta provided by a factor model, as shown in
Table 2.3. The estimated market beta, denoted as βˆ, is computed as the first column of Bˆ
from either the Fama-French factor model or the PCA factor model, normalized to have
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mean 1 (i.e., 1
p
βˆ>e = 1). The estimated implied beta, denoted as βˆimp, is computed as
the 1st eigenvector of Ωˆ−1, normalized to have mean 1. The angle between the estimated
market beta βˆ and the estimated implied beta βˆimp is:
Angle (in degree) = arccos
( βˆ>βˆimp
‖βˆ‖2‖βˆimp‖2
)
· 180
pi
(2.42)
Angles (in degree) between βˆ and βˆimp
Models
S&P 500 Dow Jones
Crisis Expansion Crisis Expansion
βˆ(FF ) βˆ(PCA) βˆ(FF ) βˆ(PCA) βˆ(FF ) βˆ(PCA) βˆ(FF ) βˆ(PCA)
βˆ(PCA) 5 - 1 - 15 - 3 -
βˆimp(Glasso) 4 4 3 3 10 18 6 7
βˆimp(Concord)14 4 5 6 6 11 18 7 7
Table 2.3: A comparison of angles (measured in degree of angle) of the market betas
estimated from the Fama-French factor model (FF), the PCA factor model (PCA), and
the GRM with graphical lasso (Glasso) or Concord (Concord) using the S&P 500 and
Dow Jones component stocks data from the financial crisis period and the economic
expansion period. Angles between βˆ and βˆimp are small especially when the number of
stocks becomes large. βˆ(FF) and βˆ(PCA) are the betas estimated from the Fama-French
factor model and the PCA factor model, respectively. βˆimp(Glasso) and βˆimp(Concord)
are implied beta estimated via graphical lasso and Concord, respectively.
From Table 2.3, we see that βˆimp has very similar angle results with βˆ, thus βˆimp is
similar to βˆ and preserves the properties that βˆ has. Besides, we have two additional
observations: First, angles from S&P 500 stocks are relatively smaller than those from
Dow Jones stocks. This can be explained by the asymptotic result that as p gets larger,
14In the empirical study, we found out that βˆimp estimated using Concord contains extreme values,
which may be the side-effect of the `1 regularization on the concentration matrix. To remedy this, we
posed an additional small Frobenius-norm penalty term in the optimization problem in producing the
Concord results within 4.2. Since
‖Ω‖2F = tr(Ω>Ω) = tr
(
(UΛU>)>(UΛU>)
)
= tr(UΛ2U>) = tr(Λ2) =
p∑
i=1
λ2i
where UΛU> is the spectral decomposition of Ω and λi is the i-th eigenvalue, thus such a penalty
shrinks the eigenvalues and avoids extreme values in the eigenvectors. See more details in [44].
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βimp and β converge to each other, thus the angles among the estimated betas become
smaller. Second, for Dow Jones, betas from a crisis period have larger angles than
those from an economic expansion period, and all of βˆ(FF ), βˆ(PCA), βˆimp have large
angles among each other. This is likely due to the empirical evidence that during the
crisis period, the estimated betas become more disperse than those during the expansion
period. To obtain a further intuition into these differences, we define dv(βˆ) as a dispersion
measurement of βˆ = (βˆ1, βˆ2, · · · , βˆp)>, where:
dv(βˆ) =
√√√√1
p
p∑
i=1
( βˆi
β¯
− 1
)2
where β¯ =
1
p
p∑
i=1
βˆi (2.43)
The dispersion measures the beta dispersion around 1, which is the beta of the market
portfolio. Empirically, the beta has a larger dispersion during the financial crisis than
during the period of economic expansion. As is shown in Table 2.4, beta dispersion from
a crisis period is larger than that from an expansion period. In particular, the Dow Jones
component stocks in the crisis period have a higher variability of dispersion. In this case,
the highest dispersion comes from the PCA factor model while the lowest dispersion
comes from the Fama-French factor model, and the dispersions coming from the GRM
are neither too high nor too low. Such a result raises the possibility that GRM provides
a useful estimate for a market beta dispersion.
In addition, we explore the recovered market volatility of the graphical representation
model, which is highly similar to the market volatility from the factor models. Annualized
32
Modeling Chapter 2
Dispersion dv(·) of estimated betas
Dispersion
S&P 500 Dow Jones
Crisis Expansion Crisis Expansion
dv(βˆ(FF )) 0.431 0.333 0.382 0.331
dv(βˆ(PCA)) 0.476 0.337 0.574 0.358
dv(βˆ
imp(Glasso)) 0.439 0.297 0.410 0.362
dv(βˆ
imp(Concord)) 0.418 0.265 0.425 0.328
Table 2.4: The dispersions, defined in (2.43), of the market betas estimated from four
models: the Fama-French factor model, the PCA factor model, the GRM with Glasso,
and the GRM with Concord. All models are calibrated using the S&P 500 and Dow
Jones component stock historical data from the financial crisis period and the economic
expansion period. The dispersions of the implied betas of the GRM are similar to the
dispersions of the market betas estimated from other models. Thus our results indicate
that the implied beta preserves the properties of the market beta coming from a factor
model.
market volatility for each model is estimated as:
Fama-French factor model :
√
var((XI)1·) · 252× 100%
PCA factor model :
√
var
( 1
βˆ>βˆ
βˆ>YˆI
)
· 252× 100%
GRM :
√
var
( 1
(βˆimp)>βˆimp
(βˆimp)>YˆI
)
· 252× 100%
(2.44)
where (XI)1· represents the 1st row of XI and 252 is the number of trading days in a
year. Table 2.5 shows that the annualized market volatility recovered from the graphical
representation model is similar to that from a factor model.
2.4.3 Graph visualization
In this subsection, we explore the graph visualization in the graphical representation
model. The graph visualization has a meaningful interpretation for investment decision
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Annualized volatility of market returns
Model
S&P 500 Dow Jones
Crisis Expansion Crisis Expansion
FamaFrench factor model 25.98% 18.08% 23.93% 18.75%
PCA factor model 25.61% 18.06% 22.71% 18.62%
GRM (Glasso) 25.92% 18.24% 23.58% 18.48%
GRM (Concord) 26.07% 18.33% 23.41% 18.65%
Table 2.5: The recovered annualized market volatility is defined in (2.44) and is estimated
from four models: the Fama-French factor model, the PCA factor model, the GRM with
Glasso, and the GRM with Concord. The models are calibrated using the S&P 500 and
Dow Jones component stock historical data from both the financial crisis period and
the economic expansion period. The result shows that the recovered annualized market
volatilities from GRM are similar to those from other models, thus implied beta from the
GRM preserves the properties of a market beta.
making. It allows an investor to identify sectors or communities of stocks that are posi-
tively or negatively partially correlated, thus provides an intuition for equities selection in
portfolio construction. In the graphical representation model, associations among asset
returns can be fully visualized by an undirected graph or network. One may be interested
in the network of all assets that is constructed based on the estimated partial correlation.
Given the estimated precision matrix Ωˆ that is estimated either from Glasso or Concord,
the estimated partial correlation matrix Pˆ = ((%ˆij)) can be given by [1]:
Pˆ = −Dˆ1/2ΩˆDˆ1/2 with Dˆ = diag(Ωˆ)−1 (2.45)
We plot the network that is characterized by Pˆ, where a blue edge between the i-th and
the j-th node represents %ˆij > 0, and a red edge represents %ˆij < 0. The full graphs and
related details can be found in Part A.2.
Based on the sparsity patterns (i.e., the zero/non-zero locations of Pˆ), we conduct
community detection using the random walk method proposed by [73]. The random
walk method tries to find densely connected subgraphs via detecting short random walks.
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We use the cluster walktrap function from the R package igraph15 We consider the
sector category16 and find out that many communities are dominated by certain sectors,
while stocks from some sectors are conglomerated into one community. Interestingly,
we discover that stocks coming from different sectors while classified into one community
have highly similar business operations. Such a similarity is reflected in the co-movement
of their stock prices thus in the data-driven community detection procedure. For example,
we use the S&P 500 data from the expansion period and use Glasso to estimate the
precision matrix Ωˆ, and conduct the community detection based on Ωˆ. A sub-graph of
Community 4 is shown in Figure 2.1.
In addition, stocks in a certain sector are split into different communities. For exam-
ple, we find out that the Communication Services (CS) sector has 9 companies in Com-
munity 3 and 6 companies in Community 4. The sub-graphs and a comparison of these
15 companies are shown in Figure 2.2. It seems that within each community, the types
of businesses of these companies are highly similar while compared between communities
the types of business become more distinct. Such a comparison implies that GICS Sector
category follows an industry classification benchmark and is not a data-driven approach
to categorize all stocks. Since the community-based category is purely data-driven thus
provides a data-driven way to label all stocks. From this aspect, the communities that
are detected from the GRM graph provide better insight into investment decision making
and portfolio construction.
15The package and its reference manual can be downloaded from https://cran.r-project.org/web/
packages/igraph/index.html.
16We use Global Industry Classification Standard (GICS) sector category. It is an industry tax-
onomy developed in 1999 by MSCI and Standard & Poor’s and consists of 11 sectors. See https:
//en.wikipedia.org/wiki/Global_Industry_Classification_Standard for more details and see
https://en.wikipedia.org/wiki/List_of_S%26P_500_companies for the sector information of S&P
500 stocks.
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Community 4
AAPL
ADBE
ADI
ADSK
ALGN
AMAT
AMD
AMZN
ANET
ANSS
ATVI AVGO
AVY
BAX
BKNG
CDNS
CERN
CRM
CSCO
CTXS
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EBAY
FB
FFIV
FTNT
GOOG
GOOGL
IBM
IDXX
IPGP
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LIN
LRCX
MSCI
MSFT
MU
NVDA ORCL QCOM
QRVO
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SWKS
SYMC
TTWO
TXN
VRTX
WDC
WU
XLNX
Information Technology
Health Care
Consumer Discretionary
Communication Services
Materials
Financials
Figure 2.1: The recovered graph for one community (Community 4) detected from the
sparse graphical model using the S&P 500 Index component stock data from the economic
expansion period. In this community, the dominant sector is the information technology.
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Sub−graph of Community 3 and 4 Sub−graph of all CS firms in Community 3 and 4
ATVI
CBS
CMCSA
DIS
DISCA
DISCK
EA
FB
GOOG
GOOGL
IPG
OMC
TTWO
TWTR
VIAB
CS firms from Community 3
CS firms from Community 4
Figure 2.2: Recovered graph (above) of two communities (Community 3 and 4) detected from the sparse graphical
model using S&P 500 component stock data from the economic expansion period, and the corresponding graph of all
communication service (CS) companies in the two communities (below). CS firms in one community are mostly movies
related companies while in another community are broadly online and gaming related companies. Full names of CS
firms are:
CS companies in Community 3
CBS: CBS Corp. CMCSA: Comcast Corp. DIS: Disney Company.
DISCA: Discovery, class A. DISCK: Discovery, class C. IPG: Interpublic Group.
OMC: Omnicom Group. TWTR: Twitter, Inc. VIAB: Viacom Inc.
CS companies in Community 4
ATVI: Activision Blizzard. EA: Electronic Arts. FB: Facebook, Inc.
GOOG: Alphabet, class C. GOOGL: Alphabet, class A. TTWO: Take-Two Interactive.
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2.5 Summary and future work
This chapter proposes the graphical representation model that provides an endoge-
nous perspective on the observed variance of equity markets. One interesting future
work is to study the relationship between the Markov diffusion process and the graphical
model. On the one hand, the graphical model in the Gaussian setup is a Markov random
field that essentially corresponds to a diffusion process [74]. On the other hand, the
adjacency matrix of the term A defines a Laplacian matrix [75], which is the generator
of a Markov diffusion process [76]. In our setting, such a diffusion process is modeling
the spread of the price information of stocks and contributes to the price formation (i.e.,
the variations of asset returns). What is the relationship between the implied market
beta and the resolvent of a Markov process? Such a question, together with the above
argument, could be one interesting research topic that extends the work of this chapter.
38
Chapter 3
Estimation
It has attracted a lot of attention recently in finance that graphical models have been
utilized to characterize sparse graphs among asset returns. However, due to the bias
introduced by the l1-regularization, the application of the estimates from the graphical
models has been largely ignored in the downstream analysis for the asset returns and, in
particular, the portfolio allocation. In this chapter, we focus on the minimum-variance
portfolio and discuss how the biased estimates can be applied to solve two practical
issues: 1) how to estimate the inverse covariance matrix that is required in the minimum-
variance portfolio allocation and 2) how to utilize a graphical model to propose the change
point-based portfolio rebalancing strategy. First, we conduct an empirical comparison
of different estimation methods for the (inverse) covariance matrix. Second, we use the
estimates of a graphical model to detect change points, and design the push strategy
that uses these change points as portfolio rebalancing points. In these applications, we
demonstrate that although estimates of the graphical models are biased, they are useful
in solving the above two issues because the relative magnitudes of these estimates are
more important than their biased values. The bias is not important in a relative sense
while the benefit of using these estimates is prominent. We also provide extensive analysis
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and simulation/empirical study, including Mahalanobis distance and graph similarity.
3.1 Introduction
Recently, graphical models have gained increasing attention in finance due to their
ability to encode complex dependency relationships among a large number of assets
[77, 5]. In many applications, the zero/non-zero pattern of the sparse inverse covari-
ance matrix is used to encode an undirected graphical model for assets thus has gained
significant interest in the financial market. The sparsity pattern represents the esti-
mated conditional dependency of the assets, and the resulting graph allows analysis
methods to be applied subsequently. In recent years, `1-regularization has been a pop-
ular approach to introduce sparsity in the estimation of inverse covariance matrices, see
[78, 36, 79, 80, 38, 40, 41, 44, 42, 43]. To achieve sparsity, this regularization approach
shrinks the magnitudes of conditional dependencies to zero and introduces biases in the
process. Due to the biases, only the zero/non-zero pattern of the graphical model has
gained reasonable attention while the parameter estimates of the graphical model have
been largely ignored in many applications, including portfolio allocation. Among differ-
ent models of portfolio allocation, we are particularly interested in the minimum-variance
portfolio, which pursues the lowest possible variance and whose performance relies en-
tirely on the estimation of the (inverse) covariance matrix of assets.
The goal of this chapter is to demonstrate that, despite the apparent bias, estimates
of graphical models can be useful to solve practical issues in minimum-variance portfolio
allocation. Two fundamental issues are 1) given the observed returns of assets, how
to reliably estimate the portfolio allocation from historical returns of assets, and 2)
how to determine the portfolio rebalancing strategy where the estimation of the model’s
parameter (i.e. the (inverse) covariance matrix) should be updated. In this chapter, we
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will demonstrate that the estimates from graphical models can work as a useful tool to
solve the two issues. Biased estimates can be useful because when solving the above
issues, the relative magnitudes of elements in the inverse covariance matrix are more
important than the absolute magnitudes of these estimates, the bias is not important in
a relative sense while the benefit of using these estimates is prominent.
The structure of the chapter is as follows: Section 3.2 provides a background of repre-
sentative methods for sparse inverse covariance matrix and a comparison of the empirical
results for minimum-variance portfolio estimation. Section 3.3 proposes to use estimates
of graphical models in the determination of portfolio rebalancing strategy. First, we
show how to construct the graphical-based change point detection method; Second, we
introduce the push strategy for portfolio rebalancing based on estimated change points;
Third, a simulation for evaluating the graphical-based change point method is presented;
Finally, we conduct an empirical study on the push strategy. Section 3.4 and section
3.5 extends our analysis to Mahalanobis distance estimation and graphs similarity mea-
surements. Section 3.6 provides additional thought for the de-sparsification of Concord
estimators.
3.2 Estimation of the minimum-variance portfolio
3.2.1 The models
In this section, we provide a background of some representative graphical models
whose estimates can be used in the estimation of a minimum-variance portfolios. Suppose
there are p number of assets (e.g. equities), rit is the observed return of the i-th asset
at time t, i = 1, 2, · · · , p, t = 1, 2, · · · , T . Let Rt = (r1,t, r2,t, · · · , rp,t)> be the observed
return vector at time t, and e = (1, 1, · · · , 1)> ∈ Rp. Assume that the true covariance
41
Estimation Chapter 3
matrix of the asset returns is Σ, and Ω = Σ−1 is the inverse of it (called precision
matrix or concentration matrix). By [2], the minimum-variance portfolio is the allocation
w = (w1, w2, · · · , wp)> that optimizes the following quadratic program [2]:
min
w∈Rp
w>Σw subject to w>e = 1 (3.1)
The solution to this problem is w∗ = (e>Σ−1e)−1Σ−1e = (e>Ωe)−1Ωe. Because
Σ cannot be observed, practitioners generally estimate it using the sample covariance
matrix from historical returns {Rt}Tt=1:
S =
1
T − 1
T∑
t=1
(Rt − R¯)(Rt − R¯)> where R¯ = 1
T
T∑
t=1
Rt (3.2)
A sample covariance matrix is an unbiased estimator [81]. However, the performance
of the sample covariance matrix deteriorates severely as the sample size is not large
enough compared with the data dimensions [82], and it provides limited information
about the sparsity structure among asset returns.
The system of the financial market can be conceptualized as graphs, where nodes rep-
resent the assets in the market and edges represent interactions between assets [83, 84].
In statistics, the inverse covariance matrix Ω is a fundamental quantity for capturing
conditional dependency relationships between the variables [78, 10, 11, 1]. In many appli-
cations, it is often reasonable to assume that the underlying true conditional dependency
structure is sparse. That is, only a small portion of elements in the inverse covariance
matrix are significant (non-zero) while the rest are small and negligible (zeros) [40]. A
popular approach for identifying zeros vs. non-zeros in the inverse covariance matrix is to
impose `1-regularization on the inverse covariance matrix in the likelihood or a pseudo-
likelihood objective function. Several methods have been proposed for estimating a sparse
inverse covariance matrix using the Gaussian likelihood and the pseudo-likelihood. For
42
Estimation Chapter 3
example, [36, 79] introduced graphical least absolute shrinkage and selection operator
(Graphical lasso or Glasso) by optimizing the following objective function:
ΩˆReg = arg min
Ω0
{
− log det Ω + tr(ΩS) + λ‖Ω‖1
}
(3.3)
where S is the sample covariance matrix defined in (3.2) and ‖Ω‖1 is the l1 norm of the
matrix Ω. [42, 40] proposed CONvex CORrelation selection methoD (CONCORD) given
by:
ΩˆReg = arg min
Ω∈Rp×p
{
− log det[(ΩD)2] + tr(Ω2S) + λ‖ΩF‖1
}
(3.4)
where ΩD is the diagonal matrix of Ω, ΩF = Ω−ΩD. Based on CONCORD, [44] devel-
oped Pseudo likelihood-based estimation of the inverse covariance matrix (PseudoNet)
given by:
ΩˆReg = arg min
Ω∈Rp×p
{
− log det[(ΩD)2] + tr(Ω2S) + λ1‖ΩF‖1 + λ2‖Ω‖2F
}
(3.5)
In the above expression,λ, λ1, λ2 are tuning parameters that specify the level of reg-
ularization and can generally be determined by the cross-validation procedures. All of
these methods introduce sparsity in the inverse covariance matrix ΩˆReg by imposing an
`1-regularization in the (pseudo) likelihood objective functions. However, this regulariza-
tion approach shrinks the magnitudes of conditional dependencies to zero and introduces
biases in the process, i.e., ΩˆReg is biased relative to Ω. Despite the apparent bias, param-
eter estimates in ΩˆReg can be useful in minimum-variance portfolio because in evaluating
the portfolio risk, accurately capturing the relative magnitudes of the parameters in Ω is
more important than determining the absolute magnitudes of each parameter estimates.
This implies that given a collection of candidate portfolio allocations w(1), w(2), · · · with
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each w(i) ∈ Rp, even though the estimated portfolio risk (w(i))>(ΩˆReg)−1w(i) is biased
relative to the true portfolio risk (w(i))>Σw(i), the magnitude order of the relative risk
sequence {(w(i))>(ΩˆReg)−1w(i)}i=1,2,··· will be similar to the magnitude order of the true
risk sequence {(w(i))>Σw(i)}i=1,2,···. Thus despite Ω is estimated by a biased estimator
ΩˆReg, the estimated optimal allocation wˆ∗ = (e>ΩˆRege)−1ΩˆRege can be close to the true
allocation w∗.
3.2.2 Empirical comparison
This section will provide empirical evidence that estimates of graphical models are
useful in the estimation of the inverse covariance matrix, and they produce consistent
and robust portfolio performance for minimum-variance portfolios. We perform the back-
testing using historical returns of all component stocks of Dow Jones Industrial Aver-
age (DJIA) and of S&P 500 Index, respectively, from 1996-Jan-01 to 2018-Feb-28. We
compare the performance of the minimum-variance portfolio under different estimation
methods for the (inverse) covariance matrix. All data were downloaded from Yahoo!
Finance (https://finance.yahoo.com).
Generally, the true covariance matrix of asset returns is not stationary over time. A
standard approach to dealing with the non-stationary of the financial time series is to
use a periodic rebalancing strategy. That is, Σ (or Ω) will be re-calibrated every fixed
amount of time. The periodic rebalancing strategy is defined as follows:
Definition 1 (Periodic rebalancing strategy) It is a portfolio rebalancing strategy
where a portfolio will be rebalanced at time points T1, T2, · · · with one of the following
cases:
1. Tj+1 − Tj = n for all j = 1, 2, · · · and n is a fixed number;
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2. {Tj}j=1,2,··· are the calendar time points on a periodic basis, for example, monthly,
quarterly, semiannually, or annually.
For the sake of illustration, we focus on the first case of periodic rebalancing strategy,
that is, Tj+1 − Tj is fixed for all j. In particular, we estimate the (inverse) covariance
matrices from daily arithmetic returns of DJIA (or S&P 500 Index) component stocks
for various choice of the lengths of two consecutive rebalancing time points n = 35, 40,
45, 50, 75, 150, 225. For each case of n, we divide the entire time horizon into a sequence
of consecutive non-overlapping time periods whose starting points are T1, T2, · · · , TT (n),
where T (n) is the maximal total number of periods having full length of sample size n
such that TT (n) +n is no later than 2018-Feb-28 (i.e. T1 =1996-Jan-02, and Tj+1−Tj = n
for j = 1, 2, · · · , T (n) − 1). We call these periods as investment periods to which the
estimated portfolio allocation w would be applied. For each investment period with
starting point Tj, we construct the corresponding estimation period ranging from Tj−n to
Tj−1 as a collection of sample data to estimate S or the inverse covariance matrix ΩˆReg.
We then calculate the minimum-variance portfolio allocation wˆ∗ = (e>ΩˆRege)−1ΩˆRege
where e = (1, 1, · · · , 1)> for the investment period from Tj to Tj + n. We repeat the
process from the first up to the last period and summarize the portfolio performance in
Table 3.1 with different performance metrics, including the condition-number regularized
estimation (CondReg) [33] and Ledoit-Wolf estimation (Ledoit) [85]. We assume that the
initial investment of portfolio is $1 and the annualized risk-free interest rate is 5%. We
use the definitions of various portfolio performance metrics from [40]. Please see the
Supplementary materials B.1 for metrics definitions.
Estimates of regularized methods are generally computed numerically via software
packages. In this empirical study, we use R packages, including the package gconcord
package for both CONCORD and PseudoNet methods, the package glasso1 for Glasso,
1Download from https://cran.r-project.org/web/packages/glasso/index.html
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CondReg2 for condition-number-regularized estimator, and corpcor3 for Ledoit-Wolf es-
timator.
The results in Table 3.1 and 3.2 show that, as the sample size becomes smaller,
portfolios using biased estimates of graphical models, as well as other regularized models,
achieve higher Sharpe ratio, higher realized return, higher terminal wealth, lower realized
risk, lower turnover rate, and lower short size, compared with using unbiased estimates of
the sample covariance matrix. The performance of portfolios that use these regularized
estimations is also relatively consistent and stable, regardless of the choices of n. This
indicates that the benefit of using biased estimates outweighs the effect of bias.
We repeat the empirical study by using all component stocks of S&P 500 Index and
present the corresponding results in Table 3.3 and Table 3.4. We observe that under
our dataset, results from S&P 500 have generally lower realized risks, higher realized
returns, higher Sharpe ratios, higher terminal wealth, higher turnover rates, and higher
short sides. This phenomenon can be explained by the fact that S&P 500 covers a larger
set of assets thus a minimum-variance portfolio constructed from Dow Jones Industrial
Average component stocks is relatively sub-optimal compared with that constructed from
S&P 500. Higher short sides and turnover rates can be explained as Dow Jones stocks
are biased towards large-cap stocks while companies of S&P 500 stocks are more diverse.
In addition, we observe that within each performance metric, the order of the relative
performance for each estimation method is almost the same between Dow Jones and S&P
500. A detailed result is presented in the Table 3.3 and 3.4.
2Download from https://cran.r-project.org/web/packages/CondReg/index.html
3Download from https://cran.r-project.org/web/packages/corpcor/index.html
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Table 3.1: A comparison of the performance of portfolios over Dow Jones component
stocks from Jan-02-1996 to Feb-28-2018 using different methods to estimate the (inverse)
covariance matrix of asset returns. Portfolios using regularized inverse covariance esti-
mation achieves higher Sharpe ratio, higher realized return, higher terminal wealth, and
lower realized risk, lower turnover rate, lower short size. Performance of portfolios that
use regularized estimations is also relatively consistent and stable.
Realized Risk (%)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 14.73 14.88 14.44 15.61 14.64 29.41
40 14.47 14.66 14.12 15.51 14.36 23.32
45 14.50 14.64 14.21 15.53 14.34 21.30
50 14.58 14.65 14.28 15.64 14.46 20.00
75 14.58 14.72 14.21 15.65 14.32 16.71
150 14.52 14.50 14.15 15.54 14.35 15.12
225 14.80 14.78 14.56 15.60 14.68 15.24
Realized Return (%)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 11.38 11.67 10.17 12.90 11.18 3.03
40 12.94 13.25 11.91 13.90 12.75 7.22
45 12.72 13.05 11.64 13.70 12.37 11.96
50 11.71 12.24 10.33 13.30 11.33 7.58
75 12.30 12.34 11.30 13.55 12.30 10.97
150 13.39 13.31 12.36 14.38 12.96 11.16
225 13.49 13.36 12.93 14.18 13.02 12.29
Sharpe Ratio
n PseudoNet CONCORD Glasso CondReg LW Sample
35 0.43 0.45 0.36 0.51 0.42 -0.07
40 0.55 0.56 0.49 0.57 0.54 0.10
45 0.53 0.55 0.47 0.56 0.51 0.33
50 0.46 0.49 0.37 0.53 0.44 0.13
75 0.50 0.50 0.44 0.55 0.49 0.36
150 0.58 0.57 0.52 0.60 0.55 0.41
225 0.57 0.57 0.54 0.59 0.55 0.48
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Table 3.2: Continuing to Table 3.1.
Turnover Rate
n PseudoNet CONCORD Glasso CondReg LW Sample
35 0.93 0.92 1.54 0.68 0.98 8.07
40 0.89 0.89 1.47 0.65 0.95 6.07
45 0.88 0.89 1.45 0.63 0.92 5.14
50 0.85 0.88 1.41 0.61 0.93 4.73
75 0.83 0.87 1.37 0.62 0.91 3.17
150 0.84 0.90 1.29 0.64 0.91 2.19
225 0.87 0.94 1.30 0.72 0.98 2.04
Short Side (%)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 5.01 4.99 15.59 1.20 6.03 39.93
40 4.84 4.72 14.91 0.95 5.94 37.76
45 5.21 5.68 15.57 1.08 6.23 36.03
50 4.99 5.62 15.24 0.87 6.50 34.77
75 5.03 5.67 15.06 1.00 6.73 29.77
150 5.55 6.72 15.62 1.29 7.14 24.49
225 5.78 7.43 15.42 1.80 8.34 22.85
Terminal Wealth ($)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 9.76 10.35 7.55 13.23 9.36 0.75
40 13.84 14.73 11.17 16.52 13.33 2.73
45 13.01 13.92 10.38 15.56 12.11 8.44
50 10.47 11.71 7.81 14.30 9.66 3.44
75 11.92 11.97 9.68 15.13 11.31 8.29
150 15.18 14.90 12.24 18.23 13.87 9.12
225 14.23 13.86 12.73 16.07 12.93 10.85
3.3 Change point-based portfolio rebalancing strat-
egy
The (inverse) covariance matrix of asset returns is generally not stationary across time
[86, 87]. In the empirical study of Section 3.2.2, portfolios are rebalanced periodically
by a fixed amount of time. However, this rebalancing strategy does not consider the
48
Estimation Chapter 3
Table 3.3: A comparison of the performance of portfolios over S&P 500 component
stocks from Jan-02-1996 to Feb-28-2018 using different methods to estimate the (inverse)
covariance matrix of asset returns. For all cases of n, sample sizes are smaller than the
number of stocks, thus the sample covariance matrices are singular and all corresponding
results are not available. Performance of portfolios that use regularized estimations is
also relatively consistent and stable.
Realized Risk (%)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 11.79 12.08 10.44 11.96 10.80 -
40 11.60 12.22 10.24 12.03 10.58 -
45 11.78 12.22 10.24 12.39 10.62 -
50 11.99 12.46 10.36 12.82 10.77 -
75 11.88 12.60 10.04 13.73 10.47 -
150 12.08 12.81 10.30 15.26 10.51 -
225 12.03 12.37 10.26 15.61 10.62 -
Realized Return (%)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 13.39 13.86 12.15 14.23 13.10 -
40 14.10 14.33 12.88 15.00 13.84 -
45 13.81 13.87 12.14 14.72 13.43 -
50 13.14 13.38 11.69 14.33 12.61 -
75 13.04 13.57 11.86 14.68 12.58 -
150 13.96 14.19 13.06 15.35 13.25 -
225 14.40 14.60 14.04 15.67 14.04 -
Sharpe Ratio
n PseudoNet CONCORD Glasso CondReg LW Sample
35 0.71 0.73 0.69 0.77 0.75 -
40 0.78 0.76 0.77 0.83 0.83 -
45 0.75 0.73 0.70 0.78 0.79 -
50 0.68 0.67 0.65 0.73 0.71 -
75 0.68 0.68 0.68 0.70 0.72 -
150 0.74 0.72 0.80 0.68 0.78 -
225 0.78 0.78 0.88 0.68 0.85 -
evolution of the dependency structure among asset returns and may not be a reasonable
strategy. It has not been fully studied by the current literature that how the portfolio
rebalancing strategy could be associated with the stationarity of the (inverse) covariance
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Table 3.4: Continuing to Table 3.3.
Turnover Rate
n PseudoNet CONCORD Glasso CondReg LW Sample
35 1.24 1.26 2.63 1.60 2.01 -
40 1.21 1.19 2.51 1.52 2.03 -
45 1.16 1.13 2.49 1.38 2.02 -
50 1.16 1.11 2.51 1.34 2.04 -
75 1.15 0.99 2.53 1.04 2.03 -
150 1.13 1.05 2.65 0.58 1.93 -
225 1.20 1.21 2.69 0.57 1.95 -
Short Side (%)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 10.08 7.62 26.08 14.60 21.20 -
40 10.02 7.46 25.40 13.40 21.70 -
45 9.76 7.81 25.74 11.55 22.01 -
50 9.69 8.29 25.91 10.80 22.24 -
75 10.13 6.81 26.88 6.06 22.87 -
150 10.75 8.16 28.58 0.37 22.93 -
225 11.76 11.68 28.79 0.21 22.65 -
Terminal Wealth ($)
n PseudoNet CONCORD Glasso CondReg LW Sample
35 16.26 17.90 12.81 19.47 15.64 -
40 18.98 19.66 15.03 22.88 18.36 -
45 17.89 17.93 12.87 21.51 16.92 -
50 15.10 15.73 11.45 19.15 13.86 -
75 14.64 16.13 11.84 19.84 13.69 -
150 17.09 17.62 14.82 20.97 15.24 -
225 18.82 19.48 18.16 22.24 18.00 -
matrix. In this section, we will develop a change points detection procedure for the
(inverse) covariance matrix and relate the change points with the portfolio rebalancing
strategy. Change point detection is a task to find the changes of the data property. Based
on [88], there are several branches of methods. For the sake of illustration, we focus on
one of the offline methods (i.e. retrospectively detect change points when all samples are
collected, as opposed to online methods) — maximum likelihood estimation for piece-
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wise independent and identically distributed (i.i.d.) signals. Our proposed procedure
uses the parameter estimates of graphical models and evaluates which time point has
the significant log-likelihood ratio statistics. We will discuss practical considerations in
this procedure and propose a rebalancing strategy based on the estimated change points.
Simulation and empirical results will also be presented.
3.3.1 A preliminary: change point detection based on MLE
estimates
In this part, we introduce the graphical-based change point detection, which extends
the traditional maximum likelihood estimation (MLE)-based change point detection. The
extension allows to detect a change point that is close to the boundaries of a time series
segment, and to detect multiple change points via binary segmentation algorithm.
Suppose the time series under consideration is R = {Rt}Tt=1. Without loss of gener-
ality, we assume that the time series has zero mean. The process R is assumed to be
independent, piecewise stationary and consists of stationary segments. Each segment is
assumed to be i.i.d. with zero-mean vector, unknown covariance matrix and distribution.
This means that the true covariance matrix of the process R will change abruptly from
one to another at unknown time points t?1 < t
?
2 < · · · < t?K? for K? numbers of changes.
For example, for a financial time series observed from the year 2002 to 2010, a change
point may locate in 2007 where the subprime mortgage crisis occurs, and the true covari-
ance matrices are different before and after the start of the crisis. We define a change
point as follows:
Definition 2 (Change point) A change point t?k(1 ≤ k ≤ K?) is a time index t?k ∈
{1, · · · , T} in a time series R = {Rt}Tt=1 such that the true covariance matrices at t?k and
t?k + 1 are different.
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The definition 2 allows to focus on only the changes of the (inverse) covariance matrix,
rather than other statistical properties such as mean or distribution. When the time
series R is observed, change point detection is to estimate the instants {t?1, t?2, · · · , t?K?}
and return the estimated segmentation, denoted as {tˆ?1, tˆ?2, · · · , tˆ?K?}. Usually, a good
change point detection indicates that |tˆ?k − t?k| are close or equal to 0 for all 1 ≤ k ≤ K?.
A special case is K? = 0, meaning that the process R does not have a change point and
is stationary. Taking this specialty into consideration, our problem is: given a realization
of multi-dimensional time series R, how to detect if it contains change points, and where
the change points are. Among different types of detection algorithms for change points
in multivariate time series, parametric detection methods were the first to be introduced
historically and remain extensively studied in the literature [88]. We are interested in
its most general formulation – the maximum likelihood procedure, which is called MLE-
based change point detection, which has been used in many applications, such as [89, 90].
In our setup, we propose three assumptions in the MLE-based change point detection
method:
1. K? = 1, meaning that there exists only one unknown change point t?1;
2. Each of the piecewise stationary segments in time series R follows p-dimensional
zero-mean Gaussian distribution Np(0,Σk), k = 1, 2, with unknown Σk;
3. T > 2p, and t?1 satisfies p ≤ t?1 ≤ T − p.
An arbitrary time point t satisfying t ∈ [p, T − p] splits the time series R into two
segments: R1, R2, · · · , Rt and Rt+1, Rt+2, · · · , RT . The MLE of the covariance matrix for
each segment is:
Σˆ(1,t) =
1
t
t∑
i=1
RiR
>
i and Σˆ(t+1,T ) =
1
T − t
T∑
i=t+1
RiR
>
i (3.6)
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where Mˆ(a,b) denotes the estimated Mˆ computed from the segment {Ri}bi=a (e.g.: ΩˆReg(a,b)
and Σˆ(a,b)), and the pooled MLE for the entire time series is
Σˆ(1,T ) =
t
T
Σˆ(1,t) +
T − t
T
Σˆ(t+1,T ) (3.7)
To test if t is a change point is equivalent to test if Σˆ(1,t) is statistically different from
Σˆ(t+1,T ). [91] proposed the likelihood ratio test statistics, which measures the goodness-
of-fit of setting the time point t as the presumed change point, as
Λ(t|R1, · · · , RT ) = |Σˆ(1,t)|
t/2|Σˆ(t+1,T )|(T−t)/2
|Σˆ(1,T )|T/2
=
|Ωˆ(1,T )|T/2
|Ωˆ(1,t)|t/2|Ωˆ(t+1,T )|(T−t)/2
(3.8)
Theorem 5 Under assumptions 1, 2, and 3, an estimated change point can be given by
tˆ?1 = arg min
p≤t≤T−p
Λ(t|R1, R2, · · · , RT )
Proof: Given a time series {yt}Tt=1, and a change point p ≤ t?1 ≤ T − p. Suppose
that the true covariance matrix for the signal {yt}t
?
1
t=1 is Σ1 and for the signal {yt}Tt=t?1+1
is Σ2(6= Σ1). The pooled covariance matrix for the entire signal is
Σ0 =
1
T
(t?1Σ1 + (T − t?1)Σ2) (3.9)
Then
Λ(t?1|y1, · · · , yT ) =
|Σ1|t?1/2|Σ2|(T−t?1)/2
|Σ0|T/2 (3.10)
Without loss of generality, we can assume that t is an arbitrary time point satisfying
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t?1 < t ≤ T − p, then
Λ(t|y1, · · · , yT ) =
|1
t
(t?1Σ1 + (t− t?1)Σ2)|t/2|Σ2|(T−t)/2
|Σ0|T/2 (3.11)
Let d1 =
t?1
t
> 0, d2 =
t−t?1
t
= 1− d1 > 0, and A = Σ−11 Σ2. We have
Λ(t?1|y1, · · · , yT )
Λ(t|y1, · · · , yT ) =
|Σ1|t?1/2|Σ2|(T−t?1)/2
|1
t
(t?1Σ1 + (t− t?1)Σ2)|t/2|Σ2|(T−t)/2
=
|Σ1|t?1/2|Σ2|(T−t?1)/2
|d1I + d2Σ−11 Σ2|t/2|Σ1|t/2|Σ2|(T−t)/2
=
|Σ1|(t?1−t)/2|Σ2|(t−t?1)/2
|d1I + d2Σ−11 Σ2|t/2
=
|A|(t−t?1)/2
|d1I + d2A|t/2
(3.12)
Because both Σ1 and Σ2 are positive definite and symmetric, A is positive definite
and symmetric, thus its spectral decomposition has the form A = UDU> where D =
diag(λ1, λ2, · · · , λp) is a diagonal matrix with all diagonal elements are the eigenvalues of
A in a decreasing order, and U is an orthogonal matrix containing all the corresponding
eigenvectors of A, then
Λ(t?|y1, · · · , yT )
Λ(t|y1, · · · , yT ) =
|A|(t−t?1)/2
|d1I + d2A|t/2 =
p∏
j=1
λ
(t−t?1)/2
j
(d1 + d2λj)t/2
(3.13)
Define f(x) = x
k−φ
(d1+d2x)k
where k = t
2
, φ = t
?
2
, then
df(x)
dx
=
(d1 + d2x)
k−1xk−φ−1[(k − φ)(d1 + d2x)− xkd2]
(d1 + d2x)2k
(3.14)
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By setting df(x)/dx = 0, we obtain a single root
x∗ =
(k − φ)d1
φd2
=
(k − φ)
φ
φ
k
k
k − φ = 1 (3.15)
Because f(x) is continuous over R+, and
lim
x→0+
f(x) = 0
lim
x→+∞
f(x) = lim
x→+∞
(
1
xφ
1
(d1/x+ d2)k
)
= 0
f(x∗) =
1
(d1 + d2)k
= 1
(3.16)
Thus f(x) ∈ (0, 1] for x ∈ R+. Because λj > 0 for all j = 1, · · · , p, and Σ1 6= Σ2, we
have A 6= I, thus there exists at least one eigenvalue λj 6= 1, and
Λ(t?1|y1, · · · , yT )
Λ(t|y1, · · · , yT ) =
p∏
j=1
f(λj) < 1 (3.17)
Thus
Λ(t?1|y1, · · · , yT ) < Λ(t|y1, · · · , yT ) (3.18)
3.3.2 Change point detection based on a graphical model
The main disadvantage of MLE-based change point detection is that all three as-
sumptions are strong. Assumption 1 is impractical because given a realization of multi-
dimensional time series, the number of change points K? is generally unknown. One
approach for multiple change points detection is the binary segmentation algorithm,
which is conceptually simple and easy to implement, see [88, 92, 93, 94, 95]. In this
algorithm, a single change point is detected, and an estimated point is produced. This
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estimated change point splits the time series into two segments. The procedure of change
point detection will be repeated over each segment separately. The process is repeated
recursively until no more change point can be detected. In each iteration, whether a
single change point exists is tested for each segment, and if it exists, its location is found,
and the segment is further split by this point, i.e., at most one change point is detected
for each segment in the iteration process.
Assumption 3 is also unrealistic. The purpose of Assumption 3 is to guarantee all
MLEs of covariance matrix are non-singular, because for all t ∈ [1, p)∪(T−p, T ], Σˆ(1,T ) or
Σˆ(t+1,T ) has zero determinant and Λ(t|y1, · · · , yT ) = 0, thus it provides no information for
the cost function near two boundary areas. Besides, [96] showed that it becomes difficult
to detect change points near the boundaries of the data. To solve this issue, we propose
to use the estimates of the graphical models as replacements of MLEs in the equation
(3.8). Generally, the consistency of estimators should be preserved and all MLEs in
likelihood ratio statistics would be substituted by sparse-regularized (inverse) covariance
matrix estimators. New estimators have a distinct advantage that they are non-singular
when penalty parameters are properly selected, and stable even when obtained from
high-dimensional data while effectively reduce estimation errors. With the replacement,
the regularized likelihood ratio test statistics can be constructed as follows:
ΛReg(t|R1, · · · , RT ) =
|ΣˆReg(1,t)|t/2|ΣˆReg(t+1,T )|(T−t)/2
|ΣˆReg(1,T )|T/2
=
|ΩˆReg(1,T )|T/2
|ΩˆReg(1,t)|t/2|ΩˆReg(t+1,T )|(T−t)/2
(3.19)
Because ΩˆReg is biased for Ω, ΛReg(t|R1, · · · , RT ) would be biased for Λ(t|R1, · · · , RT ).
However, the biases would be immaterial because, as we will see in the step 2 of the
algorithm for the graphical-based change point detection, the relative value of
ΛReg(t|R1, · · · , RT )
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(i.e. the standardized distance between ΛReg(t|R1, · · · , RT ) and a benchmark value, the
α-quantile ΛRegα (t), see step 2) plays a more important role than the value of
ΛReg(t|R1, · · · , RT )
itself. And the benefits of using the biased estimates ΩˆReg from the graphical model
outweigh the bias problem in the detection process.
Assumption 2 implies that the distribution of the likelihood ratio test statistics in the
equation (3.8) is asymptotically chi-square distribution [17], that is
−2 ln Λ(t|R1, · · · , RT ) ∼ χ2d with d =
p(p+ 1)
2
(3.20)
However, due to the biased estimator substitution, the distribution of regularized like-
lihood ratio test statistics in the equation (3.19) is unknown and difficult to determine.
Fortunately, the bootstrapping or a random permutation approach is proved to be effec-
tive to generate the empirical distribution of the statistics [77, 96]. In particular, suppose
in a specific recursion of the binary segmentation, the current segment is {Rt}bt=a. Assume
the significance level is α, the number of permutation is B, the i-th random permuta-
tion of {Rt}bt=a is denoted as R˜(i)a,··· ,b (i.e. new time series from shuffling the order of
Ra, · · · , Rb randomly), and denote ΛRegi (t) = ΛReg(t|R˜(i)a,··· ,b). We propose the following
graphical-based change point detection algorithm for {Ri}bi=a:
1. Generate critical value: For each time point t ∈ [a + 1, b − 2], generate an
empirical distribution of regularized likelihood ratio test statistics for {ΛRegi (t)}Bi=1
and its α-quantile ΛRegα (t), i.e.
1
B
∣∣∣∣{ΛRegi (t)|ΛRegi (t) ≤ ΛRegα (t)}∣∣∣∣ = α where | · | is the cardinality of a set
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2. Compute standardized distance: For each t ∈ [a + 1, b − 2], calculate the
standardized distance Dα(t) relative to the critical value Λ
Reg
α (t) as
Dα(t) =
log ΛReg(t|Ra, · · · , Rb)− log ΛRegα (t)√
1
B−1
∑B
i=1
(
log ΛRegi (t)− 1B
∑B
j=1 log Λ
Reg
j (t)
)2
3. Identify candidate point: For the time series {Ri}bi=a, find out the candidate
point defined as
tˆ = arg min
a+1≤t≤b−2
Dα(t)
4. Conduct hypothesis test: Conduct hypothesis test H0 : tˆ 6∈ {t?1, · · · , t?K?} v.s.
HA : tˆ ∈ {t?1, · · · , t?K?}. Given the significance level α, a decision rule is:
• If Dα(tˆ) < 0, H0 is rejected and we claim that tˆ is an estimated change point
in this iteration;
• If Dα(tˆ) ≥ 0, H0 is not rejected and we claim that tˆ is not a change point,
{Rt}bt=a does not contain any change points.
5. Recursion: If tˆ is an estimated change point, then for each sub-segment [a+ 1, tˆ]
and [tˆ+ 1, b− 2] we go back to step 1 and continue; Otherwise, the process stops.
The effectiveness of this algorithm can be understood from two aspects: 1) The bias
of ΛReg(t|R1, · · · , RT ) resulting from the biased estimates of graphical models is not
important because candidate points are selected based on the standardized distance, i.e.,
the relative value of ΛReg(t|R1, · · · , RT ) to the benchmark ΛRegα (t), and 2) The benefit
of using estimates of the graphical models is prominent, because ΩˆReg is robust even in
a high dimensional case where the sample size is smaller than the dimensionality, this
allows one to detect points reliably near the boundaries of the data.
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In this algorithm, the greater the value of the significance level α, the more likely a
candidate point tˆ will be detected as an estimated change point. Generally, the signifi-
cance level is chosen as 1%, 2.5%, 5% or 10%. For the number of permutation, the larger
the value of B, the more precise the value of ΛRegα (t) will be. However, a larger value of B
may require more computational resources or take a longer running time, thus the choice
of B would be a trade-off between the precision requirement and the computational cost.
In our simulation, B = 200 is large enough to provide an accurate estimate for ΛRegα (t)
without requiring too much computational cost. Once all potential change points are
detected, a portfolio rebalancing strategy can be designed accordingly.
3.3.3 Chunk-by-chunk checking rule: running time reduction
for large sample size
In this part, we discuss one practical consideration – the running time reduction in the
procedure of graphical-based change point detection. In this procedure, observations in
each segment will be checked one by one (called one-by-one check rule), which is slow and
time-consuming for financial time series with large sample size. In addition, estimates
of graphical models are generally computed numerically via software packages, whose
running time grows exponentially with the data dimensions. This also increases the
running time of the procedure. To reduce the running time, we explore chunk-by-chunk
check rule, which partitions a segment {Rt}bt=a into f (approximately) equally spaced sub-
segments by the checking points a < τ1 < τ2 < · · · < τf−1 < b where τk = a+kb b−af e (bxe
is the nearest integer to x) for k = 1, · · · , f −1, and only τ1, τ2, · · · , τf−1 are evaluated in
the first two steps of the procedure. Under the chunk-by-chunk check rule, for the given
time series {Ri}bi=a, the graphical-based change point detection algorithm is modified as:
1. Determine the partition: a < τ1 < · · · < τf−1 < b where τk = a+ kb b−af e.
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2. Generate critical value: For each partition point τk, k = 1, 2, · · · , f − 1, gen-
erate an empirical distribution of regularized likelihood ratio test statistics for
{ΛRegi (τk)}Bi=1 and its α-quantile ΛRegα (τk), i.e.
1
B
∣∣∣∣{ΛRegi (τk)|ΛRegi (τk) ≤ ΛRegα (τk)}∣∣∣∣ = α where | · | is the cardinality of a set
3. Compute standardized distance: For each τk, k = 1, · · · , f − 1, calculate the
standardized distance Dα(τk) relative to the critical value Λ
Reg
α (τk) as
Dα(τk) =
log ΛReg(τk|Ra, · · · , Rb)− log ΛRegα (τk)√
1
B−1
∑B
i=1
(
log ΛRegi (τk)− 1B
∑B
j=1 log Λ
Reg
j (τk)
)2
4. Identify candidate point: For the time series {Ri}bi=a, find out the candidate
point defined as
tˆ = arg min
t∈{τ1,τ2,··· ,τf−1}
Dα(t)
5. Conduct hypothesis test: Conduct hypothesis test H0 : tˆ 6∈ {t?1, · · · , t?K?} v.s.
HA : tˆ ∈ {t?1, · · · , t?K?}. Given the significance level α, a decision rule is:
• If Dα(tˆ) < 0, H0 is rejected and we claim that tˆ is an estimated change point
in this iteration;
• If Dα(tˆ) ≥ 0, H0 is not rejected and we claim that tˆ is not a change point,
{Rt}bt=a does not contain any change points.
6. Recursion: If tˆ is an estimated change point, then for each sub-segment [a+ 1, tˆ]
and [tˆ+ 1, b− 2] we go back to step 1, otherwise, the process stops.
Chunk-by-chunk check rule requires less running time than one-by-one check rule
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but to some extent at the expense of reducing the precision of the detected locations.
Users may choose one-by-one or chunk-by-chunk check rule, combined with the choice
of the value for B, according to the trade-off between the precision requirement and
the computational cost. For example, a significant conditional dependency structure
among assets generally changes gradually in the financial market over time, thus it is less
meaningful to detect change points precisely to a specific time or date. However, portfolio
managers often construct portfolios from a large number of assets and a huge amount of
historical data. In this case, it will take a much longer time to run software packages for
graphical models and chunk-by-chunk check rule would be highly recommended.
3.3.4 Application to the portfolio rebalancing strategy
Once all potential change points are properly detected, a portfolio rebalancing strat-
egy can be designed accordingly. One issue of using change points to design rebalancing
points is that change points are estimated from historical returns while rebalancing points
are set for future references. For an investor standing at a current time t, given that the
most recent change point tˆ∗ < t has been properly detected, the investor may be unable
to estimate the new (inverse) covariance matrix reliably and robustly from the time point
tˆ∗ to t simply because there are too few samples. Thus, despite that a change point tˆ∗ is
detected, the investor can choose not to rebalance her portfolio and just wait until she
has collected enough observations that allow her to appropriately estimate the parame-
ters. Under this principle, we design the following rebalancing strategy, called the push
strategy, which allows one to obtain enough large samples to estimate parameters on an
on-going basis. The push strategy is defined as follows:
Definition 3 (Push strategy) Suppose the change point detection is conducted every
T number of observations, the time series of each period is denoted as {Rt}jTt=(j−1)T+1.
61
Estimation Chapter 3
for j = 1, 2, · · · For the index j:
1. If change points {tˆ?1, tˆ?2, · · · , tˆ?Kˆ?} are detected for the time series {Rt}
jT
t=(j−1)T+1,
then for new unobservable signal {Rt}(j+1)Tt=jT+1, the segment {Rt}jTt=(j−1)T+1 is used to
estimate parameters for future time series between jT + 1 and tˆ?
Kˆ?
+ T , and the
segment {Rt}tˆ
?
Kˆ?
+T
t=tˆ?
Kˆ?
+1
is used to estimate parameters for signal between tˆ?
Kˆ?
+ 1 + T
and (j + 1)T ;
2. If no change point is detected for {Rt}jTt=(j−1)T+1, then the entire signal {Rt}jTt=(j−1)T+1
will be used to estimate parameters for signal between jT + 1 and (j + 1)T .
In the push strategy, the value of T reflects the detection frequency of change points.
The larger the value of T , the less the frequency of the detection, and the fewer the
change points would be detected, and the less likely a portfolio would be rebalanced. For
a portfolio manager, the determination of T involves a simple trade-off: the cost of rebal-
ancing versus the cost of not rebalancing. The benefit of rebalancing more frequent would
be to reduce the expected loss from not holding the optimal minimum-variance portfolio
while the costs would include transaction costs and tax costs (for taxable investors) [97].
3.3.5 Simulation study
In this part, we will conduct the simulation study to show how using estimates of
the graphical models in change point detection can provide robust and relatively precise
results. In the simulation, we detect change points from a synthetic signal based on one
true change point, and compare the detected change point with the true one. Specifically,
denote the synthetic signal as y = {yt}Tt=1 with dimension p = 100. We generate different
signals y for different cases of true change point locations
t?1 = 0.17T, 0.42T, 0.5T, 0.7T, 0.74T (3.21)
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together with a case of no change point. For example, if T = 100, then for the case of
t?1 = 0.17T = 17, the true change point is located at the 17-th observation; if T = 50,
then t?1 = 0.17T = 8.5 implies that the true change point is assumed to locate between
the 8-th and 9-th observations. The locations of t?1 are chosen in (3.21) so that the
performance of detecting change points both at the middle (e.g. 0.42T, 0.5T, 0.7T ) and
near the boundary (e.g. 0.17T, 0.74T ) of a time series can be evaluated. When a change
point exists, two stationary segments of the signal y are assumed to have the true precision
matrices Σ1 = ((ω
(1)
ij ))1≤i,j≤p and Σ2 = ((ω
(2)
ij ))1≤i,j≤p defined as
ω
(1)
ij =

1, if i = j
0.04, i 6= j ≤ 50
0, otherwise
, ω
(2)
ij =

1, if i = j
−0.5, |i− j| = 1
0, otherwise
(3.22)
For the case of no change points, the true precision matrix of the signal is assumed to
be Σ2. We generate synthetic signal with different lengths T = 50, 70, 90, 110, 130, 150 so
that different detection frequencies are tested and both the cases of the sample size T > p
and T < p are evaluated. Let the number of random permutation be B = 200 (which is
large enough for the precision requirement under our computational resources). We are
interested in reducing the running time, so chunk-by-chunk check rule will be used with
the number of chunks is chosen as f = 10. Among various graphical models, CONCORD
method is in a non-Gaussian setup and has been extensively studied. For illustrative
purposes, we choose the CONCORD method to obtain all ΣˆReg matrices in Equation
(3.19). We compare the results under two different significance levels α = 1%, 5%.
Results are shown in Figure 3.1 and 3.2.
From the plots, it is obvious that the graphical-based change point detection method is
robust to detect all change points for all sample sizes and for both cases of the significance
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levels, except that for the case of no change point and T = 50, a change point is incorrectly
detected. The mis-detection results from the sample size that is too small relative to the
dimension, and the method fails to correctly determine if the candidate point is caused
by a true change point or by the data noise. In addition, when the true change point
locates within one chunk (i.e., between τi−1 and τi), the detected location would be either
side of that chunk (i.e. either τi−1 or τi), but the results are not consistently the same
for the different cases of T . This is because, under the chunk-by-chunk check rule, the
running time is reduced at the expense of reducing the precision of the detection.
3.3.6 Empirical study
In this section, we will present an empirical study and show how the portfolio perfor-
mance will change if detected change points are used in setting the rebalancing strategy.
Specifically, we compare the performance from two different rebalancing strategies: the
periodic rebalancing strategy in Section 3.2.2 and the push strategy in Section 3.3.4.
The push strategy would delay the next scheduled rebalancing if a change point is
detected in the current period [Tk − n, Tk − 1] for k = 1, · · · , T (n). We calculate the
likelihood ratio test statistics (3.19) in the process of change point detection. In the
empirical study, the CONCORD estimation method for the (inverse) covariance matrix
is used. With these detected change points, change point rebalancing strategy can be
determined according to the push strategy. Next, we compare the portfolio performance
under change point rebalancing strategy with the performance under periodic rebalancing
strategy, where the same estimation method for the (inverse) covariance matrix is used
to estimate the parameter Σ (or Ω). We compare the portfolio performance under differ-
ent estimators for (inverse) covariance matrices, including sample covariance estimator,
Ledoit-Wolf (Ledoit), condition-number-regularization (CondReg), Glasso, CONCORD,
64
Estimation Chapter 3
and PseudoNet estimator. To compare the performance, we compute the relative realized
risk defined as
Relative realized risk =
Realized risk of the portfolio under push strategy
Realized risk under periodic rebalancing strategy
(3.23)
All results are shown in Figure 3.3. All methods are applied consistently. This simply
means that, for example, in the graphical-based change point detection, if the CONCORD
method is used to compute all the ΩˆReg in the equation (3.19), then this method is also
used to estimate Ω in the model (3.1). In the plot, if the portfolio performance under
push strategy outperforms that under periodic rebalancing strategy, then the circle will
locate on the left side of the middle-vertical dashed line. It is easy to observe that for
all regularized methods, push strategy outperforms the periodic rebalancing strategy for
the majority of T values.
3.4 Application to Mahalanobis distance
The Mahalanobis distance, introduced by [98], is a measure of distance between two
random vectors x and y of the same multivariate distribution with the covariance matrix
Σ. The distance is defined as:
DM(x, y|Σ−1) =
√
(x− y)>Σ−1(x− y) (3.24)
It is in the form of a>g(Σ)b where g(Σ) = Σ−1 and a, b are vectors with appropriate
dimensions. In most cases the distribution D is unknown, and its covariance matrix
is generally estimated using sample covariance matrix S (Sample). Thus Mahalanobis
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distance is estimated as:
DM(x, y|S−1) =
√
(x− y)>S−1(x− y) (3.25)
However, S is not positive definite for high-dimensional data; thus not a useful estimator
when sample size n is less than the data dimension p. In addition, S contains large esti-
mation error even for n ≥ p case [82]. These limitations can be improved by replacing S−1
with a sparse inverse covariance matrix estimation ΩˆReg. When the tuning parameters
are appropriately chosen, ΩˆReg is generally stable and positive definite. The Mahalanobis
distance can be estimated as:
DM(x, y|ΩReg) =
√
(x− y)>ΩˆReg(x− y) (3.26)
Because of the regularization effect, parameters in ΩˆReg are biased relative to the true
values. Thus DM(x, y|ΩReg) is biased relative to its true value DM(x, y|Σ−1). However,
in many applications such as clustering analysis and outliers detection, relative distances
of points are more important than the magnitudes of distance values [99]. For instance,
in hierarchical clustering, the distance measure between any two observations x and y is
required to decide which clusters should be merged or where a cluster should be split.
In k-means clustering, the distance measure between an observation x and a centroid µ
is required to determine to which cluster this observation should be assigned. In these
applications, it is more important to accurately estimate the relative distances than to
estimate distance values accurately. Relative distances of points can be measured by
order of distance values.
Our simulation work shows that using sparse inverse covariance estimators can better
estimate the relative distances than using sample covariance estimation. We first gen-
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erate a sparse inverse covariance matrix Ω with dimension p = 100 and percentage of
non-zero elements 30%, let Σ = Ω−1. Next, generate n independent samples {zi}ni=1 from
p-dimensional normal distributionN (0,Σ) as the training set for n = 25, 50, 75, 100, 200,
400, 800. For each case of n, we calculate sample covariance matrix S, and its inverse ma-
trix S−1 if S is invertible, and compute the sparse inverse covariance estimator ΩˆReg with
appropriate tuning parameter(s). We generate both i.i.d. samples {xi}Ni=1 (independent
of {zi}ni=1) with N = 30 from normal distributionN (0,Σ) and i.i.d samples {yi}Ni=1 as the
test set. Compute DM(xi, yi|Σ−1), DM(xi, yi|S−1), and DM(xi, yi|ΩˆReg) for i = 1, · · · , n.
Finally, compute Kendall rank correlation τ for the pair (DM(xi, yi|Σ−1), DM(xi, yi|S−1))
and for the pair (DM(xi, yi|Σ−1), DM(xi, yi|ΩˆReg)). The simulation work is repeated 100
times, and the means and standard deviations of Kendall’s τ are summarized in Table
3.5 and 3.6.
Table 3.5: The mean and standard deviation of the Kendall rank correlation for the pair
(DM(xi,0|Σ−1), DM(xi,0|S−1)) and for the pair (DM(xi,0|Σ−1), DM(xi,0|ΩˆReg)) using
the simulated data with the same dimension p = 100 and different sample sizes n. This
example is similar to the distance measure in K-Means clustering where the distance is
measured between each point and a center point. For both large and small sample size
cases, using l1 regularized estimates provide consistently higher rank correlations and
lower deviation of the correlations than using the sample covariance matrix.
n/p Sample Glasso CONCORD PseudoNet
0.25 - 0.50(0.10) 0.42(0.11) 0.48(0.11)
0.50 - 0.56(0.09) 0.51(0.10) 0.53(0.10)
0.75 - 0.61(0.08) 0.54(0.10) 0.55(0.09)
1 - 0.62(0.08) 0.56(0.09) 0.58(0.09)
2 0.49(0.11) 0.69(0.07) 0.65(0.08) 0.65(0.08)
4 0.66(0.08) 0.78(0.05) 0.72(0.07) 0.72(0.07)
8 0.77(0.06) 0.81(0.05) 0.77(0.06) 0.77(0.06)
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Table 3.6: The mean and standard deviation of the Kendall rank correlation for the
pair (DM(xi, yi|Σ−1), DM(xi, yi|S−1)) and for the pair (DM(xi, yi|Σ−1), DM(xi, yi|ΩˆReg))
using the simulated data with the same dimension p = 100 and different sample sizes
n. This example is similar to the distance measure in hierarchical clustering where the
distance is measured between two chosen points. For both large and small sample size
cases, using l1 regularized estimates provide consistently higher rank correlations and
lower deviation of the correlations than using the sample covariance matrix.
n/p Sample Glasso CONCORD PseudoNet
0.25 - 0.47(0.10) 0.41(0.10) 0.47(0.10)
0.50 - 0.56(0.09) 0.51(0.09) 0.52(0.09)
0.75 - 0.61(0.08) 0.53(0.08) 0.55(0.08)
1 - 0.62(0.08) 0.56(0.08) 0.58(0.08)
2 0.50(0.10) 0.69(0.06) 0.65(0.07) 0.63(0.07)
4 0.67(0.06) 0.77(0.06) 0.72(0.06) 0.72(0.06)
8 0.78(0.05) 0.81(0.05) 0.77(0.05) 0.77(0.05)
3.5 Application to graphical models similarity
Graphical models similarity is an example where the sparsity structure depicts the
existence of edges and regularized parameters measure the relative magnitude of the
edge connections. There have been suggested many algorithms to measure the similarity
between two graphs. One branch of literature, such as [100, 101, 102], proposes vertex-
edge similarity scoring rules based on the idea that two vertices (edges) are similar if
they are referenced by similar edges (vertices). Another branch of literature, such as
[103, 104, 105, 106], measures the difference of final belief of two networks based on belief
propagation algorithm. One limitation of these approaches is that edge connections
between variables are binary, i.e., only the sparsity pattern of a graph is considered
without incorporating the strength of association. This section will show how graph
sparsity pattern, the strength of edge connection, as well as vertex similarity can be
included in graph similarity.
68
Estimation Chapter 3
3.5.1 The graphical model-based similarity measurement
Suppose the underlying data for graphs G and G ′ are {yt}bt=a and {y′t}b′t=a′ . The two
graphs G = (V , E) and G ′ = (V , E ′) are constructed from the sparse inverse covariance
matrix estimations ΩˆReg(a,b) = ((ωˆij))1≤i,j≤p and (Ωˆ
Reg
(a′,b′))
′ = ((ωˆ′ij))1≤i,j≤p. In both graphs,
V is the set of vertices represented by their indexes V = {1, 2, · · · , p}, E and E ′ are
edge sets of two graphs with E = {(i, j) ∈ V × V : ωˆij 6= 0} and E ′ = {(i, j) ∈ V ×
V : ωˆ′ij 6= 0}. The problem we are interested in is how to design a measurement to
quantify the similarity between G and G ′ by comparing the properties of vertices and
edges. Regularized parameters can be used in edge similarity function fe : V ×V 7→ [0, 1]
for i, j ∈ V defined as:
fe(i, j) =

1− 1
2
∣∣∣∣ ωˆij√ωˆiiωˆjj − ωˆ′ij√ωˆ′iiωˆ′jj
∣∣∣∣, if (i, j) ∈ E ∩ E ′
1, if (i, j) ∈ V × V ′ − E ∪ E ′
0, if (i, j) ∈ E 4 E ′
(3.27)
The design of a vertex similarity function depends on specific problems. For illustra-
tion purpose, we design a vertex similarity function as a measurement of first-moment
property of underlying data, as opposed to the second moment measured by the edge sim-
ilarity function. Let yt,i denotes the value of yt in i-th dimension. The vertex similarity
function fv : V 7→ (0, 1] for i ∈ V is defined in (3.28).
fv(i) = exp
(
−
∣∣∣∣ 1b− a+ 1
b∑
t=a
yt,i − 1
b′ − a′ + 1
b′∑
t=a′
y′t,i
∣∣∣∣) (3.28)
[102] propose the principle of graph similarity, which states that similar edges should
have similar edge properties and similar terminal vertices, while similar vertices should
have similar vertex properties and similar edges connecting to the vertices. Under this
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principle, the vertex and edge similarity scores are coupled together, and information
updating equations for i, j ∈ V can be designed as Equation (3.29). In the equations,
~v(k) = (v1(k), v2(k), · · · , vp(k))> is a p-dimensional vector for vertex similarity score at
k-th iteration. Each element vi(k) measures the similarity between i-th and j-th vertex
at k-th iteration. Let E(k) = ((eij(k)))1≤i,j≤p be a p × p symmetric matrix for edge
similarity score at k-th iteration. Each element eij(k) measures the similarity of the
connections between vertex i and vertex j (i, j) in G and G ′ at k-th iteration. Assume
eij(k) = 0 for all i = j. λe, λv ∈ (0, 1] are two tuning parameters. k = 0, 1, 2, · · · . Both
E(0) and ~v(0) are the initial input scores. Let fv(i) be a vertex similarity function for
i-th vertex, and fe(i, j) be an edge similarity function for an edge connecting i-th and
j-th vertex. Motivated by the coupled node-edge update equations in [102], we design
the information updating equation as
vi(k)← λvfv(i) + (1− λv)× 1
p− 1
p∑
j=1
eij(k − 1)
eij(k)← λefe(i, j) + (1− λe)vi(k − 1) + vj(k − 1)
2
(3.29)
Theorem 6 The scoring updating equation (3.29) will converge to a unique solution
E = lim
k→∞
E(k) and ~v = lim
k→∞
~v(k) (3.30)
which is independent of the choice of initial input scores E(0) and ~v(0).
The proof of Theorem 6 requires the results from the following lemma:
Lemma 3 Let λv, λe ∈ (0, 1], p ∈ Z, p ≥ 2. Define c = (1 − λv)(1 − λe) 12(p−1) , c1 =
1− c(p− 2), then 1
2
< c1 ≤ 1.
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Proof:
c1 = 1− c(p− 2) = 1− (1− λv)(1− λe) p− 2
2(p− 1) (3.31)
Because λv, λe ∈ (0, 1], we obtain 0 ≤ (1 − λv)(1 − λe) < 1. Because p ∈ Z, p ≥ 2, we
have
0 ≤ p− 2
2(p− 1) <
1
2
(3.32)
Thus we have 1
2
< c1 ≤ 1.
Now we prove the Theorem 6:
Proof: Define vector ~a = (a1, a2, · · · , ap)> with ai = fv(i) for i ∈ V . Let B =
((bij))1≤i,j≤p, i, j ∈ V with bij = fe(i, j) and bii = 0 for all i ∈ V . Define the matrix Φ(k)
at k-th iteration where
Φ(k)i,j =

vi(k) , if i 6= j
0 , if i = j
(3.33)
To avoid notations confusion, we denote the p×1 vector with all 1 elements as Ip (rather
than using e) within the current section, and let I be a p × p identity matrix. By the
scoring updating equations, at k-th iteration:
E(k) = λeB + (1− λe)1
2
(
Φ(k − 1) + Φ(k − 1)>
)
(3.34)
~v(k) = λv~a+ (1− λv) 1
p− 1E(k − 1)Ip (3.35)
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Because two equations are coupling each other:
~v(k) = λv~a+ (1− λv) 1
p− 1
(
λeB +
1− λe
2
(Φ(k − 2) + Φ(k − 2)>)
)
Ip
= ~c+ (1− λv)(1− λe) 1
2(p− 1)
(
(p− 1)~v(k − 2) + IpI>p ~v(k − 2)− ~v(k − 2)
)
= ~c+ D~v(k − 2)
(3.36)
with
~c = λv~a+ (1− λv)λe 1
p− 1BIp
D = (1− λv)(1− λe) 1
2(p− 1)
(
(p− 2)I + IpI>p
) (3.37)
Let ~x be a p× 1 vector whose elements are to be determined. Write ~v(k) in a form of
~v(k)− ~x = D(~v(k − 2)− ~x) (3.38)
thus
~v(k) = (I−D)~x+ D~v(k − 2) (3.39)
and ~c = (I −D)~x. Define three constants c = (1 − λv)(1 − λe) 12(p−1) , c1 = 1 − c(p − 2),
and c2 = −c, then D = c((p− 2)I + IpI>p ), and
I−D = I− c((p− 2)I + IpI>p ) = c1I + c2IpI>p (3.40)
Based on Lemma 1, c1 6= 0. Because each column (row) of IpI>p are identical, and each
column (row) of I are linearly independent of each other, the summation c1I + c2IpI>p
must be a full rank matrix, thus I−D is invertible, so ~x = (I−D)−1~c. Based on Equation
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(3.38) we have
~v(2k) = ~x+ Dk(~v(0)− ~x)
~v(2k + 1) = ~x+ Dk(~v(1)− ~x)
(3.41)
Let c3 = (1−λv)(1−λe). We use mathematical induction to prove (Dk)ij ≤ ck3/2, ∀i, j ∈ V
for k = 1, 2, · · · . When k = 1
Dii = c3
1
2(p− 1)(p− 1) = c3/2
Dij = c3
1
2(p− 1)1 < c3/2 for i 6= j
(3.42)
Suppose (Dk)ij ≤ ck3/2 for all i, j ∈ V , then
(Dk+1)ij = (D
kD)ij =
p∑
h=1
(Dk)ihDhj ≤
p∑
h=1
ck3
2
Dhj
=
ck3
2
p∑
h=1
Dhj =
ck3
2
c3
2
1
p− 1(p− 1 + p− 1) =
ck+13
2
(3.43)
Because c3 = (1− λv)(1− λe) ∈ [0, 1) as shown in the proof of Lemma 1,
lim
k→∞
(Dk)ij = lim
k→∞
ck3/2 = 0 (3.44)
and (Dk)ij ≥ 0 for all 1 ≤ i, j ≤ p. Thus, as k → ∞ Dk will converge to a matrix with
all elements are zero. Thus
lim
k→∞
~v(2k) = lim
k→∞
~v(2k + 1) = ~x = (I−D)−1~c (3.45)
and the convergence is independent of the initial value ~v(0) or ~v(1). It is also easy to
prove that E(k) will converge to a unique matrix, which is independent of the initial
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choice of E(0).
Based on the Theorem 6, if E(k)→ E = ((eij))1≤i,j≤p and ~v(k)→ ~v = (v1, v2, · · · , vp)>,
then the final similarity score between G and G ′ can be given by:
Similarity score =
1
2p
( p∑
i=1
vi +
1
p− 1
p∑
i=1
p∑
j=1
eij
)
(3.46)
such that a score value ranges over (0, 1], and the higher the score, the more similar G is
to G ′. A benchmark graph G is chosen to analyze how a sequence of graphs evolve. Then
the similarity scores are calculated between the benchmark graph and each graph of the
sequence {Gi}i=1,2,···, which are called testing graphs.
Theorem 7 Suppose a benchmark graph is G. Two testing graphs are G1 and G2. The
similarity scores between the benchmark and testing graphs are S1 and S2, respectively.
If λv = λe, then the order of the values of S1 and S2 is fixed for any λv = λe ∈ (0, 1].
Proof: Let k →∞ in the information updating equations, we have
~v = λv~a+ (1− λv) 1
p− 1EIp, E = λeB + (1− λe)
1
2
(Φ + Φ>) (3.47)
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Then
p∑
i=1
vi = I>p ~v = I>p
(
λv~a+ (1− λv) 1
p− 1EIp
)
= λvI>p ~a+ (1− λv)
1
p− 1I
>
p EIp
p∑
i=1
p∑
j=1
eij = I>p EIp = I>p
(
λeB + (1− λe)1
2
(Φ + Φ>)
)
Ip
= λeI>p BIp + (1− λe)
1
2
(I>p ΦIp + I>p Φ>Ip)
= λeI>p BIp + (1− λe)(p− 1)I>p ~v
= λeI>p BIp + (1− λe)λv(p− 1)I>p ~a+ (1− λe)(1− λv)I>p EIp
(3.48)
If λv = λc = λ ∈ (0, 1], then
1
p− 1I
>
p EIp =
(1− λe)λv
1− (1− λe)(1− λv)I
>
p ~a+
1
p− 1
λe
1− (1− λe)(1− λv)I
>
p BIp
I>p ~v =
λv
1− (1− λe)(1− λv)I
>
p ~a+
1
p− 1
(1− λv)λe
1− (1− λe)(1− λv)I
>
p BIp
(3.49)
We obtain:
Similarity score =
1
2p
(
I>p ~v +
1
p− 1I
>
p EIp
)
=
1
2p
{
(2− λe)λv
1− (1− λv)(1− λe)I
>
p ~a+
(2− λv)λe
1− (1− λv)(1− λe)
(
1
p− 1I
>
p BIp
)}
=
1
2p
(2− λ)λ
1− (1− λ)2
(
I>p ~a+
1
p− 1I
>
p BIp
)
(3.50)
The similarity score can be presented as
Similarity score =
(
I>p ~a+
1
p− 1I
>
p BIp
)
d
∆
= sd (3.51)
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where
d =
1
2p
(2− λ)λ
1− (1− λ)2 > 0 for λv = λe = λ ∈ (0, 1] (3.52)
Suppose the similarity scores for two graphs are S1 = s1d and S2 = s2d, then the relation
between the score values is independent of the value of d.
The choice of the tuning parameters λv and λe reflects a trade-off between evaluating
vertices and edges similarity in dynamic graphs. A low λv and a high λe will put more
weights on evaluating edges similarity, while a high λv and a low λe will place more em-
phasis on evaluating vertices similarity. Theorem 3 states that the relation of a sequence
of similarity score values is independent of the choice of parameters if they are set equal.
As a special case, if λv = λe = 1, both final edge and vertex scores are fixed and no
iteration exists in the information updating equations.
3.5.2 Empirical study
Our empirical study measures the similarity of a sequence of periodic graphs of DJIA
component stocks from 1996-01-01 to 2017-12-31, which is divided into 121 periods in a
chronological order based on calendar months with two months per period. The graph
of the last period G121, starting at 2018-01-01 and ending at 2018-02-28, is set as the
benchmark graph. Graphs of all the remaining periods {Gi}120i=1 are set as testing graphs.
The goal is to select the most similar periods and most different periods to the benchmark
graph. λv = λe = 0.5 is chosen for the updating equations. Results are shown in Figure
3.4.
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3.6 Additional thought: de-regularized estimator for
Concord
In many applications, high-dimensional statistical inference of models has become a
fundamental issue [107]. In a high-dimensional statistical inference of models where an
exact estimation of an (inverse) covariance matrix is desired, it would be more interesting
to obtain a regularized estimator whose bias can be corrected. Since the bias of a l1-
regularized estimator largely comes from the l1 penalty, correcting the bias generally
involves adding back a bias correction that is not sparse [108]. As a result, the de-biasing
process is also called the de-sparsifying process, such as de-sparsified lasso [109] and de-
biased regularized estimators of graphical models [110, 111, 112]. Motivated by the idea
of de-sparsification discussed in [108, 110, 111, 112], we consider the bias correction for
Concord estimator and propose a de-regularized estimator for it. Consider the Concord
estimator
Ωˆ = L(Ω|R) + P (Ω, λ) = arg min
Ω∈Rp×p
−n
2
log |Ω2(D)|+
1
2
tr(ΣˆΩ2) + λ‖Ω(\D)‖1 (3.53)
Let
L(Ω|R) = −n
2
log |Ω2(D)|+
1
2
tr(ΣˆΩ2), P (Ω, λ) = λ‖Ω(\D)‖1 (3.54)
Define the operation of stacking all the columns from the first to the last of a n×p matrix
X into a np× 1 column vector v by v = vec(X). Denote the inverse stacking operation
by X = vec−1(v). Notice that vec(·) is an identity operation, i.e. vec−1(vec(X)) = X
and vec(vec−1(v)) = v. Then
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Lemma 4 Given a n× p data matrix R, suppose the Concord estimator is Ωˆ, the cor-
responding de-sparsified estimator is
Ωˆde-sparsified = Ωˆ + ∆ˆ (3.55)
with
∆ˆ = −vec−1
[( p∑
i=1
Ωˆ−2ii (eie
T
i ⊗ eieTi ) +
1
2
(RTR⊗ I + I ⊗RTR)
)−1
·
vec
(
−nΩˆ−1(D) +
1
2
(RTRΩˆ + ΩˆRTR)
)] (3.56)
where ⊗ is Kronecker product and ei is a p-dimensional column vector with all elements
are 0 except the i-th element.
The proof can be found in the Supplementary materials B.2.
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Figure 3.1: Results of change point detection for synthetic signal under α = 1% and
α = 5% using the synthetic data. Different cases of change point location 0.17T , 0.42T ,
and 0.5T . Y-axis represents the statistics value Dα(τk), k = 1, 2, · · · , 9 under different
signal length T and x-axis represents the chunk index k. A red vertical line represents
the true change point location. A blue diamond () denotes an estimated change point
location in each case. A red band represents the fold which has a true change point
within, and a correct detection estimate should locate in either boundary of this band.
All change points in this figure are correctly detected.
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Figure 3.2: Continued results of change point detection for synthetic signal under α = 1%
and α = 5% (see Figure 3.1 for the figure interpretation) using the synthetic data.
Different cases of change point location 0.70T , 0.74T , and no change point. All changed
points are correctly detected in this figure except for the case of no change point. In the
case of no change point and the sample size n = 50, we incorrectly detect a change point
at the fold k = 7 for both α = 1% and α = 5%.
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Figure 3.3: Relative realized risk (the ratio of realized risk of the minimum-variance
portfolio under change point rebalancing strategy over the realized risk of the minimum-
variance portfolio under periodic rebalancing strategy, see definition in (3.23)). The
realized risk of the portfolio under each rebalancing strategy is computed using the Dow
Jones component stock historical data from Jan-02-1996 to Feb-28-2018 with different
rebalancing frequencies (i.e. every 35, 40, 45, 50, 75, 150, 225 trading days). We com-
pare the relative realized risk under different methods to estimate the (inverse) covari-
ance matrix, including sample covariance matrix (Sample), the Ledoit-Wolf estimator
(Ledoit), condition-number regularization (CondReg), graphical lasso (Glasso), Concord
(Concord), and PseudoNet (PseudoNet). The Y-axis represents the different methods of
the (inverse) covariance matrix estimation in the minimum-variance portfolio. A ratio of
less than 1 indicates that the change point rebalancing strategy is more effective. The
figure shows that almost all cases under change point rebalancing strategy yield improved
relative realized risk.
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Figure 3.4: The figures show which periods from Jan-01-1996 to Dec-31-2017 (called test-
ing period) are most similar and most different from the target period from Jan-01-2018
to Feb-28-2018, which is an economic expansion period. We use the DJIA component
stock historical data from Jan-01-1996 to Feb-28-2018. Graphical models (or testing
graphs) are estimated every two months in the testing period. The similarity is mea-
sured between each testing graph and the graph estimated from the target period. The
similarity score is plotted (in the above figure). The most similar periods are denoted
using blue bands and the most different periods are denoted using red bands, together
with the DJIA Index values (in the middle figure) and with the DJIA Index returns (in
the below figure). The most similar periods correspond to the economic expansion pe-
riods in history, while the most different periods correspond to the Asian financial crisis
in 1998, the dot-com bubble collapse in 2000, and the subprime mortgage crisis in 2008.
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Chapter 4
Computation
4.1 Introduction
In this chapter, we discuss the computational aspect of Graphical Concord method
and its software development. There have existed several software solvers for inverse
covariance matrix estimation. In Gaussian setup, [36] propose the Graphical Lasso es-
timator which is implemented using function glasso in the R package glasso1 and
the Python function graphical lasso2 in the scikit-learn module. Graphical Lasso de-
pends on a Gaussian functional form. To relax the Gaussian assumption, [78] introduces
SPACE (Spatial PArtial Correlation Estimation) method that can be implemented in the
R package space3. However, [40] shows that SPACE algorithm might fail to converge
in some simple cases. Instead, they propose Concord estimator from a convex pseudo-
likelihood function with l1 penalty and prove that its convergence is guaranteed. They
apply the coordinate-wise descent algorithm to solve the Concord optimization problem.
1Download address: https://cran.r-project.org/web/packages/glasso/index.html
2Documentation address: https://scikit-learn.org/stable/modules/generated/sklearn.
covariance.graphical_lasso.html
3Download address: https://cran.r-project.org/web/packages/space/index.html
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[44] realizes that the convex pseudo-likelihood framework has not leveraged the extensive
array of methods for convex optimization, and propose two proximal gradient methods
— Iterative Soft-Thresholding Algorithm (ISTA) and Fast ISTA (FISTA) — for the more
general Concord optimization problem with an elastic net penalty. The solution is called
PseudoNet estimator. It is consistent and does not saturate, which means that in high
dimensional case, there is no hard limit on the number of nonzero entries in the estimator.
Because the l1 penalty is part of an elastic net penalty, Concord optimization problem
can be seen as a special case of that of PseudoNet. For the sake of simplicity, we call both
Concord and PseudoNet as Graphical Concord. Motivated by such simplicity, we develop
both an R and a Python package for Graphical Concord. We design the package such
that it can compute both CONCORD and PseudoNet estimator via the two proximal
gradient methods and the coordinate-wise descent method.
4.2 Structure of the packages
This section will discuss the structure of the package and the main algorithm of each
method. We design the structure of both R and Python packages in the following way: all
methods are implemented in a C++ core file, called core.cpp, together with a header file
core.h. A wrapper file wrap.cpp, together with its header file wrap.h, is implemented
so that it directly calls the functions in core.cpp and it can be called directly by R or
Python code. The structure can be visualized in Figure 4.1. The detailed implementation
of functions ccorig, ccista, and ccfista in the file core.cpp will be discussed in the
next section.
Such a structure design provides an apparent benefit: one may avoid an overhaul to
the packages for future maintenance. Rather than re-build an entire package, one only
needs to update the core file core.cpp for any changes in the algorithm.
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call 
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return call 
Figure 4.1: The structure of the R package (blue frame) and Python package (yellow
frame) for Graphical Concord. Both packages share the same core file core.cpp. Each
package has its wrapper file wrap.cpp and the code file. Such a design facilitates the
development and the future maintenance of both packages.
4.3 Algorithms for Graphical Concord
In this section, we present the algorithm for coordinate-wise descent, ISTA, and
FISTA and discuss how to implement R and Python packages. Coordinate-wise descent
is an optimization algorithm that minimizes along the coordinate-wise direction to find
the minimum/maximum of a function [113]. It has been applied to solve Graphical
Concord by [40]. ISTA and FISTA are two proximal gradient methods and have been
applied to the Graphical Concord problem by [42].
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4.3.1 Algorithm for coordinate-wise descent method
Suppose that n number of p-dimensional samples are taking from a same distribution
with unknown true covariance matrix Σ. Suppose the sample covariance matrix is S.
For a p × p matrix Ω, let ΩD and Ω\D denote the diagonal and off-diagonal matrix
for Ω, and let ‖Ω‖1 and ‖Ω‖F represent the l1 norm and Frobenius norm of matrix
Ω, respectively. By [44], a Graphical Concord estimator is the solution of the following
optimization problem
min
Ω∈Rp×p
Qcon(Ω|S,Λ1, λ2)
= min
Ω∈Rp×p
(
−1
2
log det(Ω2D) +
1
2
tr(SΩ2) + ‖Λ1 ◦Ω\D‖1 + λ2‖Ω‖2F
) (4.1)
where Λ1 = ((λij))1≤i,j≤p is a p × p matrix parameter for l1 penalty while λ2 ≥ 0
is a scalar parameter for Frobenius norm penalty. The symbol ◦ denotes an element-
wise multiplication between two matrices. If all non-diagonal elements in Λ1 are the
same, i.e. λi,j := λ1 ≥ 0 for all 1 ≤ i, j ≤ p and i 6= j, then the l1 penalty term
‖Λ1 ◦Ω\D‖1 = λ1‖Ω\D‖1 where λ1 is a scalar parameter for l1 penalty term. In addition,
if λ2 = 0, the optimization problem for Graphical Concord is reduced to the pseudo-
likelihood function for Concord estimator in [40].
The coordinate-wise descent algorithm minimizes
Qcon(Ω|S,Λ1, λ2)
via cyclic coordinate-wise descent that alternates between updating diagonal and off-
diagonal elements. Appendix shows that the updating operator Tij : Rp×p 7→ R is given
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by
(Tij(Ω))ij =
S2λij
(
−
(∑
j′ 6=j ωij′sjj′ +
∑
i′ 6=i ωi′jsii′
))
sii + sjj + 4λ2
(Tii(Ω))ii =
−∑j 6=i ωijsij +
√(∑
j 6=i ωijsij
)2
+ 4(sii + 2λ2)
2(sii + 2λ2)
(4.2)
where Sη(x) := sign(x)(|x| − η)+. The coordinate-wise descent algorithm is summarized
in the Algorithm 1.
Algorithm 1: Coordinate-wise descent algorithm for Graphical Concord
input : A p× p sample covariance matrix S, an initial input Ω(0), penalty
parameters Λ1 and λ2, threshold , maximum iteration Nmax.
output: Graphical Concord estimator Ω(k).
initialization: k ← 0, converge← false;
while k < Nmax and converge = false do
maxdiff ← 0, Ω(k+1) ← Ω(k)
for i← 1 to p− 1 do
for j ← i+ 1 to p do
Ω
(k+1)
ij ← (Tij(Ω(k+1)))ij
maxdiff ← max(maxdiff, |Ω(k+1)ij −Ω(k)ij |)
Ω
(k)
ij ← Ω(k+1)ij
for i← 1 to p do
Ω
(k+1)
ii ← (Tii(Ω(k+1)))ii
maxdiff ← max(maxdiff, |Ω(k+1)ii −Ω(k)ii |)
Ω
(k)
ii ← Ω(k+1)ii
if maxdiff <  then converge← true;
k ← k + 1.
[40] shows that the complexity of the Algorithm 1 is min(O(np2), p3), which turns
out to be very slow for large value of p. This motivates the methods of ISTA and FISTA
in the next section.
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4.3.2 Algorithms for ISTA and FISTA methods
Both ISTA and FISTA algorithms have a complexity of O(p2) and are based on
proximal gradient method. In the proximal gradient method, the objective function
Qcon(Ω|S,Λ1, λ2) is split into a smooth function g and a non-smooth function h, i.e.
g(Ω) = −1
2
log det(Ω2D) +
1
2
tr(SΩ2) + λ2‖Ω‖2F , h(Ω) = ‖Λ1 ◦Ω\D‖1 (4.3)
then a proximal step is taken in the negative gradient direction of the smooth part. In
each iteration of the proximal gradient method, one step is taken in the direction of the
negative gradient of g having gradient function
∇g(Ω) = −Ω−1D +
1
2
(SΩ + ΩS) + λ2Ω (4.4)
and then apply efficient proximal operator for h. The step size is chosen using backtrack-
ing line search. The line search for k-th iteration starts with an initial step size τ(k,0) and
reduces the step size to τ(k,l) = c
lτ(k,0) for l = 0, 1, · · · with a constant factor c until the
following stopping criterion is satisfied [42]:
g(Ω(k+1)) ≤ Q(Ω(k+1),Ω(k)) (4.5)
where
Q(Ω(k+1),Ω(k)) = g(Ω(k)) + tr((Ω(k+1) −Ω(k))>∇g(Ω(k))) + 1
2τ(k,j)
‖Ω(k+1) −Ω(k)‖2F
[42] discusses three ways to choose the initial step size τ(k,0): (a) a constant starting step
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size τ(k,0) = 1, (b) a feasible step size found from previous iteration, (c) Barzilai-Borwein
heuristic step size. The details of the proximal gradient method are shown in Algorithm
2 and the details of the accelerated proximated gradient method are shown in Algorithm
3. In the algorithms, the soft-thresholding operator SτΛ(Ω) : Rp×p 7→ Rp×p is defined as
(SτΛ(Ω))ij = sign(Ωij) ·max(Ωij − τΛij, 0) for i, j = 1, · · · , p (4.6)
Algorithm 2: Graphical Concord - ISTA
input : A p× p sample covariance matrix S, an initial input Ω(0), penalty
parameters Λ1 and λ2, threshold , maximum iteration Nmax.
output: Graphical Concord estimator Ω(k).
initialization: k ← 0, loop← true, τ0 ← 1, c← 0.5;
while loop = true do
τ ← τk, backitr ← 0, G← ∇g(Ω(k));
while backitr < 100 do
if backitr 6= 0 then τ ← τc ;
Ω(k+1) = SτΛ1(Ω(k) − τG);
if g(Ω(k+1)) > Q(Ω(k+1),Ω(k)) then backitr ← backitr + 1;
else break;
Compute next initial step size τk+1;
Compute ∆sub = ‖∇g(Ωk+1) + ∂h(Ω(k+1))‖F/‖Ω(k+1)‖F ;
Ω(k+1) ← Ω(k);
k ← k + 1;
if k ≥ Nmax or ∆sub <  then loop← false;
4.3.3 A numerical comparison of the algorithm complexity
In this sub-section, we conduct a numerical comparison on the algorithm complexity
for coordinate-wise descent (cd-wise), ISTA, and FISTA. We generate positive definite
precision matrices Ω with approximately 30% nonzero elements for each dimension p =
500, 800, 1000, 1500, 2000. For each case of p, we generate independent and identically
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Algorithm 3: Graphical Concord - FISTA
input : A p× p sample covariance matrix S, an initial input Ω(0), penalty
parameters Λ1 and λ2, threshold , maximum iteration Nmax.
output: Graphical Concord estimator Ω(k).
initialization: k ← 0, loop← true, τ0 ← 1, c← 0.5, Θ← Ω(0), α0 ← 1;
while loop = true do
τ ← τk, backitr ← 0, G← ∇g(Θ);
while backitr < 100 do
if backitr 6= 0 then τ ← τc ;
Ω(k+1) = SτΛ1(Θ− τG);
if g(Ω(k+1)) > Q(Ω(k+1),Θ) then backitr ← backitr + 1;
else break;
αk+1 ← 12(1 +
√
1 + 4α2k);
Θ← Ω(k+1) + αk−1
αk+1
(Ω(k+1) −Ω(k));
Compute next initial step size τk+1;
Compute ∆sub = ‖∇g(Ωk+1) + ∂h(Ω(k+1))‖F/‖Ω(k+1)‖F ;
Ω(k+1) ← Ω(k);
k ← k + 1;
if k ≥ Nmax or ∆sub <  then loop← false;
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distributed samples following a normal distribution with zero mean and covariance matrix
Ω−1 with sample size n = γ · p where γ = 0.5, 1, 2. We fix the penalty parameters to be
constants and choose Λ1 = ((λij)) with λij = 0.1 for all i, j and λ2 = 0.2. The numerical
result is presented in the Table 4.1.
The results show that as the value of p increases, all algorithms have longer running
time. However, the sample sizes seem not to impact the running time. As the value of
p gets larger, both the ISTA and FISTA have shorter running time than the coordinate-
wise descent algorithm. We notice that FISTA spends more time than ISTA and believe
that it can be explained by the fact that using our dataset FISTA requires more iterations
than ISTA and it is possible that FISTA requires more iterations in the backtracking line
search than ISTA.
4.3.4 Implementation of the R and the Python package
We follow the instruction from [114] to develop an R package for Graphical Concord.
The R package development includes the following steps:
1. Create an empty R package in the RStudio by clicking File → New Project →
New Directory → R Package.
2. Make sure that the tool packages necessary for the development have been properly
installed. The tool packages include devtools, Rcpp, and RcppEigen. Make sure
that Rtool has been installed with the latest version. Download all header files of
the library Eigen4.
3. Run the command
devtools::use rcpp()
4The Eigen library can be downloaded from http://eigen.tuxfamily.org/index.php?title=
Main_Page
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p γ = n/p cd-wise ISTA FISTA
500
0.5 0.39 / 76 0.16 / 52 0.97 / 175
1 0.35 / 75 0.14 / 60 1.42 / 268
2 0.35 / 74 0.11 / 50 0.71 / 144
800
0.5 5.82 / 78 0.46 / 57 3.27 / 152
1 6.68 / 82 0.63 / 58 4.3 / 174
2 5.78 / 83 0.49 / 49 2.46 / 129
1000
0.5 10.35 / 74 0.77 / 52 7.46 / 300
1 14.33 / 102 0.77 / 59 5.86 / 248
2 14.27 / 100 0.87 / 65 4.17 / 142
1500
0.5 52.52 / 92 2.22 / 69 12.06 / 173
1 52.62 / 95 2.32 / 78 11.53 / 163
2 56.25 / 100 2.04 / 70 13.98 / 244
2000
0.5 119.04 / 87 4.17 / 59 21.49 / 153
1 104.35 / 76 3.98 / 66 23.84 / 179
2 119.29 / 87 3.94 / 64 25.14 / 219
Table 4.1: A numerical comparison of the complexity of coordinate-wise descent (cd-
wise), ISTA, and FISTA algorithms using the simulated data with different dimensions
p and sample sizes n. The algorithm complexity is measured by the running time (in
minutes) and the number of iterations to converge. The results show that the sample
size will not significantly impact the running time, while an increase of the dimension
will lead to a huge increase in the running time. In addition, the results do not show a
direct relationship between the number of iterations and the dimensions/sample sizes.
to create a src folder. Follow the Algorithm 1, 2, and 3 and implement them in
the core file core.cpp, the corresponding hearder files, and wrapper files in this
folder. The files include
(a) Header files: ccfista.h, ccista.h, ccorig.h.
(b) A core file: core.cpp.
(c) A wapper file: wrap.cpp.
4. In the DESCRIPTION file, include the necessary dependent packages (i.e. the external
packages needed in our software) by running the command
devtools::use package("<Package Name> ")
The dependent packages include MASS, Rcpp, and RcppEigen.
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5. Run the command devtools::use testthat() to generate a test folder. Imple-
ment R script in the R folder. Add roxygen comments @useDynLib and @export
before the main function definition.
6. Click Install and Restart botton in the Build panel to load all files.
7. Run devtools::document() to update NAMESPACE file.
8. Run devtools::test() to test the package.
9. Run devtools::use vignette("ReadMe") to create a vignette file. Edit the R
Markdown file.
10. Run devtools::build() to zip the entire package.
The following steps are used to create a Python package:
1. Compile the core files and wrapper files together to create a shared library file by
running the following code in the terminal.
g++ -fPIC -I/home/jovyan/Supportpkgs/eigen -3.37/ -O0 -g3
-Wall -c -fmessage -length=0 -MMD -MP -MF"build/core.d"
-MT"build/core.o" -o "build/core.o" "src/core.cpp"
g++ -fPIC -I/home/jovyan/Supportpkgs/eigen -3.37/
-I/opt/conda/pkgs/python -3.7.3-h5b0a415_0/include/
python3.7m/-O0 -g3 -Wall -c -fmessage -length=0 -MMD -MP
-MF"build/wrap.d" -MT"build/wrap.o" -o "build/wrap.o"
"src/wrap.cpp"
g++ -shared -o "gconcord/sharedlib.so" build/core.o
build/wrap.o
2. Implement init .py file and the Python code file.
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3. Implement and run setup.py file as follows to install the package in the shell.
python setup.py install
4. Run the following code for the unit tests.
python unittest/unittestGraphicalconcordModule.py
4.4 Application examples of gconcord packages
4.4.1 Examples for the R package
In the following examples, we use the Dow Jones Industrial Average (DJIA) historical
data from 2017-12-01 to 2017-12-31 from the dataset return as the input data. This part
of the dataset contains the daily arithmetic returns of 30 component stocks in the DJIA
Index from 1990-01-03 to 2018-02-28. It has 20 rows (observations) and 30 columns
(stocks) and contains missing values. The data can be obtained using function get.data
as follows
You can type R commands in your LATEX document and they will be properly run
and the output printed in the document.
library(gconcord)
data = get.data( start = "2017-12-01", end = "2017-12-31",
type = "return")
To compute a Graphical Concord estimator and build a corresponding graph, it is
necessary to determine the tuning parameters by selecting a loss function and conduct
cross-validation. We consider two cases: (1) users do not have prior information about
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the matrix parameter Λ1 for l1 penalty, (2) users have prior information about the matrix
parameter and can provide the matrix Λ1. We will illustrate the two cases separately.
Sparse estimation without prior l1 penalty information
cross-validation. We consider how to estimate a sparse inverse covariance matrix with-
out knowing prior l1 matrix penalty information. In this case, it is assumed that for
Λ1 = ((λij))1≤i,j≤p, λij := λ1 for all 1 ≤ i, j ≤ p, i 6= j. Under this assumption, the
first step is to find out the optimal values for the tuning parameters λ1 and λ2. The
function cv.gconcord conducts cross-validation for the tuning parameters when data
are available. The R code for 5-fold cross-validation is
set.seed(1)
res1 = cv.gconcord(data , K = 5)
res1$lam1.optimal ## optimal lambda1
res1$lam2.optimal ## optimal lambda2
The above cross-validation uses the predictive risk loss function. Suppose Ωˆ = ((ωˆij))
and let y1, y2, · · · , yn represent the sample data. Let Y = (y1, · · · , yn)> and Yj be the
j-th column of Y . Then the predictive loss function can be defined as follows.
L(Ωˆ, Y ) = 1
n
p∑
i=1
∥∥∥Yi −∑
j 6=i
(
− ωˆij
ωˆii
)
Yj
∥∥∥2
2
(4.7)
Users also can define their loss functions. Two requirements for the user-defined loss
function are: First, the function would take the parameter estimate omega and the data
data as two input arguments; Second, the function should return a scalar loss value. Users
only need to specify the argument FUN in cv.gconcord as the name of their defined loss
function. For example, a user can define the loss function to be the negative of Gaussian
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log-likelihood as:
L(Ωˆ, Y ) = −n log detΩˆ + tr(ΩˆY >Y ) (4.8)
and the cross-validation is
negL <- function(omega , data){
n <- nrow(data)
## add a threshold to avoid log(0)
loss <- -n * log(max(det(omega), 1e-15)) +
sum(diag(omega %*% t(data) %*% data))
return(loss)
}
set.seed(1)
res2 = cv.gconcord(data , K = 5, FUN = negL)
res2$lam1.optimal ## optimal lambda1
res2$lam2.optimal ## optimal lambda2
Our package provides a function cvplot to visualize the results of cross-validation. It
offers a straightforward interpretation for users about the optimal location for tuning
parameters. For the predictive risk and negative log-likelihood loss function, the contour
plots of average loss values and loss quantiles over the grid of (λ1, λ2) can be plotted in
Figure 4.2 and Figure 4.3 via the following code.
p1 <- cvplot(res1$val.error , main = "Loss values")
p2 <- cvplot(res1$val.error.quantile , main = "Loss quantiles")
library(gridExtra)
grid.arrange(p1, p2, ncol = 2)
p1 <- cvplot(res2$val.error , main = "Loss values")
p2 <- cvplot(res2$val.error.quantile , main = "Loss quantiles")
grid.arrange(p1, p2, ncol = 2)
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Generally, the loss quantiles can better differentiate the magnitudes of validation errors
in the visualization than the loss values. Both quantities would present the same relative
loss magnitudes and the same combinations of optimal tuning parameters. Also, if an
optimal point is located along the non-zero boundary of tuning parameters, that may
indicate that the range of candidate values of tuning parameters is not wide enough,
and a wider range of candidate values should be included in the arguments lam1.vec or
lam2.vec in the function cv.gconcord.
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Figure 4.2: The heatmaps of the loss values (left) and the quantiles of loss values (right)
in the 5-fold cross-validation over the grid of (λ1, λ2) using the DJIA component stock
historical returns from Dec-01-2017 to Dec-31-2017. The loss function in the cross-
validation is the predictive risk function defined in (4.7). In the heatmap, the darker
the colour, the smaller the loss value or its quantile. Although the heatmap of the loss
quantiles shows clearer contours than that of the loss values, both heatmaps show the
optimal value for the hyper-parameters is about λ1 = 0, λ2 = 0.1473.
Sparse estimation with a prior l1 penalty information
In this section, we will continue our previous DJIA example to illustrate how to
compute Graphical Concord with a prior l1 penalty matrix Λ1. Suppose a user can
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Figure 4.3: The heatmaps of the loss values (left) and the quantiles of loss values (right)
in the 5-fold cross-validation over the grid of (λ1, λ2) using the DJIA component stock
historical returns from Dec-01-2017 to Dec-31-2017. The loss function in the cross-
validation is the negative of Gaussian log-likelihood function defined in (4.8). In the
heatmap, the darker the colour, the smaller the loss value or its quantile. Although the
heatmap of the loss quantiles shows clearer contours than that of the loss values, both
heatmaps show the optimal value for the hyper-parameters is about λ1 = 0.0491, λ2 =
0.4911.
obtain prior information for the l1 penalty matrix Λ1 and the user constructs it based
on the industry to which one company belongs. Further, suppose that the 30 component
stocks of DJIA can be classified into the following industries in Table 4.2.
Assume that a user believes that stocks from different industries are independent of
each other, while stocks within the same industry are dependent on each other. l1 penalty
parameters corresponding to pair of stocks from different industries can be assigned with
large values, and assume that the user can estimate the best l1 penalty parameter within
each industry as follows:
# Define categories
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Industry Count Company stock code
Technology 6 AAPL, CSCO, IBM, INTC, MSFT, V
Food & Retails 6 HD, KO, MCD, NKE, PG, WMT
Pharmaceuticals & Health 4 JNJ, MRK, PFE, UNH
Construction & Mining 4 BA, CAT, MMM, UTX
Financial Services 4 AXP, GS, JPM, TRV
Energy 3 CVX, GE, XOM
Chemical 1 DWDP
Entertainment 1 DIS
Telecommunication 1 VZ
Total 30
Table 4.2: The sectors of all stocks in the components of DJIA. A package user would use
the sector information of each stock to determine the penalty parameters in the matrix
Λ1 = ((λij)). That is, if the stock i and the stock j come from the same sector, then λij
and λji can be determined with a small value.
All <- colnames(data)
Tech <- c("AAPL","CSCO","IBM","INTC","MSFT","V")## Technology
Food <- c("HD","KO","MCD","NKE","PG","WMT") ## Food
Pham <- c("JNJ","MRK","PFE","UNH") ## Pharmaceuticals
Cons <- c("BA","CAT","MMM","UTX") ## Construction
Fina <- c("AXP","GS","JPM","TRV") ## Finance
Engy <- c("CVX","GE","XOM") ## Energy
Chem <- c("DWDP") ## Chemistry
Ettm <- c("DIS") ## Entertainment
Tele <- c("VZ") ## Telecommunication
# Construct prior penalty matrix Lambda
Lam <- matrix(100, ncol(data), ncol(data),
dimnames = list(All , All))
Lam[Tech , Tech] <- 0.01; Lam[Food , Food] <- 0.02
Lam[Pham , Pham] <- 0.05; Lam[Cons , Cons] <- 0.01
99
Computation Chapter 4
Lam[Fina , Fina] <- 0.01; Lam[Engy , Engy] <- 0.03
Lam[Chem , Chem] <- 0.04; Lam[Ettm , Ettm] <- 0.05
Lam[Tele , Tele] <- 0.04
With this user-defined l1 penalty matrix Λ1, cross-validation is only conducted over λ2
in function cv.gconcord. Following code shows the cross-validation using predictive risk
and negative log-likelihood loss functions. Figure 4.4 and Figure 4.5 present the results.
# Predictive risk loss function
res3 <- cv.gconcord(data = data , lam1.vec = Lam , K = 5)
par(mfrow=c(1,2))
cvplot(res3$val.error , ylab = "Loss values")
cvplot(res3$val.error.quantile , ylab = "Loss quantiles")
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Figure 4.4: The curve plots of the loss values (left) and the quantiles of loss values (right)
in the cross-validation over all possible values for the penalty parameter λ2, given the
penalty parameter Λ1 is determined. The cross-validation is conducted using the DJIA
component stock historical returns from Dec-01-2017 to Dec-31-2017. The loss function
in the cross-validation is the predictive risk defined in (4.7). Both plots show that the
optimal value for λ2 is around 1.1473.
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Figure 4.5: The curve plots of the loss values (left) and the quantiles of loss values (right)
in the cross-validation over all possible values for the penalty parameter λ2, given the
penalty parameter Λ1 is determined. The cross-validation is conducted using the DJIA
component stock historical returns from Dec-01-2017 to Dec-31-2017. The loss function
in the cross-validation is the negative Gaussian log-likelihood function defined in (4.8).
Both plots show that the optimal value for λ2 is around 0.369.
With the cross-validation results, it is easy to compute corresponding Graphical Concord
estimator and plot the graphs in Figure 4.6.
omega3 <- gconcord(data = data , lambda1 = res3$lam1.optimal ,
lambda2 = res3$lam2.optimal)
omega4 <- gconcord(data = data , lambda1 = res4$lam1.optimal ,
lambda2 = res4$lam2.optimal)
p1 <- graphplot(omega3, edge.width = 0.5,
varnames = colnames(data),
main = "Predictive risk")
p2 <- graphplot(omega4, edge.width = 0.5,
varnames = colnames(data),
main = "Negative log -likelihood")
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grid.arrange(p1, p2, ncol = 2)
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Figure 4.6: The graph visualization of the inverse precision matrix estimated under
different cross-validation results using the DJIA component stock historical data from
Dec-01-2017 to Dec-31-2017. The left graph is constructed with parameter estimated
from the cross-validation with predictive risk function. The right graph is constructed
with parameter estimated from the cross-validation with negative Gaussian log-likelihood
function. Despite the estimated parameters are different using different loss functions,
the sparsity structures of the two graphs are highly similar to each other.
4.4.2 Examples for the Python package
In this part, we illustrate the Python package by generating multivariate normal
distributed data and computing its sparse precision matrix estimation. We generate the
data using the following code.
import numpy as np
p = 6
cov = np.diag(np.random.uniform(1,10,p))
mean = np.array(np.random.uniform(-1,2,p))
x = np.random.multivariate_normal(mean , cov , 20)
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We can estimate the Concord estimator using λ1 = 0.2, λ2 = 0.05 as follows.
from gconcord.graphical_concord_ import GraphicalConcord
from gconcord.graphical_concord_ import GraphicalConcordCV
model = GraphicalConcord(lam1 = 0.2, lam2 = 0.05)
ans = model.fit(x)
ans.omega.round(6)
We can also conduct the cross-validation to find out the optimal tuning parameters as
follows.
cv = GraphicalConcordCV(method = "ista")
res = cv.fit(x)
[ans.lam1, ans.lam2]
4.5 Positive-definite Graphical Concord via ADMM
The Graphical Concord estimators do not guarantee to be positive definite. However,
in many applications, a positive-definite (inverse) covariance matrix is important and
crucial. It may be interesting to develop an optimization that provides a positive-definite
Graphical Concord estimator. In this sub-section, we follow the work of [115, 42, 116]
and propose the positive-definite Graphical Concord estimator by adding an additional
constraint on the minimal eigenvalue of a precision matrix to the existing Graphical
Concord problem. That is, we propose to solve the optimization problem
min
Ω∈Rp×p
{
−1
2
log det(Ω2D) +
1
2
tr(SΩ2) + λ1‖Ω\D‖1 + λ2
2
‖Ω‖2F
}
subject to: Ω  uI for some u > 0
(4.9)
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Assume that A = {Ω ∈ Rp×p|Ω  uI for some u > 0}, the optimization problem is
equivalent to
min
Ω∈Rp×p
{
−1
2
log det Ω2D +
1
2
〈S,Ω2〉+ λ2
2
‖Ω‖2F + λ1‖Ω\D‖1 + IA(Ω)
}
with IA(Ω) =

0, if Ω ∈ A
+∞, otherwise
(4.10)
where 〈S,Ω2〉 , tr(SΩ2). Define the convex and smooth part
h1(Ω) = −1
2
log det(Ω2D) +
1
2
〈S,Ω2〉+ λ2
2
‖Ω‖2 (4.11)
the convex and non-smooth part
h2(Ω) = λ1‖Ω\D‖1 (4.12)
and the non-convex and non-smooth part
g(Ω) = IA(Ω) (4.13)
To separate the non-smooth functions, the optimization is equivalent to
min
Ω,Φ∈Rp×p
{h1(Ω) + h2(Ω) + g(Φ)}
subject to: Ω = Φ
(4.14)
The Alternating Direction Method of Multipliers (ADMM) [116] can be used to solve the
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problem in (4.14). The augmented Lagrangian function is
Lµ(Ω,Φ|Λ) = h1(Ω) + h2(Ω) + g(Φ)− 〈Λ,Ω−Φ〉+ 1
2µ
‖Ω−Φ‖2F (4.15)
where µ is a penalty parameter and Λ is the Lagrange multiplier associated with the
linear constraint. It is hard to directly solve the Lagrange problem. However, if we
minimize the augmented Lagrangian function with respect to Ω and Φ, alternatively, we
obtain two sub-problems in each iteration and both of them are relatively easy to solve.

Ωk+1 = arg minΩ Lµ(Ω,Φk|Λk)
Φk+1 = arg minΦ Lµ(Ωk+1,Φ|Λk)
Λk+1 = Λk − 1
µ
(Ωk+1 −Φk+1)
(4.16)
4.5.1 The ADMM solution
Rewrite the first optimization in (4.16) as
Ωk+1 = arg min
Ω
h1(Ω) + h2(Ω)− 〈Λk,Ω−Φk〉+ 1
2µ
‖Ω−Φk‖2F
= arg min
Ω
[
h1(Ω)− 〈Λk,Ω−Φk〉+ 1
2µ
‖Ω−Φk‖2F
]
+ h2(Ω)
, arg min
Ω
h3(Ω|Λk,Φk, µ) + h2(Ω)
We analyze h3 and h2 separately. The gradient function of h3 (with respect to Ω) is:
∇h3(Ω) = ∇h1(Ω)−Λk + 1
µ
(Ω−Φk)
= −(ΩD)−1 + 1
2
(SΩ + ΩS) + λ2Ω−Λk + 1
µ
(Ω−Φk)
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By [42], the proximal operator for h2 is
proxh2(Ω) = arg min
Θ
{
h2(Θ) +
1
2
‖Ω−Θ‖2F
}
= SΥ(Ω) = sign(Ω) max{|Ω| −Υ, 0}
where S is the soft-thresholding operator and the elements of Υ satisfy
(Υ)ij =

λ1, if i 6= j
0, otherwise
Follow the work of [42], the algorithm to solve the first optimization is introduced in [42]
as follows:
1. Compute the gradient ∇h3:
G(j) = −(Ω(j)D )−1 +
1
2
(
SΩ(j) + Ω(j)S
)
+ λ2Ω
(j) −Λk + 1
µ
(
Ω(j) −Φk
)
(4.17)
2. Determine the initial step size τ(j,0) and compute the optimal step size τj, which is
the largest τj ∈ {ciτ(j,0)}i=0,1,··· such that
Ω(j+1) = SτjΥ
(
Ω(j) − τjG(j)
)
(4.18)
satisfies
h3(Ω
(j+1)) ≤ h3(Ω(j)) +
〈
Ω(j+1) −Ω(j),G(j)
〉
+
1
2τj
‖Ω(j+1) −Ω(j)‖2F (4.19)
where S is the soft-thresholding operator applied element-wise to the matrices, i.e.
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Sη(x) = sign(x) max(|x| − η, 0).
3. Compute the convergence criteria
∆subg =
‖∇h3(Ω(j)) + ∂h2(Ω(j))‖F
|Ω(j)|F (4.20)
While ∆subg > , repeat from step 1 to step 3. Otherwise, output Ω
(j) as Ωk+1.
Next, we solve the second optimization problem in (4.16). The gradient function of
the Lagrangian function with respect to Φ is
∂
∂Φ
Lµ(Ωk+1,Φ|Λk) = ∂g(Φ) + Λk − 1
µ
(Ωk+1 −Φ) (4.21)
We would like 0 ∈ ∂
∂Φ
Lµ(Ω,Φ|Λ). Since the proximal mapping of the indicator function
g(Φ) is the Euclidean projection onto A, that is,
proxIA(X) , arg min
Z∈Rp×p
{
IA(Z) +
1
2
‖Z−X‖2F
}
= arg min
Z∈Rp×p
{
1
2
‖Z−X‖2F , s.t. Z ∈ A
}
, PA(X)
(4.22)
thus
PA(Ωk+1 − µΛk) = arg min
Z∈Rp×p
{
1
2
‖Z− (Ωk+1 − µΛk)‖2F , s.t. Z− uI  0
}
(4.23)
This problem is unitary-invariant (i.e., ‖Z‖F = ‖UZU>‖F for any unitary matrix U), its
solution is given by PA(Ωk+1 − µΛk) = diag(γ)U>, where Ωk+1 − µΛk = Udiag(σ)U>
is the decomposition of Ωk+1−µΛk, and γ is the projection of σ onto the simplex in the
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Euclidean space, that is,
γi = arg min
ξ∈R
{
1
2
‖ξ − σi‖22, s.t. ξ − u ≥ 0
}
for i = 1, · · · , p (4.24)
From the first-order optimality condition, the solution is
γi = max{σi, u} for i = 1, · · · , p (4.25)
In the optimization problem in (4.16), the iterations over the three optimizations will
not stop until the stopping criterion is satisfied. Based on [115], two stopping criterion
can be used are
1. The algorithm stops if
∣∣∣∣Lµ(Ωk,Φk|Λk)− Lµ(Ωk−1,Φk−1|Λk−1)∣∣∣∣ <  for some 
2. The algorithm stops if
‖Ωk −Φk‖F
max{1, ‖Ωk‖F , ‖Φk‖F} <  for some 
4.5.2 Simulation
In the simulation study, we generate random samples of p-variate random vectors
x1, x2, · · · , xn
from (i) multivariate normal distribution and (ii) multivariate t distribution with 5 degree
of freedom. We consider the following cases:
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1. The dimension p ∈ {100, 200, 400},
2. The ratio of sample size/dimension γ , n
p
∈ {0.25, 0.5, 0.75, 1, 2},
3. The distribution of the samples D ∈ {Gaussian distribution(N ), t-distribution(t)},
4. The true precision matrix Ω ∈ {Ω1,Ω2}.
For each case of p and γ, we consider the following sparsity (percent of nonzero elements)
of matrices as true precision matrix Ω:
1. sparsity(Ω1) = 30%, and the minimal eigenvalue λmin(Ω1) = 1;
2. sparsity(Ω2) = 5%, and the minimal eigenvalue λmin(Ω2) = 1;
To generate the desired precision matrix, we first generate the Ω that is positive definite
and has the desired sparsity level. Next, the spectral decomposition of Ω = UΛU>. To
make its minimal eigenvalue to be the target value (1 in our case), we compute the new
Ω = U
(
1
λmin(Λ)
Λ
)
U>. In the simulation, we choose the following parameters, and all
results are in Table 4.3.
1. Penalty parameter in augmented Lagrangian function µ = 0.01;
2. Tuning parameters in Graphical Concord λ1 = 0.0001 and λ2 = 0;
3. Lower bound of minimal eigenvalue u = 1.
4. Data are sampled as sequential subsets from smallest γ to the largest γ.
In the first table simulation, we choose the initial Ω(0),Φ(0),Λ(0) to be the identity matrix,
while for the second table simulation, we choose the initial Ω(0),Λ(0) to be the identity
matrix, and Φ(0) be the matrix with all elements are 1.
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Table 4.3: The comparison of the minimal eigenvalues of the precision matrix estimated
from Concord (CCD) and from positive-definite Concord (CCDpd) using the simulated
data with different distributions, dimensions, and sample sizes. The minimal eigenvalue
of the true precision matrix (denoted as ”True”) is all 1. The maximum iteration of
ADMM (denoted as ”It”) is 200 while the maximum iteration in the proximal gradient
method (denoted as ”ItP”) is 100. The results show that the positive-definite Concord
effectively bounds the minimal eigenvalues of the precision matrices to be 1 with just a
few numbers of iterations.
Ω1: sparsity = 30%, λmin = 1 Ω2: sparsity = 5%, λmin = 1
p γ D True CCD CCDpd It ItP True CCD CCDpd It ItP
100
0.25 N 1 0.050 1.000 5 7 1 0.049 0.999 5 7
0.50 N 1 0.043 1.000 5 7 1 0.045 0.999 5 7
0.75 N 1 0.034 1.000 5 7 1 0.040 1.000 4 7
1.00 N 1 0.019 1.000 5 7 1 0.028 1.000 4 7
2.00 N 1 0.016 1.000 5 6 1 0.037 1.000 4 7
0.25 t 1 0.049 1.000 5 7 1 0.048 0.999 5 7
0.50 t 1 0.043 1.000 5 7 1 0.043 0.999 5 7
0.75 t 1 0.032 1.000 5 7 1 0.037 0.999 5 7
1.00 t 1 0.019 1.000 5 7 1 0.029 1.000 4 7
2.00 t 1 0.013 1.000 5 7 1 0.033 1.000 4 7
200
0.25 N 1 0.047 0.997 5 8 1 0.050 0.999 5 7
0.50 N 1 0.007 0.998 5 8 1 0.045 1.000 4 7
0.75 N 1 -0.202 0.998 5 8 1 0.037 1.000 4 7
1.00 N 1 0.012 0.998 5 8 1 0.021 1.000 5 7
2.00 N 1 0.008 0.997 5 8 1 0.022 1.000 4 7
0.25 t 1 0.047 0.996 5 8 1 0.048 0.999 5 7
0.50 t 1 -0.019 0.995 5 8 1 0.042 0.999 5 7
0.75 t 1 -0.165 0.997 5 8 1 0.035 1.000 4 7
1.00 t 1 0.013 0.997 5 8 1 0.022 1.000 4 7
2.00 t 1 0.007 0.996 5 8 1 0.020 1.000 4 7
400
0.25 N 1 0.047 0.995 5 8 1 0.047 1.000 4 8
0.50 N 1 -0.127 0.995 5 9 1 0.041 1.000 4 7
0.75 N 1 -0.678 0.995 5 8 1 -0.171 1.000 4 8
1.00 N 1 -0.222 0.999 4 9 1 0.014 1.000 4 7
2.00 N 1 0.006 1.000 4 8 1 0.013 1.000 4 7
0.25 t 1 0.046 0.993 5 9 1 0.047 0.993 5 8
0.50 t 1 -0.123 0.996 5 9 1 0.041 0.996 5 8
0.75 t 1 -0.341 0.997 5 8 1 -0.003 1.000 4 8
1.00 t 1 -0.291 0.996 5 9 1 0.015 1.000 4 8
2.00 t 1 0.005 0.999 4 9 1 0.013 1.000 4 7
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A.1 Supplementary theoretical results
In this section, we aim at connecting our model with the CAPM. First, we extend the
CAPM model by considering investors with heterogeneous beliefs for covariance matrices
of asset returns and homogeneous beliefs for asset expected returns. I consider three cases:
1) one risk-free asset exists, 2) no risk-free asset exists, and 3) bound on borrowing the
risk-free assets. In addition, we analyze the connection by setting the coefficients in our
model and CAPM equation equal.
A.1.1 One risk-free asset exists
Consider a market with m investors, p risky securities with return vector R ∈ Rp and
a risk-free asset with return r > 0 We follow the assumptions of CAPM [50] and assume
the following:
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(A) All m investors have and use the same information about the expectations µ =
E(R) but different estimation for the covariance of the security returns. The true
covariance is Σ = Cov(R) while the covariance estimation of the k-th investor is
Σk( 6= Σ).
(B) The covariance matrices Σ and Σk for k = 1, 2, · · · ,m are positive definite.
(C) Each investor invests all wealth into the p+ 1 assets.
(D) Each investor is mean-variance optimizing with risk tolerance τk > 0.
(E) The market clears.
By [2], the assumptions (C) and (D) require the k-th investor to solve the optimization
(zk, wk) = arg max
z∈R,w∈Rp
τk(rz + w
>µ)− w>Σkw
subject to: z + w>e = 1
(A.1)
[117] shows that the solution is
wk =
τk
2
(Σk)−1(µ− re), zk = 1− τk
2
e>(Σk)−1(µ− re) (A.2)
A portfolio w is efficient if it solves (A.1) for some τ = τk. [50, 67] show the following
lemma:
Lemma 5 Let w be an efficient portfolio with some risk tolerance τ > 0. Let µw = µ
>w.
Then
µi − r = βi(µw − r) βi = e
>
i Σw
w>Σw
(A.3)
for every asset i and any risk free rate r > 0.
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Following Assumptions (A)-(E) we have m efficient portfolios w1, w2, · · · , wm. By Lemma
5, for each wk, let µwk = µ
>wk, then
µi − r = βki (µwk − r) βki =
e>i Σ
kwk
(wk)>Σkwk
(A.4)
for some βk ∈ Rp. Let Y = R−µ and it is easy to see that Var(Y ) = Σ. Let Rwk = R>wk
and µwk = µ
>wk. Define
Zk , (R− er)− βk(Rwk − r)
= (R− µ)− βk(Rwk − µwk) + (µ− er)− βk(µwk − r)
= (R− µ)− βk(Rwk − µwk)
= (R− µ)− βk(wk)>(R− µ)
= Y − βk(wk)>Y
, Y −AkY
(A.5)
with Zk accounting for the error made by the k-th investor. For the k-th investor we
have
Y = AkY + Zk (A.6)
Plug the solution of (A.2) into the expression of βk in (A.4) we have
βk =
Σkwk
(wk)>Σkwk
=
2
τk
· µ− re
(µ− re)>(Σk)−1(µ− re) (A.7)
Thus
Ak = βk(wk)> =
(µ− re)(µ− re)>(Σk)−1
(µ− re)>(Σk)−1(µ− re) =
(µ− re)(µ− re)>(Σk)−1
ck
= (µ− re)(µ− re)>(ckΣk)−1
(A.8)
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This leads to
Y = AY + Z (A.9)
where
A =
m∑
k=1
Ak and Z =
m∑
k=1
Zk (A.10)
Specifically,
A =
m∑
k=1
(µ− re)(µ− re)>(ckΣk)−1
= (µ− re)(µ− re)>
m∑
k=1
(ckΣk)−1 , (µ− re)(µ− re)>Φ
(A.11)
Thus, it is obvious that Rank(A) = 1. Such a matrix A is different from the full-rank
matrix A in our model.
A.1.2 No risk-free asset exists
In the case of no risk-free asset, [2] shows that the k-th investor solves the optimization
wk = arg max
w∈Rp
(
τkw
>µ− w>Σkw
)
subject to: w>e = 1
(A.12)
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[117] shows that it has the solution
wk =
1
2
(
τk(Σ
k)−1µ− τke
>(Σk)−1µ− 2
e>(Σk)−1e
(Σk)−1e
)
=
1
2
(
τkC
k − τkA
k − 2
Bk
Dk
)
=
1
2
(Σk)−1
(
τkµ− τkA
k − 2
Bk
e
)
=
1
2
(Σk)−1γk
(A.13)
where
Ak = e>(Σk)−1µ, Bk = e>(Σk)−1e, Ck = (Σk)−1µ, Dk = (Σk)−1e (A.14)
and
γk = τkµ− τkA
k − 2
Bk
e (A.15)
Thus
βk =
Σkwk
(wk)>Σkwk
= 2 · γ
k
(γk)>(Σk)−1γk
(A.16)
Then we have
Ak = βk(wk)> =
γk(γk)>(Σk)−1
(γk)>(Σk)−1γk
(A.17)
and
A =
m∑
k=1
Ak =
m∑
k=1
γk(γk)>(Σk)−1
(γk)>(Σk)−1γk
(A.18)
which is full-rank as long as m ≥ p.
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A.1.3 Bound on borrowing risk-free asset
In the case of having a bound on borrowing the risk-free asset, the k-th investor solves
(zk, wk) = arg max
z∈R,w∈Rp
(
τk(rz + w
>µ)− w>Σkw
)
subject to: z + w>e = 1 and z ≥ `
(A.19)
where generally the bound on borrowing ` is negative. To convert the inequality con-
straint into a equality constraint, we introduce a slack variable s2 such that z−`−s2 = 0.
The Lagrange function is
L(z, w, s) = τk(rz + w>µ)− w>Σkw − λ1(z + w>e− 1)− λ2(z − `− s2) (A.20)
Hence, five Lagrange multiplier equations are
τkµ− 2Σkw − λ1e = 0
τkr − λ1 − λ2 = 0
z + w>e− 1 = 0
z − `− s2 = 0
2λ2s = 0
(A.21)
From the equation 2λ2s = 0, there are two cases:
1. s = 0. In this case,
zk = `, wk =
1
2
(
τkC
k − τkA
k − 2 + 2`
Bk
Dk
)
(A.22)
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2. s 6= 0, λ2 = 0. In this case,
zk = 1− τk
2
(Ak − rBk), wk = τk
2
(Σk)−1(µ− re) (A.23)
where the input variables must satisfy
1− τk
2
(Ak − rBk) > ` (A.24)
Combine the two cases, the solution to optimization (A.19) can be explicitly written as
zk = max
(
1− τk
2
(Ak − rBk), `
)
, wk =
1
2
(
τkC
k − τkA
k − 2 + 2zk
Bk
Dk
)
(A.25)
Thus,
βk =
Σkwk
(wk)>Σkwk
= 2 · ζ
k
(ζk)>(Σk)−1ζk
(A.26)
where
ζk = τkµ− τkA
k − 2 + 2zk
Bk
e =

τk(µ− re), if 1− τk2 (Ak − rBk) > `
τkµ− τkAk−2+2`Bk e, if 1− τk2 (Ak − rBk) ≤ `
(A.27)
Then we have
Ak = βk(wk)> =

(µ− re)(µ− re)>(ckΣk)−1, if 1− τk
2
(Ak − rBk) > `
ζk(ζk)>(Σk)−1
(ζk)>(Σk)−1ζk , if 1− τk2 (Ak − rBk) ≤ `
(A.28)
Let J be the group of investors satisfying the condition (A.24) and the J C be the group
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that does not satisfy the condition. Then J ∪ J C = {1, 2, · · · ,m}. We have
A =
m∑
k=1
Ak =
∑
k∈JC
Ak +
∑
k∈J
Ak
=
∑
k∈JC
ζk(ζk)>(Σk)−1
(ζk)>(Σk)−1ζk
+
∑
k∈J
(µ− re)(µ− re)>(ckΣk)−1
= A1 + A2
(A.29)
Thus, Rank(A) = min(|J C |+ 1, p) where |J C | is the cardinality of the set J C .
A.1.4 Connecting the two models by setting coefficients equal
We consider the representation of returns in the form
Yi =
∑
j 6=i
aijYj + Ei for i = 1, 2, · · · , p (A.30)
Following the Lemma 1, we explain as much of the return variation endogenously as long
as aij = −ωij/ωii for i 6= j, or equivalently, A = ((aij)) = I − Ω−1D Ω. We also see that
the CAPM suggests a model for returns
Yi =
∑
j 6=i
βixj
1− βixiYj + Zi for i = 1, 2, · · · , p (A.31)
where x ∈ Rp is the efficient portfolio that solves
(z, x) = arg min
z∈R,x∈Rp
τ(rz + x>α)− x>Σx subject to z + x>e = 1 (A.32)
and has the expression x = τ
2
Ω(α− re). Following the CAPM we have
xi =
τ
2
Ωi·(α− re) = τ
2
Ωi·β(αx − r) = v>β for some vector v (A.33)
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The question we are interested in is: what is the efficient portfolio x such that the
coefficients of Equation (A.30) and (A.31) coincide? To see this, we set −ωij/ωii = βixj1−βixi
for all j 6= i, take the summation over all j 6= i, and we obtain
xi =
1
βiωii
∑
j 6=i ωij + (1− z)
1 + 1
ωii
∑
j 6=i ωij
∝ 1
βi
(A.34)
Remark 8 Equation (A.34) reveals that when Equation (A.30) and Equation (A.31) have
the same coefficients, the corresponding portfolio has the property that the magnitude of
an asset allocation is in an inverse relationship with the asset beta, while in the efficient
portfolio implied by CAPM, an asset allocation is in proportional to the asset beta.
In addition, by setting the coefficients equal, we have that for i = 1, 2, · · · , p
xj
xk
=
ωij
ωik
=
aij
aik
for all j, k 6= i (A.35)
Remark 9 Equation (A.35) reveals that when Equation (A.30) and Equation (A.31)
have the same coefficients, in the corresponding portfolio x, the relative asset allocation
is characterized by the relative asset partial covariance, or equivalently, by the relative
values of coefficients {aij}.
A.2 Supplementary empirical results
A.2.1 Detailed out-of-sample performance
We denote κ as the number of free parameters in a model. We specify κ as follows:
1. Fama-French K-factor model: Parameters of a Fama-French K-factor model
includes the elements in the matrix of factor exposure B, thus κ = pK.
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2. PCA K-factor model: Parameters include elements of the matrix for B, thus
κ = pK.
3. Mixed model with spatial interactions and K factors: Parameters include
the coefficient ρ for the spatial interactions and the factor exposures in the matrix
B, thus κ = 1 + pK.
4. Mixed model with graphical interactions and K factors: Since coefficients
of graphical interactions are estimated via the precision matrix, parameters include
the coefficient ρ and the factor exposures in B. Once the precision matrix and the
factor exposures are given, there is no free parameters in the covariance matrix of
the residual G, thus κ = 1 + pK + 1
2
p(p+ 1)− 1
2
g(Ωˆ) where g(Ωˆ) denotes the total
number of zero elements in Ωˆ.
5. GRM: Since GRM is fully characterized by the precision matrix Ω, we have κ =
1
2
p(p+ 1)− 1
2
g(Ωˆ).
Following the above definition of κ, we use the out-of-sample root mean squared error
(RMSE) and Bayesian Information Criterion (BIC, proposed by [118]) as two additional
measurements for model performance. The BIC proposed by [78] is:
BIC = nO
p∑
i=1
log(RSSi) + κ× log(nO) (A.36)
where
RSSi =
1
nO
nO∑
j=1
(
(YO)i,j − (YˆO)i,j
)2
(A.37)
All out-of-sample performance results are shown in Table A.1. The lower the values
of BIC and RMSE, the more robust the model would be. The out-of-sample RMSE
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indicates that a sparse A is sufficient to model asset returns and adding factors is not
beneficial. The out-of-sample BIC implies that despite the better goodness-of-fit of GRM,
under our dataset, the model requires more number of parameters.
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S&P 500 Component Stocks
Model Model Type
Financial Crisis Economic Expansion
No.P BIC RMSE RMSE(%) No.P BIC RMSE RMSE(%)
FamaFrench
3 Factors 1341 -23.28 1.98 85% 1494 -27.50 1.42 88%
5 Factors 2235 -22.92 1.96 85% 2490 -27.10 1.42 88%
PCA
3 Factors 1341 -23.61 1.85 80% 1494 -27.75 1.38 86%
5 Factors 2235 -23.32 1.80 78% 2490 -27.48 1.34 83%
Mixed
Spatial W + 3 Factors 1342 -23.31 1.96 85% 1495 -27.51 1.41 87%
Glasso Aˆ + 3 Factors 8065 -21.22 1.74 75% 9191 -25.42 1.27 79%
Concord Aˆ + 3 Factors 5101 -22.48 1.76 76% 6373 -26.62 1.27 79%
GRM
Glasso Aˆ 6723 -21.81 1.73 75% 7696 -26.10 1.26 78%
Concord Aˆ 3759 -22.98 1.75 76% 4878 -27.27 1.27 79%
Dow Jones Component Stocks
Model Model Type
Financial Crisis Economic Expansion
No.P BIC RMSE RMSE(%) No.P BIC RMSE RMSE(%)
FamaFrench
3 Factors 84 -1.46 2.28 86% 90 -1.67 1.31 85%
5 Factors 140 -1.44 2.22 84% 150 -1.64 1.42 93%
PCA
3 Factors 84 -1.49 1.78 67% 90 -1.69 1.19 78%
5 Factors 140 -1.50 1.60 60% 150 -1.71 1.09 71%
Mixed
Spatial W + 3 Factors 85 -1.46 2.27 85% 91 -1.67 1.31 85%
Glasso Aˆ + 3 Factors 272 -1.37 2.19 82% 316 -1.58 1.30 85%
Concord Aˆ + 3 Factors 235 -1.38 2.23 84% 267 -1.59 1.32 86%
GRM
Glasso Aˆ 187 -1.42 2.17 82% 225 -1.63 1.27 83%
Concord Aˆ 150 -1.42 2.19 82% 176 -1.64 1.28 83%
Table A.1: The out-of-sample RMSE (×10−2), BIC (×104, defined in (A.36)), and the ratios of RMSE over the
total returns variation (RMSE(%), defined in (2.41)) of four types of model. All empirical results are produced
using Dow Jones and S&P 500 component stock historical data from both the financial crisis period and the
economic expansion period. No.P denotes the number of free parameters. The lower the values of BIC, RMSE,
and the RMSE(%), the better the model out-of-sample performance.
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A.2.2 The implications of implied beta
The implied beta from the GRM has two implications:
1. Elements of an implied beta are almost positive. Given the lemma1
Lemma 6 Let G be a connected weighted graph (with non-negative edge weights),
let Aadj be its adjacency matrix, and assume that some non-negative vector φ is an
eigenvector of Aadj. Then, φ is strictly positive.
Despite that in GRM the matrix A is not an adjacency matrix, its sparsity (the
zero/non-zeros) pattern reveals the information of its corresponding adjacency ma-
trix. As an approximation, the lemma entails one of the properties of the implied
beta – the majority elements of implied beta would be strictly positive. This is
consistent with the empirical observation that the movement of an individual stock
return follows the movement of the market.
2. Elements of an implied beta fluctuate around 1. This can be explained by the fact
that an implied beta is the first eigenvector of Ω−1, which can be approximated
by the first eigenvector of the inverse of the Laplacian matrix2 L of Ω. The first
eigenvector of the inverse of L is the vector of all ones (1, 1, · · · , 1)>[119]. Thus,
the implied beta can be approximated by the vector of all ones, and elements of
implied beta should fluctuate around 1.
1See Lemma 3.5.2 from Daniel A. Spielman Spectral Graph Theory lecture notes, Lecture 3, which is
downloadable from https://www.cs.yale.edu/homes/spielman/561/2012/lect03-12.pdf.
2The Laplacian matrix is defined[119] as L = Ddeg −Aadj where Aadj is the adjacency matrix of the
graph corresponding to Ω and Ddeg is the degree matrix.
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A.2.3 Graph visualization for asset returns
We plot the graph for the component stocks of the S&P 500 Index using the dataset
from the expansion period. In the graph, each node represents a stock and each edge
represents the element in the partial correlation matrix Pˆ that is computed by (2.45)
where Ωˆ is estimated via either Glasso or Concord. Also, for the sake of comparison, we
construct the graph for the matrix computed from a hard-thresholding PCA procedure.
In this procedure:
1. Compute the sample covariance matrix S of YI and its K largest eigenvalues
λ1, · · · , λK and the corresponding eigenvectors β1, · · · , βK .
2. Denote Bˆ = (β1, · · · , βK) and Λˆ = diag(λ1, · · · , λK), compute ∆ˆ = diag(S −
BˆΛˆBˆ>), then the PCA-based estimation for the precision matrix is Ωˆ = (BˆΛˆBˆ>+
∆ˆ)−1.
3. Based on (2.45), compute the PCA-based partial correlation matrix Pˆ = ((%ˆij)),
take a threshold level 0 < γ < 1 and apply the hard-thresholding operation on Pˆ,
i.e.
P˜ = ((%˜ij)) where %˜ij =

%ˆij, if |%ˆij| > γ
0, if |%ˆij| ≤ γ
(A.38)
In our empirical study, K = 3 and γ is chose via the bisection algorithm such that P˜
has the same number of non-zero elements as that of Pˆ computed from Concord method.
The graphs are shown in Figure A.1.
A.2.4 Sector/community analysis in graphs
In this sub-section, we are interested in the sector/community analysis from the graph,
since graphs in Figure A.1 seem to contain some clusters. Within these clusters, more
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S&P 500 Graph (Glasso) S&P 500 Graph (Concord)
S&P 500 (PCA hard−thresholding)
Figure A.1: The graphs of S&P 500 Component Stocks built by the estimated partial
correlation matrix Pˆ coming from Glasso (top-left), Concord (top-right), and PCA hard-
thresholding(bottom). These graphs are built using the S&P 500 in-sample data of the
economic expansion period, as shown in Table 2.1. All graphs are presented with the same
layout. A blue edge represents a positive partial correlation while a red edge represents a
negative partial correlation, with the thickness of an edge proportional to the correlation
value.
blue edges exist while between the clusters more red edges appear. One may expect that
if this pattern is related to the different industrial sectors or data-driven communities.
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Therefore, exploring the networks in terms of sectors or data-driven communities detec-
tion is of great interest to us. We download the sector information for each stock of S&P
500 Index3 There are 11 sectors in total. Suppose Si is the set of the index of all assets
belonging to the i-th sector, |S| denotes the cardinality of a set S. Define:
C+ij ,
∣∣∣{(h, k) : %ˆhk > 0 for h ∈ Si and k ∈ Sj and h 6= k}∣∣∣
C−ij ,
∣∣∣{(h, k) : %ˆhk < 0 for h ∈ Si and k ∈ Sj and h 6= k}∣∣∣ (A.39)
To visualize the relative counts of blue edges and red edges, we design the ratio matrix
Φ = ((φij)) where φij = log
(
C+ij+1
C−ij+1
)
. The scaled matrix Φ˜ = 1
maxi,j(φij)
Φ is visualized in
Figure A.2. The darker the blue, the more blue edges exist relative to red edges. The
color pattern of both graphs indicates that assets within sectors have relatively more blue
edges than red edges thus are more likely to positively partially correlated than assets
between sectors. Besides, the empty color is the dominated color for all sectors, implying
that the entire market has a co-movement to some extent. This result is consistent with
the empirical phenomenon that the majority of market betas are positive [62], that is,
when the market goes up, all the returns go up, and when the market goes down, the
opposite is true.
Since the sector information is externally provided, we are curious about if the data-
driven detected communities have any correspondence with these sectors. One of the
community detection methods, called communities in a graph via random walks and
proposed by [73], tries to find densely connected subgraphs via detecting short random
3The sector categories can be found in the column of Global Industry Classification Standard (GICS)
sectors via https://en.wikipedia.org/wiki/List_of_S%26P_500_companies. For all S&P 500 com-
ponent stocks, there are eleven sectors in total: industrials, health care, information technology, commu-
nication services, consumer discretionary, utilities, financials, materials, real estate, consumer staples,
and energy.
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walks. We use the cluster walktrap function from the R package igraph4 to conduct
community detection over the sparsity patterns of the estimated precision matrix Ωˆ. The
communities are detected using random walks method which is proposed by [73]. The
detection is based on the zero/non-zero patterns of Ωˆ computed from either Glasso or
Concord. A dendrogram is created and we cut the dendrogram such that all stocks are
partitioned into 11 clusters. Table A.2 shows the stock counts falling into each sector
and community. The results show that there are some clusters that are dominated by
certain sectors. We are interested in comparing the result of blue/red edge counts from
the community detection with that from the sector categorization. We assume that Si in
the context of community detection represents the set of the index of all assets belonging
to the i-th cluster. We compute C+ij , C
−
ij for all i and j, and obtain Φ˜. The visualization
of Φ˜ is shown in Figure A.3.
A.2.5 Communities detection from the graphs
We choose the return data of S&P 500 component stocks during the expansion period,
obtain the estimated the precision matrix Ωˆ via Glasso, and conduct the community
detection based on the sparsity patterns of Ωˆ. Figure A.4, A.5, A.6, and A.7 show
Community 3, 4, and 6 - 11.
4The package and its reference manual can be downloaded from https://cran.r-project.org/web/
packages/igraph/index.html.
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Stock counts in each sector and community
Glasso
Community Label 1 2 3 4 5 6 7 8 9 10 11
Health Care 20 26 5 6 2 0 1 1 0 0 0
Industrials 29 34 1 0 3 0 0 0 0 0 0
Consumer Discretionary 8 25 19 4 1 0 0 6 0 0 0
Information Technology 18 9 0 32 6 0 0 2 0 0 0
Consumer Staples 1 2 3 0 13 0 1 0 0 0 13
Utilities 0 0 1 0 1 25 1 0 0 0 0
Financials 32 3 0 2 2 0 0 0 0 29 0
Real Estate 0 1 0 0 7 0 24 0 0 0 0
Materials 2 9 2 2 2 0 0 8 0 0 0
Energy 0 1 0 0 0 0 0 6 22 0 0
Communication Services 1 5 9 6 4 0 0 0 0 0 0
Total 111 115 40 52 41 25 27 23 22 29 13
Concord
Community Label 1 2 3 4 5 6 7 8 9 10 11
Health Care 30 19 9 0 2 1 0 0 0 0 0
Industrials 30 35 1 0 1 0 0 0 0 0 0
Consumer Discretionary 11 41 4 0 5 1 0 0 0 1 0
Information Technology 15 14 32 0 5 1 0 0 0 0 0
Consumer Staples 9 5 0 15 3 0 0 0 1 0 0
Utilities 0 1 0 0 1 0 13 0 1 0 12
Financials 10 12 7 0 3 36 0 0 0 0 0
Real Estate 1 1 0 0 5 0 0 10 15 0 0
Materials 6 13 3 0 3 0 0 0 0 0 0
Energy 0 10 0 0 1 0 0 0 0 18 0
Communication Services 1 14 6 1 3 0 0 0 0 0 0
Total 113 165 62 16 32 39 13 10 17 19 12
Table A.2: The results of community detection for S&P 500 component stocks using
the in-sample data of the S&P 500 historical data from the economic expansion period.
The community detection is conducted over the sparse precision matrix estimated from
graphical lasso (above table) or the Concord (below table). The numbers represent
the stock counts in each sector and community. The results show that there are some
communities that are dominated by stocks coming from one certain sector.
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Figure A.2: The visualization of dependencies among different sectors, encoded by Φ˜,
that are measured by the relative blue edge counts to red edge counts within sectors and
between sectors. The blue/red edge counts are computed from the sparse precision ma-
trix estimated from graphical lasso (above) and Concord (below). The sparse precision
matrices are estimated using the in-sample data of the S&P 500 component stock histor-
ical data from the economic expansion period. The darker the blue circle in the plots,
the more blue edges exist relative to red edges, thus the more positive partial correlations
exists relative to the negative partial correlations.
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Figure A.3: The visualization of dependencies among different communities that are
measured by the relative blue edge counts to red edge counts within communities and
between communities. The blue/red edge counts are computed from the sparse preci-
sion matrix estimated from graphical lasso (above) and Concord (below). The sparse
precision matrices are estimated using the in-sample data of the S&P 500 component
stock historical data from the economic expansion period. The darker the blue circle in
the plots, the more blue edges exist relative to red edges, thus the more positive partial
correlations exists relative to the negative partial correlations.
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Figure A.4: The recovered graphs of two communities (Community 3 & 4) from the
community detection based on the sparse precision matrix estimated from graphical
lasso. The sparse precision matrix is estimated using the in-sample data of the S&P
500 component stock historical data from the economic expansion period. The above
community is dominated by stocks from consumer discretionary sector while the below
community is dominated by stocks from information technology sector.
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Figure A.5: The recovered graphs of two communities (Community 6 & 7) from the
community detection based on the sparse precision matrix estimated from graphical
lasso. The sparse precision matrix is estimated using the in-sample data of the S&P
500 component stock historical data from the economic expansion period. The above
community is dominated by stocks from utilities sector while the below community is
dominated by stocks from real estate sector.
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Figure A.6: The recovered graphs of two communities (Community 8 & 9) from the
community detection based on the sparse precision matrix estimated from graphical
lasso. The sparse precision matrix is estimated using the in-sample data of the S&P
500 component stock historical data from the economic expansion period. The above
community is not dominated by stocks from a certain sector while the below community
is dominated by stocks from energy sector.
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Figure A.7: The recovered graphs of two communities (Community 10 & 11) from the
community detection based on the sparse precision matrix estimated from graphical
lasso. The sparse precision matrix is estimated using the in-sample data of the S&P
500 component stock historical data from the economic expansion period. The above
community is dominated by stocks from financial sector while the below community is
dominated by stocks from consumer staples sector.
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B.1 Performance metrics for minimum variance port-
folios
For comparison purposes, we use the portfolio performance metrics defined in [40].
Suppose the total number of trading days between the first investment day T1 and the
last investment day TT (n) + n is T . Let rt = (r1,t, r2,t, · · · , rp,t)> be the return vector of
trading day t, k = k(t) represent the k-th investment period containing the trading day
t, i.e., Tk(t) ≤ t < Tk(t)+1, and wk = (w1,k, w2,k, · · · , wp,k)> be the allocation vector at
k-th investment period.
• Realized return: average portfolio return over the entire investment horizon.
rp =
1
T
TT (n)+n∑
t=T1
r>t wk(t) (B.1)
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• Realized risk: standard error of the portfolio return over the entire investment
horizon.
σp =
[
1
T
TT (n)+n∑
t=T1
(r>t wk(t) − rp)2
]1/2
(B.2)
• Realized Sharpe ratio (SR): realized excess return of the portfolio over the risk-free
interest rate rf per unit realized risk over the entire investment horizon.
SR =
rp − rf
σp
(B.3)
• Turnover (TO): the amount of new portfolio assets purchased or sold over each
trading period. Assume w0 = 0. Turnover at k-th investment period and the
average turnover are
TO(k) =
p∑
i=1
∣∣∣∣wi,k − (Tk+n∏
t=Tk
(1 + ri,t)
)
wi,k−1
∣∣∣∣, TO = 1T (n)
T (n)∑
k=1
TO(k) (B.4)
• Short size (SS): the proportion of the negative weights to the sum of the absolute
weights of the portfolio. Short size at k-th investment period and the average short
size are
SS(k) =
∑p
i=1 |min(wi,k, 0)|∑p
i=1 |wi,k|
, SS =
1
T (n)
T (n)∑
k=1
SS(k) (B.5)
• Terminal wealth: if W (t) is the portfolio wealth at the trading day t given the
initial investment is W (T1 − 1) = $1, then W (t) and the terminal wealth W˜ are:
W (t) = W (t− 1)(1 + r>t wk(t)), for t = T1, T1 + 1, · · · , TT (n) + n
W˜ = W (TT (n) + n)
(B.6)
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B.2 Proof of lemma 4 for Concord de-regularized es-
timator
Given a n × p data matrix R with sample size n and dimension p, assume that the
unbiased precision matrix is Ω0 = arg min
Ω∈Rp×p
L(Ω|R), and the concord estimator, which is
biased, is Ωˆ = arg min
Ω∈Rp×p
L(Ω|R) + P (Ω, λ). Define ∆Ω = ∆Ω = Ω0 − Ωˆ, wˆ = vec(Ωˆ),
and ∆w = vec(∆Ω). Thus, the tuning parameter λ controls how much bias Ωˆ contains
relative to Ω0, given the data set R. For a general precision matrix variable Ω, let
w = vec(Ω) = (ω11, ω21, · · · , ωp1, ω12, ω22, · · · , ωp2, · · · , ω1p, ω2p, · · · , ωpp)T
Further define f(w0) = L(Ω0|R), apply Taylor expansion to f(w0) up to the second
order:
L(Ω0|R) = L(Ωˆ + ∆Ω|R) = f(w0) = f(wˆ + ∆w)
≈ f(wˆ) +∇f(wˆ)T∆w + 1
2
∆wT∇2f(wˆ)∇w
(B.7)
where the gradient vector
∇f(w) =
(
∂f
∂ω11
,
∂f
∂ω21
, · · · , ∂f
∂ωp1
, · · · , · · · , ∂f
∂ω1p
,
∂f
∂ω2p
, · · · , ∂f
∂ωpp
)T
(B.8)
is a p2-dimensional column vector, and the Hessian matrix
∇2f(w) = vec−1(∇f(w))⊗ vec−1(∇f(w)) (B.9)
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is a p2 × p2 matrix in which ⊗ represents the Kronecker product. Because Ω0 is the
unbiased parameter, it is the critical point that minimize the pseudo-likelihood function
L(Ω). That is, L(Ω0|R) ≤ L(Ωˆ(λ|R) for all Concord estimator Ωˆ. Correspondingly,
w0 = vec(Ω0) is a critical point that minimize f(w0). Given a fixed wˆ, we hope to find
∆w such that wˆ + ∆w is a critical point, thus we set
d
d∆w
(
f(wˆ) +∇f(wˆ)T∆w + 1
2
∆wT∇2f(wˆ)∇w
)
= 0 (B.10)
which results in
∇f(wˆ) +∇2f(wˆ)∆w = 0 ⇒ ∆w = −(∇2f(wˆ))−1∇f(wˆ) (B.11)
Because
∇L(Ω|R) = dL(Ω|R)
dΩ
=

∂L
∂ω11
∂L
∂ω12
· · · ∂L
∂ω1p
∂L
∂ω21
∂L
∂ω22
· · · ∂L
∂ω2p
· · · · · · · · · · · ·
∂L
∂ωp1
∂L
∂ωp2
· · · ∂L
∂ωpp

=

∂f
∂ω11
∂f
∂ω12
· · · ∂f
∂ω1p
∂f
∂ω21
∂f
∂ω22
· · · ∂f
∂ω2p
· · · · · · · · · · · ·
∂f
∂ωp1
∂f
∂ωp2
· · · ∂f
∂ωpp

= vec−1(∇f(w))
(B.12)
∇2L(Ω|R) = d
2L(Ω|R)
(dΩ)2
= ∇L(Ω|R)⊗∇L(Ω|R) = vec−1(∇f(w))⊗ vec−1(∇f(w))
= ∇2f(w)
(B.13)
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We have
∆Ω = vec−1(∆w) = −vec−1
(
(∇2L(Ωˆ|R))−1vec(∇L(Ωˆ|R))
)
(B.14)
Thus the bias of the Concord estimator Ωˆ under tuning parameter λ is
∆ˆ = Ω0 − Ωˆ = ∆Ω = −vec−1
(
(∇2L(Ωˆ|R))−1vec(∇L(Ωˆ|R))
)
= −vec−1
[(
∇2L(Ω|R)
∣∣∣
Ω=Ωˆ
)−1
vec
(
∇L(Ω|R)
∣∣∣
Ω=Ωˆ
)] (B.15)
Assume that S = ((sij)) =
1
n
RTR where sij =
1
n
RT·iR·j. Based on the results of [40] and
[44],
∂L(Ω|R)
∂ωij
= −nΩ−1(D) +
n
2
(SΩ + ΩS) = −nΩ−1(D) +
1
2
(RTRΩ + ΩRTR) (B.16)
∂2L(Ω|R)
∂ωij∂ωkh
=
p∑
i=1
Ω−2ii (eie
T
i ⊗ eieTi ) +
n
2
(S⊗ I + I⊗ S)
=
p∑
i=1
Ω−2ii (eie
T
i ⊗ eieTi ) +
1
2
(RTR⊗ I + I⊗RTR)
(B.17)
where ei is a column vector with all elements are 0 except the i-th element. Thus the
bias is
∆ˆ = −vec−1
[( p∑
i=1
Ωˆ−2ii (eie
T
i ⊗ eieTi ) +
1
2
(RTR⊗ I + I⊗RTR)
)−1
·
vec
(
−nΩˆ−1(D) +
1
2
(RTRΩˆ + ΩˆRTR)
)] (B.18)
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and the Concord de-sparsified estimator under the tuning parameter λ is
Ωˆde-sparsified = Ωˆ + ∆ˆ (B.19)
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