Accurate daily precipitation prediction is crucially important. However, it is difficult to predict the precipitation accurately due to inherently complex meteorological factors and dynamic behavior of weather. Recently, considerable attention has been devoted in soft computing-based prediction approaches. This work presents a scheme to reduce the risk of Extreme Learning Machine (ELM) modeling error using Gene Expression Programming (GEP) to improve the prediction performance, and develops an ELM-GEP hybrid model for regional daily quantitative precipitation prediction. In this study, firstly, we use ELM for modeling the data sample of daily rainfall to construct a main model. Secondly, we use GEP for modeling the error of the main model as a compensation of the main model to reduce the prediction error. We conducted eight experiments of two different types of daily precipitation prediction problems using five metrics to evaluate our proposed model performance. Experimental results show that our model is comparable or even superior to five state-of-the-art models with high reliability in terms of all metrics on all datasets. It indicates that the proposed method is a promising alternative prediction tool for higher accuracy and credibility of regional daily precipitation prediction.
INTRODUCTION
In modern times, weather forecasting plays an important role in human life. Accurate and timely precipitation prediction is crucial for our day-to-day activities and agriculture. And many business development plans also depend upon weather conditions. There is a huge loss of life and property due to the continuous or heavy rainfall and other unexpected rainfall conditions. Because they would lead to flood, mud-flows, rock-falls, landslides and other natural disasters or accidents. So, the accurate and efficient precipitation prediction also is of a great help for disaster prevention and water resources management, which must rely on rainfall forecasts to adjust the water volume of the reservoir for living water.
However, precipitation prediction is very complex and challenging. It is very difficult to model rainfall data using conventional linear and nonlinear approaches. Because a variety of inherently complicated factors, such as unknown climatic and geomorphological factors, are involved in the intricate hydro-logic micro-processes. Numerous researchers have attempted to improve the performance of the quantitative precipitation forecast (QPF) using various techniques, including: (1) numerical weather prediction (NWP) * Corresponding author. Email: jedison@163.com models and remote sensing observations [1] [2] [3] [4] , (2) statistical models [5] [6] [7] and (3) soft computing-based methods, such as artificial neural networks (ANNs) [8] [9] [10] , support vector regression (SVR) [11] [12] [13] , Extreme Learning Machine (ELM) [14, 15] , deep neural network (DNN) [16] , fuzzy logic and others [17] [18] [19] [20] [21] .
In recent years, soft computing-based machine learning methods have been widely utilized in combination with other methods to form the ensemble and conjunction methods, which are suggested as promising rainfall prediction methods [22] [23] [24] [25] . Several examples of such methods will be mentioned. Ranjannayak [26] reviewed different techniques including Self Organizing Feature Maps Network, MultiLayer Perceptron Neural Network (MLP), Radial Basis Function Network (RBF), Back Propagation Neural Network (BP) and SVR, and concluded that most of the researchers used BP for rainfall prediction. Zhao et al. [27] designed a particle swarm optimizationneural network-based ensemble prediction model for typhoon rainstorm. The experimental results showed that their proposed model was more accurate than the NWP which was directly interpolated into the stations, indicating a potentially better operational weather prediction. Kim et al. [28] developed the hybrid models by combining neural computation, including support vector machines, generalized regression neural networks and wavelet technique for rainfall modeling. Their experiment results indicated that the combination of neural computing and wavelet technique can be a useful tool for modeling rainfall satisfactorily and can yield better efficiency than neural computing.
Daily quantitative precipitation prediction is more challenging in rainfall prediction in particular. Devi et al. [29] used different neural network models, such as Feed Forward BPk, Cascade Forward BP, Time delay neural network and Nonlinear Autoregressive Exogenous neural network (NARX), to predict rainfall one day in advance, and compared their forecasting capabilities. Dhar et al. [16] developed a DNN to achieve high performance and accuracy compared to the old conventional ways of forecasting the weather. Many studies about daily and short-range quantitative precipitation prediction in recent years have been focused on ensemble or conjunction methods based on soft computing methods coupled with other methods or NWP too. For example, Wu et al. [18] respectively integrated ANN and SVR coupled with Singular Spectrum Analysis and other data-preprocessing techniques to improve daily precipitation prediction. Unnikrishnan et al. [30] integrated SSA preprocessing algorithm in ANN models to enhance the performance of ANN models both in single and multi-time-step ahead daily rainfall prediction.
In brief, the literature indicates major disadvantages of current precipitation forecasts including: (1) There are various inherent and complex factors affecting rainfall, but it is difficult to find direct and effective predictors for prediction. (2) Because the scope of each grid represented the earth surface is relatively large, and the climate data in the analogue grid are shown as approximate average values. The climate predictions method based on NWP models and remote sensing observations models for larger-scale regions are more accurate, but it is difficult to segment the small-scale areas for forecasting rainfall [12] . (3) Because traditional mathematical and statistical methods are difficult to describe the nonlinear and nonstationary complex system of micro-meteorological processes, the accuracy and precision of mathematical and statistical-based methods are limited. (4) The forecast performance is difficult to meet the needs of people simply using soft computing-based methods due to the difficulties in describing the large-scale weather process and useless hydrological information. Therefore, in consideration of the importance of rainfall in our daily life and the difficulties to predict it, this work was to develop a precipitation prediction model based on ELM and Gene Expression Programming (GEP) to improve regional daily precipitation prediction. ELM, proposed by Huang [31] , not only learns much faster with higher generalization performance than the traditional gradientbased learning algorithms, but also learns network parameters analytically and avoids many difficulties faced by the gradient-based learning methods, such as stopping criteria, learning rate, learning epochs and local minimum [31] . ELM has been shown in many problems to achieve better performance than BP and support vector machine (SVM) in terms of learning speed, reliability and generalization [32] .
GEP, proposed by Ferreira [33] , is a very remarkable evolutionary algorithm, which inherits the advantages of Genetic Algorithms (GA) and Genetic Programming (GP) but gets rid of their shortcomings. GEP individuals are encoded as linear strings of fixed length which are afterwards expressed or translated into nonlinear entities of expression trees with different sizes and shapes. Its linear genotype and the constraint relations between head and tail of the chromosome make GEP run more efficiently and over 100-60000 times faster than GP [33] . These nonlinear entities are usually evolved into the sophisticated computer programs to solve a particular problem. Many researches show that GEP has very strong ability in data mining and optimization, and is especially suitable for dealing with function mining and symbolic regression problems [34, 35] .
The rest of the paper is organized as follows. Firstly, the related method theories are briefly introduced. Next, we clearly describes the proposed hybrid method. Then, we verify the feasibility and the advantages on performance of our model compared with the five state-of-the-art models for solving two different types of daily precipitation prediction problems. Finally, we conclude the work and suggest the future directions.
METHODS
In this section, related important theories which are useful for developing the proposed model are introduced, including ELM and GEP.
ELM basics
ELM is an effective single-hidden-layer feed forward neural networks (SLFNs) learning algorithm. It can obtain better generalization performance with the learning speed of thousands of times faster than that of the conventional feed forward network [31, 36] . ELM, which is different from the traditional neural network learning algorithm, does not have to tune the hidden-layer but only needs to assign the number of hidden nodes of the network. The algorithm performance process is not necessary to adjust the input weights and the hidden element of bias [37] , but only hunts for the optimal solution. Given N trained data samples
T ∈ R m , the output function of ELM for generalized SLFNs (take one output node for example) with L hidden nodes and the activation function g(x), can be formulated as follows [31] :
T is the output weights vector connecting the i-th nodes of the hidden-layer and the output neurons, and
T is the input weight vector connecting the i-th neuron of the hidden-layer and the input neurons, and b i is the biases of the i-th hidden neuron.
ELM aims to reach not only the smallest training error but also the smallest norm of output weights. According to Bartlett's theory, the smaller training error of the feed forward neural networks, the smaller norms of weights and the better generalization performance the networks tend to have. ELM randomly selects the input weights and biases b for hidden nodes, and analytically calculates the output weights , by finding the least square solution. By doing this, it is proven that the training error can still be minimized with even better generalization performance [31] . The standard SLFNs with L hidden nodes with activation function g (x) can approximate these N samples with zero error. It means that ∑ L j=1 ||ø j -t j || = 0. So, it needs to be minimized ||H -T|| 2 and || || simultaneously, where H is the hidden-layer output matrix,
and,
H is called the hidden-layer output matrix of the neural network. The i-th column of H is the i-th hidden node output with respect to inputs X 1 , X 2 , ..., X N . Traditionally, one needs to find specific
.., L, such that ||H -T|| takes a minimum value, to train an SLFN. If H is unknown, one usually uses the gradient-based approaches to iteratively adjust i , i , b i . However, the gradient-based methods often stop at the local minimum and extremely time-consuming in most applications. According to the theory of Huang, the hidden-layer learning parameters i and b i can be assigned randomly. And as the SLFN is able to approximate any target function universally when the following three optimality conditions should be satisfied:
The target function is continuous;
3. The input (X, T) are compact.
If L ⩽ N, the column rank of H is full with probability one, and in real-world application, the condition L ⩽ N can be easily satisfied. Considering the norm of the output weight as part of the cost function, the minimal norm least square method instead of the standard optimization method was used in the original implementation of ELM 
GEP Algorithm
GEP, which is based on the gene expression law of biological genetics, is regarded as the variant case with GP and GA. Generally, GEP has five components including terminal set, function set, control parameters, fitness function and stop condition. All of the five components need to be specified. GEP chromosome is represented by a fixed-length character string containing one or more genes. Each gene contains two parts: head and tail. The head can be composed of functions and terminals, while the tail can only consist of terminals. The function set is formed by all function symbols needed for solving the object problem while the terminals set consist of known symbols, variable and constant described the problem. And the relationship between the head length h and the tail length t must meet the following relations t = h × (n -1) + 1. Where, n is the maximum number of parameter of the functions, h is determined by the user according to the problem to be solved.
Two expression forms of the chromosome of GEP are phenotype and genotype. Thus, each gene corresponds to a K-expression (the genotype of the chromosome) and an expression tree (the phenotype of the chromosome), which can be transformed into each other. As long as the expression tree is traversed from top to bottom and from left to right, it can be translated into K-expression. Similarly, as long as the symbols of K-expression are selected from left to right one by one and are filled layer by layer with new nodes of the expression tree consecutively, the K-expression can be translated into an expression tree. Furthermore, the chromosome structure was designed to enable the creation of multiple genes. Each gene is coded for a smaller program or sub-expression tree. When using GEP to solve a problem, the main algorithm description is similar with GP and GA, as shown in Figure 1 .
PROPOSED METHODOLOGY
To summarize, the flowchart of the proposed hybrid modeling consists of three main steps drawn in blue background as shown in Figure 2 . Firstly, precipitation-related datasets of the objective area is preprocessed by such data processing technologies as data normalization, feature selection and feature extraction. Secondly, the hybrid modeling method ELM-GEP is used to train the corresponding model. Finally, the trained model can be performed precipitation prediction, and its performance can be evaluated.
Data Preprocessing
The quality of input data has a very important effect on data modeling. In order to improve the validity and accuracy of the model, some data-preprocessing works, including data cleaning and feature selection/extraction, should be done in accordance with specific problems and data before modeling. 
The ELM-GEP Hybrid Modeling Algorithm
In General, the ELM well performs in processing large-size training samples benefiting from its parallel information processing configuration and high generalization performance. However, there may be a set of non-optimal or unnecessary input weights and hidden biases due to random selection only. It may lead to the output weights computed based on the input weights and the hidden biases being non-optimal. Thus the fitting ability and prediction performance are reduced. Therefore, ELM-GEP hybrid modeling method is proposed, whose main idea behind is to reduce the modeling error of ELM model to reach higher fitting ability and prediction performance. This hybrid model can be drawn as follows: Firstly, ELM is used for modeling the data samples of daily rainfall to construct a main model f main . Secondly, GEP is used for modeling the error of the main model f error to compensate for the main model. So, the daily precipitation prediction model is mathematically presented as:
where, E ELM is the learning error of the ELM model on the data sample given as:
So, the learning error of the ELM and GEP-based hybrid modeling on the data sample are given as:
Thus the optimization process of the proposed model is to minimize the E ELM and f error .
Modeling with ELM
In this study, ELM selected Sigmoid function as the activation function to model the data of daily rainfall. The number of input neurons was set by following the number of the meteorological properties, while the number of neurons in hidden-layers was set equal to the number of data conducted by literature [36] . It was only one neuron in output layer to represent the predicted precipitation. For example, to deal with the corresponding daily rainfall data containing 179 samples with 30 input variables, the basic schematic topological structure of the ELM network is constructed as shown in Figure 3 .
Error modeling with GEP
The main ELM model has some errors that would affect the accuracy of fitting and prediction. In this paper, we use GEP to model the error of ELM to make up for rainfall prediction model. Our processing strategy is to calculate the errors between the sample value and the calculated value of the prediction model. Then, the error sequence is taken as a data sample for the error model builded by GEP. Finally, the error model is compensated to the prediction model. The algorithm would automatically calculate the sample value prediction error between computed value and compensation again, until the fitness value of GEP is up to the predefined stopping criterion. And it is taken as sample data to modeling by GEP, what would compensate for the prediction model. Do this process again until it meets the requirements.
The ELM-GEP algorithm
The flowchart of the ELM-GEP algorithm is given in Figure 4 . ELM-GEP algorithm process contains three phases, whose main steps involved are summarized as follows:
Phase 1 (main modeling phase): Input the training set of daily rainfall, then build the main model by ELM. 9. If achieve the predefined precision, then return the decoding result of the best chromosome as the error model f error , or else return to (2) of the Phase 2. 
EXPERIMENT
In this study, eight real-world datasets are used to evaluate the proposed method by two different types of daily precipitation prediction problems, including the daily precipitation prediction of 48 hours in advance and on the current day. These eight datasets contain three Guangxi datasets [22] , two southwestern India datasets [16] and three Chittagong datasets that are available in https://github.com/TanvirMahmudEmon.
Experimental Setup

Performance measurement
The performance of our method is evaluated by five metrics including mean absolute error (MAE), root mean square error (RMSE), Pearson Relative Coefficient (PRC), Strong Credible Prediction Ratio (SC Ratio) and Unbelievable Prediction Ratio (UB Ratio). SC Ratio is defined as SC Ratio = SC Days Prediction Days , where SC Days is the number of days that the prediction error is smaller than 3 mm.
UB Ratio is defined as UB Ratio = UB Days Prediction Days
, where UB Days is the number of days that the prediction error is larger than 10 mm.
Comparison methods and parameters setting
To verify the advantage of our model, we evaluated ELM-GEP against five state-of-the-art methods, including DNN, ELM, SVR, BP and NARX. The main parameters setting of these algorithms in this work are listed in Table 1 , where the parameters of GEP and DNN follow the setting in the literatures [34] and [16] , respectively. The other parameters of these algorithms are tuned by Grid Search method using the daily rainfall data in July of zone 3. In order to avoid a biased algorithmic setup caused by parameter tuning, this dataset will not be used for comparative experiments. Because the task of the 48-hour ahead daily rainfall prediction requires time continuity and sequentiality of data samples, it is not conducive to cross-validation of Guangxi datasets experiment, so we conducted some t-tests on holdout validation to validate the performance of various models. The data samples from 2003 to 2007 of the Guangxi datasets were used for model training, and the remains of them were used for prediction test. The task of the precipitation prediction on the current day does not need time continuity and sequentiality of data samples. Therefore, we conducted some t-tests on 5-fold cross-validation for the precipitation prediction on the current day on the datasets of Chittagong and southwestern India.
All the results presented in this paper are the mean values of 50 independent runs of the corresponding model on the same testing dataset to avoid stochastic deviation. Note that in all the experimental results tables (Tables 2-6) , the third and the fourth columns are the mean and standard deviation of the MAE score respectively, and the sixth and seventh columns are the mean and standard deviation of the RMSE score respectively. The fifth and eighth columns are the P-values of t-test comparisons between our proposed model and the other comparing models in terms of MAE and RMSE, respectively.
The Precipitation Prediction on the Current Day
In this section, we conducted five cases of the precipitation prediction on the current day to verify our model.
The study of predicting area and data
The southwestern India has a tropical monsoon climate of monsoon rainy seasons from June to September. It is generally difficult to accurately predict the precipitation in southwestern India, as this area is characterized by complicated topography with starkly different microclimates.
There are July dataset (called India-7) and August dataset (called India-8) collected by the Indian Statistical Institute, which was used in the literature [16] . These two datasets are daily precipitation data of a state in southwestern India from 1989 to 1995 with 8 available characteristic attributes affecting precipitation. There are 216 and 214 precipitation data samples in India-7 and India-8 dataset, respectively.
Chittagong is the largest port city in Bangladesh located on the northeastern shore of the Bay of Bengal. Chittagong has a tropical monsoon climate, which hosts a monsoon rainy season from June to August. Datasets of Chittagong are daily precipitation datasets of June, July and August from 2012 to 2017 (hereafter called Chit-6, Chit-7 and Chit-8 dataset, respectively) with 17 available characteristic attributes affecting precipitation. Chit-6, Chit-7 and Chit-8 datasets contain 180, 186 and 186 precipitation data samples, respectively.
Data preprocessing for the datasets of Southwestern India and Chittagong
The original datasets of southwestern India and Chittagong have 10 and 17 available selected characteristic attributes affecting rainfall except for the time attributes, respectively. These datasets had been conducted preliminary data cleaning and feature screening by the dataset collectors. Therefore, in this work, we only conducted data normalization using Z-Score and missing value dealing, did not extract feature to utilize more information of attributes.
Performance evaluation of the precipitation prediction on the current day
In this section, we demonstrate the prediction performance of ELM-GEP comparing with the five state-of-the-art models for the current day's precipitation on five datasets. For fairness, all the models were subject to the same data preprocessing with the same data samples and predictand.
The comparison results on India-7 and India-8 are shown in Table 2 . These results indicate that our proposed model achieves a comparable or better performance across all metrics on all western India datasets, comparing with the five state-of-the-art models. All the PRC, mean of MAE and RMSE obtained by our proposed model are better than those obtained by the counterparts, though 7/20 corresponding P-values are greater than 0.05. Table 3 shows the comparison results on the datasets of Chittagong.
Though the results show that all models achieve a very good performance in terms of all five metrics, yet ELM-GEP achieves a comparable or better performance than other state-of-the-art models across all metrics on all Chittagong datasets. Though the MAE score obtained by the DNN model on Chi-8 is slightly better than the MAE score obtained by our proposed model, the P-value of the In brief, the experimental results of the precipitation prediction on the current day reveal that our proposed model introduces less or comparable prediction error than the five state-of-the-art models. Furthermore, the experimental result of ELM-GEP is highly reliable in view of business operation.
48-Hour-Ahead Precipitation Prediction
In this section, we conducted three real cases experiments of 48-hour ahead daily precipitation prediction on Guangxi Zhuang Autonomous Region to demonstrate the performance of our model.
The study of predicting area and data
Guangxi Zhuang Autonomous Region (hereafter referred to as Guangxi) is characterized by complicated topography in southwest China, which hosts two long rainy seasons. The first rainy season in Guangxi is during April to June [38] . In this work, we took the 48-hour ahead precipitation prediction of the first rainy season in Guangxi as a topic to demonstrate our model's performance, for the precipitation in the first rainy season was less affected by typhoons.
These experimental datasets were collected from Guangxi Meteorological Information Center. The datasets mainly contain the real rainfall sequence and two types of 48-hours-ahead numerical prediction products data of 89 meteorological stations in April, May and June of six years (2003) (2004) (2005) (2006) (2007) (2008) . These two types of 48-hoursahead numerical prediction products include the T213 numerical prediction model of the Chinese Meteorological Administration (hereafter referred to as T213) and the global spectral model of Japan Meteorological Agency (JMA). The Guangxi datasets of April, May and June are called as Guang-4, Guang-5 and Guang-6, respectively, hereafter.
Data preprocessing for Guangxi datasets
In weather forecast, 48-hour-ahead precipitation prediction is more difficult than current day precipitation prediction, as we usually have to consider much more influencing factors in 48-hourahead precipitation prediction, especially when predicting for the region involving complex geographical and geomorphological environment. To alleviate this problem, we developed an elaborate data-preprocessing procedure for Guangxi datasets. Figure 5 gives the flowchart of this data-preprocessing procedure. Next we will describe the main steps of this procedure one by one.
Data Normalization: The Guangxi datasets had been conducted preliminary data cleaning and feature screening by the datasets collectors Guangxi Meteorological Information Center. Therefore, in this work, we firstly conducted data normalization using Z-Score in the data preprocessing of Guangxi Datasets.
Region Subdivision: Different areas of Guangxi are usually characterized by different complex topography, and numerous factors affect precipitation, resulting in the uneven distribution of precipitation. Prediction by dividing sub-regions could not only capture continuous and smooth precipitation patterns within smaller areas to more accurately grasp over the region precipitation patterns but also decrease the complexity of prediction. Therefore, in this work, we separated the predicting area into several sub-regions (i.e. zones) based on the historical precipitation data of Guangxi region, then forecast models are built for each zone. To achieve this, we divided all the 89 stations of Guangxi into three zones with the correlation coefficient larger than 0.35 (significance level of 0.001), as shown in Figure 6 . 
Rainfall Factors Selection:
We firstly took the real rainfall sequence and all precipitation grid point sequence of T213 and JMA numerical prediction model in each zone, respectively, with relevant coefficient larger than 0.2 as rainfall field primary factors. Finally, twenty-nine to sixty-eight primary factors of rainfall prediction in different sub-regions were selected.
Feature Extraction: In general, unsuitably selecting a large number of input parameters (dimensions) [39] would lead to over-fitting problem of prediction algorithms. So, We extracted feature from related factors of prediction object area in order to reduce data dimensions and promote prediction performance.
Because precipitation change is a complex nonlinear process, there are strong nonlinear couplings between the primary factors. They increase the difficulty of rainfall prediction. Against this problem, we developed Kernel Principal Component Analysis (KPCA) with Gauss kernel function to extract feature of the important variables affecting rainfall. KPCA is a nonlinear transformation based on the original input data, can extract well the nonlinear relationship between the properties of input meteorological data [22, 40] .
Comparing with other popular feature extraction methods, we investigated the superior performance of KPCA incorporated with ELM-GEP by taking the zone 3 of the Guang-5 dataset as a case, due to the relatively simple terrain and predictability of the zone 3.
In this investigation, we used the forecast result of T213 as the baseline. T213 is the fourth generation of global medium-term NWP system developed by China National Weather Center and widely used in business operation of Chinese meteorological departments. Figure 7 shows the prediction results of ELM-GEP coupled with different popular feature extraction methods. It reveals that KPCA is a very promising feature extraction method in the precipitation prediction in this study.
48-hours-ahead daily precipitation prediction
In this section, we compare ELM-GEP with the five state-of-the-art models for 48-hours-ahead daily precipitation prediction. For fairness, these models will be subject to the same data-preprocessing process described in Section 4.3.2, except DNN. Here KPCA will not be used in DNN to extract features, as the feature learning in DNN usually performs automatically. We demonstrate the prediction performance of various prediction methods coupled with KPCA or non-coupled in this section. For simplicity, a method likes ELM coupled with KPCA for feature extraction will be abbreviated as "ELM+. "
The comparison results on Guang-4, Guang-5 and Guang-6 datasets are presented in Tables 4-6 , respectively. We can see that these methods work with KPCA can always obtain better performance than the ones without KPCA. This means using KPCA to do feature extraction is able to improve the learning ability of these methods in the problem of precipitation prediction.
We can also see that our methods obtained the best MAE and RMSE (the mAve and rAve columns in the Tables 4-6, respectively) in all cases, which means ELM-GEP+ introduces less prediction error than the other methods. We further use t-test to demonstrate that our method can always obtain a better performance than the other methods. The t-test comparison results are presented in the mPvalue and rP-value columns in the Tables 4-6. It can be seen that most of the P-values are smaller than the significance level 0.05. This means the proposed method significantly outperforms the five state-of-the-art methods in terms of MAE and RMSE on the Guangxi datasets.
In view of business operation, our proposed model achieves good performances in terms of PRC, SC, ratio and UB Ratio on all Guangxi datasets. All the SC ratios obtained by our proposed model are greater than or equal to 0.533, and most of them are greater than or equal to 0.800. This result reaches a very high level of business operation, while most of SC ratios obtained by T213 model, which developed and used by China Meteorological Administration, in the same period and region are smaller than 0.500. It means that our proposed model has strong fitting ability and generalization ability of precipitation problem.
As a conclusion, our method is able to obtain a better performance than the existing methods on 48-hours-ahead daily precipitation prediction, and the corresponding prediction results are reliable in view of business operation.
Figure 6
Three zones from the 89 meteorological stations in Guangxi and the correlation coefficient of the stations in each zone relating to the central station of the zone [27] . The correlations of the historical precipitation data in the related region absolutely above 0.37 (99% significance test).
Figure 7
Prediction result of the proposed model with various popular feature extraction methods on zone 3 of Guangxi in May. The cumulative contribution rate was set 90% for both Principal Component Analysis (PCA) and Kernel Principal Component Analysis (KPCA). It was gradually increased the number of selected feature from 1 to 30 for Support Vector Machine Recursive Feature Elimination (SVM-RFE), and then selected the best modeling performance as the final one, which contained the first 28 variables as features.
Discussion
The experimental results across all datasets in this work show that:
(1) ELM-GEP is a promising soft computing method for regional daily precipitation prediction; (2) By and large, the model based on ELM-GEP wins the best prediction performance across all metrics on all datasets; (3) The features used in model importantly affect the prediction performance. When there are few important variables affecting precipitation prediction, ELM-GEP is also a good model for precipitation prediction without feature extraction, as shown in Section 4.2. When there are many important variables affecting precipitation prediction, ELM-GEP coupled with KPCA (for feature extraction) is significant for precipitation prediction, as shown in Section 4.3.
It should be noted that ELM-GEP is worse than ELM in terms of time complexity. However, we only concentrate on reasonable prediction accuracy and reliability, because the accuracy and the reliability are more important than the time complexity in the daily precipitation prediction.
CONCLUSION
This paper presented a novel hybrid model based on ELM and GEP for regional daily quantitative precipitation prediction. Our proposed model can reduce the risk of ELM modeling error using GEP to improve the prediction performance. The proposed model, compared with five state-of-the-art precipitation prediction methods including DNN, ELM, SVR, BP and NARX, was test for solving two different types of daily precipitation prediction problems. The prediction performance was evaluated in terms of five metrics on eight datasets. The comparison results indicate that most of the models can achieve a reasonable prediction accuracy. More importantly, by and large, the proposed model outperforms the state-of-the-art precipitation prediction methods on all datasets with the highest accuracy, and the highest strong credibility and the lowest unreliability.
It would be an interesting topic to research the inclusion of other meteorological elements and materials in future, like air mass trajectories and the satellite cloud picture, which may further improve the forecasting accuracy.
