Identity-By-Descent (IBD) is a general measurement of the relationship between two groups of genes. If the two groups consist of two homologous genes, one from each individual, the IBD is called the coancestry between the two individuals. Coancestry is an important concept in both population and quantitative genetics. It is the probability that both genes are copies of the same gene in the genealogy. The average coancestry value at a random locus in a population reflects the level of population diversity, effective population size, the level of inbreeding and other attributes. Coancestry is also the building block for the covariance structure used to estimate the additive genetic variance component for a quantitative trait. There are many other types of IBD matrices, depending on the natures of the genes included in each group, and these IBD matrices vary from locus to locus. Molecular markers distributed along the genome provide information that can be used to infer these locusspecific IBD matrices. As a result, we can estimate and test the variance components of a quantitative trait contributed by these loci using the inferred IBD matrices. In this study, we develop the concept of locus-specific epistatic IBD matrices and a Monte Carlo method to infer these IBD matrices. The method is suitable for large pedigrees with arbitrary complexity and various levels of missing marker information. With these locus-specific IBD matrices, we are ready to search for quantitative trait loci along the genome in complicated pedigrees. Heredity (2005) 94, 305-315.
Introduction
Identity-By-Descent (IBD) is an important concept in both population and quantitative genetics. It describes the relationship between two groups of genes. A gene, as opposed to an allele or a locus, is the DNA segment that is copied from parents to offspring. Two genes are IBD, if one is a copy of the other or they are both copies of the same ancestral gene.
The concept of IBD was introduced by Cotterman (1940) , and has since been widely developed. It has been applied to the problem of four genes in two individuals by Li and Sacks (1954) , Jacquard (1972) , Nadot and Vaysseix (1973) and Denniston (1974) , and to four arbitrary genes by Cockerham (1971) .
In diploid organisms, each individual carries two genes per locus. The IBD between two individuals becomes complicated because this IBD is decomposed into four IBD coefficients between two groups of single genes and one IBD coefficient between two groups of double genes. The average value of the four single-gene IBD coefficients is called the coancestry between the two individuals and the two-gene IBD coefficient is called the fraternity between the two individuals (Lynch and Walsh, 1998) . There are a total of 15 possible detailed IBD coefficients for the two individuals and nine condensed IBD coefficients if the IBD coefficients of similar nature are combined (Jacquard, 1974; Cockerham, 1980) . For details, see Chapter 7 of Lynch and Walsh (1998) or Sobel et al (2001) . The problem becomes considerably complex when dealing with more than four genes, largely because the number of IBD states grows rapidly with the number of genes involved. For example, the number of IBD states for six (ordered) genes is 203, and for eight genes there are 4140 IBD states (Thompson, 1974) . A complete discussion of this problem may also be found in Whittemore and Halpern (1994) .
Coancestry and fraternity are important terms used for estimating the additive and dominance genetic variance components in quantitative genetics. If each group contains two nonallelic genes of the same individual, then the IBD between the two individuals measures the probability that the two individuals share the same haplotype (ie, share two nonallelic genes jointly). This IBD has not been formally named in the literature, but is an important term used to estimate the additiveby-additive genetic variance component for quantitative traits. If one group contains two allelic genes and one nonallelic gene, all from the same individual, the IBD between two individuals measures the probability that the two individuals share three such defined genes jointly in the genealogy. Again, there is no formal name for this IBD, but it is used to estimate the dominance-by-additive genetic variance component. A similar IBD is used to estimate the additive-by-dominance variance component. Finally, if each group contains four genes of two loci from the same individual, the IBD between two individuals defines the probability that the two individuals share IBD genotypes for both loci in the genealogy. This IBD is used to estimate the dominance-by-dominance variance component. The two-loci IBD probabilities have also been used by many other authors, see for example, Weir and Cockerham (1969) , , and Whitlock et al (1993) .
IBD coefficient is actually defined as a discrete event because each of the two groups contains a finite number of genes. Since the genotypes of individuals are not observable, the IBD event is replaced by the probability. However, if we actually observe the genotypes, we may already know whether the two relatives, for example, sibs, do actually share the same IBD genotype or not. If they do, the fraternity is 1 and, if not, the fraternity is 0. Therefore, the conditional IBD when the genotypes are observed is different from the expected IBD when the genotypes are not observed, and these conditional IBD values vary from locus to locus. If we can actually observe the genotypes of all individuals for all loci in a pedigree, we may be able to know the IBD matrices for all loci (all pairwise IBD values between all individuals in the pedigree). These IBD matrices can be used to estimate various types of variance components contributed by individual loci. This is the IBD-based variance component method for quantitative trait loci (QTL) mapping (Almasy and Blangero, 1998; Yi and Xu, 2000) .
Segregation patterns of molecular markers allow inference of the IBD matrices at an arbitrary genome location, and thus we can scan the entire genome to search for QTL. Haseman and Elston (1972) first introduced the concept of conditional IBD between sib pairs given observed marker information. Goldgar (1990) and Schork (1993) developed methods to estimate the genetic material shared by sibs for an interval flanked by two markers. Fulker and Cardon (1994) combined the sib-pair regression method of Haseman and Elston (1972) with the interval mapping of Lander and Botstein (1989) to systematically scan the genetic variance for the entire genome. Fulker et al (1995) eventually extended the interval mapping into multipoint mapping, where they used all linked markers simultaneously to infer the IBD of an arbitrary position. This method has utilized information from all markers. However, the multipoint method itself is a multiple regression approach where they treated the IBD of a putative position as the dependent variable and the IBDs of the markers as independent variables. The drawback of the multiple regression method is that it only gives the expectation, not the distribution, of the IBD. In addition, the method only uses the expected IBD values, instead of the IBD distributions, of the markers, which proves to be suboptimal. Kruglyak and Lander (1995) also developed a multipoint method to infer the IBD values of sib pair. This new method takes advantage of the Markov chain property of markers along the genome and proves to be optimal. Since an IBD matrix is proportional to a covariance matrix, it should be semipositive definite. A semipositive definite matrix is loosely defined as a matrix with non-negative determinant. This property is required in computing likelihood functions. The method of Kruglyak and Lander (1995) utilizes all sibs simultaneously in a full-sib family, which warrants the semipositive definite property of the IBD matrix. The increased information of this method is gained at the price of extensive computing, in both the memory and speed. The largest family size that the method can handle is about 10, which is feasible for nuclear families, but not so for large pedigrees. Wang et al (1995 Wang et al ( , 1998 developed a method to infer the conditional IBD matrix for large pedigrees using one or two markers at a time. The method can efficiently handle pedigrees of virtually unlimited size. Unfortunately, it does not use all markers simultaneously and thus is not optimal in that regard. The multipoint method of Kruglyak and Lander (1995) is feasible for small pedigrees, but application to even moderate pedigrees appears to be difficult because of the heavy computing load. Almasy and Blangero (1998) recently developed a multipoint method that is efficient for large pedigrees with arbitrary complexity. This multipoint method has been incorporated into a program called Solar, which is so far the most practical software package for human pedigree analysis. However, the computing efficiency is gained at the price of optimality because the multipoint method they adopted is not based on the hidden Markov model; rather, it is an extension of the sib-pair regression method of Fulker et al (1995) to arbitrary relative pairs. The regression method for estimating IBD values does not use the distribution of marker IBD; instead, it uses the expectation of the marker IBD. Furthermore, the pairwise IBD values are estimated independently, although they should be estimated jointly because members within a pedigree are not independent.
Epistasis occurs when the gene action of one locus is influenced by that of another locus. Epistatic effects can occur among several loci, but interactions involving three or more loci are difficult to interpret and estimate. In a two-loci model with two alleles per locus, there are nine possible genotypes and the total genetic variance can be partitioned into eight components of variance (Cockerham, 1980) . The eight components of variance include the additive and dominance variances of both loci and their interactions, additive by additive, additive by dominance, dominance by additive, and dominance by dominance.
The purpose of this study is to develop a Monte Carlo method to calculate various IBD matrices for arbitrarily complicated large pedigrees with optimal utilization of marker information. These IBD matrices can be used for candidate gene evaluation and QTL mapping under the variance component model.
Methods
The pedigree with 22 individuals shown in Figure 1 is used to illustrate the proposed method. There are six founders, identified as 1, 2, 3, 6, 7, and 12 in the pedigree. Genotypic data were simulated for 10 markers located at positions 0, 5, 12, 15, 25, 36, 40, 51, 75 , and 90 cM along a chromosome. The founder alleles of each locus were sampled from 10 equally frequent alleles. The two targeted positions evaluated are 10 and 45 cM, that is, between markers two and three for the first position and between markers seven and eight for the second position. Marker genotypes of individuals 1, 2, 4, 5, 8, 9, 10, and 11 were removed from the data set and replaced by missing values (Table 1) .
Legal descent graph
Descent graph can be represented by inheritance indicators, which consists of a binary vector (ie a vector with zeros and ones as entries) describing the inheritance pattern of a pedigree. For a pedigree with N members, the inheritance indicator at a certain locus is written as
whose coordinates describe the outcome of the paternal and maternal meioses giving rise to the N members in the pedigree. Specifically, p i ¼ 0 or 1, according to whether the paternal or maternal allele of the father has been transmitted to the ith member of the pedigree. In the same way, m i carries the same information for the corresponding maternal meiosis. Thus, the inheritance indicator completely specifies which of the 2n distinct founder alleles are inherited by each member, where n is the number of founders in the pedigree. However, the true inheritance indicators are not observable, and it is only possible to observe the linkage information at genotyped marker loci. If no chromatid interference is assumed between markers, the inheritance indicators at all m genotyped loci constitute a hidden Markov chain.
Sampling legal descent graphs for markers
To calculate the IBD values, the first step is to sample the allelic inheritance configuration for each member of a pedigree at the locus of interest. The allelic inheritance configurations of all individuals in a pedigree represent the graph of gene transmission from the founders to all the descents, called the descent graph (Sobel and Lange, 1996) . If a marker is fully informative, the inheritance indicators can be inferred with 100% certainty from the observed marker genotypes. However, most markers will not be fully informative and we must sample the descent graph using the conditional probabilities given observed marker information. Since the inheritance indicator depends on which of the four possible genotypes each individual takes for each marker, we only need to sample genotypes for all the markers across the genome. We actually take the multipoint approach to calculate the joint probability of marker genotypes and sample the joint genotype from this probability. We take advantage of the Markov property of the marker arrangement along the chromosomes and simulate the joint sample sequentially from one end of the chromosome to the other end.
In the appendix, we describe the sampling process under the following different situations: (1) no missing marker genotypes and linkage phases are known, (2) no missing marker genotypes but the linkage phases are unknown, and (3) incomplete marker information with some missing marker genotypes and the linkage phases are unknown.
Sampling descent graph of an arbitrary locus
Given the descent graph of markers, we are ready to sample the descent graphs at some targeted loci of Members with parents 0 are recognized as founders, and * indicates missing allele.
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Y Mao and S Xu biological interest using the sampled descent graph of markers. The descent graphs of these targeted loci are then used to calculate the IBD matrices for variance component analysis. There are two ways to sample the descent graph of the targeted loci. One approach is to insert the targeted loci into the existing marker map as virtual markers. The genotypes of these virtual markers are filled with missing values. We then sample the joint descent graph of the real and the virtual markers simultaneously using the method described above. The other approach is to sample the descent graph of these targeted loci using the sampled descent graphs of flanking markers, provided that the recombination process in meiosis exhibits no interference. Given the descent graph of markers, the descent graph of an arbitrary locus can be sampled one individual at a time.
The inheritance indicators of any individual are sampled from the four probabilities representing the four genotypic configurations, denoted by (0,0), (1,0), (0,1), and (1,1). For example, (0,1) means that the individual has inherited the maternal allele of the father and the paternal allele of the mother. Let M ¼ i, for i ¼ 1, 2, 3, 4, be a discrete variable representing the four genotypic configurations of the left marker in the aforementioned order and N ¼ j, for j ¼ 1, 2, 3, 4, be the corresponding variable for the right marker. Denote the corresponding variable for the locus bracketed by the two markers by
where P(M ¼ i|U ¼ k) and P(N ¼ j|U ¼ k) are the marker genotypic probabilities conditional on the genotype of the intermediate locus and can be found from the transition matrices given by Xu (1998) . The probability P(U ¼ k|M ¼ i, N ¼ j) will be used to simulate a particular genotypic configuration from which the inheritance indicators are automatically given. The inheritance indicators of all members in the pedigree, when considered together, can link each one of the 2N alleles in the pedigree to one of the 2n founder alleles, where N is the size of the pedigree and n is the number of founders. Therefore, each individual is connected to the founder alleles by two lines, one for the paternal allele and the other for the maternal allele. The two lines can be represented by two vectors, Z p and Z m , each with 2n elements. Each vector has one and only one non-zero element and the non-zero element equals one. The position of this non-zero element points to the position of the particular allele arranged in the list of the 2n founder alleles. For example, if the paternal allele of a member is traced back to the lth founder allele and the maternal allele of it is traced back to the kth founder allele, then z l p ¼ z k m ¼ 1 and all other elements of the two vectors are zero. These link vectors are used to calculate the conditional IBD matrices.
Calculating the IBD matrices
The IBD matrices are better described in the context of variance component analysis. Therefore, we will first describe the linear mixed effect model and then introduce the concept of IBD matrices as a function of the inheritance indicators. We will consider a single locus first and then consider two loci. Each of the 2n founder alleles is assigned an allelic value in the unit of a quantitative trait (a k for the kth founder allele) and each pair of the founder alleles is assigned a dominance interaction effect (d kk 0 for the combination of the kth and k 0 th founder alleles). The phenotypic value of individual i in the pedigree is then described by the following model:
where X i is a q Â 1 known design matrix, b is a q Â 1 vector for nongenetic fixed effects (eg effects of location, year, age, etc), a is a (2n) Â 1 vector for the founder allelic effects, Z i p is a (2n) Â 1 vector indicating which of the 2n founder alleles has been passed to individual i through it's father, Z i m is defined similarly but through its mother, # represents the Kronecker product of two matrices (also called direct product), the superscript T means matrix transposition, d is a (2n) 2 Â 1 vector for the dominance effects defined in the founder population, and e i is the residual error with an assumed N(0,s 
where d ij , the Kronecker delta, is defined as d ij ¼ 1 for i ¼ j and d ij ¼ 0 for iaj. Therefore, various IBD values can be defined as follows (Yi and Xu, 2000) :
is the IBD for the additive effect (0rp A(ij) r4) and
is the IBD for the dominance effect (0rp D(ij) r1 and
, etc. Now, let us consider two loci with arbitrary linkage relationship. We need to use one additional subscript for all the variables defined earlier to index the locus, for example, Z 1i p and Z 1i m denote the design matrices for locus one, and a 1 and d 1 denote the genetic effects for locus one. The two-loci model becomes
where i aa , i ad , i da and i dd represent the additive-byadditive, additive-by-dominance, dominance-by-additive and dominance-by-dominance effects, respectively.
The covariance between y i and y j is
where
In matrix notation, let Y ¼ (y 1 , y 2 ,y, y N )
T be the vector of phenotypic values. The variance-covariance matrix of Y is
where P 1A , P 1D , P 2A , P 2D , P AA , P AD , P DA and P DD are the IBD matrices, whose elements are given by equations (9)- (14).
Note that the IBD matrices are the expected values of some functions of the descent graph. Some of the functions are linear and some are quadratic or higher order power functions. The explicit expressions of the expectations for higher power functions are difficult to derive. Instead, we adopt the Monte Carlo method to approximate the expectation. A nice property of the Monte Carlo approximation is that as the Monte Carlo samples increase the approximation will approach the expectation (following the law of large numbers).
Results
The Monte Carlo method requires individuals to be entered into a table representing the pedigree in the chronological order. In this example, the identification numbers (ids) are already arranged in this order and thus members are entered into the pedigree according to their ids. The first column stores the individual ids, the second column stores the sex of the individuals, and the third and fourth columns store the ids of the two parents. The ids of the parents for founders are not known and thus they are entered into the table as 0, see Table 1 for details.
The method was split into the following five steps, which were repeated 10 000 times:
Step 1: Missing genotypes imputation: For any given marker locus, impute the missing genotypes to generate a legal genotype sample that is compatible with the observed marker genotypes.
Step 2: Randomly determine the phases for the founders at the first locus, then determine the allelic order for all the individuals at the first locus, and obtain the inheritance vector v 1 for all the nonfounder individuals at the first marker.
Step 3: Sample the inheritance indicators sequentially from locus 2 to locus m (the last marker).
Step 4: Sample the inheritance indicators for the two targeted loci at positions 10 and 45 cM, and then convert the inheritance indicators of these two loci into the design vectors, Z ki p and Z ki m for k ¼ 1,2 and i ¼ 1, y, N.
Step 5: Calculate the eight IBD matrices. The 10 000 replicates took about 20 min in our Pentium PC. After the 10 000 repeated simulations were complete, we obtained the average value for each of the eight IBD matrices.
When we simulated the markers of the pedigree, we also simulated the allelic inheritances of the two targeted loci and recorded their descent graphs, and thus the true IBD matrices of the two loci. The Monte Carlo estimated IBD matrices are quite close to the true values (data not shown, see Tables 2-4) .
Additional simulations were conducted in order to gain an understanding of its statistical properties. To measure the performance of the approach, we focused on one diagonal element and one off-diagonal element of the IBD matrices. We used the sample mean, bias, and standard deviation to give an intuitive measure of an estimator's effectiveness. From Tables 2 and 3, we can see that the bias becomes negligible quickly as the sample size increases, and the MSE decreases quickly accordingly.
Comparison with Markov chain Monte Carlo (MCMC) method MCMC can be used to calculate the IBD additive matrix conditional on multiple markers, when marker phases are not known, and using all available information. The MCMC method employed in this paper is SIMWALK (Sobel and Lange, 1996) . SIMWALK is a freely available software package capable of calculating IBD additive matrix on any size of pedigree. It uses MCMC and simulated annealing algorithms to perform these multipoint analyses. It is capable of handling substantial missing marker information. Sobel et al (2001) test the performance of the MCMC method implemented in SIMWALK.
The matrices calculated by our method and the MCMC method were compared directly to the matrix containing the true IBD matrices, which were known from the simulations in this study. The criterion for comparison was the mean square error (MSE) (Sorensen et al, 2002) :
where n is the number of individuals, Q (true) ¼ (q ij (true) ) n Â n is the true IBD matrix, and Q (calc) ¼ (q ij (calc) ) n Â n is the calculated IBD matrix from either our Monte Carlo method or the MCMC method.
The MSEs of the eight IBD matrices calculated by the Monte Carlo method and MCMC method versus the corresponding true IBD matrices are given in Table 4 , where case 1 is the case that the two targeted positions are also markers, that is, all individuals are typed at the positions, case 2 is the case that there are no genotypes at the two targeted positions and there is no missing marker information, and case 3 is the general case that there are no genotypes at the two targeted positions and with incomplete marker information. Our Monte Carlo method resulted in a reasonable MSE that is very close to MCMC method. As expected, MSE increased as the marker information content decreased. Heath (1997) developed an MCMC method for mapping QTL in arbitrarily complex pedigrees with substantial missing marker information. Implementation of the multi-site segregation sampler is via a program called Loki. Since the program was released, Loki has been modified for IBD probability calculation. George et al (2000) have incorporated this program into their twostep method of QTL mapping under the mixed model methodology. The Monte Carlo method developed here differs from that of Heath (1997) in two aspects: (1) Heath's method is an MCMC approach in which the sample of the next round is dependent on that of the previous round, whereas our method is a Monte Carlo method in which samples are independent, and (2) our method calculates the epistatic IBD matrices which allow mapping of epistatic QTL. Of course, the method of Heath (1997) can be further extended for calculating the epistatic IBD matrices because these IBD matrices are functions of the inheritance indicators. However, these functions were not given in Heath (1997) and they are introduced in this study for the first time. The multipoint method of Almasy and Blangero (1998) is potentially capable of calculating the epistatic IBD matrices through the Hadamard products of the locus-specific IBD matrices, that is, P AA ¼ P 1A }P 2A , P AD ¼ P 1A }P 2D , P DA ¼ P 1D }P 2A and P DD ¼ P 1D }P 2D . However, these relationships hold only when the two loci are not linked in the same chromosome. There have been no general formulas available for incorporating the linkage parameters. The Monte Carlo method introduced here is general for two loci with any linkage relationship.
Discussion
The IBD matrices provide the machinery for partitioning the total phenotypic variance into variance components. These variance components can be estimated and tested using the maximum likelihood (ML) or restricted maximum likelihood (REML) method. The SAS procedure, PROC MIXED, has the ability to directly incorporate these matrices for estimation of variance components (Littell et al, 2000) . Therefore, estimation of variance components, especially the dominance and epistatic variance components, from arbitrarily complicated pedigree with incomplete marker information is now possible and realistic. Using complicated pedigrees to separate the nonadditive variance components from the additive components is more efficient because the nonadditive IBD matrices tend to have more nonzero elements in complicated pedigrees than in simple pedigrees. However, current methods for computing the nonadditive IBD matrices are not capable of handing 
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Y Mao and S Xu complicated pedigrees with high degree of inbreeding. The Monte Carlo method developed in this study provides such a tool. MCMC is a powerful tool to use all available information for calculating additive IBD matrices in complex pedigrees. However, for very tight linkage, for example, with very dense marker maps, the mixing properties of existing MCMC methods deteriorate. In addition, convergence of MCMC is difficult to diagnose. Our Monte Carlo method can be used as an alternative when convergence of MCMC cannot be achieved. Furthermore, our method can calculate all the eight IBD matrices and may, therefore, play a role in searching for QTL along the genome in complicated pedigrees.
A computer program written in MATLAB is available to implement the Monte Carlo method for IBD matrix calculation. The program is free to academic researchers and can be downloaded from our website: www.statgen.ucr.edu.
Appendix A1. Sample legal descent graph for markers with incomplete information Phase known Phase known means that the parental marker haplotypes are known. In this case, the marker genotype of one progeny is independent of that of another progeny. Therefore, the probability of marker genotype can be calculated one individual at a time. We start sampling the genotype of the first marker and then the second marker conditional on the first marker and so on, taking advantage of the Markov property. The observed form of each marker is used to make sure that the genotype sampled is compatible with the data. This approach of sampling is a hidden Markov model approach, with the marker genotype as the hidden true state and the form of the marker as the observed state.
Let us consider a parent-offspring trio and define the father's marker type by a 1 b 1 and the mother's marker type by c 1 d 1 , where a 1 and b 1 are the paternal and maternal allele types of the father, respectively, and c 1 and d 1 are the paternal and maternal allele types of the mother, respectively. Let (e 1 f 1 ) be the marker type of the progeny in question. The subscript 1 means the first marker of the chromosome under investigation. The parentheses used for the marker type of the progeny mean that the phase or order of the alleles is unknown. The probabilities of the four genotypes are calculated as follows. The four possible configurations of the progeny generated from this mating type are a 1 c 1 , a 1 d 1 , b 1 c 1 and b 1 d 1 . We now compare (e 1 f 1 ) with the four configurations. A particular configuration, say k, will be assigned s k ¼ 1 if e 1 f 1 or f 1 e 1 matches this configuration, otherwise, s k ¼ 0. When all the four s k 's have been assigned a value, we normalize these s k 's to obtain
These are the probabilities of the four marker genotypes conditional on the observed marker forms. From these probabilities, we can simulate a realized genotypic configuration. Taking the same approach, we can obtain complete inheritance indicators for all members of the pedigree at the first marker. So far, we have obtained the vector of inheritance indicators of the first locus for the entire pedigree, denoted by v 1 as defined in equation (1), where the subscript indicates the locus. Conditional on the inheritance indicators of the first marker, we now proceed with the sampling of the configurations at the second marker. Let us denote the observed forms of the parental markers by a 2 b 2 and c 2 d 2 , and the marker phenotype of the progeny by (e 2 f 2 ) for the second marker. Again, we can check the compatibility of the progeny type with the four possible configurations, a 2 c 2 , a 2 d 2 , b 2 c 2 and b 2 d 2 , and define for s k for k ¼ 1, y, 4 in the same manner as the first marker. We now calculate the probability of the four marker genotypes. This time, the sampling is conditioned on the first marker state using the equation given below:
where M 1 and M 2 denote the genotypes of the first and second markers, respectively, and each can take a value between 1 and 4, depending on which of the four genotypic configurations has been taken by the individual. The probability Pr(M 2 ¼ k|M 1 ¼ l) is the transition probability between the two markers and the value is a function of the recombination fraction between the two markers, which is found from the 4 Â 4 transition matrix given by Xu (1998) . The probability given in Equation (3) is used to sample the genotype of the second marker. The inheritance indicators for all members in the pedigree, v 2 , are obtained in the same way. Given v 2 , we are now ready to sample the genotypic configuration of the third marker v 3 . The process continues until all markers have been sampled for all individuals, and we now have a complete descent graph for each of the m markers, v 1 , v 2 , y, v m .
Phase unknown
The phase of all the founders at the first marker of a chromosome is irrelevant to the genetic analysis. Therefore, we can arbitrarily assign a phase of the marker type to all the founders at the first marker. The genotype of each nonfounder at the first marker is sampled using the method described above. We now need to sample the genotypes of the second marker for all individuals and the founder marker linkage phase simultaneously. Since there are two different phases for each founder at the second marker, totally there are 2 n different phases for n founders at the second marker. All the 2 n different phases are evaluated and the probability of each phase is calculated. These probabilities are then used to sample a particular phase.
Under each phase, we work out the four possible genotypic configurations in each parent-offspring trio. For example, if the phase for a parent-offspring trio is b 2 a 2 Â c 2 d 2 , the four possible genotype configurations of a progeny will be b 2 c 2 , b 2 d 2 , a 2 c 2 and a 2 d 2 . Using the genotype of the first marker already sampled and the compatibility of the type of the second marker (e 2 f 2 ) to the four configurations, we can calculate the probabilities of the genotypes at the second marker. With these probabilities, we sample a particular genotype. The procedure of sampling the genotypic configuration for the second marker is applied to all members in the pedigree. Given v 1 and v 2 , the inheritance indicators of the first and the second markers, respectively, for all individuals in the pedigree, we can count the total number of recombinations, denoted by h ¼ jjv 2 À v 1 jj 1 where 8 Á 8 1 is the vector 1-norm. This number is obtained conditional on the particular marker linkage phase in the founders under investigation. For n founders, there are a total of 2 n possible phases and each one of them will be evaluated in the same way. Eventually, we will obtain 2 n such numbers, denoted by h i for i ¼ 1, y, 2 n . The probability of the ith phase is
where r is the recombination fraction between markers one and two. These probabilities are used to sample the phase. The inheritance indicators of the second marker, v 2 , under this sampled phase will be accepted along with the phase. The process continues until all v 1 , y, v m have been sampled for all m loci.
Missing markers
Missing markers are common in pedigree analysis. O'Connell and Weeks (1999) give a genotype-elimination algorithm that uses all individuals in the pedigree, but does not work for pedigrees with more than a few loops. In this subsection, we describe our algorithm of imputing the missing genotypes and sampling a legal genotypic configuration. The algorithm starts from the descents to the founders (bottom-up) to replace each missing marker genotype by a legal genotype. First we decompose the pedigree into individual nuclear families or sibships, ordered in reverse pedigree order (ie, progeny before parents), then we impute the missing parental marker genotypes on the basis of the observed genotypes in each nuclear family sequentially. Two situations have to be distinguished: (1) when both parental genotypes are missing and (2) when one parental genotype is missing but the other parental genotype has been typed.
When both parental genotypes are missing: We begin by the set of observed genotypes among a sibship. We regard two sets of observed genotypes among a sibship to be equivalent if one can be obtained from the other through an appropriate substitution of allele from the set of population alleles. There are 14 equivalence classes determined by the mechanism of Mendelian inheritance (Almudevar and Field, 1999) . Table A1 , which is based on Table 11 in Almudevar and Field (1999) , lists the possible parental genotypes of the interested parent for each of the 14 equivalence classes of observed genotypes among a sibship.
When one parental genotype is missing: Almudevar and Field (1999) do not distinguish between families for which both parental genotypes are missing and families with only one missing parental genotype. To impute parental genotypes, however, such partial information Here, A is the population set of alleles. We use /a,bS to denote an unordered genotype, (/a,bS,/c,dS) to denote unordered genotype pair of the parent , that is, where /a,bS is the paternal unordered genotype and /c,dS is the maternal unordered genotype. can be taken into account. Table A2 , which is organized analogously to Table A1 , lists all parental mating types for the 14 equivalence classes of observed genotypes among a sibship. We use the following three steps to impute the missing genotypes.
(1) Determine the possible alleles set a missing genotype at each locus can take. If the paternal (maternal) parent is typed, then the possible paternal (maternal) allele set is the paternal (maternal) parent's genotype at the locus, otherwise it is the population set of alleles of the pedigree at the locus. (2) Using Table A1 , infer a missing genotype at each locus in each parent, conditional on genotypes in offspring in each parent-offspring trio. It should be noticed that the possible missing genotype set of the parent should be compatible with the alleles set obtained in step 1. (3) Using Table A2 , infer a missing genotype at each locus in each parent, conditional on genotypes in spouse and offspring in each parent-offspring trio.
The possible missing genotype set of the parent should be compatible with the alleles set obtained in step 1.
It is common that several candidate marker genotypes may be compatible with the data and we randomly choose one. Conditional on the simulated legal genotype, we proceed with replacing missing genotypes of members in the upper level of the pedigree until all the missing genotypes have been filled with legal genotypes. We then sample the linkage phases and the inheritance indicator vectors conditional on the current legal genotypes. Since the sampling processes are independent, the next cycle of sampling may start with completely different legal genotypes. If the Monte Carlo sample is sufficiently large, all possible legal genotypes may be tried. Fortunately, many different legal genotypes will lead to the same IBD matrices, and thus there is little concern about not trying the exhaustive list of legal genotypes. The descent graphs of multiple linked markers are then used to sample the descent graph of an arbitrary locus or the joint descent graph of two arbitrary loci.
