Introduction to super-resolution
In most digital imaging applications, high resolution images or videos are usually desired for later image processing and analysis. The desire for high image resolution stems from two principal application areas: improvement of pictorial information for human interpretation; and helping representation for automatic machine perception. Image resolution describes the details contained in an image, the higher the resolution, the more image details. The resolution of a digital image can be classified in many different ways: pixel resolution, spatial resolution, spectral resolution, temporal resolution, and radiometric resolution. In this context, we are mainly interested in spatial resolution.
Spatial resolution: a digital image is made up of small picture elements called pixels. Spatial resolution refers to the pixel density in an image and measures in pixels per unit area. Fig. 1.1 shows a classic test target to determine the spatial resolution of an imaging system.
FIGURE 1.1
The 1951 USAF resolution test target, a classic test target used to determine spatial resolution of imaging sensors and imaging systems.
The image spatial resolution is firstly limited by the imaging sensors or the imaging acquisition device. Modern image sensor is typically a charge-coupled deveice (CCD) or a complementary metal-oxide-semiconductor (CMOS) active-pixel sensor. These sensors are typically arranged in a twodimensional array to capture two-dimensional image signals. The sensor size or equivalently the number of sensor elements per unit area in the first place determines the spatial resolution of the image to capture. The higher density of the sensors, the higher spatial resolution possible of the imaging system. An imaging system with inadequate detectors will generate low resolution images with blocky effects, due to the aliasing from low spatial sampling frequency. In order to increase the spatial resolution of an imaging system, one straight forward way is to increase the sensor density by reducing the sensor size. However, as the sensor size decreases, the amount of light incident on each sensor also decreases, causing the so called shot noise. Also, the hardware cost of sensor increases with the increase of sensor density or correspondingly im-age pixel density. Therefore, the hardware limitation on the size of the sensor restricts the spatial resolution of an image that can be captured.
While the image sensors limit the spatial resolution of the image, the image details (high frequency bands) are also limited by the optics, due to lens blurs (associated with the sensor point spread function (PSF)), lens aberration effects, aperture diffractions and optical blurring due to motion. Constructing imaging chips and optical components to capture very high-resolution images is prohibitively expensive and not practical in most real applications, e.g., widely used surveillance cameras and cell phone built-in cameras. Besides the cost, the resolution of a surveillance camera is also limited in the camera speed and hardware storage. In some other scenarios such as satellite imagery, it is difficult to use high resolution sensors due to physical constraints. Another way to address this problem is to accept the image degradations and use signal processing to post process the captured images, to trade off computational cost with the hardware cost. These techniques are specifically referred as SuperResolution (SR) reconstruction.
Super-resolution (SR) are techniques that construct high-resolution (HR) images from several observed low-resolution (LR) images, thereby increasing the high frequency components and removing the degradations caused by the imaging process of the low resolution camera. The basic idea behind SR is to combine the non-redundant information contained in multiple low-resolution frames to generate a high-resolution image. A closely related technique with SR is the single image interpolation approach, which can be also used to increase the image size. However, since there is no additional information provided, the quality of the single image interpolation is very much limited due to the ill-posed nature of the problem, and the lost frequency components cannot be recovered. In the SR setting, however, multiple low-resolution observations are available for reconstruction, making the problem better constrained. The non-redundant information contained in the these LR images is typically introduced by subpixel shifts between them. These subpixel shifts may occur due to uncontrolled motions between the imaging system and scene, e.g., movements of objects, or due to controlled motions, e.g., the satellite imaging system orbits the earth with predefined speed and path.
Each low-resolution frame is a decimated, aliased observation of the true scene. SR is possible only if there exists subpixel motions between these low resolution frames 1 , and thus the ill-posed upsampling problem can be better conditioned. Fig. 1.2 shows a simplified diagram describing the basic idea of SR reconstruction. In the imaging process, the camera captures several LR frames, which are downsampled from the HR scene with subpixel shifts between each other. SR construction reverses this process by aligning the LR observations to subpixel accuracy and combining them into a HR image grid
The basic idea for super-resolution reconstruction from multiple low-resolution frames. Subpixel motion provides the complementary information among the low-resolution frames that makes SR reconstruction possible.
(interpolation), thereby overcoming the imaging limitation of the camera. SR (some of which described in this book), arises in many areas such as:
1. Surveillance video [20, 55] : frame freeze and zoom region of interest (ROI) in video for human perception (e.g. look at the license plate in the video), resolution enhancement for automatic target recognition (e.g. try to recognize a criminal's face).
2. Remote sensing [29] : several images of the same area are provided, and an improved resolution image can be sought.
3. Medical imaging (CT, MRI, Ultrasound etc) [59, 70, 47, 60] : several images limited in resolution quality can be acquired, and SR technique can be applied to enhance the resolution.
4. Video standard conversion, e.g. from NTSC video signal to HDTV signal.
This chapter targets at an introduction to the SR research area, by explaining some basic techniques of SR, an overview of the literature, and discussions about some challenging issues for future research.
Notations
Before talking about SR techniques, we introduce the notations we use in this chapter. Upper case bold letters X and Y denote the vector form in lexicographical order for HR and LR images respectively. Lower case bold letters x and y denote the vector form in lexicographical order for HR and LR image patches respectively. Underlined upper case bold letters are used to denote a vector concatenation of multiple vectors, e.g., Y is a vector concatenation of Y k (k = 1, 2, ..., K). We use plain upper case symbols to denote matrices, and plain lower case symbols to denote scalars.
Techniques for super-resolution
SR reconstruction has been one of the most active research areas since the seminal work by Tsai and Huang [99] in 1984. Many techniques have been proposed over the last two decades [4, 65] representing approaches from frequency domain to spatial domain, and from signal processing perspective to machine learning perspective. Early works on super-resolution mainly followed the theory of [99] by exploring the shift and aliasing properties of the Fourier transform. However, these frequency domain approaches are very restricted in the image observation model they can handle, and real problems are much more complicated. Researchers nowadays most commonly address the problem mainly in the spatial domain, for its flexibility to model all kinds of image degradations. This section talks about these techniques, starting from the image observation model.
Image observation model
The digital imaging system is not perfect due to hardware limitations, acquiring images with various kinds of degradations. For example, the finite aperture size causes optical blur, modeled by Point Spread Function (PSF). The finite aperture time results in motion blur, which is very common in videos. The finite sensor size leads to sensor blur; the image pixel is generated by integration over the sensor area instead of impulse sampling. The limited sensor density leads to aliasing effects, limiting the spatial resolution of the achieved image. These degradations are modeled fully or partially in different SR techniques. Fig. 1.3 shows a typical observation model relating the HR image with LR video frames, as introduced in the literature [65, 82] . The input of the imaging system is continuous natural scenes, well approximated as band-limited signals. These signals may be contaminated by atmospheric turbulence be-
The observation model of a real imaging system relating a high resolution image to the low resolution observation frames with motion between the scene and the camera.
fore reaching the imaging system. Sampling the continues signal beyond the Nyquist rate generates the high resolution digital image (a) we desire. In our SR setting, usually there exists some kind of motion between the camera and scene to capture. The inputs to the camera are multiple frames of the scene, connected by possibly local or global shifts, leading to image (b). Going through the camera, these motion related high resolution frames will incur different kinds of blurring effects, such as optical blur and motion blur. These blurred images (c) are then downsampled at the image sensors (e.g. CCD detectors) into pixels, by an integral of the image falling into each sensor area. These downsampled images are further affected by the sensor noise and color filtering noise. Finally the frames captured by the low resolution imaging system are blurred, decimated, and noisy versions of the underlying true scene.
Let X denote the HR image desired, i.e., the digital image sampled above Nyquist sampling rate from the bandlimited continuous scene, and Y k be the k-th LR observation from the camera. X and Y k s are represented in lexicographical order. Assume the camera captures K LR frames of X, where the LR observations are related with the HR scene X by
where F k encodes the motion information for the k-th frame, H k models the blurring effects, D k is the down-sampling operator, and V k is the noise term. These linear equations can be rearranged into a large linear system 
The involved matrices D k , H k , F k or M are very sparse, and this linear system is typically ill-posed. Furthermore, in real imaging systems, these matrices are unknown and need to be estimated from the available LR observations, leaving the problem even more ill-conditioned. Thus proper prior regularization for the high resolution image is always desirable and often even crucial. In the following, we will introduce some basic super-resolution techniques proposed in the literature and give an overview of the recent developments.
Super-resolution in the frequency domain
The pioneering work for super-resolution traces back to Tsai and Huang [99] , in which the authors related the high resolution image with multiple shifted low-resolution images by a frequency domain formulation based on the shift and aliasing properties of the Continuous and Discrete Fourier Transforms. Let x(t 1 , t 2 ) denote a continuous high resolution scene. The global translations yield K shifted images,
where k1 and k2 are arbitrary but known shifts. The continuous Fourier transform (CFT) of the scene is given by X (u 1 , u 2 ) and those of the translated scenes by X k (u 1 , u 2 ). Then by the shifting properties of the CFT, the CFT of the shifted images can be written as
The shifted images are impulse sampled with the sampling period T 1 and T 2 to yield observed low resolution image 
(1.5) 
where Y is a K × 1 column vector with the k th element being the DFT coefficient Y k [r 1 , r 2 ], X is a N 1 N 2 × 1 column vector containing the samples of the unknown CFT coefficients of x(t 1 , t 2 ), and Φ is a K × N 1 N 2 matrix relating Y and X . Eqn. 1.6 defines a set of linear equations from which we intend to solve X and then use the inverse DFT to obtain the reconstructed image.
The above formulation for SR reconstruction assumes a noise-free and global translation model with known parameters. The downsampling process is assumed to be impulse sampling, with no sensor blurring effects modeled. Along this line of work, many extensions have been proposed to handle more complicated observation models. Kim et al. [49] extended [99] by taking into account the observation noise as well as spatial blurring. Their later work in [5] extend the work further by introducing Tikohonov regularization [95] . In [89] , a local motion model is considered by dividing the images into overlapping blocks and estimating motions for each local block individually. In [98] , the restoration and motion estimation are done simultaneously using an EM algorithm. However, the frequency domain SR theory of these works did not go beyond as what was initially proposed. These approaches are computationally efficient, but limited in their abilities to handle more complicated image degradation models and include various image priors as proper regularization. Later works on super-resolution reconstruction have been almost exclusively in the spatial domain.
Interpolation-restoration: non-iterative approaches
Many spatial domain approaches [4, 82, 65, 2] have been proposed over the years to overcome the difficulties of the frequency domain methods. As the HR image and the LR frames are related in a sparse linear system 1.3, similar to the traditional single image restoration problem [26] , many flexible estimators can be applied to the SR reconstruction. These include Maximum likelihood (ML), Maximum a Posteriori (MAP) [84, 35] , and Projection Onto Convex Sets (POCS) [88] . In this section, we start with the simplest and a non-iterative forward model for SR reconstruction in the spatial domain, in analogy to the frequency domain approach.
Assume H k is Linearly Spatial Invariant (LSI) and is the same for all K frames, and we denote it as H. Suppose F k considers only simple motion models such as translation and rotation, then H and F k commute [27, 30] and we get
which motivates a forward non-iterative approach based on interpolation and restoration. There are three stages for this approach 1) low resolution image registration; 2) nonuniform interpolation to get Z and 3) deblurring and noise removal to get X. Fig. 1 .4 shows the procedure of such an approach. The low resolution frames are first aligned by some image registration algorithm [77] to subpixel accuracy. These aligned low resolution frames are then put on a high resolution image grid, where nonuniform interpolation methods are used to fill in those missing pixels on the HR image grid to get Z. At last, Z is deblurred by any classical deconvolutional algorithm with noise removal to achieve X. Keren et. al [48] proposed an early two step approach to SR reconstruction based on a global translation and rotation model. Gross et. al [101] proposed a nonuniform interpolation of a set of spatially shifted low resolution images by utilizing the generalized multi-channel sampling theorem by Yen [109] and later Papulis [64] , followed by deblurring. Nguyen and Milanfar [62] proposed an efficient wavelet-based interpolation SR reconstruction algorithm by exploiting the interlacing sampling structure in the low resolution data. Alam [1] presented an efficient interpolation scheme based on weighted nearest neighbors, followed by Wiener filtering for deblurring. Focusing on the special case of SR reconstruction where the observation is composed of pure translation, space invariant blur, and additive Gaussian noise, Elad and HelOr [27] presented a very computationally efficient algorithm. [52] proposed a triangulation-based method for interpolating irregularly sampled data. The triangulation method, however, is not robust to noise commonly present in real applications. Based on the normalized convolution [50] , Pham et al. [71] proposed a robust certainty and a structure-adaptive applicability function to the polynomial facet model and applied it to fusion of irregularly sampled data. Recently, Takeda et. al [91] proposed an adaptive steering kernel regression for interpolation on the high resolution image grid where the low resolution images are registered and mapped on.
These interpolation-restoration forward approaches are intuitive, simple and computationally efficient [30] , [18] , assuming simple observation models. However, the step-by-step forward approach does not guarantee optimality of the estimation. The registration error can easily propagate to the later processing. Also, the interpolation step is suboptimal without considering the noise and blurring effects. Moreover, without HR image prior as proper regularization, the interpolation based approaches need special treatment of limited observations in order to reduce aliasing.
Statistical approaches
Unlike the interpolation-restoration approaches, statistical approaches relate the SR reconstruction steps stochastically toward optimal reconstruction. The HR image and motions among low-resolution inputs can be both regarded as stochastic variables. Let M (ν, h) denote the degradation matrix defined by the motion vector ν and blurring kernel h, the SR reconstruction can be cast
The interpolation SR approach based on alignment and post processing of deblurring.
into a full Bayesian framework:
(1.8)
Note that X and M (ν, h) are statistically independent [35] . Here P r(Y |X, M (ν, h)) is the data likelihood, P r(X) is the prior term on the desired high resolution image and P r(M (ν, h)) is a prior term on the motion estimation. V in Eqn. 1.3 usually stands for additive noise, assumed to be a zero-mean and white Gaussian random vector. Therefore,
(1.9) P r(X) is typically defined using the Gibbs distribution in an exponential form
where A(X) is a non-negative potential function, and Z is just a normalization factor. The Bayesian formulation in Eq. 1.8 is complicated and difficult to evaluate due to the integration over motion estimates. If M (ν, h) is given or estimated beforehand (denote as M ), Eqn. 1.8 can be simplified as 11) where λ absorbs the variance of the noise and α in Eqn. 1.10, balancing the data consistence and the HR image prior strength. Eqn. 1.11 is the popular Maximum a Posteriori (MAP) formulation for SR, where M is assumed to be known. The statistical approaches discussed below vary in the ways of treating degradation matrix M (ν, h), prior term P r(X) and statistical inference methods toward Eqn. 1.8.
Maximum Likelihood
If we assume uniform prior over X, Eqn. 1.11 reduces to the simplest maximum likelihood (ML) estimator (motion estimation is assumed as a prior). The ML estimator relies on the observations only, seeking the most likely solution for the observations to take place by maximizing p(Y |X), givinĝ
(1.12)
Differentiating Eqn. 1.12 with respect to X and setting the derivative to be zero gives the classical pseudo inverse result
If M T M is singular, the problem is ill-posed and there are infinite many possible solutions due to the null space of M . This naturally leads to the term of regularization for the sake of unique solution from purely the algebraic point of view, which although can be interpreted in the MAP framework. For computation, direct inverse of matrix as M T M is usually prohibitive in practice due to the high dimensionality problem. For example, if the low resolution images are of size 100 × 100 and are to be zoomed to a single high resolution frame X of 300 × 300, M is of the size 90000 × 90000, requiring inverse of a matrix of size 90000 × 90000. Therefore, many iterative methods for practical ways to solve this large set of sparse linear equations have been suggested in the literature [111] .
Irani and Peleg proposed a simple but very popular method, based on error back-projection scheme inspired by computer-aided tomography, in [39, 40, 41] . The algorithm iteratively updates the current estimation by adding back the warped simulation error convolved with a back-projection function (BPF):
where c is a constant, h bpf is the back-projection kernel, S ↑ is the upsampling operator, and Y k is the simulated k-th LR frame from the current HR estimation. In [41] , the authors applied this idea to real applications by incorporating a multiple motion tracking algorithm to deal with partially occluded objects, transparent objects and some objects of interest. The backprojection algorithm is simple and flexible in handing many observations with different degradation procedures. However, the solution of back-projection is not unique, depending on the initialization and the choice of back-projection kernel. As shown in [26] and [10] , the back-projection algorithm is none other than an ML estimator. The choice of BPF implies some underlying assumption about the noise covariance of the observed low-resolution pixels [10] . Treating the motion estimates M (ν) as unknown, Tom et. al [98] proposed an ML SR image estimation algorithm to estimate the subpixel shifts, noise of the image, and the HR image simultaneously. The proposed ML estimation is treated by the Expectation-Maximization (EM) algorithm. As in the image denoising and single image expansion case, direct ML estimator without regularization in SR where number of observations is limited can be severely ill-posed, especially when the zoom factor is large (e.g. greater than 2). The ML estimator is usually very sensitive to noise, registration estimation errors and PSF estimation errors [10] , and therefore proper regularization on the feasible solution space is always desirable. This leads to the mainstream SR reconstruction approaches based on MAP.
Maximum a Posteriori
Many works [46, 84, 15] in SR reconstruction have followed the MAP approach in Eqn. 1.11, where the techniques vary in the observation model assumptions and the prior term P r(X) for the desired solution. Different kinds of priors for natural images have been proposed in the literature, but none of them stands out as the lead. In the following, we list three commonly used image priors for the SR reconstruction techniques.
1. Gaussian MRF. The Gaussian Markov Random Field (GMRF) [37, 33] takes the form
where Q is a symmetric positive matrix, capturing spatial relations between adjacent pixels in the image by its off-diagonal elements. Q is often defined as Γ T Γ, where Γ acts as some first or second derivative operator on the image X. In such a case, the log likelihood of the prior is 16) which is well known as the Tikhonov regularization [95, 26, 63] , the most commonly used method for regularization of ill-posed problems. Γ is usually referred as Tikhonov matrix. Hardie et al. [35] proposed a joint MAP framework for simultaneous estimation of the high resolution image and motion parameters with Gaussian MRF prior for the HR image. Bishop et. al [96] proposed a simple Gaussian process prior where the covariance matrix Q is constructed by spatial correlations of the image pixels. The nice analytical property of Gaussian process prior allows a Bayesian treatment of the SR reconstruction problem, where the unknown high resolution image is integrated out for robust estimation of the observation model parameters (unknown PSFs and registration parameters). Although the GMRF prior has many analytical advantages, a common criticism for it associated with super-resolution reconstruction is that the results tend to be overly smooth, penalizing sharp edges that we desire to recover.
2. Huber MRF.The problem with GMRF can be ameliorated by modeling the image gradients with a distribution with heavier tails than Gaussian, leading to the popular Huber MRF (HMRF) where the Gibbs potentials are determined by the Huber function,
where a is the first derivative of the image. Such a prior encourages piecewise smoothness, and can preserve edges well. Schultz and Stevenson [83] applied this Huber MRF to single image expansion problem, and later to the SR reconstruction problem in [84] . Many later works on super-resolution employed the Huber MRF as the regularization prior, such as [11, 12, 15, 13, 73, 74] and [3] .
3. Total Variation. The Total variation (TV) norm as a gradient penalty function is very popular in the image denoising and deblurring literature [81, 54, 16] . The TV criterion penalizes the total amount of change in the image as measured by the 1 norm of the magnitude of the gradient
where ∇ is a gradient operator that can be approximated by Laplacian operators [81] . The 1 norm in the TV criterion favors sparse gradients, preserving steep local gradients while encouraging local smoothness [13] . Farsiu et al. [30] generalized the notation of TV and proposed the so called bilateral TV (BTV) for robust regularization.
For more comparisons of these generic image priors on effecting the solution of super-resolution, one can further refer to [10] and [25] .
Joint MAP restoration
Multiple frame SR reconstruction can be divided into two subproblems: LR registration and HR estimation. Many previous algorithms treat these two processes as two distinct processes: first do registration and then estimation by MAP, which is suboptimal as registration and estimation are interdependent. Motion estimation and HR estimation can benefit each other if interactions between them are allowed. In joint MAP restoration, Eqn. 1.11 is extended to include the motion and PSF estimates as unknowns for inference:
(1. 19) Tom et al. [98] divided the SR problem into three subproblems, namely registration, restoration and interpolation. Instead of solving them independently they simultaneously estimated registration and restoration by maximizing likelihood using Expectation-Maximization (EM). Later they included interpolation into the framework and estimated all of the unknowns using EM in [97] . [35] applied the MAP framework for simultaneous estimation of the high-resolution image and translation motion parameters (PSF is taken as a known prior). The high resolution image and motion parameters are estimated using a cyclic coordinate-descent optimization procedure. The algorithm converges slowly but improves the estimation a lot. Segall et al. [86, 85] presented an approach of joint estimation of dense motion vectors and HR images applied to compressed video. Woods et al. [105] treated the noise variance, regularization and registration parameters all as unknowns and estimated them jointly in a Bayesian framework based on the available observations. Chung et al. [19] proposed a joint optimization framework and showed superior performance to the coordinate descent approach [46] . The motion model they handled is affine transformations. To handle more complex multiple moving objects problem in SR setting, Shen et al. [87] addressed the problem by MAP formulation combining motion estimation, segmentation and SR reconstruction together. The optimization is done in a cyclic coordinate descent process similar to [46] .
Bayesian Treatments
Due to limited low-resolution observations, the SR reconstruction problem is ill-posed in nature. Joint MAP estimation of motion parameters, PSF, and HR image may face the problem of overfitting [96] . While motion and blurring is difficult to model in general, simple models spanned by few parameters are sufficient for SR applications in many scenarios. Given the low resolution observations, however, estimating these parameters by integrating over the unknown high resolution image is a useful approach. Bishop [96] proposed such a Bayesian approach for SR where the unknown high-resolution image is integrated out and the marginal is used to estimate the PSF and motion parameters. To make the problem analytically tractable, a Gaussian process prior (GMRF) is used to model the high resolution image. Even though an unfavorable GMRF is used for the high resolution image, the PSF and motion parameters can still be estimated quite accurately. Then the estimated parameters are fixed, and a MAP estimation of the HR image is performed. An in-depth analysis similar to this for blind deconvolution is discussed in [53] . Such a Bayesian approach outperforms the joint MAP approaches in Subsection 1.3.4.3, which will easily get overfitting with the PSF parameters. However, the integration over the high resolution image is computationally heavy and the Gaussian prior over the image leads the final reconstruction toward excess smoothness. Instead of marginalization over the unknown high resolution image, Pickup et al. proposed in their recent works [73, 74, 72 ] to integrate over the unknown PSF and motion parameters as in Eqn. 1.8, which is motivated to overcome the uncertainty of the registration parameters [79] . The registration parameters are estimated beforehand and then treated as Gaussian variables with the pre-estimated values as the means to model their uncertainty. The HR image estimation can be combined with any favorable image prior for MAP estimation after integrating the observation model parameters. Sharper results can be obtained with such an approach compared with [96] as reported in [73, 74, 72] .
Such Bayesian treatments by marginalizing the unknowns demonstrate promising power for SR recovery. However, in order for integration to be tractable, image priors or registration parameters have to take simple parametric forms, limiting these models in dealing with more complex cases that may happen in real videos. Computation could also be a concern for such algorithms in realistic applications.
Example-based approach
Previous super-resolution approaches rely on aggregating multiple frames that contain complementary spatial information. Generic image priors are usually deployed to regularize the solution properly. The regularization becomes especially crucial when insufficient number of measurements is supplied, as in the extreme case, only one single low-resolution frame is observed. In such cases, generic image priors do not suffice as an effective regularization for SR [2] . A recently emerging methodology for regularizing the ill-posed superresolution reconstruction is to use examples, in order to break the superresolution limit caused by inadequate measurements. Different from previous approaches where the prior is in a parametric form regularizing on the whole image, the example-based methods develop the prior by sampling from other images, similar to [24] , [38] in a local way.
One family of example-based approaches is to use the examples directly, with the representative work proposed by Freeman et al. [31] . Such approaches usually work by maintaining two sets of training patches, {x i } n i=1 sampled from the high resolution images, and {y i } n i=1 sampled from the low resolution images correspondingly. Each patch pair (x i , y i ) is connected by the observation model y i = DHx i + v. This high-and low-resolution co-occurrence model is then applied to the target image for predicting the high resolution image in a patch-based fashion, with a Markov Random Field (MRF) model as shown in Fig. 1 .5. The observation model parameters have to be known as a prior, and the training sets are tightly coupled with the image targeted. Patch size should also be chosen properly. If the patch size is very small, the co-occurrence prior is too weak to make the prediction meaningful. On the other hand, if the patch size is too large, one may need a huge training set to find proximity patches for the current observations.
FIGURE 1.5
The MRF model for single frame super-resolution.
A naive way to do super-resolution with such a coupled training sets is, for each low resolution patch in the low-resolution image, find its nearest neighborỹ in {y i } n i=1 , and then put the correspondingx from {x i } n i=1 to the high resolution image grid. Unfortunately, this simple approach will produce disturbing artifacts due to noise and the ill-posed nature of super-resolution [25] . Relaxing the nearest neighbor search to k-nearest neighbors can ensure that the proximity patch we desire will be included. Freeman et al. [31] proposed a belief propagation [108] algorithm based on the above MRF model to select the best high resolution patch found by k-nearest neighbors that has best compatibility with adjacent patches. Sun et al. [90] extended this idea using the sketch prior to enhance only the edges in the image, aiming to speed up the algorithm. The IBP [39] algorithm is then applied as a post processing step to ensure data consistence on the whole image. Wang et al. [103] further followed this line of work and proposed a statistical model that can handle unknown PSF.
The above methods are based on image patches directly, requiring large training sets to include any patterns possibly encountered in testing. Chang et al. [17] proposed another simple but effective method based on neighbor embedding [93] , with the assumption of correspondence between the two manifolds formed by the low-and high-resolution image patches. For each low resolution image patch y t k from the test image (superscript "t" distinguishes the test patch from the training patches), the algorithm finds its k nearest neighbors N t from {y i } The reconstruction weights are then applied to generate the corresponding high resolution patchx
To handle the compatibility problem between adjacent patches, simple averaging in the overlapping regions is performed. The algorithm works nicely even with smaller patch databases than [108] .However, fixing k for each low resolution patch may result in overfitting or underfitting. Yang et al. [107] proposed another patch-based single frame super-resolution method. The method is derived from the compressive sensing theory, which ensures that linear relationships among high-resolution signals can be precisely recovered from their low-dimensional projections [9] , [22] . The algorithm models the training sets as two dictionaries:
. Given a test low resolution image patch y t k , the approach basically seeks the supports by an 1 minimization [23] 
which can be rewritten with Lagrange multiplier as an unconstrained optimization problem known as Lasso in the statistics literature [94] . The corresponding high resolution patch is recovered by x t k = D hŵ . Compared to the neighbor embedding method with fixed k neighbors, Yang's method adaptively chooses the fewest necessary supports for reconstruction, avoiding overfitting. Moreover, the 1 minimization formulation is more robust to noise than the previous mentioned patch-based methods. In a later version [42] , this approach is further extended by learning a coupled dictionary instead of using the raw patches, allowing the algorithm to be much more efficient.
One criticism with the aforementioned methods with direct examples is that operating on local patches cannot guarantee global optimality of the estimation. Another kind of example-based approach seeks to perform MAP estimation with local priors on the image space sampled from examples. The pioneering work by Baker and Kanade [2] formulated an explicit regularization which demands proximity between the spatial derivatives of the unknown image to those of the found examples. The examples are formed by a pyramid derivative set of features, instead of raw data directly. Similar method is applied to text super-resolution in [75] . Datsenko and Elad [21] presented a global MAP estimation where the example-based regularization is given by a binary weighted average instead of the nearest neighbor, bypassing outliers due to noise. This work is further extended and elaborated in [21] , where the binary weighting scheme is relaxed. Another noteworthy approach for example-based approach is by Protter et al. [78] , generalized from the nonlocal means denoising algorithm [8] . Instead of sampling examples from other training images, the algorithm explores self-similarities within the image (or sequence) and extract the example patches from the target image (or sequence) itself. A recent work by Glasner et al. further explored self-similarities in images for SR by combining the classical algorithm based on subpixel displacements and the example-based method based on patch pairs extracted from the target image.
The use of examples can be much more effective when dealing with narrow families of images, such as text and face images. A group of algorithms have emerged targeting face super-resolution in recent years due to its importance in surveillance scenarios. Face super-resolution is usually referred as face hallucination, following the early work by Baker and Kanade [2] . Capel et al. [14] proposed an algorithm where PCA [45] subspace models are used to learn parts of the faces. Liu et al. [58] , [57] proposed a two-step approach toward super-resolution of faces, where the first step uses the eigenface [100] to generate a medium resolution face, followed by the nonparametric patchbased approach [31] in the second step. Such an Eigenface-based approach has been explored in several later works [32] , [104] too. Yang et al. [106] proposed a similar two-step approach. Instead of using the holistic PCA subspace, [106] uses local Nonnegative Matrix Factorization (NMF) [51] to model faces and the patch-based model in the second step is adopted from [107] . Jia and Gong [43] , [44] proposed the tensor approach to deal with more face variations, such as illuminations and expressions. Although these face hallucination algorithms work surprisingly well, they only apply to frontal faces, and only few works have been devoted on evaluating face hallucination for recognition [32] , [36] .
Example-based regularization is effective in our SR problem when insufficient observations are available. There are still a number of questions we need to answer regarding this kind of approaches. First, how to choose the optimal patch size given the target image. Perhaps a multi-resolution treatment is needed. Second, how to choose the database. Different images have different statistics, and thereby need different databases. An efficient method for dictionary adaptation to the current target image may suggest a way out. Third, how to use the example-based prior more efficiently. The computation issue could be a difficulty for practical applications. Readers are suggested to refer to [25] for more detailed analysis on example-based regularization for inverse problems.
Set theoretic restoration
Besides the optimization approaches derived from stochastic view as discussed above, another stream of methods is through the well known Projection onto Convex Sets (POCS) [110] . The POCS methods approach the SR problem by formulating multiple constraining convex sets containing the desired image as a point within the sets. Defining such convex sets is flexible and can incorporate different kinds of constraints or priors, even nonlinear and nonparametric constraints. As an example, we introduce several commonly used convex sets in the POCS methods. The data consistency or reconstruction constraints can be modeled as K convex sets:
Smoothness constraints can be defined as
( 1.23) where p = 1, 2, ∞ denotes different norms. Amplitude constraints can also be modeled:
With a group of M convex sets, the desired solution lies in the intersection of these sets
The POCS technique suggests the following recursive algorithm for finding a point within the intersection set given an initial guess: 25) where X 0 is an initial guess, and P i is the projection operator which projects a point onto a closed, convex sets C i . Early POCS techniques for SR reconstruction were proposed by Stark et al. [88] . Extensions were proposed to handle space-varying PSF, motion blur, sensor blur and aliasing sampling effects in [68] , [67] , [69] . Many superresolution works only consider non-zero aperture size (the lens blur, PSF), but not finite aperture time (motion blur) which is quite common in real low resolution videos. [69] is the early work to take into account the motion blur in SR reconstruction of videos based on POCS technique. As the motion blurring caused by a finite aperture time will in general be space-and perhaps time-varying, it cannot not be factored out of the SR restoration problem and performed as a separate post processing step. The POCS technique can conveniently handle such problems. Extending this method, Eren et al. [28] proposed a POCS-based approach for robust, object-based SR reconstruction. The proposed method employs a validity map to disable projections based on observations with inaccurate motion estimation, and a segmentation map for object-based processing. Elad et al. [26] analyzed and compared the ML, MAP and POCS methods for super-resolution, and proposed a hybrid approach. Patti [66] extended their earlier work in the image observation model to allow high order interpolation and modified constraint sets to reduce the edge ringing artifacts.
The advantage of the POCS technique lies in its simplicity to incorporate any kinds of constraints and priors that may present as impossible for those stochastic approaches. However, POCS is notorious for its heavy computation and slow convergence. The solution is not unique, depending on the initial guess. The POCS methods also assume prioris on the motion parameters and system blurs. They cannot estimate those registration parameters and high resolution image as in the stochastic approaches simultaneously. The hybrid approach combining stochastic view and POCS philosophy suggests a promising way to pursue.
Challenge issues for super-resolution
In the previous sections, we have discussed several basic techniques for SR reconstruction. Although many different approaches have been proposed since the SR concept was introduced, most approaches work well on toy data rather than in real problems. In building a practical SR system, many challenge issues still lay ahead preventing the SR techniques from wide applications. In the following, we list several challenge issues that we think are important for the future development and application of SR techniques.
Image Registration
Image registration is critical for the success of multiframe SR reconstruction, where complementary spatial samplings of the HR image are fused. The image registration is a fundamental image processing problem that is well known as ill-posed. The problem is even more difficult in the SR setting, where the observations are low-resolution images with heavy aliasing artifacts. The performance of the standard image registration algorithms decreases as the resolution of the observations goes down, resulting in more registration errors. Artifacts caused by these registration errors are visually more annoying than the blurring effect resulting from interpolation of a single image. Traditional SR reconstruction usually treat image registration as a distinct process from the HR image estimation. Therefore, the recovered HR image quality depends largely on the image registration accuracy from the previous step. Many image registration techniques derived from different principles have been proposed in the literature [7, 114] . However, Robinson et al. [79] showed that the registration performance is bounded even for the simplest case of global translation.
LR image registration and the HR image estimation are actually interdependent [80] . On one hand, accurate subpixel motion estimation benefits HR image estimation. On the other hand, high quality HR image can facilitate accurate motion estimation. Therefore, tailored to the SR reconstruction problem, the LR image registration can be addressed together with the HR image reconstruction, leading to joint ML [97] or MAP [35, 87, 76] framework for simultaneous estimation. These joint estimation algorithms capture the dependence between LR image registration and HR image estimation, and performance improvements are observed. However, with limited observations, the joint estimation for registration parameters and HR image may result in overfitting. To overcome this overfitting problem, Tipping and Bishop [96] employed a Bayesian approach for estimating both registration and blur parameters by marginalizing the unknown high resolution image. The algorithms shows noteworthy estimation accuracy both for registration and blur parameters, however the computation cost is very high. Pickup et al. [73, 74, 72] instead cast the Bayesian approach in another way by marginalizing the unknown registration parameters, to address the uncertainty inherent with the image registration [79] .
The stochastic approaches associating the HR image estimation toward image registration do demonstrate promising results, however such parametric methods are limited in the motion models they can effectively handle. Usually, some simple global motion models are assumed. Real videos are complicated comprising arbitrary local motions, where parametrization of the motion models maybe intractable. Optical flow motion estimation can be applied to such scenarios. However, the insufficient measurements for local motion estimations make these algorithm vulnerable to errors, which may cause disasters for SR reconstruction [112] . Another promising approach toward SR reconstruction is the nonparametric methods, which try to bypass the explicit motion estimation. Protter et al [78] extended the non-local means denoising algorithm to SR reconstruction, where fuzzy motion estimation based on block matching is used. Later they proposed a probabilistic motion model in [77] , which is a nonparametric model analogy to [72] . Both [78] and [77] can handle complex motion patterns in real videos. Compared to the classical SR methods based on optical flow motion estimation, Protter's methods reduce the errors caused by misalignment by a weighting strategy over multiple possible candidates. Takeda et al. [92] on the other hand applied an 3-D steering kernel proposed in their early work [91] to video, which also avoids explicit motion estimation, for denoising and SR reconstruction. The 3-D steering kernel captures both spatial and temporal structure, encoding implicit motion information, and thus can be applied to both spatial and temporal SR for video with complex motion activities. While methods without explicit motion estimation indeed produce promising results toward the practical applicability of SR techniques, further improvements may include computation efficiency, combining adaptive interpolation or regression together with deblurring, and generalizing observation models to 3-D motions in video, e.g. out-of-plane rotation.
Computation Efficiency
Another difficulty limiting practical application of SR reconstruction is its intensive computation due to large number of unknowns, which require expensive matrix manipulations. Real applications always demand efficiency of the SR reconstruction to be of practical utility, e.g., in the surveillance video scenarios, it is desired for the SR reconstruction to be real time. Efficiency is also desirable for SR systems with users in the loop for tuning parameters. Many SR algorithms targeting efficiency fall into the previously discussed interpolation-restoration approach, such as [27] , [1], [61] and [34] . In [34] , Hardie showed the computation superiority of his algorithm over previous efficient algorithms proposed in [1] and [61] , and claimed that the algorithm can be applied in real time with global translation model. However, the computation goes up significant when non-translation model occurs, which can be ameliorated by massive parallel computing. Others tried to examine particular modeling scenarios to speed up the optimization problem. Zomet [115] and and Farsiu [30] studied the application of D k , H k and F k directly as the corresponding image operations of downsampling, blurring and shifting, bypassing the need to explicitly construct the matrices, bringing significant speed ups.
[6] combined a slightly modified version of [27] and [30] and implemented a real-time SR system using FPGA, a nice attempt to practical use of SR.
However, such algorithms require precise image registration, which is computation intensive in the first place. Moreover, these algorithm can only handle simple motion models efficiently up to now, far from application in real complex video scenarios. For videos with arbitrary motions, [92] suggests promising directions for seeking efficient algorithms. It is also interesting to see how parallel computing, e.g., GPU, and hardware implementations affect the future applications of SR techniques.
Robustness Aspects
Traditional SR techniques are vulnerable to the presence of outliers due to motion errors, inaccurate blur models, noise, moving objects, motion blur etc. These inaccurate model errors cannot be treated as Gaussian noise as the usual assumption with 2 reconstruction residue. Robustness of SR is of interest because the image degradation model parameters cannot be estimated perfectly, and sensitivity to outliers may result in visually disturbing artifacts, which are intolerable in many applications, e.g., video standard conversion. However, not enough work has been devoted to such an important aspect. Chiang and Boulte [18] used median estimation to combine the upsampled images to cope with outliers from non-stationary noise. Zomet et al. [116] cast the problem in a different way, where a robust median-based gradient is used for the optimization to bypass the influence of outliers. Farsiu et al. [30] , [82] changed the commonly used 2 norm into 1 norm for robust estimation similar to [18] and robust regularization. [113] introduced a simultaneous super-resolution with Huber norm as the prior for robust regularization. Pham et al. [71] proposed a robust certainty to each neighboring sample for interpolating unknown data, with the same photometric-based weighting scheme used in bilateral filtering. Similar uncertainty scheme is also used in the probabilistic motion model [77] for taking care of optical flow motion estimation errors based on block matching. Many of these algorithms showed improvements for outliers assumed on the toy data, where more experimental evaluations are needed to see how much the robustness efforts can benefit real SR performance.
Performance Limits
The SR reconstruction has become a hot research topic since it was introduced, and thousands of SR papers have bloomed into publications. However, not much work has been devoted to fundamental understanding of the performance limits of these SR reconstruction algorithms. Such a performance limit understanding is important. For example, it will shed light on SR camera design, helping to analyze factors such as model errors, zooming factors and number of frames etc. In general, an ambitious analysis of the performance limits for all SR techniques could be intractable. First, SR reconstruction is a complex task which consists of many interdependent components. Second, it is still unknown what is the most informative prior given the SR task, especially for the example-based approaches. Last, a good measure instead of simple MSE is still needed for performance evaluation. It has been recognized that an estimation with higher MSE does not have to be visually more appealing. For example, bicubic interpolation usually achieves smaller MSE compared with those recovered by some example-based approaches [107] .
Several works attempting at the performance understanding have been proposed over the last several years. [2] analyzed the numerical conditions of the SR linear systems, and concluded that as the zoom factor increases the general image prior is of less and less help for SR. [56] derived the performance limits based on matrix perturbation, but with assumption that image registration is known as a prior. With simple translation model, Robinson and Milanfar in [79] , use the Cramér-Rao (CR) bounds to analyze the registration performance limit. They extend this work in [80] to give a thorough analysis of SR performance with factors such as motion estimation, decimation factor, number of frames and prior information. The analysis is based on the MSE criterion and the motion model is again assumed to be simple global translational. Eekeren et al. [102] evaluated several SR algorithms on real-world data exploring several influential factors empirically. Even though these efforts at understanding performance bounds are far from enough about SR, they indeed suggest ways for people to follow.
While it is hard to draw consistent conclusions for different SR techniques, in terms of performance evaluation, some benchmark and realistic datasets are needed for fair comparison and algorithm understanding. Future research should pursue more theoretical analysis and performance evaluation for directing SR technique developments.
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