Abstract. This paper is concerned with long-run average risk-sensitive control of production planning in a manufacturing system with machines that are subject to breakdown and repair. By using a logarithmic transformation, it is shown that the associated Hamilton-Jacobi-Bellman equation has a viscosity solution. The risk-sensitive control problem has a dynamic stochastic game interpretation. Finally, a limiting problem is obtained when the rates of machine breakdown and repair go to infinity.
Theorem 3.3 states that a solution exists. It is proved using the so-called vanishing discount approach often used for analysis of average cost minimization problems. This is done by using a logarithmic transformation introduced by Bensoussan and Nagai [3] to obtain an equivalent problem that is easier to deal with. In section 4, we discuss the asymptotic property of the problem as the rate of fluctuation of the production capacity process goes to infinity (ε → 0). We show that the risk-sensitive control problem can be approximated by a limiting problem in which the stochastic capacity process can be averaged out and replaced by its average. This procedure is analogous to passing in the disturbance attenuation problem from the risk-sensitive model with small noise intensity to the deterministic robust control limit.
In our model, we assume a positive deterioration rate a for items in storage (formula (2.1)). This corresponds to a stability condition typically imposed for disturbance attenuation problems on an infinite time horizon (see Fleming and McEneaney [7] ), and this assumption is essential in the proof of technical estimates in Lemma 3.2. Nevertheless, it would be interesting to weaken the assumption that a > 0.
Problem formulation.
Let us consider a one-part-type and parallel-machine manufacturing system with stochastic production capacity and constant demand for its production over time. For t ≥ 0, let x(t), u(t), and z denote the surplus level (the state variable), the production rate (the control variable), and the constant demand rate, respectively. We assume x(t) ∈ R = (−∞, ∞), u(t) ∈ R + = [0, ∞), t ≥ 0, and z a positive constant. They satisfy the following differential equation:
where a > 0 is a constant, representing the deterioration rate (or spoilage rate) of the finished product.
Let (Ω, F, P ) denote a probability space. Let α ε (t) ∈ M = {0, 1, 2, . . . , m}, t ≥ 0, denote a Markov process generated by Q/ε, where ε > 0 is a small parameter and Q = (q ij ), i, j ∈ M, is an (m + 1) × (m + 1) matrix such that q ij ≥ 0 for i = j and q ii = − i =j q ij . We let α ε (t) represent the maximum production capacity of the system at time t. The representation for M usually stands for the case of m identical machines, each with a unit capacity and having two states: up and down.
The production constraints are given by the inequalities:
Definition 2.1. A production control process u(·) = {u(t), t ≥ 0} is admissible if (i) u(t) is σ{α ε (s), 0 ≤ s ≤ t) progressively measurable and (ii) 0 ≤ u(t) ≤ α ε (t) for all t ≥ 0. Let A ε denote the class of admissible controls. Let L(x, u) denote a cost function of the surplus and the production. The objective of the problem is to choose u(·) ∈ A ε to minimize
L(x(t), u(t))dt , (2.2) where x(·) is the surplus process corresponding to the production process u(·). Let λ ε = inf u(·)∈A ε J ε (u(·)). A motivation for choosing such an exponential cost criterion is that such criteria are sensitive to large values of the exponent which occur with small probability, for example, rare sequences of unusually many machine failures resulting in shortages (x(t) < 0). Remark 2.2. In Zhang [18] a discounted cost criterion
(x(t), u(t))dt
is considered. The scale parameter in the cost is √ ε instead of ε as in (2.2) . This is because the convergence involving a discounted cost is mainly affected by the convergence rate of α ε (·) to its equilibrium distribution, which is of order √ ε.
Remark 2.3. The positive spoilage rate a appears in certain crucial estimates (see Lemma 3.2 (ii)). It also implies a uniform bound for x(t). Note that the control u(·) is bounded between 0 and m. This implies that a solution x(·) to (2.1) must satisfy
For a multidimensional problem, in order to obtain such a bound for x(t), one may replace a > 0 by a matrix A with eigenvalues having positive real parts.
We assume that the cost function L(x, u) and the production capacity process α ε (·) satisfy the following.
(A1) L(x, u) ≥ 0 is continuous, bounded, and uniformly Lipschitz in x. Remark 2.4. In a manufacturing system the running cost function L(x, u) is usually chosen to be of the form L(x, u) = h(x) + c(u) with piecewise linear h(x) and c(u). Note that piecewise linear functions are not bounded as required in (A1). However, this is not important, in view of the uniform bounds on u(t) and on x(t) for initial state x = x(0) in any bounded set.
(A2) Q is irreducible in the following sense: the equations νQ = 0 and
have a unique solution ν = (ν 0 , ν 1 , . . . , ν m ) with ν k > 0, k = 0, 1, . . . , m. The vector ν is called the equilibrium distribution of the Markov chain α ε (·). Remark 2.5. One may also consider the model in which the demand rate z = z(t) is a finite state Markov chain. In this case, one needs to consider various rates of fluctuation of z(t) in comparison with that of α ε (t). We refer the reader to Sethi and Zhang [15, Chap. 11] for related discussions in connection with production and marketing.
In the next section, we discuss the dynamics of the system and the associated Hamilton-Jacobi-Bellman (HJB) equations.
3. HJB equations. Formally, we can write the associated HJB equation as follows:
where w ε (x, α) is the potential function, w ε x (x, α) denotes the partial derivative of w ε (x, α) with respect to x, and Qf (·)(i) := j =i q ij (f (j) − f (i)) for a function f on M. By multiplying ε on both sides of this equation, we have
As in almost all long-run average cost problems, an immediate question is if the equation (3.1) has a solution in some sense. In this paper, we will show that (3.1) indeed has a solution in the viscosity sense. We use a vanishing discount approach. Let ρ > 0 denote a discount factor and let w ε ρ (x, α) denote the corresponding value function. Then, the associated HJB equation has the form
We would like to get rid of the term ψ ε ρ (x, α) log ψ ε ρ (x, α). One way of doing so is to use the transform device introduced by Bensoussan and Nagai [3] based on the following expression:
−r log r = inf y {yr + e −(y+1) } for any r > 0, (3.4) where the minimum is obtained at y + 1 = − log r. Letting r = ψ ε ρ (x, α), we have
In view of this and (3.3), the discounted HJB equation (3.2) has the form 0 = inf
By adding ρψ ε ρ (x, α) to both sides of this equation and changing (y + 1) to y, we obtain
Remark 3.1. Note that the HJB equation (3.5) consists of a set of equations coupled by a discrete variable α. A viscosity solution of such HJB equations has been considered by Soner [16] and Fleming, Sethi, and Soner [8] ; see also Fleming and Soner [10] for a more general setting and Sethi and Zhang [15] for several equivalent definitions.
We consider the following control problem so that the value function is a viscosity solution to this equation: 
where
(ii) For all x,x, and α,
(iii) For each r > 0 there is a constant C 3 > 0 independent of ρ ≤ 1 and ε such that, for all α,α, and |x| ≤ r,
(iv) ψ ε ρ (x, α) is a viscosity solution to (3.5). Proof. We begin with (i). We first show ψ ε ρ (x, α) ≥ 1. In view of the nonnegativity of L(x, u), it suffices to show for all deterministic Borel measurable
First, it is easy to see that γ ≥ 0. By taking y(t) = 0, t ≥ 0, we obtain
Thus, by definition, γ ≤ 1.
In view of the control problem defined in (3.6), we may consider γ as the value function of a problem with no state and control costs, i.e., with L(x, u) replaced by 0. Then, following the standard dynamic programming approach as in Sethi and Zhang [15] , we can show that the constant γ is the unique solution to the following HJB equation:
The only solution to this equation is γ = 1. Thus, the inequality (3.7) follows. Let y(t) = −M for all t ≥ 0 and let
. This proves (i). We now prove (ii). Let (u(·), y(·)) denote a pair of admissible controls and let x(t) andx(t) denote the corresponding trajectories with initial values x andx, respectively. Then,
In view of this and the Lipschitz property of L(x, u), we have
Then, we have
Hence,
Similarly, we can show the other inequality in (ii). We now show (iii). Let α ε (0) = α and τ denote the first time α ε (·) jumps toα. Let
Then, the dynamic programming principle with the random stopping time τ (see the Appendix for a sketch of the proof) gives
Using L ≥ 0 and h > 0, we have
For x in any bounded interval, by (ii) and
We can assume y(t) ≥ −||L||/ρε, which implies
Change of time scale t = εt ′ sends Q/ε → Q, which implies
for some C 3 > 0.
Therefore,
Exchange α andα to get the opposite inequality.
Finally it can be shown as in Sethi and Zhang [15] 
is also a viscosity solution to (3.5) . The proof of the lemma is complete. Proof. In this proof, ε is fixed. In view of the logarithmic transformation
Then, in view of these and the Arzela-Ascoli theorem, it is easy to see that, for each (x, α), there exist a sequence ρ n → 0 such that ρ n w ε ρn (0, 0) → λ ε and
on any compact subset of R × M. Therefore,
Finally, it can be shown, as in Fleming and Soner [10] , that the limit (λ ε , w ε (x, α)) is a viscosity solution to the HJB equation (3.1).
Corollary 3.4. The pair (λ ε , w ε (x, α)) obtained in Theorem 3.3 satisfies the following conditions.
For some constant C independent of ε > 0,
It is easy to check from the proof of Theorem 3.3 that (i) holds and
Theorem 3.5. Let (λ ε , w ε (x, α)) be a viscosity solution to the HJB equation in (3.1). Assume w ε (x, α) to be Lipschitz continuous in x. Then
where J ε (u(·)) is defined in (2.2). Proof. We divide the proof into two steps.
Step
It is equivalent to 0 = inf
It is easy to see that ψ ε (x, α) is a viscosity solution to the following time-dependent equation for φ(T, x, α):
As can be shown as in Sethi and Zhang [15, Appendix G] , this HJB equation has a unique viscosity solution. Moreover, if we define
then, using the dynamic programming principle (see Appendix), it can be shown that φ ε (T, x, α) is also a viscosity solution to (3.9). Thus,
Taking the logarithm of both sides, we have
Recall the Lipschitz property of w ε (x, α) in x. It follows for all x andx that
Replacingx by x(T ) and α by α ε (T ), respectively, we obtain
Note also that |x(T ) − x| ≤ K(1 + |x|) for some constant K (see (2.3)) and
We have
Combining this inequality with (3.11), we obtain
Dividing both sides by T and letting T → ∞ yields
We first show that
uniformly for x in any compact set.
In fact, as in (3.12), we can show that there exist positive constants K 1 and K 2 such that for all x = x(0) and T > 0,
In view of this and (3.10), we have
Taking the logarithm on both sides and noting that inf u(·)∈A ε log(· · ·) = log inf u(·)∈A ε (· · ·), we obtain
Dividing both sides by T and sending T → ∞, we arrive at (3.13). In view of (2.3), for any fixed r > 0, there exists r 1 > 0 such that |x(t)| ≤ r 1 for all t ≥ 0, α ∈ M, and |x| ≤ r. Therefore, for each δ > 0 there exists T 0 such that
for all α ∈ M and |x| ≤ r 1 . Hence,
for all α ∈ M and |x| ≤ r 1 .
On
is a function of (T 0 , x(T 0 ), α ε (T 0 )). More precisely, if we let
Moreover, by changing the variable t → (t − T 0 ), we have
Similarly, as in the proof of Lemma 3.2 (ii), we can show for some constant C,
for all T ,x, x, and α ∈ M. Let B 1 , B 2 ,. . . , B l be a partition of {x : |x| ≤ r 1 }. For any given δ > 0, if the diameter of the B j 's is small enough, then for allx and x in B j , and u(·) ∈ A ε ,
where I F is the indicator function of a set F . It follows that
Note that
Continuing this procedure on [(N − 1)T 0 , N T 0 ) for N = 3, . . ., we can construct an admissible control u(t) as in (3.15) 
follows. This theorem implies that λ ε in (λ ε , w ε (x, α)) as a viscosity solution is unique. We next give a verification theorem. In order to incorporate nondifferentiability of the value function, we consider the superdifferential of the function. Let D + f (x) denote the superdifferential of a function f (x), i.e.,
Theorem 3.6. Let (λ ε , w ε (x, α)) be a viscosity solution to the HJB equation in (3.1). Assume that w ε (x, α) is Lipschitz continuous in x. Let ψ ε (x, α) = exp(w ε (x, α)/ε). Suppose that there are u * (·), x * (·), and r * (t) such thaṫ
almost everywhere (a.e.) in t and with probability 1 (w.p.1). Then, λ ε = J ε (u * (·)). Proof. First, note that the HJB equation in (3.1) is equivalent to
The Lipschitz property of ψ ε (x, α) implies that ψ ε (x(t), α) is Lipschitz in t. For each t ≥ 0 such that (d/dt)ψ ε (x(t), α) exists and
we have
In view of (3.18) and the proof of the Feynman-Kac formula (see Fleming and Soner [10] ), we can show, for any T ≥ 0,
Note that for any given initial value x, the corresponding trajectory x(t) is bounded. Thus, for each x and ε > 0, there exist positive constants M 1 and M 2 such that
Hence, it follows from (3.17) and (3.19) that
Taking the logarithm on both sides and dividing by T leads to
T .
Sending T → ∞ yields
Hence, in view of Theorem 3.5, λ ε = J ε (u * (·)).
Limiting problem.
In this section, we analyze the asymptotic properties of the HJB equation (3.3.1) as ε → 0. First of all, note that this HJB equation is similar to that for an ordinary long-run average cost problem except for the term involving the exponential functions. In order to get rid of such a term, we make use of the logarithmic transformation in Fleming and Soner [10, p. 275] .
Let
Then, in view of the logarithmic transformation, we have, for each i ∈ M,
The supermum is obtained at v(i) = exp(−w ε (x, i)/ε). The logarithmic transformation suggests that the HJB equation is equivalent to an Isaacs equation of a two-player zero-sum dynamic stochastic game. The Isaacs equation is given as follows:
Remark 4.2. In the results to follow, we will not give a precise description of the stochastic dynamic game with Isaacs equation (4.1) since this interpretation will not be used in proving our results about the deterministic limit ε → 0. In the game, u(t) and v(t) represent minimizing and maximizing controls, based on information available at time t. Note that the maximizing control v produces a change in transition rates, from q ij to q v ij . This imprecise idea can be made precise using Elliott-Kaltontype strategies (Fleming and Souganidis [11] ). Since the order in (4.1) is inf(sup(· · ·)) rather than sup(inf(· · ·)), λ ε turns out to be the upper game value for the game payoff lim sup
We consider the limit of the problem as ε → 0. In order to define a limiting problem, we first define control sets for the limiting problem. Let
and let
Proof. We divide the proof into three steps.
First, it is easy to see that the irreducibility of Q implies q Notice that the prescribed transformations do not change the rank of the original matrix. Thus,
Step 2. Q V is weakly irreducible. 
where A ′ denotes the transpose of a matrix A. Since exp(Q V t) represents the transition probabilities, the limit b must be nonnegative. Thus, Step 3. Q V is irreducible; i.e., (ν Theorem 4.4. Let ε n → 0 be a sequence such that λ εn → λ 0 and w
) is a viscosity solution to the following Isaacs equation:
Proof. Note that Lemma 3.2 (iii) implies that
ρ (x,α)| ≤ ε log C 3 for x in any finite interval. Thus, the limit of w ε ρ (x, α) must be independent of α, i.e.,
The Lipschitz property of w 0 (x) follows from the Lipschitz property of w ε (x, α). Finally, note that
The remaining proof of (iii) is standard and can be carried out as in Fleming, Sethi, and Soner [8] .
Remark 4.5. We would like to point out that the last term in (4.4) is nonnegative. This can be seen as follows: note that for each v ∈ V and i ∈ M, we have
Note that L(x, U, V ) ≤ ||L||, where || · || is the sup norm. Moreover, since L ≥ 0, L(x, U, 1) ≥ 0 where V = 1 means v i (j) = 1 for all i, j. Then, the equation in (4.4) is an Isaacs equation associated with a two-player, zero-sum dynamic game with objective
where U (·) and V (·) are Borel measurable functions and U (t) ∈ Γ u and V (t) ∈ Γ v for t ≥ 0. 
Thus (4.4) is equivalent to
Similarly, the dynamics of x(t) can be writteṅ
Then,
These conditions imply the uniqueness of viscosity solution to the following finite time problem:
Uniqueness is in the class of continuous viscosity solution Ψ(x, T ) such that Ψ(·, T ) satisfies a uniform Lipschitz condition on every finite time interval 0 ≤ T ≤ T 1 ; see Crandall and Lions [4] and Ishii [13] . A more general uniqueness theorem in which Ψ(·, T ) satisfies a uniform local Lipschitz condition is given in McEneaney [14] . The method of Evans and Souganidis [6] shows that upper value
is such a viscosity solution and w 0 (x) is also a viscosity solution. So w 0 (x) = Ψ(T, x). Namely,
In Evans and Souganidis [6] the control spaces for both players are assumed compact, and Γ v is not compact. This requires minor changes in the arguments in [6] using the special form of the game dynamics and payoff function L − λ 0 ; see the Appendix for more details. Using the above equality, one can show as in Fleming and McEneaney [7] that
which implies the uniqueness of λ 0 . Finally, we would like to comment on how to use the solution to the limiting problem to obtain a control for the original problem. Typically an explicit solution is not available to either of the problems. A numerical scheme has to be used to obtain an approximate solution. The advantage of the limiting problem is its dimensionality, which is much smaller than that of the original problem if the number of states in M is large.
Let (U * (x), V * (x)) denote a solution to the upper value problem. Suggested by the ideas of hierarchical control (see Sethi and Zhang [15] ), it is expected that the control
is nearly optimal for the original problem.
5. Concluding remarks. This paper deals with the risk-sensitive control with a long-run average cost arising in a failure-prone manufacturing system. Typically the problem with a long-run average cost requires the stability of the system. In this paper, a model with product deterioration is considered. Such a deterioration con-dition is used to guarantee the desired stability without undue technical difficulties. It would be interesting to study the stability without such a deterioration condition. One possible direction for attacking the problem is to use a "diminishing deterioration" approach by sending the deterioration rate a → 0. In order to obtain the desired convergence of the potential function w ε (x, α) as a → 0, it is necessary to have the uniform equicontinuity property that typically is guaranteed by the Lipschitz condition uniform with respect to a > 0. A major difficulty, however, is the absence of such a uniform Lipschitz property. This can be seen from (ii) in Lemma 3.2 in which the Lipschitz constant depends on a.
In this paper, a single machine, single product model is considered. It would also be interesting to generalize the results to more general manufacturing systems such as flowshops and jobshops; see Sethi and Zhang [15] .
6. Appendix. In section 3 we used the following dynamic programming principle. For brevity, let us write U (t) = (u(t), y(t)). Let G(s) and h(t) be as in the proof of Lemma 3.2 (iii). Then for every stopping time τ
In the proof of Lemma 3.2 (iii), τ is the first t such that α ε (t) =α. To prove that ψ ε ρ is a viscosity solution of (3.8), property (DP) is needed for any nonrandom τ . While results of this kind are considered well known, the authors did not find a convenient reference which applies to the class of stochastic control problems considered in this paper. For completeness we sketch a proof of (DP). In the proof of Theorem 3.5, a dynamic programming principle is used, for which an entirely similar proof can be given. Indeed, the argument is slightly simpler since only nonrandom stopping times need to be considered. Sketch of proof of (DP). It suffices to consider the "canonical" sample space (Ω, {F t }, P ) with Ω = D([0, ∞); M) the space of possible α(·) paths, F t = σ{α(s) : 0 ≤ s ≤ t} and P = P ε α the probability distribution of a Markov chain α ε (·) with generator Q/ε and initial state α(0) = α. We wish to establish (DP) for any F t -stopping time τ . By using the Lipschitz property in Lemma 3.2 (ii) which does not depend on (DP), it suffices to consider τ with finitely many values 0 < t 1 < t 2 < · · · < t n because one may approximate τ by a step function
If U (·) is admissible (progressively measurable and satisfying the control constraints on u(t) and y(t)), then for each fixed α 1k (·), U k (·) is also admissible. Moreover, if F ∞ is the least σ-algebra containing all F t , then for any bounded F ∞ -measurable Φ,
A routine calculation then gives
Since ψ ε ρ (x, α) is the inf of J ε ρ (x, α, U (·)) taken over all admissible U (·), this implies that ψ ε ρ (x, α) ≥ right side of (DP).
It remains to outline a proof that ψ ε ρ (x, α) ≤ right side of (DP).
Given an initial x(0) = x, formula (2.3) implies that |x(t)| ≤ r 1 for some r 1 . As in the proof of Theorem 3.5, given δ > 0, partition {|x| ≤ r 1 } into intervals B 1 , B 2 , . . . , B l of length < δ and choose x j ∈ B j for j = 1, . . . , l. Given η > 0, choose admissible U ij (·) such that J ε ρ (x j , i, U ij (·)) < ψ ε ρ (x j , i) + η.
Given admissible U (·), we define U (·) by U (t) = U (t) for 0 ≤ t < τ, and for τ = t k , α(t k ) = i, x(t k ) ∈ B j , U (t) = U ij (t − t k ), t ≥ t k .
Then U (·) is admissible, and a routine calculation using Lemma 3.2 (ii) gives ψ ε ρ (x, α) ≤ J ε ρ (x, α, U (·)) ≤ right side of (DP) + F (δ, η), where F (δ, η) → 0 as δ, η → 0.
Remark on upper values and viscosity solutions. In section 4 we used a slight modification of a result of Evans and Souganidis [6] . Let us sketch the changes in [6] needed to account for the fact that the maximizing players' control space Γ v is not compact. The game dynamics arė x(t) =f (x(t), U (t), V (t)), Moreover, by the form off and compactness of the minimizer's control set Γ u , for every R, there exists K R such that |x| ≤ R implies |x(τ ) − x| ≤ K R τ.
By subtracting Ψ(x, τ ) from both sides of (DP) we then obtain a uniform local Lipschitz condition for Ψ(x, ·). Finally, to show that Ψ is a viscosity solution we proceed as in [6, section 4] . Minor changes in the proof of [6, Lemma 4.3] are needed, since Γ v is not compact. For this we use the inequality for compact maximizer's control space. (The proof of [6, Lemma 4.3(a)] does use compactness of the minimizer's control space, which holds in our case.)
Proof of (4.6). Recall that the Donsker-Varadhan function is defined as I(µ) = sup β∈V [− µ, β −1 Qβ ]; see Fleming, Sheu, and Soner [9] . For each V ∈ Γ v , let
Then (4.6) can be written as I(µ) = inf ν V =µ µ, K V . We first show that To show the opposite inequality, note that the logarithmic transformation e −φ(i) Q(e φ(·) )(i) = sup
for all φ. Let φ = β * . Then for each V such that ν V = µ, we have
Hence, for ν V = µ, we obtain
This implies that I(µ) ≤ inf ν V =µ µ, K V . The proof is complete.
