As part of NOAA's "Warn-On-Forecast" initiative, a convective-scale data assimilation and prediction system was developed using the WRF-ARW model and ARPS 3DVAR data assimilation technique. The system was then evaluated using retrospective short-range ensemble analyses and probabilistic forecasts of the tornadic supercell outbreak event that occurred on 24 May 2011 in Oklahoma, USA. A 36-member multi-physics ensemble system provided the initial and boundary conditions for a 3-km convective-scale ensemble system. Radial velocity and reflectivity observations from four WSR-88Ds were assimilated into the ensemble using the ARPS 3DVAR technique. Five data assimilation and forecast experiments were conducted to evaluate the sensitivity of the system to data assimilation frequencies, in-cloud temperature adjustment schemes, and fixed-and mixed-microphysics ensembles. The results indicated that the experiment with 5-min assimilation frequency quickly built up the storm and produced a more accurate analysis compared with the 10-min assimilation frequency experiment. The predicted vertical vorticity from the moist-adiabatic in-cloud temperature adjustment scheme was larger in magnitude than that from the latent heat scheme. Cycled data assimilation yielded good forecasts, where the ensemble probability of high vertical vorticity matched reasonably well with the observed tornado damage path. Overall, the results of the study suggest that the 3DVAR analysis and forecast system can provide reasonable forecasts of tornadic supercell storms.
Introduction
Accurate convective-scale forecasts of severe weather events like tornadoes, hailstorms, flash floods, and damaging windstorms are crucial to reduce the loss of lives, injuries and economic cost. However, there are many challenges in accurately forecasting high impact weather events, partly due to their small spatial and temporal scales, inherent nonlinearity of the dynamics and physics, limitations in weather forecast models and assimilation methods, and incomplete observation coverage (e.g., Stensrud et al., 2009; Xue et al., 2011; Snook et al., 2012) . Nevertheless, with the rapid increase in computational power, progress has been made in the past decade in assimilating Doppler radar and other available observations of the ongoing convection in convectivescale NWP models with the goal to improve forecasts of severe thunderstorm events (e.g., Kain et al., 2010; Clark et al., 2012a) . Due to the high sensitivity of convective-scale forecasts to both the storm environment and internal storm processes (e.g., Elmore et al., 2002; Gilmore et al., 2004; Snook and Xue, 2008) , uncertainties associated with highimpact weather are large. Ensemble-based forecasting is currently among the most promising techniques for the purpose of better assessing uncertainty on the convective scale, and enabling probabilistic forecast guidance that can be made available to the public (Stensrud et al., 2009 . With the advent of the "Warn-on-Forecast" (Stensrud et al., 2009 research and development project, which envisions a numerical model-based probabilistic convective-scale analysis and forecast system to support warning operations within the NOAA, the time is right to extensively explore ensemble data assimilation and forecasting for severe weather events.
The promising data assimilation approaches for convectivescale forecasting are the ensemble Kalman filter (EnKF) (Snyder and Zhang, 2003; Zhang et al., 2004; Dowell et al., 2004; Tong and Xue, 2005; Aksoy et al., 2009; Yussouf et al., 2013a; Wheatley et al., 2014) and localized ensemble transfer Kalman filter method (Lange and Craig, 2014; Thompson et al., 2015) . However, a limitation of the convective-scale EnKF based approach is the rapid error growth in forecasts due to the lack of balance in the model dynamics (Lange and 545 Craig, 2014) . The 3D variational data assimilation scheme (3DVAR) can improve the balance among model variables by using weak constraints in the cost function (Gao et al., 1999 (Gao et al., , 2002 (Gao et al., , 2004 Hu et al., 2006a, b; Stensrud and Gao, 2010; Ge et al., 2013a, b) . More advanced techniques, such as the 4D variational method (4DVAR; Sun and Crook, 1998) can also be used to assimilate radar observations with a much more balanced analysis, but it is computationally quite expensive in high-resolution storm-scale NWP.
The ARPS 3DVAR system has been successfully used in NOAA's "Hazardous Weather Testbed" spring forecast experiments (Clark et al., 2012b) for the past several years to analyze and detect convective-scale severe weather events Calhoun et al., 2014; Smith et al., 2014) . While the results from the 3DVAR-based deterministic forecasts are very encouraging and reveal the potential value of a convective-scale 3DVAR system, applying the 3DVAR approach to an ensemble system is crucial to quantify the large uncertainties associated with high-impact weather events. Using convective-scale ensembles and a cycled 3DVAR data assimilation system, Yussouf et al. (2013b) reported that an ensemble with multiphysics background fields provided more realistic probabilistic forecasts of the low-level rotation of an isolated tornadic supercell event (8 May 2003) than that with a fixed physics mesoscale background. To evaluate how well the system performs in forecasting a supercell outbreak with multiple storms and storm interactions, the tornadic supercell outbreak event that occurred on 24 May 2011 in Oklahoma, USA, was selected for investigation in the present study. A WRF model-based interface to the ARPS 3DVAR system was developed and used to assimilate radar observations into each member of a convective-scale ensemble system. The initial and boundary conditions were provided from a multiscale, multiphysics ensemble (Yussouf et al., 2013b) . Five different data assimilation and forecasts experiments were conducted to evaluate the sensitivity of a convectivescale ensemble forecast system initialized with 3DVAR radar data assimilation. The experiments included two different data assimilation time frequencies (5, 10 min), two in-cloud temperature adjustment schemes, and a fixed-and mixedmicrophysics ensemble, with the goal to determine which configuration works best for supercell forecasts in an ensemble framework.
A brief overview of the tornadic event is provided in section 2, followed by a description of the experimental design in section 3. The results of the analyses and forecasts are assessed in section 4, and a final discussion provided in section 5.
Tornadic outbreak event
On 24 May 2011, multiple violent tornadoes touched down across Oklahoma, causing extensive damage along their paths. An overview of the environmental conditions and the evolution of the convective storm for this severe weather outbreak event can be found in Fierro et al. (2012) and Jones et al. (2015) . A total of 12 tornadoes were reported during the afternoon and evening hours (Table 1) , and three of those were violent tornadoes with ratings on the enhanced Fujita (EF) scale of EF-4 or greater (Doswell et al., 2009) (Fig. 1a) . Convective cells initiated in west-central Oklahoma along the dry line at 1900 UTC (Fig. 1b) and developed into several supercell thunderstorms that eventually moved into central Oklahoma during the next few hours, producing several significant tornadoes. There were four supercell storms (H, A, I, and B in Fig. 1c) ongoing at 2030 UTC. The first tornado (A1) was reported at around 2020 UTC at the position of supercell storm A and persisted until 2043 UTC (Table 1) . The second tornado (B1), generated by supercell storm B, touched down at 2031 UTC and dissipated at 2046 UTC. Soon after, storm B produced the longest and most violent tornado (B2), which started at 2050 UTC and ended at 2235 UTC, having passed through Hinton, El Reno, Piedmont and Guthrie with a total path length of 101 km, and rated at EF-5. The second most violent tornado (Tornado C1) traveled from Chickasha to Newcastle, a distance of 53.11 km, and was rated at EF-4. The third most violent tornado (Tornado D1) was an EF-4 tornado that passed through Bradley and Goldsby with a total path length of 37 km, causing severe damage, killing 10 people, and injuring 290 people. Multiple operational Weather Surveillance Radar-1988 Doppler (WSR-88D) radars documented the life cycle of this tornado outbreak. These radars provide a unique dataset with which convective-scale analysis experiments could be conducted to assess the capability of the data assimilation and forecast system to predict low-level rotation within supercell storms.
3. Data assimilation system and experimental design
Mesoscale ensembles
A multiscale ensemble analysis and prediction system was employed in this study, based on the WRF-ARW model (Skamarock et al., 2008) . The parent mesoscale model domain covered the contiguous United States with a horizontal grid resolution of 15 km and with a 3 km horizontal grid resolution convective-scale domain nested within the mesoscale domain covering Oklahoma and parts of the surrounding states (Fig. 1a) . Both domains had 51 vertical grid levels from the surface up to 10 hPa. A 36-member ensemble was designed using the NCEP's three-hourly 21-member (Toth et al., 2003; Wei et al., 2008) . The first 18 of the 21 members were used to initialize a 36-member multiscale ensemble system at 0000 UTC 24 May 2011. Different combinations of physics schemes were applied to each member (Table 2) as the same design in Yussouf (2015) to address the uncertainties in model physics parameterization schemes (e.g., Stensrud et al., 2000 Stensrud et al., , 2009 Fujita et al., 2007; Wheatley et al., 2012 , Yussouf et al., 2013b . The same physics options for both the parent and nested grid ensembles were used in our experiments except that the cumulus parameterization scheme was turned off in the specific convective-scale experiments.
In order to obtain the background for mesoscale simulation, these data such as rawinsondes, marine, mesonet, metar, satellite-derived winds and aircraft from NOAA's Meteorological Assimilation Data Ingest System were assimilated every hour from 0100 UTC 24 May to 0000 UTC 25 May 2011 with the ensemble adjustment Kalman filter (Anderson, 2001 ) implemented in the Data Assimilation Research Testbed software system (Anderson and Collins, 2007; Anderson et al., 2009 ) using a configuration similar to that employed by Yussouf et al. (2013a Yussouf et al. ( , 2013b , Wheatley et al. (2014) and Jones et al. (2015) . Radar observations were excluded to be assimilated in the mesoscale domain. Both 1-way nested runs were conducted simultaneously in our setup. The boundary conditions of the nested storm-scale ensemble were provided by the parent mesoscale ensemble.
3DVAR scheme and cloud analysis system
The data assimilation system used to assimilate radar velocity and reflectivity at the convective scale was the 3DVAR system with the WRF model (version 3.4.1) interface that includes a complex cloud analysis package (Gao et al., 2002 (Gao et al., , 2004 Brewster et al., 2005; Hu et al., 2006a) . The system was computationally very efficient, and therefore relatively large model domains could be used on available computers to reduce the effects of lateral boundaries on the convective storms of interest (Stensrud and Gao, 2010) . The 3DVAR system used a recursive filter (Purser et al., 2003a (Purser et al., , 2003b with a mass continuity equation and other constraints that were incorporated into a cost function, yielding 3D analyses of the wind components and other model variables. For accurately representing convective-scale storms, multiple analysis passes with different spatial scales of influence were applied in this system.
The cloud analysis package was initially developed using the Local Analysis and Prediction System (Albers et al., 1996) , and then later applied to the ARPS system (Zhang et al., 1998; Brewster, 2002; Hu et al., 2006a) . The cloud analysis package uses radar reflectivity and other cloud observational information to update several hydrometeor variables and potential temperature in the 3DVAR analysis step. One limitation of the cloud analysis package is that it does not update the number concentration variables from the doublemoment microphysics schemes, and therefore zeroes-out any update made in the analysis to the hydrometeor mixing ratios in the forecast step from the double-moment microphysics schemes. Future studies will address this limitation by using simple methods to diagnose these fields (e.g., see Dawson et al., 2015) . There are two different temperature adjustment schemes within the cloud analysis package: the latent heat adjustment scheme (LH) and the moist-adiabatic scheme (MA). The LH scheme adjusts the in-cloud temperature based on the latent heat release corresponding to the added cloud water and ice. The MA scheme calculates in-cloud temperature from the moist adiabatic temperature profile corresponding to an air parcel lifted from the low levels. The MA adjustment scheme is therefore more consistent with the physics of convective storms since it reflects the change in temperature in an ascending moist air parcel (Hu and Xue, 2007) .
Description of the assimilation experiments
As mentioned earlier, the focus of this paper is to evaluate the convective-scale analyses and forecasts of the three tornadic supercells that occurred in central Oklahoma on 24 May 2011 using the 3DVAR data assimilation technique. The hourly updated 36-member 15-km mesoscale ensemble was used as the boundary conditions for the 3-km convective scale domain. Radial velocity and reflectivity observations from four operational WSR-88D radars over Oklahoma (Vance Air Force Base (KVNX), Tulsa (KINX), Oklahoma City (KTLX), and Frederick (KFDR)) were assimilated (Fig.  1a) using the 3DVAR technique and cloud analyses package.
The analysis variables in the 3DVAR system included the U, V and W components of wind, the potential temperature, pressure, and the water vapor mixing ratio. In addition, the potential temperature, rain, snow, and hail mixing ratios were adjusted using the cloud analysis package. Five different ensemble experiments were conducted (Table 3) , with different combinations of assimilation frequency, in-cloud temperature adjustment schemes, and microphysics schemes. For the first four experiments, the same assimilation time win-dow of 30 min, starting at 2000 UTC and ending at 2030 UTC, was used. In Exp10LH, radar observations were assimilated every 10 min using the LH in-cloud temperature adjustment scheme. In Exp5LH and Exp5MA, radar observations were assimilated every 5 min using the LH and MA in-cloud temperature adjustment schemes, respectively. These three experiments used the same Thompson microphysics scheme (Thompson et al., 2004) . In Exp5MA MP, the first 12 ensemble members used the semi-double moment Thompson microphysics scheme, the next 12 members used the Morrison double-moment scheme (Morrison et al., 2005) , and the last 12 members used the WRF single-moment 6-class (WSM6) scheme (Hong et al., 2004; Hong and Lim, 2006) . At the end of the 30-min data assimilation period, 1-hr ensemble forecasts were generated from the above four experiments (i.e., Exp10LH, Exp5LH, Exp5MA and Exp5MA MP), starting at 2030 UTC and ending at 2130 UTC, which covered the lifetimes of tornadoes A2 and B1, and the partial lifetime of tornadoes A1 and B2 (Table 1) . The last experiment, MultiExp, was similar to Exp5MA MP, but instead of assimilating observations at 5-min intervals for 30 minutes, the assimilation window extended out to 2300 UTC for a total of 180 minutes and 1-h ensemble forecasts were generated from the analyses every 30 min. MultiExp covered the lifetime of all the violent tornadoes over Oklahoma on 24 May 2011 (Table 1 and Fig.  2 ).
Results
The overall structure, location, and intensity of the supercell storms from the convective-scale reflectivity analyses and forecasts were compared against the National Mosaic and Multi-Sensor QPE (NMQ) 3D radar reflectivity mosaic (Zhang et al., 2011) . The NMQ reflectivity was initially gridded using 1-km grid spacing, and thinned to a 3-km grid spacing to match the convective-scale WRF grid. In addition, the ETS, RMSE and bias of the convective-scale ensemble forecasts were calculated using the continuously cycled 3DVAR analyses produced by MultiExp.
Impact of every 5-min and 10-min assimilation frequency
The ensemble mean analyses for reflectivity and vertical vorticity at 5 km MSL from the 10-min and 5-min assimila- Fig. 3e ) reasonably well (Figs. 3a and c) . The analysis reflectivity cores at 2030 UTC from both experiments had larger dBZ values than those from the observed cores. The analyzed vorticity for supercell A was along the NWS surveyed damage path of tornado A1 (which was ongoing at 2030 UTC), and the analyzed vorticity for supercell B was also collocated with the damage path of tornado B1 in both experiments. However, closer inspection revealed that the maximum vorticity at 5 km MSL in Exp5LH (6.5 × 10 −3 s −1 ) was larger than that in Exp10LH (4.9 × 10 −3 s −1 ). The vertical cross section (red line shown in Figs. 3a, c and e) from the 2030 UTC analysis indicated that the strong vertical vorticity was collocated with the high reflectivity columns in both Exp10LH and Exp5LH (Figs. 3b and d) . However, the maximum vorticity along the vertical cross section in Exp5LH (6.44 × 10 −3 s −1 ) was higher than that in Exp10LH (5.30 × 10 −3 s −1 ; Figs. 3b and d) .
The 30-min ensemble mean reflectivity forecast (Figs. 4a and c) indicated that the supercells tended to move too fast northeastwards and generated higher dBZ values in the reflectivity core compared with the synthesized observed reflectivity (Fig. 4e) . This was likely due to model error. In addition, storms A and I nearly merged with each other in both experiments, contrary to observations, and the vorticity slowly weakened in the model over the forecast period. The ensemble mean forecasts in Exp5LH generated higher vertical vorticity along the high reflectivity core (Fig. 4d ) of supercell B compared to that in Exp10LH (Fig. 4b) . However, the 30-min forecasts in Exp5LH and Exp10LH indicated that increasing the assimilation frequency from 10 min to 5 min in this study did not result in any obvious improvements in the forecasts.
Comparison between the LH and MA in-cloud temperature adjustment schemes
The ensemble mean reflectivity and vertical vorticity analyses at 5 km MSL from the two different in-cloud temperature adjustment schemes are shown in Fig. 5 . While the reflectivity structure in both Exp5LH and Exp5MA were similar (Figs. 5a and c) , the vertical vorticity analyses differed in magnitude. Exp5MA generated stronger circulations for all Height Height Height Fig. 4 . As in Fig. 3 but for the 30-min ensemble mean forecasts valid at 2100 UTC. storm cells. The vertical vorticity centers collocated very well with the reflectivity core in both experiments (Figs. 5b and d) .
The 20-min ensemble mean forecast valid at 2050 UTC is shown in Fig. 6 . This was the time when storm B spawned tornado B2 (Fig. 1a) . The forecast reflectivity field indicated that the supercells moved to the east and split into multiple cells (Fig. 6) . Among these cells, strong mesocyclones associated with storm B existed in both Exp5LH and Exp5MA (Figs. 6a-d) . Two reflectivity cores existed in experiment Exp5LH, which were caused by a new born cell, formed to the south of the supercell B (Figs. 6a and b) . However, the 20-min forecast of Exp5MA associated with storm B looked more reasonable, with the vertical vorticity center embedded within the single reflectivity core (Figs. 6c and d) . Overall, the results indicate that the moist adiabatic scheme generates more accurate dynamical fields than the latent heat adjustment scheme. This is probably due to the more realistic moist adiabatic adjustment scheme, as it reflects the temperature change in an ascending moist air parcel and heats the atmosphere through a greater depth compared with that in the latent heat scheme (Fig. 7 ). This agrees with the findings of another study, by Hu et al. (2006a) .
Quantitative comparison of the sensitivity experiments
The ensemble spread of reflectivity at 3-km MSL in Exp5MA (dashed line) and Exp5MA MP (solid line) during the 30-min assimilation period are shown in Fig. 8 . The mixed microphysics experiment, Exp5MA MP, generated larger spread compared with the fixed microphysics experiment, Exp5MA. The larger ensemble spread from the mixed microphysics ensemble was due to the diversity in microphysics schemes across the mixed-microphysics ensemble members. The ensemble spread from Exp10LH, Exp5LH and Exp5MA was very similar (not shown).
During the first 20 min of the forecast period, the RMSEs for reflectivity in Exp5LH and Exp5MA were smaller than those in Exp10LH (Fig. 9a) . Afterward, the RMSE and bias for reflectivity in Exp10LH were smaller than those in Exp5LH and Exp5MA. The differences in the RMSE for temperature variables between Exp5LH and Exp10LH were more than 1 • C, and the temperature bias in Exp5LH was smaller than that in Exp10LH (Fig. 9b) . The RMSEs of the U and V components of wind in Exp5LH were slightly smaller than those in Exp10LH (Figs. 9c and d) . Compared with the other experiments, Exp5MA MP generated the smallest RMSE values (Fig. 9a) for the reflectivity field. In addition, the forecast of Exp5MA generated smaller RMSE and bias for the U and V components of wind than those of Exp5LH (Figs. 9c and d) .
Overall, the results indicated that the data assimilation and forecast experiments with a 5-min assimilation frequency, MA in-cloud temperature adjustment scheme, and mixed-microphysics ensemble (Exp5MA MP) generated Height Height more accurate forecasts compared with the other three experiments. Thunderstorm simulations are known to be very sensitive to the microphysics parameterization scheme (Gilmore et al., 2004; van den Heever and Cotton, 2004; Snook and Xue, 2008) , and one major source of error in storm-scale data assimilation and forecasts is the error introduced into the model from microphysics schemes. By using different microphysics schemes in the ensemble configurations, the different systematic errors associated with the microphysics schemes in the ensemble are diffused compared to that from the single model configuration. Thus, the better performance of Exp5MA MP was likely due to a more accurate representation of model error associated with the microphysical parameterization schemes in the mixed-microphysics ensemble, which was consistent with the findings of Snook et al. (2012) .
Ensemble probabilistic forecasts of the vorticity of the supercell storms
To evaluate how well the system performed in forecasting the rotation associated with the supercell outbreak, we continuously cycled the 5-min data assimilation system using the configuration of Exp5MA MP for another 3-h period, and launched ensemble forecasts every 30 min from the cycled analyses (MultiExp). The ensemble probability of maximum vertical vorticity was calculated from this experiment.
The 3-km model horizontal grid spacing used in this study was far too coarse to explicitly resolve any tornado circulation, so we instead focused on mesocyclone forecasts. One measure that can be used to infer the amount of rotation within supercells is the vertical vorticity (Stensrud and Gao, 2010; Dawson et al., 2012; Yussouf et al., 2013a) . To do so, the column maximum vertical vorticity between 0 and 5 km MSL at each model horizontal grid point was identified from the 36-member ensemble to calculate the ensemble probabil- ity of maximum vertical vorticity using thresholds of 0.0015 s −1 and 0.0025 s −1 . The vertical depth of 0-5 km was chosen to account for both low-and mid-level rotation within the supercells. A neighborhood approach (Schwartz et al., 2010; Snook et al., 2012; Yussouf et al., 2013a ) was used to calculate the ensemble probabilities, instead of using model horizontal grid point values to account for the mesocyclone position differences across the ensemble members. The forecasts at 5 min intervals were checked to determine whether the 0-5 km maximum vertical vorticity exceeded the threshold within a horizontal radius of 9 km around a grid point. The ensemble probabilities were calculated as the percentage of ensemble members that met the criterion mentioned above. The 1-h ensemble probability forecasts of vertical vorticity exceeding a threshold of 0.0025 s −1 from MultiExp are shown in Fig. 10 . A total of six 1-h ensemble forecasts were generated from the analyses starting at 2030 UTC and at 30-min intervals thereafter. The last forecast was generated from the 2300 UTC analyses. During this time period, around 11 tornadoes with ratings ranging from EF-0 to EF-5 occurred over Oklahoma (Table  1) . The NWS-surveyed damage paths were overlaid on each panel only if that particular tornado was occurring during that forecast period. The forecasts from the 2030 UTC analyses generated a vorticity probability swath that overlapped the damage path of tornadoes A1, A2 and B1 with values above 95% (Fig. 10a) . The 1-h forecast vorticity swath beginning at 2100 UTC overlaid the damage path of tornado B2 (Fig.  10b) . The forecast probabilities for tornado B3, which was briefly on the ground from 2137 to 2138 UTC, were around 90%. There was another vorticity swath north of the B2-B3 track with 90% probabilities, and no damage path was associated with the swath. The vorticity swaths originating at 2130 UTC (Fig. 10c) aligned well with the damage paths of B3 and B2, with more than 90% probabilities earlier in the forecasts and above 70% later in the forecasts. The vorticity swaths for C1 were above 50%. The forecast vorticity swaths beginning at 2200 UTC matched the time of the observed tornado tracks of B2, C1 and C2, and the probabilities were almost all above 90% (Fig. 10d) . The forecast probabilities starting at 2230 UTC were above 15%-70% nearby the observed tornado tracks, except tornado B4. For the forecasts initiated at 2300 UTC, the probabilities of vorticity were above 95% for tornado B4, but no substantial probability of strong rotation was associated with tornado D3, which occurred at 2336 UTC.
The 1-h forecast probabilities with threshold values of 0.0025 s −1 and exceeding 90%, generated from the every 30-min analysis of MultiExp (Fig. 11a) , covered the timing of the observed tornado tracks for most of the tornados, except C2, D1, D2 and D3. Among those four tornadoes, C2 was rated EF-0, D2 was EF-1, D3 was EF-2, and only D1 was EF-4. This indicates that relatively weaker tornadoes may need lower threshold values to display the vorticity swaths. To the left (northwest) of the B tornado family, there was another model-generated high-probability rotation, but no tornado was associated with that forecast vorticity swath. The system was able to forecast vorticity swaths for those weaker (C2, D1 and D2) tornadoes with probabilities above 90% (Fig. 11b) when the vorticity threshold value was reduced to 0.0015 s −1 . Further inspection revealed that the strength of the forecast vorticity swaths with thresholds lower than the values used in this study (i.e., 0.0025 s −1 and 0.0015 s −1 ) showed a gradual increase in probabilities for all storms, including the weaker tornadic storms (not shown). However, lowering the threshold value also increased the rotation area northwest of the B tornado family, where there were no tornadoes. Therefore, while decreasing the threshold value may increase the probability of rotation of weaker tornadoes, it may also increase the false alarm rate. Similar results also were reported by Yussouf et al. (2015) . This indicates that, even using a 3-km grid resolution, the ensemble may be skillful in forecasting an individual storm's rotation intensity, but it also raises an important question on how to calibrate or differentiate between tornadic and non-tornadic supercells at grid resolutions that cannot explicitly resolve tornado-scale circulations. This question was outside the scope of the current study and remains open for future investigation.
Summary and discussion
In this study, several analysis and forecast experiments were conducted for the tornadic supercell storms that occurred on 24 May 2011 in Oklahoma, USA, using the ARPS 3DVAR analysis system and WRF-ARW forecast model. A 36-member multiphysics, multiscale ensemble was used to provide the initial and boundary conditions for the ensemble 3DVAR analysis and forecast system. Radial velocity and reflectivity observations from four WSR-88D radars were assimilated into the convective-scale ensemble using the ensemble 3DVAR approach. Five different data assimilation and forecasts experiments were conducted at the convective scale to evaluate the sensitivity of the system to the observation assimilation time frequencies, in-cloud temperature adjustment schemes, fixed-and mixed-microphysics ensembles, and assimilation time window. The results indicated that the assimilation of radar observations with a 5-min frequency produced more accurate analyses and forecasts of temperature and U and V wind components than those with a 10-min assimilation frequency. The ensemble forecasts from the moist adiabatic scheme (Exp5MA) generated more accurate dynamical fields than in the experiment with the latent heating scheme (Exp5LH), and the RMSEs for these fields were lower in Exp5MA. This was likely due to the more realistic representation of temperature adjustments of the ascending moist air parcel in the moist adiabatic adjustment scheme.
Overall, the results of the sensitivity experiments revealed that Exp5MA MP performed better than the other experiments. This was likely due to the better representation of the microphysical errors in the mixed-microphysics ensemble. The composite neighborhood ensemble probabilistic forecasts of vertical vorticity with different threshold values indicated that the ensemble was able to forecast the rotation embedded in the supercells for most of the observed storms, and the vorticity swaths aligned well with the observed damage tracks with high probabilities. The overall encouraging results obtained from this study provide reasons for cautious optimism and motivate us to conduct further studies on how best to assimilate radar observations using an ensemble-based 3DVAR data assimilation and forecast system for NOAA's "Warn-on-Forecast" program.
