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a b s t r a c t
An n-partite tournament is an orientation of a complete n-partite graph. In this paper,
we give three supplements to Reid’s theorem [K.B. Reid, Two complementary circuits
in two-connected tournaments, Ann. Discrete Math. 27 (1985) 321–334] in multipartite
tournaments. The first one is concerned with the lengths of cycles and states as follows:
let D be an (α(D) + 1)-strong n-partite tournament with n ≥ 6, where α(D) is the
independence number of D, then D contains two disjoint cycles of lengths 3 and n −
3, respectively, unless D is isomorphic to the 7-tournament containing no transitive 4-
subtournament (denoted by T 17 ). The second one is obtained by considering the number
of partite sets that cycles pass through: every (α(D) + 1)-strong n-partite tournament D
with n ≥ 6 contains two disjoint cycles which contain vertices from exactly 3 and n − 3
partite sets, respectively, unless it is isomorphic to T 17 . The last one is about two disjoint
cycles passing through all partite sets.
© 2010 Published by Elsevier B.V.
1. Terminology and introduction
We shall assume that the reader is familiar with the standard terminology on digraphs and refer the reader to [1]. All
digraphs mentioned in this paper are finite without loops and multiple arcs. For a digraph D we denote by V (D) and A(D)
the vertex set and arc set of D, respectively. If xy is an arc of a digraph D, then we say that x dominates y and write x → y.
More generally, for disjoint subsets A and B of V (D) or subdigraphs of D, if every vertex of A dominates every vertex of B,
then we say that A dominates B, denoted by A→ B. In the case when there is no arc from B to A, we write A ⇒ B. We also
use the notation A↔ B to indicate that some vertex in A dominates some vertex in B and vice versa.
By a cycle and a path we mean a directed cycle and path, respectively. A k-cycle is a cycle of length k. If we consider a
k-cycle C = x1x2 . . . xkx1 in a digraph D, all subscripts appearing in related calculations are taken modulo the cycle length k
(note that x0 = xk).
The out-set N+(x) of a vertex x is the set of vertices dominated by x, and the in-set N−(x) is the set of vertices dominating
x. Every vertex of N+(x) is called an out-neighbor of x and every vertex of N−(x) is an in-neighbor of x. A digraph D is said to
be regular if there is an integer k such that |N+(x)| = |N−(x)| = k for every x ∈ V (D).
If we replace every arc xy of a digraph D by yx, then we call the resulting digraph, denoted by D−1, the converse digraph
of D. For a subset A of V (D), the subdigraph induced by A in D is denoted by D〈A〉. Moreover, D − A = D〈V (D) − A〉. For
convenience, we define D〈A1, A2, . . . , A`〉 to be the subdigraph induced by A1 ∪ A2 ∪ · · · ∪ A` ⊆ V (D).
A strong component H ofD is amaximal subdigraph such that for any two vertices x, y ∈ V (H), the subdigraphH contains
a path from x to y and a path from y to x. The digraph D is strongor strongly connected, if it has only one strong component.
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D is k-strong if |V (D)| ≥ k+ 1 and for any set X of at most k− 1 vertices, the subdigraph D− X is strong. The connectivity
of D, denoted by κ(D), is then defined to be the largest value of k such that D is k-strong.
An n-tournament is an orientation of a complete graph with n vertices. If a tournament contains no cycle, then it is called
a transitive tournament. An n-partite or multipartite tournament is an orientation of a complete n-partite graph. If D is an
n-partite tournament with the partite sets V1, V2, . . . , Vn such that |V1| ≤ |V2| ≤ · · · ≤ |Vn|, then |Vn| = α(D) is the
independence number of D. In general, a digraph D is cycle complementary if there exist two disjoint cycles C1 and C2 such
that V (D) = V (C1) ∪ V (C2) and the two cycles C1 and C2 are called complementary cycles.
There is an extensive literature about the existence of complementary cycles in digraphs. In 1985, Reid first derived a
result to the problem of complementary cycles in tournaments.
Theorem 1.1 ([6]). Every 2-strong tournament on n ≥ 6 vertices contains two complementary cycles of lengths 3 and n − 3,
respectively, unless it is isomorphic to the 7-tournament containing no transitive 4-subtournament (we denote it by T 17 ).
With Theorem 1.1 as the basic step, Song proved by induction the following.
Theorem 1.2 ([7]). Let D be a 2-strong tournament on at least 6 vertices. Then, for every t satisfying 3 ≤ t ≤ n− 3, D contains
two complementary cycles of lengths t and n− t, respectively, unless it is isomorphic to T 17 .
The problem of complementary cycles in multipartite partite tournaments is much more difficult to analyze than in
tournaments. This is why up until now most of these results are about regular multipartite tournaments, see [5,9–11].
Recently, in the survey paper [12], Volkmann derived a nice result on complementary cycles in multipartite tournaments.
The aim of this article is to give some supplements to Theorem 1.1 inmultipartite tournaments. The first one is concerned
with the lengths of cycles and states as follows: every (α(D) + 1)-strong n-partite tournament D with n ≥ 6 contains two
disjoint cycles of lengths 3 and n− 3, respectively, unless it is isomorphic to T 17 . The second one is obtained by considering
the number of partite sets that cycles pass through: every (α(D) + 1)-strong n-partite tournament D with n ≥ 6 has two
disjoint cycles which contain vertices from exactly 3 and n − 3 partite sets, respectively, unless it is isomorphic to T 17 . The
last one confirms that every (α(D) + 1)-strong n-partite tournament D with n ≥ 6 has two disjoint cycles C1 and C2 such
that C1 contains vertices from exactly 3 partite sets and V (C1) ∪ V (C2) contains at least one vertex from each partite set of
D, unless it is isomorphic to T 17 .
Moreover, some investigations in regular multipartite tournaments can also be derived from the main results of this
article.
2. Preliminaries
The following results play an important role in our investigations.
Theorem 2.1 ([2]). Each strong n-partite tournament contains an m-cycle for each m ∈ {3, 4, . . . , n}.
Theorem 2.2 ([8]). If D is a non-strong n-partite tournament (n ≥ 2) with the partite sets V1, V2, . . . , Vn, then D can be
decomposed into a unique sequence D1,D2, . . . ,Dr such that Di ⇒ Dj for all 1 ≤ i < j ≤ r and there is at least one arc
from Dt to Dt+1 for t = 1, 2, . . . , r − 1, where D` is a strong component of D with |V (D`)| ≥ 2 or it is a subset of some partite
set of D for ` = 1, 2, . . . , r.
Remark 2.3. For an n-partite (n ≥ 2) tournament D, whether it is strong or not, it can always be decomposed into a unique
sequence D1,D2, . . . ,Dr which satisfies the properties as described in Theorem 2.2, since if it is strong, then we can define
the decomposition to be the only one component D1 = D. We call D1,D2, . . . ,Dr the weak decomposition of D and D1 (Dr ,
respectively) the initial component (terminal component, respectively) of D.
Theorem 2.4 ([3]). If D is a strong n-partite tournament, then every vertex of D is contained in a longest cycle of D.
Corollary 2.5. Every vertex of a strong n-partite tournament D is contained in a longest cycle of D which contains at least one
vertex from each partite set.
Theorem 2.6 ([4]). Every vertex of a strongly connected n-partite tournament belongs to a cycle that contains vertices from
exactly q partite sets for each q ∈ {3, 4, . . . , n}.
Theorem 2.7 ([13]). If D is a multipartite tournament, then
κ(D) ≥
⌈ |V (D)| − 2i`(D)− α(D)
3
⌉
,
where i`(D) = maxx∈V (D) |d+(x)− d−(x)|.
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In the following we give three lemmas which are very useful to the proof of our main results.
Lemma 2.8. Let D be a strong n-partite tournament with n ≥ 6 and C = v1v2v3v1 a 3-cycle of D. Assume that the weak
decomposition of D− V (C) consists of exactly two components D1 and D2 such that:
(a) D1 is a strong component with at least 3 partite sets and at least 4 vertices. C1 = u1u2 . . . utu1 is a longest cycle of D1;
(b) D2 is either a non-trivial strong component or just a single vertexw with D1 → w.
If every vertex of C1 has an in-neighbor in C, then D contains two disjoint cycles of lengths 3 and n− 3, respectively.
Proof. Suppose first that t ≥ 4. It is not difficult to see that D∗ = D1〈C1〉 is strong and contains at least one vertex from
each partite set of D1. By Theorem 2.1, there is a 3-cycle in D∗, denoted by C∗, and V (D∗) \ V (C∗) 6= ∅. Let P = x1x2 . . . x` be
a longest path in D∗ − V (C∗). Clearly, the path P contains at least one vertex from each partite set of D∗ − V (C∗). From the
hypothesis of this lemma, there is an arc from C to x1 and an arc from x` toD2. Combining with the fact thatD is strong, there
is at least one arc from D2 to C . So the subdigraph D′ = D〈P,D2, C〉 of D−V (C∗) is strong and C∗∪D′ contains vertices from
exactly n partite sets. Consequently, D′ consists of at least n − 3 partite sets. By Theorem 2.1, we can find an (n − 3)-cycle
C∗∗ in D′, and then, C∗, C∗∗ are the desired two cycles.
Suppose now that t = 3. From (a) we know that V (D1) \ V (C1) 6= ∅. By Theorem 2.4, any vertex x ∈ V (D1) \ V (C1) lies
on a 3-cycle of D1. We denote it by C∗. Hence A = V (C1) \ V (C∗) is non-empty. From the hypothesis of this lemma, every
vertex of A has not only an in-neighbor in C , but also an out-neighbor in D2. So the subdigraph D′ = D〈A,D2, C〉 of D−V (C∗)
is strong. Obviously, C∗ ∪ D′ contains vertices from exactly n partite sets and thus D′ contains at least n − 3 partite sets.
By Theorem 2.1, there is an (n − 3)-cycle C∗∗ in D′. Now C∗ and C∗∗ are the desired cycles and the proof of this lemma is
complete. 
Lemma 2.9. Let D be a 3-strong n-partite tournament with n ≥ 6 and α(D) = 2. Let C = v1v2v3v1 be a 3-cycle of D such that
the weak decomposition of D− V (C) contains exactly two components D1 and D2, where D1 is a strong component of D− V (C)
with at least 4 vertices and at least 3 partite sets and D2 consists of a single vertexw. Then D has two disjoint cycles of lengths 3 and
n− 3, respectively.
Proof. Let V1, V2, . . . , Vn be the partite sets of D and assume, without loss of generality, that vi ∈ Vi, for i = 1, 2, 3. From
the connectivity assumption of D, we know thatw→ C and there is at least one arc from C to D1, say v1u1. By Corollary 2.5,
there is a longest cycle of D1 through u1 which contains at least one vertex from each partite set of D1. We denote it by
C1 = u1u2 . . . utu1. Nowwe only need to find a 3-cycle C∗ and a strong subdigraphD′ ofD−V (C∗) such that (C∗∪D′)∩Vi 6= ∅
for i = 1, 2, . . . , n. In fact, if this is true, then D′ contains vertices from at least n−3 partite sets. It follows from Theorem 2.1
that there is an (n− 3)-cycle in D′, say C∗∗. Hence, C∗ and C∗∗ are the desired cycles.
Observe that if there is a vertex in D1 belonging to the same partite set asw, then we can choose C∗ = C and D′ = D1. So
we may assume in the following that D1 → w. We distinguish three cases.
Case 1. ut → v2.
If v3 → ut , then C∗ can be chosen as v2v3utv2 and D′ = D〈v1, u1, . . . , ut−1, w〉 is the desired subdigraph of D − V (C∗).
Assume now that ut ⇒ v3. If v2 → ut−1, then C∗ = v2ut−1utv2 and D′ = D〈v1, u1, . . . , ut−2, w, v3〉meet our requirement.
So we consider the case ut−1 ⇒ v2.
Subcase 1.1. There is an arc from C1 to v3.
If v2 dominates a vertex x ∈ V (D1)\V (C1), then C∗ = v2xwv2 is the desired 3-cycle and D′ = D〈v1, C1, v3〉 is the desired
subdigraph. Note that α(D) = 2 and C1 contains at least one vertex from each partite set of D1, so every vertex of D1−V (C1)
is adjacent to all the vertices of C and then we may assume that (D1 − V (C1))→ v2 if V (D1) \ V (C1) 6= ∅. Similarly, if there
is a vertex x ∈ V (D1) \ V (C1) dominated by v3, then C∗ = v3xv2v3 and D′ = D〈v1, C1, w〉 meet our requirement. Assume
now that (D1 − V (C1))→ v3 if V (D1) \ V (C1) 6= ∅.
It follows from the 3-connectivity of D that v3 has at least one out-neighbor in {u2, u3, . . . , ut−1}. Let ui be the one with
minimum subscript and C∗ = v1u1wv1, C ′ = v3uiui+1 . . . utv2v3. Next we consider D′. If i = 2, then we can choose
D′ = D〈C ′〉. If i ≥ 3, then let X1, X2, . . . , Xβ be the weak decomposition of D − V (C ′) − {u1, v1}. Since D − {u1, v1} is
strong, there is an arc from C ′ to X1. Suppose that ui−1 ∈ Xp for some 1 ≤ p ≤ β . Then the fact that u2 → u3 → · · · → ui−1
implies that {u2, . . . , ui−1} ⊆ X1 ∪ · · · ∪Xp. Because of D1 → w,wmust belong to a component Xq with q > p. If Xp consists
of exactly two vertices from the same partite set, then let X ′p = {ui−1}; otherwise, let X ′p = Xp. Also note that ui−1 → ui, so
D′ = D〈X1, . . . , Xp−1, X ′p, C ′〉 is the desired subdigraph.
Subcase 1.2. v3 ⇒ C1.
It follows from ut ⇒ v3 that v3, ut ∈ V3 and v3 → ut−1. If ut−1 → v2, then we can choose C∗ = v3ut−1v2v3
and D′ = D〈v1, u1, . . . , ut−2, w〉. So we assume that ut−1, v2 ∈ V2. Because of n ≥ 6, we confirm that t ≥ 4. If
ut → ut−2, then we may choose C∗ = utut−2ut−1ut and D′ = D〈v1, u1, . . . , ut−3, w, v2, v3〉. So we assume now that
ut−2 → ut . If v2 → ut−2, then let C∗ = v2ut−2utv2. Observe that ut−1 and v2 belong to the same partite set. Hence
D′ = D〈v1, u1, . . . , ut−3, w, v3〉 is the desired subdigraph. Assume now that ut−2 → v2. Since v3 → ut−2, it follows that
C∗ = v2v3ut−2v2 and D′ = D〈v1, u1, . . . , ut−3, w〉meet our requirement.
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Case 2. ut , v2 ∈ V2.
If every vertex of C1 has an in-neighbor in C , then we are done by Lemma 2.8. Suppose now that there is a vertex of C1
which has no in-neighbor in C . Let ui be the last one in order of u2, . . . , ut . Hence, some vertex of C must dominate ui+1, say
vj for 1 ≤ j ≤ 3. If ui → vj+1, then it can be transformed to Case 1. So we assume ui and vj+1 belong to the same partite set
and then ui → {vj, vj+2}.
First we consider the case t = 3. Combining with α(D) = 2, we deduce that |V (D1) \ V (C1)| ≤ 2. Since D is 3-strong,
there must be two different vertices of D1 − V (C1) dominating ui, say x, y. Assume, without loss of generality, that x→ y.
Since the longest cycle of D1 is of length 3, there is no in-neighbor of x in D1, a contradiction.
Nowwe consider the case t ≥ 4. If ui → ui−2, then let C∗ = uiui−2ui−1ui andD′ = D〈vj, ui+1, . . . , ui−3, w, vj+1, vj+2〉. It is
clear that they satisfy our requirement. Assume now that ui−2 → ui. If vj+1 → ui−1, thenwe choose C∗ = vj+1ui−1wvj+1 and
D′ = D〈vj, ui+1, . . . , ui−2, ui, vj+2〉. Therefore, we may assume that ui−1 → vj+1. If there is a vertex x ∈ V (D1) \ V (C1) such
that vj+2 → x, then let C∗ = vj+2xwvj+2 and D′ = D〈C1, vj〉. Note that vj+1 and ui are from the same partite set, so D′ is the
desired subdigraph. Assume (D1 − V (C1))→ vj+2. This implies that vj+2 has at least one out-neighbor in {ui+2, . . . , ui−1}.
Let uβ denote the first one in order of ui+2, . . . , ui−1 and C∗ = vjui+1wvj, C ′ = vj+2uβ . . . ui−1vj+1vj+2. Similarly to the
argument in Subcase 1.1, we can find the desired subdigraph D′.
Case 3. v2 → ut .
If ut−1 and v3 are from the same partite set, then it can be turned into Case 2. If ut−1 → v3, then we can transform this
case to Case 1. So we assume that v3 → ut−1. By a similar way, we deduce that v1 → ut−2. Continue this process, we
conclude that every vertex of C1 has an in-neighbor in C and then we are done by Lemma 2.8. 
Lemma 2.10. Let D be a 3-strong n-partite tournament with n ≥ 6 and α(D) = 2. Let C = v1v2v3v1 be a 3-cycle of D such that
the weak decomposition of D−V (C) contains exactly two components D1 and D2 which are both strong components of D−V (C)
with at least 3 partite sets and at least 4 vertices. Then D has two disjoint cycles of lengths 3 and n− 3, respectively.
Proof. Let V1, V2, . . . , Vn be the partite sets of D. To prove this lemma we only need to find a 3-cycle C∗ and a strong
subdigraph D′ of D − V (C∗) such that (C∗ ∪ D′) ∩ Vi 6= ∅ for i = 1, 2, . . . , n. In fact, if this is true, then D′ contains
vertices from at least n − 3 partite sets. By Theorem 2.1, there is an (n − 3)-cycle in D′, say C∗∗. Hence, C∗ and C∗∗ are the
desired cycles. The rest of the proof is based on the following three statements.
Claim 1. Let C1 = u1u2 . . . utu1 be a longest cycle of D1. If v1 dominates a vertex of C1, say u1, and there is a vertex
x ∈ V (D1) \ V (C1) such that v2 → x, then Lemma 2.10 holds.
Proof. Since D is 3-strong, we can always find a vertex w in D2 dominating v3 and another vertex dominating v2. By
Corollary 2.5, there is a longest cycle of D2 through w which contains at least one vertex from each partite set of D2. We
denote it by C2 = w1w2 . . . w`w1, where w = w`. Note that α(D) = 2, D1 ⇒ D2 and C1 contains at least one vertex
from each partite set of D1, we obtain (D1 − V (C1)) → D2. Similarly, we have D1 → (D2 − V (C2)). If there is a vertex
y ∈ V (D2) \ V (C2) such that y→ v2, then x→ y and C∗ = v2xyv2 is a 3-cycle. Let wi be a vertex with minimum subscript
satisfying ut → wi. Clearly,wi is eitherw1 orw2. Now we can take D′ = D〈v1, C1, wi, wi+1, . . . , w`, v3〉.
Suppose now that v2 → (D2−V (C2)) if V (D2)\V (C2) 6= ∅. It follows from the choice ofw that there must be a vertex in
{w1, w2, . . . , w`−1} dominating v2. Letwj be the first one in order ofw1, w2, . . . , w`−1 and C∗ = v2xwjv2. Next we consider
D′. If ut → wj+1, then let P = utwj+1; otherwise, ut andwj+1 are from the same partite set and ut−1 → wj+1. Put P = wj+1.
Hence, C ′ = v1u1 . . . ut−1Pwj+2 . . . w`v3v1 is a cycle of D − V (C∗). In the case when j = 1, we may choose D′ = D〈C ′〉. In
the other case, let X1, X2, . . . , Xβ be the weak decomposition of D− V (C ′)− {v2, wj}. Assumew1 ∈ Xp for some 1 ≤ p ≤ β .
Then from the fact that w1 → w2 → · · · → wj−1, we know that {w1, w2, . . . , wj−1} ⊆ Xp ∪ · · · ∪ Xβ . It follows from
x→ D2 and D1 ⇒ D2 that xmust belong to a component Xq with q < p. If the component Xp consists of exactly two vertices
from the same partite, then let X ′p = {w1}; otherwise, let X ′p = Xp. Sincew` → w1 and D− {v2, wj} is strong, we know that
D′ = D〈C ′, X ′p, . . . , Xβ〉 is the desired subdigraph of D− V (C∗). 
From Claim 1, we may assume that if vi (1 ≤ i ≤ 3) dominates a vertex of a longest cycle C1 in D1, then
(D1 − V (C1))→ vi+1 if V (D1) \ V (C1) 6= ∅. (1)
Claim 2. Let C1 = u1u2 . . . utu1 be a longest cycle of D1. If v1 dominates a vertex of C1, say u1, and there is a vertex
x ∈ V (D1) \ V (C1) such that v3 → x, then Lemma 2.10 holds.
Proof. From assumption (1), we know that C∗ = v3xv2v3 is a 3-cycle. Since D is 3-strong, there is an arc from D2 to v1.
Combining with v1 → u1, we deduce that D′ = D〈C1,D2, v1〉 is the desired subdigraph of D− V (C∗). 
From Claim 2, we may assume that if vi (1 ≤ i ≤ 3) dominates a vertex of a longest cycle C1 of D1, then
(D1 − V (C1))→ vi+2 if V (D1) \ V (C1) 6= ∅. (2)
Claim 3. If there are at least two vertices of C which are adjacent to every vertex of D1, then Lemma 2.10 holds.
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Proof. From the connectivity assumption of D, there is an arc from v3 to D1, say v3u1. By Corollary 2.5, there is a longest
cycle of D1 through u1 which contains at least one vertex from each partite set of D1. We denote it by C1 = u1u2 . . . utu1. If
every vertex C1 has an in-neighbor in C , then we are done by Lemma 2.8. Suppose now that there is at least one vertex in C1
which has no in-neighbor in C . Let ui be the last one in order of u2, . . . , ut and then there must be a vertex in C dominating
ui+1, say vj for some 1 ≤ j ≤ 3. From assumptions (1) and (2), we have (D1 − V (C1))→ {vj+1, vj+2}.
Firstly, suppose that vj+1 and vj+2 are adjacent to every vertex of D1. Then ui → {vj+1, vj+2} and ui ⇒ vj.
If vj+1 has an out-neighbor in {ui+2, . . . , ui−1}, then let uk be the last one in order of ui+2, . . . , ui−1. This implies that
{uk+1, uk+2, . . . , ui} → vj+1. Choose C∗ = vj+1ukuk+1vj+1. Next we consider D′. Since D is 3-strong, there is an arc from D2
to vj+2, say wvj+2. Moreover, there is a longest cycle in D2 through w, say C2 = w1w2 . . . w`w1, where w = w`. Clearly,
` ≥ 3. If uk−1 → w1, then let P = w1w2; otherwise, uk−1 andw1 are from the same partite set and uk−1 → w2. Put P = w2.
Hence, C ′ = vjui+1 . . . uk−1Pw3 . . . w`vj+2vj is a cycle of D − V (C∗). If k = i − 1, then D′ = D〈C ′〉 meets our requirement.
Otherwise, let X1, X2, . . . , Xβ be the weak decomposition of D − V (C ′) − {uk, uk+1}. Suppose ui ∈ Xp for some 1 ≤ p ≤ β .
Then {uk+2, . . . , ui} ⊆ X1∪X2∪· · ·∪Xp. Since {uk+2, . . . , ui} → vj+1, (D1−V (C1))→ vj+1 andD1 ⇒ D2, we know that vj+1
must belong to a component Xq with q > p. If Xp consists of exactly two vertices from the same partite, then let X ′p = {ui};
otherwise, let X ′p = Xp. Since ui → ui+1 and D − {uk, uk+1} is strong, D′ = D〈C ′, X1, . . . , X ′p〉 is of the requisite properties
and we are done.
So we assume that ui+1 is the only out-neighbor of vj+1 in D1. Combining that D is 3-strong and (D1−V (C1))→ vj+2, we
see that vj+2 must have an out-neighbor in {ui+2, . . . , ui−1}. By a similar argument as above, we can show that Lemma 2.10
holds.
Secondly, suppose that vj and vj+1 are adjacent to every vertex ofD1. Thenui → {vj, vj+1} andui ⇒ vj+2. If vj+2 is adjacent
to every vertex of C1, then it is turned to the case that vj+1 and vj+2 are adjacent to every vertex of D1. So we assume that
there exists a vertex in C1 from the same partite set as vj+2. If vj+1 has an out-neighbor in {ui+2, . . . , ui−1}, then the rest of
the proof is analogous to the third paragraph of the proof of Claim 3. So we assume that ui+1 is the only out-neighbor of vj+1
in D1.
Because of vj+1 → ui+1 and assumption (2), we have (D1 − V (C1)) → vj. Combining that D is 3-strong, vj must
have an out-neighbor in {ui+2, . . . , ui−1}. Let uk be the last one in order of ui+2, . . . , ui−1. So {uk+1, uk+2, . . . , ui} → vj.
Choose C∗ = vjukuk+1vj. Next we consider D′. Since D is 3-strong, there is an arc from D2 to vj+1, say wvj+1. Moreover,
there is a longest cycle of D2 through w, say C2 = w1w2 . . . w`w1, where w = w`. Clearly, ` ≥ 3. If uk−1 → w1,
then let P = w1w2; otherwise, uk−1 and w1 are from the same partite set and uk−1 → w2. Put P = w2. Hence,
C ′ = vj+1ui+1 . . . uk−1Pw3 . . . w`vj+1 is a cycle of D − V (C∗). If k = i − 1, then D′ = D〈C ′〉 is the desired subdigraph since
there is a vertex in C1 which is from the same partite set as vj+2. Otherwise, let X1, X2, . . . , Xβ be the weak decomposition of
D−V (C ′)−{uk, uk+1} and ui ∈ Xp for some 1 ≤ p ≤ β . Then {uk+2, . . . , ui} ⊆ X1∪X2∪ · · ·∪Xp. Since {uk+2, . . . , ui} → vj,
ui ⇒ vj+2, D1 ⇒ D2 and (D1 − V (C1)) → {vj, vj+2}, we know that vj must belong to a component Xq with q > p. If Xp
consists of exactly two vertices from the same partite, then let X ′p = {ui}; otherwise, let X ′p = Xp. Combining that ui → ui+1
and D− {uk, uk+1} is strong, we know that D′ = D〈C ′, X1, . . . , X ′p〉 is the desired subdigraph of D− V (C∗).
At last, suppose that vj and vj+2 are adjacent to every vertex of D1. Then ui → {vj, vj+2} and ui ⇒ vj+1. If vj+1 is adjacent
to every vertex of C1, then it is transformed to the case that vj+1 and vj+2 are adjacent to every vertex ofD1. Sowe only need to
consider the case that there is a vertex in C1 from the same partite set as vj+1. If vj+2 has an out-neighbor in {ui+2, . . . , ui−1},
then by an analogous argument as in the paragraph above, we can show that Lemma 2.10 is true. Suppose now that ui+1 is
the single out-neighbor of vj+2 in D1. Combining with assumption (1), vj must have an out-neighbor in {ui+2, . . . , ui−1}. The
remaining proof is similar to the third paragraph of the proof of Claim 3.
From the discussion above we conclude that Lemma 2.10 holds and this completes the proof of Claim 3. 
From Claim 3, we only need to consider the case that at most one vertex of C is adjacent to every vertex of D1. Combining
α(D) = 2, we know that at least two vertices of C are adjacent to every vertex of D2. By considering D−1 and using Claim 3
again, Lemma 2.10 is true. 
3. Main results
Theorem 3.1. Let D be an (α(D) + 1)-strong n-partite tournament with n ≥ 6. Then D contains two disjoint cycles of
lengths 3 and n− 3, respectively, unless D is isomorphic to T 17 .
Proof. Let V1, V2, . . . , Vn be the partite sets of D. For α(D) = 1, we are done by Theorem 1.1. For α(D) ≥ 3, D is 4-strong
and contains a 3-cycle, say C∗. Clearly, D− V (C∗) is still strong and contains vertices from at least n− 3 partite sets. Using
Theorem 2.1, D− V (C∗) has an (n− 3)-cycle C∗∗. Thus C∗ and C∗∗ are the desired cycles. In the following, we only need to
consider the case α(D) = 2. It follows that D is a 3-strong n-partite tournament with n ≥ 6 and |V (D)| ≥ 7. More exactly,
|V (D)| ≥ 8, since there is no 3-strong 6-partite tournament with 7 vertices.
To prove this theoremweonly need to find a 3-cycleC∗ and a strong subdigraphD′ ofD−V (C∗) such that (C∗∪D′)∩Vi 6= ∅
for i = 1, 2, . . . , n. In fact, if this is true, then D′ contains vertices from at least n − 3 partite sets. By Theorem 2.1, there is
an (n− 3)-cycle in D′, say C∗∗. Hence, C∗ and C∗∗ are the desired cycles.
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Let C = v1v2v3v1 be a 3-cycle of D and assume, without loss of generality, that vi ∈ Vi for i = 1, 2, 3. If D− C is strong,
then C∗ = C and D′ = D − V (C∗) meet our requirement. So we assume that D − V (C) is not strong and D1,D2, . . . ,Dr
(r ≥ 2) is the weak decomposition of D− V (C). First we prove the following claim.
Claim. If there is a component Di for some 2 ≤ i ≤ r − 1 containing vertices from at least 3 partite sets, then Theorem 3.1
holds.
Proof. By Theorem 2.1, Di has a 3-cycle Ci = x1x2x3x1. Suppose first that there is an arc from Di−1 to Di+1. Then let
C∗ = Ci and A = { x ∈ V (Di) \ V (C∗) | Di−1 → x → Di+1 } (A may be empty). Now we can choose D′ = D〈C,D1,
. . . ,Di−1, A,Di+1, . . . ,Dr〉.
Suppose now that there is no arc from Di−1 to Di+1, then we may assume that V (Di−1) = {u}, V (Di+1) = {w} and u, w
are from the same partite set. If V (Di) \ V (Ci) 6= ∅, then Di−1 → (Di − V (Ci)) → Di+1. So C∗ = Ci and D′ = D − V (C∗)
satisfy the requisite properties. If V (Di) \ V (Ci) = ∅, then we consider the following two cases in terms of r . For r = 3, we
know from n ≥ 6 that there is a vertex in D2, say x1, which is adjacent to all the other vertices. Since D is 3-strong, then
C ↔ x1. Hence, there is a 3-cycle through x1 of the form vpvp+1x1vp for some 1 ≤ p ≤ 3. Nowwe obtain the desired 3-cycle
C∗ = vpvp+1x1vp and the desired subdigraph D′ = D − V (C∗). For r ≥ 4, either i ≥ 3 or i ≤ r − 2 holds. Assume without
loss of generality that i ≥ 3. Then Di−2 → Di+1. Now we can choose C∗ = Ci and D′ = D− V (C∗)− {u}. 
From the claim above, we may assume that each component Di for i = 2, . . . , r − 1 contains vertices from at most two
partite sets. We distinguish the following two cases.
Case 1. D− V (C) contains a cycle.
Subcase 1.1. D1 contains a cycle.
In this case, D1 is a non-trivial strong component. We consider the following two subcases in terms of r .
Subcase 1.1.1. r = 2.
Subcase 1.1.1.1. |V (D1)| = 3.
In this case, D1 is a 3-cycle, say C1 = u1u2u3u1. If D2 ↔ C , then let C∗ = C1 and D′ = D − V (C∗). So we assume that
D2 ⇒ C . Because of |V (D)| ≥ 8, we deduce that |V (D2)| ≥ 2. By recalling that D is 3-strong, there are three parallel arcs
from C to C1. Assume, without loss of generality, that they are of the form
v1u1, v2u2, v3u3 (3)
or v1u1, v2u3, v3u2. (4)
Subcase 1.1.1.1.1. Suppose that V (D2) = {w1, w2}. According to Theorem 2.2, w1 and w2 are from the same partite set and
thus C1 → D2 → C . If the three parallel arcs from C to C1 are of the form (3), then C∗ = v3u3w1v3 and D′ = D − V (C∗)
meet our requirement. If they are of the form (4), we may choose C∗ = v2u3w1v2 and D′ = D− V (C∗).
Subcase 1.1.1.1.2. Suppose that V (D2) = {w1, w2, w3}. ThenD2 is a 3-cycle, say C2 = w1w2w3w1. If C ↔ C1, then let C∗ = C2
and D′ = D− V (C∗). So we assume that C ⇒ C1. Since α(D) = 2 and C1 ⇒ C2 ⇒ C , we can always find a vertex in D2, say
w1, such that u1 → w1 → v1. Note that v1 → u1. If v3 → u2, then C∗ = v1u1w1v1 is the desired 3-cycle andD′ = D−V (C∗)
is the desired subdigraph. Otherwise, v3 and u2 must belong to the same partite set and then w1 → v3 → u1. Now we can
choose C∗ = v3u1w1v3 and D′ = D− V (C∗).
Subcase 1.1.1.1.3. Suppose that D2 contains vertices from exactly 2 partite sets. Then D2 is a 4-cycle, say C2 = w1w2w3w4w1.
Clearly, C1 → C2 → C . Let C∗ = v1u1w1v1. Whether (3) or (4) holds, we can always take D′ = D− V (C∗).
Subcase 1.1.1.1.4. Suppose that D2 is a strong component with at least 4 vertices and at least 3 partite sets. Then it follows
from Theorem 2.1 that there is a 3-cycle C∗ in D2 such that V (D2) \ V (C∗) 6= ∅. Let P = x1x2 . . . x` be a longest path of
D2 − V (C∗). It is clear that P contains at least one vertex from each partite set of D2 − V (C∗). Moreover, there is not only an
arc from C1 to x1 but also an arc from x` to C . Therefore, D′ = D〈C, C1, P〉 is the desired subdigraph.
Subcase 1.1.1.2. D1 contains vertices from exactly two partite sets. Then D1 is a 4-cycle, say C1 = u1u2u3u4u1. Clearly,
D1 → D2. Since D is 3-strong, there is at least one arc from C to C1, say v1u1, and at least one arc from D2 to vi for each
1 ≤ i ≤ 3.
Suppose first that u2 → v1. Then we have v3 → u2 since D is 3-strong and every vertex must have at least three in-
neighbors. If v3 → u3, then we choose C∗ = v1u1u2v1 and D′ = D− V (C∗). If u3 → v3, then similarly we have v2 → u3. In
the case when v2 → u4, put C∗ = v3u2u3v3 and D′ = D − V (C∗). In the other case when u4 → v2, let C∗ = u4v2u3u4 and
D′ = D− V (C∗). It is easy to see that in both cases D′ satisfies the requisite properties.
Suppose now that v1 → u2. By a similar argument as above, we may assume v1 → u3, and furthermore, v1 → u4.
Altogether, v1 → C1. Since both of v2 and v3 have arcs to C1, we may confirm similarly that {v2, v3} → C1. Hence, C → C1.
Since D is 3-strong, |V (D2)| ≥ 3.
Subcase 1.1.1.2.1. Suppose that |V (D2)| = 3. It can be turned into Subcase 1.1.1.1.3 just by considering D−1.
Subcase 1.1.1.2.2. Suppose that D2 contains vertices from exactly 2 partite sets. Then it is a 4-cycle, say w1w2w3w4w1. By
considering D−1, we confirm that D2 → C . Now C∗ = v1u1w1v1 and D′ = D− V (C∗)meet our requirement.
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Subcase 1.1.1.2.3. Suppose that D2 is a strong component with at least 4 vertices and at least 3 partite sets. Then from the
connectivity assumption of D, there must be a vertex in D2 dominating v1, say w1, and another vertex dominating v2. Let
C∗ = v1u1w1v1 and X1, X2, . . . , Xβ be the weak decomposition of D2 −w1. Observe that {v2, v3} → u2 and u4 → X1. Since
D is 3-strong, there is an arc from Xβ to {v2, v3} and if there is no arc from Xβ to v2, then from the choice of w1, we know
that there must be an arc from Xi to v2 for some 1 ≤ i ≤ β − 1. Therefore, D′ = D− V (C∗) is strong.
Subcase 1.1.1.3. D1 is a strong component with at least 4 vertices and at least 3 partite sets. By considering D−1, we can
reduce the case that |V (D2)| = 3 and the case that D2 contains vertices from exactly 2 partite sets to Subcase 1.1.1.1.4
and Subcase 1.1.1.2.3, respectively. Combining with Lemma 2.9 and Lemma 2.10, we only need to consider the case that
V (D2) = {w1, w2}. Clearly, D1 → D2 → C . Let v1u1 be an arc from C to D1 and X1, X2, . . . , Xβ be the weak decomposition
of D1 − u1. Choose C∗ = v1u1w1v1. Observe that Xβ → w2 → v2. Since D is 3-strong, there is an arc from {v2, v3} to X1 and
if there is no arc from v3 to X1, then there must be an arc from v3 to Xi for some 2 ≤ i ≤ β . Therefore, D′ = D − V (C∗) is
strong.
Subcase 1.1.2. r ≥ 3.
Subcase 1.1.2.1. Suppose that there is a component Di for some 2 ≤ i ≤ r − 1 containing exactly two partite sets. Then Di is
a 4-cycle Ci = w1w2w3w4w1 and Dj → Di → Dk for j = 1, . . . , i− 1 and k = i+ 1, . . . , r .
Subcase 1.1.2.1.1. Assume that Di ↔ C . Then it is not difficult to check that there is a 3-cycle of the form vpvp+1wqvp or
vpwqwq+1vp for some 1 ≤ p ≤ 3 and 1 ≤ q ≤ 4. Now we can choose it to be C∗ and D′ = D− V (C∗).
Subcase 1.1.2.1.2. Assume that Di → C . Since D is 3-strong, there is an arc from C to D1, say v1u1. Now we choose
C∗ = v1u1w1v1 and let X1, X2, . . . , Xβ be the weak decomposition of D1 − u1. From the connectivity assumption of D,
we deduce that if X1 is not strong, then every vertex of X1 has an in-neighbor in {v2, v3}; otherwise, there is at least one arc
from {v2, v3} to X1. Note that there exists an out-neighbor of v3 in D− V (C∗). So D′ = D− V (C∗) is strong.
Subcase 1.1.2.1.3. Assume that C → Di. If V (Dr) = {x}, then i < r − 1 and there is an arc from Dr−1 to C , say xr−1v1. Nowwe
can choose C∗ = v1w1xr−1v1 and D′ = D−V (C∗). If V (Dr) = {x1, x2}, then x1, x2 are from the same partite set and Dr → C .
Let C∗ = v1w1x1v1 and D′ = D− V (C∗). It is easy to check that C∗ and D′ meet our requirement. If Dr is a non-trivial strong
component, then by considering the converse digraph D−1, it can be turned into Subcase 1.1.2.1.2.
Subcase 1.1.2.2. Suppose that there is a component Di for some 2 ≤ i ≤ r − 1 containing exactly two vertices. Then let
V (Di) = {w1, w2}, wherew1, w2 are from the same partite set. Ifw1 ↔ C , then it is easy to check that D contains a 3-cycle
of the form vpvp+1w1vp for some 1 ≤ p ≤ 3. We can just choose C∗ = vpvp+1w1vp and D′ = D− V (C∗). Suppose now that
w1 → C or C → w1. Then the rest of the proof is similar to Subcase 1.1.2.1.2 or Subcase 1.1.2.1.3, respectively.
Subcase 1.1.2.3. Every component Di consists of a single vertex xi for i = 2, 3, . . . , r − 1.
Suppose first that there is a 3-cycle of the form vpvp+1xqvp for some 2 ≤ q ≤ r − 1 and 1 ≤ p ≤ 3. Then we choose
C∗ = vpvp+1xqvp. In the case when there is no arc from Dq−1 to Dq+1, then 3 ≤ q ≤ r − 1 since D1 is strong. Moreover, xq−1
and xq+1 belong to the same partite set, where V (Dq+1) = {xq+1}. So Dq−2 → xq+1. Put D′ = D − V (C∗) − {xq−1}. In the
other case, let D′ = D − V (C∗). It is easy to testify that both of the D′ above are of the requisite properties. Assume in the
following that
there is no 3-cycle of the form vpvp+1xqvp. (5)
Suppose next that there is a vertex xi (2 ≤ i ≤ r − 1) dominating some vertex of C , say xiv1. Then we choose xi
(2 ≤ i ≤ r − 1) to be the one with minimum subscript. From the connectivity assumption of D, there is at least one
arc from v1 to D1. If there exists an out-neighbor of v1 in D1, say u1, such that u1 and xi are from different partite sets, then
xiv1u1xi is a 3-cycle. Otherwise, there exists a vertex u2 ∈ V (D1)∩N+(v2) such that u2 → xi. By assumption (5), we deduce
that xi → v2, and then, xiv2u2xi is a 3-cycle. Altogether, there is a 3-cycle of the form xivjuxi for some 1 ≤ j ≤ 3 and
u ∈ V (D1). For convenience, we assume, without loss of generality, that j = 1 and X1, X2, . . . , Xβ is the weak decomposition
of D1 − u.
If v3 dominates a vertex of X1, then we choose C∗ = v1uxiv1. In the case when r = 3 and there is an arc from Xβ to D3,
we may choose D′ = D − V (C∗). In the case when r = 3 and there is no arc from Xβ to D3, we may assume that Xβ = {y},
V (D3) = {x3} and y, x3 belong to the same partite set. Hence, we take D′ = D − V (C∗) − {y}. In the case when r ≥ 4, we
can choose D′ = D− V (C∗) from the choice of xi.
If X1 ⇒ v3, then v2 must dominate a vertex of X1.
For the case when r = 3 and there is no arc from Xβ to D3, we may assume that Xβ = {y}, V (D3) = {x3} and y, x3 are
from the same partite set. Hence, u → x3. In the case when v3 dominates a vertex in V (D) \ {v1, u, xi, y}, we can choose
C∗ = v1uxiv1 and D′ = D−V (C∗)−{y}. In the case when there is a vertex in V (D) \ {v1, u, xi, y}which belongs to the same
partite set as v3, then C∗ = v1uxiv1 and D′ = D − V (C∗) − {y, v3}meet our requirement. In the remaining cases, we have
N+(v3) ⊆ {v1, u, xi, y} and (V (D) \ {v1, u, xi, y}) → v3. If v3 → xi, then from assumption (5), we know that v2 and xi are
from the same partite, which implies that xi has only two out-neighbors, a contradiction. So xi ⇒ v3, N+(v3) = {v1, u, y}
and we can take C∗ = v3ux3v3 and D′ = D− V (C∗).
For the case when r = 3 and there is at least one arc from Xβ to D3, we have i = 2. If v3 dominates a vertex in
V (D) \ {v1, u, xi}, we choose C∗ = v1uxiv1 and D′ = D − V (C∗). If there is a vertex in V (D) \ {v1, u, xi} which belongs
to the same partite set as v3, then C∗ = v1uxiv1 and D′ = D − V (C∗) − {v3} meet our requirement. Otherwise, we have
S. Li et al. / Discrete Applied Mathematics 158 (2010) 340–348 347
N+(v3) = {v1, u, xi} and all the other vertices dominate v3. From v3 → xi and assumption (5), we conclude that xi and v2
are from the same partite set. Hence, |V (Dr)| ≥ 2 and xi → Dr . Clearly, we can find a vertex w ∈ V (Dr) dominated by xi
and another vertex dominating v1. Note that w → v3. So C∗ = v3xiwv3 and D′ = D − V (C∗) are the desired 3-cycle and
subdigraph, respectively.
For the case when r ≥ 4, by a similar argument as above, wemay assume that N+(v3) = {v1, u, xi}, all the other vertices
dominate v3 and xi, v2 are from the same partite set. If i ≤ r − 2, then we choose C∗ = v3xixi+1v3 and D′ = D − V (C∗).
Otherwise, we have i = r − 1, and then, |V (Dr)| ≥ 2. The rest of the proof is similar to the discussion above.
Suppose now that C ⇒ Di for i = 2, 3, . . . , r − 1. Then there is at least one arc from C to xi for i = 2, 3, . . . , r − 1.
If Dr contains a cycle, then by considering D−1, it can be transformed to the case that there is an arc from xi to C for some
2 ≤ i ≤ r − 1. Otherwise, |V (Dr)| ≤ 2 and xr−1 has at most two out-neighbors, a contradiction.
Subcase 1.2. D1 contains no cycle, but Dr does.
By considering D−1 it can be transformed to Subcase 1.1.
Subcase 1.3. D1 and Dr both contain no cycle.
It follows that |V (Dj)| ≤ 2 for j = 1, r and Dr → C → D1. From the assumption that D−V (C) contains a cycle, we know
that r ≥ 3 and there exists a component Di for some 2 ≤ i ≤ r − 1 containing vertices from exactly two partite sets. The
rest of the proof is analogous to Subcase 1.1.2.1. But we do not need to discuss the case C → Di, since it can be turned into
the case Di → C just by considering D−1.
Case 2. D− V (C) contains no cycle.
It follows that |V (Di)| ≤ 2 for i = 1, 2, . . . , r . Hence, r ≥ 3 and Dr → C → D1.
Subcase 2.1. There is an arc from D1 to Dr , say u1w.
Let xr−1v1 be an arc from Dr−1 to C , since |N+(Dr−1) ∩ V (C)| ≥ 1. Suppose first that r = 3. Because of |V (D)| ≥ 8, at
least two components contain two vertices. Assume, without loss of generality, that V (D1) = {u1, u2} (otherwise, we may
consider D−1). Hence, D1 → {D2,D3}. Now C∗ = xr−1v1u1xr−1 and D′ = D− V (C∗)meet our requirement.
Suppose now that r ≥ 4. If V (D1) = {u1}, then from the connectivity assumption of D, at least one vertex of v1 and v2
belongs to N−(D2). No matter which one holds, it can be transformed to Case 1 just by taking C = v3u1wv3, since D− V (C)
has a cycle.
Nowwe consider the case when V (D1) = {u1, u2}. It is clear that v1u2xr−1v1 is a 3-cycle. By replacing C = v1v2v3v1 with
the 3-cyclewv3u1w we can reduce this case to Case 1.
Subcase 2.2. There is no arc from D1 to Dr .
In this case we may assume that D1 = {u}, Dr = {w} and u, w belong to the same partite set. So r ≥ 4 and
C → D1 → Di → Dr → C for i = 2, . . . , r − 1. Since |N−(D2) ∩ V (C)| ≥ 2 and |N+(Dr−1) ∩ V (C)| ≥ 2, we may
assume that v1x2 is an arc from C to D2. Moreover, there is an arc from Dr−1 to {v2, v3}, say xr−1v2. We can transform this
case to Case 1 just by replacing C = v1v2v3v1 with C = v1x2wv1, since C ′ = v2uxr−1v2 is a cycle in D− V (C).
We have now exhausted all possible cases, and therefore, the proof of this theorem is complete. 
From the proof of Lemmas 2.8–2.10 and Theorem 3.1, we can derive another supplement to Reid’s theorem.
Theorem 3.2. Every (α(D)+ 1)-strong n-partite tournament D with n ≥ 6 has two disjoint cycles which contain vertices from
exactly 3 and n− 3 partite sets, respectively, unless it is isomorphic to T 17 .
Proof. Let V1, V2, . . . , Vn be the partite sets of D. For α(D) = 1, we are done by Theorem 1.1. For α(D) ≥ 2, from the proof
of Lemmas 2.8–2.10 and Theorem 3.1, we can always find a 3-cycle C∗ and a strong subdigraph D′ of D − V (C∗) such that
(C∗ ∪ D′) ∩ Vi 6= ∅ for i = 1, 2, . . . , n. Hence, D′ contains at least n − 3 partite sets. By Theorem 2.6, there is a cycle C∗∗
in D′ which contains vertices from exactly n − 3 partite sets. Therefore, C∗ and C∗∗ are the desired cycles and the proof is
complete. 
By a similar proof as for Theorem 3.2, we obtain the third supplement to Reid’s theorem. But now we choose C∗∗ to be a
longest cycle of D′, and then, it contains at least one vertex from each partite set of D′. So the following theorem holds.
Theorem 3.3. Every (α(D) + 1)-strong n-partite tournament D with n ≥ 6 has two disjoint cycles C∗ and C∗∗ satisfying that
C∗ contains vertices from exactly 3 partite sets and V (C∗)∪ V (C∗∗) contains at least one vertex from each partite set of D, unless
it is isomorphic to T 17 .
A consequence to regular multipartite tournaments can be immediately derived from Theorems 2.7 and 3.2.
Corollary 3.4. Every regular n-partite tournament with n ≥ 6 has two disjoint cycles which contain vertices from exactly 3 and
n− 3 partite sets, respectively, unless it is isomorphic to T 17 .
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