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While the operating conditions are the main factors that influence engine design, it
is important to understand ignition in any potential design to ensure reliable light-ability.
Ignition probability maps can be generated, either experimentally or numerically, to inform design of ignition mechanisms. Recent models have been proposed to estimate ignition probability using non-reacting computational fluid dynamic (CFD) simulations. These
models have not been applied to scramjet flame holding cavities. A qualitative model is described that uses tracer particles that probe CFD data and are removed when the conditions
are adverse to flame survivability. The parameters that influence ignition are investigated
by changing the criteria to define the flammable region. A quantitative model is developed
based on a frozen flow assumption and the assumption that a region exists such that the
geometry can be considered ignited if a flame is able to be propagated to this region. A
virtual flame begin in this “ignition region” and propagates backwards in time to all the

cells that would be successful if forward time was used. This model is implemented with
an Eulerian and a Lagrangian scheme (IMIT and LIMIT, respectively). The results are
compared to a previous cold-flow model, I-CRIT-LES, on a low speed, lifted jet geometry
and a supersonic cavity geometry. The models generate similar results on the jet case. A
diffusion-like effect in IMIT allows the virtual flame to propagate over streamlines and into
cells that the flame should not be able to reach. Thus the cavity ignition map generated by
IMIT overpredicts ignition. The diffusion-like problem is solved by using particles following the streamlines. Therefore, LIMIT results match the qualitative experimental data in
the cavity better than the other models.
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CHAPTER 1
INTRODUCTION

The majority of effort put into engine design is focused on operating performance. The
three main objectives of internal combustion engine design are maximizing efficiency and
power output while minimizing pollutant (NOx , unburnt fuel, soot, etc.) production. These
three design objectives are usually in competition with each other, and an increase in one
area results in a decrease in the other two. Therefore, the engine’s design would be based
on which objective it needs to achieve during operating conditions, which will amount to
most of the engine’s lifetime. Ignition design is usually left as an afterthought.
Just because ignition design is not given as much weight in the design process does
not mean that ignition is not just as important. Just as engineers need to be confident in
the operating performance the engine, they need to be confident that the engine will ignite.
Take a normal jet aircraft as an example. The engine is ignited while the aircraft is safe on
the ground, and if ignition fails, then there is no harm done. Ignition can be tried again.
However, if the aircraft is flying (at the engine’s designed operating conditions) and the
held flame gets blown out, then the engine would need to be reignited. However, this time
the engine is under different conditions than when ignition usually occurs. The engine
failing to ignite in this scenario would result in a disaster for the aircraft.
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The forced ignition process is composed of three phases. First, energy deposition has
to be able form a flame kernel. Second, the flame kernel needs to evolve into a propagating
flame. Third, the flame attaches to an anchoring point and stabilizes. Ignition probability
maps become important for understanding how the phases affect ignition and determining
the places where energy deposition needs to happen for there to be a high probability that
ignition will happen. Since ignition is a stochastic process, a series of experiments need to
be performed for a single location to determine the ignition probability. Furthermore, to
generate the entire map, the tests need to be repeated for several locations.
It can be challenging and expensive to perform engine ignition experiments for a wide
range of operating conditions. It is easy to conduct experiments at sea level and room temperature but becomes significantly more difficult to perform experiments on an engine at
cruising speed at altitude, even more so for scramjet engines. Computational fluid dynamics (CFD) tools can used instead. Numerical simulations remove the physical conditions
barriers to experimental tests and allows for a variety of alternate initial conditions to be
tested relatively quickly and cheaply.
CFD simulations with combustion, however, can become prohibitively expensive. Detailed chemistry interactions can contain hundred of intermediate chemical reactions and
species, all adding to the time needed to resolve a CFD simulation. Assumptions can be
made to reduce the chemical interactions to a more simplified chemistry model, but that
still would not be enough to make it economically feasible to generate an ignition probability map for real world engineering problems.

2

There have been recent studies (discussed in Section 2.8) that suggest ignition probability maps generated from non-reaction, or cold-flow, CFD data compare reasonably well
with experimental ignition maps. Ignition maps generated this way become very quick
to generate and can be useful for understanding how specific parameters can affect ignition. These maps can inform where further investigations should be focused with a more
detailed analysis.
While cold-flow ignition probability maps have been successful in academic cases (e.g.
lifted flame jets) and production aircraft engines, they had not been applied to scramjet
flame holding geometries. The objective of this thesis is to determine if cold-flow ignition
techniques can generate ignition probability maps that agree qualitatively with experiments
in a flame holding cavity in supersonic flow. After an exploration of which modeling parameters are important for cold-flow ignition models, a model is developed which attempts
to remove some of the arbitrariness of previous models. The Eulerian and Lagrangian interpretations of the model are then applied to a supersonic cavity case and a lifted flame jet
case.
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CHAPTER 2
BACKGROUND

2.1

Combustion Theory
Combustion, itself, is defined by the oxidation of some fuel which results in heat re-

lease. This is a broad definition and covers several regimes of types of chemical reactions.
Combustion is commonly thought to be associated with flames, which distinctly divides
burnt and unburnt regions, but there can be flameless combustion where the mixture volumetrically autoignites.
Flames can be described as premixed, diffusion, or partially-premixed depending the
reactants. A premixed flame occurs when the reactants are mixed on a molecular level
prior to combustion. An example would be a flame on a Bunsen burner where the fuel and
air are mixed in the chimney prior to burning. In a diffusion (non-premixed) flame, the
fuel and oxidizer are separated and the mixing and combustion occur at the interface. For
example, in a candle flame the air is on the outside of the flame while the fuel (evaporated
wax) is on the inside of the flame. Partially-premixed flames are a hybridization where
some of the fuel and air are premixed before hand but a diffusion layer still exists.
Turbulence levels affect the flame physics as well. Turbulence can have the effect of
wrinkling the flame and speeding up the flame propagation speed. In a non-premixed flame,
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for example, the turbulence will enhance the mixing in addition to the mixing caused by
diffusion. Further details of turbulence-combustion regimes are given later in this section.
Finally, combustion can either be a detonation or a deflagration depending on the speed
of the flame front. Detonations are defined by rapid energy release resulting in a front
traveling faster than the speed of sound. Deflagrations release energy much slower and
results subsonic flame speeds. As turbulence increases the flame speed, deflagrations can
transition to detonations. Only the deflagration flames are relevant to this thesis.

2.1.1

Chemical Kinematics

A generic reaction can be written in the form of
kf

A + B ←→ C + D,
kr

(2.1)

where A and B are the reactant chemical species and C, D are the product species, and kf
is the forward reaction rate coefficient. Reactions, however, can go in both directions, so
there is a reverse reaction rate coefficient, kr , to account for species C and D turning into
species A and B. The rate of change of a specific species can be calculated. For example,
if one was interested in rate of change of species A:
d[χA ]
= −kf (T )[χA ][χB ] + kr (T )[χC ][χD ],
dt

(2.2)

where χi is the molar concentration of the ith species. The forward reaction rate coefficient
is negative to account for A being used up in the reaction. For the same reason the reverse
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reaction rate coefficient is positive to account for the formation of A. The reaction rate
coefficients follow the Arrhenius form

−EA
,
k(T ) = A · exp
Ru · T


(2.3)

where A is a pre-exponential factor, EA is the activation energy, and Ru is the gas constant.
General a chemical reaction will proceed through through several secondary reactions
and involve several sub-species. Therefore, the global reaction results in a series of ordinary differential equations such that

d[χi ](t)
= fi [χ1 ](t), [χ2 ](t), . . . , [χn ](t)
dt
for n number of species in the reaction. The production rate for species j, ω̇j ≡

(2.4)
d[χj ](t)
,
dt

can be calculated by
ω̇j =

L
X

νji qi ,

(2.5)

i=1

where L is the number of reactions and
νij = (νijP − νijR ).

(2.6)

νijR and νijP are the stoichiometric coefficients for the reactants and the projects, respectively,
for the jth species in the ith reaction. The rate of progress variable, qi is calculated by
N
N
Y
Y
 νijR
 νijP
qi = kf i
χj
− kri
χj .
j=1

(2.7)

j=1

For a general hydrocarbon - air reaction, the global, stoichiometric reaction can be
written as
Cx Hy + a(O2 + 3.76N2 ) −→ xCO2 + (y/2)H2 O + a3.76N2 ,
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(2.8)

where
a = x + y/4

(2.9)

and x and y are the number of carbon and hydrogen atoms, respectively, that define the
hydrocarbon molecule. The stoichiometric fuel-to-air ratio is then calculated by
!
1 M Wf uel
mf uel
=
.
(F/A)stoic =
mair
4.76a M Wair

(2.10)

stoic

The mixture will not always be at stoichiometric levels so it becomes useful to define
the equivalence ratio,
φ=

(F/A)
,
(F/A)stoich

(2.11)

as the ratio of actual fuel-to-air mixture to the stoichiometric fuel-to-air mixture. A lean
mixture, φ < 1, is where the mixture is fuel deficient so there is excess oxidizer for the
reaction. A rich mixture, φ > 1, is when there is excess fuel in the reaction. Combustion
cannot be self-sustaining if the mixture is too lean or too rich. This range defines the
flammability limits.

2.1.2

Laminar Flames

Flame speed is an important quantity in many combustion problems. A control volume
can be drawn around a premixed flame front, Figure 2.1. On the left side of the flame front
are unburnt quantities while the burnt quantities are on the right side of the front. If the
flame front is stationary in the control volume, then the laminar flame speed is equal to
the velocity of the unburnt mixture entering into the flame front, Sl = uu . Thus, using the
continuity equation, the flame speed can be calculated by
ρu Sl A = ρb ub A
7

(2.12)

or
Sl =

ρb
ub .
ρu

(2.13)

The burnt quantities can be determined by solving the chemical kinematic equations coupled to conservation of mass, momentum, and energy equations. The equations can be
solved using available programs such as Cantera [40]. Alternatively, the flame speed can
be experimentally determined using premixed planar flames by changing the unburnt velocity until the flame stands still.

Figure 2.1
Control volume of flame

The other main parameter important for premixed laminar flow is the flame thickness,
lf , which represents the thickness of the reaction zone governed of molecular diffusion.
There are no distinct boundaries to describe the flame; the flame is not a discontinuity.
Fluid properties change smoothly through the flame. Therefore, lf is approximated by
lf =

Tb − Tu
dT
dx

,

(2.14)

max

which is explained graphically in Figure 2.2. A flame temperature profile is sketched from
the unburnt to the burnt limits.

dT
dx max

is the maximum temperature gradient in the flame,
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which is at an inflection point in the profile. The thickness would then be the gradient
extrapolated to the unburnt and burnt temperature limits. Also shown in Figure 2.2 are
different regions within the flame layer. The preheat zone has few chemical reactions.
The fuel-consumption layer, lδ , is also known as the inner layer and contains most of the
reactions in which most of the fuel is consumed, as the name would suggest. This region
results in most of the heat release in the flame. According to Peters [80] the inner layer
contains the reactions responsible for the flame to be self-sustaining. The last region is
the oxidation layer in which the intermediate species formed in the inner layer oxidize
releasing more heat, but not as much as in the inner layer.

Figure 2.2
Premixed flame thickness diagram

9

2.1.3

Turbulent Flames

Turbulence in a flow results from instabilities in a flow resulting in seemingly random fluctuations in flow properties, as illustrated in Figure 2.3. Some flow quantity, q(t),
changes over time by fluctuating around a mean value, q̄. Thus, the turbulent quantity can
be represented by
q(t) = q̄ + q 0 (t),

(2.15)

or the summation of the mean and the fluctuating components of the quantity. The fluctuating component is also useful for quantifying the levels of turbulence in the flow, known as
the turbulent intensity. The intensity is defined as the root-mean-square of the fluctuating
component of velocity,
u0rms

q
≡ u0 (t)2 .

(2.16)

The greater the instantaneous velocity deviates from the mean value, the higher the turbulent intensity becomes. For simplicity in this thesis, the rms subscript is dropped so that
u0 will refer to the turbulent intensity. It turbulent intensity is also used in calculating the
turbulent kinetic energy, or the energy associated with the turbulent structures
3
k = u02 .
2

(2.17)

Turbulent flow is comprised of eddies of varying scales that interact with each other.
Energy is cascaded as large eddies generate smaller eddies that generate even smaller eddies, which continues until the energy can be dissipated by viscous effects. The scales of
the eddies are bounded between the integral length scale and the Kolmogorov microscale.
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Figure 2.3
Turbulence schematic

The integral length scale, l0 , represents the mean size of the largest eddies and is the
scale containing most of the turbulent kinetic energy. It approximates the correlation distance beyond which there ceases to be any velocity correlation between two points. Going
on this basis, the integral scale is found by integrating the two-point in space velocity
correlation coefficient
∞

Z
l0 =

R(r)dr,

(2.18)

u0 (0)u0 (r)
.
u0 (0)u0 (r)

(2.19)

0

where
R(r) =

At the opposite end of the turbulence spectrum is the Kolmogorov microscale, lK ,
which is the size smallest eddies. Past this point the viscosity effects become important
and dissipate the kinetic energy into internal energy. This scale is approximated by

lK ≈

ν3
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1/4
,

(2.20)

where ν is the kinematic fluid viscosity and  is the turbulent kinetic energy dissipation
rate, which can be approximated by
≈

3 02
u
2
.
l0 /u0

(2.21)

The eddies will interact with the flame in a turbulent-combustion problem and the effect
will be dependent on the size of the eddies compared to laminar flame thickness. These
different regimes for premixed turbulent flames are described by Peters [80] in Figure 2.4.
The turbulent Reynolds number is defined as

Re =

u0 l0
.
Sl lF

(2.22)

Any flame with Re < 1 is in the laminar regime. The Karlovitz number, Ka, is a ratio of
the chemical time scales to the timescales related to the Kolmogorov scale turbulence and
can be defined in premixed combustion as

Ka =

lF 2
.
lK 2

(2.23)

The flamelet regimes are defined by having combustion with Ka < 1, which suggests
that the smallest eddies are larger than the flame thickness, and, thus, the eddies are too
large to interact with the chemistry. The flame is locally laminar while the turbulence has
the effect of only wrinkling the flame. The wrinkled flamelet regime are the cases where
u0 < Sl , meaning that laminar effects dominate over the turbulent turnover velocity. In the
corrugated flamelet regime, some eddies that are able to push and pull against the flame
front causing significant wrinkling increasing the flame area as illustrated in Figure 2.5.
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Figure 2.4
Premixed turbulent combustion regime diagram

Assuming that the mass burn rate is the same through the average flame front, Ā, as through
the wrinkled flame front, Af lamelet ,
ρu ĀSt = ρu Af lamelet Sl ,

(2.24)

then the turbulent flame speed, St , must be greater than Sl such that
St
Af lamelet
=
.
Sl
Ā

(2.25)

The turbulent flame speed can be calculated if Af lamelet can be calculated. Damköhler [29]
estimated
St
u0
=1+ .
Sl
Sl

(2.26)

The turbulent flame speed model is linear in fashion, but actual St (u0 ) is nonlinear as
illustrated in Figure 2.6.
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Figure 2.5
Wrinkling effects of flamelet regime

Figure 2.6
Schematic of turbulent flame speed
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The instantaneous wrinkled flame’s thickness is equivalent to the laminar thickness.
However, a temporal average of all the instantaneous flames results in a thickened reaction
zone, also known as the turbulent flame brush. The concept is illustrated in Figure 2.7.
Each of the solid lines represented an instantaneous wrinkled flame. The flames vary between the two vertical, dashed lines which represent the flame brush.

Figure 2.7
Turbulent flame brush

A second Karlovitz number, Kaδ , is defined as the ratio of scales of the fuel-consumption
layer to the Kolmogorov scales

Kaδ =

lδ 2
= δ 2 Ka.
lK 2

(2.27)

This defines another boundary, where the distributed reaction zone (DRZ), or broken reaction zone, is the region where Kaδ > 1. Where in the flamelet regimes the smallest eddies
are bigger than the flame thickness, these eddies in DRZ flames are smaller than the fuel-
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consumption layer. The turbulence effects must be taken into account in Equation (2.2),
for example
kf = kf + kf0 ,
[χA ] = [χA ] + [χA ]0 ,

(2.28)

[χB ] = [χB ] + [χB ]0 .
This requires closure of correlations of all the fluctuating values and becomes challenging
to model.
The last regime in Figure 2.4 is the thin reaction zone (TRZ), which lies between the
flamelets regimes and the DRZ. In this regime, the eddies are able to interact with the
flame, but are still too large to interfere with the consumption layer. The larger eddies act
to wrinkle the flame while the smaller eddies enhance the mixing and diffusing scalars over
the distances on the length scales of these eddies. The turbulence dominates the burning
rate instead of the chemical kinematics, thus, the laminar assumption made in the flamelet
regimes cannot be made in this regime.

2.2

Computational Fluid Dynamics
Different computational techniques exist for solving turbulent flow depending how the

turbulent fluctuations are accounted for.
Reynolds-averaged Navier-Stokes (RANS) solves the time-average turbulent flow while
the effects of the fluctuations are modeled. During the averaging unclosed higher order
terms appear, such as the Reynolds stress (ρu0i u0j ). Reynolds stress can be solved with
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additional transport equations, but these equations themselves are unclosed and must be
modeled. Thus, a variety of turbulence models have been developed.
In a direct numerical simulation (DNS), all the turbulent scales are resolved on the
mesh and no modeling is required. However, as the mesh size has to be refined enough to
capture the Kolmogorov scales, the computational costs increases on proportional to Re3 .
DNS quickly become impractical for anything other fundamental applications.
A large eddy simulation (LES) is the in-between of DNS and RANS. It resolves the
larger, energy containing eddies, while the effects of eddies smaller than a filter length are
approximated with a subgrid scale (SGS) model.
A schematic of these resolutions are illustrated in Figure 2.8.

Figure 2.8
Turbulent resolutions

A more recent, fourth technique is hybrid RANS/LES. These models operate in RANS
mode in near wall regions where the integral length scales are small. They switch to LES
mode when the mesh becomes fine enough compared to the turbulent length scales, such
as in a detatched boundary layer. The models used in this thesis are improved delayed
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detached eddy simulation (IDDES) [90] and dynamic hybrid RANS/LES (DHRL) [13,
102].
The filtered equations for mass, momentum, and energy for a single-phase, multispecies, compressible fluid flow in Loci/Chem are as follows:
Mass:
∂  f 
∂
∂  f
ρbYm uei =
ρbYm +
∂t
∂xi
∂xi



∂ Yf
m
−Dm
+ DiRm
∂xi


+ ω̇f
m

(2.29)

Momentum:



∂
∂
∂
∂ pb
+
ρbuei +
ρbuei uej = −
σij + τij
∂t
∂xj
∂xi ∂xj

(2.30)

 e


∂ 
∂
∂
T
∂  e
e =
ρbE +
ρbuej H
k
+ qj + uei σij + uei τij .
∂t
∂xj
∂xj
∂xj

(2.31)

Energy:

The laminar stress tensor is

σij = µ

∂ uei ∂ uej
+
∂ uej
∂ uei




2 ∂ uek
− δij
,
3 ∂xk

(2.32)

and the turbulent stress tensor, turbulent heat flux, and turbulent diffusion,

τij = − ρu
d
buei uej ,
i uj − ρ



d
e
qj = −cp ρuj T − ρbuej T ,

(2.33)
(2.34)

and
DiRm



d
f
= − ρui Ym − ρbuei Ym ,

respectively, are unclosed and require modeling.
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(2.35)

The above equations use a non-specific filtering operation (ˆ) and a density weighted
average ( ˜ ), e.g. qe = ρq/b
b ρ. The filtering operation could be an LES spatial filter or
Reynolds averaging.
Numerical methods have recieved a lot of traction in analyzing combustion problems.
Cuenot et al. [27] detailed current areas of study in which CFD is used to solve combustion problems: extinction limits, combustion instabilities, pollutant formation, and ignition.
The paper gives examples of significant research in each of these areas. The remaining sections of this chapter give background information to be considered for supersonic ignition.
This chapter ends with a section describing ignition probability mapping models with an
emphasis on cold-flow.

2.3

Spherical Flame Evolution
In standard methods of forced ignition, energy is deposited into a small region, either

by a spark or a laser, to form the flame kernel. The kernel initially expands outward in a
spherical manner, and the surface area of the flame changes over time. The changing area
is used to define a flame stretch,
K=

1 dA
,
A dt

(2.36)

where K > 0 is a stretched flame and K = 0 is a planar flame. These stretched flames
have different properties than planar flames. Laminar spherical flames can exist within
a turbulent regime if, for example, the kernel is smaller than the eddies. Also, there are
important aspects of laminar flames that need to be understood to help understand turbu-
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lent flames. For these reasons, this section discusses research in laminar and turbulent
spherically expanding flames.

2.3.1

Laminar Spherical Flames

Several theoretical and numerical analyses were performed to study ignition and evolution of a laminar, spherical flame.
The effects of non-adiabatic reactions [25, 109], detailed chemistry [108, 57], and
Lewis number, the ratio of thermal to mass diffusivities

Le =

α
,
D

(2.37)

on the flame propagation are studied. These papers analyze the transition of a flame kernel
into a propagation spherical flame, a stationary flame ball, a propagating self-extinguishing
flame, or a decaying flame kernel. How the flame kernel evolves depend on the transport and kinetic properties, energy addition, fuel concentration, and radiative heat losses.
These papers also discuss the chemistry assumption effects on the minimum ignition energy (MIE) and the critical radius. The critical radius is the minimum radius an initial
flame kernel needs to be to be able to propagate into a stable flame, and MIE is the energy
needed to raise a ball of gas with radius equal to critical radius to the flame temperature.
Laminar, spherical flame experiments are also helpful determining the Markstein number (M a) [109, 11]. The Markstein number is a ratio of a Markstein length to the laminar
flame thickness,
Ma =
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L
,
lf

(2.38)

and
Sf = Sl − LK,

(2.39)

where Sf is the stretched flame speed. The Markstein number describes how much the
flame stretch affects the flame speed: the planar flame is the unstretched limit and the flame
speed generally decreases as the flame becomes more stretched (smaller spherical flame
radius). A critical effective Lewis number is defined such that if the Lewis number is above
(below) this limit, then the flame speed increases (decreases) with increasing spherical
flame radius. Tseng et al. [97] calculated Markstein numbers for propane, methane, ethane,
and ethylene. The authors noticed that Markstein numbers vary linearly with equivalence
ratio for the tested conditions.
It is generally assumed that flame speed varies linearly with the Markstein length,
Equation (2.39), so the unstretched laminar flame speed can be extrapolated from flame
speeds generated by expanding flames. However, Wu et al. [107] showed that doing this
could possibly lead to significant approximation errors for when the Lewis number is appreciably different from one. The authors suggest way to appropriately quantify uncertainty in models and ways to avoid large errors.

2.3.2

Turbulent Spherical Flames

Turbulent “spherically” expanding flames have also been thoroughly examined. Like
with laminar cases, flame stretching affects the flame displacement speed and heat release
rates in turbulent flames. Bradley and coworkers [14, 16, 15] studied expanding and contracting spherical, turbulent flames. The major motivation of this work was to evaluate
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terms to be used in turbulent-combustion models. However, this work also showed that the
definition of flame radius is important, whether it be the outer radius, inner radius, or an
average radius of the full turbulent flame brush.
Chaudhuri et al. [24] took 2D PIV images in a premixed, turbulent, expanding flame
and in the turbulent cold flow. Upon reviewing the PDFs of the strain rates, they found that
normal and tangential strain rates behaved differently. They concluded that this would lead
to two separate time scales to capture both effects adequately.
Researchers have tried to quantify other influences on the turbulent flame speed. Bagdanavicius et al. [8] studied the Markstein number due to strain rate on the velocity and
flame surface density in an expanding flame experiment and in a burner setup for a variety of fuels, temperatures, and pressures. One major conclusion of this study was that
the turbulent flames can survive strain rates that would normally extinguish a flame due to
transient effects. Wu et al. [107] studied the effects of Lewis number on the turbulent flame
speed on 4 fuels, and found that they had similar normalized flame speeds for Le ≤ 1, but
the similarity broke down with larger Lewis numbers due to local extinctions.

2.4

Turbulent Ignition
When studying ignition, it is important to understand what conditions will lead to failed

ignition by the quenching of the flame kernel. Poinsot et al. [82] studied quenching in
premixed turbulent flames by analyzing flame-vortex interactions in DNS with simplified
chemistry. It was found that strain rate alone did not lead to quenching, but rather heat loss,
curvature, viscous dissipation, and transient dynamics all played a role in the quenching
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process. They concluded that the laminar limit assumption is only valid for cases where
the radius of curvature of the flame is greater than 5 times the laminar flame thickness.
Chakraborty [21] performed a 3D, DNS study of spark ignition in a turbulent, nonhomogeneous mixture using a simplified chemistry model. The spark was represented by
a Gaussian energy distribution. The simulations showed that there was a non-zero chance
of there being negative, local flame edge speed, and that the probability increased with
the turbulent intensity. These negative speeds lead to failed ignition. More information on
negative flame displacement speeds can be found in Gran et al. [41] and in a review of edge
flames by Buckmaster [18].
Cardin et al. [19] performed a study to analyze the effects that turbulence has on MIE in
a lean, premixed methane environment using laser induced breakdown ignition. A review
of laser ignition methods and comparisons to more conventional strategies can be found
in Ronney [86]. It was found that distinct transition in MIE from low to high turbulent
intensities.
When dealing with premixed flames, the question can arise of how well the fuel and
oxidizer are premixed. It can occur that the mixture is not homogenous. For example,
heterogeneous mixtures can occur in local extinction of a diffusion flame [36, 58], and the
stratified mixedness will affect the flame properties. Poinsot et al. [83] performed 1D and
2D DNS studies to study these effects. They found that partial premixing induces flame
stretch and a production of flame surface area; however, this flame surface production is
negligible in the turbulent case they studied. They also found that the flame propagation
speed is dependent on the mixture fraction and its gradient. Numerical investigations by
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Hélie and Trouvé [49] confirmed that partial premixedness did not affect the flame surface
production, but the authors did not that it have a negative affect on the overall mean reaction
rate.
Shi and Chen [89] studied 1D stratified methane/air flames. They found that a flame
following a rich-to-lean stratification can increase the flame speed over a homogenous
mixture due to the diffusion of excess hydrogen radicals transferring energy to the preheat
zone. The authors also developed a model to calculate laminar flame speeds through an
arbitrary stratified mixture by introducing a mixedness history term.
Mastorakos conducted a review of ignition processes in heterogeneous mixtures [69].
This review covered both auto-ignition and forced ignition in partially premixed gaseous
mixtures and in two-phase mixtures. This paper goes into detail about flame growth and
stability mechanisms as well as modeling approaches for the different types of ignition.
The author wrote another review paper [70] that went into further detail about the mechanisms in forced ignition of two-phase mixtures.
Barré [9] and coworkers [10] performed work on the ignition processes in multiple injector burner geometries starting from the ignition of a single injector to the flame spreading and ignition of the subsequent injectors. These analyses compared experimental data
to two-step reaction LES numerical simulation. The numerical methods matched the experimental results, thus, effects of flow structures and swirling can be determined from
the LES results. It was found that there were two modes of flame propagation from one
injector to the next based on the distances between the injectors.
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Mulla et al. [73] investigated laser ignition of ethylene mixtures in a Bunsen burner
setup. The authors studied the effects of ignition laser energy and the effects of laminar/transition/turbulent flow on the time evolution of the size and shape of ignition kernel.
A review was done [51] to describe current understanding and challenges with plasmaassisted ignition. Plasma ignition, encompassing several techniques (plasma torch, microwaves, laser induced breakdown, etc.), is used for several reasons (enhanced flame
speed, ultra lean ignition, low emissions, etc.), and is useful for igniting supersonic flow
(scramjet engines). The article describes attempts made to couple plasma physics with
flame and fluid dynamics, as well as, new kinematic models. For example, Miki et al. [71]
showed that plasma induced flames under a constant magnetic field were able to enhance
the mixing in the recirculating zones.

2.5

High Turbulence Considerations
Traditional turbulent-combustion research is focused on flamelet regimes. These are

the regimes that encompass traditional, everyday flames. The quasi-laminar nature of
the flamelet regimes makes modeling easier by ignoring the turbulence effects within the
flame. The turbulence levels supersonic combustors and, to a lesser extent, tradition jet
engines are high enough to enter the other regimes. Additional considerations, such as the
turbulence effects on chemical kinematics, have to be taken into account when dealing with
turbulence-combustion interactions in thin reaction and distributed reaction zones, which
are often found in supersonic flames.
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Gonzalez-Juez et al. [39] compiled a review of papers, both experimental and numerical, dealing with combustion is a variety of supersonic geometries. The focus of the review was to identify problems of using established turbulent combustion models (flamelet,
transported probability density function, linear eddy model, and one-dimensional turbulence model) in high-speed problems. The authors conclude that the models were able to
capture some of the physics of high-speed combustion, but, in their opinion, need to be
improved to provide more reliable answers.
An example of improving a model is given by Izard and Mura [50]. They took the
Lagrangian intermittent model [77] and adapted it for high-speed flows. It was applied to
a non-premixed, supersonic coflow jet. With the improved model, the authors were able
to get good comparisons of the lift-off height and mean temperature profiles compared to
experimental data.
An exploration of turbulence-combustion interaction was performed by Luo [64]. The
author preformed three-dimensional DNS calculations on partially premixed, supersonic
turbulence using a one-step chemistry heat release model. He varied the heat release
rates on different simulations and studied the effects of heat release rate on combustiongenerated turbulence and mixing layer growth rate. He also described the mechanism in
which combustion enhances the turbulence, which, in turn, enhances the combustion.
Early, theoretical work into premixed combustion at extreme turbulence levels was
performed by Zimont [112]. The purpose of the work was to give insight into future high
turbulence-combustion model development. A single transport equation model for the
progress variable by using a turbulent flame speed closure was adapted to high turbulence
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levels. The model developed is only valid for high Reynolds number and high Damköhler
number,
Da =

Sl l0
,
u0 lf

(2.40)

which is the ratio of reaction time scales to transport time scales. High Damköhler numbers
represent large chemical time scales, usually associated with lean mixtures. The model,
with an added stretch-effect closure model, was validated with numerical tests on a double
cone burner.
A more recent high Re - high Da turbulence-combustion model was proposed by
Sabelnikov and Fureby [87] that incorporated the subgrid turbulent-chemistry interaction
in a finite-rate chemistry model. The model is built on similarity between equations for
subgrid scales and two-phase flow. If the subgrid scales can be thought of as a different
phase, then mass can be exchanged between the subgrid and resolved scales. With appropriate closure models, the subgrid and resolved scales are solved simultaneously.
Wabel et al. [101] conducted measurements of flame speeds at extreme levels of turbulence, u0 /Sl between 25 and 163. The authors showed that, at large turbulence levels,
the flame speed is due to factors other than flamelet wrinkling, and that the preheat zone
becomes thicker as small eddies interact with it, but many of the smallest eddies cannot
survive long enough to disturb the reaction zone of the flame. Therefore, turbulence models at higher turbulence levels should distinguish between and only consider the effects of
the turbulence that interacts with the flame.
However, Chaudhuri et al. [23] showed with DNS studies that flame thickness is problem dependent. A lean hydrogen, premixed flame was studied with shear driven turbulence
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and was found to have a flame thickness smaller than the unstretched, laminar flame. The
authors attributed that the thinning of the persistent shear coupled with Le < 1 increased
the heat release rate across the flame region, which brought scalar isolines closer together.
Lapointe et al. [56] conducted 1D and 3D DNS studies of n-heptane flames in the
TRZ and DRZ. The purpose of the study was to explore the effects of Lewis number and
Kaδ on the flame structure. The authors found that flame thickness, reaction rates, and
other flame properties are functions of the Karlovitz number base on actual properties
within the inner flame layer. Usually the unburnt properties are used, which can result
in a significantly higher Karlovitz number. They developed an empirical model for the
turbulent flame thickness based on this Kaδ , which is valid for unity and non-unity Lewis
numbers. Another conclusion from the study was that local flame extinction only occurred
in cases of non-unity Lewis numbers for the ranges that were investigated. The local
extinction probability increased with the Kaδ until the flame transitioned into the DRZ.
The distributed reaction had the effect of making the Lewis number approach one, which
in turn, decreased local extinction.
Zhou et al. [110, 111] verified Lapointe’s results with physical experiments using premixed burner flames. High quality images of the flame layer were captured by the simultaneous imaging four unique sets radical distributions. Each set sampled three species. The
authors found that the inner flame layer thickened because the eddies disperse the longer
living radicals. This radical transport also made it harder to define local flame extinction
with the images.
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2.6

Scramjet Combustor Overview
Ben-Yakar and Hanson [12] described different techniques for flame holders and stabi-

lizers for supersonic combustors. They described three techniques: 1) a recirculation zone
where fuel and air can be mixed at low velocities, like behind a backwards facing step;
2) interaction between the mixture and shock waves, like when fuel is injected normal to
the flow; and 3) when there are coherent unmixed structures to propagate diffusion flames
downstream. The authors also review techniques of using cavities to aid in mixing through
the use of instabilities instead of holding the flame itself.
Moule et al. [72] studied flame stabilization in a supersonic, non-premixed lifted jet
flame. The study involved using LES numerical computations compared to experimental
data. The authors described an auto-ignition process driven by shock induced temperature
rise. The shocks’ pressures also stabilize the flame. The LES was able to accurately
compute the flame lift-off distance.
Pellett [79] did a review of flame holding techniques with scramjet engine geometries,
as well as, ignition. His paper focused on uncertainties that were added in experiments to
try to simulate the high enthalpy of operating conditions. The paper also reviewed chemical
mechanisms and computational studies.
Rasmussen et al. [84] experimentally explore stability limits within a scramjet cavity
flame holder setup. Two cavity geometries (rectangular cavity and one with an exit ramp),
two bulk flow Mach numbers (2 and 3), two fueling schemes (floor injection and back wall
injection), and two fuels (methane and ethylene) were used to explore the lean and rich
blow out limits. Their findings showed that ethylene was more stable than methane in all
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cases due to its lower ignition delay and greater flame speed over methane. Floor fueling
gave better rich blowout limits and was more stable in the rectangular cavity while the back
wall fueling gave better lean blowout limits and was better with the exit ramp geometry.
Lin et al. [59] performed experimental and numerical investigations to explore the operating limits (lean blowout limit, rich blowout limit, etc.) off an ethylene fueled cavity
for different fueling techniques. The techniques explored were: cavity fueling only (with
and without back pressure induced shockwaves), upstream fueling only, and duel upstream
and cavity fueling. One major result found was that the lean blowout limit was lower than
expected, possibly due to wall heating.
Wenxiong et al. [106] also did a study of fueling/ignition techniques in a cavity. The
three techniques were 1) kerosene ignited directly by spark, 2) ethylene ignited directly by
spark, and 3) kerosene ignited by an established ethylene flame. Their study focused on
the analysis of the pre-combustion shock evolution and flame propagation.
Fureby et al. [37] compared numerical and experimental results of a wedge strut injector, which is able to stabilize the flame in the wake instead of in a cavity holder. Comparisons were done between conventional struts and alternating-wedge struts. It was determined that the alternating-wedge strut increased combustion efficiency at the cost of flame
stability.
The standard ways of igniting scramjets is to deposit the energy in or ahead of the flame
holder. However, flame holders increase entropy and drag. Brieschenk et al. [17] were the
first to show that laser induced plasma was able to ignite a mixture injected ahead of the
inlet as to eliminate the need for a flame holding cavity.
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The cavity geometry used for this study uses an exit ramp and ramp fueling with ethylene. This cavity has been the subject of experimental ignition tests [65, 66, 78]. Numerical tests involving cold-flow profiles [81, 48], reacting-flow profiles [47], and ignition
sequence [46] also have been performed on this geometry. Details about these results are
provided in the following chapter.

2.7

Lagrangian Models Used in Turbulent Combustion
Some Lagrangian based models are used in this thesis, but traditional CFD relies on

Eulerian grids. Therefore, it is useful to show examples of how Lagrangian models have
been used previous in turbulent combustion problems. Fortunately, Lagrangian models
have wide range of uses.
Klimenko and Pope [53] used Lagrangian particles with stochastic properties (such as
mixing and motion) to simulation turbulent premixed flames. The model was designed to
be in the flamelet regime and used competitive mixing between burnt and unburnt states.
They analyze their model within convective vs diffusive zones; continuous vs rarified
zones; and physical space vs phase space mixing.
Using Lagrangian particles for mixing is not an oddity. Celis and Silva [20] conducted
a literature review and gave an overview of Lagrangian models used for turbulent mixing.
SGS mixing is needed to get reliable answers in combustion models that are base on PDF
transport, which can be done with particles. Since, however, true Lagrangian mixing requires several particles per cell, typical models are a hybrid of Eulerian and Lagrangian.
There are two ways in which these particles change their composition: change indepen31

dently or by direct interaction with other particles. This paper discusses seven models:
goes into the development of each, compares the results of each, and discusses shortcomings of each. There is currently not model that is universally applicable as each model can
give significant answers depending on the problem.
Flame particle tracking techniques have been used in planar flames [22] and evolving
spherical flame kernels [100] studies. Both of these papers coupled particles that reside on
the evolving flame surface with DNS solutions in premixed hydrogen-air, turbulent flames.
The particles are helpful in tracking individual flame surface elements over time, as well
as, temporal information for those elements. Since the flame particles have a finite lifetime,
unlike fluid elements, they are helpful in studying extinction.
Geikie and Ahmed [38] used a Lagrangian model to examine extinction in a lean,
premixed, propane, bluff body flame. They preformed the computation analysis on a 2D
grid and the flame particle tracking, but also used particles representing vorticity elements
that could be convected. They were able to conclude that extinction was cased by vortex
elements causing excessive strain at the flame elements.
Attempts were made to model the subgrid plasma growth for spark ignition engines.
Tan and Reitz [96] used the discrete-particle ignition kernel (DPIK) model [35] altered
by the turbulence to track initial kernel growth. DPIK uses Lagrangian particles to track
the plasma’s surface as it grows and gets convected and wrinkled by the background flow.
The authors used the resulting kernel as the input to a flamelet combustion model once
the kernel grew large enough to be resolved on the mesh. Dahms et al. [28] took it a step
further, but modeling the electric arc from the spark plug with the particles, which would
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then emit these plasma kernels. The individual plasma kernels could merge together to
form the input flame kernel. This method was able to reproduce general properties for the
ignition in a direct-injection engine.
Since particles are useful in tracking subgrid properties, it is important to know in what
way subgrid turbulence couples with the particles. Salmanzadeh et al. [88] studied the effects that the subgrid scales (SGS) of turbulent fluctuations in LES have on the Lagrangian
particle transport. The authors performed a series of one-way coupled simulations for
varying particle size depositions in a channel. The instantaneous SGS velocity fluctuations were model by using a random Gaussian distribution field that was then scaled by
subgrid kinetic energy. The modeled scales were then added to the resolved scales to be
used in a particle tracking model. The authors found that the SGS fluctuations solved some
unphysical results with smaller particles but had relatively little affect on larger particles.
Since not all SGS fluctuations are Gaussian, Linkmann et al. [61] derived equations to
assess the affects of a SGS model on the intermittency on the inertial scales. They used
multifractal theory in an attempt to understand the coupling between the two scales and
compared to LES and filtered DNS results.

2.8

Ignition Probability Mapping Methods
Experimental ignition probability mapping have been explored in a variety of cases:

turbulent, non-premixed methane bluff bodies [4] and jets [3]; turbulent spray bluff body
[68]; highly strained, lean, premixed bluff body [2]; and turbulent, shearless mixing layers [5]. These maps were generated by sparking several locations several times (usually
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around 100) to generate an ignition probability at each location. In addition to generating
ignition maps, these papers provide analysis of flame kernel growth and convection and
edge-flame propagation. These types of maps can also be generated numerically, which
can be beneficial in the cases that are difficult to conduct experimentally.
Esclapez [32, 33] ran LES simulations of laser ignition in an academic swirled partial
premixed burner. The burner used pure methane as the fuel and the chemistry was modeled
with a 6 species, 2-reaction model. The object of the study was not to determine the
ignition probability map but to use full ignition LES results to identify ignition mechanisms
responsible for success or failure to be used in simpler, cold flow ignition models. The
authors ran the simulations 20 times to get a Pign at three specific locations based on
physical experiments located in an inner recirculation zone (IRZ), a shear layer, and a
swirler jet. The ignition was successful only if the flame stabilized at the injector. While
the authors admit that a 20 test sample size is not large enough to get converged statistics,
the LES Pign for those three locations did agree well with the experiment. The authors
identified that “ignition is successful if the flame kernel penetrates the IRZ and grows
to a minimum size. Failure is either due to the local mixture fraction at ignition time
and location that prevents the formation of a flame kernel or to a strong flame-turbulence
interaction that dislocates the flame kernel and leads to quenching through a diffusion
process.” However, another thing that the study ended up showing is that full ignition LES
is currently prohibitively expensive to generate an ignition map. This study used about
1.5 M CPU hours and about 30 physical days using 2048 processors to just to generate
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non-converged statistics at 3 locations. Using models that interrogate cold flow properties
would drastically cut cost.
Alvani and Fairweather [7] calculated the ignition probability, which they assumed
would be equal to just the flammability factor, in a turbulent jet by implementing a threepart pdf using scalar mean and variance data, along with intermittency data, from a RANS
simulations using a k--γ and a second moment closure turbulence models. The prescribed
pdf model was used to calculate bimodal scalar distributions for the fuel and oxidizer. The
pdfs could then be integrated over the flammability limits. They were able to predict the
flammability factor is many practical jets.
A simple and cheap way of predicting ignition was proposed by Eyssartier et al. [34].
Their model, I-CRIT-LES, uses the cold flow LES data to predict a Pign at each point,
similar to computing F , and they then applied it to a jet flame, a bluff body flow, and a
kerosene/air swirl combustor [34, 44]. The model defines five criteria, similar to criteria defined in Linassier et al. [60], that must be met to ensure a successful ignition: 1)
flammability - the region must be within flammable mixture limits, 2) first kernel - the discharge energy must be able to create a hot gas kernel, 3) kernel growth - local conditions
must allow the flame kernel to grow, 4) wall quenching - the kernel must not quench, and
5) upstream propagation - the flame must be able to propagate upwards at least with the
local condition. For each computational cell, these criteria are assigned a 1 if meets the
condition and a 0 if it fails. Then an ignition index is calculated, Iign = C1 C2 C3 C4 C5 .
This index will be 0 if any of the criteria are 0. Each instantaneous LES solution can be
thought of as independent realizations as long as the simulation has reached a converged
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state and if these solutions are taken at far enough apart in time to ensure that they are
statistically independent from each other. An ensemble average of these realizations will
provide Pign , then, at each point. This model was able to qualitatively predict the shape of
an ignition map in a bluff body flow, but unable to get the Pign . The authors attributed this
to a flame kernel being initialized in an unfavorable region but then being convected to a
favorable region, and vice versa. In recirculation flows the kernel movement is important;
it can propagate to a stable region or get blown out, but I-CRIT-LES does not consider the
evolution of flame kernels after generation. The authors suggest a potential solution would
be to simulate the flame using Lagrangian particles.
Sjölander’s thesis [92] was considering the ignition of a generic combustor based on the
mixture fractions and dilution with inert gases by examining the cold flow. While the thesis
was not directly related to determining ignition probability in the combustor, the author
used a simplistic ignition model to determine whether ignition was achieved. Concentric
spherical zones, which represented assumed quenching distances, were added to the mesh
around the ignition point in which the cold flow Karlovitz number was calculated. As long
as the volume within the sphere associated with the investigated mixture did not exceed a
critical Karlovitz number (Kacrit ), which was taken to be 1.5 [1], then it was assumed that
the kernel would grow to a sustainable flame. This simplistic model only included flame
kernel growth and did not include flame propagation, so it assumed that the kernel was not
blown out. It was found during the analysis that the model predicted no ignition with pure
methane in the combustor, even though ignition occurred experimentally. The model used
was useful enough for exploring the ideas in the thesis but would not be useful in ignition
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mapping, especially with having to take special care in grid generation for each ignition
point to be explored.
Weckering [104, 105] developed two Lagrangian techniques applied to LES to make
an ignition map of a methane-air jet [3]. The first one multiplied the probability of a kernel
formation, just taken as the probability of finding a flammable mixture at the spark location,
and the probability of finding an upstream flame speed in a stable region. First, an analysis
had to be done to find this stable region and the upstream speed. The upstream speed is just
the flame propagation speed, based on a thick turbulent flame speed model, minus the axial
flow field. A particle is injected into the cold flow and follows the fluid dynamics until it
gets to the stable region. The second method is more general formulation of the first. The
upstream flame speed is monitored along the up-wind flame surface as the kernel moves
and is compared to some threshold critical speed. If the kernel never reaches the threshold
then it will get blown out. An advantage of a cold flow based Lagrangian model like is
that these particles can be injected at several locations at the same time step, performing
several simulations at once. A major flaw with this model is that an upstream flame speed,
which is used in determining a successful ignition, is ill-defined in a recirculating flow.
The critical flame speed is also arbitrary.
Neophytou et al. [74, 75] developed a Lagrangian model, SPINTHIR (Stochastic Particle INTegrator for HIgh-altitude Relight), that predicted Pign based on the combustor
volume that got ignited, which allows for more general flow fields than those allowed by
Weckering’s model. The model takes a time-averaged cold flow field and interpolates onto
another mesh. Each cell in the mesh has 2 states: cold or burnt with each cell starting cold.
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At the start of the simulation, the cells within the ignition region are switched to burnt and
each releases a “flame particle.” These particles have properties based on the fluid solution
(velocity, mixture fraction, etc.) and follow the flow using a random walk method. At
each time step, the “flame particle” is removed if its properties fall out of the flammability
limits or exceed Kacrit = 1.5. If a particle reaches a “cold” cell, that cell becomes “burnt”
and releases a “flame particle” with a random velocity from the cell center. Throughout
the simulation a progress variable, πign , is calculated by comparing the “burnt” volume
to the total volume of the combustor region. This is compared to some critical progress
variable, πign,crit , to determine if the region was successfully ignited. The simulation is
repeated several times with different realizations to get the Pign for that ignition location,
and repeated, still, for several locations. This method has been successfully applied to
bluff body flows, counter flows, swirling jets [75, 91], and to more complicated combustor geometries [67, 74, 94, 95]. Unlike with the previous Lagrangian models, the ignition
mapping cannot be made with just one simulation. However, since they all use the same
time-averaged run as the input and since the Lagrangian solutions are not computationally
expensive compared to the CFD solution, this model is not expensive to implement.
SPINTHIR is not without its drawbacks, however. It relies too heavily on user defined
variables. A major problem with this model is defining the πign,crit for any given combustor
geometry. Just exactly how much of the combustor needs to be “burnt” for it to be successful? Of course requiring a higher percentage would decrease Pign . It would require a
sensitivity study for each geometry tested. πign,crit would, of course, be different for different geometries, but it would also be different depending on any simplifications in defining
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a combustor region. For example, it was suggested in [75] to reduce computational time,
to reduce the full geometry to a subsection where the flame can exist. This subsection
will have a different πign,crit than the entire geometry. This would also make it difficult to
compare answers: not only would the simulations have to have the same geometries, but
the subsection would have to be the same, too.
Another point of concern is that the Karlovitz number can be a bit arbitrary. While
Abdel-gayed and Bradley [1] showed a trend of premixed, turbulent flames having a Kacrit
= 1.5 before extinction, there is some scatter about the trend line. It was later shown [26]
that extinction Ka can vary between 0.03 and 20.
A third problem is that the SPINTHIR model does not allow for the “burnt” area to
convect away or allow a fresh mixture to convect into the “burnt” region. In a highly
turbulent, recirculating flow, it is possible for the flame kernel to be convected to a location
that was previously filled with products but currently filled with a fresh mixture, or vice
versa.
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CHAPTER 3
PRELIMINARY CAVITY INVESTIGATION

The cavity test section used in this thesis was tested in the supersonic wind tunnel of
Research Cell 19 at Wright-Patterson Air Force Base [42, 43]. A schematic of this generic
cavity can be seen in Figure 3.1. The cavity is 1.65 cm deep and 15.2 cm wide and has
a 22.5 degree ramp at the rear of the cavity. Ethylene (C2 H4 ), which was the fuel used
in these tests, was injected into the cavity from eleven holes in the ramp at a rate of 56
standard liters per minute (slpm). A Mach 2 flow, with 600 K total temperature and 483
kPa total pressure, was used for the experiments related to this thesis.

3.1

Experimental Results
Experimental tests were performed to explore the ignition properties of the supersonic

cavity. A first important quantity measured in the cavity was the velocity profile by using
particle image velocimetry (PIV) [99]. The PIV results, for both non-reacting and reacting
cases for a variety of fueling rates, were used to help verify numerical tests in the next section. The other important quantity is the fuel-air mixture in the cavity. A nanosecond-gated
laser induced breakdown spectroscopy (n-LIBS) [30, 31, 78] experiment was conducted to
measure the mixture.
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Figure 3.1
Schematic of the cavity used in experiments and simulations

The n-LIBS study was performed by pulsing a laser at 10 Hz up to 300 times at 36
locations, with each pulse measuring the mixture. However, the laser deposited enough
energy to possibly ignite the cavity, so any measurement prior to ignition would measure
the non-reacting mixture and any measurement after ignition would measure the reacting
mixture. As a result of the ignition, few non-ignited mixture measurements could be taken.
A byproduct of this experiment is that it provided a pseudo-ignition map since some of
the locations caused the cavity to ignite while other did not, which is reproduced here in
Figure 3.2. The green locations ignited on the first few laser pulses, the yellow locations
ignited after several pulses, and the red locations did not ignite within the 300 pulse test.
The actual values are in Appendix A.
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Figure 3.2
n-LIBS locations and results

A further, more refined laser ignition experiment was conducted to refine the measurement of ignition in the shear layer and to further the development of ignition mapping
models in this thesis. This experiment contained 33 locations mostly concentrated in the
shear layer, but some of the locations were located near the bottom of the cavity. The laser
was pulsed approximately 1000 times for this experiment. To the author’s knowledge, the
results of this experiment have not been published. Videos of the ignition sequence for a
subset of the locations were captured: three (A-C) along the floor of the cavity and three
(D-F) in the shear layer. These locations and results are shown in Figure 3.3. Two of the
six ignition events are shown in Figure 3.4. The pulses required before ignition data for
these locations can also be found in Appendix A.
Figure 3.4 shows the chemiluminescence of two ignition events in the supersonic cavity
for four frames. The two ignition events shown are for a location on the bottom of the cavity
near the exit ramp (location C) and a location in the shear layer close to the step (location
D). The dashed red lines are a rough estimate of the cavity geometry. Frame 1 is the flame
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Figure 3.3
Refined n-LIBS locations and results

Figure 3.4
Physical flame kernel migration
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kernel formation, frame 2 is kernel migration toward the bottom of the step, frame 3 is
the kernel reaching bottom of the step, and frame 4 is expansion of the kernel into an
expanding flame. The times for each case to reach domains are shown in microseconds
after laser pulse. This trend held true for all of the locations except that there was no
migration for the ignition at location A since the flame kernel was initiated near the bottom
of the step; the flame kernel immediately started growing.
It could be important to precisely track the migration of the flame kernel in understanding the ignition sequence in the cavity. Ma et al. [65, 66] developed a technique to
use chemiluminescence videos from several point of views to non-intrusively measure a
flame kernel size and position. While they used sparks to ignite the cavity instead of laser
pulses, their results were useful for this thesis, nonetheless. They were able to quantify a
flame kernel sphericity, size, and position versus time. These quantities could be used as
modeling parameters in Lagrangian or Eulerian ignition mapping models.

3.2

Numerical Results
Peterson and Hassan [81] performed a variety of studies for the verification of the

numerical methods to be used for future simulations using hybrid RANS/LES. For this
work improved delayed detached-eddy simulation (IDDES) was used with the SpalartAllmaras [6] as the background RANS model. This study also only concerned itself with
non-reacting flow. The authors conducted a thorough grid refinement study on a simplified
grid using four resolutions. The second most refined mesh was used to generate more
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precise, but still reduced, geometry grid, seen in Figure 3.5. The grid is 2.54 cm wide (1/6
the width of the full cavity) and contains 12,670,720 cells.

Figure 3.5
Computational grid for the cavity

An adiabatic, no slip boundary condition was applied to the top wall, bottom wall, and
cavity walls. The side walls used a periodic condition. The exit of the domain used a
supersonic outflow. Two separate inlet profiles, steady and unsteady, were used to study
the effects of the shear layer turbulence level on velocity profile and mixing within the
cavity by comparison with the PIV data. A steady inflow reduced the resolved turbulence
in the shear layer and resulted in a thinner shear layer towards the rear of the cavity. In
addition, the effects of the side walls were explored by comparing the partial-width domain
with periodic boundary conditions to a full-width domain with no slip boundary conditions.
The centerline velocity profiles for both cases were similar, but the full-width simulation
has more resolved turbulent kinetic energy, which increases mixing within the cavity. Due
to the savings on resources, the partial-width domain was deemed satisfactory and is used
for further studies.
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Hassan et al. [48] also conducted a non-reacting study with the aforementioned mesh
using a dynamic hybrid RANS/LES (DHRL) [13, 102] model using Loci/Chem [62, 63]
CFD software, which has been shown to outperform IDDES and RANS in supersonic
cavities [45]. The DHRL solution was compared to an IDDES solution and to the PIV and
n-LIBS results. It should be noted that the non-reacting n-LIBS data is lacking in parts of
the cavity due to only having a few measurements before ignition. That being said, for a
modest increase in computational costs, DHRL was able to better match the experimental
data than IDDES.
A reacting case was also conducted [47] with Loci/Chem. The authors focused on the
results from different C2 H4 reaction mechanisms. The two used were a 3-step mechanism
(6 species) and a TP2 mechanism (22 species). The 3-step was ran using IDDES and steady
inflow, but resulted in blow out, so a modified 3-step mechanism was developed to fix the
issue. TP2 was too expensive to be used in an IDDES scheme, so was run in a RANS
case. The reacting velocity profiles compared well to PIV results but over-predicted fuel
concentration due to inability to resolve the turbulent kinetic energy. The authors suggest
this could be solved by using DHRL with an unsteady inflow condition.
Hassan et al. [46] detailed the ignition processes in a scramjet flame holding cavity,
from the flame kernel to the stable flame, by using a hybrid RANS/LES numerical simulation with detailed chemistry and comparing to experimental results. The authors described
an initial migration and burning in the corner of the cavity, which caused a pressure rise
within the cavity. The increased pressure slowed the fueling rate causing the cavity conditions to lean out. The pressure eventually drops with the falling heat release allowing for
46

the fueling to continue resulting in rich conditions in the cavity as the oxygen is used up.
The flame stabilizes as a turbulent diffusion flame with rich conditions near the step and
lean conditions near the ramp.
Preliminary cold flow ignition probability studies [78] were conducted on the supersonic cavity. Loci/Chem with the IDDES scheme was used along with the steady inflow
boundary condition. Instantaneous and mean fuel fractions were compared to the n-LIBS
ignition results and was determined that fluctuations in the local fuel concentration could
explain intermittency in ignition. Therefore, the flammability factor was calculated, shown
in Figure 3.6, by calculating the probability that the mixture within a cell falls within the
flammability limits of 2.6% - 11.2% fuel concentration by volume. The n-LIBS ignition
results are also shown in Figure 3.6.

Figure 3.6
Computational flammability factor in the cavity
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3.3

Turbulent Combustion Regime
In further effort to explore potential mechanisms responsible for ignition within the

cavity, analysis of the turbulent flame reaction zones within the cavity was performed.
DHRL was used in Loci/Chem using a k − ω turbulence model. An implicit LES model
is used to dissipate the subgrid structures and is described in Section 5.2.1. Since DHRL
calculates the RANS solution at the same time as the LES solution, the background RANS
variables can be used to calculate the turbulent variables, namely l0 and u0 , needed to
determine turbulent flame regimes that are shown in Figure 2.4. The simulation started
from a converged solution generated by Hassan [48] and quantities were averaged using
100 instantaneous solutions generated over 2.5 ms.

Figure 3.7
Turbulent flame reaction zones in the cavity

Figure 3.7 shows the calculated regimes with the thin reaction zone shown in blue and
the distributed reaction zone shown in magenta. The regimes are only calculated for the
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regions of the cavity with an average φ within the flammability limits from Ombrello et
al. [78]. Also shown are the n-LIBS locations and ignition results. Due to the high speeds
involved, and the high level of turbulence, u0 is orders of magnitude larger than Sl , which
ends up making Ka >> 1. As such, the corrugated flamelets, wrinkled flamelets, and
laminar flame regimes do not exist in the cavity. The boundary dividing the two shown
regimes is determined by Kaδ = 1, which would require knowing the fuel consumption
layer thickness and the flame thickness. Peters [80] estimates δ = 0.1 (which leads to
Ka = 100) for premixed flames, but admits that δ can vary with pressure. Therefore, the
same δ = 0.1 assumption was used in Figure 3.7, but further exploration is warranted.
The thin reaction zone boundary matches the n-LIBS ignition results fairly well, with
only a few successful n-LIBS ignition locations lying outside, but reasonably close to the
boundary. Using a more precise δ could possibly rectify the discrepancy between the
thin reaction zone and the n-LIBS ignition. However, the correlation could be used in an
ignition model as an ignition criterion. For example, the requirement that the cell must
be in the thin reaction zone could be included in I-CRIT-LES as a quenching criterion.
SPINTHIR, as is in the paper [75], already has a criterion similar requiring the “flame
particles” having a Kacrit < 1.5. While in the cavity this criteria would quench all particles
since Ka is high, but Kacrit < 100 could be used instead to require the “flame particles” to
stay in the thin reaction zone.
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CHAPTER 4
QUALITATIVE ANALYSIS OF THE CAVITY

A model was developed to seed Lagrangian particles into a non-reacting LES simulation to investigate what properties are important in the ignition of a scramjet engine. These
Lagrangian particles, which represent flame kernels, probe the fluid properties throughout
the simulation that can be used to determine the effects on the flame kernels. This model
was implemented into Loci/CHEM by modifying its existing Lagrangian particle module.
A qualitative model is useful for exploring the effects of different criteria on particle life, as
described in a later section, and as a precursor for a quantitative ignition model, discussed
in the next chapters.
A cold flow assumption has been successful in the ignition models discussed in the
previous chapter and is applicable since during the transient state of ignition most of the
domain is would not be reacting and the initial flame kernel would not release enough
heat to affect the fluid dynamics. Eventually, the kernel would grow to the size to be
coupled with the fluid dynamics, but by that time, it could be assumed the engine has
achieved ignition. A cold flow simulation provides advantages over a chemically reacting
simulation. Not only does it have a cheaper computational cost, but it also allows for
decoupling the Lagrangian particles from the fluid dynamics. Since the presence of the
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particles would not affect the fluid, then multiple tests can be performed simultaneously
within a single simulation.
There are regions in a supersonic cavity where the convection of the flame kernels is important to determining ignition probability. Even in subsonic cases, there can be situations
that a flame kernel forms in a region adverse to flame propagation but gets convected to a
favorable region and vise versa. The previous chapter explained that flame kernel convection can play a significant role subsonic engine ignitions, where fluid speed is comparable
to flame speed, but it can be even more important in supersonic cavities with larger fluid
speeds. The cavity experiences a large range of velocities: from relatively slow speeds near
the floor to super sonic speeds near the shear layer. Using Lagrangian particles to represent
flame kernels allow for the convection history for more accurate ignition probabilities.
Ignition in a scramjet engine is a stochastic process. The fluid properties fluctuate
due to the turbulence and mixing within the domain and changing atmospheric conditions;
therefore, the fluid properties a flame kernel will encounter will depend on when and where
it is initiated in the domain. A Monte Carlo type simulation would allow for a sampling
over the changing conditions. Lagrangian particles get injected at different locations and
different times throughout an LES simulation, where each particle represents an independent ignition case. An ensemble average of all data would then be taken to compute an
ignition probability for each location tested.

51

4.1

Model Development
A flame kernel, after being initiated into a combustion chamber, will be convected by

the flow and will become a propagating flame or get quenched. Whether the flame grows
or dies depends on the fluid properties. For example, if the fuel mixture in a region is too
lean, then the flame would not be able to sustain itself and will quench. It can be thought
of in a qualitative point of view that an increase in a flame kernel’s lifetime increases the
chances that the kernel will ignite the flow. Therefore, an ignition probability correlation
can be determined by measuring the residence times of flame kernels.
A flame kernel would be treated as a massless, frictionless, Lagrangian particle that
is seeded into a CFD simulation at a certain point representing the point of ignition. A
new particle is injected at each timestep and each represent a different ignition test to
be averaged. These particles are 1-way coupled with the fluid physics and act as tracer
particles: they are convected by the fluid but do not affect the fluid physics in any way.
As the particle gets convected during the simulation, it probes the fluid properties. The
existing Lagrangian module already probes the fluid for velocity and temperature to be
used for momentum and energy exchanged between particles and the fluid, so the code
was modified to probe for species mixture fractions as well. Criteria can be made based
on the probed information to determine if this particle is in a region of the flow that is
favorable or adverse to flame growth.
A particle is removed from the simulation if it stays in an adverse region for too long.
It was deemed to be too harsh to remove the particle instantly upon entering an adverse
region, since flame kernel may have enough energy to survive in these zones until it can get
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back into a favorable region. A history variable, quench counter, is calculated to determine
when the particle should be removed. The counter is incremented at each timestep that the
particle is in an adverse region, and the particle will get removed from the simulation once
the quench counter reaches a limit defined by the user. However, if the particle enters into
a favorable region, then the quench counter is reset. Figure 4.1 shows a flowchart of the
particle life.

Figure 4.1
Qualitative model flow chart

The Loci/CHEM Lagrangian module also has a built in mechanism to distinguish particles based on material. A particle material file is read during the initialization of a particle
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and is assigned a material identification. This mechanism can be used to differentiate particles based on injection location. A different material would have to be made for each
injection location. While each of these materials have the same properties (density, particle radius, etc), they will each have a different name. Using this method, a particle from
a given injector location can be identified allowing for multiple injector locations to be
tested within the same simulation. A post-processing script can be used to count the particles from each injector that are alive throughout the simulation.

4.2

Lagrangian Flammability Factor
The purpose of this section is to show the influence of integrating over particle histories

instead of computational cell histories. As stated before, F is the probability of finding a
mixture between the lean and rich flammability limits. Recall that the F map for the
supersonic cavity was shown in Figure 3.6. Computationally, it is a temporal average of
whether the mixture within a cell is between the flammability limits and can be thought of
as the percentage of time a cell is flammable.
A similar concept can be applied to the Lagrangian particles instead of the computational cells to calculate a Lagrangian flammability factor, FL . This would represent the
percentage of time that the a particle would spend in the flammability region as the particle
gets convected with the flow, an upper limit on the flammability. A variable is tracked for
each particle that counts the number of timesteps it is in the flammable limits, as well as
the total number of timesteps the particle has been in the simulation. An average is performed over all time for all particles from a given injection location. If the particles are
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only integrated over the first timesteps (the timesteps they are injected into the flow) and
are immediately removed, then FL would reduce to F , the lower bound.

Figure 4.2
Lagrangian flammability for test points

FL was calculated for the supersonic cavity for 100000 timesteps (5 ms), and the convergence data can be found in Appendix B. The results are plotted in Figure 4.2 superimposed over the CFD calculated F in the cavity. As shown, FL is more liberal in the
estimation than F because injected particles in bad locations could get convected into the
favorable recirculation zone. Therefore, Lagrangian motion of flame kernels will affect
Pign . Again, since the particles are only removed from this simulation only after they
leave the cavity, this would be an upper bound of the true kernel flammability with each
individual particle would having its own timescale.

4.3

Property Investigations
Since this qualitative model is based on ad hoc assumptions, it will be necessary to

explore the sensitivity of these assumptions to determine which ones would need to be
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more precisely defined. A simulation is first run to get a baseline result, and then the
assumptions are altered individually to explore their impacts on the results.
The results of this qualitative model are the average particle populations from each
location. A particle population norm, pN , is calculated for each location compared to the
location with the highest population which has, assumed for the purpose of this analysis, a
100% ignition probability. It happens to be that the same location, location 5, is used for
the normalization for all the following simulations, and this location was one that ignited
on first attempt during the physical experiment. While the normalization does not directly
correspond to ignition probability (e.g. a pN of 70% may very likely result in a Pign of
100%, or it may result in a 0 depending on specifics used in the model), it does provide a
convenient way to be able to compare between the different simulations.
Note that pN for the cases discussed in the sections below are shown in Appendix C.

4.3.1

Baseline

The initial test case, which is used as the baseline for the subsequent comparisons, only
considered the fuel concentration limits as criteria to determine the favorable region. This
region was in the bounds of 2.6-11.2%, which were found to be the ignitable limits in the
experiments and were used as the flammability limits in the numerical tests in Section 3.2.
These limits correspond to a equivalence ratio of 0.38 ≤ φ ≤ 1.8.
The quench counter that was discussed in Section 4.1 was set to an arbitrary value of
20. As mentioned previously, having it set to 0 would be too harsh as that would remove
the kernel as soon as it left the favorable region, when it should have some energy to
56

survive for some time to possibly get convected back into the favorable region. Since the
simulation had a timestep of 50 ns, this would give the kernel 1 µs to reenter the region.

Figure 4.3
Qualitative results for the baseline case

Figure 4.3 shows the normalized population results for the baseline case along with the
F = 0.5 isoline from the CFD solution. The grey locations are those with pN = 0 as to
distinguish them from those with 0 < pN < 10%. This simulation follows the shape of
experimental results fairly well but the more favorable locations being towards the bottom
of the cavity and close to the step with favorability dropping off as it travels away from this
area. In the experiment, however, locations 7, 12, 18, 23, 28, and 29 did not ignite after
300 pulses while this model resulted in non-zero pN . Most of these locations had a pN on
the order of a few percent, but so did locations 24 and 25 which did eventually ignite in
the experiment. Also, locations 7 and 18 were closer to the 10% level. This is just further
evidence that the controlling criteria needed to be explored.
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4.3.2

Fuel Concentration Sensitivity

The fuel concentration sensitivity is explored by altering the flammability limits used
in the baseline case. Since it was shown in Ombrello et al. [78] that the flammability
map of the cavity was not as sensitive to changes in the upper bound as the lower bound,
only the lower bound sensitivity was explored using the current model by altering the
lower bound by ±30%, as used in the paper. Figure 4.4 shows the increase of lower fuel
concentration limit (top) and decreased limit (bottom). The bold black lines that are shown
are the isolines of average F = 50% from the CFD solutions.
The first thing to notice is that the those locations near the fluctuating flammable boundary had pN fluctuated along with boundary. For example, locations 28 and 29 had pN = 0
for the restricted case A since these locations are too far away from flammable region to
have any chance for the particles to survive. However, pN for these locations increased for
the expanded case B where these locations are well within the average F bounds. Locations 24 and 25 lie outside of the average F bounds in case A but have non-zero pN . Since
the particles follow instantaneous values and not the averages and since the particles are
not removed immediately upon entering adverse regions, some particles are able to survive
long enough to enter the flammable region and are able to survive.
Another thing to note is that pN for the locations near the bottom of the step (3, 4, 5,
9, and 10) did not change by varying the flammability limits, which makes sense since this
region is farthest away from inflammable area and changing the flammability limits does
not affect this area. However, for location 8, pN goes down for both cases when compared
to the baseline. It is intuitive that it will decrease for case A, but the reason why it decreases
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Figure 4.4
Qualitative results for fuel concentration sensitivity.

for the case B is because the particle population from location 5 increases more than that
of location 8. The population of location 8 increases compared to the baseline case even if
pN decreases.

4.3.3

Strain Rate Sensitivity

Strain rate is another factor that can affect ignition since a high strain rate can extinguish
a flame kernel. This criteria is trivially added to the model by requiring the Lagrangian
particle to be under a threshold strain rate to be in a favorable region. The strain rate
was not measured in the experiment so the comparison in this section is ad hoc. A priori
analysis of the mean CFD solution was used to get a rough idea of the strain rates seen
within the cavity to be used within the model.
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The strain rate tensor is the symmetric component of the velocity gradient matrix and
is calculated by
1
Eij = (∂j vi + ∂i vj ),
2

(4.1)

which can be further broken down into volumetric strain rate

Dij =


1 X
∂k vk δij
3 k

(4.2)

and the deviatoric strain rate
Sij = Eij − Dij .

(4.3)

The volumetric strain rate tensor represents the components of strain rate that change the
volume of fluid element by expanding or contracting it. The deviatoric strain rate tensor
represents the shearing strain and causes a fluid element to deform. The local strain rate,
,
˙ can be calculated from the strain rate tensor. While it can be argued that it is the shearing strain that extinguishes a flame particle, for simplicity of the calculation (Loci/Chem
already calculates ),
˙ and since this model is for qualitative purposes, Eij will be used for
calculating the local strain rate by

˙ =

p

Eij Eij .

(4.4)

Figure 4.5 shows three levels of strain rate limits that were compared to the baseline
case: ˙ = (A) 1.25 × 105 s−1 , (B) 1 × 105 s−1 , and (C) 7.5 × 104 s−1 . It is exhibited
that locations 12, 28, and 29 had pN = 0 but pN > 0 in the baseline case (Figure 4.3).
These were also locations that did not ignite during the experiment, which adds to the
argument that there are areas of the cavity in which high strain rate extinguishes the kernel
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Figure 4.5
Qualitative results for strain rate sensitivity.
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even though the kernel is within a high flammability region. Although, locations 18 (for
all shown cases) and 23 (for cases A and B) have non-zero pN but had no experimental
ignition.
Another conclusion that can be drawn from Figure 4.5 is that near the step has low
strain rate and near the ramp has high strain rate. As the strain rate limit is decreased,
it are the locations near the ramp that get affected but the locations near the step do not
change as much. Based on these results, having a strain rate (at least for conditions for this
experiment) of 7.5 × 104 s−1 is far too restrictive, and even ˙ = 1 × 105 s−1 might, also, be
too restrictive.

4.3.4

Unsteady Inflow

Until this point, all the simulations used a steady inflow condition. However, since
it has been shown in Peterson and Hassan [81] that an unsteady inflow will affect the
the fluctuations seen in boundary layer in the cavity. The baseline case model was ran
again, but except with a the unsteady inflow condition [81] to analyze this affect on pN
of the locations within the shear layer (2, 7 and 12), which seem to have a high pN when
compared to the experimental ignition results and have been mostly unaffected by prior
analyses.
Since an unsteady inflow will cause the shear layer to fluctuate more, inflammable
mixture is more likely to be pulled into the region around these locations. Also, particles
that get caught up in the layer have greater chance of getting expelled out of the cavity
instead of being recirculated. The effects of the unsteady inflow are shown in Figure 4.6.
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Figure 4.6
Qualitative results with an unsteady inflow condition.

While pN for locations 7 appears to be unaffected, in reality, pN for location 7 when from
9% to 2%, which means it went down to less than a quarter of steady inflow value. While
not to the same extent, the same trend happened for locations 24, 25, 28, and 29 with
pN reduced by around half. Locations 12, 18, and 23, while within the shear layer, were
largely unaffected by the unsteady inflow. This could possible be due to these locations
being well within the shear layer, regardless of inflow steadiness, so any extra fluctuations
will not be as noticeable.
There were some results, however, that were not expected: pN for location 13 increased
while decreasing for location 14 and 15. Locations 14 and 15 follow then trend of all other
locations of having a decreased particle populations, except these locations are affected
more than location 5. The population for 13 also decreased, but at a smaller rate than 5,
hence why pN for this location increased.
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4.3.5

“Quench Counter” Sensitivity

Sections 4.3.2 and 4.3.3 concerned themselves with the effects of pN by changing the
models that described favorable conditions for the flame kernel survivability. Recall, however, from Section 4.1 that a counter was added to give the particle some staying power to
allow it the potential to travel through adverse regions to get to the favorable ones and that
this quench counter was arbitrarily set to 20 timesteps for the baseline case. Therefore, it
is important to get an understanding of the affect the value of this parameter will have on
the results of the model, which are shown in Figure 4.7.

Figure 4.7
Qualitative results from varying the quench counter.

64

The quench counter was increased by orders of magnitude to 200 and 2000 (case A
and B respectively) and ran using all other baseline configurations. In case A, most of the
locations saw little affect on pN , but the some of the locations towards the ramp (23, 24,
25, 28, and 29) did experience sizable increase. Locations in the shear layer (7, 12, 17, and
22) saw smaller increases in pN but not as significant. It is expected that it would be the
locations that have a lower F would see an increase in pN by increasing the quench counter.
A lower F can be thought of as there being more space between flammable mixtures, so
by increasing the amount of time a particle has to travel gives the particle a greater chance
of surviving in lower F regions. Increasing the quench counter will not have an affect on
the locations in the 100% flammable regions until the particles can get convected towards
the low flammable regions.
The effects are more prevalent for case B. Unlike case A, where it is mainly the locations near the 50% flammability (black line) that were affected, locations farther away
from this area (1, 6, 13, 14, 15, 18, 19, 20, and 32) also saw increased pN . Case B is closer
to the FL map, Figure 4.2, than the experimental results. Recall that in the FL definition,
a particle was only included in the averaging while it continued to be recirculated within
the cavity. A quench counter of 2000 gave a particle 0.1 ms to get into a favorable region;
the particle can move several centimeters in this time. Hence, a particle with such a large
quench counter will only get removed once it gets removed from the cavity.
Another test was preformed with a quench counter of 200, but instead of having the
counter reset once the particle enters a favorable region, the counter will just decrease by
1 for each timestep the particle is within a favorable region. This prevents the theoreti65

cal extreme scenario where a particle will survive just because it enters a favorable for 1
timestep out of every 200. The results are not shown since they were not significantly different than from case A. A few locations decreased by 1%, but pN for most locations were
unaffected. This result suggests that once most particles enter a favorable region, they stay
in this region for several timesteps.
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CHAPTER 5
QUANTITATIVE ANALYSIS WITH EULERIAN METHODS

A quantitative ignition probability model requires defining criteria for definition of
successful ignition. I-CRIT-LES [34] uses local cell values to determine if the individual
cell succeeds in burning and SPINTHIR [74, 75] determines a globally successful ignition
if the volume of the combustor visited by “flame particles” exceeds a critical volume. Both
of these definitions, as explained Section 2.8, have shortcomings and a more physically
based and less ad hoc definition could be established.
A concept of an “ignition region” is proposed to solve both of the aforementioned
problems. It assumes that there is a definable region within the domain in which if a
flame kernel can enter, then ignition will be successful. Recall that a problem with ICRIT-LES is that one of the criteria requires the flame to propagate upstream, which is
ill-defined within a recirculation zone and the fluid speeds in a supersonic cavity are much
greater than the flame speeds. With this idea, the flame can convect with the fluid to a
stable region. Also, the arbitrariness of πign,crit in SPINTHIR can then be eliminated by
instead calculating ignition probability by if the “flame particles” enter the more precisely
determinable “ignition region.”
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There are a couple of ways of using the “ignition region” in a model. The direct way
would be to use a Lagrangian model similar to SPINTHIR and determine whether flame
particles are able to propagate to this region. This implementation is not ideal since a
SPINTHIR-like model would require a simulation at many individual locations to get a
Pign map. However, if frozen flow is considered, then the particles can start in the “ignition region” and travel backwards in time to find a starting location. This frozen flow
assumption, however, would exclude the possibility of doing a real-time probing model
that was performed for the qualitative model. Both, an Eulerian and a Lagrangian, models
are made to preform the backwards integration.
Two cases are investigated in this chapter. Along with the supersonic cavity, a low
speed methane jet case is also investigated. The jet case is useful to validate the implementation of I-CRIT-LES. This chapter will first describe the inverted time models and
describing processes for determining “ignition regions” for the methane jet and super sonic
cavity cases before applying I-CRIT-LES and the inverted time models to both cases.

5.1

IMIT Model Algorithm
In addition to resolve some of the arbitrary factors of previous ignition models, it was

desired that any newly developed model should be able to generate the ignition probability
for every location with a single run. This criteria would make the model cheaper to run
by eliminating the requirement of multiple runs for each location of interest. For example,
the qualitative model in the pervious chapter was able to accommodate multiple locations
within a single run by assigning an unique particle property for each point. Another cost
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saving technique would be a to ignore the instances when injected flame kernels fail to
ignite geometry. Therefore, it is considered that only the flame kernels that are able to
make it to the “ignition region” need to be concerned. Starting at the “ignition region” and
following the flame kernels backwards in time would satisfy that criteria.
Several assumptions were made in the model development. 1) Each instantaneous CFD
solution is frozen such that the cell fluid properties do not change during the model execution. 2) The chemical species in each cell are considered to be perfectly mixed so premixed
combustion solutions are used for flame properties. 3) Since no chemical reactions take
place, the fuel in a cell cannot be consumed. Therefore, a flame can remain in a cell for the
entire simulation. 4) The flame can only exist in a flammable volume that is continuously
connected to the “ignition region.”
The Ignition Map using Inverted Time (IMIT) model uses local cell data to determine
whether the cell is flammable or not, similar to I-CRIT-LES. However, whereas I-CRITLES uses only local data, IMIT allows a virtual flame to propagate in the cavity. For
example, if the virtual flame travels from cell B to cell A, which is in the “ignited region,”
then cell B would allow global ignition. Likewise, if the virtual flame can travel from
cell C to cell B, which would then travel to cell A, then cell C also allows for ignition,
and so on. So, not only does a cell have to be flammable, but it has to be connected, via
other flammable cells, to the “ignition region” for it to be considered an ignitable cell. It is
reasonable to imagine a situation in a highly turbulent flow field in which a burnable cell is
surrounded by inflammable cells. Whereas I-CRIT-LES would prediction ignition for this

69

cell, IMIT would not. IMIT takes into account global cavity data and allows for convective
affects, akin to SPINTHIR. The algorithm is implemented as follows:
Step 1: Determine cell ignitability. Loop through all the cells and mark them as
ignitable or not. Any model could be used to make this determination. For instance, the ICRIT-LES criteria could be used (except for the upstream flame propagation), or a criteria
similar to SPINTHIR requiring the cell Ka to be below some threshold can be used. For
the purpose testing IMIT in this thesis the flammability limits will be used as the sole
ignitability criteria unless otherwise noted.
Step 2: Ignite the “ignition region” cells. Loop through the cells and for each cell in
a defined “ignition region” and is marked as ignitable, set a flag to mark the cell as ignited.
The “ignition region” will have to be determined prior to analysis and will be problem
dependent. It is admitted that the “ignition region” definition can be ad hoc, but physical
arguments can be used to justify its location. Details of how the “ignition region” was
defined are presented later in this chapter.
Step 3: Propagate the virtual flame backwards in time. Determine if the virtual
flame will move from a currently ignited cell to an adjacent burnable cell. The virtual flame
can propagate by some flame speed or could be convected by the fluid speed. Adding these
two effects together with
S + −u · n̂ > 0

(5.1)

can be used to determine whether the neighbor cell ignites, where n̂ is the normal of the
cell surface pointing out of the cell. Keep in mind that a virtual, frozen flame traveling
backwards in time can be represented as a flame traveling with negative velocity so the
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direction of fluid velocity, u, must be reversed and, thus, the negative velocity in Equation (5.1). The flame speed is assumed to be expanding the flame spherically so that value
is independent of direction. In the situation that the flame speed is greater than the fluid
velocity, then all the (burnable) neighbors will ignite and the flame will propagate against
the flow. Otherwise, the flame will be convected in the fluid flow direction. Repeat this
step until no new cells are ignited.
This model requires calculating the cell flame speed, which can be quite computationally expensive if done for each cell and for every iteration, even if using reduced models.
It, thus, makes sense to do the flame speed computations offline and construct a table that
would be interpolated on during the model computations. Cantera [40] was used to calculate laminar flame speeds of 1D premixed flames using full reaction mechanisms (53
species, 325 reaction GRI-3.0 mechanism [93] for methane and a 75 species and 529 reaction mechanism [103] for ethylene). Tables were calculated for varying temperature by
10 Kelvin increments and stoichiometric values starting from lower flammability limit and
varying by 0.1 increments. It is known that Sl is affected by the pressure, but it was noticed that the change was not significant for the pressure changes seen in the problems, so
it was excluded from the table to save calculation time. The flame tables were generated
on a standard laptop and took about 10 minutes (methane flame speed) and about 10 hours
(ethylene flame speed). The laminar flame speed can then be used in a model to calculate
the turbulent flame speed.
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Figure 5.1 shows the flow chart of the algorithm for a single run. This would have to
be repeated for every instantaneous solution and averaged together to get the probability
map.

Figure 5.1
IMIT model flow chart

The following sections detail IMIT applied to a low speed methane jet and the ethylene
fueled supersonic cavity and compares the results to I-CRIT-LES.

5.2

Low Speed Methane Jet
One of the verification cases used by Eyssartier et al. [34] used to test I-CRIT-LES

was a partially premixed jet. The jet ignition case is repeated in this section to verify
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the implementation of I-CRIT-LES in this thesis so it can be used with confidence in the
supersonic cavity. The methane (CH4 ) jet also serves as a verification case to analyze
IMIT in a low speed ignition problem.
Diluted methane (70% methane - 30% air by volume) is ejected from a tube long
enough for the mixture to reach the full turbulent pipe flow velocity profile. The pipe
has a diameter dj = 5 mm and the average, centerline jet velocity at the exit of the tube
was ve = 25.5 m/s resulting in a jet Reynolds number Re = 5800. Surrounding the jet is
an air co-flow with a velocity of vc = 0.1 m/s. The entire apparatus exits into atmospheric
conditions. More details of the physical set up, as well as, physical spark ignition mapping
of the jet can be found in Ahmed and Mastorakos [4].
The numerical setup, which was used for the I-CRIT-LES verification, can be found in
Lacaze et al. [55]. The authors performed cold flow mixing and ignition LES simulations
on the same unstructured grid consisting of 12,180,000 cells with local refinement in a
cone surrounding the jet. A WALE SGS model [76] was used to calculate a local turbulent viscosity νt , which was then used to approximate SGS turbulent diffusion. The outer
domain is a cylinder 1 m in diameter and 900 mm long. The last 10 mm of the jet tube
is modeled and is tapered with a 5.2° half cone angle. A schematic of the domain from
Lacaze et al. is shown in Figure 5.2. The boundary conditions of the side walls used an
adiabatic, slip boundary condition, while the inner tube wall was adiabatic, no slip. The
outer tube wall used a law of the wall boundary condition. The co-flow and jet inlet used a
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characteristic inlet boundary condition, except the jet inlet had a turbulent free, 1/7-power
law mean velocity profile given by
u(r) = U (1 −

r 1/7
) ,
rj

(5.2)

where U = 25.5 m/s, and the outlet used a characteristic outflow relaxed to atmospheric
pressure.

Figure 5.2
Schematic of the methane jet domain

5.2.1

I-CRIT-LES Implementation Verification

The jet grid generated for this thesis followed the same domain parameters of a 10 mm
long tube ejecting into a 1 m in diameter domain. The mesh, Figure 5.3 (A), consists of the
structured core region (white, 15,132,026 cells) and the unstructured surrounding region
(red, 4,860,682 cells). The coarse, unstructured mesh smooths the turbulence and prevents
numerical errors at the outlet boundary. The cells within the tube were concentrated next
to the walls as to the boundary layers, shown in Figure 5.3 (B). The structured region,
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itself, is subdivided into two parts: an expanding cone region that expands out to a radius
of 13.5dj at 40dj downstream, and a cylindrical section extending another 20dj . Same
boundary conditions were used except on the outer tube wall where an adiabatic, no slip
condition was used.

Figure 5.3
Center slice of grid for methane jet test case

The LES simulation is performed using a 4th order skew symmetric flux. An implicit
LES (ILES) subgrid model is utilized where by the upwind scheme is created by modifying
the standard Roe based upwind flux written as
 1

1
F (QL ) + F (QR ) − |A| QR − QL .
2
2

(5.3)

This scheme has too much dissipation for LES models and is instead modified by replacing
the average flux by the skew symmetric flux giving a new flux defined as:

1
Fskew − α |A| QR − QL ,
2

(5.4)

where QR and QL are formed using a third order WENO scheme and α is set to 0.05 to
provide a small amount of numerical dissipation to act as a filter that removes the smallest
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turbulent structures that cannot be reliably resolved on the given mesh. The skew symmetric flux scheme does not provide accurate answers for tetrahedral elements, so the solution
in the red part of Figure 5.3 (A) cannot be relied on. A second order time integration was
used with a 3 µs time step.
After the CFD has reached a converged state, the simulation was averaged using 240 ms
of simulation time. Three φ profiles are shown in Figure 5.4 corresponding to the lean
flammability limit (blue), stoichiometric value (green), and rich flammability limit (red),
corresponding to φ = 0.5, 1, 1.5, respectively. These results are compared to the profiles
from Lacaze (which was averaged over 200 ms) and an empirical model by Richards and
Pitts [85]:
ρe
rj
r
Y (r, z)
= 9.52( )0.5 (
) exp(−59(
)2 ),
Ye
ρ∞
z − 7.2rj
z − 7.2rj

(5.5)

where Y is the methane mass fraction, and the e subscript represents values at the jet exit
and ∞ are far field values.

Figure 5.4
Methane jet equivalence ratio verification
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The Loci/Chem results for φ = 0.5, 1 match the empirical model pretty well, but over
shoots the data for φ = 1.5. It is more important to compare to the Lacaze results since
that simulation was used for the I-CRIT-LES test, and really only the lean and rich limit
isolines. Loci/Chem overshoots the φ = 1.5 profile and the thickness of the φ = 0.5
profile does not spread out as much in the Z/dj = 10 − 20 region. These inconsistencies
could lead to differences in the implementation of I-CRIT-LES in this thesis and that of
Eyssartier et al. and could potentially be rectified by using a more dispersive model.
The numerical flammability factor, calculated from the averaged of 200 instantaneous
solutions, serves as a second validation test case. The centerline F solutions from Lacaze and Loci/Chem are plotted in Figure 5.5 as black and red respectively. Note that the
Loci/Chem plot stopped at Z/dj = 60 since the grid used quickly coarsens after that point
and any solution past that point is poorly resolved. The differences between to two curves
in the region of Z/dj = 30 − 40 is attributed to the differences in the rich limit (φ = 1.5)
curve from Figure 5.4. Otherwise, the two curves match up well enough to give confidence
to the CFD solution from Loci/Chem.
Figure 5.6 compares the I-CRIT-LES ignition probability maps from Loci/Chem (left)
and from Eyssartier et al. [34] (right). The ignition map from the current implementation
is not as smooth as the Eyssartier map, but it is unclear how many instances the authors
used for the average for the methane jet test case. Increasing the sample size would smooth
out the map. Other than that, the maps match each other in shape and profile. Therefore,
the currently I-CRIT-LES implementation is correct, at least for a gaseous fueling case that
would be used for the supersonic cavity.
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Figure 5.5
Numerical flammability factor of the methane jet

Figure 5.6
I-CRIT-LES methane jet ignition map comparison
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5.2.2 IMIT Implemenation
5.2.2.1 Determining the “Ignition Region” for the Methane Jet
The concept of jet liftoff height, Lh , can be used as the “ignition region” for a turbulent
jet case. Normally, the jet flame will be anchored at the lip of exit of the jet nozzle. As the
exit velocity increases, however, the flamelets connecting to the nozzle exit locally quench
resulting in the base of the flame stabilizing as a detached flame. As the exit velocity
increases more, Lh will continue to increase until the flame reaches a blowout state. Setting
the “ignition region” to the liftoff height would require the flame kernel being able to reach
this anchor point or would end up blowing out.
Turns [98] (pp. 504-7) describes three theories for determining liftoff height:
I. The local flow velocity at the position where the laminar flame speed is
a maximum matches the turbulent burning velocity of a premixed flame.
II. The local strain rates in the fluid exceed the extinction strain rate for the
laminar diffusion flamelet.
III. The time available for backmixing by large-scale flow structures of hot
products with fresh mixtures is less than a critical chemical time required for
ignition.
Kalghatgi [52] developed a correlation for Lh for hydrocarbon-air flames:
ve
ρe
ρe Sl,max Lh
= 50(
)( )1.5 .
µe
Sl,max ρ∞

(5.6)

Sl,max is the maximum laminar flame speed which occurs around the stoichiometric value.
This correlation is independent of dilution [54], but was developed for a jet in still surrounding air, which is not the case for this methane jet case. However, using Equation (5.6)
for the current case results in Lh ≈ 17.6dj (88 mm).
Ahmed and Mastorakos [4] measured liftoff height in their experiments. For the case
that matches the conditions for this numerical case (ve = 25.5 m/s and 70% CH4 ), the
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liftoff height was measured to be Lh ≈ 20dj (100 mm). Since these are actual measurements and not dependent on assumptions inherent Equation (5.6), this will be the liftoff
height used for the “ignition region,” but was modified to have a thickness equal to jet exit
diameter to account for turbulent fluctuations in the liftoff height.

5.2.2.2

IMIT Results

Initially, the same turbulent flame speed model used in I-CRIT-LES was used for the
IMIT implementation:
St = Sl + 2.5u0 .

(5.7)

The Pign along the jet centerline is shown in Figure 5.7 for IMIT (red) and I-CRIT-LES
(blue) and compared to a simple model from Lacaze [55] (dotted line) and the experimental data. The Lacaze model is the probability of a computation cell being within the
flammability limit and the instantaneous velocity being less than 5 m/s. The three models
are essentially solving the same physical requirement that the flame has to move upstream.
There are not any qualitative differences between I-CRIT-LES and IMIT in this case;
however, IMIT does predict higher Pign than I-CRIT-LES due to the fact that IMIT allows
for a flame kernel to move downstream before it can upstream. Again, the curves stop at
Z/dj = 60 due to the grid, but the Lacaze model continues to follow the flammability
curve. It can be assumed that I-CRIT-LES and IMIT will also follow the flammability
curve since they are not including additional physics.
Since IMIT and I-CRIT-LES, both, vastly over-predict ignition in the downstream part
of the jet using turbulent burning velocity, a bounding analysis was performed using the
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Figure 5.7
Jet centerline Pign

laminar flame speed as the lower limit case. The laminar flame speed could also make
physical sense as well because in low turbulence problems (e.g. wrinkled flame zone) the
flame is locally laminar while the background turbulence just wrinkles the flame.
Figure 5.8 compares the IMIT ignition maps for (A) the Sl case and (B) the St case.
The left sides of figures are the IMIT maps with the experimental map on the right sides.
As expected, the St IMIT map is very similar to the IMIT map, which greatly over predicts
the ignition, especially downstream. In the same vein, however, the use of laminar flame
speed greatly under predicts ignition. This implies the actual instantaneous flame speed
would be somewhere between these two bounding cases.
Determining an appropriate instantaneous St is a difficult problem and is beyond the
scope of this thesis, but an attempt was made to explore how some intermediate flame
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Figure 5.8
Methane jet IMIT maps of the limiting cases

speed, Sα , would compare to the experiment. A simple weighted function is used to estimate the flame speed
Sα = Sl + α(St − Sl ),

(5.8)

where α is a weighting parameter between 0 (Sl ) and 1 (St ). An α of 0.1 was shown to
give decent results. For the bulk of the jet for this case, St ∼ 10Sl ; therefore, α = 0.1
corresponds to Sα ∼ 2Sl . Pign along the centerline for α = 0, 0.1, and 1 is shown in
Figure 5.9 and ignition map is shown in Figure 5.10. As shown in Figure 5.9, the centerline
Pign for α = 0.1 matches the experimental data up to Z/dj = 36, under predicts the peak
at Z/dj = 40, but then the fall off is not as steep as the experimental data. The slower
falloff is also seen in Figure 5.10 above the Z/dj = 40 line. In addition, it is shown that
the entire profile of the Pign map using the modified flame speed matches the experimental
82

map better, qualitatively, than the limiting cases in Figure 5.7. Therefore, just a modest
increase of the laminar flame speed, at least for this case, improves the results greatly.

Figure 5.9
Jet centerline IMIT Pign

There could be a few physical explanations for α:
I. The wrinkled flame assumption is wrong and that eddies are interacting with the
inner flame layer. Equation (5.7) would over predict the turbulent flame speed in this case.
However, the low speed jet has relatively low turbulence and would not be in the thin
reaction zone.
II. There are turbulence scales smaller than the computational cell size. LES will model
the effects of these scales on the fluid flow but are not included in the flame speed model.
Perhaps there is some subgrid turbulent intensity, u0SGS , which would instead be used in
Equation (5.7) to get a subgrid turbulent flame speed, which would include the effects of
the SGS turbulence while the resolved turbulence is left out.
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Figure 5.10
Methane jet IMIT map using Sα compared to experimental map

III. The flame speeds used are for planar flames, but, perhaps, stretched flame speeds
should be used. As discussed in Section 2.3, curved flames have a lower flame speed than
in the unstretched cases. During ignition, the initial flame kernel will be highly stretched.
Therefore, the models would over predict in downstream cases in which the kernel would
get blown out by assuming the flame kernel will propagate upstream faster than it actually
would. Flame kernel initiated farther upstream would be less sensitive to this effect due to
being blown downstream before expanding and becoming less stretched, increasing flame
speed, and propagating back upstream.

5.3

Supersonic Cavity Investigation
The following subsections discuss the results of applying IMIT to the supersonic cavity

and how it resolves some of the problems that exist in I-CRIT-LES, but how other problems
arise.
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5.3.1

I-CRIT-LES in Cavity

Prior to investigating IMIT, I-CRIT-LES results in the cavity is investigated. The model
was designed for ignition of two-phase flow, but as with the low speed jet, the supersonic
cavity is a gas only mixture, so a few criteria of the model are ignored. The only criteria
that are included are the flammability limits, the wall quenching model as used in the paper
[34], and upstream flame propagation.
A sample size of 200 statistically independent, instantaneous solutions, taken over a
simulated period of 10 ms, were used to determine the probability map. The 200 sample
size results in an approximate 7% standard error. This error is small enough to give confidence in the shape of the probability map and to compare to the qualitative experimental
data. Also, the cavity grid is quite sizable, and there is a tradeoff between the number of
samples needed for more accuracy and the storage needed for samples. A convergence
study of the IMIT cavity results (discussed later in this section) can be found in Appendix
D.
As briefly mentioned in Section 2.8, I-CRIT-LES needs a direction to determine whether
or not the flame in the cell is able to propagate “upstream.” In a jet flame where, the fuel
injection and bulk flow go in the same direction, it is easy to determine the upstream direction. However, in the super sonic cavity geometry, the fuel injection is in the opposite
direction of the bulk flow. Even if the bulk flow was to be ignored because the area of
interest within the cavity is a recirculation region, the bulk flow within the recirculation
region is not a constant direction. The definition of the upstream direction will affect the
solution. Figure 5.11 shows four definitions of the upstream direction investigated for the
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cavity from a generic cell (star). The original I-CRIT-LES model uses a constant vector in
the direction of the fuel injection. Case 1 (case 2) is a constant vector pointing along the
+x (-x) direction toward the fuel injection (bulk flow). However, the model can easily be
made to have a direction vector based on the cell location. Case 3 (case 4) uses a direction
vector pointing from the cell to point A (point B), which corresponds to the fuel injector
(IMIT “ignition region” as explained later).

Figure 5.11
Four upstream directions for I-CRIT-LES in the cavity

Upon first investigations, I-CRIT-LES ignition map was the same as the flammability
factor map, for all the cases, due to the model of the turbulent flame speed, Equation (5.7).
The turbulent intensity is so high in the cavity that the 2.5u0 term dominated the equation
and St would be greater than the fluid velocity everywhere in the cavity, which is unphysical. Since modeling turbulent flame speeds in high turbulence is complicated and beyond
the scope of this thesis, a first order approximation was made that St = 10Sl . This was
about the case for the turbulent flame speed in the most turbulent intense part of the low
speed jet.

86

Figure 5.12 shows the 50% isolines for the 4 cases compared to the experimental ignition data. (A) shows cases with the “upstream” towards the rear of the cavity, 1 and
3, and (B) shows the cases with the “upstream” towards the front of the cavity, 2 and 4.
The color of the isolines match the scheme in Figure 5.11, where red are the cases with
the “upstream” along the x-axis and blue are the cases with the “upstream” being a directional vector to particular locations. The isolines vary wildly between the (A) cases and
(B) cases. The (A) cases do not match the experimental data, whereas the (B) cases do.
However, there are differences between the isolines within the (B) cases. The largest discrepancy between case 2 and 4 is a region near x = 27 cm. Since this region lies between
two experimental locations, it is hard to determine which case matches the data better.

Figure 5.12
50% Pign isolines for the four I-CRIT-LES cases
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The case 4 Pign map is shown in Figure 5.13. Also shown are the isolines for 50%
(thin) and 75% (bold). The model over predicts a few of the locations near the exit ramp
and there is one point that ignited in the experiment that lies outside the ignition region
in the map, but, overall, the Pign map does match the shape of the experimental ignition
trends well. The physics within I-CRIT-LES are simplified, or even left out, so the fact that
the maps match so well could be coincidence. Adding more physics to determine flame
kernel propagation, as implemented in IMIT, would give more confidence in the ignition
map.

Figure 5.13
I-CRIT-LES Case 4 Pign map

5.3.2
5.3.2.1

IMIT Applied to Cavity
Determining the “Ignition Region” for the Cavity

More care had to be put into defining the “ignition region” for the cavity than with the
low speed jet. The concept of liftoff height is well defined and fairly simple to determine.
However, it is not as easy for the supersonic cavity.
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It was noticed that, using the qualitative model, location 5, which is near the bottom
of the step, had the highest pN under all conditions. This location also ignited on the first
pulse during the physical experiments. It was assumed that a flame kernel that exists in this
region – either by forming or being convected – would eventually ignite the entire cavity.
Recall that this migration and ignition were shown in Figure 3.4.
The assumption that the full cavity would ignite if the flame kernel can propagate to
the desired region is plausible, but this region needs to be properly defined. Returning to
the fundamental idea behind the qualitative model, namely that a particle’s lifetime in a
region conducive for ignition is related to ignition probability, it is assumed that the flame
kernel must survive in a region for a period of time for this region to be deemed as the
“ignition region.” Naturally, a recirculating, high F zone would be an ideal place to look,
and this refers back to Esclapez et al. [33] concluding that a flame must migrate to the
IRZ to ignite burner in their study. Examination of mean velocity streamlines in the cavity
[47, 48, 78, 81] shows that there is such an area at the bottom of the step, which correlates
with high pN from qualitative model and ignition results [65, 66] for this region.
A precise definition of the dimensions of an “ignition region” would be needed for any
model that makes use the above idea. The CEI EnSight software was used to investigate
the “ignition region” by introducing tracers into the mean flow field along the center plane
within the cavity. The tracers were given a length of 1 ms, which is about what it takes for
the kernel to start expanding into a flame (Figure 3.4), and any tracer that left the 100%
flammability region was removed. This is shown in Figure 5.14 A. The region was refined
to the area about the size of the seen recirculation zone and more tracers were tracked,
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Figure 5.14
“Ignition region” investigation technique

Figure 5.14 B. This time the tracer length was set to 5 ms, which is more than enough time
for a kernel to ignite the cavity. The area was refined again to encompass just these tracer
injection locations. This area is what is used as the “ignition region” for a quantitative
model. It was assumed for the cavity, that this 2D area would hold true irrespective of
where along the width the cavity was sliced.

5.3.2.2

IMIT Baseline Investigation

Initial, baseline, investigation of the supersonic cavity used only the equivalence ratio
to determine cell flammability, similar to the baseline study in Section 4.3.1, except it used
the unsteady inflow condition from Section 4.3.4. Also, the laminar flame speed was used
for the flame propagation model to generate the lower bound limit.
Figure 5.15 shows the propagation of the virtual flame for a single run in the cavity
for different loop iterations. The 2D midsection plane and the 3D section of the cavity are
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Figure 5.15
Virtual flame propagation in cavity

shown. The isolines (in the 2D figures) and the isosurfaces (in the 3D figures) show the
enclosed regions where the cell have “ignited.” Different loop iterations are shown, starting
with i = 0 and ending on the final iteration for this particle case of i = 320, as to exhibit
how the virtual flame grows from “ignition region.” The iterations do not correspond with
any sort of time value since the flame could spread across several cells in a single iteration,
depending on the order the cells are looped through.
The predicted Pign map generated from IMIT applied to the supersonic cavity is plotted
in Figure 5.16 along the 2D slice along the midsection. Again, the experimental point
locations are superimposed on the plot. The 25%, 50%, and 75% islolines are shown for
Pign (black) and F (blue). As predicted, the Pign area is smaller than the F area for a given
isoline, and there is a bigger discrepancy at the lower percentages with the 75% isolines
fairly close to each other. There is also a higher discrepancy between the curves in the
shear layer than in the bottom of the cavity. For instance, the Pign = 25% isloline in the
shear layer is actually closer to the F = 50% isoline than the F = 25% isoline. A cell in
this part of the cavity has 50% chance of being flammable, but only has a predicted 25%
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chance to ignite. This suggests that there is more likely to pockets of flammable mixtures
disconnected from the “ignition region” in the shear layer than in the rest of the cavity.

Figure 5.16
Baseline IMIT Pign map

While Pign isolines are more restrictive than the F isolines, the difference is not great
enough to make much qualitative differences in the ignition map. Most of the flammable
cells in the cavity are connected. In fact there is any difference between the sets of isolines
when compared to the experimental ignition data, and suffers the same problems with
predicting high Pign for several points that did not ignite.
When IMIT is compared to I-CRIT-LES, the problems are even more noticeable. ICRIT-LES map, once the “upstream” direction is adequately chosen, matched the experimental really well, whereas IMIT does not match the data that well, especially with the fact
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that Figure 5.16 used the laminar flame speed. Using a turbulent flame speed would exacerbate the problem even more by driving Pign map closer to the F map. The IMIT map
needs to constricted to match the n-LIBS results, and since the qualitative investigation
showed constrictions by adding additional physics, then perhaps adding addition physics
into IMIT will help as well.

5.3.2.3

Brief IMIT Strain Rate investigation

A brief investigation of the effects of adding a strain rate criteria to determine a cell
burn-ability. The least restrictive strain rate limit from Section 4.3.3 (˙ = 1.25 × 105 s−1 )
was used for this investigation as an example and not meant as a definitive solution. The
Pign map is shown in Figure 5.17. The Pign isolines are shown as black and the burnable
(0.38 ≤ φ ≤ 1.8 and ˙ ≤ 1.25 × 105 s−1 ) probability isolines are blue. The isolines shown
are for 25%, 50%, and 75%.
Adding a strain criteria to the IMIT restricts the Pign map towards the step, which is expected since the highest strain rates are seen in the back of the cavity and shear layer. There
were several failed n-LIBS ignition locations (red dots) in the shear layer and rear cavity
that lied within the baseline IMIT Pign map but outside of the map when the strain rate
was included. There were three intermittent (yellow dots) locations and one good (green
dot) location that were outside of the 25% Pign isoline, which suggests that the strain rate
criteria chose, while being the least restrictive of the cases tested in the previous chapter,
is too aggressive. Just as with the baseline IMIT map, the Pign isolines are more restrictive
than the burnable isolines. However, the gap between the ignition and burnable isolines for
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5 −1

1.25 × 10 s

Figure 5.17
strain rate IMIT Pign map

a given probability with the strain rate is qualitatively wider than in the baseline case. This
implies that the strain rate criteria causes more disconnectedness between burnable cells.

5.4

Additional Discussion
Eulerian integration was chosen for IMIT since calculating connectedness of flammable

cells is a problem naturally built for Eulerian methods. Eulerian methods can solve this
type of problem easily and quickly. However, they also have features that lead to over
prediction of connectedness that relies on the flame being able to travel between cells.
Eulerian methods are naturally diffusive, but this diffusive nature is exacerbated within
IMIT. IMIT transports a fictitious burned state from cell to cell, which is a binary marker:
the cell either is burned or not. There is no “conservation of burned,” which can be properly
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integrated. This leads to a problem of if the virtual flame crosses cell boundary, the next
cell immediately switches state to burned. Essentially, the flame jumps from one boundary
to another, which allows the virtual flame to jump across streamlines. A virtual flame
jumping into a cell in which it is normally prohibited from entering can lead to a cascading
effect in which an entire region then becomes ignited. A sketch of this “diffusion” is shown
in Figure 5.18.

Figure 5.18
IMIT “diffusion” problem

Figure 5.18 compares the Eulerian virtual flame spread method in IMIT to the actual
advection of a flame kernel in a simplified scenario. The white cells are unburnt, the yellow
cells are those that became burnt at that iteration step, and the green cells are burnt from
previous iteration steps. The simulated flame surface is outlined in red, and the flame
kernel is in orange. The flames are moving to the right and slight up as indicated by the
blue arrows. Both cases start off by igniting cells 1 and 2 at Iteration 1. At this iteration
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both are the same, but thing start to differ at Iteration 2. As the flame kernel moves in
the Lagrangian figures, it enters into cells 3, 5, and 6, igniting those. However, with the
Eulerian case, the flame on the boarder of cell 1 moves up igniting cell 4 and the flame
of the surfaces of cell 2 move up igniting cell 5 and to the right igniting cell 3. Thus, at
Iteration 2, the cases have an equal number of cell ignited but differ on which exact cells
are ignited; the Eulerian case allowed the flame to “diffuse” into cell 4. Then, in Iteration
3, the Eulerian flame front continues to move up and to the right with the flow, igniting
new cells, whereas the kernel advects out of the domain and not igniting any more (visible)
cells. The Eulerian flame front will continue to move upwards until the conditions in the
cells change.
In an attempt to alleviate the over prediction problem of IMIT, the following chapter
explores a Lagrangian implementation of IMIT.
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CHAPTER 6
QUANTITATIVE ANALYSIS WITH LAGRANGIAN METHODS

The IMIT algorithm was modified so that Lagrangian flame particles can be tracked
as they propagate through a frozen flow and marking the cells that have a direct path to
the “ignition region.” This Lagrangian version will be referred to as LIMIT. The particle
tracking will be similar to the qualitative model from Chapter 4 in that injected particles
will follow the fluid streamlines (though will be modified for flame speed) and will be
removed from the simulation if the particles enter into a cell where the conditions are not
conducive for combustion. The differences occur in what the particles represent in each
case. The particles in the qualitative model represented the entire flame kernel condensed
into a single point, but the particles in LIMIT represent a point on the kernel’s surface.
The flame marking is performed similar to the SPINTHIR model [74]. The computational cells can either be burnt or unburnt. If a flame particle enters into an unburnt, but
flammable, cell, then the cell switches states to become burnt. At the end of the simulation, the cell states are outputted to be used to generate a map of the cells in which flame
particles pass through. However, in SPINTHIR, when a cell switches burned states, another flame particle is injected at that cell’s center. This has the potential to have diffusive
problems as well, albeit not as extreme as IMIT. If a flame particle barely enters into a cell,
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for example in the corner, and a new particle is injected at the cell center, then the flame
is still jumping across some distance. LIMIT also injects additional particles during the
simulation, as detailed in the following section, but these are injected at locations of other
particles as to have a direct and unbroken path.

6.1

LIMIT Model Description
LIMIT follows the same steps as IMIT, but implementation of the steps is different.

The qualitative Lagrangian model from Chapter 4 was adapted to track the virtual flame
and the algorithm is as follows:
Step 1: Determine cell ignitability. This step is the same as in IMIT. Loop through
all the cells in the domain, and if a cell is within some ignitability limits, then that cell is
marked as being ignitable. Again, for the thesis, only flammability limits will be used as
the ignitability criteria.
Step 2: Ignite the “ignition region.” Inject particles that represent a flame particle on
the surface of a spherical flame kernel. These particles are injected in random locations
that fit within the bounds that describe the “ignition region.” Several particles need to
be injected as to adequately sample and represent the entire region. An initial particle
injection number of 10,000 was used for the cases in this thesis.
Step 3: Propagate the virtual flame backwards in time. Instead of the flame propagating from cell to cell, the Lagrangian particles represent the flame. A loop is set up
to allow the particles to walk through the frozen flow. Like with the qualitative mode,
a particle probes information from the cell that contains it, namely Sl and φ, as it walks
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throughout the loop. The particle walk follows the fluid velocity plus a random walk based
on the flame speed
xFp = xpF −1 − (uFf −1 + S F −1 · nˆr ) · tFp −1 ,

(6.1)

where xp is the particle location, uf is the fluid velocity at the particle location, S is the
flame speed at the particle location, nˆr is a unit vector is a random direction and assumed
to be normal to the flame surface, tp is the local time step for the particle, and F is the loop
iteration number. The time step is estimated to be the time it takes the particle to travel a
quarter of the way across the cell and is calculated by
q
3
F −1
V olcell
,
tp = 0.25 · F −1
| uf + S F −1 · nˆr |

(6.2)

where V olcell is the volume of the cell that contains the particle.
The flame speed model is the same as used in IMIT in the previous chapter. The reader
is directed to Section 5.1 for the full details.
Like with the qualitative model, particles are removed when they enter a cell that is
not marked as burnable. However, unlike the qualitative model, the particles are removed
immediately; no counter is used to allow the particles to survive in adverse cells for a
short time. The qualitative model allowed for the particles to survive since the particles
represented the entire flame, but the particles here are only elements of the flame, which
can locally extinguish. A burnable cell is marked as ignited if any particles reside within it
during the simulation.
Unlike IMIT, where the ignitability map can be reached in a few hundred iteration
steps, it would take an infinite number of iterations for LIMIT to get the complete answer.
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Therefore, the loop needs to break after solution reaches convergence. Monte Carlo methods can be slow to converge, typically having error convergence proportional to the square
root of number of samples. Appendix E tries to quantify some errors in the final solution.
It is important to have a tp smaller than the cell size. Since a particle is removed at
the end of its walk step, there is potential for the particle to skip over an inflammable
adjacent cell and into a flammable cell. If a particle does skip such cells, then, like the
“diffusion” problem of IMIT igniting regions that should not have ignited, this particle
can ignite regions that should not be able to ignite. As tp gets smaller, the chances of this
happening also decreases but the iterations it takes to reach a converged solution increases.
Thus, there is a tradeoff between a small enough step to reduce errors and a step large
enough to converge quickly. Analysis of step size is in Appendix E.
In order to speed up convergence of the Lagrangian integration, particles are cloned
throughout the simulation. One can imagine a region within the domain, which takes several thousand iterations for a particle starting the “ignition region” to reach. Once a particle
gets there, it will only be able to follow one path, then several thousand more iterations will
have to be done before a second particle can get there and travel in a different path. However, if that first particle cloned itself once it entered the region, then all the clones can
explore the region without having to wait. Thus, a strategy was implemented so that if
the number of particles in a cell at an iteration step was below a certain threshold, then
all those particles would get cloned. However, to keep the simulation from having excessive non-productive particle populations, if the number of particles was above a different
threshold, then random particles would be removed. This strategy would evenly distribute
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the flame particles throughout the entire connected burnable domain. For the cases within
this thesis, the lower limit was set to 20 and the upper limit was set to 40.
The iteration process is shown in Figure 6.1.

Figure 6.1
LIMIT model flow chart

6.2

Low Speed Methane Jet
LIMIT was used to generate an ignition map in the low speed methane jet using the

same grid and instantaneous solutions from the previous chapter. The “ignition region”
was chosen to be the same as with IMIT, a bounded region around the approximate liftoff
height for the jet. The turbulent flame speed was used for the initial run.
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In the initial runs, the particles were not being advected downstream; the virtual flame
was not propagating from the “ignition region” except downward towards the jet exit. It
was determined that the particles in this part of the jet are very unlikely, from a Monte Carlo
perspective, to move downstream. A schematic of the problem is shown in Figure 6.2. At
the liftoff height, the turbulent flame speed is about the same as the fluid speed. With an
inverted time model, particles are going to naturally move towards the jet exit. However,
the virtual flame needs to move away from the jet exit to generate the ignition map. There
is a very thin slice of the possible random direction vectors in which Equation (6.1) will
allow the particle to propagate against the negative velocity vector. The circle in Figure 6.2
shows a simplification of all random vectors. Any vector chosen that lies within the red
region will cause the particle to walk towards the jet while any vector in the green region
will cause the particle to walk away from the jet. The green area gets larger the farther
away from the jet exit the particle walks do to the decrease in the local fluid velocity, but
the chances of randomly generating a vector in the green region while the particle is near
the liftoff height are small. In order to bias the particles to walk downstream, a random
vector is only chosen three-quarters of the time. A quarter of the time the vector is set to
be directly opposed to the negative local fluid velocity vector.
The ignition map is shown in Figure 6.3. The LIMIT Pign map is similar to the IMIT
Pign map using the full turbulent flame speed shown in Figure 5.8 (B). This similarity
is also shown the centerline Pign in Figure 6.4. The IMIT probability line (red) and the
LIMIT probability line (dashed black) lie on one another for most of the plot. They deviate
from each other near the Z/dj ≈ 58 point as the LIMIT line starts to sharply drop off.
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Figure 6.2
Random direction vector schematic

Further studies need to be conducted to determine if the difference is due to the resolving
of the diffusion-like effects in IMIT or if the LIMIT ignition maps are not fully converged.
The model used 4000 iteration steps to generate the ignition plots, which is enough for
the investigated instantaneous case in Appendix E to converge. This may not have been
enough, though, for all the solutions to converge.
In the previous chapter, the Sα term was used as a flame speed between the laminar and
the turbulent limits, and it gave decent results when used in IMIT on the low speed jet case.
The diffusion-like effect in IMIT allowed the virtual flame to travel down stream where the
lower flame speed could have some effect. This α parameter could not be used within
LIMIT. As discussed previously, the flame particles already have a hard time propagating
downstream since the fluid velocity is approximately equal to St at the lift-off height.
Lowering the flame speed would prohibit the flame particles from moving downstream
even with the convergence improvement trick being used. The “ignition region” could
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Figure 6.3
Methane jet LIMIT map

Figure 6.4
Jet centerline LIMIT Pign
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be moved more downstream, such that the particle would then be able to populate the
downstream portion, but that would add more arbitrariness to the parameters of the model.

6.3

Supersonic Cavity Investigation
In a similar fashion to the low speed jet case, a bias was added to generate the random

unit vector for the flame speed particle walk. However, the circumstances in the cavity are
different from the jet, so a different scheme needs to be made. In the jet, it was the particles
that walked in the opposite direction of the negative streamline that were important to
propagating the virtual flame. Since the average streamlines in the cavity are recirculating
instead of being in a singular direction, jumping the streamlines becomes important. The
greatest jump can be made if the particles walk orthogonal to the streamlines. Also, in
general, the fluid velocity is greater than the flame speed within the cavity, so there is no
need to consider the particles walking against the streamlines. The bias in the low speed
jet was required for LIMIT to work, but the bias for the cavity is just used to increase the
convergence.
A schematic explaining the particle walking orthogonal to the streamline is shown in
Figure 6.5. As a flame kernel (orange circle) gets convected down the streamline, it will
evolve and the radius will expand. A flame envelope (pink) can get drawn such that all
the points within this envelope would get ignited in time. If a flame particle (red dot) on
the initial, smaller circle is assumed to be on the boundary of the flame envelope, then
the flame speed “random” vector needs to be normal to the streamline if the particle is
to remain on the boundary. If any other vector were chosen, then the resulting position
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would end up within the flame envelope. The flame envelope does need to be populated
with particles as well, as to be sure to account for all possibilities of flame propagation.
Therefore, half of the time a random direction vector (n̂r ) is chosen. The other half of the
time a random orthogonal vector (n̂r,orth ) is used in Equation (6.1).

Figure 6.5
Random direction vector schematic

It could be a tricky thing to generate a random vector that is orthogonal to the streamline. However, since a random directional vector is already generated, a random orthogonal
vector can be calculated by doing a cross product with the velocity vector,

n̂r,orth =

uf × n̂r
,
| uf × n̂r |

(6.3)

as long as cross product is non-zero. The cross product is divided by its magnitude so that
n̂r,orth is a unit vector.
The Pign map generated for the cavity by LIMIT is shown in Figure 6.6. The black
lines are the islolines for Pign = 75% (bold) and 50% (thin). Also shown is the 50%
flammability factor isoline (blue). Superimposed on the map are the ignition data from the
n-LIBS experiment. Whereas the IMIT ignition isolines were only slightly more restrictive
106

than the flammability factor isolines (Figure 5.16), the differences between ignition and
flammability is far more significant with LIMIT. The majority of the good n-LIBS ignition
points (green) lie within the 75% Pign isoline; only two lie between the 50% and the 75%
isolines. All the failed ignition points (red) lie outside of the 50% Pign isoline. There are
two intermediate ignition points (yellow), which are near the exit ramp, that lie outside of
the 50% Pign line, however, still within an area with non-zero ignition probability.

Figure 6.6
Cavity LIMIT ignition map

The discrepancies can be explained by the fact that LIMIT does not include the average
fluid velocity in its calculations. The yellow points near the ramp would be most likely
convected toward the step. In a non-frozen case, it can be imagined that there is a pocket
of ignited gas that later gets connected to the “ignition region.” Due to the modeling
assumptions, LIMIT cannot effectively capture these points. The same arguments can be
made for the red points near the 50% isoline: in a non-frozen flow, these flame pockets
would get convected away from the “ignition region” faster than the flame speed.
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A brief grid-refinement study was conducted by comparing the above results to LIMIT
applied to a slighter coarser mesh. The cells in the cavity region of the coarse mesh were
1.5 times larger than the baseline mesh. The instantaneous CFD solutions had to be regenerated using the coarser mesh. Therefore, the instantaneous solutions, to which LIMIT was
applied in the coarse run, were different than the ones in the baseline. The coarse LIMIT
map, Figure 6.7, was generated using the same LIMIT variable values of 3000 iteration
steps, tp = 0.25, and particles per cell limits of 20-40. In Figure 6.7 the blue line is the
50% flammability factor isoline, which has expanded out from the baseline case. The thin
black line and bold black line are Pign = 50% and 75% isolines, respectively.

Figure 6.7
Coarser cavity LIMIT ignition map

A direct comparison of the ignition probability isolines is made in Figure 6.8. The thin
lines are the Pign = 50% isolines, and the bold lines are the Pign = 75% isolines. The
baseline case and the coarse case are represented in blue and red, respectively. Both cases
have the same relative shapes and match the qualitative experimental data well. However,
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the coarse case has a broader ignition area. As mentioned previously, the flammability
area also expanded in the coarse case. The expanded flammability would mean that in the
coarse case, the particles could potentially travel further before reaching an inflammable
cell. Another potential cause comes from the tp used. The local time step parameter is the
same in both cases, but since tp is based on the cell size, and the cells are bigger in the
coarse case, the actual step size is larger.

Figure 6.8
Grid refinement LIMIT comparison

6.4

Additional Discussion
The Lagrangian method included in LIMIT does, indeed, resolve the “diffusion” prob-

lem that was inherent in IMIT. The LIMIT ignition map for the low speed jet generates a
similar ignition map as I-CRIT-LES. However, the cavity ignition map arguably matches
the n-LIBS data better than I-CRIT-LES, and LIMIT has a more robust justification for
defining where the flame kernel must propagate to for ignition to be successful. Improved
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ignition data in the cavity would help confirm whether the LIMIT ignition map is quantitatively better.
The α parameter introduced in IMIT, which allowed IMIT to match the low speed jet
experimental map reasonably well, cannot effectively be added with LIMIT. At the lift-off
height in the jet, the flame speed is already very close to the fluid velocity. A trick already
had to be employed to ensure the flame particles propagate downstream, and the particles
would not be able to with a lower flame speed. So, if α represented a correction factor for
a stretched flame speed of the initial spherical kernel, then LIMIT would not be able to
incorporate this as is.
There are some arguments to be made about the simplistic Lagrangian model used.
Currently, the particles select a new random direction flame speed direction at each step. A
particle will represent a point on the surface of some flame and walk in a direction normal
to the surface of that flame. However, on the next step, a different direction is chosen
which would represent a completely different flame surface. It would be more physically
accurate if the random direction followed some rule which forced the particle to stay on the
same “flame surface” throughout the particle walk. Doing this, however, would prevent the
particle cloning from helping speed up convergence of the method. It would take longer,
perhaps prohibitively, if the flame direction is more physically consistent.
Additional cases need to be run. First off, the cavity case could be run using a more
accurate turbulent flame speed model than the first order approximation made. Different
fueling strategies within the cavity would also greatly change the ignition map. For example, in upstream fueling cases, the step corner might not be the “ignition region” and
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could act more like a lifted jet. Addition cases like these could help make the method more
general and give insight on additional modeling parameters.
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CHAPTER 7
CONCLUSIONS

The objective of this thesis was to determine whether a simplistic ignition model, based
on the interrogation of the cold flow CFD results, would be able to generate an ignition
probability map within a supersonic flame holding cavity geometry. Such models (e.g.
I-CRIT-LES and SPINTHIR) have been shown to give reasonable results when applied to
lifted flames and conventional jet engine geometries, but none were applied to supersonic
flow cases. The existing models in the literature have ad hoc properties in the determination
of a successful ignition, so a new methodology was developed to have a more physically
sound definition of ignition success.
The ignition process can be broken down into three main phases: 1) initiation of the
flame kernel, 2) evolution of flame kernel into a propagating flame, and 3) stabilization of
the flame. However, the ignition process becomes very complicated in a supersonic flame
holding cavity as pressure change and heat release affect the shocks and fuel-air mixture
within the cavity. The flame in the cavity goes through several phases before becoming an
established, stable flame. Before the significant pressure rise can begin, however, the flame
kernel must get to a stable zone to burn the fuel already present in the cavity. It was noticed
from experimental data that flame kernels migrate to a recirculation zone near the corner
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of the step of the cavity for cases of successful ignition. The new model would assume
that as long as the flame can propagate to this region of the cavity, then ignition would be
successful.
Before the ignition probability model was developed, a simpler, qualitative model was
used to explore the effects of different parameters that would potentially affect ignition
modeling. This qualitative model injected Lagrangian particles, which represented the
flame kernels at several key locations during a LES simulation. The particles were tracking
particles and would follow the flow while tracking the mixture fraction. If the mixture
fraction ever went out of some bounds, the particle would get removed, as the flame kernel
would have entered an inflammable region. The particle populations from each location
are tracked during the simulation. At the end, the average populations could be compared
with the location with the highest average population representing the location with best
chances of ignition. This qualitative model also showed that the location in the corner of
the cavity was the best place for ignition to occur.
The premise of the model developed in this thesis, IMIT, is that a virtual flame is
propagated backwards in time starting from the “success region” (cavity corner) in a frozen
CFD solution. This method generates a connection map such that a flame starting in each of
the cells would eventually get to the “success region” if forward time is considered. Since
ignition is a stochastic process, a sample of 200 independent, instantaneous CFD solutions
was used to generate the full ignition probability map. IMIT was used to generate ignition
maps for a low speed lifted jet and the cavity. The jet map compared similarly to I-CRIT-
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LES, but IMIT failed to capture the trends of experimental ignition data in the cavity. The
errors were caused by a diffusion-like effect of the Eulerian methods used within IMIT.
A Lagrangian version (LIMIT) was then implemented which injected flame particles
within the “success region.” Flame particles would follow the stream lines backwards in
time augmented with a particle walk, which scaled with the flame speed, in a random direction at each iteration step. Any cell that contained a flame particle during the simulation
was marked as ignited. An advantage of the inverse time aspect is that all the regions of
the domain can be simulated within a single run. A scheme like SPINTHIR would require
a different simulation for each location to be tested. LIMIT ignition maps were improved
over IMIT. The lifted jet map was still akin to the I-CRIT-LES results, but the cavity ignition map followed the experiment data trend and arguably better than I-CRIT-LES.
The result of this thesis is that cold flow based ignition models can, indeed, be used
to generate ignition maps in supersonic cavity flame holding geometries. LIMIT was able
to get generate ignition maps that compared reasonably well with the qualitative experimental ignition data, especially when it is considered that the ignition process in the cavity
involves very complex interactions between heat release and shockwaves which get ignored
in the model. Ideally, it would be beneficial to have quantitative, rather than qualitative,
experimental ignition data for cavity comparisons. The next step would be to use a more
precise turbulent flame speed model in the cavity, or at least to do a sensitivity analysis on
the flame speed to see if an accurate flame speed model is even needed for the cavity. Other
future work should include running LIMIT on the cavity with a different fueling scheme,
such as upstream fueling, as to explore potential improvements to the model.
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Table A.1
Locations and ignition results of n-LIBS tests

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

Location† (cm)
X
Y
0.64
0.33
0.77
-0.17
0.77
-0.67
0.77
-1.17
0.77
-1.27
1.61
0.33
1.61
-0.17
1.61
-0.67
1.61
-1.17
1.61
-1.35
2.61
0.33
2.61
-0.17
2.61
-0.67
2.61
-1.17
2.61
-1.35
3.61
0.33
3.61
-0.17
3.61
-0.67

A
B
C

0.87
2.64
4.42

†

-1.07
-1.07
-1.07

Ignition
Pulse
298
22*
1*
2
2
298
298
1
1
1
298
300
1
4
1
295
291
298

19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Location† (cm)
X
Y
3.61
-1.17
3.61
-1.35
4.61
0.33
4.61
-0.17
4.61
-0.67
4.61
-1.17
4.61
-1.24
5.61
0.33
5.61
-0.17
5.61
-0.67
5.61
-0.90
6.61
0.33
6.61
-0.17
6.61
-0.54
7.61
0.33
7.61
-0.17
8.61
0.33
8.61
-0.02

1
1
1

D
E
F

0.87
2.64
4.42

Locations relative to the top, leading corner of the cavity
of multiple tests

* Average
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-0.07
-0.27
-0.87

Ignition
Pulse
2
23
298
297
299
67*
23.3*
298
295
297
296
298.5*
297
297
296
296
295
297
14
1
85
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Table B.1
Lagrangian flammability for varying timesteps

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

10k
1
90
100
100
100
1
52
95
100
100
1
41
76
93
96
0
29
72
87
91
0
19
72
83
84
0
4
63
73
0
1
27
0
0
0
0

20k
2
76
96
99
99
1
55
84
98
98
0
45
71
81
87
0
37
66
79
85
0
28
63
72
74
0
9
57
65
0
1
38
0
0
0
0

30k
2
72
91
96
96
0
62
81
95
96
0
52
72
81
86
0
44
69
79
83
0
36
66
74
76
0
14
61
68
0
1
46
0
0
0
0

40k
2
77
90
95
94
0
67
82
93
94
0
59
75
82
85
0
52
73
80
83
0
44
72
77
79
0
18
69
74
0
2
53
0
0
0
0

50k
2
80
90
93
93
0
70
84
93
94
0
63
76
83
86
0
57
75
81
83
0
48
75
79
80
0
21
73
77
0
2
57
0
0
0
0
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60k
2
79
89
92
92
0
70
84
92
93
0
64
76
83
86
0
59
76
81
82
0
50
76
79
80
0
22
74
77
0
2
59
0
0
0
0

70k
2
80
89
92
91
0
71
84
91
92
0
65
77
84
87
0
61
76
81
82
0
52
76
80
80
0
24
75
78
0
2
61
0
0
0
0

80k
2
80
88
91
91
0
72
84
91
91
0
66
77
84
87
0
62
76
81
82
0
54
77
80
80
0
25
76
79
0
2
63
0
0
0
0

90k
2
80
88
91
90
0
72
84
90
91
0
67
77
83
86
0
63
77
81
82
0
54
77
80
80
0
26
77
79
0
2
64
0
0
0
0

100k
2
79
87
90
90
0
72
83
89
89
0
67
77
83
86
0
63
77
81
82
0
55
77
80
80
0
26
76
79
0
2
64
0
0
0
0

Figure B.1
Lagrangian flammability plotted
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Table C.1
pN from all qualitative tests
Baseline
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

0.00
0.32
0.67
1.00
1.00
0.00
0.09
0.47
0.71
0.79
0.00
0.01
0.19
0.44
0.49
0.00
0.00
0.12
0.23
0.23
0.00
0.00
0.07
0.08
0.07
0.00
0.00
0.02
0.02
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Fuel Concentration
+30%
-30%
0.00
0.00
0.29
0.32
0.68
0.69
0.90
0.91
1.00
1.00
0.00
0.00
0.09
0.11
0.52
0.54
0.70
0.71
0.77
0.77
0.00
0.00
0.01
0.02
0.18
0.23
0.34
0.39
0.37
0.41
0.00
0.00
0.00
0.01
0.09
0.22
0.11
0.27
0.09
0.22
0.00
0.00
0.00
0.00
0.03
0.21
0.02
0.30
0.01
0.26
0.00
0.00
0.00
0.00
0.00
0.18
0.00
0.26
0.00
0.00
0.00
0.00
20.00
0.02
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
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Quench Counter
200
2000
0.00
0.01
0.33
0.53
0.68
0.75
0.90
0.93
1.00
1.00
0.00
0.01
0.13
0.40
0.55
0.68
0.75
0.85
0.81
0.93
0.00
0.00
0.04
0.32
0.24
0.52
0.46
0.70
0.51
0.79
0.00
0.00
0.02
0.23
0.20
0.59
0.30
0.66
0.31
0.70
0.00
0.00
0.01
0.09
0.15
0.66
0.25
0.71
0.24
0.71
0.00
0.00
0.00
0.01
0.07
0.67
0.11
0.75
0.00
0.00
0.00
0.00
0.00
0.18
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Table C.1
(continued)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Strain Rate (1/s)
125 000 100 000 75 000
0.00
0.00
0.00
0.34
0.37
0.49
0.91
0.82
0.83
0.98
0.96
0.91
1.00
1.00
1.00
0.00
0.00
0.00
0.04
0.04
0.04
0.45
0.40
0.36
0.59
0.41
0.33
0.59
0.43
0.38
0.00
0.00
0.00
0.00
0.00
0.00
0.12
0.13
0.11
0.18
0.14
0.09
0.20
0.14
0.09
0.00
0.00
0.00
0.00
0.00
0.00
0.05
0.03
0.03
0.04
0.03
0.02
0.04
0.03
0.02
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.01
0.00
0.01
0.01
0.00
0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
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Unsteady
0.00
0.14
0.61
0.96
1.00
0.00
0.02
0.30
0.62
0.69
0.00
0.01
0.21
0.36
0.38
0.00
0.00
0.12
0.19
0.20
0.00
0.00
0.06
0.05
0.04
0.00
0.00
0.01
0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.00
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A statistical convergence study was preformed for IMIT in the supersonic cavity for
flammability probability and ignition probability. The sample sizes used for the averages
were varied (10, 20, 50, 100, 200). Theoretically, the averages should converged towards
the actual average with increasing number of samples used. Figure D.1 shows the Pign =
50% isolines converging.

Figure D.1
Qualitative ignition 50% isoline convergence

Three error norms (L1 , L2 , and L∞ ) were performed to prove convergence quantitatively. 159 locations were chosen where large variations among the averages are expected,
see Figure D.2, where the averages were sampled and error computed. For the error norm
calculations, the errors are compared to the 200 sample solution.
The error norms do, indeed, decrease with the number of samples, meaning that the
averages are getting closer together and, thus, the true average. The errors are shown in
Table D.1 and plotted in Figure D.3.
134

Figure D.2
Locations for norm convergence

Table D.1
Cavity statistical convergence norms

L1
L2
L∞

10
8.63%
11.75%
38.16%

Flammability
20
50
7.85%
3.80%
10.94% 5.19%
32.75% 16.32%

100
2.35%
3.06%
9.10%
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10
9.00%
12.61%
40.06%

Ignition
20
50
8.47%
4.30%
12.68% 5.94%
39.52% 17.48%

100
2.47%
3.24%
7.26%

Figure D.3
IMIT statistical convergence using the supersonic cavity
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E.1

Particles Per Cell Convergence Study in Cavity
A convergence study was performed on the particles per cell (PPC) range, which is

used to speed up the solution time of LIMIT. Five ranges were used and are described
in Table E.1. The minimum and maximum PPC threshold change in each case, but the
maximum is always twice that of the minimum. Recall that the if the particles in a given
cell is below the minimum, then the particles are cloned, and if it is above the maximum,
then particles are randomly removed. The simulations used a local time step of tp = 0.5,
meaning that a particle will walk roughly half the cell length in a given iteration step, F .
A convergence study of tp is found in the following section.
Table E.1
Particles per cell ranges

Case 1
Case 2
Case 3
Case 4
Case 5

PARTICLES PER CELL
Minimum
Maximum
3
6
10
20
20
40
40
80
80
160

Figure E.1 shows history plots of total ignited volume (cm3 ) at each F iteration for the
five cases on a single instantaneous CFD solution. The top plot is a zoomed in version of
the lower graph as to show the convergences of the plots better. The shapes of the plots for
each case follows the same shape of a quick volume increase, a short level off, then another
sharp volume increase before leveling off again as the volume converges. However, Cases
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1 and 2 did not reach convergence after 2000 iterations. As the PPC limit increases, the
volumes converge at lower iteration steps due to an increase chance for a particle to walk
into an unignited cell. Theoretically, all the cases will reach the same ignited volume as
F → ∞.
Figure E.2 shows the percent error convergence plot assuming that Case 5 is the theoretical limit of fully ignited. The cases are plotted based on the minimum PPC. As shown,
Case 3 has about a 1.5% error at F = 2000, which is far less that the error once can expect
from the experimental ignition tests. Therefore, the PPC range for Case 3 is chosen as the
limits for the Pign maps generated in this thesis.

E.2

Local Time Step Convergence Study in Cavity
Figure E.3 shows history plots of ignited volume in cm3 of a single run for four local

time steps, tp = 1.0, 0.5, 0.25, and 0.125, corresponding to the distance across the cell a
particle travels in a given F step. These simulations used the particle per cell range from
Case 3. The volumes are plotted against a normalized time of F · tp . Therefore, the cases
with smaller tp run for longer iterations. Also, as tp decreases, the normalized time it takes
for the volume to converge increases. At normalized time = 1000, all the time steps chosen
have converged to their respective states. Figure E.4 shows the convergence plot of the
percent error (assuming tp = 0.125 is the factual solution) compared to the inverse of the
time step. The convergence rate of the timestep is slow since a first-order time integration
was used in the model. It is not trivial to implement a higher-order time integration with
the addition of a random vector.
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Figure E.1
Ignited volume history of PPC
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Figure E.2
Convergence with PPC

Figure E.3
Ignited volume history of tp
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Figure E.4
Convergence with tp

Figure E.5 shows the isosurfaces for the final ignited volumes associated with the run
seen in Figure E.3. The colors are coordinated between the pictures: red is the surface
with tp = 0.125, blue is the volume difference between tp = 0.25 and tp = 0.125, and
purple is the volume difference between tp = 0.5 and tp = 0.25. The qualitative shapes of
the ignited volumes are similar; there is not substantial differences between the time steps
used. This give confidence in the solution generated. The main differences between the
cases are shown in finger-like structures. These structures are formed by a few particles
traveling into cells at the larger time steps in which they do not at the lower time steps.
Once they do, the particles then get convected along the stream lines igniting long tendrils.
An example of this jump is shown at region (A). Region (B) shows an ignited blob when
tp = 0.5 which is a result of an ignition tendril entering a vortex like region. Thus, that
entire blob then gets ignited. Not such large blue blobs are seen. Therefore, it can be
assumed that 0.5 is too large of a time step to get a confident solution. While a time step of
142

0.25 over predicts the ignited volume, compared to tp = 0.125, the area is worth a trade-off
for the computation time. Keep in mind that using the PPC range in Case 3 slightly under
predicts the ignited volume, so there seems to be some error cancelation.

E.3

Convergence Study of Low Speed Jet
A simple convergence study was performed to determine the number of iterations

needed for a confident ignition map generated by LIMIT for the low speed jet. Based
on the results from the convergence study in the cavity, tp is set to 0.25 of cell size and the
PPC range was set to 20 - 40. The ignited volume history graph is shown in Figure E.6.
Figure E.7 shows 2D profiles of the ignited volume at a variety of the iteration numbers. It
was decided that using a iteration number of 4000 would be the best number for this case.
At that number, the volume is starting to converge. While not completely converged, most
of the additional ignited volume are areas approaching the jet exit, which is not of interest.
The bulk region has converged.
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Figure E.5
Ignited volume isosurfaces

Figure E.6
Ignited volume history for jet
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Figure E.7
Ignited profile history for jet
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