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Re´sume´
Les relations de Manin caracte´risent principalement les polynoˆmes des pe´riodes d’une forme
modulaire. Nous proposons dans cet article un nombre fini de relations d’ordre 2 ve´rifie´es par le
polynoˆme des bi-pe´riodes d’un couple de formes. En construisant une partie Eisenstein d’ordre 2,
nous pre´cisons l’e´cart entre ces polynoˆmes des bi-pe´riodes et ceux annule´s par les relations e´tablies.
En donnant une description calculatoire de cette partie, nous de´montrons un re´sultat d’irrationalite´
du quotient des pe´riodes pour certains poids.
Abstract
Manin’s relations characterize period polynomials of a modular form. In this paper,
we propose a finite set of relations checked by bi-period polynomials of a couple of
forms. Then we construct an Eisenstein part of depth 2 which essentially completed the
set of bi-periods polynomials among polynomials canceled by the relations. By giving a
computational description of that part, we prove a result of irrationality of ratio of the
periods for some weights.
1 Introduction
Manin [7] introduit des inte´grales ite´re´es d’une famille de formes modulaires. Il montre
que ces inte´grales, pouvant eˆtre vu comme des pe´riodes multiples, sont lie´es entre elles
par des relations de me´lange ainsi que des relations modulaires. Le polynoˆme des pe´-
riodes permet dans le cas classique, voir Zagier [12], de structurer l’ensemble de ces
valeurs pour une forme. Les relations de Manin permettent alors de de´crire l’espace
contenant ce polynoˆme, voir Haberland [3]. En conside´rant une ge´ne´ralisation du po-
lynoˆme des pe´riodes pour deux formes modulaires, on va e´tudier les relations qu’ils
ve´rifient. Les re´sultats de cet article sont ainsi un prolongement des travaux de Manin
[6], Eichler [2] et Shimura [11] pour le polynoˆme des bi-pe´riodes associe´ a` un couple de
formes modulaires.
Notons Γ = PSL2(Z) le groupe modulaire. Il agit sur le demi-plan de Poincare´ H.
Soit k ≥ 4 un entier pair. Conside´rons Sk l’ensemble des formes holomorphes modu-
laires paraboliques pour Γ de poids k.
Notons w = k − 2 et V Qw = Qw[X ] l’anneau des polynoˆmes a` coefficients rationnels
et de degre´ au plus w. De plus, notons simplement Vw = V
Q
w ⊗ C le C-espace vectoriel
muni de la R-structure donne´ par V Qw ⊗ R. Il posse`de donc une conjugaison complexe.
Tout e´le´ment γ = ±
(
a b
c d
)
∈ Γ agit a` gauche sur V Qw par :
γ.P (X) = P |γ−1(X) = (−cX + a)
wP
(
dX − b
−cX + a
)
. (1)
Pour f ∈ Sk, conside´rons le polynoˆme des pe´riodes Pf ∈ Vw de´fini par :
Pf (X) =
∫ ∞
0
f(it)(X − it)wi dt =
w∑
m=0
(
w
m
)
Λ(f,m+ 1)
Xw−m
im
. (2)
∗
Cet article fait suite a` un travail de recherche d’e´tude doctorale effectue´ sous la direction de Lo¨ıc Merel a` l’universite´
Paris VII - Denis Diderot.
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Les pe´riodes sont les valeurs aux entiers critiques 1 ≤ n ≤ k − 1 du prolongement
holomorphe de la fonction Λ(f, s) =
∫∞
0 f(it)t
s−1 dt de´finie pour Re(s) > k/2 + 1.
Les relations de Manin de´finissent l’ide´al de Z[Γ] :
I1 =
〈
1 + S, 1 + U + U2
〉
, avec S = ±
(
0 −1
1 0
)
et U = ±
(
0 1
−1 1
)
. (3)
Notons WQw = V
Q
w [I1], l’espace des polynoˆmes annule´s par cet ide´al. Il contient un
e´le´ment distingue´ P+Gw+2 = 1−X
w fourni par la partie paire du polynoˆme des pe´riodes
de la se´rie d’Eisenstein Gw+2 de poids w + 2. Notons Perw = {Pf pour f ∈ Sw+2}
l’ensemble des polynoˆmes des pe´riodes etWw l’extension deW
Q
w au corps des complexes.
Le the´ore`me d’Eichler-Shimura [2, 11] donne la de´composition en somme directe de
C-espaces vectoriels par :
Ww = Perw ⊕ Perw ⊕ Ew. (4)
Ainsi WQw est le plus petit Q-espace vectoriel contenant E
Q
w = Q(1 − X
w) et dont
l’extension au corps des complexes contienne Perw.
Soient w1, w2 ≥ 2 des entiers pairs.
Notons V Qw1,w2 = Qw1,w2 [X1, X2] l’espace des polynoˆmes en deux inde´termine´es X1
et X2, a` coefficients rationnels et de degre´s en X1 et X2 respectivement borne´s par w1
et w2. On l’identifiera librement a` V
Q
w1 ⊗ V
Q
w2 .
De plus, notons simplement Vw1,w2 = V
Q
w1,w2⊗C. Ce dernier he´rite d’une R-structure
donne´e par V Qw1,w2 ⊗ R.
Le groupe Γ2 ope`re diagonalement a` gauche sur V Qw1,w2 . Pour γ1 = ±
(
a1 b1
c1 d1
)
, γ2 =
±
(
a2 b2
c2 d2
)
∈ Γ et P ∈ V Qw1,w2 , on note :
(γ1, γ2).P (X1, X2) = P (X1|γ−11
, X2|γ−12
)
= (−c1X1 + a1)
w1(−c2X2 + a2)
w2P
(
d1X1 − b1
−c1X1 + a1
,
d2X2 − b2
−c2X2 + a2
)
. (5)
Soit (f1, f2) ∈ Sw1+2×Sw2+2. Le polynoˆme des bi-pe´riodes Pf1,f2 ∈ Vw1,w2 du couple
des formes f1 et f2 est de´fini par :
Pf1,f2(X1, X2) =
∫
0<t1<t2
f1(it1)f2(it2)(X1 − it1)
w1(X2 − it2)
w2i dt1i dt2 (6)
=
w1∑
m1=0
w2∑
m2=0
(
w1
m1
)(
w2
m2
)
Λ(f1, f2;m1 + 1,m2 + 1)
Xw1−m11 X
w2−m2
2
im1+m2
. (7)
Les bi-pe´riodes sont les valeurs aux couples d’entiers (n1, n2) tels que 1 ≤ nj ≤ kj − 1
du prolongement analytique a` C2 de l’application de´finie pour Re(sj) > kj par :
Λ(f1, f2; s1, s2) =
∫
0<t1<t2
f1(it1)f2(it2)t
s1−1
1 t
s2−1
2 dt1 dt2. (8)
Introduisons Perw1,w2 le sous-C-espace vectoriel de Vw1,w2 engendre´ par les poly-
noˆmes des bi-pe´riodes, de´fini par :
Perw1,w2 =
〈
Pf1,f2 tel que (f1, f2) ∈ Sw1+2 × Sw2+2
〉
. (9)
De´finissons un ide´al a` gauche I2 de Z[Γ
2] engendre´ par :
(1 + S, 1 + S), (S, S) + (S,US) + (US,US) + (1, U)− (U2, U2), (10)
(1 + U + U2, 1)[(1, 1) + (S, S)] et (1, 1 + U + U2)[(1, 1) + (S, S)].
Nous nommerons ces e´le´ments les relations de Manin d’ordre 2.
Conside´rons le sous-module de V Qw1,w2 des polynoˆmes annule´s par cet ide´al :
WQw1,w2 =
{
P ∈ V Qw1,w2 tel que g.P = 0, ∀g ∈ I2
}
. (11)
Proposition 1.1. On a : Perw1,w2 ⊂Ww1,w2 =W
Q
w1,w2 ⊗ C.
2
De´finissons le sous-espace de V Qw1,w2 des polynoˆmes annule´s par les relations de Manin
diagonales par :
V Qw1,w2 [ID] =
{
P ∈ V Qw1,w2 tel que [(1, 1)+(S, S)].P = [(1, 1)+(U,U)+(U
2, U2)].P = 0
}
.
(12)
Par analogie avec le cas d’une forme ne´cessitant les formes non paraboliques, de´fi-
nissons la partie Eisenstein d’ordre 2 de WQw1,w2 par :
EQw1,w2 =
(
WQw1 ⊗ 1
)
+ V Qw1,w2 [ID] +
(
Xw11 ⊗W
Q
w2
)
. (13)
The´ore`me 1.2. L’espace vectoriel WQw1,w2 est le plus petit sous-Q-espace-vectoriel de
V Qw1,w2 contenant E
Q
w1,w2 tel que son extension au corps des complexes contient Perw1,w2 .
La suite exacte de Q-espaces vectoriels suivantes pre´cise l’e´cart qu’il existe entre les
espaces EQw1,w2 et W
Q
w1,w2 :
0→ EQw1,w2 →W
Q
w1,w2
ΦS−→WQw1/E
Q
w1 ⊗W
Q
w2/E
Q
w2 , (14)
avec ΦS : P 7→ [[(1, 1) + (S, S)].P ].
L’application ΦS n’est pas toujours surjective. Dans les cas de dimension raisonnable
(w ≤ 24), le calcul nume´rique montre que ΦS est surjective sauf lorsque w1 = w2 et
Sw1+2 6= {0}. La ge´ne´ralisation pour des poids quelconques n’est pas de´montre´ dans
cet article. Toutefois, la surjectivite´ observe´e nume´riquement couple´ au the´ore`me 1.2
permettent d’obtenir un re´sultat sur l’irrationalite´ des pe´riodes.
Pour w ∈ {10, 14, 16, 18, 20, 24}, l’espace Sw+2 est de dimension 1 et est engendre´
par une forme modulaire parabolique de Hecke fw. La the´orie de Eichler-Shimura [2, 11]
permet d’e´crire :
Pfw (X) = Ω
+
wP
+
w (X) + iΩ
−
wP
−
w (X), (15)
avec P+w (X), P
−
w (X) ∈ V
Q
w respectivement pair et impair. Les re´els Ω
+
w et Ω
−
w sont
appele´s les pe´riodes de la forme fw. Leur rapport rw =
Ω+w
Ω−w
ne de´pend alors que du
poids w.
The´ore`me 1.3. Soient w1, w2 des poids tels que Sw1+2 et Sw2+2 sont de dimension 1.
Alors le produit rw1rw2 est irrationnel. De plus si w1 6= w2 alors le rapport rw1/rw2 est
irrationnel.
En particulier, ceci de´montre que pour un poids w tel que Sw+2 est de dimension 1
le rapport rw est irrationnel.
Pour de´montrer ces re´sultats, nous allons e´tudier l’ide´al a` gauche de Z[Γ2] :
J (k1, k2) = {g ∈ Z[Γ
2] tel que g.Pf1,f2 = 0, pour tout (f1, f2) ∈ Sk1 × Sk2}. (16)
Dans une premie`re partie, on va donner une description, inde´pendante des poids k1
et k2, de l’ide´al a` gauche J (k1, k2) de´fini entie`rement par les proprie´te´s topologiques de
H2 sous l’action de Γ2. Ceci donnera les arguments principaux de la de´monstration du
The´ore`me 1.2.
Dans une seconde partie, on va relier le calcul de I2 a` celui de I1. Puis nous montre-
rons que I2 est de type fini. Nous de´montrons alors que les relations (10) en constituent
une famille de ge´ne´rateurs.
Dans la dernie`re partie, nous de´montrons la validite´ de la suite exacte (14). Nous
donnons ensuite une description calculatoire de la partie d’Eisenstein d’ordre 2 et ainsi
un calcul de sa dimension. Les valeurs obtenues dans les cas w ∈ {10, 14, 16, 18, 20, 24},
nous permettrons alors de de´montrer le the´ore`me 1.3.
2 De´finition homologique de l’ide´al des relations doubles
2.1 Homologie singulie`re relative aux pointes
Nous introduisons une homologie singulie`re. Pour re´fe´rence, on pourra se rapporter au
livre de Hatcher [4]. Soit X un espace topologique et X0 une partie ferme´e de X . Soit
m ≥ 0 un entier. On de´finit le simplexe fondamental de dimension m par :
∆m = {(t0, ..., tm) ∈ [0, 1]
m+1 tel que
m∑
j=0
tj = 1},
3
et l’ensemble de ses sommets par : ∆0m = ∆m∩Z
m+1 = {emj = (..., 0, 1, 0, ...), j = 0...n}.
De´finissons Mm(X,X0,Z) le Z-module libre engendre´ par les m-cycles de X aux
sommets dans X0 a` homotopie pre`s. C’est-a`-dire la classe des applications continues :
C : ∆m → X, telle que C(∆
0
m) ⊂ X0.
On dit que C0 et C1 sont homotopes s’il existe une application continue :
h : ∆m × [0, 1]→ X tel que h(u, 0) = C0(u) et h(u, 1) = C1(u) pour tout u ∈ ∆m,
et pour tout t ∈ [0, 1] et p0 ∈ ∆
0
m, on a h(p0, t) ∈ X0.
Ceci permet de conside´rer les applications de bord :
δm :Mm(X,X0,Z)→Mm−1(X,X0,Z), [C] 7→
m∑
j=0
(−1)j [C ◦ δmj ], (17)
ou` δmj : ∆m−1 → ∆m, (t0, ..., tm−1) 7→ (t0, ..., tj−1, 0, tj , ..., tm−1). Elles ve´rifient pour
tout entier m ≥ 0, δm ◦ δm+1 = 0. Ceci permet de conside´rer les groupes d’homologie
singulie`re :
Hm(X,X0,Z) = Ker (δm|Mm(X,X0,Z)) /Im (δm+1|Mm(X,X0,Z)) . (18)
Dans notre cadre, nous e´tudierons des parties X de H ou H2. Elles seront associe´es
a` des ensembles de sommets X0 retreints a` leurs pointes respectif X0 = X ∩ P
1(Q)
ou X0 = X ∩ P
1(Q)
2
. Pour toute partie X relative a` X0 de ce type nous noterons
simplement :
Mptem (X,Z) =Mm(X,X0,Z) et H
pte
m (X,Z) = Hm(X,X0,Z). (19)
Nous remarquons que ces espaces de sommets X0 sont discrets. La continuite´ des
restrictions h0 : ∆
0
m × [0, 1] → X0 de´montre alors qu’elles sont constantes suivants
la seconde variable. Ainsi dans le cadre de notre e´tude, les images des sommets ne
de´pendent pas du repre´sentant mais seulement de la classe d’homotopie.
De plus, on peut pre´ciser le bord formel de H. Il est donne´ par ∂H = P1(Q) de sorte
qu’il apparaisse comme la limite des γz lorsque γ ∈ Γ et z → 0. On adopte alors les
notations (p : q) = pq lorsque q 6= 0 et (1 : 0) =∞.
L’exemple principal utile dans cet article est le groupe Mpte2 (H
2,Z). Il est le Z-
module librement engendre´ par les 2-cycles de H2 aux sommets dans P1(Q)
2
. Un tel
2-cycle est une classe d’e´quivalence, aux homotopies fixant les sommets pre`s, des appli-
cations continues :
C : ∆2 = {(t0, t1, t2) ∈ [0, 1]
3 tel que t0 + t1 + t2 = 1} → H
2,
ve´rifiant C(1, 0, 0), C(0, 1, 0), C(0, 0, 1) ∈ P1(Q)
2
. La classe de l’application :
∆2 → H
2, (t0, t1, t2) 7→ (−i log(t1 + t2),−i log(t2)) , (20)
de´finit un e´le´ment τ2 de M
pte
2 (H
2,Z) car on a dans P1(Q)
2
:
τ2(1, 0, 0) = (∞,∞), τ2(0, 1, 0) = (0,∞) et τ2(0, 0, 1) = (0, 0).
Le polynoˆme des bi-pe´riodes du couple (f1, f2) peut eˆtre e´crit en fonction du 2-cycle
τ2 par :
Pf1,f2(X1, X2) =
∫
τ2
f1(z1)(X1 − z1)
w1f2(z2)(X2 − z2)
w2 dz1 dz2. (21)
On remarque alors l’inte´reˆt d’e´tudier les 2-formes diffe´rentielles ωf1,f2 : H
2 → Vw1,w2
de´finies par :
ωf1,f2(z1, z2) = f1(z1)(X1 − z1)
w1f2(z2)(X2 − z2)
w2 dz1 dz2. (22)
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2.2 Les formes diffe´rentielles associe´es aux formes modulaires
Soit Ω2par(H
2,C) le C-espace vectoriel des 2-formes diffe´rentielles harmoniques de H2 et
nulles aux pointes P1(Q)
2
. Cette proprie´te´ permet notamment d’obtenir la convergence
de l’inte´gration d’une telle forme le long de τ2.
Soient (γ1, γ2) ∈ Γ
2. Introduisons ψγ1,γ2 : H
2 → H2 de´finie pour (z1, z2) ∈ H
2 par :
ψγ1,γ2(z1, z2) = (γ1z1, γ2z2). (23)
Conside´rons une action a` gauche de Γ2 sur Ω2par(H
2,C), en posant :
(γ1, γ2).ω(z1, z2) =
(
ψ∗
γ−11 ,γ
−1
2
ω
)
(z1, z2) = ω(γ
−1
1 z1, γ
−1
2 z2). (24)
D’autre part, l’action diagonale de Γ2 sur H2 fournit une action sur Mpte2 (H
2,Z).
Conside´rons la forme biline´aire de´finie par :
Ω2par(H
2,C)×Mpte2 (H
2,C)→ C, (ω,C) 7→ 〈ω,C〉 =
∫
C
ω. (25)
Cette forme est non de´ge´ne´re´e et invariante sous l’action de Γ2. Plus pre´cise´ment,
pour toute 2-forme diffe´rentielle ω ∈ Ω2par(H
2,C), toute 2-chaˆıne C ∈ Mpte2 (H
2,Z) et
γ ∈ Γ2, on a :
〈γ.ω, γ.C〉 =
∫
γ.C
ω(γ−1z) =
∫
C
ω(z) = 〈ω,C〉. (26)
Pour tous les couples (f1, f2) ∈ Sw1+2 × Sw2+2 et (m1,m2) ∈ Z
2 ve´rifiant 0 ≤ mj ≤
wj), les 2-formes :
f1(z1)z
m1
1 f2(z2)z
m2
2 dz1 ∧ dz2 ∈ Ω
2
par(H
2,C)
peuvent eˆtre indexe´e parXw1−m11 X
w2−m2
2 . Apre`s renormalisation, elles de´finissent bien :
ωf1,f2(z1, z2) =
w1∑
m1=0
w2∑
m2=0
(
w1
m1
)(
w2
m2
)
f(z1)z
m1
1 f2(z2)z
m2
2 dz1∧dz2(−X1)
w1−m1(−X2)
w2−m2 .
Ainsi les formes ωf1,f2 sont des e´le´ments de Ω
2
par(H
2,C)⊗Q Vw1,w2 = Ω
2
par(H
2, Vw1,w2).
On remarquera que cette construction est valide dans le cas classique ou` l’on de´fini
pour f ∈ Sw+2 la 1-forme :
ωf (z) = f(z)(X − z)
w dz ∈ Ω1par(H, Vw). (27)
En particulier, on a : ωf1,f2(z1, z2) = ωf1(z1) ∧ ωf2(z2).
On peut observer une proprie´te´ d’invariance sous l’action de Γ. Pour tout γ =
±
(
a b
c d
)
∈ Γ et toute forme f ∈ Sw+2, la forme diffe´rentielle associe´e ωf ve´rifie :
γ.ωf(γ
−1z,X) = (−cX + a)wf(γ−1z)
(
γ−1z − γ−1X
)w
d(γ−1z) = ωf(z,X). (28)
Ceci permet de de´duire la Γ2-invariance des formes ωf1,f2 . Et ainsi de transporter
l’action sur Vw1,w2 en une action sur M
pte
2 (H
2,Z) dans le cas des polynoˆmes des bi-
pe´riodes.
Proposition 2.1. Les actions de Γ2 sur Vw1,w2 et M
pte
2 (H
2,Z) sont lie´es par :
g.Pf1,f2 = 〈ωf1,f2 , g.τ2〉, pour tout g ∈ Z[Γ
2]. (29)
De´monstration. Soit (γ1, γ2) ∈ Γ
2. Son action sur le polynoˆme des bi-pe´riodes devient :
(γ1, γ2).Pf1,f2(X1, X2) = 〈γ1.ωf1(z1, X1) ∧ γ2.ωf2(z2, X2), τ2〉
= 〈ωf1(γ1.z1, X1) ∧ ωf2(γ2.z2, X2), τ2〉 par (28)
= 〈ωf1(z1, X1) ∧ ωf2(z2, X2), (γ1, γ2).τ2〉 par (26).
La proposition s’e´tend par line´arite´ a` Z[Γ2].
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De´finissons les sous-espaces suivants de Ω2par(H
2, Vw1,w2) par :
Ω+k1,k2 = 〈ωf1,f2 pour (f1, f2) ∈ Sk1 × Sk2〉 , (30)
Ω−k1,k2 =
〈
ωf1,f2 pour (f1, f2) ∈ Sk1 × Sk2
〉
. (31)
Le premier est constitue´ de 2-formes holomorphes en les deux variables et le second de
2-formes anti-holomorphes en les deux variables. De plus, on peut remarquer qu’ils sont
conjugue´s complexes l’un de l’autre. Conside´rons alors leur somme directe stable par
conjugaison complexe :
Ωharmk1,k2 = Ω
+
k1,k2
⊕ Ω−k1,k2 . (32)
De´finissons pour tout ensemble Ω de 2-formes harmoniques sur H2, son orthogonal
dans Mpte2 (H
2,Z) par :
Ω⊥ =
{
C ∈Mpte2 (H
2,Z) tel que 〈ω,C〉 = 0, pour tout ω ∈ Ω
}
. (33)
Ceci permet de re´e´crire l’ide´al J (k1, k2) :
Corollaire 2.2. On a J (k1, k2) =
{
g ∈ Z[Γ2] tel que g.τ2 ∈
(
Ωharmk1,k2
)⊥ }
.
De´monstration. La Proposition 2.1 donne pour tout e´le´ment g ∈ Z[Γ2] :
∀(f1, f2) ∈ Sk1 × Sk2 , g.Pf1,f2 = 0⇔ ∀(f1, f2) ∈ Sk1 × Sk2 , 〈ωf1,f2 , g.τ2〉 = 0
⇔ ∀ω ∈ Ω+k1,k2 , 〈ω, g.τ2〉 = 0⇔ g.τ2 ∈
(
Ω+k1,k2
)⊥
.
On remarque que :
(
Ω+k1,k2
)⊥
=
(
Ω+k1,k2
)⊥
=
(
Ω−k1,k2
)⊥
d’apre`s le calcul :
∀ω ∈ Ω2, ∀C ∈M2, 〈ω,C〉 = 0⇔ 〈ω,C〉 = 〈ω,C〉 = 0.
Ce permet d’obtenir :(
Ω+k1,k2
)⊥
=
(
Ω+k1,k2
)⊥
∩
(
Ω−k1,k2
)⊥
=
(
Ωharmk1,k2
)⊥
.
La dernie`re e´galite´ provenant de la de´finition (32).
2.3 Espaces transverses de M
pte
1
(H2,Z)
Pour calculer (Ωharmk1,k2)
⊥, nous introduisons des espaces transverses de Mpte1 (H
2,Z).
Soient g ∈ Γ et c ∈ Mpte1 (H,Z). De´finissons Hg, Vg et Dg des applications de
Mpte1 (H,Z) dans M
pte
1 (H
2,Z) donne´es respectivement par les classes des applications :
Hg(c) : ∆1 → H
2, (t0, t1) 7→ (c(t0, t1), g.∞), (34)
Vg(c) : ∆1 → H
2, (t0, t1) 7→ (g.0, c(t0, t1)), (35)
et Dg(c) : ∆1 → H
2, (t0, t1) 7→ (c(t0, t1), g.c(t0, t1)). (36)
Conside´rons les sous-modules de Mpte1 (H
2,Z) de´finis par :
H ={Hg(c) pour c ∈M
pte
1 (H,Z) et g ∈ Γ}, (37)
V ={Vg(c) pour c ∈M
pte
1 (H,Z) et g ∈ Γ}, (38)
et D ={Dg(c) pour c ∈M
pte
1 (H,Z) et g ∈ Γ}. (39)
On qualifiera de transverses les chaˆınes de H + V +D ⊂Mpte1 (H
2,Z).
Notons H0, V 0 et D0 les sous-groupes constitue´s par les chaˆınes ferme´es, c’est-a`-dire
de bord nul, de H , V et D respectivement.
L’action de Γ2 sur Mpte1 (H
2,Z) respecte les ensembles H , D et V :
(γ1, γ2).Hg(c) = Hγ2g(γ1.c), (40)
(γ1, γ2).Vg(c) = Vγ1g(γ2.c), (41)
et (γ1, γ2).Dg(c) = Dγ2gγ−11
(γ1.c). (42)
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Notons Γ∞ et Γ0 les sous-groupes de Γ stabilisant les pointes∞ et 0 respectivement.
L’action de Γ scinde chacun de ces espaces transverses :
H =
⊕
g∈Γ/Γ∞
Hg(M
pte
1 (H,Z)), (43)
V =
⊕
g∈Γ/Γ0
Vg(M
pte
1 (H,Z)), (44)
et D =
⊕
g∈Γ
Dg(M
pte
1 (H,Z)). (45)
Les sous-groupes H,D et V sont deux a` deux d’intersection nulle. En effet on re´sout
les diffe´rentes e´quations suivantes :
(g1.∞, c1(t0, t1)) = (c2(t0, t1), g2.0), ∀(t0, t1) ∈ ∆1 pour V ∩H,
(g1.∞, c1(t0, t1)) = (c2(t0, t1), g2.c2(t0, t1)), ∀(t0, t1) ∈ ∆1 pour V ∩D,
et (c1(t0, t1), g1.c1(t0, t1)) = (c2(t0, t1), g2.0), ∀(t0, t1) ∈ ∆1 pour D ∩H.
Chacune de ces e´quations fixe les chemins c1 et c2 comme e´tant constant. Donc la classe
de (c1, c2) est nulle dans M
pte
1 (H
2,Z).
Pour 0 ≤ j ≤ 2, posons ϕj : H→ H
2 de´finies pour z ∈ H par :
ϕ0(z) = (z,∞), ϕ1(z) = (z, z) et ϕ2(z) = (0, z). (46)
Ces fonctions se prolongent bien aux pointes et on obtient les e´critures :
ψγ1,γ2(ϕ0(c)) = Hγ1(γ2c), ψγ1,γ2(ϕ1(c)) = Dγ1(γ2c) et ψγ1,γ2(ϕ2(c)) = Vγ1(γ2c).
On conside`re τ1 ∈M
pte
1 (H,Z) la classe de l’application de´finie par :
τ1(t0, t1) = −i log(t1) pour (t0, t1) ∈ ∆1. (47)
On retrouve le polynoˆme des pe´riodes d’une forme f ∈ §k par : Pf =
∫
τ1
ωf .
Remarque 2.3. La 1-chaˆıne δ2τ2 est la somme alterne´e de trois 1-cycles deM
pte
1 (H
2,Z) :
δ2τ2 = Hid(τ1)−Did(τ1) + Vid(τ1) =
2∑
j=0
(−1)jϕj(τ1). (48)
En effet les bords d’une 2-chaine sont donne´s par la formule
∑2
j=0(−1)
jδj2 ou` δ
j
2
consiste a` imposer tj = 0, ainsi le bord de τ2 est de´termine´ par :
τ2(t0, t1, 0) = (−i log(t1),∞) = (τ1(t0, t1),∞) ,
τ2(t0, 0, t2) = (−i log(t2),−i log(t2)) = (τ1(t0, t2), τ1(t0, t2)) ,
et τ2(0, t1, t2) = (0,−i log(t2)) = (0, τ1(t1, t2)) .
Ce qui donne la de´composition de δ2τ2 en fonction de τ1 apre`s re´e´criture.
Dans un premier temps, nous introduisons l’ide´al J2 par :
J2 =
{
g ∈ Z[Γ2] tel que g.δ2τ2 ∈ H
0 + V 0 +D0
}
. (49)
Cette de´finition est clairement inde´pendante des poids (k1, k2). Dans la seconde section,
nous de´montrerons qu’il est de type fini et qu’il est bien engendre´ par les relations (10)
de Manin d’ordre 2. On aura alors J2 = I2.
On de´finit les ide´aux annulateurs des chemins transverses par :
IH = {g ∈ Z[Γ
2] tel que g.Hid(τ1) ∈ H
0}, (50)
IV = {g ∈ Z[Γ
2] tel que g.Vid(τ1) ∈ V
0}, (51)
et ID = {g ∈ Z[Γ
2] tel que g.Did(τ1) ∈ D
0}. (52)
Proposition 2.4. L’ide´al J2 de Z[Γ
2] est de´termine´ par l’intersection des ide´aux an-
nulateurs de ces trois segments :
J2 = IH ∩ IV ∩ ID. (53)
7
De´monstration. L’inclusion IH ∩IV ∩ID ⊂ J2 est une conse´quence directe de la de´com-
position de δ2τ2 vu en (48). Re´ciproquement, soit g ∈ J2 alors g.δ2τ2 ∈ (H
0+V 0+D0).
On a :
g.Hid(τ1) = g.δ2τ2 − g.Vid(τ1) + g.Did(τ1) ∈ H ∩
(
H0 + V +D
)
.
car les chaˆınes transverses sont stables par Γ. Puis on a :
H ∩
(
H0 + V +D
)
= H0 + (H ∩ V ) + (H ∩D) = H0.
En effet, les Z-modules H , V et D sont deux a` deux d’intersection nulle. De plus, ils
sont sans torsions donc quitte a` prendre les Q-espaces vectoriels associe´s, on obtient
bien l’e´galite´. Et ainsi on obtient g ∈ IH . Ce raisonnement se syme´trise et on obtient
bien le re´sultat.
Conside´rons alors le Z[Γ2]-module des 2-cycles a` bords transverses de´fini par :
M tr2 (H
2,Z) = δ−12 (H +V +D) =
{
C ∈Mpte2 (H
2,Z) tel que δ2C ∈ H + V +D
}
. (54)
Il contient en particulier τ2 ainsi que le sous-module suivant :
M02 (H
2,Z) = δ−12 (H
0 + V 0 +D0) =
{
C ∈Mpte2 (H
2,Z) tel que δ2C ∈ H
0 + V 0 +D0
}
.
(55)
On dispose ainsi de l’e´criture :
J2 =
{
g ∈ Z[Γ2] tel que g.τ2 ∈M
0
2 (H
2,Z)
}
. (56)
De plus, on peut de´montrer que :
M02 (H
2,Z) = Ker(δ2) +
∑
γ∈Γ2
2∑
j=0
ψγϕj
(
Mpte2 (H,Z)
)
. (57)
2.4 Formes diffe´rentielles transverses sur Γ2\H2
Conside´rons le sous-espace Ωk1,k2 des 2-formes ω ∈ Ω
2
par(H
2, Vw1,w2) ve´rifiant les trois
proprie´te´s :
• ω est une forme ferme´e : dω = 0,
• ω est invariante par le groupe Γ2 : ∀γ ∈ Γ2, ψ∗γω = γ.ω,
• ω est transverse : ϕ∗0ω = ϕ
∗
1ω = ϕ
∗
2ω = 0.
De plus, on notera Ω0k1,k2 l’ensemble des formes exactes de Ωk1,k2 .
Exemple 2.5. a) Les 2-formes ωf1,f2 constituent des exemples de re´fe´rence. En effet,
un calcul direct nous montre que les 2-formes associe´es aux formes modulaires ve´rifie´es
les trois proprie´te´s pre´ce´dentes. De plus, la conjugaison complexe commute avec les trois
conditions. Ainsi Ωharmk1,k2 est un sous-espaces de Ωk1,k2 .
b) On construit de´sormais des exemples pour les formes exactes. On dispose de
Gw+2(z) la forme d’Eisenstein de poids w + 2. Elle permet de construire une 1-forme
exacte sur H et a` valeurs dans Vw par :
ω0w(z) = Gw+2(z)(X − z)
w dz −Gw+2(−z¯)(X − z¯)
w dz¯ ∈ Ω0k. (58)
L’e´criture en somme Gw+2(z) =
∑
( ∗ ∗c d )∈Γ∞\Γ
(cz + d)−w−2 permet d’obtenir le
caracte`re exact. En effet, on a :
ω0w(z) =
∑
( ∗ ∗c d )∈Γ∞\Γ
(
(X − z)w
(cz + d)w
dz
(cz + d)2
−
(X − z¯)w
(cz¯ + d)w
dz¯
(cz¯ + d)2
)
=
∑
γ=( ∗ ∗c d )∈Γ∞\Γ
(cX + d)w ((γX − γz)w d(γz)− (γX − γz¯)w d(γz¯))
= d
 ∑
γ=( ∗ ∗c d )∈Γ∞\Γ
(cX + d)w
w + 1
(
(γz − γX)w+1 − (γz¯ − γX)w+1
) .
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Nous introduisons ainsi la fonction harmonique dont de´rive ω0w :
Fw(z,X) =
∑
γ=( ∗ ∗c d )∈Γ∞\Γ
(cX + d)w
w + 1
(
(γz − γX)w+1 − (γz¯ − γX)w+1
)
. (59)
=
z − z¯
w + 1
w∑
α=0
∑
( ∗ ∗c d )∈Γ∞\Γ
(z −X)α(z¯ −X)w−α
(cz + d)α+1(cz¯ + d)w−α+1
. (60)
Elle est bien a` valeurs dans Vw et est Γ-invariant car ve´rifie :
∀g ∈ Γ, ψ∗gFw(z,X) = Fw(gz,X) = g.Fw(z,X). (61)
Cette 1-forme exacte permet de conside´rer des exemples de 2-formes exactes de
Ω0k1,k2 par :
ω0w1 ∧ ωf2 = d
(
Fw1(z1, X1)f2(z2)(X2 − z2)
w2 dz2
)
pour f2 ∈ Sw2+2, (62)
ωf1 ∧ ω
0
w2 = d
(
f1(z1)(X1 − z1)
w1Fw2(z2, X2) dz1
)
pour f1 ∈ Sw1+2. (63)
On va de´sormais construire un produit scalaire de Petersson d’ordre 2 sur Ωk1,k2 .
Haberland (p.277 dans [3]) propose de munir l’espace V Qw d’un produit scalaire de´fini
par : [Xm, Xw−m] = (−1)m
(
w
m
)−1
et nul sur les autres paires de monoˆmes.
Ce produit scalaire est invariant par l’action de Γ :
[γ.P, γ.Q] = [P,Q] , pour P,Q ∈ Vw et γ ∈ Γ. (64)
De plus, par construction, il ve´rifie :
[(X − a)w, P ] = P (a) pour P ∈ Vw et a ∈ C. (65)
Cette dernie`re remarque permet notamment de retrouver le produit scalaire de Pe-
tersson. Pour f, g ∈ Sw+2, on a : (f, g) =
∫
Γ\H[ωf , ωg] car :
[ωf , ωg] = f(z)g(z)[(X − z)
w, (X − z¯)w] dz dz¯ = f(z)g(z)(z − z¯)w dz dz¯. (66)
On peut alors construire par tensorisation une forme biline´aire non de´ge´ne´re´e sur
V Qw1,w2 et invariante par Z[Γ
2] par : [P1 ⊗ P2, Q1 ⊗Q2] = [P1, Q1] . [P2, Q2].
Ainsi on peut de´finir un produit de Petersson d’ordre 2 pour ω1, ω2 ∈ Ωk1,k2 par :
(ω1, ω2)P =
∫
Γ2\H2
[ω1, ω2] ∈ C. (67)
On peut ve´rifier que pour deux telles 2-formes, la 4-forme [ω1, ω2] est bien de´finie
sur Γ2\H2 car pour γ ∈ Γ2 :
ψ∗γ [ω1, ω2] = [ψ
∗
γω1, ψ
∗
γω2] = [γ.ω1, γ.ω2] = [ω1, ω2]. (68)
On remarque en particulier que pour deux couples (f1, f2), (g1, g2) ∈ Sk1 × Sk2 , on
retrouve le produit de Petersson classique :
(ωf1,f2 , ωg1,g2)P = (f1, g1)(f2, g2) (69)
D’autre part, on observe que Ω0k1,k2 est le noyau de cette forme biline´aire. En effet, on
peut introduire un domaine fondamentale D2 pour Γ
2\H2 et pour deux formes dF, ω ∈
Ωk1,k2 , on a :
( dF, ω)P =
∫
Γ2\H2
[ dF, ω] =
∫
D2
d[F, ω] =
∮
∂D2
[F, ω] = 0. (70)
Or l’homologie classique de H2 et donc celle de D2 donne H2(H
2,Z) = 0. Ainsi on
obtient re´ciproquement pour toute forme ω0 du noyau, on a [ω0, ω] est une forme exacte
sur D2. Puis l’invariance par Γ
2 permet d’obtenir le caracte`re exacte sur H2. Enfin le
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produit scalaire construit sur Vw1,w2 e´tant non de´ge´ne´re´ et la forme ω e´tant quelconque,
on obtient le caracte`re exact de ω0 sur chacune des coordonne´es :
ω0 =
w1∑
i1=0
w2∑
i2=0
( dFi1,i2)X
i1
1 X
i2
2 = d
(
w1∑
i1=0
w2∑
i2=0
Fi1,i2X
i1
1 X
i2
2
)
.
Donc la forme ω0 : H
2 → Vw1,w2 est ainsi exacte.
On dispose alors d’un re´sultat issue du The´ore`me de de´composition de Hodge (Voir
de Rham [10]) :
Lemme 2.6. On a la de´composition en somme directe orthogonale :
Ωk1,k2 = Ω
harm
k1,k2 ⊕ Ω
0
k1,k2 = Ω
+
k1,k2
⊕ Ω−k1,k2 ⊕ Ω
0
k1,k2 . (71)
De´monstration. On conside`re une forme ω ∈ Ωk1,k2 . On commence par en extraire la
partie harmonique graˆce au produit de Petersson d’ordre 2. On conside`re des bases B1
et B2 de Sk1 et Sk2 constitue´es de formes propres pour les ope´rateurs de Hecke. On
sait en particulier qu’ils constituent des bases orthogonales pour le produit scalaire de
Petersson classique. Conside´rons les projections orthogonales :
ω+ =
∑
f1∈B1
∑
f2∈B2
(ω, ωf1,f2)P
(f1, f1)(f2, f2)
ωf1,f2 ∈ Ω
+
k1,k2
, (72)
ω− =
∑
f1∈B1
∑
f2∈B2
(ω, ωf1,f2)P
(f1, f1)(f2, f2)
ωf1,f2 ∈ Ω
−
k1,k2
. (73)
Reste a` de´montrer que ω0 = ω − ω+ − ω− est une forme exacte pour obtenir la
de´composition voulue. On de´montre tour-a`-tour que pour (f1, f2) ∈ B1 × B2, on a :
(ω0, ωf1,f2)P = (ω0, ωf1,f2)P = 0. La forme est orthogonale a` Ω
harm
k1,k2
donc on obtient
ω0 ∈ Ω
0
k1,k2
.
On peut relier ces 2-formes aux 2-cycles transverses et en de´duire la Proposition 1.1.
Proposition 2.7. On dispose de la relation d’orthogonalite´ pour k1, k2 ≥ 6 :
M02 (H
2,Z) =M tr2 (H
2,Z) ∩ (Ωk1,k2)
⊥
. (74)
On peut en de´duire les inclusions des ide´aux puis des espaces :
J2 ⊂ J (k1, k2) et Perw1,w2 ⊂ Vw1,w2 [J2]. (75)
De´monstration. Pour la de´monstration, on utilise la forme biline´aire non de´ge´ne´re´e
entre Ω2 et M2 de´finie en (25). On peut commencer par conside´rer une chaˆıne C ∈
M tr2 (H
2,Z) annule´ par toutes les 2-formes de Ωk1,k2 . Son bord est transverse et s’e´crit :
δ2C = h + d + v ∈ (H + D + V )
0. On remarque que l’espace des formes contient au
moins les formes d’Eisenstein et donc pour tout ω ∈ Ωk2 :
〈ω0w1 ∧ ω,C〉 = 0⇒ 〈Fw1ω, d+ v〉 = 0⇒ d+ v ∈ (D + V )
0 ⇒ h ∈ H0. (76)
De la meˆme manie`re en utilisant l’hypothe`se sur les formes exactes du type ω ∧ ω0w2 ∈
Ω0k1,k2 , on retrouve la cas des 1-formes. On en de´duit que h+d ∈ (H+D)
0 puis v ∈ V 0.
Ainsi on trouve e´galement d ∈ D0 puis C ∈M02 (H
2,Z).
Re´ciproquement, on remarque que pour tout 0 ≤ j ≤ 2 :
ϕj(M
pte
2 (H,Z)) ⊂
{
ω : H2 → C|ϕ∗jω = 0
}⊥
. (77)
En effet, pour ω ∈ Ω2(H2,C) telle que ϕ∗jω = 0 et C ∈ M
pte
2 (H,Z), on a : 〈ω, ϕjC〉 =
〈ϕ∗jω,C〉 = 0. Ceci donne bien ϕjC ∈ {ϕ
∗
jω = 0}
⊥.
Par ailleurs, dans M2(H
2,Z), on a l’inclusion :
Ker(δ2|M2(H
2,Z)) = Im(δ3|M2(H
2,Z)) ⊂
{
ω : H2 → C| dω = 0
}⊥
. (78)
En effet, l’homologie de la surface de Poincare´ donne H2(H
2,Z) = 0 car H2 est de
dimension 4. Puis, d’apre`s le the´ore`me de Stokes, pour ω : H2 → C une 2-forme ferme´e
et C ∈Mpte3 (H
2,Z), on obtient : 〈ω, δ3C〉 = 〈dω,C〉 = 0. C’est a` dire δ3C ∈ { dω = 0}
⊥.
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Et ainsi, on en de´duit l’inclusion :
Ker(δ2) +
2∑
j=0
ϕj(M
pte
2 (H,Z)) ⊂ {ω : H
2 → C|ϕ∗0ω = ϕ
∗
1ω = ϕ
∗
2ω = dω = 0}
⊥.
Cette dernie`re reste valide apre`s tensorisation par V Qw1,w2 car chacune des ope´rations
commutent. En effet, on a :〈 ∑
m1,m2
ωm1,m2X
m1
1 X
m2
2 , C
〉
=
∑
m1,m2
〈ωm1,m2 , C〉X
m1
1 X
m2
2 , (79)
d
( ∑
m1,m2
ωm1,m2X
m1
1 X
m2
2
)
=
∑
m1,m2
dωm1,m2X
m1
1 X
m2
2 et (80)
ϕ∗j
( ∑
m1,m2
ωm1,m2X
m1
1 X
m2
2
)
=
∑
m1,m2
ϕ∗jωm1,m2X
m1
1 X
m2
2 . (81)
Donc l’annulation de chacune des coordonne´es donne l’orthogonale :
Ker(δ2) +
2∑
j=0
ϕj(M
pte
2 (H,Z)) ⊂ {ω : H
2 → Vw1,w2 |ϕ
∗
0ω = ϕ
∗
1ω = ϕ
∗
2ω = dω = 0}
⊥.
Il reste a` introduire l’invariance par Γ2. Au niveau des 2-cycles cela permet d’obtenir :
∑
γ∈Γ2
ψγ
Ker(δ2) + 2∑
j=0
ϕj(M
pte
2 (H,Z))
 =M02 (H2,Z). (82)
En effet, on utilise la line´arite´ et l’invariance du noyau ψγ(Ker(δ2)) = Ker(δ2) pour
trouver la de´finition (57).
Puis du cote´ des 2-formes diffe´rentielles, on trouve : ⋂
γ∈Γ2
{
ω : H2 → Vw1,w2 |ϕ
∗
0ω = ϕ
∗
1ω = ϕ
∗
2ω = dω = 0 et ψ
∗ω = γ.ω
}⊥ = (Ωk1,k2)⊥ .
(83)
Pour g ∈ J2, on a : gδ2τ2 ∈ M
0
2 (H
2,Z) par (49). Or on sait que Ωharmk1,k2 ⊂ Ωk1,k2 .
Donc les orthogonaux donnent : gτ2 ∈ (Ωk1,k2)
⊥ ⊂
(
Ωharmk1,k2
)⊥
. Par la Proposition 2.2,
ceci donne bien g ∈ J (k1, k2).
Pour un ide´al a` gauche I ⊂ Z[Γ2], on dispose de l’annulateur :
Vw1,w2 [I] = {P ∈ Vw1,w2 tel que g.P = 0, ∀g ∈ I} . (84)
L’inclusion des ide´aux permet d’obtenir alors l’inclusion des annulateurs :
Perw1,w2 ⊂ Vw1,w2 [J (k1, k2)] ⊂ Vw1,w2 [J2]. (85)
Une fois prouve´ que J2 = I2, on obtiendra donc la Proposition 1.1.
2.5 De´monstration du The´ore`me 1
On commence par motiver la construction de J (k1, k2).
Proposition 2.8. L’ensemble V Qw1,w2 [J (k1, k2)] est le plus petit Q-espace tel que son
extension aux complexes contient les polynoˆmes des bi-pe´riodes.
De´monstration. On commence par utiliser le fait que l’application de repre´sentation
Q[Γ2]→ EndQ(V
Q
w1,w2) est surjective. Ceci est une conse´quence du The´ore`me de Burn-
side [5] et du caracte`re absolument irre´ductible de la repre´sentation Γ2 → GL(V Qw1,w2).
En effet (T i, T j).Xw11 X
w2
2 = (X1 + i)
w1(X2 + j)
w2 est une famille ge´ne´ratrice car le
11
de´terminant d’une telle famille finie est le produit tensoriel de deux matrices de Van-
dermonde apre`s renormalisation par les coefficients binomiaux.
Notons alors E le plus petit Q-espace tel que Perw1,w2 ⊂ E ⊗C. Il existe alors gE ∈
Q[Γ2] qui repre´sente le projecteur pE ∈ EndQ(V
Q
w1,w2) le long de E sur un supple´men-
taire. En particulier, V Qw1,w2 [〈gE〉] = {P ∈ V
Q
w1,w2 tel que gE .P = 0} = Ker(pE) = E.
Quitte a` multiplier gE par un entier suffisamment grand, on peut supposer gE ∈ Z[Γ
2]
sans modifier l’annulateur.
L’e´le´ment gE annule Perw1,w2 donc appartient a` J (k1, k2). Ainsi 〈gE〉 ⊂ J (k1, k2)
permet de de´duire V Qw1,w2 [J (k1, k2)] ⊂ V
Q
w1,w2 [〈gE〉] = E. Or l’extension aux com-
plexes V Cw1,w2 [J (k1, k2)] contient Perw1,w2 et E a e´te´ suppose´ minimal de´montrant
E = V Qw1,w2 [J (k1, k2)].
Pour obtenir le The´ore`me 1.2, il faut de´sormais ajouter la partie d’Eisenstein d’ordre
2. Dans la section suivante, on obtiendra de manie`re calculatoire les expressions des
sous-modules de V Qw1,w2 :
V Qw1,w2 [IH ] = {P1(X1) pour P1 ∈W
Q
w1} =W
Q
w1 ⊗ 1, (86)
V Qw1,w2 [ID] = {P ∈ V
Q
w1,w2 tel que P |(1,1)+(S,S) = P |(1,1)+(U,U)+(U2,U2) = 0}, (87)
et V Qw1,w2 [IH ] = {X
w1
1 P2(X2) pour P2 ∈W
Q
w2} = X
w1
1 ⊗W
Q
w2 , (88)
ou` l’on rappel queWQw = {P ∈ V
Q
w tel que P |1+S = P |1+U+U2} = V
Q
w [I1]. Les notations
d’annulateurs permettent d’avoir une nouvelle e´criture de EQw1,w2 , de´fini en (13) :
EQw1,w2 = V
Q
w1,w2 [IH ] + V
Q
w1,w2 [ID] + V
Q
w1,w2 [IV ]. (89)
On a de´montre´ dans la Proposition 2.7 que l’ide´al a` gauche J2 est inclus dans
J (k1, k2). D’autre part, la Proposition 2.4 montre que J2 est inclus dans les ide´aux
IH , ID et IV par construction. On en de´duit l’inclusion des Q-espaces :
V Qw1,w2 [J (k1, k2)] + E
Q
w1,w2 ⊂ V
Q
w1,w2 [J2]. (90)
Une conse´quence de la Proposition 2.8 est alors que V Qw1,w2 [J (k1, k2)]+E
Q
w1,w2 est le
plus petit Q-espace convenant aux conditions du The´ore`me 1.2. Il reste a` de´montrer que
l’inclusion (90) est une e´galite´. On recherche l’e´galite´ des dimensions de leurs extensions
aux corps des complexes.
Pour un 2-cycle C ∈Mpte2 (H
2,Z), on peut conside´rer l’application de courant le long
de C par :
[C] : Vw1,w2 → HomQ (Ωk1,k2 ,C) , Q 7→
(
ω 7→
∫
C
[ω,Q]
)
. (91)
Alors, pour Q ∈ Vw1,w2 et γ ∈ Γ
2, on a :
[γC](Q)(ω) =
∫
γC
[ω,Q] =
∫
C
[ψ∗γω,Q] =
∫
C
[ω, γ−1Q] = [C](γ−1Q)(ω). (92)
Tout polynoˆme Q ∈ Vw1,w2 peut s’e´crire Q = g.X
w1
1 X
w2
2 pour un certain g ∈ C[Γ
2]
d’apre`s le caracte`re transitif de la repre´sentation. Donc [τ2](Q) = [g
−1τ2](X
w1
1 X
w2
2 ) et
ainsi [τ2](Q) = 0 ssi g
−1τ2 ∈ Ω
⊥
k1,k2
. De plus, on a toujours g−1τ2 ∈M
tr
2 (H
2,Z).
En particulier, la Proposition 2.7 et la de´finition (49) permet d’obtenir :
Ker([τ2]) =
〈
g−1(Xw11 X
w2
2 ) pour g ∈ J2
〉
= J˜2Vw1,w2 . (93)
De plus [τ2](Q)(ω) =
[∫
τ2
ω,Q
]
. Donc l’image de l’application :
{τ2} : Ωk1,k2 → Vw1,w2 , ω 7→
∫
τ2
ω, (94)
ve´rifie Im{τ2}
⊥ = Ker([τ2]) et ainsi Im{τ2} =
(
J˜2Vw1,w2
)⊥
.
Or l’invariance par Γ2 du produit scalaire (64) ainsi que son caracte`re non de´ge´ne´re´
montre que l’orthogonal de J˜2Vw1,w2 est Vw1,w2 [J2].
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Ainsi, pour P ∈ Vw1,w2 [J2], il existe ω ∈ Ωk1,k2 tel P =
∫
τ2
ω ∈ Im{τ2}.
On peut alors appliquer le Lemme 2.6, pour e´crire la de´composition :
ω = ω+ + ω− + ω0 ∈ Ω
+
k1,k2
⊕ Ω−k1,k2 ⊕ Ω
0
k1,k2 .
Ceci permet de de´composer P =
∫
τ2
ω+ +
∫
τ2
ω− +
∫
τ2
ω0. On obtient par de´finition∫
τ2
ω+ ∈ Perw1,w2 et
∫
τ2
ω− ∈ Perw1,w2 . Puis on sait que ω0 = dF est exacte donc :∫
τ2
ω0 =
∫
∂τ2
F =
∫
ϕ0τ1
F −
∫
ϕ1τ1
F +
∫
ϕ2τ1
F. (95)
Puis on peut remarquer que pour g ∈ Z[Γ2], g.
∫
ϕjτ1
F =
∫
gϕjτ1
F car on peut choisir
F : H2 → Vw1,w2 comme e´tant Γ
2-invariante. Et ainsi d’apre`s les de´finitions (50), (51)
et (52), on obtient :∫
ϕ0τ1
F ∈ Vw1,w2 [IH ],
∫
ϕ1τ1
F ∈ Vw1,w2 [ID] et
∫
ϕ2τ1
F ∈ Vw1,w2 [IV ].
Et ainsi on obtient
∫
τ2
ω0 ∈ Ew1,w2 .
Ceci de´montre l’inclusion re´ciproque de (90) sur C. Mais toutes les applications sont
Q-line´aires donc on obtient l’e´galite´ des dimensions sur Q. De´montrant ainsi que sur Q,
on a :
V Qw1,w2 [J (k1, k2)] + E
Q
w1,w2 = V
Q
w1,w2 [J2]. (96)
3 Calcul de l’ide´al des relations I2
L’ide´al des relations de Manin I1 = 〈1 + S, 1 + U + U
2〉 peut eˆtre introduit via une
description homologique. On dispose de τ1 la 1-chaˆıne de H liant les pointes∞ a` 0. Elle
peut eˆtre rapproche´e du symbole modulaire fondamental {∞, 0}, voir Mazur [8]. On a
alors :
I1 = {g ∈ Z[Γ] tel que g.δ1τ1 = 0}. (97)
3.1 Calcul de IH , IV et ID
De´terminons IH , IV et ID par calcul direct.
Proposition 3.1. Ces ide´aux sont de type fini et on a :
IH =
〈
(1 + S, 1), (1 + U + U2, 1), (1, 1− T )
〉
, (98)
IV =
〈
(1, 1 + S), (1, 1 + U + U2), (1− US, 1)
〉
, (99)
et ID =
〈
(1, 1) + (S, S), (1, 1) + (U,U) + (U2, U2)
〉
. (100)
De´monstration. Commenc¸ons par le calcul de IH . Soit
∑
i λi(γ
i
1, γ
i
2) ∈ Z[Γ
2]. Son action
sur Hid(τ1) s’exprime ainsi :∑
i
λi(γ
i
1, γ
i
2).Hid(τ1) =
∑
i
λiHγi2(γ
i
1.τ1) par (40).
Supposons cet e´le´ment dans IH alors :
∑
g∈Γ/Γ∞
∑
γi2∈gΓ∞
λiHg(γ
i
1.τ1) =
∑
g∈Γ/Γ∞
Hg
 ∑
γi2∈gΓ∞
λiγ
i
1.τ1
 ∈ H0
Les espaces Hg(M1(H,Z)) sont en somme directe d’apre`s (43). Donc pour chaque orbite
gΓ∞ ∈ Γ/Γ∞, on a :
Hg
 ∑
γi2∈gΓ∞
λiγ
i
1.τ1
 ∈ H0,
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et ainsi, on obtient :
δ1
∑
γi2∈gΓ∞
λiγ
i
1.τ1 =
∑
γi2∈gΓ∞
λiγ
i
1.δ1τ1 = 0.
On de´duit alors
∑
γi2∈gΓ∞
λiγ
i
1 ∈ I1 = (1 + S, 1 + U + U
2). De plus, le stabilisateur
de la pointe ∞ dans Γ est :
Γ∞ =< T
a >a∈Z ou` T = ( 1 10 1 ) = U
2S.
On obtient ainsi :
IH =
〈
(1, 1) + (S, T a), (1, 1) + (U, T a) + (U2, T b)
〉
a,b∈Z
Cet ide´al est en faite de type fini. Les relations de Manin agissant sur la premie`re
coordonne´e et la stabilite´ de la pointe ∞ sur la seconde, on peut les scinder suivant :
(1, 1) + (S, T a) = (1 + S, 1)− (S, 1− T a),
et (1, 1) + (U, T a) + (U2, T b) = (1 + U + U2, 1)− (U, 1− T a)− (U2, 1− T b).
Et donc les e´le´ments (1 + S, 1), (1 + U + U2, 1) et (1, 1− T ) engendrent IH .
De la meˆme manie`re, on re´duit le calcul de IV a` celui du stabilisateur de 0 :
Γ0 =< (US)
a >a∈Z ou` US = ( 1 01 1 ) .
On en de´duit :
IV =
〈
(1, 1) + ((US)a, S), (1, 1) + ((US)a, U) + ((US)b, U2)
〉
a,b∈Z
Une re´e´criture de cette famille de ces ge´ne´rateurs donne de la meˆme manie`re le re´sultat.
Pour le calcul de ID, on rappel que (γ1, γ2).DI(c) = Dγ2γ−11
(γ1.c). On peut alors
re´duire l’action de Z[Γ2] a` celle de Z[Γ] via :
∑
λi(γ
i
1, γ
i
2).DI(τ1) =
∑
g
Dg
 ∑
g=γ2γ
−1
1
λiγ
i
1.τ1
 .
Il suffit dans ce cas de faire agir de manie`re diagonale I1 pour obtenir le re´sultat.
3.2 Homologie relative de PSL2(Z)
2
Dans la the´orie de Manin-Drinfeld [6, 1] d’une forme modulaire, on pouvait oublier
l’espace H en e´tudiant uniquement l’action de Γ sur les pointes P1(Q). On rappelle
brie`vement cette construction pour ensuite la ge´ne´raliser au cas de l’action de Γ2 sur
H2.
On de´finit le groupe Z[P1(Q)]0 des 1-chaˆınes ferme´es comme e´tant le noyau de l’ap-
plication :
Z[P1(Q)]→ Z,
∑
i
λi[ai] 7→
∑
i
λi.
Le The´ore`me de Manin donne alors la surjectivite´ de l’application :
Θ1 : Z[Γ]→ Z[P
1(Q)]0, γ → [γ.∞]− [γ.0]. (101)
Le noyau de cette application est l’ide´al I1 des relations de Manin.
3.2.1 Construction du groupe formel des m-chaˆınes de P1(Q)
2
Notons P2 = P
1(Q)
2
les sommets de H2. L’ide´e est de traduire la correspondance donne´e,
pour tout entier m > 0, par :
Mptem (H
2,Z)→ Z[Pm+12 ], C 7→ (C(e0), ..., C(em)) . (102)
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Pour m ∈ Z>0, on de´finit l’application de bord :
δm : Z[P
m+1
2 ]→ Z[P
m
2 ], [(p1, q1), ..., (pm+1, qm+1)] 7→
m+1∑
j=1
(−1)j [..., (pj−1, qj−1), (pj+1, qj+1), ...] .
On a δm ◦ δm+1 = 0 ainsi que l’exactitude de la suite longue :
...
δm+1
−→ Z[Pm+12 ]
δm−→ Z[Pm2 ]
δm−1
−→ ...
δ1−→ Z[P2]
δ0−→ Z −→ 0.
Ceci permet de de´finir, pour tout entier m ≥ 0, le sous-groupe :
Z[Pm+12 ]
0 = Ker(δm) = Im(δm+1). (103)
Pour 0 ≤ j ≤ 2, conside´rons la famille d’applications ϕgj : H → H
2 ge´ne´ralisant les
applications de´finies en (46) et de´pendant d’un parame`tre g ∈ Γ par :
ϕg0(z) = (g.∞, z), ϕ
g
1(z) = (z, g.z) et ϕ
g
2(z) = (z, g.0). (104)
On a vu que les cycles contenus dans les sous-espaces transverses, image de ϕgj ,
ame`nent des annulations. Nous allons donc quotienter par ces cycles. Ce sont ceux de
la forme :
ϕgj (c), pour c ∈ Z[P
m+1
1 ]
0, j = 0, 1, 2 et g ∈ Γ.
Posons Z[Pm+12 ]
0
j =
∑
g∈Γ ϕ
g
j (Z[P
m+1
1 ]
0) ⊂ Z[Pm+12 ]
0.
On de´finit alors le groupe quotient des m-chaˆınes formelles :
Hm(P2) = Z[P
m+1
2 ]
0/
 2∑
j=0
Z[Pm+12 ]
0
j
 . (105)
Proposition 3.2. L’action de Γ2 sur P2 se transmet diagonalement aux groupes Z[P
m+1
2 ].
Cette action passe alors au quotient sur Hm(P2).
De´monstration. Pour de´finir l’action de Γ2 sur Hm(P2), il faut ve´rifier que l’action sur
Z[Pm+12 ] fixe les espaces Z[P
m+1
2 ]
0 et Z[Pm+12 ]
0
j pour tout j. Or on peut mettre en
e´vidence les relations :
δm [(γ1, γ2).(p1, q1), ..., (γ1, γ2)(pm+1, qm+1)] = (γ1, γ2)δm [(p1, q1), ..., (pm+1, qm+1)] ,
et ϕgj (γz) =

(g∞, γz) = (g, γ).ϕId0 (z) si j = 0,
(γz, gγz) = (γ, gγ).ϕId1 (z) si j = 1,
(γz, g0) = (γ, g).ϕId2 (z) si j = 2,
qui de´montrent la stabilite´ des sous-groupes.
3.2.2 Le triangle fondamental
On construit un e´le´ment T2 de Z[P
3
2 ] associe´ a` τ2 et donne´ par :
T2 = [(∞,∞), (0,∞), (0, 0)], (106)
et donc : δ2T2 = [(0,∞), (0, 0)]− [(∞,∞), (0, 0)] + [(∞,∞), (0,∞)].
On notera ∂T2 la classe de δ2T2 dans H1(P2).
De´finissons le morphisme de Z[Γ2]-modules :
Θ2 : Z[Γ
2]→ H1(P2), (γ1, γ2) 7→ (γ1, γ2).∂T2.
Proposition 3.3. Le noyau de Θ2 est l’ide´al a` gauche J2.
Son image, que nous noterons H1(P2)
0, est l’ensemble des classes des chaˆınes engen-
dre´es par celles de la forme :
δ2[(a, g.a), (a, g.b), (b, g.b)] ou` a, b ∈ P
1(Q) et g ∈ Γ.
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De´monstration. Pour calculer l’image de l’application, on choisit un e´le´ment qui admet
pour repre´sentant :
δ2[(a, g.a), (a, g.b), (b, g.b)] avec a, b ∈ P
1(Q), g ∈ Γ.
Cet e´le´ment est l’image de la multiplication par (1, g) de :
δ2[(a, a), (a, b), (b, b)]
Puis on e´crit comme dans le cas classique une suite finie de matrice γi ∈ Γ telle que :
b = γ1.∞→ γ1.0 = γ2.∞→ ...→ γN−1.0 = γN .∞→ γN .0 = a.
Ceci se fait de manie`re constructive graˆce aux fractions continues, voir Merel [9].
Il nous suffit alors de montrer le re´sultat de de´composition suivante pour N = 2 :
δ2[(γ2.0, γ2.0), (γ1.∞, γ2.0), (γ1.∞, γ1.∞)] = [(γ1, γ1)+(γ2, γ2)+(γ2, γ1)+(γ2S, γ1S)].∂T2
En effet, il suffit de simplifier le terme de droite qui est la classe dans H1(P2) du bord
d’un triangle qui se de´compose en quatre triangles :
 
 
 
 
 
 
 
 
 
 
 
 
 
γ1i∞ γ10 = γ2∞ γ20
γ1∞
γ10 = γ2∞
γ20
δ2[(γ1.∞, γ1.∞), (γ1.0, γ1.∞), (γ1.0, γ1.0)]
+δ2[(γ2.∞, γ2.∞), (γ2.0, γ2.∞), (γ2.0, γ2.0)]
+δ2[(γ2.∞, γ1.∞), (γ2.0, γ1.∞), (γ2.0, γ1.0)]
+δ2[(γ2S.∞, γ1S.∞), (γ2S.0, γ1S.∞), (γ2S.0, γ1S.0)].
Ce re´sultat peut s’ite´rer sur la famille des γ1, ..., γN et on obtient bien alors un
e´le´ment de Z[Γ2]∂T2 l’image de Θ2.
Pour de´montrer que le noyau de Θ2 est J2, on utilise l’expression de la Proposition
2.4. On ve´rifie que chacun de ces ide´aux IH , ID et IV . annulent tour a` tour les coˆte´s de :
δ2T2 = [(∞,∞), (0,∞)]− [(∞,∞), (0, 0)] + [(0,∞), (0, 0)],
modulo
∑2
j=0 Z[P
2
2 ]
0
j .
L’application Θ2 n’est pas surjective et on peut de´terminer plus pre´cise´mentH1(P2)
0 :
Proposition 3.4. Le sous-groupe H1(P2)
0 est celui des 1-chaˆınes transverses :
H1(P2)
0 =
∑
j,g
ϕgj (Z[P
2
1 ])
 ∩ Z[P 22 ]0
 /∑
j,g
ϕgj (Z[P
2
1 ]
0) (107)
∼= (H +D + V )0/(H0 +D0 + V 0).
De´monstration. On commence par montrer que les ge´ne´rateurs obtenus dans la Propo-
sition 3.3 sont dans l’espace transverse. En effet, son bord :
δ2[(a, g.a), (a, g.b), (b, g.b)] = [(a, ga), (a, gb)]−[(a, ga), (b, gb)]+[(a, gb), (b, gb)] ∈ Z[P
2
2 ]
0,
ve´rifie les appartenances :
[(a, ga), (a, gb)] = ϕγ10 ([ga, gb]) ∈ ϕ
γ1
0 (Z[P
2
1 ]),
[(a, ga), (b, gb)] = ϕg1([a, b]) ∈ ϕ
g
1(Z[P
2
1 ]),
et [(a, gb), (b, gb)] = ϕγ22 ([a, b]) ∈ ϕ
γ2
2 (Z[P
2
1 ]).
On a introduit pour cela γ1, γ2 ∈ Γ tels que γ1∞ = a et γ20 = gb.
Pour de´montrer l’inclusion re´ciproque, on donne un algorithme de de´composition de
l’espace H1(P2) en triangles simples.
On prend un repre´sentant quelconque d’une classe de H1(P2) :
δ2[(a1, a2), (b1, b2), (c1, c2)] ∈ Z[P
2
2 ]
0.
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Il de´pend de six pointes a1, a2, b1, b2, c1, c2 ∈ P
1(Q).
On va trianguler pour obtenir une combinaison line´aire d’e´le´ments de´pend de quatre
pointes α1, α2, β1, β2 ∈ P
1(Q) et de la forme :
δ2[(α1, α2), (α1, β2), (β1, β2)].
Pour cela, on utilise le fait que δ2 ◦ δ3 = 0 en ajoutant un nouveau couple de pointes.
Si on adjoint le couple (a1, b2), on obtient :
0 = δ2 ◦ δ3[(a1, a2), (a1, b2), (b1, b2), (c1, c2)]
= δ2[(a1, b2), (b1, b2), (c1, c2)]− δ2[(a1, a2), (b1, b2), (c1, c2)]
+ δ2[(a1, a2), (a1, b2), (c1, c2)]− δ2[(a1, a2), (a1, b2), (b1, b2)].
Ceci permet d’obtenir une re´e´criture de δ2[(a1, a2), (b1, b2), (c1, c2)]
= δ2[(a1, b2), (b1, b2), (c1, c2)]+δ2[(a1, a2), (a1, b2), (c1, c2)]−δ2[(a1, a2), (a1, b2), (b1, b2)].
Le troisie`me terme est de la forme voulue et les deux premiers ne de´pendent plus que
de cinq pointes.
Ils se re´duisent tous les deux de la meˆme manie`re. Par exemple, on peut ajouter
(c1, b2), pour calculer δ2[(a1, b2), (b1, b2), (c1, c2)]
= δ2[(c1, b2), (b1, b2), (c1, c2)] + δ2[(a1, b2), (c1, b2), (c1, c2)]− δ2[(a1, b2), (c1, b2), (b1, b2)].
Le premier et deuxie`me termes sont de la forme attendue. Le dernier est en faite un
triangle a` bord transverse :
δ2[(a1, b2), (c1, b2), (b1, b2)] = ϕ
γ2
2 (δ2[a1, c1, b1]) ∈ Z[P
2
2 ]
0
2, avec γ20 = b2
Sa classe est donc nulle dans H1(P2).
Ainsi H1(P2) est engendre´ par :
δ2[(α1, α2), (α1, β2), (β1, β2)] = δ2[(α1, g2g
−1
1 .α1), (α1, g2g
−1
1 .b), (g2g
−1
1 .c, g2g
−1
1 .b)],
ou` α1 = g1.∞, α2 = g2∞, b = g1g
−1
2 β2 et c = g1g
−1
2 β1.
Donc les cycles de H1(P2) peuvent eˆtre de´compose´s comme combinaison line´aire de
cycle de la forme :
δ2[(a, g.a), (a, g.b), (c, g.b)] ou` a, b, c ∈ P
1(Q) et g ∈ Γ.
On peut de´sormais comple´ter la de´monstration de la Proposition 3.4. Supposons que
la 1-chaˆıne obtenue appartient a` H1(P2)
0 alors δ2[(a, ga), (a, gb), (c, gb)] a deux de ses
coˆte´s dans l’espace transverse imposant le troisie`me [(a, ga), (c, gb)] ∈
∑
j,g ϕ
g
j (Z[P
2
1 ])
c’est a` dire c ∈ {a, b}. Ceci donne bien l’inclusion manquante.
Remarque 3.5. Les propositions 3.3 et 3.4 se re´sument dans la suite exacte de´compo-
sant Z[Γ2] :
0→ J2 → Z[Γ
2]
Θ2→ H1(P2)
0 → 0. (108)
3.3 Les relations de Manin d’ordre 2
3.3.1 J2 est de type fini
Nous montrons que l’ide´al J2 est engendre´ par des combinaisons line´aires a` support
dans l’ensemble fini :
(U i1 , U i2)(S, S)δ pour (i1, i2) ∈ (Z/3Z)
2 et δ ∈ Z/2Z.
Pour cela, nous allons introduire une hauteur sur H1(P2)
0 associe´e a` une distance de
P1(Q) invariante par Γ.
De´finissons l’application d : P1(Q)× P1(Q)→ Z≥0 en posant pour a 6= b ∈ P
1(Q) :
d(a, b) = min{N ∈ N tel qu’il existe γ1, ..., γN ∈ Γ
ve´rifiant a = γ1∞, γ10 = γ2∞, ..., γN0 = b}, (109)
et d(a, a) = 0.
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Proposition 3.6. L’application d est une distance invariante par Γ, au sens ou` pour
tout a, b, c ∈ P1(Q) et γ ∈ Γ :
d(a, b) = d(b, a), d(a, b) = 0⇔ a = b,
d(a, c) ≤ d(a, b) + d(b, c) et d(γa, γb) = d(a, b).
Remarque 3.7. 1) Pour la suite, on appellera chaˆıne une telle suite de matrices et on
notera :
a = γ1∞
γ1
→ γ10
γ2
→ ...γN∞
γN
→ γN0 = b. (110)
On appellera longueur de la chaˆıne le nombre N de matrices. Les chaˆınes de longueurs
minimales reliant deux points a et b de´terminent ainsi la distance d(a, b).
2) L’application d est la distance associe´e au graphe oriente´ G1 dont l’ensemble des
sommets est P1(Q) et l’ensemble des arreˆtes est PSL2(Z). En effet, pour tout couple(
(p1 : q1), (p2 : q2)
)
∈ P1(Q)
2
, on peut imposer p1, p2, q1, q2 ∈ Z et quitte a` changer
(p1 : q1) = (−p1 : −q1), on a :
d
(
(p1 : q1), (p2 : q2)
)
= 1⇔ ( p1 p2q1 q2 ) ∈ PSL2(Z)⇔
( p2 −p1
q2 −q1
)
∈ PSL2(Z). (111)
Ainsi toute paire de sommets de ce type est relie´e par les matrices ( p1 p2q1 q2 ) et
( p2 −p1
q2 −q1
)
.
Nous repre´sentons ceci sur le sche´ma suivant ou` chaque trait repre´sente ainsi deux
arreˆtes oriente´es aller et retour.
id
>
S
<1/0 0/1
−1/1
1/1
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
❆
❆
❆❆
✁
✁
✁✁
2/1 1/2
−2/1 −1/2
✁
✁
✁✁
❆
❆
❆❆
2/3
❍❍ ✟✟
3/2
❍❍ ✟✟
1/3
 
❍❍
3/1
❅
✟✟
1/n
3) La valence (i.e. le nombre de voisins) de chaque sommet est infinie. Les proprie´te´s
de distance donne´es par la Proposition 3.6 se traduisent sur le graphe par sa connexite´
et son invariance sous l’action de Γ.
De´monstration. Tout d’abord cette application est bien de´finie car le de´veloppement en
fraction continue donne l’existence d’une chaˆıne de longueur finie, obtenue par l’astuce
de Manin [6], liant 0 a` toute pointe de P1(Q).
La condition de se´paration est purement formelle, les chaˆınes de longueur 0 sont a = b.
Soient a, b ∈ P1(Q). Si d(a, b) = N alors il existe une chaˆıne minimale : a
γ1
→ ...
γN
→ b.
Elle nous permet de construire la chaˆıne : b = γNS∞
γNS
→ ...
γ1S
→ γ1S0 = a.
Ceci de´montre que d(b, a) ≤ d(a, b) et donc on obtient l’e´galite´ en syme´trisant.
Soient a, b, c ∈ P1(Q). On peut concate´ner deux chaˆınes : a
γ1
→ ...
γd(a,b)
→ b
γ′1→ ...
γ′d(b,c)
→ c.
On obtient une chaˆıne de longueur d(a, b) + d(b, c) et ainsi d(a, c) ≤ d(a, b) + d(b, c).
Soit g ∈ Γ. Une chaˆıne de longueur minimale : a
γ1
→ ...
γd(a,b)
→ b se translate en : ga
gγ1
→
...
gγd(a,b)
→ gb. Ceci donne d(ga, gb) ≤ d(a, b). Puis on applique ceci a` g−1 ∈ Γ et ga, gb ∈
P1(Q) pour obtenir l’ine´galite´ manquante.
Ceci permet de de´composer l’espace image de Θ1 : Z[Γ] → Z[P
1(Q)]0, de´finie en
(101), suivant une hauteur :
h : P1(Q)→ Z≥0, a 7→ max(d(a,∞), d(a, 0)), (112)
en posant, pour tout entier M > 0 :
Z[P1(Q)]0M =
{∑
a
λa[a] ∈ Z[P
1(Q)]0 tel que λa 6= 0⇒ h(a) ≤M
}
. (113)
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De´finissons de´sormais les parties de P1(Q) :
B0 = {∞, 0, 1,−1} = {a ∈ P
1(Q) tel que h(a) ≤ 1},
B1 = {(p : q) ∈ P
1(Q) tel que 0 < p < q},
B2 = {(p : q) ∈ P
1(Q) tel que 0 < q < p},
B3 = {(p : q) ∈ P
1(Q) tel que 0 < −p < q},
et B4 = {(p : q) ∈ P
1(Q) tel que 0 < q < −p}.
Ceci nous permet d’obtenir la partition suivante de P1(Q) :
P1(Q) = B0 ⊔B1 ⊔B2 ⊔B3 ⊔B4. (114)
De plus, les actions de S =
(
0 −1
1 0
)
et ε =
(
−1 0
0 1
)
stabilisent B0 et e´changent les
espaces B1, B2, B3 et B4 selon :
B1 = εSB2 = εB3 = SB4.
Pour tout j ∈ {1, 2, 3, 4}, l’ensemble des voisins des sommets de Bj sur le graphe G1
est Bj ∪B0. On peut ainsi re´duire par syme´trie l’e´tude du graphe a` l’e´tude de B1 ∪B0.
Lemme 3.8. Soit (p1 : q1), (p2 : q2) ∈ B1 ve´rifiant d
(
p1
q1
, p2q2
)
= 1. Alors il existe
exactement deux pointes a` distance 1 de p1q1 et de
p2
q2
qui sont :
p1 − p2
q1 − q2
et
p1 + p2
q1 + q2
.
De plus, leurs hauteurs sont donne´es par :
h
(
p1 − p2
q1 − q2
)
≤ min
[
h
(
p1
q1
)
, h
(
p2
q2
)]
et h
(
p1 + p2
q1 + q2
)
= min
[
h
(
p1
q1
)
, h
(
p2
q2
)]
+1.
De´monstration. Posons γ = ( p1 p2q1 q2 ), afin d’obtenir
p1
q1
= γ∞ et p2q2 = γ0. L’hypothe`se
d
(
p1
q1
, p2q2
)
= 1 se traduit par γ ∈ Γ et ainsi l’invariance de d par Γ se traduit par :
Les pointes a` distance 1 de γ∞ et γ0 sont γ(1) = p1+p2q1+q2 et γ(−1) =
p1−p2
q1−q2
.
Pour calculer leurs hauteurs, on commence par remarquer que pour tout α ∈ B1, h(α) =
d(∞, α) et ainsi la pointe qui nous concerne apre`s translation par γ provient de γ(−q2q1 ) =
∞. Or on sait que −q2q1 ∈ B3 ∪ B4 ∪ {−1}. Lorsque
−q2
q1
= −1 le re´sultat est ve´rifiable
simplement car d(−1,∞) = d(−1, 0) = d(−1, 1)− 1. Sinon, par syme´trie entre p1/q1 et
p2/q2, on peut supposer
−q2
q1
∈ B3 et on obtient :
d(
−q2
q1
,−1) ≤ d(
−q2
q1
, 0) ≤ d(
−q2
q1
,∞) ≤ d(
−q2
q1
, 1).
La premie`re ine´galite´ se traduit par h
(
p1−p2
q1−q2
)
≤ h
(
p1
q1
)
apre`s translation par γ. Par
l’absurde, on montre que parmi la deuxie`me et la troisie`me ine´galite´ au moins une est
stricte faute de contredire le de´but du Lemme. Ainsi on obtient :
d(
−q2
q1
, 0) < d(
−q2
q1
, 1) ≤ d(
−q2
q1
, 0) + d(0, 1) = d(
−q2
q1
, 0) + 1.
Ceci se translate par γ en h
(
p1+p2
q1+q2
)
= h
(
p1
q1
)
+ 1.
Nous avons de´sormais les outils pour montrer que J2 est de type fini. Commenc¸ons
par appliquer la me´thode a` l’ide´al I1 des relations de Manin. L’ide´al I1 est le noyau de
l’application Θ1 : Z[Γ]→ Z[P
1(Q)]0. Un e´le´ment du groupe Γ est une arreˆte oriente´e de
G1 dont les extre´mite´s dans P
1(Q) sont donne´es par l’application Θ1. Ainsi un e´le´ment
du groupe Z[Γ] correspond a` un 1-cycle du graphe G1 et son image par Θ1 correspond
a` son bord. Les chemins de I1, c’est-a`-dire annulant Θ1, sont ainsi les chemins ferme´es
de G1.
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Pour un e´le´ment
∑
λγ [γ] ∈ Z[Γ], de´finissons son support la partie de P
1(Q) donne´e
par :
Supp(
∑
λγ [γ]) =
⋃
λγ 6=0
{γ∞, γ0}.
Notons C0(X) pour les 1-cycles ferme´es de G1 a` support dans X une partie de P
1(Q) :
C0(X) = {g ∈ I1 tel que Supp(g) ⊂ X}.
La partition de P1(Q) (114) et les proprie´te´s d’invariances e´le´mentaires montrent que :
I1 ∼= C
0(P1(Q)) = C0(B0 ∪B1) + C
0(B0 ∪B2) + C
0(B0 ∪B3) + C
0(B0 ∪B4)
= C0(B0 ∪B1) + εS.C
0(B0 ∪B1) + ε.C
0(B0 ∪B1) + S.C
0(B0 ∪B1).
Ainsi on recherche les chaˆınes ferme´es a` support dans B0∪B1. Une me´thode de descente
sur la hauteur donne alors :
Proposition 3.9. L’ide´al I1 est engendre´ comme Z[Γ]-module par les chemins ferme´s
de G1 a` support dans B0 :
I1 = Z[Γ].C
0(B0) = Z[Γ](1 + S, 1 + U + U
2). (115)
De´monstration. Soit g =
∑
µγ [γ] ∈ Ker(Θ1). Si g 6= 0, il existe un point du support
b ∈ Supp(g) de hauteur maximale. Posons :
Rb =
∑
γ∈Γ tel que b∈Supp([γ])
µγΘ1(γ) avec Θ1(γ) = ±([b]− [aγ ]).
On va remplacer b par un de ces voisins de hauteur infe´rieure pour re´duire la hauteur
maximale du support. Sans perdre en ge´ne´ralite´, d’apre`s l’invariance par Γ, on peut
supposer b ∈ B1. Pour γ1, γ2 distincts ve´rifiant b ∈ Supp(γj), on peut supposer que
Θ1(γ1) = b − a1 et Θ1(γ2) = b − a2 quitte a` changer γ par γS et µγS = −µγ . On a
a1 6= a2 donc d(a1, a2) ∈ {1, 2}. On distingue alors ces deux cas.
Si d(a1, a2) = 1 alors d’apre`s le Lemme 3.8, il existe une unique pointe c tel que b
et c soit a` distance 1 de a1 et a2. De plus, la hauteur de b e´tant maximale on obtient
h(c) ≤ min [h(a1), h(a2)] < h(b).
Si d(a1, a2) = 2 alors la situation est analogue. a1 = (p1 : q1) est l’image de 1
et a2 = (p2 : q2) l’image de −1 par la matrice γ =
( p1+p2 p1−p2
q1+q2 q1−q2
)
. On obtient alors
b ∈ {γ0, γ∞} car seules deux pointes sont a` distance 1 des pointes 1 et −1 et notons c
la seconde diffe´rente de b. On obtient a` nouveau une configuration du type du Lemme
3.8. Et ainsi on a : h(c) + 1 = max[h(a1), h(a2)] ≤ h(b).
Ainsi dans les deux cas, on a :
Θ1 ([γ1]− [γ2]) = ([b]− [a1])− ([b]− [a2]) = ([c]− [a1])− ([c]− [a2]) = Θ1 ([γ
′
1]− [γ
′
2]) .
Ainsi [γ1]− [γ2]− [γ
′
1]+[γ
′
2] est un e´le´ment du noyau. Ces quatre matrices sont a` support
dans {b, a1, a2, c} un meˆme translate´ de B0. Et comme on a
∑
γ∈Γ tel que b∈Supp(γ) µγ =
0 alors, par ite´ration finie, on peut construire un e´le´ment R′b a` support de hauteur
infe´rieure tel que : Rb −R
′
b ∈ Z[Γ]C
0(B0) et de´composer :
g =
∑
γ∈Γ tel que b/∈Supp[γ]
µγ [γ] +R
′
b + (Rb −R
′
b) .
Le support de g e´tant fini on re´duit bien celui-ci a` une somme d’e´le´ments de ΓC0(B0) par
re´currence sur la hauteur maximale. On remarquera notamment que dans le de´roulement
de la de´monstration b n’est pas ne´cessairement l’unique e´le´ment de hauteur maximale.
Mais l’ensemble de ces pointes est fini et son cardinal diminue strictement car la seule
nouvelle pointe introduite ve´rifie h(c) < h(b).
Par analogie, il est alors naturel d’introduire le graphe G2 dont les sommets sont
P2 = P
1(Q)
2
et les areˆtes sont H ∪D ∪ V . Un e´le´ment (γ1, γ2) ∈ Γ
2 est identifie´ dans
ce graphe par le triangle oriente´ :
[(γ1.∞, γ2.∞), (γ10, γ2∞), (γ10, γ20)].
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Son bord est l’image par Θ2 c’est a` dire la somme des trois areˆtes oriente´es dans
H1(P2)
0 :
[(γ1∞, γ2∞), (γ10, γ2∞)] + [(γ10, γ2∞), (γ10, γ20)] + [(γ10, γ20), (γ1∞, γ2∞)].
Le support d’un e´le´ment de g =
∑
λγ1,γ2 [γ1, γ2] ∈ Z[Γ
2] est la partie de P1(Q)
2
de´finie par :
Supp(g) =
⋃
λγ1,γ2 6=0
{(γ1∞, γ2∞), (γ10, γ2∞), (γ10, γ20)}.
Le sche´ma suivant fourni une repre´sentation de la partie de G2 a` support dans {∞, 0, 1}
2 ⊂
P2. Pour une question de lisibilite´ nous avons repre´sente´ ici huit fois les meˆmes neuf
couples de pointes de P2 pour illustrer l’ensemble des recouvrement possibles de cette
partie. Les couples de matrices repre´sentent alors les diffe´rents triangles oriente´s pos-
sibles.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(1,1)
(S,S)
(U,1)
(US,S)
(1,U)
(S,US)
(U,U)
(US,US)
❍❍❍❍❍❍❍❍
❍❍❍❍❍❍❍❍
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆  
 
 
 
 
 
 
 
(U2,1)
(U2,U)
(U2S,S)
(U2S,US) (1,U2) (U,U2) (U2,U2)
(S,U2S) (US,U2S) (U2S,U2S)
∞ 0 1 ∞ 0 1 ∞ 0 1 ∞ 0 1
∞
0
1
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
(S,1)
(1,S)
(US,1)
(U,S)
(S,U)
(1,US)
(US,U)
(U,US)
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁ ❅
❅
❅
❅
❅
❅
❅
❅
(U2S,1)
(U2S,U)
(U2,S)
(U2,US) (S,U2) (US,U2) (U2S,U2)
(1,U2S) (U,U2S) (U2,U2S)
i∞ 0 1 i∞ 0 1 i∞ 0 1 i∞ 0 1
i∞
0
1
L’ide´al J2 est le noyau de l’application Θ2 : Z[Γ
2] → H1(P2)
0. Un e´le´ment de J2
correspond donc a` une combinaison line´aire de triangles oriente´s dont les bords oriente´s
se compensent. On notera C02 (X) ⊂ Z[Γ
2] les tels recouvrements de 2-chaˆınes ferme´es a`
support dans une partie X ⊂ P2. La de´composition de P
1(Q) et le fait que les pointes
de B0 sont un point de passage entre deux parties, nous permet d’obtenir :
C02 (P2) =
4∑
i1,i2=1
C02 ((B0 ∪Bi1)× (B0 ∪Bi2)) . (116)
On re´duit alors ceci par descente sur la hauteur. En effet, les projections suivants les
coordonne´es respectent la structure du graphe G1.
Proposition 3.10. L’ide´al J2 est engendre´ comme Z[Γ
2]-module par les 2-chaˆınes
ferme´es de G2 a` support dans B
2
0 :
J2 = Z[Γ
2].C02 (B
2
0). (117)
De´monstration. Comme H1(P2)
0 est le sous-groupe des chaˆınes transverses alors on va
traiter une coordonne´e puis l’autre par projection. De´finissons pour tout couple d’entiers
M1,M2 > 0, le sous-ensemble des 2-chaˆınes borne´es par :
H1(P2)
0
(M1,M2)
=
{
C ∈ H1(P2)
0 tel que Supp(C) ⊂ (h× h)−1([0,M1]× [0,M2])
}
.
Donc les relations ve´rifie´es par H1(P2)
0
(M1,M2)
sont les translate´s par (Γ, 1) ⊂ Γ2, agis-
sant sur la premie`re coordonne´es, de celles ve´rifie´es par H1(P2)
0
(1,M2)
. Puis le meˆme rai-
sonnement sur la seconde coordonne´e re´duit l’e´tude deH1(P2)
0
(1,M2)
a` celle deH1(P2)
0
(1,1).
Ce dernier correspond bien a` C02 (B
2
0).
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3.3.2 Les ge´ne´rateurs de I2
The´ore`me 3.11. L’ide´al J2 annulateur de ∂T2 dans Z[Γ
2] est :
J2 = I2 =
〈
(1 + S, 1 + S), (S, S) + (S,US) + (US,US) + (1, U)− (U2, U2),
(1 + U + U2, 1)((1, 1) + (S, S)), (1, 1 + U + U2)((1, 1) + (S, S))
〉
Le sche´ma pre´ce´dent permet d’observer ces annulations des images de ∂T2 dans le
graphe G2. Il nous permet de de proposer les de´compositions utiles pour la de´monstra-
tion. En effet, les recouvrements s’annulent si les segments horizontaux, verticaux et
diagonaux se compensent entre eux respectivement. Ces annulations se traduisent par
l’appartenance aux ide´aux IH , IV et ID respectivement.
De´monstration. On commence par de´montrer que chacun des ge´ne´rateurs appartient
bien a` IH ∩ ID ∩ IV . Pour cela, on donne une e´criture explicite :
(1 + S, 1 + S) = (1, 1 + S)(1 + S, 1) ∈ IH
= (1 + S, 1)(1, 1 + S) ∈ IV
= (1, 1 + S)[(1, 1) + (S, S)] ∈ ID
Les deux derniers sont dans ID comme multiple de (1, 1) + (S, S) et on a :
(1, 1 + U + U2)[(1, 1) + (S, S)] = (1, S + US + U2S)(1 + S, 1) + (1, 1 + U + U2)(1, 1− U2S) ∈ IH
= (1, 1 + U + U2) + (S, 1)(1, 1 + U + U2)(1, 1 + S)− (S, 1)(1, 1 + U + U2) ∈ IV
et
(1 + U + U2, 1)[(1, 1) + (S, S)] = (S + US + U2S, 1)(1, 1 + S) + (1 + U + U2, 1)(1, 1− US) ∈ IV
= (1 + U + U2, 1) + (1, S)(1 + U + U2, 1)(1 + S, 1)− (1, S)(1 + U + U2, 1) ∈ IH .
Finalement, on de´compose (S, S) + (S,US) + (US,US) + (1, U) − (U2, U2) en somme
de deux e´le´ments de IH en le de´coupant selon :
(S, S) + (1, U) = (1 + S, 1) + (1, U)(1, 1− U2S) ∈ IH ,
(S,US) + (US,US)− (U2, U2) = (1 + U,US)(1 + S, 1)
− (1, US)(1 + U + U2, 1)− (U2, U2)(1, 1− U2S) ∈ IH .
C’est aussi une somme d’e´le´ments de IV :
(US,US) + (1, U) = (1, 1 + S) + (1, U)(1− US, 1) ∈ IV ,
(S, S) + (S,US)− (U2, U2) = (S, 1 + U)(1, 1 + S)− (S, 1)(1, 1 + U + U2)− (U2, U2)(1− US, 1) ∈ IV .
et enfin une somme d’e´le´ments de ID :
(S,US) + (1, U) = (1, U)[(1, 1) + (S, S)] ∈ ID,
(S, S) + (US,US)− (U2, U2) = [(1, 1) + (U,U)][(1, 1) + (S, S)]− [(1, 1) + (U,U) + (U2, U2)] ∈ ID.
Or on a re´duit I2 a` l’e´tude des relations ve´rifie´es par les triangles a` coordonne´es parmi
{0,∞, 1,−1}2. Puis l’action involutive de S permet de transformer les arreˆtes contenant
la pointe −1 sur une de ses coordonne´es en des arreˆtes a` support dans {0,∞, 1}2. De
plus les coefficients intervenant dans les combinaisons sont ne´cessairement borne´es car
il y a un nombre fini d’areˆtes. Une e´tude exhaustive des combinaisons des 36 triangles
obtenus donne bien l’e´galite´ des ide´aux. Cette e´tude a e´te´ confirme´e par ordinateur par
un calcul exhaustif des combinaisons possibles. D’autre part la surjectivite´ obtenue dans
le section suivante serait un argument suffisant pour obtenir le caracte`re complet de la
famille de ge´ne´rateurs.
La Proposition 1.1 et The´ore`me 3.11 fournissent un syste`me exhaustif de relations
ve´rifie´es par le polynoˆme des bi-pe´riodes.
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4 Controˆle de l’espace des polynoˆmes des bi-pe´riodes
Nous allons ici conside´rer les structures sur Q. Les espaces e´tant de dimensions finies
et sans torsions, les relations sur Q peuvent eˆtre compiler sur Z. L’espace des formes
modulaires Sk peut en re´alite´ eˆtre vu comme le produit tensoriel S
Q
k ⊗Q C avec S
Q
k les
formes dont les coefficients de Fourrier sont rationnelles. Ceci s’e´tend aux 2-formes et
on remarquera que l’espace Perk1,k2 dispose e´galement d’une Q-structure.
La partie pre´ce´dente nous permet d’obtenir l’inclusion Perw1,w2 ⊂ Ww1,w2 . On re-
cherche ici a` pre´ciser l’e´cart qu’il existe dans cette inclusion. Nous allons alors en de´duire
une de´monstration du The´ore`me 1.3.
4.1 Calcul de la partie Eisenstein d’ordre 2
Pour de´terminer EQw1,w2 , il nous reste a` pre´ciser le calcul de V
Q
w1,w2 [ID] car on a de´ja` :
V Qw1,w2 [IH ] =W
Q
w1 ⊗ 1 et V
Q
w1,w2 [IV ] = X
w1
1 ⊗W
Q
w2 .
Proposition 4.1. L’application ψ : V Qw1,w2 [ID] → W
Q
w1+w2 , P (X1, X2) 7→ P (Z,Z) est
surjective. On dispose d’une section rationnelle.
Un e´le´ment : P (Z) =
∑w1+w2
m=0
(
w1+w2
m
)
am(−Z)
w1+w2−m admet pour ante´ce´dent :
Q(X1, X2) =
w1∑
m1=0
w2∑
m2=0
(
w1
m1
)(
w2
m2
)
am1+m2(−X1)
w1−m1(−X2)
w2−m2 . (118)
De´monstration. Par le calcul, on trouve bien Q ∈ V Qw1,w2 [ID] et Q(Z,Z) = P (Z) impli-
quant la surjectivite´ de ψ.
Remarque 4.2. L’ide´e de la formulation pre´ce´dente provient du The´ore`me d’Eichler-
Shimura qui limite la recherche d’ante´ce´dent au polynoˆme des pe´riodes. Puis la construc-
tion d’un ante´ce´dent de Pf (Z) =
∫ 0
∞
f(z)(X−z)w1+w2 dz ∈ Ww1+w2 pour f ∈ Sw1+w2+2,
de´terminant la surjectivite´ de ψ ⊗Q C, nous inspire ce re´sultat. Posons :
Qf (X1, X2) =
∫ 0
∞
f(z)(X1 − z)
w1(X2 − z)
w2 dz.
=
w1∑
m1=0
w2∑
m2=0
(
w1
m1
)(
w2
m2
)∫ 0
∞
f(z)zm1+m2(−X1)
w1−m1(−X2)
w2−m2 dz.
Cet e´le´ment est bien dans Vw1,w2 [ID] car pour γ ∈ Γ :
(γ, γ).Qh(X1, X2) =
∫ γ−10
γ−1∞
h(z)(X1 − z)
w1(X2 − z)
w2 dz. (119)
Donc on peut en de´duire que [(1, 1) + (S, S)].Qh = [(1, 1) + (U,U) + (U
2, U2)].Qh = 0.
En de´veloppant de la meˆme manie`re Pf (Z), on peut identifier les coefficients et on
obtient un ante´ce´dent dans V Qw1,w2 [ID].
La proposition 4.1 permet d’obtenir une construction inductive de l’espace V Qw1,w2 [ID]
et donc de EQw1,w2 .
Proposition 4.3. On a la de´composition :
V Qw1,w2 [ID]
∼=
w1+w2⊕
w=|w1−w2|
Ww. (120)
De plus, la suite suivante est exacte :
0→ Q→Ww1 ⊗ 1× V
Q
w1,w2 [ID]×X
w1
1 ⊗Ww2 → E
Q
w1,w2 → 0, (121)
avec dans l’ordre 1 7→
(
1 − Xw1, 1 − Xw11 X
w2
2 , X
w1(1 − Xw22 )
)
et (PH , PD, PV ) 7→
PH − PD + PV .
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De´monstration. La de´finition de V Qw1,w2 [ID], voir (12), nous permet de construire la
suite exacte de Q-espaces vectoriels :
0 −→ V Qw1−1,w2−1[ID]
φ
−→ V Qw1,w2 [ID]
ψ
−→WQw1+w2−2 −→ 0
ou` on de´finit les Γ-morphismes par φ(P )(X,Y ) = (X − Y )P (X,Y ) et ψ(P )(Z) =
P (Z,Z). L’application φ est injective et est bien un Γ-morphisme car (γX − γY )(cX +
d)(cY +d) = (ad−bc)(X−Y ) pour tout γ =
(
a b
c d
)
∈ Γ. L’image de φ est l’ensemble des
polynoˆmes s’annulant diagonalement, c’est a` dire le noyau de ψ. Enfin la Proposition
4.1 donne la surjectivite´ de ψ ainsi que l’existence d’une section.
Pour obtenir la suite exacte (121), on observe que la seule formule non triviale parmi
les trois espaces V Qw1,w2 [IH ], V
Q
w1,w2 [IV ] et V
Q
w1,w2 [ID] est :
1−Xw11 X
w2
2 =
(
1−Xw1
)
+Xw1 (1−Xw2) . (122)
Donc en particulier dimEQw1,w2 = dimV
Q
w1,w2 [IH ]+dimV
Q
w1,w2 [IV ]+dimV
Q
w1,w2 [ID]−1.
La de´monstration nous fournit un algorithme de calcul de ces espaces pour les petites
dimensions :
1) Lorsque w1 = 0 ou w2 = 0, il n’y a qu’une variable et on a :
V Q0,w[ID]
∼= V
Q
w,0[ID]
∼=WQw , pour tout w ≥ 0.
2) Pour tout w ≤ 8, W Zw =< 1− Z
k−2 > donc on a pour w1 + w2 ≤ 8 :
V Q2,2[ID] =< 1−X
2
1X
2
2 , (X1 −X2)(1−X1X2) >,
V Q2,4[ID] =< 1−X
2
1X
4
2 , (X1 −X2)(1−X1X
3
2 ), (X1 −X2)
2(1 −X22 ) >,
V Q2,6[ID] =< 1−X
2
1X
6
2 , (X1 −X2)(1−X1X
5
2 ), (X1 −X2)
2(1 −X42 ) >,
V Q4,4[ID] =< 1−X
4
1X
4
2 , (X1 −X2)(1−X3X
3
2 ), (X1 −X2)
2(1 −X21X
2
2 ), (X1 −X2)
3(1−X1X2) > .
3) Lorsque w1 + w2 = 10, on a :
WQ10 =< 1−X
10, X2 − 3X4 + 3X6 −X8, 4X − 25X3 + 42X5 − 25X7 + 4X9 > .
Et ainsi on obtient par exemple :
V Q2,8[ID] =< 1−X
2
1X
8
2 , (X1−X2)(1−X1X
7
2 ), (X1−X2)(1−X
6
2 ), P
+
2,8(X1, X2), P
−
2,8(X1, X2) >,
avec :
P+2,8(X1, X2) =
(
28
45
X22 −
70
70
X42 +
28
70
X62 −
1
45
X82
)
+ 2X1
(
8
45
X2 −
56
70
X32 +
56
70
X52 −
8
45
X72
)
+X21
(
1
45
−
28
70
X22 +
70
70
X42 −
28
45
X62
)
,
P−2,8(X1, X2) =
(
16
5
X2 −
35
3
X32 +
28
3
X52 −
5
3
X72
)
+ 2X1
(
2
5
−
35
6
X22 +
35
3
X42 −
35
6
X62 +
2
5
X82
)
+X21
(
−
5
3
X2 +
28
3
X32 −
35
3
X52 +
16
5
X72
)
.
4.2 Action de conjugaison sur Ww1,w2
Notons ε = ±
(
−1 0
0 1
)
∈ PGL2(Z). Il agit par conjugaison sur Γ,H et Vw par :
ε
(
a b
c d
)
ε =
(
a −b
−c d
)
, ε.z = −z¯ et ε.P (X) = P (−X). (123)
Dans le cas classique, on remarque notamment que εI1ε = I1 puis que pour f ∈ S
Q
k ,
alors :
ωf (ε.z,X) = ωf (−z¯, X) = ωf (z,−X) = ε.ωf¯ (z,X), (124)
avec f¯ ∈ SQk une forme antiholomorphe sur H. Ceci permet d’obtenir le re´sultat (4) duˆ
a` Eichler et Shimura.
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Ces actions s’e´tendent diagonalement sur Γ2 et H2 pour les trois e´le´ments (1, ε), (ε, 1)
et (ε, ε).
Commenc¸ons par regarder leurs actions sur l’ide´al I2, on a :
(ε, ε)I2(ε, ε) = I2 (125)
et (1, ε)I2(1, ε) = (ε, 1)I2(ε, 1). (126)
Notons I−2 ce second ide´al alors :
I−2 =
〈
(1 + S, 1 + S), (S, S) + (S, V S) + (US, V S) + (1, V )− (U2, V 2),
(1 + U + U2, 1)((1, 1) + (S, S)), (1, 1 + U + U2)((1, 1) + (S, S))
〉
,
avec V = εUε = SU2S =
(
0 −1
1 1
)
.
La stabilite´ de H2 et donc celle τ2 par la conjugaison, nous contraint a` introduire :
W−,Qw1,w2 = V
Q
w1,w2 [I
−
2 ] = (1, ε)W
Q
w1,w2 . (127)
Nous noterons W−w1,w2 son extension au complexe.
Soient ǫ1, ǫ2 ∈ {+,−} des signes. On note Per
ǫ1,ǫ2
w1,w2 l’espace engendre´ par les poly-
noˆmes des bi-pe´riodes Pf1,f2 avec respectivement fj holomorphe si ǫj = + et antiholo-
morphe si ǫj = −. La relation (124) permet d’observer que :
Perw1,w2 = Per
+,+
w1,w2 = (ε, ε)Per
−,−
w1,w2 = Per
−,−
w1,w2 , (128)
(1, ε)Perw1,w2 = Per
+,−
w1,w2 = (ε, ε)Per
−,+
w1,w2 = Per
−,+
w1,w2 . (129)
La de´composition de Ww1,w2 se fait alors couple´e a` celle de W
−
w1,w2 .
Proposition 4.4. On a la de´composition suivante :
Ww1,w2 +W
−
w1,w2 = (Ew1,w2 + (1, ε)Ew1,w2)⊕
⊕
(ǫ1,ǫ2)∈{+,−}2
Perǫ1,ǫ2w1,w2 . (130)
De´monstration. Pour de´montrer ce re´sultat, on commence par ve´rifier l’exactitude de
la suite (14). Et ainsi, on e´tend l’application ΦS en :
ϕS :Ww1,w2 +W
−
w1,w2 →Ww1/Ew1 ⊗Ww2/Ew2 , P 7→ [(1, 1) + (S, S)]P.
L’application est bien de´finie car la de´termination de I2 montre que l’image par
(1, 1) + (S, S) de V Qw1,w2 [I2] est :
Vw1,w2 [(1 + S, 1), (1 + U + U
2, 1), (1, 1 + S), (1, 1 + U + U2)] =Ww1 ⊗Ww2 .
On montre alors que ϕS est surjective. Soit P1 ⊗ P2 ∈ Ww1 ⊗Ww2 . Alors d’apre`s le
The´ore`me d’Eichler-Shimura la classe de Pj dansWwj/Ewj admet un unique ante´ce´dent
ωj ∈ Ω
+
kj
⊕ Ω−kj pour j = 1, 2. Dans ces notations, les signes pre´cisent le caracte`re
holomorphe ou antiholomorphe des 1-formes invariantes a` valeurs dans Vwj .
Posons P = 〈ω1 ∧ ω2, τ2〉. On sait que P ∈Ww1,w2 +W
−
w1,w2 et de plus :
ϕS(P ) = [(1, 1) + (S, S)] .〈ω1∧ω2, τ2〉 = 〈ω1∧ω2, [(1, 1) + (S, S)] .τ2〉 = 〈ω1∧ω2, τ1×τ1〉 = P1⊗P2.
Ceci nous donne une section de ϕS uniquement valable sur le corps des complexes.
On remarque de plus que l’image de cette section est bien
⊕
(ǫ1,ǫ2)∈{+,−}2
Perǫ1,ǫ2w1,w2 ,
les polynoˆmes des bi-pe´riodes de formes modulaires harmoniques. Cette section nous
permet d’obtenir la de´composition (130) sous re´serve de de´montrer que :
KerϕS = Ew1,w2 + (1, ε)Ew1,w2 . (131)
Le calcul du noyau reste valide sur Q. On commence par regarder les e´le´ments de
WQw1,w2 annule´s par (1, 1) + (S, S) dans W
Q
w1 ⊗W
Q
w2 . Ce sont les e´le´ments annule´s par
l’ide´al :
I2 + [(1, 1) + (S, S)]Z[Γ
2] =
[
(1, 1) + (S, S); (1, 1) + (U,U) + (U2, U2)
]
Z[Γ2] = ID.
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Ceci de´montre que {P ∈WQw1,w2 tel que P |(1,1)+(S,S) = 0} = V
Q
w1,w2 [ID].
On en de´duit que {P ∈ W−,Qw1,w2 tel que P |(1,1)+(S,S) = 0} = (1, ε)V
Q
w1,w2 [ID].
Il nous reste a` de´terminer les e´le´ments qui s’envoient sur WQw1 ⊗E
Q
w2 +E
Q
w1 ⊗W
Q
w2 .
Or on obtient, pour P ∈ V Qw1,w2 la se´rie d’e´quivalence :
P ∈ V Qw1,w2 [IH ]⇔ (1 + S, 1)P = (1 + U + U
2, 1)P = (1, 1− T )P = 0
⇔ P |(1,1)+(S,S) = (1, 1− S)P et (1 + S, 1)P = (1 + U + U
2, 1)P = (1, 1− T )P = 0
⇔ P |(1,1)+(S,S) ∈ (1, 1− S)
(
V Qw1 [1 + S, 1 + U + U
2]⊗ V Qw2 [1− T ]
)
⇔ P |(1,1)+(S,S) ∈ W
Q
w1 ⊗ E
Q
w2 .
De plus, on remarque que (1, ε)IH(1, ε) = IH . Donc il n’y a pas de nouveau terme
pour la conjugaison. Ceci se syme´trise pour IV sans difficulte´ car on a aussi E
Q
w1 =
(1 − S)V Qw1 [1− US].
On obtient ainsi :
Ker(ϕQS) = V
Q
w1,w2 [IH ]+V
Q
w1,w2 [IV ]+V
Q
w1,w2 [ID]+(1, ε)V
Q
w1,w2 [ID] = E
Q
w1,w2+(1, ε).E
Q
w1,w2 .
En prenant la restriction a` l’espaceWQw1,w2 , on obtient bien que : Ker(Φ
Q
S) = E
Q
w1,w2 .
Toutefois l’application n’est pas toujours surjective.
4.3 Calcul de l’e´cart entre Ww1,w2 et Ew1,w2
La relation (125) permet d’obtenir queWQw1,w2 est stable par (ε, ε). Ainsi on peut consi-
de´rer les parties paires et impaires par :
P+(X1, X2) =
1
2
(P (X1, X2) + P (−X1,−X2)) =
∑
m1+m2 pair
Am1,m2X
m1
1 X
m2
2 , (132)
P−(X1, X2) =
1
2
(P (X1, X2)− P (−X1,−X2)) =
∑
m1+m2 impair
Am1,m2X
m1
1 X
m2
2 .(133)
Si P ∈ WQw1,w2 alors P
+ et P− sont aussi des e´le´ments de WQw1,w2 . Cette stabilite´ par
conjugaison double permet de de´finir les espaces :
W pair,Qw1,w2 = {P
+(X1, X2) pour P ∈W
Q
w1,w2}, (134)
et W imp,Qw1,w2 = {P
−(X1, X2) pour P ∈W
Q
w1,w2}. (135)
Ces ensembles, et plus simplement encore leur dimension, peuvent eˆtre compile´s car
ils sont le noyau des quatre relations de Manin double.
De plus, on obtient la meˆme stabilite´ pour les ide´aux ID, IH et IV donc on peut
construire Epair,Qw1,w2 et E
imp,Q
w1,w2 . La dimension de E
Q
w1,w2 donne´e par la Proposition 4.3
peut se scinder simplement en parties paire et impaire par :
V pair,Qw1,w2 [ID]
∼=
w1+w2⊕
w=|w1−w2|
W i
w+w1+w2
w , (136)
et V imp,Qw1,w2 [ID]
∼=
w1+w2⊕
w=|w1−w2|
W−i
w+w1+w2
w . (137)
Lorsqu’un des poids est infe´rieur a` 8 ou vaut 12 alors l’espace d’arrive´e est nulle et on
a Ww1,w2 = Ew1,w2 . On re´sume dans le tableau les dimensions que l’on a pu calculer :
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w1 w2 dimW
pair
w1,w2 dimE
pair
w1,w2 e´cart dimW
imp
w1,w2 dimE
imp
w1,w2 e´cart
10 10 15 13 2 13 12 1
14 14 24 22 2 22 21 1
16 16 29 27 2 27 26 1
18 18 35 33 2 33 32 1
20 20 42 40 2 40 39 1
24 24 57 55 2 55 54 1
10 14 19 17 2 17 15 2
10 16 21 19 2 19 17 2
10 18 23 21 2 21 19 2
10 20 25 23 2 23 21 2
10 24 29 27 2 27 25 2
14 16 27 25 2 25 23 2
14 18 29 27 2 27 25 2
14 20 32 30 2 30 28 2
14 24 37 35 2 35 33 2
16 18 33 31 2 31 29 2
16 20 35 33 2 33 31 2
16 24 41 39 2 39 37 2
18 20 39 37 2 37 35 2
18 24 45 43 2 43 41 2
20 24 49 47 2 47 45 2
10 22 29 25 4 27 23 4
14 22 37 33 4 35 31 4
16 22 41 37 4 39 35 4
18 22 45 41 4 43 39 4
20 22 49 45 4 47 43 4
22 22 57 49 8 55 48 7
34 34 127 109 18 125 108 17
La diffe´rence entre Ww1,w2 et Ew1,w2 donne les cas de surjectivite´ de l’application
ΦS que l’on peut restreindre aux parties paires et impaires. De´finissons :
ΦpairS :W
pair
w,w → (Ww/Ew ⊗Ww/Ew) ∩ V
pair
w,w , (138)
et ΦimpS :W
imp
w,w → (Ww/Ew ⊗Ww/Ew) ∩ V
imp
w,w . (139)
Les espaces d’arrive´e sont respectivement les parties globales paires et impaires de
Ww1/Ew1 ⊗Ww2/Ew2 . Ils sont donc chacun de dimension 2dimSk1dimSk2 .
Au vue de la suite exacte (14), on observe donc dans la table que ΦpairS est toujours
surjective. Alors que ΦimpS est surjective sauf lorsque w1 = w2 et Sw1+2 6= 0. Nous ne
donnons pas de de´monstration ge´ne´rale de la surjectivite´ a` part celle observe´e dans la
table.
4.4 De´monstration du The´ore`me 1.3
La surjectivite´ de l’application peut se traduire par des re´sultats d’irrationalite´ formule´s
dans le The´ore`me 1.3.
On rappelle que pour fwj ∈ Swj+2 une forme propre de Hecke, on e´crit :
Pfwj = Ω
+
wjP
+
wj + iΩ
−
wjP
−
wj et rwj = Ω
+
wj/Ω
−
wj .
On part alors des expressions :
ΦpairS (P
+
fw1 ,fw2
) = Ω+w1Ω
+
w2(P
+
w1 ⊗ P
+
w2)− Ω
−
w1Ω
−
w2(P
−
w1 ⊗ P
−
w2), (140)
et ΦimpS (P
−
fw1 ,fw2
) = iΩ+w1Ω
−
w2(P
+
w1 ⊗ P
−
w2) + iΩ
−
w1Ω
+
w2(P
−
w1 ⊗ P
+
w2). (141)
On suppose par l’absurde rw1rw2 ∈ Q. On sait que P
+
w1 ⊗ P
+
w2 et P
−
w1 ⊗ P
−
w2 sont a`
coefficients rationnels et dans l’image de ΦS . Donc il existe P1, P2 ∈ W
Q,pair
w1,w2 tel que :
ΦS(P1) = P
+
w1⊗P
+
w2 et ΦS(P2) = P
−
w1⊗P
−
w2 . Posons alors P = rw1rw2P1−P2 ∈ W
pair,Q
w1,w2
de manie`re a` avoir ΦS(P ) = Ω
−
w1Ω
−
w2ΦS(P
+
fw1 ,fw2
). On en de´duit que :
P+fw1 ,fw2
∈ CP +Ker(ΦS) = CP + Ew1,w2 .
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Donc le Q-espace QP + Epair,Qw1,w2 est strictement contenu dans W
pair,Q
w1,w2 . Pourtant son
extension au corps des complexes contient Perpairw1,w2 . Quitte a` comple´ter par la partie
impaire, ceci contre-dit la minimalite´ de WQw1,w2 donne´e par le The´ore`me 1.2.
De meˆme, si l’on suppose w1 6= w2 et rw1/rw2 ∈ Q alors la surjectivite´ permet de
construire un ante´ce´dent rationnel P ∈WQw1,w2 tel que :
ΦS(P ) =
rw1
rw2
(P+w1 ⊗ P
−
w2) + (P
−
w1 ⊗ P
+
w2) = iΩ
−
w1Ω
+
w2ΦS(P
−
fw1 ,fw2
). (142)
Le Q-espace QP + Eimp,Qw1,w2 est strictement contenu dans W
imp,Q
w1,w2 et ve´rifie P
−
fw1 ,fw2
∈
CP +Ker(ΦS). Ceci contredit a` nouveau le The´ore`me 1.2.
Remarque 4.5. On remarquera que le meˆme raisonnement dans le cas du polynoˆme
des pe´riodes d’une seule forme donne le re´sultat trivial Ω+w/(iΩ
−
w) = −irw /∈ Q. Et
ainsi le The´ore`me 1.3 fournit une motivation particulie`re a` l’e´tude des polynoˆme des
bi-pe´riodes et a` leurs ge´ne´ralisations pour un nombre quelconque de formes modulaires.
Le cas de non-surjectivite´ est naturel. On peut le voir comme conse´quence du The´o-
re`me 1.2 et on obtient le re´sultat ge´ne´ral :
Proposition 4.6. Soit w un poids tel que Sw+2 6= 0 alors Φ
imp
S n’est pas surjective.
De´monstration. Pour toute forme f ∈ Sw+2 propre pour les ope´rateurs de Hecke. On
a :
ΦS(Pf,f ) = Pf⊗Pf =
(
Ω+f
)2
(P+f ⊗P
+
f )−
(
Ω−f
)2
(P−f ⊗P
−
f )+iΩ
+
f Ω
−
f (P
+
f ⊗P
−
f +P
−
f ⊗P
+
f ).
(143)
Donc ΦimpS (P
−
f,f ) = iΩ
+
f Ω
−
f (P
+
f ⊗ P
−
f + P
−
f ⊗ P
+
f ). Or si l’on suppose Φ
imp
S surjective
alors il existe P1, P2 ∈ W
imp
w,w tels que Φ
imp
S (P1) = P
+
f ⊗ P
−
f et Φ
imp
S (P2) = P
+
f ⊗ P
−
f .
On a P1 et P2 line´airement inde´pendant et :
ΦimpS (P1 + P2) = P
+
f ⊗ P
−
f + P
−
f ⊗ P
+
f = Φ
imp
S (P
−
f,f )/
(
iΩ+f Ω
−
f
)
.
Donc en remplac¸ant P1 et P2 par P1 + P2 dans une famille ge´ne´ratrice sur Q de W
Q
w,w,
on obtiendrait un espace strictement plus petit et ve´rifiant le The´ore`me 1.2. Ce qui est
absurde.
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