The enthalpy of formation is an important thermodynamic property. Developing fast and accurate methods for its prediction is of practical interest in a variety of applications. Material informatics techniques based on machine learning have recently been introduced in the literature as an inexpensive means of exploiting materials data, and can be used to examine a variety of thermodynamics properties. We investigate the use of such machine learning tools for predicting the formation enthalpies of binary intermetallic compounds that contain at least one transition metal. We consider certain easily available properties of the constituting elements complemented by some basic properties of the compounds, to predict the formation enthalpies. We show how choosing these properties (input features) based on a literature study (using prior physics knowledge) seems to outperform machine learning based feature selection methods such as sensitivity analysis and LASSO (Least Absolute Shrinkage and Selection Operator) based methods. A nonlinear kernel based support vector regression method is employed to perform the predictions. The predictive ability of our model is illustrated via several experiments on a dataset containing 648 binary alloys. We train and validate the model using the formation enthalpies calculated using a model by Miedema, which is a popular semi-empirical model used for the prediction of formation enthalpies of metal alloys.
I. INTRODUCTION
The thermodynamic data of alloys such as the standard enthalpy of formation ∆H (also known as standard heat of formation) plays an important role in several applications, e.g., in the calculation of phase diagrams and materials design, in the exploration of new materials having high melting points that can be used in advanced coal-fired plants, building heat-exchangers, filters, and turbines, and many more. The heat of formation of an alloy indicates its stability, i.e., a more negative enthalpy of formation implies a more stable alloy. Also, the sign of ∆H is a fundamental property that can serve as an indicator for the stability of a given alloy. Systems with a positive ∆H are only stabilized by entropy considerations. In addition, the formation enthalpies of compounds are also significant for certain high-throughput density functional theory (DFT) calculations 1 . Unfortunately, it is well known that determining such thermodynamic properties via experiments is difficult, especially for compounds with high melting points.
Since the experimental determination of thermodynamic properties of a vast combinations of elements is inefficient, recent research has focused on developing various computational approaches to predict and estimate these properties of interest. In the case of the enthalpies of formation of compounds, several different approaches have been proposed over the years. For example, we note the Hildebrand formula 2 for enthalpy of solutions, a semi-empirical model of alloy cohesion by Miedema et al. 3 , and a modified embedded atom model for random alloys 4 . Popular among these, particularly for binary metal alloys, is Miedema's model.
In a series of papers 3,5-7 , Miedema and his coauthors developed a semi-empirical method for predicting the heat of formation of binary intermetallic compounds that contain at least one transition metal. They showed that the formation enthalpies of such binary alloys can, in general, be described in terms of a simple atomic model, that depends only on two parameters of the constituent atoms. Their model has been very successful in predicting correctly the signs for the heats of formation. However, it is less quantitative for predicting the magnitude of the enthalpy change and requires certain experimental information.
With the advent of density functional theory and its concurrent implementations for realistic computations 8, 9 , using first principles or ab initio calculations for predicting and understanding material properties has become popular [10] [11] [12] . One can compute accurate values for the formation enthalpies of compounds using such calculations. Also, some comparative studies between the Miedema model predictions and the ab initio calculations for transitionmetal compound formation now exist 13, 14 . However, a major drawback of DFT calculations is the relative high computational cost, especially for a quick screening of a large database, and the need for certain prior information such as a known crystal structure.
In recent years, as a result of the Material Genome Initiative 15 , machine learning (ML) techniques have emerged among other 'material informatics' methods, for exploiting materials data. A popular approach in the literature is to apply tools from machine learning on certain DFT calculations to accelerate prediction of various properties of compounds [16] [17] [18] [19] [20] [21] [22] . Ideas from machine learning have been coupled with databases of ab initio calculations to estimate molecular electronic properties in chemical compound space, including the enthalpy of formation of compounds 23, 24 . However, these methods still have the major disadvantage of requiring results from many DFT calculations, which may not be possible for alloys without given crystal structures, i.e., amorphous or noncrystalline alloys. Recently, a machine learning approach to predict the density functional theory total energies has been implemented and these predictions are used to compute the enthalpies of formation of metal-nonmetal compounds 1 . Our paper presents an alternative machine learning approach to predict the formation enthalpies of binary metal alloys. The method we propose differs from previous ML techniques in that it uses readily available properties of the constituting elements (elemental properties), complemented by some basic properties of the compounds that are available in popular databases (e.g., Materials Project 25 ), to predict the formation enthalpies.
A large set of (publicly available) elemental properties is considered and three different methods are explored to select (a smaller set of) appropriate elemental properties for enthalpy prediction from this large set. The three sets of elemental properties used are: (i) properties selected based on a literature study, (ii) properties obtained through sensitivity analysis. (iii) properties selected by a modified LASSO (Least Absolute Shrinkage and Selection Operator) method [26] [27] [28] . The first set can be viewed as a set selected based on prior physics knowledge, while the latter two are based on machine learning methods (do not take into account any physics knowledge), these methods are defined in Section III A. Our results indicate that features (elemental properties) selected based on the prior physics knowledge perform better in predicting enthalpies than those obtained through machine learning techniques.
A well-known method exploited in machine learning and known as "Support Vector Regression" is employed for the formation enthalpy predictions. The approach proposed in this work is fast and does not require DFT calculations, since the model takes available properties of elements and compounds as input, and is trained and validated against (or reproduces) the formation enthalpies calculated using Miedema's model, which are also easily available for many binary alloys. Since the Miedema's model is itself not very accurate, the proposed machine learning approach cannot give highly accurate formation enthalpies. However, the presented method is an extremely inexpensive technique aimed at predicting formation enthalpies of new compounds (as accurately as Miedema's model) without any empirical information. Such enthalpy predictions suffices in many applications such as new material discovery, stability analysis and melting point predictions.
In applications where accurate formation enthalpies are required, these predictions can be coupled with simple DFT calculations (which are less expensive than full DFT calculations taking elemental properties as an input) to obtain accurate enthalpies. This is a popular approach used to improve Miedema's model predictions 13, 14 . Section II briefly describes the Miedema's model for prediction of enthalpy of formation. The two key components of our approach, the feature selection method and the machine learning model are discussed in Section III. Experimental results with accompanied analysis, discussion and final conclusions are presented in Section IV. Appendix provides some additional details.
II. STANDARD ENTHALPY OF FORMATION
The standard enthalpy of formation ∆H kJ mol of a compound, also known as the standard heat of formation, measures the change of enthalpy during the formation of 1 mole of the compound from the individual constituting elements. Formation enthalpies play a fundamental role in predicting the thermodynamical stability of new materials. For example, they are crucial in evaluating the performance of Liion batteries 29, 30 , in designing materials for chemical hydrogen storage 31 and in modeling the formation energies of metal oxides 32, 33 .
Although the advent of DFT made calculations of enthalpies of formation possible 34 , the calculated values of ∆H are available only for a limited number of compounds 7, 35 . As such, we focus on the Miedema model for predicting the enthalpy of formation given by
where ∆φ * denotes the difference in the work functions of the two metals, ∆n 1/3 ws the difference in electronic densities at the boundary of the Wigner-Seitz cell of the pure metals, f (c) is an unknown function of concentration, and P, Q are empirical constants. Miedema's model assumes that the formation enthalpy depends on the two parameters, φ * and n 1/3
ws . The first parameter arises from the charge transfer between neighboring cells which is proportional to ∆φ * , and accounts for attractive forces within the compound. The second parameter arises from a surface tension term, proportional to ∆n
ws , which accounts for repulsive forces. Note that a slightly modified formulation of the formation enthalpy is needed for alloys involving a transition metal and one of the polyvalent non-transition metals, namely,
with R being a constant. The work function φ * characterizes the electronegativity parameter or the chemical potential for electronic charge. Since the work function φ * can be hard to compute, it is replaced by an experimental work function φ 7 . A problem with this substitution is that various experimental values have been reported for the work function, and it is not known how to select the best one. Also, the work function can depend on the nature of the surface structure of the elemental crystal.
Obtaining values for n ws can also be problematic, depending on the anisotropy of the elemental bonding. In Miedema's model, this value is approximately calculated as
where B is the experimental bulk modulus and V is the molar volume of pure metals. The computation of the above ratio may be an issue owing to inaccurate or missing experimental data. In many cases, the above equation is used to predict the bulk modulus of elements 36 . The constants P and Q depend on the type of metals that are present in the alloy 37 ; their values are not universal 7 . Thus, using Miedema's model for predicting the formation enthalpies of new compounds not only require certain experimental results, but may also yield unreliable results due to the variations in these constants.
Here, we present a non-empirical method to rapidly predict the formation enthalpies of binary transition metal alloys (including their signs) using machine learning techniques.
III. MACHINE LEARNING FOR PREDICTION
In this work, we apply well-known supervised regression techniques to predict properties of compounds that are hard and expensive to compute otherwise, using easily available physical, chemical and structural properties of the compounds, known as features in machine learning or descriptors in material science. In many cases, the atomic and elemental properties of the constituting atoms of the compounds are included as input features. The performance of these machine learning predictions depends primarily on the following two aspects: the feature selection and the machine learning model used.
A. Features Selection
A quintessential step for successful predictions is identifying the key characteristics of the constituting elements (elemental features), that dictate or affect the properties of the compounds that we wish to predict. In this paper, we consider three different approaches for feature selection.
a. Literature study: In order to identify a good set of elemental features that influence the formation enthalpies of compounds, let us first look at Miedema's model 3 . It has been known for a long time 38 that the work function φ is correlated to the ionization energy, the electron affinity and the electronegativity of constituting elements. While ionization energy and electron affinity are properties of isolated atoms, the electronegativity provides information about the attraction the given atom has for electrons in an ionic (or partially ionic) bond formed with another atom. For pure metals, the theoretical electron density values n ws depends on bulk modulus B and molar volume V . Thus, Miedema's model suggests that the following features of the constituting elements are crucial for the prediction of the formation enthalpies: ionization energy, electronegativity, electron density and molar volume.
Another model which helps to identify the elemental features that affect the formation enthalpies, is the Hildebrand formula for the enthalpy of solution of two liquids 2 . This formula depends on two properties of the constituting liquids, namely, the enthalpy of vaporization of the liquids and their molar volumes. The development of Miedema's model was influenced by this formula 6 . The formation enthalpies describe the cohesion in the metal alloys 7 . The modified embedded atom method by Ouyang et al. 4 uses the cohesive energy, formation energy and atomic volumes of pure elements to describe the work function φ in Miedema's model. From the above studies, we expect that the following seven elemental properties are likely to be the most influential features in predicting the formation enthalpy: ionization energy, electron affinity, electronegativity, electron density, enthalpy of vaporization, cohesive energy and molar volume.
b. Sensitivity method: A machine learning approach to identify the elemental features that provide good property predictions is to use the 'sensitivity method' described by Saad et al. 39 . To verify the impact of elemental features on the enthalpy prediction accuracy, we find the sensitivity of each of the available properties of the constituting atoms (we collected d ′ = 49 properties of each element, see Appendix D, and hence obtained d = 2d ′ = 98 features in total after concatenation to represent the binary alloys).
The sensitivity method applied to our model can be described as follows: Let X ∈ R n×d be a matrix that contains the known properties (the input features/descriptors) of the individual compounds as columns (since X is a concatenation of the d ′ properties of the two elements forming a compound, the number of columns is d = 2d ′ ). First, for a considered feature k, we perturb the values of this feature for both elements of each compound, i.e., the vectors X(:, k) and X(:, k+d ′ ) are perturbed respectively by
, where c is a random number.
Second, we calculate a new coefficient vector a ε , using the least squares solution a ε = (X ⊤ X) −1 X ⊤ v, where v is a vector containing the actual formation enthalpies of the compounds. Next, the norm of the difference between the original (obtained without perturbing columns of X) and the perturbed coefficient vector a ε − a is computed.
Finally, the ratio aε−a ε is assigned as the sensitivity measure of the k-th feature. The top seven most sensitive features for the prediction of formation enthalpies are : the electrochemical equivalent weight 40 , first oxidation state, group number, effective nuclear charge (Slater's rule), metal radius, electronegativity and distance core electron.
c. LASSO method: Another alternative method used recently in the literature 27,28 for feature selection is the so called compressed sensing approach, which is a LASSO 26 type method. Given a large feature matrix X ∈ R n×d , and the output vector v (property to be predicted), the LASSO method yields a sparse relation between X and v by solving the convex optimization problem arg min
where the ℓ 1 -norm β 1 = i β(i) promotes the sparsity in vector β. Thus, the sparsity of vector β helps us to select the descriptors (columns of X) that best describe v in the least squares sense. However, recall that the matrix X is formed by simply concatenating the properties of the two constituting elements. Using the LASSO method directly will not guarantee selection of the same set of properties for the two elements. That is, the vector β need not have same nonzero coordinates in the first d ′ = 49 coordinates (β(1 : 49)) and last d ′ coordinates (β(50 : 98)). We indeed obtained different sets of features being selected for the two elements when the LASSO method was used directly in our experiments. In order to overcome this issue, we propose the following modified LASSO problem obtained by splitting vector
where J = [I, −I] with the identity matrix I. We include the additional term µ Jβ 2 to ensure that the two halves of the vector β are close (equal), such that the same set of properties is selected for the two elements (from the first 49 and the last 49 features). This modified LASSO problem is still a convex optimization problem and therefore can be easily solved using any of the available optimization packages, e.g. the CVX package 41, 42 . The parameters λ and µ were adjusted such that the modified LASSO selects exactly seven properties from both elements, i.e., both β 1 and β 2 have exactly seven nonzero entries. The following seven properties were selected by the LASSO method for the two elements: atomic weight, density, energy ionization first, temperature boiling, temperature melting, electronegativity and bulk modulus. The modified LASSO method for property selection is also robust, i.e., changing slightly the parameters λ and µ does not give different set of features.
Since the feature matrix X ∈ R n×d consists of two subsets (first 49 and the remaining 49 features) corresponding to the two constituting elements, we can assume that the d features are divided into two groups and use either the group LASSO 43 or the sparse group LASSO 44 methods to select appropriate features from these two groups. However, these methods will not guarantee the selection of the same set of properties from the two groups (for the two constituting elements). Consequently, we will still have to include the additional constraint term µ Jβ 2 2 proposed above in the optimization objective.
In the presence of compound features, the Pearson product-moment correlation coefficient (r) 45 can be used to determine the correlation between two given properties of a compound. That is, given the values of properties x = {x 1 , . . . , x n } and y = {y 1 , . . . , y n } for each of the n compounds in the dataset, the Pearson correlation coefficient is:
x i (analogously forȳ). Table II lists the Pearson correlation coefficients between the standard enthalpy of formation and several other compound properties, for the binary alloys in our database.
B. Machine Learning Model
In this work, we use a supervised learning regression method to predict the formation enthalpies of binary metal alloys.
Given n compounds and d specific features (descriptors) we build a matrix X ∈ R n×d that stores the features of each compound as a column of X. We assume that a certain property being studied, e.g., enthalpy of formation, is known for each of the n compounds. We are now presented with a new compound, which is not among the n ones already studied, and whose same d features, as those of the data, are known and stored in a vector z ∈ R d . Regression methods attempt to answer the question: "What is our best guess of the enthalpy of formation for this new compound?" Regression methods use X to build a mapping that will yield the desired property from z. In the simplest case of linear regression, this mapping is just a linear combination of the values of the features, and the coefficients of the linear combination are extracted by solving a least squares problem that involves X and the right-hand side of the properties of the n compounds.
Linear regression is often too simple model, and is rarely used to predict complex physical properties. A common and efficient regression technique used for real world data applications is the support vector regression or SVR 4647 . In SVR, the idea of support vector machines (SVM) developed by Vapnik and Chervonenkis 48 is extended to handle regression problems 49 . SVR is a nonlinear regression technique that employs kernels to implicitly map the inputs into high-dimensional (nonlinear) feature spaces. The details of the SVR method are given in Appendix A.
Since the relation between the elemental properties and the desired thermodynamic property of the compound is typically highly nonlinear, in this work, we consider a nonlinear kernel based regression method. A variety of support vector machine methods for regression have been developed in the literature, see e.g., 47, [49] [50] [51] [52] [53] . Among these, the most suitable SVR variant for our purposes, is the ε-SVR method with RBF or Gaussian kernels given by
see Appendix A for details. For our experiments, we consider the ε-SVR method implemented in the lib-SVM Matlab library 54 . For the optimal γ value in the kernel, we sweep from 0.1 to 1 with increments of 0.1 and choose the value that yields the best results (smallest error). In Appendix A, we also provide a justification for this choice of the regression method by comparing the prediction performance of SVR against several other popular regression techniques.
IV. RESULTS AND DISCUSSION
Here, we present our results for the prediction of formation enthalpy for transition metal alloys using the support vector regression (SVR) model. The results obtained using other regression methods are reported in the Appendix A. We found that, SVR outperforms the other regression approaches. To illustrate the use of machine learning tools for the prediction of the enthalpy of formation for binary metal alloys, we considered 648 transition metal alloys whose formation enthalpies are available 7 . These formation enthalpies are computed using the Miedema et al. model. Details about these compounds are given in Appendix C.
Previously, we discussed feature selection. Collecting such features/properties of the constituting elements is the first step of the prediction. We acquired 49 different chemical properties of all the elements from the Database on Properties of Chemical Elements 55 , see Appendix D for more details. Next, six different physical properties of the 648 compounds (compound features) were collected from the Materials Project database 5657 . These six properties were: band gap, number of atoms per unit cell (nsite), volume, magnetic moment, density and energy-per-atom (energy normalized to per atom in the unit cell), see 57 (The Materials API). We also collected six different crystal properties of these 648 compounds from the same database, namely the three unit cell dimensions a, b, c and the three unit cell angles α, β, γ. Various experiments were conducted using these data features. Figure 1 and Table I present the results obtained from these experiments for the prediction of the formation enthalpies of these 648 transition metal alloys using the support vector regression method and various feature sets.
As mentioned in Section III A, we considered three approaches to select the appropriate elemental features (feature selection) that affect the formation enthalpies of the metal alloys the most. The first set of features was based on the literature study, and we refer to this set of features as the 'literature set'. In this set, we considered 7 elemental properties of the two constituting elements of the binary alloys as the input features (14 values in total), namely, ionization energy, electronegativity, electron density, enthalpy of vaporization, cohesive energy, electrochemical equivalent weight and molar volume. The order of concatenation of features is done based on the atomic number. The features of the element with smaller atomic number are chosen as first 7 columns of the feature matrix. Concatenating the elemental features does not incorporate the stoichiometric information (the ratios of the individual elements in the compound). We feed this information to the regression model as two new features. That is, we include two additional features as inputs, whose values are the ratios of the first and the second element of the compound, respectively. For example, for compound ScGe, the values of these two features will be [0.5, 0.5], and for ScGe 2 , their values will be [0.33, 0.67]. Thus, we consider 16 features in total. In practice, we need to choose only one of these two stoichiometric features since the other seems redundant. Figure 1 (i) presents the formation enthalpies predicted by the SVR model against the actual formation enthalpies (obtained from 7 ) using the literature set of elemental properties as input features. The errors obtained for this experiment are listed in Table I . Details about different error measures can be found in the Appendix A. We used a 10 fold cross-validation method to predict the formation enthalpies of the 648 compounds. That is, we repeated the experiments 10 times with 10% of the The second set of features considered was based on the sensitivity method 39 discussed in Section III A, and we denote this set as 'sensitivity set'. In this set, we considered 7 features selected from the 49 elemental properties using the sensitivity method. These features are expected to significantly influence the prediction accuracy. According to the sensitivity model, the seven most effective features in predicting the formation enthalpy are: electrochemical weight equivalent, oxidation state first, group number, nuclear charge effective, radii metal, electronegativity and distance core electron. Figure 1 (ii) presents the formation enthalpies predicted by the SVR model, using the sensitivity set of elemental features (16 in total, including the two stoichiometric features), against the actual formation enthalpies.
The third set of features was selected based on the modified LASSO method described in Section II. We call this set a 'LASSO set'. The parameters µ and λ were adjusted such that the same seven features were selected for both the elements (same nonzero entries in β 1 and β 2 ). The selected features were: atomic weight, density, energy ionization first, temperature boiling, temperature melting, electronegativity and bulk modulus. against the actual formation enthalpies.
For the following numerical experiments, we considered the compound features (6 physical and 6 crystal properties of the alloys) along with the elemental and stoichiometric information as the input features for the SVR model. Figure 1 (iv) presents predicted versus actual formation enthalpies obtained using collectively the literature and the compound feature sets (16 + 12 = 28 in total). Similarly, Figure 1 (v) presents the results obtained when the sensitivity and the compound feature sets were used in the SVR model. The results obtained when the LASSO and the compound feature sets were used together are presented in Figure 1(vi) . The various error measures obtained for each of these six experiments are listed in Table I. To complete our investigations, we also tried to extend the size of our input feature sets by considering some (six) prototypical functions of the features, namely, x, x 2 , x 3 , |x|, log(1 + |x|), and e x , where x represents the given feature. That is, we expanded the 14 initial features to 14 × 6 = 84 features using the above functions. This heuristic was previously used in some material informatics literature 27, 28, 58 . However, we did not observe any significant improvements in the resulted predictions after applying such heuristics since we are already using a nonlinear kernel. In article 58 these nonlinear functions are coupled with a nonlinear kernel method. Results when such nonlinear functions of the features were used with the LASSO feature selection method are discussed in the Appendix.
In order to understand the influence of the compound features on the formation enthalpy, we additionally computed Pearson's correlation coefficients r, defined in (4), between the 12 aforementioned compound properties and the formation enthalpies of the compounds. Table II contains the top seven most correlated features along with the calculated Pearson's correlation values. For the sake of completeness, we also present the associated sensitivities. An interesting observation here is that, the sensitivity value obtained for unit cell length a is almost twice of the sensitivity of unit cell length c. This makes sense since the volume of a compound V ∝ a 2 c, and volume is an important property that influences the formation enthalpy of a compound. This shows how some of the physical interactions are captured by ML methods.
The aforementioned experimental results lead to the following observations. Firstly, we note that the three feature selection methods select three different sets of features with little overlap. This shows that: a) there are multiple sets of elemental features that are likely to influence the formation enthalpy of the alloys; b) the machine learning features are not the same as those selected based on a-priori knowledge of underlying physics; c) the two machine learning feature sets also differ. Our main observation is that predictions based on the literature set (based on prior knowledge) are better than the ones obtained using the machine learning sets. Clearly, the fourth feature set (literature+compound) yields the best results amongst all the experiments. This shows that coupling actual knowledge of relevant physics (domain knowledge) with machine learning provides improved performance. This is likely because the machine learning methods attempt to find a linear relation between the features and the target property. However, the actual relation between the different properties of a compound will typically be highly nonlinear. Hence, we observe that coupling prior physics (domain) knowledge with machine learning methods tend to give better results than using pure machine learning features. We also observe that the different machine learning methods do not yield same results (do not agree with each other). The ranking based on sensitivities does not match the one based on Pearson's correlation coefficients. Moreover, the features selected by the sensitivity method differs from the ones selected by the modified LASSO.
SVR Model's Predictive Ability
One of the primary goals of developing new techniques for predicting properties of compounds is the hope to identify compounds with desired properties or to predict some unknown properties of existing compounds. In this experiment, we examine such predictive ability of our SVR based model by predicting the formation enthalpies of several new compounds. Let us assume that all compounds containing the element Sc (scandium) are unknown to our SVR model, i.e., we set aside all compounds containing Sc as a test dataset and put all other compounds into the training set. Element Sc was chosen since we have 45 binary alloys containing Sc in our initial dataset (which is a good number of instances for testing), and also because the values of the formation enthalpy of these compounds lie across a wide range [−181, −6], making it a good test set. Once the model is trained on the remaining 603 compounds, we predicted the formation enthalpies (FE) of the 45 Sc binary alloys. Similar experiment results with other elements are presented in Appendix B.
The corresponding results are presented in Figure 2 and Figure 3 of Appendix B. The plots display predicted FE values for Sc binary alloys using for Figure 2 (i) the elemental properties (literature set). The results obtained using the elemental properties (sensitivity analysis), and the elemental properties (modified LASSO method) are presented in Figure 2 (ii)-(iii), respectively. The results obtained when the compound properties were coupled with these sets of elemental properties are presented in Appendix B. In all six test cases the features accounting for stoichiometric values were also included. Table III (and tables V-VI in Appendix B) list the compounds' chemical formula, the predicted and the actual formation enthalpy values of the top six closest (best) predictions (left side) and the bottom six farthest (worst) predictions (right side) for the case of Sc binary alloys using the 14(+2) elemental properties (literature set) and the compound properties. Tables for the elemental properties obtained with sensitivity analysis and the modified LASSO method are given in Appendix B. When using 14(+2) elemental properties (literature set) and the compound properties as input features we have 56% of the 45 enthalpy predictions within the mean-regularized relative error of 0.1 (10% relative error) and 71% within 0.15 (15% relative error), whereas for the elemental properties (sensitivity analysis) and the compound properties we have 73% of the 45 enthalpy predictions within the mean-regularized relative error of 0.1 (10% relative error) and 89% within 0.15 (15% relative error). For the sake of completeness, analogous statistics for other 3d-, 4d-, 5d-transition, actinide and noble metals are presented in Table VII of Appendix B.
We observe that the values of formation enthalpies predicted by the SVR model are very close to the values obtained using Miedema's model and the "worst" predictions in Tables III-V include some alloys of Sc with heavy elements, i.e., Bi, Pd and Ir. This experiment illustrates the ability of our SVR model to predict formation enthalpies of the new compounds. 
Comparison of Machine Learning Methods
The primary reason for choosing SVR in this work is because SVR outperforms other popular regression methods in predicting the formation enthalpies of compounds. In this section, we present the following experiment, which justifies our choice of the SVR method. First, we consider five popular regression techniques for predicting the properties of materials, namely : Support Vector Regression (SVR), as implemented in the libSVM Matlab library 54 , using ε-SVR method with radial basis functions; Partial Least Squares (PLS), available as Matlab built-in function; Linear Regression (LR), Linear Regression with L1-Regularization (LR-reg), Robust Regression (RR), Kernel Ridge Regression (KRR) with Laplacian and Gaussian Kernels. Table IV presents the performance of each of these five regression techniques in predicting the formation enthalpies of the 648 compounds in our dataset, using five different evaluation measures. In almost all of our experiments, Support Vector Regression (SVR) method performed significantly better compared to the other methods. Therefore, due to the consistently superior performance of SVR, results from other regression methods are not reported in the extensive experimental results.
The performance evaluation of analyzed regression techniques, and the various input features were assessed using the following five error measures:
where v is the vector of actual formation enthalpies and v is the vector of predicted formation enthalpies.
Root Mean Square Error
v i /n is the mean value of v. We use regularized relative error since some v i can be zero.
Net Relative Error (NRE)
In the linear case, this measure is equivalent to the ratio between the explained sum of squares (also called regression sum of squares) and the total sum of squares (proportional to the variance).
Note that except for R 2 , the error measure closer to zero indicates better performance. For R 2 the desired value is 1, indicating a perfect prediction.
d. Feature selection with nonlinear functions: Since the relations between the elemental features and the formation enthalpy are likely to be nonlinear, in the LASSO feature selection method, we also included nonlinear functions of the features. Along with the 98 features (from 49 elemental properties), we used the six prototypical functions of the features, namely, x, x 2 , x 3 , |x|, log(1 + |x|), and e x , where x represents the given feature. The idea of combining LASSO with such functions of features were used in previous literature, for example 27, 28, 58 . Although the modified LASSO method chose a few nonlinear functions of the features are best representatives, the same set of features and functions were not selected for the two elements (we tired tuning the parameters λ and µ with a range of values, but in vein). More importantly, the FE predictions (using both LASSO and RBF SVR methods) we obtained from these (nonlinear) features were quite poor. Hence, we have not reported these results. In this section, we present additional results related to the prediction ability experiments. Figure 3 plots the predictions of enthalpies of formation of Sc binary alloys when the compound properties were coupled with three sets of elemental properties. Tables V and VI list the best and worst predictions for the case of Sc binary alloys using the 14(+2) elemental properties (sensitivity and LASSO sets) and the compound properties. Table VII lists the percentage of compounds in the dataset containing a particular element whose enthalpy prediction is within the mean-regularized relative error of 0.1 (10% relative error) when predicted using our SVR model with literature feature set.
TABLE VII. Percent of compounds in the dataset containing a particular element whose enthalpy prediction is within the mean-regularized relative error of 0.1 (10% relative error) when using elemental properties (sensitivity analysis) and the compound properties as input features. 
