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RESUMO
O campo do parâmetro de ordem dos Necitá ti cas-Lio trópicos é 
representado por um tensor de segunda ordem simétrico e com traço 
nulo, com cinco componentes (Q n). Neste trabalho. estudaremos aCU?
transição nemático— isotrópico como uma aplicação da Teoria de Campo 
Tensorial Euclideana. A Densidade Lagrangeana de acordo com Landau-de 
Gennes é escrito por:
£  = 1 VQ VQ + 1 m2 Q «.Q^ + I u^Q .Q2
+ 1 u (Q I2
4 , * fia
A teoria de Landau mostra um diagrama de fases com 
nemáticos—uniaxiais e fase isotrópica. A transição uniaxial—isotrópica 
é de primeira ordem exceto num ponto isolado de segunda ordem, 
conhecida como ponto de Landau e a transição entre as fases uniaxiais 
são de primeira ordem. Assumindo que as flutuaçSes não mudem em geral 
o diagrama de fases, usaremos a teoria de perturbação renormalizada e 
as condiçBes de renormalizaçSo da teoria de campo, para calcular as 
funçSes de Wilson /3(u J _ y  (u 1 e ^ ,2(u ) para uma teoria sem massa
4 <P 4 <p ■* '
referente ao ponto de Landau (m2=0 e u=0 )- Usando os diagramas ded
Feynman os expoentes críticos em torno deste ponto de Landau são 
determinados.
Quando ug=0, o comportamento critico do sistema é dominado 
pelo ponto de Landau. Se a constante de acoplamento for u o
sistema faz um "crossover” do ponto de Landau para uma transição de 
primeira ordem. O expoente de ‘'crossover1* do ponto de Landau para uma 
transição de primeira ordem é calculado até a ordem £2, onde £=4-d.
ABSTRACT
The order parameter field of the Liotropic—Nematics is 
represented by a symmetric traceless second rank tensor with five 
independent components In this work we will study the
nematic—isotropic transition as an Euclidean Tensor Field Theory 
model. The Lagrangian density according to Landau-de Gennes is given 
by:
1 1 2 iVQ_ +=di Q Q „ +=,u Q . Q2 aft fta 2 aft fta 3* a aft fty y a
+I-.U (Q I24! 4 aft fta
Landau's theory shows a phase diagram with uniaxial—nematics
and isotropic phases. The uniaxial—isotropic transition is of first
order except for an isolated point of second order transition known as
Landau's point and the phase transition between the two uniaxial
phases is of first order« Assuming that* in general, the fluctuations
do not change the phase diagram, we will use the renormalized
perturbation theory and field theory renormalization conditions to
calculate Wilson's functions ]?(u ), r ,Cu I, y  .2. (u I for a theory
* 4> * ' \
which is massless in relation to Landau' s point (m =0 and u3= O).
Using Feynman diagrams the critical exponents around this point are
evaluated.
When u = 0 f the critical behaviour of the system is 
dominated by Landau's point. If the coupling constant, u , has a
9
non—zero value the system executes a crossover from Landau's point to 
a first order transition. The crossover exponent from Landau's point 
to a first order transition is calculated up to order s , where £ -  
4—d .
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CAPÍTULO I
INTRODUÇÃO
De acordo com a teoria de Landau, usando um parâmetro de 
ordem tensorial na expansão do potencial termodinâmico, pode-se prever 
a existência de um diagrama de fases apresentando um ponto crítico 
isolado de transição de segunda ordem, numa linha de transiçSes de 
primeira ordem. Tal ponto é conhecido como P o n to  de  L a n d a u. No ponto 
de Landau, o coeficiente do termo cúbico na expansão do potencial 
termodinâmico no parâmetro de ordem, vai para zero.
Nos cristais líquidos liotrópicos, a transiçSo de fases 
nemâtico uniaxial—isotrópico, pode ser descrita por um parâmetro de 
ordem tensorial. Esta transição é de primeira ordem, e pela teoria de 
Landau, um ponto isolado de segunda ordem deve unir as linhas de 
primeira ordem uniaxial positiva e uniaxial negativa.
Vamos definir o parâmetro de ordem utilizado na transição de 
fases nemâtico uniaxial—isotrópico.
1-1 -PARÂMETRO DE ORDEM1
O parâmetro de ordem dos Nemâticos-t-iotrópicos pode ser 
definido como a parte anisotrópica do tensor de susceptibilidade ou
constante dielétrica Q  . . Sendo que Q é um tensor de segunda
ctfj otfi
ordem, simétrico e com traço nulo.
possui cinco componentes independentes, e pode ser escrito:
Gaß
G 0 Qli 12 13
Q Q Q12 22 28
Q Q -Q13 23 11
íl.2)
Quando os componentes diagonais são iguais, o tensor tem 
simetria axial, temos uma fase nemática uniaxial, e quando é
tensor nulo, temos a fase isotrópica. A fase isotrópica tem simetria 
rotacional, e a fase nemática uniaxial tem simetria axial.
Como G ^  é simétrico» pode ser diagonalizado, então:
° a ß
a O O 
O b O 
O O -a-b
<1.3)
Se a=b=Of ele representa uma fase isotrópica.
Se a=b*0, para a > O , ele representa uma fase nemática uniaxial 
+
positiva <FNu }.
Se a=b^O, para a < O, ele representa uma fase nemática uniaxial
*
negativa (FNu ).
Vamos fazer o diagrama de fases dos nemáticos uniaxiais e da 
fase isotrópica, usando a teoria de Landau.
1.2 - TEORIA DE LANDAU
Segundo essa teoria a Energia Livre de Gibbs <G), pode ser 
expressa através de uma expansão em série de potências do parâmetro 
de ordem, de acordo com a simetria da fase nemática. Como 6 é um
escalar, precisamos de todos os invariantes escalares 
obter esses invariantes:
de a ß ' Vamos
2
(£} o primeiro invariante é o traço de Q Q =0 .ot/5 aa
(ii) o segundo invariante é o traço do produtoG^^G^ ,
G -G- — 2{  a2 -*-b2+a b ) .aft fia.
(iii) o terceiro invariante é o traço do produto Q O _ Q ,
v M ctfi p r  r<*
G -Q- G = — 3ab(a+b) .0/9 fty y <x
(iv) o quarto invariante é o quadrado do segundo invariante,
< w >2 = 4 < a W + a b ) 2 -
Com isso podemos construir a densidade de Energia 
Livre,
G=Go+lr Q Q -Hl G _Q_ G +u <G )2(l-4)—  o aft fica a aft f iy * a/? f ia
onde :
Go é a Energia Livre da fase isotrópica.
r^, sSo constante fenomenológicas que dependem da pressSo
e temperaturas r^= A(T—T^ _), A é constante e T é a temperatura onde 
ocorre a transição de fases de segunda ordem, u= u (P) e u é 
independente da temperatura.
Usando os invariantes, a Energia Livre ficas
6—G + r (a2 +b2 +ab) — 3u ab{a+b} +4u (a2 +b2+ab)2 (1.5)
o  o  3 4
Para que se manisfestem as fases nemática e isotrópica, a tem que ser 
igual a b.
G = Go+3r az—í»u a9+36u a*- (1 -6)
0 3 4
Minimizando a Energia Livre com respeito a a,
9G = b r a — 18u a2 + 144u a3 = O (1.7)
da 0  3 4
3
a~ 0f implica na fase isotrópíca e se for a^O, teremos a fase nemática 
uniaxial, logo:
24u a2 — 3u a + r = O (1.8)
« 9 o
Teremos os seguintes valores de a c
u ± f 2 - 32 u r  
3 4 u í—  * o 
^ _ 3 3 
a" “ Í6Ü- ~  —  ti.9)
A
No ponto da transição uniaxial—isotrópica, só há um potencial G=Gof 
com isso só há um valor de a diferente de zero. O parâmetro a pode 
assumir dois valores: a=0 e a^ K}. O valor de a^O é obtido de:
G — G + 36u a*- 6u a 3r a2 — O (1.10)
o o 4 3 o
e dai ,
u ± í u2— 12u i
s -l 3 4
r
o
aí =
12u
<4
Como na curva de coexistência só há um potencial * então hà um único 
valor diferente de zero de a - Da eq. (1.11):
u2 = 12u r (1.12)
3 4 0
Usando este valor na eq. (1.9), temos:
Obtemos dois valores
a = u /12u e a = u /24u (1.14)
♦ ■ 3 4. — 3 4
Se levarmos esses valores è. eq. (1.7) verificaremos que: a minimiza G 
e a nSo minimiza. Logo, a curva de coexistência da transiçSo de fases 
de primeira ordem, onde se dá a transiçSo de fases nemático 
uniaxial—isotrópica, é dada por:
u = ±‘ J" 12u r , . com r >0 , í 1.15)
3  . 4 'X> : * ©
e os parâmetros de ordem nesta curva são 5
a = u /12u e a = Q . ( 1 -16 )
3 4
u >0 o que implica a>0, corresponde à curva de coexistência 
3 + entre a fase isotrópica com a fase nemática uniaxial positiva (FNu ).
u < O o que implica a<Q , corresponde à curva de 
s
coexistência entre a fase isotrópica com a fase nemática uniaxial 
negativa (FNu ).
Assim para:
"X -i ) r < u /12u e u >0 , corresponde à FNu ,
o 8 4 3
2ii ) r < ju /12u e u <0, corresponde à. FNu *
0 3 4 3
iii) T- > u* /12u 4 , corresponde à fase isotrópica,
iv) u9=ro=0 , corresponde .ao ponto isolado de Landau,
v) para r^<0, quando ug -* O, existe uma descontinuidade no parâmetro 
de ordem: (a — a ) :
1+ =
u Ir I (1.17)3 4 1 o '
16u 4
Assim, a linha u = O, r < O , é uma linha de transição de 
' 3 0
fases de primeira ordem, correspondendo à uma curva de coexistência
4* —
entre as fases FNu e FNu .
Todas essas conciusSes estão mostradas no diagrama de fases 
da figura colocada no final do capitulo. A figura mostra:
i) para ug << O e r > O» as linhas pontilhadas correspondem â
+transição de primeira ordem entre as fases FNu e isotrópica e
3 FNu e isotrópica,
ii) para Ug=ro=0, caracteriza o ponto isolado de segunda ordem de 
Landau
iii) para u^=0 e r^<0 »as fases FNu+ e FNu estSo separadas por 
uma linha de primeira ordem .
Experimentalmente essas predições tem sido confirmadas nos 
Cristais l_lquidos Lio trópicos, embora o Ponto de Landau não tenha sido
2 17observado ainda ' . Mas acredita—se ser possível encontra-lo à 
altas pressSes.
Entretanto, apesar de seus sucessos a teoria de Landau 
fornece valores incorretos para os expoentes crí ticos . Por outro 
lado tem—se manifestado frequentemente correta na suas predições da 
ordem da transição e fornecendo assim um ponto de partida para uma 
teoria mais completa.
A consequência dessas limitações é a necessidade de usar um 
outro método que forneça os expoentes crí ticos em torno do ponto de 
Landau, levando em conta as flutuações do parâmetro de ordem. Q 
método usado será o Grupo de RenormalizaçSo de Wilson (GRW) com a 
Teoria de Perturbação Renorma1izada.
A Densidade Lagrangeana para uma trans íção
nemática—isotrópica, segundo l_andau—de Gennes pode ser escritas
£  = ^ VQ VQ 2 a/3 aft X Q QA * -O /w/3 42 *“ ’ 3 ‘ "a
(<W W
<1-18)
Como queremos obter os expoentes crí ticos em torna do ponto 
de Landau, onde se dá a transição de fases de segunda ordem, fazemos a 
constante de acoplamento da interação cúbica Xg=0, com isso o
comportamento crítico do sistema é dominado pelo ponto de Landau. Se 
X O, o sistema pode fazer uma mudança ("crossover") do ponto de 
Landau para uma transição de fases de primeira ordem.
No capítulo II, vamos construir uma Densidade 
Lagrangeana^que seja mais fácil de manipular, em torno da transição 
nemático uniaxial—isotrópica, de onde se obterá diretamente as funçSes 
de correlação ou funçSes de Green. Neste capítulo serão apresentadas 
as regras de Feynman, de maneira que as funções de Green serão 
escritas em termos dos diagramas de Feynman; e depois serão definidas 
as funçSes de “vertex". Entretando verificaremos que essas funçSes 
divergem para valores grandes e pequenos momentos, quando d -+ 4.
No capítulo III, calcularemos os expoentes cri ticos°em torno 
do ponto de Landau usando o método do GRW, ele só é- aplicado neste 
ponto, onde ocorre a transição de fases de segunda ordem. Como 
queremos que o comportamento crítico do sistema seja dominado pelo 
ponto de Landau, desprezaremos o termo cúbico da Densidade 
Lagrangeana, fazendo Xg = O.
Devido á divergência das funçSes de "vertex'*, a massa do
2
campo ju e a constante de acoplamento X^ perdem o significado,
divergindo. Por isso devemos criar novos parâmetros renormalizados de 
2
massa m e constante de acoplamento u , que nâo divergem.
4
Fazendo uma renormalizaçSo das funçSes de "vertex”, teremos 
as funçSes de ”vertex“ renormalizadas, que não mais divergirão para 
valores grandes de momentos, com " cutoff" ^  oo , e em d -* 4. O 
"cutoff11 (comprimento de onda de corte) A é definido como inverso da 
distância da rede. No caso dos cristais líquidos não há rede, a 
distância é nula, logo A-*oo. Há vantagem em fórmular a teoria em termos 
das integrais que convergem para A -> oo e d -» 4, deste modo os 
detalhes microscópicos são isolados. Para o estudo dos fenômenos 
críticos este procedimento assegura que o "cutoff” microscópico, ^ -> 
O, não será importante.
2
No ponto de Landau a massa desaparece (m O ), entao vamos
usar as condiçSes de renormalizaçSüo, para fixar as funçSes de "vertex"
renormalizadas numa dada escala de momento externo. Feito isso,
podemos determinar os parâmetros não renormalizados: X , ... , em
4
termos dos parâmetros renormalizados : u ,... .
Pela variação infinitesimal da escala de momento, teremos um 
grupo de eqüaçSes rénormalizadas, deste grupo obteremos as funçSes de
e y ,2 (u ) escritas em potências de u e c ,
Q> 4 4
Wilson :/?(u ),4 y, íu  >0 4
d—4 »
Da equação ß( u^=u^) = O, teremos os pontos fixos, onde a
mudança de escala do momento nao afeta a constante de acoplamento 
isto se dá no ponto de Landau. Usaremos o ponto fixo u* diferente de 
zero.
No capítulo IV, à partir das funçSes de Wilson y . (u )
j t  ^ ^
Y .z (u ) no ponto fixo u , calcularemos os expoentes críticos* (b 4 4 2flutuaçSes i) e v, na ordem £ , e usando as relaçSes
Escala*5 determinaremos os outros expoentes críticos: ct, ft, 6 e y
No capítulo V, calcularemos o expoente de "crossover"
2em ordem c , introduzindo o termo cubico na Densidade Lagrangeana, 
a introdução da constante de acoplamento da interação cúbica ugf
e
de
de
sistema pode fazer um 
transição de fases de primeira ordem
crossover“ do
<5
ponto de Landau para
3
Com
o
uma
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CAPÍTULO II
A DENSIDADE DO LAGRANGEANO E AS FUNÇÕES DE GREEN
Usando o parâmetro de ordem e sua simetria, que
definimos na introdução, podemos construir a D e n s id a d e  d o  L a g ra n g e a n a .  
Pela Densidade do Lagrangeano determinaremos as regras de Feynman, e 
obteremos as furtçSes de Green em termos dos diagramas de Feynman.
2.1 - CONSTRUÇSO DO LAGRANGEANO5'*5
A densidade Lagrangeana é formada pelós invariantes do 
de ordem ou campi 
Lagrangeana será dada por:
parâmetro o*5, que obtivemos na introdução. A densidade
£  = %  VQ VG + hrrfj2Q + Ít- X Q O2 ctft (3cn 2! a/? fta 3 5 s otft (3v va
4! X4 (Qo/3 V ]
2
(2.1)
onde:
2
fj é a massa do campo, e é proporcional a (T—Tc),
X , \^s2o constantes de acoplamento da interação cúbica e 
quadrática, respectivamente.
A densidade do Langrangeano é uma função do campo ou 
parâmetro de ordem e também do gradiente do campo. Todas as interaçBes 
sao locais, com isso podemos usar a Teoria de Campo Euclideana. De 
forma que não depende explicitamente das coordenadas espaciais. 
Devido a esta invariância transiacionai, podemos formular a teoria no
9
no espaço de momentos..
As regras de Feynman são determinadas diretamente da Densidade
Lagrangeana. A parte quadrática (S,o) determina o propagador livre
ou função de Green livre (6o) e o resto determina os vértices (£L ) - v int
£, = £, o + £,inl
onde:
Ho = | S  (2 .2 )
s»
~int \ Q Q + Jr X ío .O. 1* (2.3)3 í 3 cnft fti> v a 4 1 4 (_ oí/3 fta.J
No espaço de momentos, 8,0 ficas
Queremos exprimir o invariante do parâmetro de ordem de
forma mais simétrica, como Q = A ,.G ^.Q x, sendo A um
' aft fta cxftf vó aft vo aft ,vò
tensor.
Com isso, vamos reescrever a Densidade Lagrangeana.
O propagador livre é (ver referência6 na página 55)s
A~‘ ,
Go ^ (K) = < Q „(K)Q X (-K) > = (2.5)
aft,vô aft v6 K2 + fj
10
2.2 - DETERMINAÇÃO DO PROPAGADOR LIVRE5'0
A inversão de um tensor do tipo de A _ é muito díficil.
a/?,vó
Entãfo faremos uma transformação do tensor que tem cinco
componentes independentes, em um vetor com cinco componentes. E o
\ v tensor A „ r se transformará em üma matriz, que é mais fácil de a fi, x>ô
resolver.
O  „ foi definido em (1.2). logo seu produto Q .13 é:ot/3 afi fia
= 2 [q 2 +Q2 +GZ +Q2 +QZ +Q Q 1
! 11 22 12 13 23 11 22j
G C3 Q  0   (2.6)a ß  ß a ' - - - - - —  »
Vamos reescrever os cinco componentes independentes do tensor
Q ^ ,  em cinco componentes de um vetor »<., v = 1 „__ ,5, da seguinte
maneira:
Qaß 11 22 12 13 23
1 2 3 4 5 (2.7)
A eq» (2.6) em termos dos yj,f fica:
onde V. é> uma matriz:
1 1/2 0 O O
1/2 1 O O 0
V = 2 0 0 1 O 0
i-j O 0 O 1 O
0 O 0 0 1
inversa desta matriz é i
2/3 -1/3 O O O
1/3 2/3 0 O O
V _1= O O 1/2 0 O»-j O O O 1/2 O
O 0 O O 1/2
(2.9)
(2 . 1 0)
Com isto a parte quadrática da Densidade Lagrangeana fica:
So - I [k2 ♦ y2] v y i j v . (2 .1 1)
e o propagador livre:
Go(K) =
r 1 
Í- i
■^2 2K +■ /j (2.12)
-lPodemos escrever V. . numa combinação linear dos índices:
a,/5,v e <5.
V_1 = v i = C,<5 6.. + C 6 ,6 + C 6 i  . vj I ca> /36 2 ao 3 a/? i>6 (2.13)
12
Usando a mesma correspondência dos índices: aft = i e \>& = j, ficar
Vi; ^ctft, va. 2 + ^aó^fiuj n ^afs^vó (2.14)
onde :
6 , são tensores unitários de n dimensBes e n é- a dimensão do o/5
tensor Q no nosso caso. n=3. a/?
Fazemos:
V. 1 = A. . = A (2.15)l J Oftf vo
Com is50 determinamos o So:
(2.16)
e o propagador livre fica:
Go j-( K) = < Q ( K)Q .(-K) > = - ÿ 3’ »6 <xftTU& dft VÔ
(2.17)
Para simplificar trocamos cada par de índices por uma letra, assim: a/3 
por a, vÓ por b,.... Assim as equaçSes (2.14), (2.16) e (2.17) ficam:
6 6 x a/? u6A = % \ô 6 + 6 6 1 - - ? £ -  ab 2  ^ctv fió cnô ftv) n (2.18)
eo = |( k2 .♦ P2) < v ; ‘°b (2.19)
Aab
ab K2 + fjZ (2 .20)
Sendo que:
13
A»o “ V , < * >  = - - 2 " -  - 1 - A (Z-21)
Aa a = ° «? A ^ = 0  (2 -2 2)““ »^o aß,vv
onde A é o número de componentes independentes do tensor No nossc
caso n = 3 A = 5
5,<52.3 - DETERMINAÇÃO DA PARTE COM INTERAÇÃO
Devemos escrever os invariantes que aparecem na Densidade 
Lagrangeana de Interação da forma mais simétrica possível e em 
conformidade com a estrutura tensorial da função de Green Livre.
O terceiro invariante pode ser escrito como: £ Q Q Q
abc a b c
sendo que A , nSo tem estrutura e seu traço é nulo sobre cada um dos 
abc
pares a, b e c (A = O). O quarto invariante escreve—se como:
aac
T -Q Q Q G .
4abcd a b c d 
onde:
4-abcd 3 A A  + A A A Aab -cd ac bd ad bc (2.23)
Com os invariantes escritos deste modo, 
Lagrangeana de interação expressa na forma:
teremos a Densidade
£  = =7- A G Q G + — - r Q Q Q G  int 3 - abc a b c  •*11 4abcd a b c d (2.24)
14
& tem as seguintes propriedades: qV
A A = A ab oc a.c
A A = A
oib bcd o.ca
ò Q = Q,
ab a b
A T = Ç A
cxde 4-debc 3  abc 25)
Vamos a seguir enunciar as regras de Feynman, para podermos 
escrever as funçBes de Green em termos dos diagramas de Feynman.
2.4 - REGRAS DE FEYNMAN6
As funcoes de Green 6. (K ) podem ser
v.. .v i ' r
i N
expandidas em termos dos diagramas de Feynman.
Um diagrama consiste de N pontos externos, marcados com 
índices, de cada um partindo uma linha externa denominada
K (i=l,...,N), e de n vértices de interação do tipo X ,
i r. r.
v v
representadas por pontos. De cada vértice partem r linhas internas, 
marcadas com índices, denominadas q* , ... , q* (i percorre todos os 
vértices). Todas as linhas devem ser conectadas aos pares, sendo que 
os índices de cada par de linha devem ser igualados.
Para avaliar um gráfico, apliquemos as regras acima, 
conservando o momento de cada vértice e também o momento total do
gráfico. A fim de obter a expressão analítica de cada gráfico, usamos
as seguintes regras:
i) para cada linha chamada q, associamos um fator 6o(q);
ii) para cada vértices do tipo r, associamos um fator
X
— _H r .
r í ‘ rabc.
ii) integramos todos os momentos internos independentes por
15
( 2tt J
iv) multiplicamos por um fator --r, onde n é o número de
n  ! r
r
vértices do tipo r;
v ) Multiplicamos por um fator de simétrica S, determinado 
pela número de modo nos quais as linhas podem ser conectados 
para dar a mesma estrutura topológica;
vi) índices repetidos nos tensores devem ser somados.
Usando estas regras, o propagador livre fica:
Go (K) = --—
ab K ZV
X (2.26)
Os vértices de interação são obtidos diretamente do £. ; ásint
suas expressSes associadas são representadas:
-X
Y*! (2.27)
-X
-^ 4-r  ^ ,6 (K +K +K +K )4 ; 4abca 1 2  3 4
•' b
(2.28)
Seguem—se agora alguns exemplos de aplicação das regras de
Feynman.
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<2>Exemplo 1: Função de dois pontos 6 em primeira ordem de X .1 ■ ■ 4
Temos dois pontos externos e um vértice de r = 4, marcando 
os pontos externos e as linhas internas.
X
podemos uní-los e formar um gráfico com as seguintes possibilidades 
„_, sendo o fator de simetria S = 4x3x1 = 1 2 .
Resultando o gráfico:
. K, V  f  ,
Aplicando as regras:
X d d
. p. 4*3x1 . r4abcc jGo<IÇ)Go(q>Go<K> — 2-_
(2n)
onde:
r = 4  Ía  a + a a + a  a 1
4abce o I ab cc ac bc ac bcj
Sabendo —se que:
A = A = n- --- - 1  e A A = Ac c jí ac bc ab
logo:
r  =  —4obcd 3 AA + A  + a ] = <A^2) A (2.2?)a.b ab abj 3 ab
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O termo na integral fica:
. tí . d d 2 d
ÍGo (K ) Go (q ) Gd ( K ) ------■= Go(K) f— ---- Go(q)
J (2n)ü J (2n)d
Substituindo Go(K) e Go(q):
dd t dd 
Go“(K ) f---- Go(q) = r q
C2rr)d (Kz +jjz )2 ( 2 n ) à (q2+//>
Com isso a expressão analítica do gráfico, fica:
X d d
- (A+2)A --------  f --3-- .---±--- {2.30)
6  afc .„2 , 2,2 J .d 2 2.(K +/j ) (2n) (q )
(2>Exemplo 2: Função de dois pontos G em segunda ordem em X .
Temos dois pontos externos e dois vértices \ r marcando os4
pontos externos e as linhas internas.
e f i j 
-X , a s J
, o fator de simétria S=8x4x3x2xl
a c d g h
resulta no gráficos
18
A expressão associâda ao gráfico éz
. Bx4x3x2 . F F Go(K) x
4 q c o ô  4caeb
L  L  -
qí qz (2rr)
——  . Gd í q ) Go ( q ) Go ( K—q — q ) 
2 d i 2 í 2
onde:
r r = — IA A , + A A + A A ,
íticde 4 c d e b  q I ac de ad ce ae cd]-
A A + A A + A A 
c d e b  c e d b  c b d ©
— ! A + A + A A + A + AA + A q 1 ab ab ab ab ab ab
+ A A
ab
à + Aab ab
~ (A + 2)A ■i ab (2.31)
A expressão final é:
XA
~hm ab (K2+jj2 )2
d d d d 
S  q2 
2 d
1 2 ( 2jt) . 2  2. 2 2 . r „ .2 2 _ (q )(q +/u ) [ ( K-q -q ) + ^ 31 Z 1 2
(2.32 y
Os diagramas de Feynman podem ser classificados em conexos,
desconexos e de vácuo. Vejamos isto num exemplo: construir diagramas
com quatro pontos externos e dois vértices de interação X , ou seja,4Í4r>G em segunda ordem em X^.
19
pontos externos vértices
X4
Podemos construir os seguintes diagramas:
a b
a c d 4 '
(íií (iii)
diagrama (i ), é chamado de conexo, os (ií) são chamados de 
desconexos, sendo que na última, a interação 4 Pque não está ligada a 
nenhum ponto externo, chama—se parte de vácuo.
2.5 - FUNÇÕES DE GREEN**
As funçSes de Green podem ser expandidas em termos dos
diagramas de Feynman . Desta maneira cada função de Green 
<N >G (K,...,K) pode ser escrita como jjma soid^ de uma série de
1 ’ ’ ’ N
diagramas, conexos e de desconexos, de Feynman, de ordem cada vez 
maior na interação X , com vários números de "loaps". Os diagramas de 
vácuo não aparecem, pois podemos mostrar que eles se cancelam.
Sendo o número de "loop" (L) definido como: L = I— (n—1), 
onde I é o número de linhas internas e n é o número de vértices.
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Vamos escrever as função de Green de 2 pontos 6 , com0.0
( 2 >
várias ordens de interação X . até- 3 "loops":
K*. &  K  O  ^  0 * 0  **■
G <Z>(K ,K ) = .--^ — <— , + ,> V >  V  <-.
ab i' a '  b k a. fc.
K. Q  Ki K< / ~ \  ^  
+ *—  ^ ^— < + «—^—r---- y ^—‘^  b 0_ V _ y  i»
(2.33)
2.5.1 - FUNÇÕES DE GREEN COM OPERADORES COMPOST OS**
Para obter a correlação entre a densidade de energia em 
vários pontos e a magnetização, devemos considerar médias do tipo:
G<NL> (K ,...K ; p ,...,p) =
i --- i 1 N  i L
i N  I L
= f^l <Q ( K )Q (K )...Q (K )Q2 (p )...Q2(P )>
W  S  1 l2 2 lN  N  1 JL L
(2-34)
A Densidade Lagrangeana incluindo o operador composto,
fica:
£  = So + £  -  t A Q G (2.35)
C ,inl 2Í ab CL b
onde: t é um escalar, dependente da temperatura
A regra de Feynman com operadores compostos é idêntica 
seção 2.4, só o que é acrescentado é r para cada valor de L:
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( i) corresponde a um fatôr ^rrj, que se coloca nas expressSes 
analí ticas dos diagramas.. . -
(ii) corresponde á inserçlo do gráfico •--- f--- nos diagramas,
sendo a = b. A expressão analítica da inserção é:
(2 1)Exemplo is FunçSo de 4 pontos G ' em ordem zero de X . Temos uma 
inserção (L=l) e dois pontos externos (N= 2):
c e
* Á P L
^ ' - c V  ^  » S=2xl=2 !
Resulta no gráficos
k S?
>  ï  ->
íe-tp
a b
A expressão analítica fica:
=-p 2! A ------ — ---------  (2.36)
° «KZ+Aí )C(K+P)2+Aí23
(21)Exemplo 2: Função de 4 pontos G ' em ordem 1 de X . Temos dois
— — ( ■ ftb 4^
pontos externos (N=2), uma inserção (L=l> e uma interção 
X :4
S=4!
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resulta no gráficos
corresponde a expressão analítica:
l_f>V
2! |4rr>! PP); abKz+ t f ) C(K+p)2+M23 (27i)d (q2+/u2) C (q+p)2 +^ <23
(2.37)
As funçSes de Green com operadores compostos G<N,L>, são uma 
soma de uma série de diagramas com inserçSes, de várias ordens de 
interaçSes.
2-6 - FUNÇÕES DE ,,VERTEX,I<5
Podemos reduzir o 
construindo as funçSes de Green conexas Gc
número de diagramas de uma série, 
(n ,l í onde s ó
aparecem os diagramas conexos , pois pode—se mostrar que os diagramas 
desconexos podem ser escritos como produto dos conexos. Com isso o 
número de diagramas na série diminui.
Podemos fazer uma outra simplificação, separar um diagrama 
em outros dois, "cortando" apenas um propagador livre Go. Quando 
podemos fazer isto, o diagrama é chamado de
“uma partícula redutlvel"(1PR) . E quando não podemos separar em dois 
diagramas, o diagrama é chamado de "uma partícula irredutível" (1PI)
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Exemplo de um diagrama IPR:
. , 0 , 0 , . .  , resulta em 
a. ' b a b a  b
Exemplo de dois diagramas 1PI:
1C
O próprio propagador livre Go •»— >-- r e um diagrama sem os
propagadores livres :
£
A sua expressão analítica fica:
X rfd
a r 9 _____<2.38)
ab J .d , 2 2.(2n) (q )
Se desmembrarmos os diagramas conexos em 1PI, da função de 2
<2 >pontos Gc f ficas
ab
1 - - Q -  - M -  -  - Ç X
ab a b a b a b a \ v_>/
. (2.39)
esta equação é a chamada equação de Dyson.
Podemos construir as funções de "vertex1" r<N’L> ,que são uma 
soma de uma série de diagramas 1PI, a partir das funçGes de Green
_ ( N , L >  . , _ . _ (Nf> „<N>conexas Gc . As relações entre Gc e F são:
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Para N = 2 =* r <2> (K , K ) = [ Gc ‘ 2 * (K , K ) J~ * (2.40)ot> i 2 ab i 2
Para N > 2 =- GC <N> (K K ) = -Gc ‘ ** ( K ) ...v . . i i N ab i
1 K
--.GcZ> (K ). r(N> . (K K ) + Q{N> (2.41)
ab M  X m m m X 1 Hi K
onde G <N>s3o todos os diagramas 1PR.
Para calcular Gc*”» necessitamos dos gráficos 1PI e 1PR, e 
para obtermos r<N> só necessitamos os gráficos 1PI de GcÍN>, 
desprezamos os redutíveis (Q<N>). Segundo Arnit**, p<N> á definido como 
menos a parte 1PI de Gc<hf> ou de BW>, e para a função de "vertex" de
4 pontos p*2’1* é a parte 1PI de Gc<2,1> ou de G<*'1>.
Podemos escrever as seguintes funçSes de “vertex"s
(2>
I) A função de “vertex" de 2 pontos T , com várias ordens de' -. . ..  ■" —■ ■ ab
interação X , até 3 "loops" :
É definida pelas eqs. (2.39) e (2.40)
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t oII) A função de “vertex" de 4 pontos T , . , com v à n a s  ordens de-------—------- - -----------'--- :------- —--- !---  CJ.be O
interação X , até 2 "loops" :4
(K K K K ) =
a.bc cJ i 2 3 4
f a “j
V  + 2 permutaçbes dos > 
'  \  1 b d roomentos K ,.,K Ji 4c d
-Coo + 2 per.
+ 5 per.)
(2.42)
, com interaçSes X e X ,
3 4
até 2 "loops" :
a b
(K ,K ,K ) =abc 1 Z 3 { + 2 permutação dos momentos K -K . ICi 2 3J
{ + 2 per,
+ 2 per.
+ 2 per1J
( 2 . 4 3 )
IV) A função de “verfcéx" de 4 pontos r C2'4>, com interação X ,ab
até 2— '"loops"
r (Z'ty (K ,K p ) = -ab 1 2  a
P
b a b a b a
+ __
(2.44)
Usando os valores dos diagramas no apêndice A , obtemos 
expressSes analíticas das funçSes de “vertex":
I) Funcão de "vertex” r <2>:
cib
r<2> (K) =
ab
„2 2 , (A+2) _ 2 .K + fj + X --r-- D (/j , A)
4 O  i
- x
f
A+2 Dz1 ^ »  A)
- X A+218 D <K2 , Ai2 , A)
ab
(2.45)
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as
II) Função de '’vertex" .abed
r {* \  (K > = X r - - 4  ir r
aocd X 4- 4abcd 2  i c^tbcrf 4&fcd líK + K 9j j  9 A) + 2 per1 z
4-
"4
1 r r r i (k + k , p2. A) + 5  per"!4abof ieghc 4gf hd 4 1  2 f
Í2 .46)
III) Função de "vertex" r <2,1>:
ab
r f21>(k, p) =
ab
+ X A+2 I"(K, P, V * A)
. Actb (2.47)
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( 3 'IV) Função de '‘vertex" 17. . i
" a, be
<3> ( K . )  =
abc i
Il(K , } f , A) + 2  per. 1
I J
X  X 2
3 —  jl2 (K4, f f  * A) + 2 per.
2X X2
•I!
(2.48)
Em resumo, transformamos a função de Green. 6<N'L>, que é 
constituída de diagramas conexos e desconexos, em uma função de 
"vertex" rtN,L>, que só é constituída por diagramas irredutíveis (1PI) 
e com isso simplificamos os cálculos.
Vamos fazer mais uma simplificação, no cálculo das funções 
de "vertex”. Pode—se mostrar6 que as funçSes de
“vertex" :rtf>,r(f'1>,r<*>,e r***, no ponto simétrico (PS), são
ab cib abcd abc
proporcionais a A  ,A , F e A , respectivãmente, em todas
ab ab <t abcd abc
as ordens de perturbação, ou seja, todos os números de "loops". Com
isso podemos calcular rC2> e *^í21>jPS * tirando das expressSes
, , . . . _<z> _ < z , i > ,  ^  ^ , , _,<4> Ianalíticas de T e r  o fator A , e para achar F
ab ab • PS ab | PS
tirando o fator F , de rt4> I , e para achar r<9>| tirando o
4abcd abcd | PS | PS
fator A . de j-<4> j
abc abcd | PS
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Com isso»temos:
( 2 >r («o =
<xb
— < 2 > ( K ) A ,ab (2.49)
r<4> (K jabca t = r (i4> (K.)PS t PS 4abcd * (2.50)
r—t (2 1^ ) < |y »r (te, p >
ab
p  í 2 , 1 ) /I/ k I *- r ( k f p ) J a »
PS I PS ab
(2.51)
rí3> (K ) = r(3> (k.)
abc i I PS i
A w
PS abc
(2.52)
No ponto simétrico (PS.)» as integrais que aparecem nas 
expressSes analíticas das combinaçSes de um determinado gráfico sSo 
iguais (ver referência6 na página 160).
As funçSes de "vertex11 no ponto simétrico são:
I) Função de “vertex" de 2 pontos r ( 2 >
„(2) 2 2 . ( A + 2 ) z  . . .2 fA+21 2 . r (K)= K + H + X4  £  D4(Ai , A) - X4 D2(a^ » A)
2 (A + 2 ) n #fc,2 2 ,-  ------ D3(K, v , A)
X3 (A+2)(A+0) D (K2 ,m2 ,A)
4  ÍÕ8----  5
(2.53)
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Í4'II) Função de 4 pontos F
r ' ( * > / K  x I -v % 2  (A+8 ) T - ■ . 21 ÍK ) = X - X --  I (K ,  fJ , A)
PS 4 4 6  S P
s (AZ+6A+2Q) 2 , 2 .+ X ----— ---- I (K, p , A)
'4 Ob SP
+ X3 (5A|22£  ^  (K> ^  AJ ( 2 5 4 )
(2 1)III) Função de 4 pontos T "
r<2‘’ <K> p> j „  - 1 - \  LÈi r L  's, (K- •*» A >
2 f ^ 1 Z+
(2.55)
(3>IV) Função de 3 pontos r
r<3> (K ) I = X - X X I (K, p2 P A)
i PS 3 3 4 S P
+ 1 X X2 I2 (K,fj 2A)
—  3 4 S P
. 2 (A+10) . 2 A. ,.,«=#%+ X X --—--  I (K , u ,A )' (2.56)
3 4 6  4SP
Nos próximos capítulos vamos obter os expoentes críticos 
torno do ponto de Landau, com isso desprezaremos a interação cúbica,
O)a função de “vertex" F
em
e
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CAPITULO III
GRUPO DE RENORMALIZAÇSO
Têmos o interesse de conhecer o comportamento das funçSes de 
correlação no ponto de transição de fases de segunda ordem, e pela 
construção de um grupo dessas funçSes , obteremos os expoentes 
críticos das flutuaçSes neste ponto crítico.
Queremos também determinar o comportamento das funçSes de 
*'vertex" rtz>, rt4> e r<2,1> para d=4, onde a Teoria de Campo é
a b  a b c d  c tb
renormalizável» as divergências das funçSes de "vertex“ não dependem 
do número de interações X e para "cutoff" A-»a, onde os detalhes 
microscópicos são desprezados e o campo é contínuo6.
Usamos as expressSes analíticas dos diagramas definidos no 
apêndice A. Na aproximação 0-''loop“, as funçSes de- "vertex" 6 são 
escritas:
'<2> (K) « (K2 + uZ)A
ab ab
r (* \  (K. > =  x r  ,
abcd v 4- 4abcd
Flb 4> <K*P> “ Aab * (3.1)
Estas tem valôres finitos para A-*oo em d = 4. Esta 
aproximação de O-"loop" corresponde à Teoria de Landau, "que não possui 
flutuaçSes.
3.1 - RENORMALIZAÇSO DA MASSA E CONSTANTE DE ACOPLAMENTO NA 
APROXIMAÇÃO DE l-"LGOP"e.
(  2 )
Na aproximação 1-"loop" da T , eq. (2.45), a sua expressSoab
analítica é:
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,< 2 
ab; CK) = Jl
trz ^  2 K +■ fj
(A+2) Í(2rr) (QZ+ M 2 ) ab (3.2)
Na aproximação de ©-"loop" toma-se só os termos que não tem integração 
interna e na aproximção de 1—" loop*" toma—se os termos que não tem 
integração interna e também os que tem uma integração interna.
,C2>Para ver o comportamento de vamos estudarr  K * ab
2 2comportamento da integral. Para valores altos dos momentos, q » /j  ,
2podemos desprezar /j e a integral pode ser escrita:
í dq qd-3
Para d = 4 - q (co) = œ
00, c
“vertex"
Para valores altos dos momentos A 
no ultravioleta; com isso a função de 
divergência no ultravioleta.
2
Devido a esta divergência, a massa p  
significado. Podemos absorver esta divergência, 
parâmetro de massa m2 finito, cujo valor é a função 
no ponto simétrico (PS) com momentos externos nulos.
integral 
„(2)
ab
Infinita
diverge
possuí
e sem
definindo um 
de "vertex"
novo 
■ C2> 
ab
r
< 2)No ponto simétrico r é igual
ab
2
as eq. (2.49) (2.53).
Logo a massa m , é definida por:
m2 = rC2>(K=0 ) = pjZ 
1
+ X (A + 2) r. ddq
(2rr)
2 2 
(q )
(3.3)
Logo,
A- _ _ «.pj = m — X (A + 2JL fA Jj J C2i(jt)
2
Na aproximação 0-"loop", a massa fj és
Inserindo este valor, a massa não renormalizada é escrita em termos da 
massa rénormalizada:
z . (A + 2 ) r= m - X ---z---  I* 4 6  J Í2rr).
(3.5)
Da eq. (3.3)f a função de "vertex" r (2> fica:
ctb
2 )  _ __ . 4 ,2  2r , (K) = K + nt ,
ab 1
(3.6)
sendo a funçSo de “vertex" F <2>
ab
finita para A -> m  com d = 4, Vamos
agora ver o comportamento da função de "vertex” r'** . Na aproximação
abc a
1—"loop" da r <4> , eq. (2.46), a sua expressSo analítica é:
abc d
r<4>J (K. ) = x r
abca v 4 4abcd
4
2 r r4absf 4efcd í A d'(27T)d (q2+^2)C(Ki+Kz-q)2+/JZ3+ 2 per}
(3.7)
< 4 >Para ver o comportamento de F ,
abca
devemos estudar
comportamento da integral. Pára valores grandes dos momentos podemos
2
desprezar: K , K e /j ; a integral pode ser escrita como:
r dq qd-5
Para d = 4 =» f q _ Ln q
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A integral tem divergência logarl tmica para A t oo em d = 4-
< 4r >Com isso a função de "vertex" f possui divergência logarítmica
abc d 2Mas também para valores pequenos dos momentos q -* O e massa fj -» O, 
a integral diverge, com isso possuindo divergência infravermelha. Que 
são os limites nas quais estamos interessados em estudar o ponto 
crítico. O comportamento crítico é dominado para valores pequenos dos 
momentos, correspondente a uma escala macroscópica independendo da 
constituição microscópica dos materiais.
Devido a esta divergência infravermelha a constante de 
acoplamento X^ é infinita e sem significado. Podemos absorver esta 
divergência, definindo um novo parâmetro de constante de acoplamento
( 4 >g finito, cujo valor é a função de "vertex” T no ponto simétrico4 abcd i . -... .i. . ...
(PS) com momentos externos nulos.
No ponto simétrico, r <4> é igual às eq. (2.50) e (2.54).
abcd
Logo g^ é definido por:
(4>g = r (K =0)4 X = X ps *
r r
4-abef 4efcd
nA dd 
q
(2n)
+ 2 per•)
Logo
(3.8)
>. — í r
2 V íabef
r-A
e na aproximação O—"loop“:
(3.9)
Usando a aproximação O—”loop" da massa jj , eq. (3.4), e da 
constante de acoplamento X^, a massa e a constante de acoplamento não 
renormalizada são escritos em termos de m , g e h i
1 4
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/' 4r
~2
í rr 4abe! r
rA dq
4ef cd (2n)
,2. Z. Z(q +m )1
+ 2 per.
(3.10)
- g.
(A + 2) rA
(2tt) (q 2\ m ) i
(3.II)
Usando a eq. (3.10), a função de “vertex' ,<4>abcd fica:
rf4> (K ) = g rabcd i 4obcd
{, r r2 I 4-abef 4efcd
rA , d d
q
(2n)d Cq2+m2)C(tC +K -q)2+m2J 1 1 2 1
rA dd .
(2n)d (qZ + ro2)2
+ 2 per.
Usando série de Taylor em Fse conclui que
F<t \  (K . ) = g abcd t *
r K4eí cd 3
rA , d d
(2TT>d (q2+m2)C(K +q )2-*-m2]21 3  1 KZ=03
(3.12)
sendo K = — (K + K )  .S I  2
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Para grandes valores dos momentos A -> oo e a integral se comporta
coma:
rÁ
dq q d-7
Para d = 4 =»fA = _LI 3 2
J q a
(4)
Para A -* co. a integral converge, logo T é finita para A
— 1 COCO —
-» oo em d — 4.
3.2 - RENORMALIZAÇXO DO CAMPO COMPOSTO
(2 i>
Vamos analisar a função de "vertex" r ' no limite A * oo
ab
em d = 4.
Na aproximação 1—"loop" da F ( 2,í> 
ab
, eq. (2.47), sua
expressão analítica é:
,_<z.i> A  ^ (A+2) AF ( K, p ) = A — A. --T-- A
ab ab 4 o  ab
fA , do
q
<2n) . 2  2 i r , .Z. 2_(q )E(p+q) 3
(3.13)
(2 1)O comportamento da F ' no limite desejado é idêntica aoQ.D
< 4. >da r , divergindo no infravermelho .
abcd ------- — --------------------- - --- ;-----
Usando a aproximação de 0-“loop" da massa, eq. (3.4), e da 
constante de acoplamento, eq. (3.9), a função pode ser escrita como:
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r-A d d
q
C2n)d (q2-«-m2)[ (p+q)2+m2}
(3.14)
Porém no limite desejado , ela ainda diverge no infravermelho. Esta
divergência pode ser removida pela multiplicação da função de "vertex" 
( 2 1)r ' . por uma função independente do momento. Esta função dependerá 
ab
de m f g e A. Pode ser escolhida por exemplo, como o inverso de
r {2,i>(K = o ) i  .V jps
(2 1)Na ponto simétrico T é igual às eqs. (2.51) e (2.55).CID
Logo definimos esta função como:
A
A) = ---- ----------  , ' (3.15)
* 4 1 r ' ( k =o) IV I PS
onde 7^2 é chamada de constante de renormalizaç^o do campo composto 
Resolvendo a expressão, a função torna-se,
Z >2 = 1 ♦ g f* . — L —  . (3.16)
4> 4 ® I , ^  ,d - 2  2,2J (2rr) (q + m^)
por:
(2 51)Podemos definir uma função de "vertex" renormalizada F ’ctoR
rc2'J> (K,P ) = z t? r'2'1* (k.) , (3.17)
abR <p ob 1
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e isto implica que
r;;r (£ + 2 )A — g — 7-- Aa b  4 ô  a b r [2n)d (q2-«-m2) C (p+q)2-*-ro23
- r » à , .2 2.2 ( Zn) (q +111^ )
Usando a série de Taylor em p+q, a expressão acima fica:
<2,i> .
r u» <K »P> abR = ^ab +
(A+2) 2
9 --z-- A wP4 o  ab
rA  . dO
(2 rr) (q2+m2)C(p+q)2+m2]2 2p =0
(3.18)
C 2 D ( 4)A função r ' tem o mesmo comportamento da função TT  a b R
para A -> 00 em d = 4, logo ela é finita.
abcd*
convergindo
3.3 - RENORMALIZAÇSO DO CAMPO NA APROXIMAÇXO DE 2-“LOOPS“
( 2>Vamos analisar o comportamento da função de “vertex” T na
ab
aproximação de 2— "loops” da eq. (2.45), no limite A -*■ 00 em d = 4. 
As integrais são representadas pelas eqs. (A.3), (A.5) e (A-7) do 
Apêndice A. Usando a definição de massa ii>j dada pela eq. (3.3), temos
que:
m = U i
(A+2)
4 ~ ò ~ D4(a/» A) - X2 Dz ( /j2 , A ) - X2 (A**} D.(//,A)18 3 
(3.19)
Na aproximação de 2-”loop” toma—se os termos que tem até duas 
integração internas.
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Isto implica que:
2 _ 2 (A+2) 2 4 .  « 2 ÍA+2'j2 2 .  . 2  (A+2) _  .  2 A
^  “  m i ~  X * — —  " A) +  \  2 'A )  +  X 4 ~ 1 8 "  D S (A/ *A )
Ma aproximação 1—"loop*
p2 = m2 - X (-AT2> D (m2 , A) . (3.20)
1 4 6  1 i 1
2Usando este valor de fi na integral teremos que
D (//, A) = D (m2, A) + X (A^ —  D (m2 A) . (3.21)í 1 1 4 0 2 1.
2Usando as eq. (3.20) e (3.21), a massa fj fica:
\  iÈirl V - v  A> * ^TÍr D, < V  A> - - <3-22)
2Com este valor da massa não renormal izada fj , a função de 
"vertex" r {f'4> é escrita como:ctb
r<2> (K) = (k2 + m2 + X2 — {j-  Íd (m2, A) - D (K2, m2, A)]\ A ab ! 1 4 18 ^3 1 3 í J J  ab
2Usando a série de Taylor em tC se conclui:
C  <■<> = {k2 ^  5  (KÍ’ "2’ A> * ■ K*}v- d K K =o J
(3.23)
Pelo estudo do comportamento da derivada de D em relação ao
< 2 >momento externo K, veremos se T é  convergente ou não„ Ela pode serCIO
escrita como:
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ab
3K - u .
dd . dd
Jq -fq (2rc) 1 z
2d K+ "!]("'+ + vT
z zPara grandes valores dos momentos q •* oo , podemos desprezar K , m^,
se q = q ; a integral se comporta como:1 2
r dq q2 d-P
Se d = 4 => = Lnq
A integral para valores altos dos momentos A ■* oo, tem
divergência logarí tmica.tias nós estamos interessados na região da
2ponto críticos q -» O e m -> O . Mas também nesta região desejada a
integral diverge. Com
divergente na infravermelho.
xsso função ,<2>
ab
(2>
Usando a aproximação O—"loop" de K na F :
A ab
r<2> (K>
ab ■( õDK2 + m2 — g2 <A|p? — - (K2 m2, A) 1 * 18 0K2 =© ab
(3.24)
Mas r ainda diverge no infravermelho. Podemos tentar tirar a forteab
dependência em A pela absorção de um fator multiplicativo. .A função 
de “vertex" renormalizada é escrita como:
n(2 > 2 * . . 2 . _ { 2> , 2 . . 
abR ( ' m i * A) _  ^  í94 1’ * V  } ab ( p * V  }
(3.25)
1 / 2 ’onde ê chamada de constante de renormalização do campo (p.
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A nova função £ é expandida no número de "loaps“ «
^ < 2 > vários termos são determinados para fazer F , finita para A -*■ ooabR
quatro dimensSes. Escrevendo que:
e resolvendo a expressão, a função de “vertex" renormalizada é:
r âDptZÍ , „ % _ f„2 2 , . . 2 t 2 ( A+2 )
T ,  ( K ) = ■( K -t-ro (1 +  g z ) - g ---r^- ,
abR i 4 2 <t 1 8  *L 2 2
K =0
’]>
( 2 >onde z = 0 ,  desde que no nível de I—"loop" a T é finita.
4L a b
Se escolhermos:
(A+2) dD
z — 
2 18 diC 2K =0
(3.27)
a divergência no infravermelho será cancelada.
A massa pode ser redefinida como:
2 2 2 2 m = Z , m ~ m ( 1 + g  z )  e 4> í  í  *■ 2 (3.28)
.<2 >com isso a função T é finita no limite desejados então:
abR --------
„<2 > 2 ..Z 2T, (K, m , g ) =  K + m 
abR 4r
(3.29)
os
em
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Vimos anteriormente nas seçSes 3.1, 3.2 e 3.3, que pela
2 2mudança de ( fj , X ) para (m , ) e pela absorção de dois fatores
multiplicativos 7,2 e 7, em p< z,i> e r'f* respectivamente, que
<p ep ab ab
conseguimos gerar funçSes de “vertex" renorntalizadas finitas em A -*• oo 
para d = 4, dependendo de novos parâmetros renormal izados m2 e g .  Em 
termos gerais, podemos gerar funçSes de "vertex" renormalizadas 
finitas, com N—pontos e L—inserçSes, fazendo:
3.4 - RENORMALIZAÇ20 NO PONTO CRITICO*5
r(N'L> ( v . * „ \r (K . , p. ; m , g )
xí " 'V  V  ' ' jl  v J
-N/Z _L _( N, L )  ... 2 % j. .
i_, Z j2 r. (K. , p.; p  , X  , A)
$  <f> .. V V  . .,L «■ J 4
(3.30)
Resumindo, podemos produzir funçSes renormalizadas que são 
expressas em termos de uma expansão perturbativa, na qual todas as 
integrais convergem para A -* ao . Isto é, a d ep e n dê n c ia . sobre A 
torna—se muito fraca, exceto nos parâmetros /j , X^, Z^ e Z^2 *
2
O novo parâmetro de massa renormalizada m é proporcional a 
(T — T ) , T sendo a temperatura critica onde ocorre a transição deC  C  .
fases de segunda ordem. Fazemos a renormalização das funções de
correlação no ponto simétrico com momentos externos nulos, porque a
maioria dos cálculos são mais simples. Como estamos interessados no
2comportamento das funçSes de correlação no ponto crítxco, a massa m
-* O e para valores pequenos dos momentos q -*• O. Mas no ponto crítico,
as funçSes de correlação divergem no infravermelho. Então para
2fazermos a renormalização no ponto crítico, m -»O, devemos introduzir 
um parâmetro de massa arbitrária pequeno e diferente de zero, que
caracterizará a escala de momento na qual a renormalização é fixada. 
Para tornar os cálculos mais simétricos, os momentos externos 
permanecem finitos, e são escolhidos no ponto simétrico (PS).
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A expressão geral das funçESes de "vertex" renormalizadas no 
ponto crítico é:
n(N'L> tv 7n/z -tl . ..1. (K. ,p ;g *9*0= £, Z^2 T. . . . (K. ,p :X . A )V . .  -V . . .  J K  l  <£ V . .  i  j  *
í N i L/ i N i 1. .
(3.31)
Com isso para eliminar as divergencias das -funçSes de
■t . r*<2> r-{*> ,vertex r , T e T fazemos:
ab ab abcd
r ÍZ> (K) = Z . r (2> (K) , (3.32)
abs (p ab
r l* \  (K. ) = z! r (* ’ (K.) , (3.33)
abcdR t <P a b c d  v
rlb*** (K- p> - V  K l ' 1’ <K’ •*>• V  V  •
(3.34)
As funçSes X , 1_, e Z são expandidos em termos de "loops"
 ^ < 4- >
e os vários termos são escolhidos para fazer r , , T e r ' j
abR ab» abcdR
finitos. Podemos escrever essas funçSes como uma série de potências 
em g , na qual os coeficientes dependem de A e com isso, divergem para 
A -» oo se d = 4.
No ponto critico, podemos impor as seguintes condiçSes de 
renormalizaçSo, para determinar as funçSes renormalizadas: \ , 2^ e
’4>V1
*r<2>
- V  (K* v&K * K2-*2 = 1 , (3.35)
r (4> (K , g ) I = g (3.36)
R l 4 |PS ^4
e r < 2 1 >  (K, p, g )1 = 1  . ( 3 . 3 7 )
R 4 IPS
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Como foi visto, há uma grande liberdade em fixar o momento 
arbitrário 9% onde a renormalizaçSo é feita. Fazemos a escolha dos
3.5 - GRUPO DE RENORMALIZAÇSO*5
diferente de zero. Mas no ponto critico, a massa renormalizada é 
igual a zero, e fazemos a renormalização para um momento 9Cf diferente 
de zero. Podemos pela variação infinitesimal do momento arbitrário 3Kt 
criar um grupo de renormalização. Como a função de "vertex" não 
renormal izada é independente de 9<, temos:
momentos externos iguais a zero, para uma massa renormalizada
—L
(3.38)
No limite A-»oo, isto pode ser escrito como:
4
p<N,ï->
O , (3.39)
í '
que é chamada de equação de grupo renormalizada
temos que
(3.40)
(3.41)
9 (3=42)
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onde usamos duas quantidades u e u  sem dimensões:
40 4
X = u X  £e g = u X  £ , £ = 4 - d . (3.43)
4 40 4 4
As funçSes de renormalizaçSo (u<o, e Z^2) e ft, e ^2, 
que são chamadas de funçSes de Wilson, podem ser escritas em uma série 
de potências de u , cujos coeficientes dependem de £ .
Enquanto as funçSes de renormalizaçSo divergem para A-»oo em s -*O (d-c4) , 
as funçSes de Wilson são finitas. Quando a constante de acoplamento 
u , atinge um valor tal que qualquer mudança na escala do4
momento, nSo lhe afeta , o ponto correspondente a este valor é chamado
*
de ponto fixo u , que caracteriza uma transição de fases de segunda
------- :---- ■—■ 4
ordem. Podemos identificar esses pontos fazendo:
(3 (u =u*) = O . (3.44)
Isto pode ocorrer em vários casos:
i) quando u = 0 ,  não há interação, que é o modêlo clássico
4-
(Gaussiano).
ii) quando u^ ?* O, há interação, que é o caso que estamos estudando.
As funçSes y  ^  e y  ^ 2 , calculadas no ponto fixo, correspondem 
aos expoentes críticos das flutuaçSes 7) e v. Estão relacionados por:
rju*) = r?(u*) , (3.45)q> <4 4
y  .z (u*) = 2 — v 1 ( u* ) - 7) ( u* ) , (3.46)
0  4 4 4
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onde os expoentes críticos r) e t> são chamados de dimensão anômala dos
críticos, podemos usar as RelaçCSes de Escala, para achar os expoentes 
críticos estáticos: cx, ftt y e 6 .
As Relações de Escala são:
±) a  + vd = 2 ,
ü )  r = v(2 -t» , (3 47)
iii) {3(6 -1) = Y ' ,
iv) a + 2ft + y  = 2 .
A partir das funçSes de "vertex" no ponto simétrico, 
eqs. (2.53)-<2.55) , as funçSes de “vertex" no ponto critico m2 ■+ O, 
podem ser escritos como:
2operadores e  <j> respectivamente. A partir da determinação de dois
u
+ u
(3.48)
r(4> ( K y u , A)
v 40
u u
40 6
2 (Á+8) j (A)
PS 40 S P
+ u
40
(A2+6A+20)
36
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rf2,1> (K.p P, u , A) j = 1 - u (A2 2) I (p, A)
i 40 PS 40 é» SP
2 fA+2^ 2 , A . + U —7—  I (p, A)
40 ^ é» J SP
+ U2 i (K , p, A) .
40 6  4SP V
(3.50)
Onde usamos a eq. (3.43), embutindo o fator S«f nas integrais.
No próximo capitulo vamos calcular as funçSes de Wilson, 
possilitam determinar os expoentes críticos.
que
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CAPÍTULO IV
DETERMINAÇ2D DOS EXPOENTES CRÍTICOS
Vimos que podemos expandir fi em potências de u e e; tal que
wu (e), e as dimensSes anômalas, são calculadas por uma dada ordem de
s . Está expansão é finita para £ muito pequeno (eCl). O fato dos
expoentes críticos obtidos dessa forma, estão de acordo com outras
teorias para dimensão 3 (£=1), com razoável precisão numérica, é
agradável surpresa.
As expansSes num número pequeno de "loops" das funçSes de
"vertex" não renormalizadas ,eqs.(3.48)— (3.50), já são suficientes
2para obtermos os expoentes críticos em ordem c .
4.1 - DETERMINAÇ2D DAS FUNÇÕES DE RENORMALIZAÇ306
Usando as condiçSes de normalização obtemos as funçSes de 
renormalização em potências de u e £. Da condição de renormalização 
eq. (3.35), determinamos a função de renormalização
&T
■4> ÕK
<z>
(K, u ,A)
Z 40
(4.1)
CZ)sendo a função de "vertex” T definida pela eq. (3.48). A condição 
de renormalização fica:
-<t>
- ao ao •
(A+2) 3
KZ=Sfâ 40
(A+2XA+8) 5
KZ=g£Z “401 18 dK2 108 ÕKZ
= 1
49
A função 7 . pode ser escrita como; 
<P
2 = i +  ( D uZ L-<f> 18 3 40
(A+2)(A+8) s
108 s UAO * (4.2)
onde
D' =
ÕD
9K‘
e D'
KZ=9<?
ÕD
ÕK‘ KZ=ÍK*
(4.3)
Da condição de renormalização eq. (3.36), determinamos a  função de 
renormalização u :
v 40
0 ”í n2 p(4) . |y A \
U =  A  7_, r  (K , u . A)
4 <p V 40 PS
(4> Isendo a função de vértex T j definida pela eq. (3.49) e sendo o 
fator está embutido nas integrais. A expressão fica:
i ='
4 *-<p
2 (A+2) T
U — U ---;--  I
40 40 6  SP
(A +6A+20) z 3 (5A+22J _ 3 1
-----— ------  I u + ----—---  I U36 SP 40 9 4SP 40
Z 2Fazendo—se u = u na eq. (4.2) , e tomando—se uma aproximação de
4 40
2—"loops" de 2^ *
I  = 1 + I*Í§1 D' u2 
4> 18 3 4 (4.4)
Usando—se este valor, obtemos uma expressão de u em potências de u :
4 40
(A+B) _ z u = u — --- -  I u
4 40 6  PS 40
(A +6A+2Q) z 3 
36 ps U4o
. (3A+22) T s . (A+2) 3 + -------  I u + — õ-- D u9 4 PS 40 9 3 40 (4.5)
Para obter a função de renormalização u em termos de uma série de 
potências em u^f fazemos:
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(£+8) _ 2 (AZ+6A+20) Tz s u = u + --;--  I u - ----=r----  I u40 4 6 PS 40 36 PS 40
(5A+22) . 3 (A+2) s
1 “ — 5-- D u _  ,9 • 4 PS 40 9 3 40
usando a aproximação de 1—"loop“:
(A+8) z .. , „u = u + --;--  I u (4.6)
40 4 6  PS 4
Finalmente, u pode ser escrito como:
’ 40 r
(A+8) _ 2 R A 2+26A+108) t2 (5A+22) _u = u + --- -  I u ■ + }-----— ------ I - ---—---  I
40 4 6 PS 4 I 36 PS 9 4PS
2 * n
u* L
- < È g L  D ' 1 us 9 sj 4
(4.7)
Da condição de renormalização, eq. (3.37), determinamos a função de 
renormalizacão 7 . z i
<P
V  r<Z'1> <K-P'u.o’A >
Í2 DSendo que o valor da função de "vertex" T ' é dado pela eq. (3.50), 
a expressão acima fica:
—  |\ (A + 2) T . fA+21%2
7 ,2 11 — --;-----1 u +  I— — I I U<P  ^ 6 ps 40 6  J ps
2 2 (A+2)T 2+— -- 1 u
40 6  4PS 40
=1 .
Resolvendo essa equação podemos escrever a função de renormalização
7,2 como:<P
=5- * ^ (A+2) . (A+2) 27 ,2 = 1 + --;--  I u — ----- I u (4.91
<p 6  PS 40 6 4PS 40
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4.2 - DÉTERMINAÇ2Q DAS FUNÇÕES DE WILSON*5
Com as funções de renormalização definidas podemos encontrar 
as funçSes de Wilson em potências de u e s .
Usando o valor de u da eq. (4.5) na definição da função de 
Wilson fi i que foi dada no capítulo anterior, obtemos4
du
40
d9C
du( A+8 ) „ 40. — ---;- I 2 U 71 -rrr-X 6 ps 40 &K
4
. I"(£Z+6£+20) T
[ 3 6
2 + (5A+22) + (£+2)
pe 9 4ps 9
du
D' 3uJ SKa I
40
J 4o 9°K 4
(4.10)
Da eq. (3.43) se deduz que, 
du
40
&K
= — £ U
40
(4.11)
A função ft pode ser escrita como
-  £
40
(A+8) T 2— =-- I u3 PS 40!
■(A +6A+20) 2 
36 ps
(5A+22) (A+2)
4PS DS j^ to}
Usando o valor da aproximação de 1—"loop" de u40» eq. (4.6), a função 
ft pode ser escrita em uma série de potências em u^i
f (A+8) _ 2 F■íu - — i u + ~
1 4 6 PS 4 [_
(5A+22) 2 
9 ps
- f  <54*22) I4ps * | <A*2)
(4.21)
52
Segundo , as integrais tem as seguintes
expansSes em s i
tff I = - íl + % el ,
S P  £  (_ 2 J
gc2^ I2 = —  (i+£)
SP 2£
'.SF 2* (ç * 2)
9C*e D' = (i + 2e)
5 , 2 t>£ (4.13)
Dado os valores das integrais, a função de Wilson /? pode ser escrita
4
cotno:
( A+81 f1 * 5 *) u* “(9A+42) 3----~-r--- U36 4 (4.14)
Com o valor da função de renormalizaçâo 2^ ♦ et?- (4.2), na definição 
da função de Wilson 7^, que foi definida no capítulo anterior, tem 
que:
1 &Z4>
r + = *  * * r
du(A+2) ^  40— =-- D u 9v -==?—9 s 40 ayí
<_&+2><_A_tg>. 3u, ^
108 5 40 ÕV\
Usando a e q .(4.11) , essa equação fica:
4>
s <a*2 > D- u2 ♦ s I W ’!M 1 - D- u89 3 40 36 5 40 (4.15)
Usando a aproximação para u , eq. (4.6), e os valores das integrais,
40
função de Wilson y  ^  pode ser escrita em potênciais de u^ e £:
(A+2)
72
(A+8)
12 u
(4.16)
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Usando o valor da função de renormalização Z^2» eq. (4.9), na definiçS 
da função de Wilson ^ 2, definida no capitulo anterior, temos que
= -  9C
V
dv
&K
_ (A+2) T . (A+2) . 2£ —T----~ I U  + £ --—-- I U6 SP 40 3 4SP 40
(4.17)
Usando a eq. (4.6) e os valores das integrais, a função de Wilson y ^2. 
pode ser escrita em potências de u^ e cz
(4.18)
4.3 - DETERMINAÇ20 DOS EXPOENTES CRÍTICOS
Como os expoentes críticos das flutuaçSes 7? e i> dependem das
1
*
t -- tfunçSes de Wilson v (u ) e Y ,z íu  ) no ponto fixo, devemos obter
<p 4 <f> 4
primeiramente o ponto fixo nSo trivial u^
--- —  Para acharmos 0 5'pontos fixos, fazemos:
/? (U )=—  £  
4 4-
* fA+81 (. 1 *2 f9A + 42'J «3 _ . . . _,“■* J l 1 + z * J U.  - [ --- 36—j M. “ ° • <4-19)
* ^
A função ft (u ) tem um zero em u — O, que é o ponto fixo Gaussiano, e
4 4
outro:
* 6u = -— — 
4 A+8
3(3A+14) 11 + £ 9 9
(A+8)
1
JJ
(4.20)
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Quando este valor de u é inserido na eq. (3-45) , obtemos o expoente
4
crítico rj:
6C3A+14)
•1
11 + £ 4(A+8)2
(4.21)
e da eq. (4.18), temos:
y , 2 (u )* 4> 4
A+2
A+8 1 «■ * (4.22)(A+8)
Usando a eq. (3.46), teremos o expoente crítico iJ:
1 (A+2) ^ (A+2)(A +23A+60) zJ,. =  + _ ■_ £  +- ----------------------  C
2 4 (A+8) (4.23)8(A+8)
Usando as RelaçSes de Escala eqs. (3.47), teremos os outros expoentes 
críticos, em ordem £Z;
A + 2  ' (A+2)(A +22A +52) 2 
y — 1 + ~ .  £ + ----------- — ------  «c2( A+8 ) 4 (A+8)
a
4—
2(A+8)
1 3
í A+2)(A +3QA + 56) 2
£  — -------------------------  £
4 (A+8 )3
2 2(A+8)
(A+2)(2A+1) 2 £ + ------------ £ ,
2 (A+8 )3
A3 + 28A2 + 152A + 6 4  26 = 3 + £ + ----------------------- £
2 (A+8 )S (4.24)
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Como em nosso caso A - 5r porque o tensor tem 5 componentes
independentes, os expoentes críticos em ordem £Z são escritos como
7 2 
= 338 *
1 7 175 2
V 2 + 52 £ + 2197 £ ’ 
* ^ 7 ^ 1309 2
Y 2.6, £ .8788 £ *
1 1617 2
" 26 £ 8788 C '
^ _ 1 3 _ . 77 _2
' 2 2h S 4394 £
x -7 ^ ^ 1649 2
6 = 3 + ^  + 4394 * ’
(4.25)
Vamos comparar os valores dos expoentes críticos, eqs. _.(4.21) , (4.23) 
e (4.24), para dimensão espacial d=3 (£:=!) e dimensSes do parâmetro de 
ordem A=1 e A=3, com os resultados das expansSes das séries de altas 
temperaturas que são bastantes precisas6 . Temos também os valores dos 
expoentes críticos para A=5, eq. (4.25), na dimensão espacial d=3. Ver
tabela 4.1.
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Tabela 4.1 — Comparação das Expansões em e com as Séries de Altas 
Temperaturas*5.
D A « ft r 6 V V
TEORIA
CAMPO
MÉDIO
0,000 0,500 1,000 3,000 0,000 0,500
MODÊLO
DE
ISING
2 0,000 0,125 1,750 15,000 0,250 1,000
MODÊLO
DE
ISING
3 0,120 0,310 1,250 5,000 0,040 0,640
MODÊLO 
HEISEN 
BERG
3 -0,060 0,340 1,380 5,059 0,050 0,700
TEORIA
DE
CAMPO
3 i -0,536 0,646 1,244 2,926 0,037 0,634
TEORIA
DE
CAMPO
3 3 -0,744 0,699 1,346 2,926 0,039 0,686
SÉRIES 
ALTAS 
TEMP. _
3 i -0,552 0,651 1,250 2,920 0,041 0,638
SÉRIES
ALTAS
TEMP.
3 3 -0,812 0,719 1,375 2,912 0,043 0,703
TEORIA
DE
CAMPO
3 5 -0,222 0,402 1,418 4,375 0,021 0,714
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CAPITULO V
DETERMINAÇÃO DO EXPOENTE DE "CROSSOVER"
Até agora consideramos a Densidade Lagrangeana como sendo:
a = s v w  * 21- "2 V  V  * TT ^  « W /  -
que descreve um ponto isolado de uma transição de segunda ordem, ou o
Ponto de Landau (PL). No último capitulo, calculamos os expoentes
2
críticos para o Ponto Isolado de Landau até' a ordem £ .
Vamos adicionar uma interação cúbica na Densidade Lagrangeana acima. 
A interação cúbica é dada por:
u
Q „ O . <5.2}31 a/3 fôi> va
-----  -- Nesteleapitulo vâmosestudar o problema da relevância de ug
com respeito ao ponto de Landau. Vamos calcular o expoente de 
"Crossover" do ponto de Landau para a transição de primeira ordem 
devido a esta perturbação causada pela presença de u^.
5.1 - DEFINIÇÃO DE EXPOENTE DE "CROSSOVER"®
Quando u^ = O, o comportamento critico do sistema ê dominado 
pelo ponto de Landau. Mas por outro lado, quando ^ O, o sistema 
pode fazer um "Crossover" para uma transição de primeira ordem.
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A lei de Escala para uma dada quantidade termodinâmica 
f (trug) é descrita por uma função homogênea do tipo:
f <trus) = tA f [u/t*3] , (5.3)
onde t ca T —T
c
e A é o expoente crítico da função termodinâmica f no ponto de 
Landau.
Se ug ^ O, quando t -* O, temos dois tipos de comportamento
de Escala:
(i) Se (p < Of temos f ** TA . Implica que u pode ficar finito,
3 3
mas o comportamento critico é dominado pelo ponto de Landau.
^3(ii) se > O, o termo ug/t vai para o infinito. Com isso a 
interação ug é relevante e o comportamento critico não esta mais 
no ponto de Landau. O sistema faz um “c r o s s o v e r para um novo 
comportamento, isto é, para uma transição de primeira ordem.
O expoente é chamado de expoente de “crossover". Se dg é  
a dimensão crítica, no ponto de Landau, do operador o
expoente de “crossover" é dado por:
<k = — vd (5.4)
3 3
Definimos uma função de Wilson por:
du
0a< v  V  = * - « T x > (5-5)3
onde u e u  são interaçSes renormalizadas sem dimensSes.3 4
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A dimensão critica d é dada por3
ÕfÍ3d = —--  (u , u > - (5.6)
3 du 3 4 I3 |lPL-
Com essas def iniçrSes, vamos calcular o expoente de "crossover* do
2
ponto de Landau para uma transição de primeira ordem até ordem c .
5.2 - DETERMINAÇÃO DO EXPOENTE DE "CROSSOVER"6
C 3 .>Vamos agora usar a função de “vertex" de três pontos F
o,bc
com interaçSes X e X . Mas como foi visto no capitulo III» as funçSes
3 4
de "vertex" no ponto crítica, divergem no infravermelho. Para
tirarmos esta divergência, criamos as funçSes de “vertex“
renormalizadas, definidas pela eq. (3.31). Então para tirarmos a
< 3 >divergência de P t fazemoss ^  a b c
r‘!> cic., u , u ) = Za3/2r ! 3><k ., u ti ) . (5.7)
abcR \ 4 3 <p abc i 40 ' 30
Como no capítulo III,, se queremos determinar a função de
renorma1izacão u . fazemos a seguinte condicao de renormalizacâo:
3 0 '
r(3> (K , u , u >
R V « 3
= u , (5.8)
SP 3
onde u e u  sâo as constantes de acoplamento do termo cúbico
3 30
renormalizada e não renormalizadas, sendo u definida por
30
z*c
X = u % 2 (5.9)
3 30
Usando a condição de renormalização, e a eq, (2.52) temos que:
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,<3>A função de "vertex" não renormalizada T no ponto simétrico 
definida pela eq, (2.56). Usando as eqs. (3.43) e (5.9), coro
2+g
2fatores ?C e 9^ embutidos nas integrais» a função r( |PS pode 
escrita conto;
U  U
T" / A \ , 30 40 2 . t .- u - u  u I ( A ) + -- -—  i (A)
PS 30 30 40 PS 3 PS
z (A+iO)+ u u 1 y I (K , A) .
30 40 6  4PS i
(5.11)
Usando para a aproximação até 2—'’loops”, a eq. (5.10) fica:
u = u —u u I + u u
3 30 30 40 PS 30 40
rj.2
P S  . (A+IO) T  ^ (A+2) 
“3“ + ----6 4PS + 12 3
(5.12)
Se queremos determinar a função de renormalxzação l 
escrita em potências de u^ e , primeiro isolamos u30*
u = u + u u I — u u
30 3 30 40 PS 30 40
rI2ps , (A+IO)____ . (A+2)
6  X4PS 12 9
(5.13)
Fazendo—se a aproximação de 1 —’’loop'
u = u +■ u u I
90 3 3 4 PS
(5.14)
Introduzindo as aproximaçSes de l-"loop", eqs. (4.6) e (5.14), na
(5.13), a expressão de ug^  em potências de e u^ torna-se:
é
ser
os
30 ’
eq.
61
u = u *♦“ u u I + u u
30 3 3 4 PS 3 4
CA+2) (A+IO)
PS 4.PS
l*gi d *
12 3
(5.15)
Vamos agora calcular a função de Wilson fi usando a e q . (5.12)
3
ãu
(u ,u ) = 9*c — :
3 3 4 Ô9C
du
9C 30
9fK
du
-  9C 30
&K
du
u I -  9C 
X PS âSK
3
40
X
u I
30 PS
du
+ % 30
&SK
2u
|"l2
PS + (A+IO)
i + (ATo*40 3 6 4 PS  12 3X3 -
du
2 u 9C40
40
Õ9C
fr -
u PS —  - + (A+IO) ! + tA|2JD .
x  30 3 6 4PS 12 3f\.
3 -
Da eq. (5.9), se conclui que
HK só
r "
u
30ÕSK X
9
1 2 (5.16)
Usando as eqs. (4.11) e (5.16), a função ft pode ser escrita como
T-I u u Ij 30 40 PS
]u u
sj 30
/?(u , u )
3 4 (- “ I) - 
-[ ‘*?)[
, , 3£'
+ 11 + K-
30 { 2
P S , (A+IO) T , (A+2)
~3 + -------6—  4 ps + 12 3
2
40
(5.17)
Colocando nesta equação os valores de u e u  eot potências de u ,
30 40
eqs. (4.7) e (5.15), de tal maneira que a função só tenha termos até
2— "loops", obtemos
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f■v w  '  [-1- 1}
c 2 r+ ^ U U2 a 4.
u + £u u I
S 3 4 PS
(A+^ i  r  — ! (A+10)I3 rs 3 «ps 3 a
(5.18)
Vamos derivar a função com respeito à interação cúbica :
âft
3 £■T- (u ,U ) = —i ~ s- + £ U Iâu 3 -í 2 4 PS3
U 2 r<^ 10). r2 - | (A+10) I - — } D'l
4 [_ 3 PS 3 4PS 3 3 j
Usando as expansões em c  das integrais, eq. (4.13), obtemos
df*s , v ^ £ 2 (3A+38) 1Q,—--- ( u . u ) = — 1 — =^ + u + =r u — u --- jfs-- - - (5.19)ÔU 3 * 4  2 4 2 4  4 48
Vamos agora calcular a dimensão crítica do operador Q _0 Q d , noctfi fiu vcx 3
ponto de Landau, que implica no ponto fixo diferente de zero:
d  = t ;--- (U ,U  )
3 du 3 4
3
PL 2 4 2 4 4 48
(5.20)
O ponto fixo u^ diferente de zero foi obtido no capítulo 
anterior, eq. (4.20). Usando este valor, a dimensão crítica. dg até 
ordem e2 é:
d = - 1 - <f=i> * + (96*30A—9A2» ^  (5.21)
s 2ÍA+B) 4(A+B)9
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Dada a dimensão crítica d e o valor do expoente crítico v ,3
eq. (4.23), podemos calcular o expoente de "crossover'" pela eq. 
(5.4). Resolvendo esta equação, temos:
i . ÍA-1) . (A3+20A2+26A-20) 2 , c
<p =  =• +  = -T -7 — p t t  £ +  ----------------------------------------------------  £ . (  5 . 2 2 )3 2  2 Í A + 8 )  4 ( A + 8 ) 3
Em nosso caso A = 5, porque o tensor c^xfi tem cinco 
componentes independentes e o expoente de "crossover" tem a seguinte 
expressão:
, 1 ^ 2  735 2
^3 “ 2 13 8788 ' (5.23)
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CAPITULO VI
CONCLUSSD
Da Teoria de Landau1, usando um parâmetro de ordem tensorial 
na expans&o da Densidade de Energia de Gibbs, obtivemos um diagrama de 
fases que mostra um ponto critico isolado de transição de segunda 
ordem (r = u = 0), numa linha de transiçSes de primeira ordem,
O 9
conhecido como o Ponto de Landau.
Experimentalmente esses resultados foram confirmados nos 
Cristais Líquidos Líotrópicos. lias o ponto de Landau não foi ainda 
confirmado2 '*5.
A teoria de Landau fornece valores errados dos expoentes
crí ticos<<5>, usamos o Grupo de RenormalizaçSo de Wilson com a teoria
de perturbação renormalizada, aplicadas em torno do Ponto de Landau.
Obtivemos os expoentes críticos em presença de flutuação: x>, r>
Usando as RelaçSes de Escala determinamos os outros expoentes
críticos: a, f3r & e y , até segunda ordem em c  - Comparamos os
expoentes críticos com dimensão espacial d=3 e dimemsSes do parâmetro
de ordem A=1 e A=3, com os resultados bastantes precisos das expansSes
de séries de altas temperaturas e os resultados são muitos bons.
Pela introdução da constante de acoplamento da interação
cúbica u^ na Densidade Lagrangeana, determinamos o expoente de
"crossover" do Ponto de Landau para uma transição de primeira ordem, 
2
até ordem s e os valores obtidas para os expoentes críticos e para o 
expoente de "crossover" concordam com os valores calculados por C. 
Vause e J. SaK1.
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APÊNDICE A
Usando as regras de Feynman, vamos obter as expressães
(2>analíticas dos diagramas que apareceram nas funçSes de "vertex" F ,
, <4-> ,_(2,1> ^c3>.
„ -i
i-Tlr e r
d
Este gráfico é o inverso do propagador livre 6 , da eq. (2.26)O
cujo valor és
(KZ+i/)£ab (A.l)
2) K K
O valor deste gráfico é a eq, 
livres livres:
(2.29), sem os propagadores
-X
r— (A+2)A w D (At2,A)
o  ab 1 (A.2)
onde
q (2íT)d (q2+//)
(A.3)
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3)
Este gráfico tem duas interaçSes X r cujo fator de simetria é 
S = 4x3x2x4x3, e o seu valor é:
r-x
4
'--x2'
4t- 41x4x3 r  l  j r  u D (fj 2 A) 2Í 4-abcd 4cdee 2
Resolvendo a expressão para F
4abcd 4cdee
ficamos com
r r
4abcd 4cdee
( À + 2 ) ‘
ab
logo o valor final do gráfico é:
CA.4)
onde D (u , A) 2 • crA dd dd <í q.q (2tí) i 2d , 2  2V . 2 2. (q ) (Qí+A< ) (A.5)
4)
K-<U"^
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O valor deste gráfico é a eq. (2.30), sem os propagadores livres:
X
4 CÁ-t-2) . „ ít,z 2—  — --- A D (K , fj , A)
o  3 a. b 3
(A.6)
onde:
,d ,à 
A A d d(A fA q a
i 2,* Aí= r  r  q * ?» ._____________ * _____ ;________^
iqiJq2 [2rr)2d [q2V ]  \fz+^ ) [[ ^ r ^ ]
(A.7)
5}
1-T
Este gráfico tem três interaçSes X , cujo fator de simetria4-
S — 4 i x 4 !«4x3x3 . O seu valor é:
^ ^ 1 2 2 
_± . _± . - ±  •. ± -  4 ix4  Î x4x3x3 r  • r  r  B (K ,A)4!  4 !  4 f 3  ï •4-a.cde 4cdfg 4fgeb 5
Como
F r r ( A-t-2 ) ( A+8 )
4acde 4cdíg 4Í geb 27 *
o valor final do gráfico é :
_ ±  (A-«-2)(A^8í 2 2
4 27 s* » ^ (A.8)
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onde
D (K2,a/,A)5
?A rA dd dd
V S  1 1
KJ q2 (2n>Zd l[qi+K]2+^ 2] J v ^ ]  [ f v s ] * ^ 2].
(A.9)
Pela conservação de momento total: K = —K = K
6}
Este grá fico tem uma interação X , cujo fator de simetria é S=4! . O 
seu valor é :
-X
4abcd (A.IO)
7) + 2 permutaç&es
O gráfico têm duas interaç3es \ , é o fator de simetria é S=4 i x4 ! 
seu valor é:
.X X , 
j  —  —  i_ 
^4! ' 4 ! ‘ 2! 414 i r r I ( K +K , /j , A ) + 2 per4abef <tôfcd 1 2 * * ■}
Somando—se as trés permutações, ficamos com
69
4  r w , r , 1 ÍK +IC , ^2, A) + -4 r f r rv, K K / K .  n , A)2 4 abei 4efctí 1 2  2 4-a.caí defbd 1 3
 ^ 2 A
^  r . r r. i(K + K , a/2 , A) .2  4ad©f 4&f oc 1 4
X
No ponto simétrico (PS), as integrais de cada permutação são iguai< 
Somando os termos ficamos com
I (K
PS
, A) jir r + r r + r  r4abef 4efcd 4acef efbd 4adef 4efbc
Resolvendo—se essas expressSes:
r r  = 4  f(A+4)A A -*■ 2A A + 2A A 1 ,4-abeí 4efcd 9 ab cd ac bd ad bcj
T T * 5 |2A A J + (A+4)A Awj + 2A A
4 a c e f  4 e f b d  9 I ctb cd ac bd ad bc]'
r r = —
4 a d e f  4 ef bc 9 2A A + 2A A + (A + 4)A Aab cd ac bd ad bc
Somando—se essas expressões, obtemos finalmente o valor do 
gráfico:
* ( A*B ] p I- (K , M2-* A ) »2 3 4abcd PS i (A.11)
onde
I (K , f j ,  A) =
PS v (2n)d [q2^ 2] [[Ki+K2-qJ2V ]
- (A.12)
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8)
O gráfico tem três interaçSes X , e o fator de simetria é4
S = 4x3x3x4 1x4 5. logo o seu valor é:
X X XS  /V  fK A . 1
3TT in- jtt 4-r 4x3x3x4‘x4*. VI 4! 4! 4! 3! r r4abef 4efgn 4ghcd X2 (K + K ^ tJu2» A>+2  p e r . j ,
Levando—se em conta o valor de r
4abef 4efgh 4ghcd
obtemos
{- _1~3 ' 27 (AZ+6A+12) A A +4A A +4A A ] i2Ík +K + 2 perab cd ac bd ad bcj ^ 1 2
No ponto de simetria somamos as permutaçSes, e com isso o valor do 
gráfico ficai
- X 2
* (A + é»A + 20)
r ) , j2 CK. , //„ Aí ,
4abcd PS v
(A.13)
onde
I2 <K =
PS V
r A , d d
q
1
-
*
^ C 2ff)d (q2V 2j J
-* 2
, í
(A.14)
+ 5 per,
O gráfico tem três interaçSes >v^  r e o fator de simetria é
S=(4í)Sx3 . O seu valor é- :
- Ê ± ‘
4!
r  ^ «
4r (4 ! >3 X 3 r u -r . r I <K+K , V Z , A ) + 5 per
3: 4abef 4eghc 4gfhd 4- 1 2 ■}
Fazendo-se a multiplicação dos F , a expressão fica:
4
X
" ^ ■ 2 7  [[3 A + 1 0 ) Á QbA cd+ [A + 6 ] A acA bd+  (A + 6 j A adA bc] r4 K + K 2 ' ^ * A ] + 5
No ponto simétrico, somamos todas as suas permutaçSes , e com isso o 
gráfico tem o seguinte valor :
-1 2
2 I  Í5Ü + 2 2I F w I Ík , /j2f A] 9 J 4cxbcd 4 PS v J (A.15)
onde
4PS k „ 2,a]= r f^  ^  J q  » o  1 2
d d- dd rA q q 1 2
q (2n) 2d
(A.16)
Pela conservação do momento total: K = — jK +K +K I v 4 1 2 3j
IO )
—>--»— 4-
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Este gráfico tem uma única inserção (L=l)r e o fator de simetria é
S = 21. O seu valor &:
21 2 ! Ú ab (A.17)
11)
Este gráfico tem uma inserção do momento externo p , uma interação 
X , e o fator de simetria é S=4í. O seu valor é:
4
5 T  ST 4 1  r * « b c c  W V  S ’ A> -
Da eq. (2.29) se obtém o valor de T e a integral
4abcc2
I (K „ p, p , A) é igual à eq. (A.12). O valor do gráfico <§•:PS
* <A+2) , , („ _
. .Ç í l S l J L i .
(A.18)
12)
Este gráfico tem uma inserção p, duas interações e fator
2
de simetria S=(41) . O seu valor é:
f— :-1 —  —  (4 • >2 r  r[41J 2! 2! 1 ’ 4abcd I2 ( K ,, p, //, À) ,4cdee PS v
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r r  f— ) Z a
4a.bcd 4cdee 3 J ctb
e a integral I2 (K. T p, fj2 r A) é igual á eq. (A.14).
PS V
O valor final do gráfico é :
> 2  í ^ ) 2  * *  [ v  -  A ]  • < A - 1 9 1
onde
4
13)
Este gráfico tem inserção p, duas interaçSes X e fator de
2_sime_tr.ia_ JS=2x„(4 1.)__-__0. seu valor__é.:______________ __ ___
( í í f  5 7  k  2 * < 4 ! ’ 2  r 4ocde r ^ d.b ' 4PS [ V  P - A ]
onde
(A+2)
4acde 4cdeb 3 *
e a integral (K. , p, fj2, A) é igual à eq. (A. 16).
O valor final do gráfico é:
í t t 21 * < * ' « .  [Kf  p - S '  A] • ( f t - 2 0 >
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Pela conservação do momento total: = — |k -^*-pj
ba
14)
Este gráfico tem uma interação X , e o fator de simetria é  
seu valor é:
sf 3! '
15) + 2 per.
Este gráfico tem uma interação X e uma X , o seu fator de
3 4
é S = 3x4! „ e o seu valor é:
Í f - V I L ^ ]  3„.. * r
3 î J 4 î J ade 4bcd»
onde
a r = x A K »ade 4bede o abc
e a integral I CK » fJ t A) é igual à integral I
No ponto simétrico obtem—se
X X  á- I (K , fj t A) .
3 4 abc PS 1
(f
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(A.21)
simetria
//, A).
.22)
q - K »  q - K <
Este gráfico possui uma interação \ e duas X^ , e o 
simetria é S = 3x(4!)Z . O seu valor é;
{■X33!~ fk4 i Jt- 3x (4 í )z a j r r  ^ i2 Ík , a2  [ ode -*defg 4fgbe 1
onde
A T  r = ^ A ,
ade 4-defg 4fgbc 9 abc
2 2e a integral I ( F jj t A) é igual à integral I
No ponto simétrico vale
- A w I2 (K , A»2, A)4 abc PS i
+ 2 per.
Este gráfico possui uma interação X e duas X , e o
3 4
de simetria é S = (4L) x3- O seu valor é:
seu fator de
2 ( K + K 2, v , Aí.
(A.23)
seu fator
{- rx4! c 41}2 x 3 a r r2: def 4adeg 4fgbc [*V A'2* A] + 2 Per"[»
onde
A T  r = 5" a
def «adeg 4fgbc v abc
2 2 e a integral I (K , fj f A) é igual à integral I (K +K f fj ,A) .
4 í. 4 1 2
No ponto simétrico vale
- | X X2 A I (K , f j 2 , À) .3 3 4 abc 4SP í < A .24)
18) 2 per.
Este gráfico possui uma interação X e duas X , e o seu fator de
2
simetria é S = (4!) x3. O seu valor é :
l 31
onde
4 ! r H ’ * 3 - , r r „ade 4bafg 4cefg
a r r
ade 4bdfg 4cefg
(A+6) ,
9 abc
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- X X2 — - I ÍK , A*-2, A] , (A.25)3 4 6 abc 4 PS [. 1 r- * j
e pela conservação do momento tota 1 ) .
No ponto simétrico esse gráfico tem o seguinte valor
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