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a b s t r a c t 
A numerical method based on an adaptive octree space discretization for the simulation of displacement 
of free surfaces is proposed and applied to 3D free surface ﬂow problems. A VOF approach is combined 
with a mass-conserving semi-Lagrangian time-stepping scheme. An interface prediction algorithm is used 
to reﬁne the octree at the predicted location of the interface in order to ensure detail preservation. Sub- 
sequently, the ﬂuid is advected and a coarsening algorithm adapts the mesh to avoid excess reﬁnement 
in non-interfacial regions. SLIC and decompression algorithms are used for post-processing to limit nu- 
merical diffusion and correct numerical compression of the VOF function. The scheme is unconditionally 
stable with respect to the CFL number and does not require solving of a linear system. The octree scheme 
allows anisotropy and reﬁnement of interfacial cells to an arbitrary level. It does not require a 2:1 cell 
size ratio condition between neighbouring cells. Numerical validation is done on benchmark test cases 
and results are compared with the structured analog. The scheme is coupled with a Stokes solver on a 
tetrahedral grid for solving of time-dependent Navier–Stokes equations and numerical results are com- 
pared with experimental water wave proﬁle measurements. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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c  1. Introduction 
Free surface ﬂuid ﬂow simulations require eﬃcient methods to
describe the transport of the liquid-air interface and to preserve its
topological complexity throughout the simulation. This challenging
task has been investigated using several different approaches
yielding different tradeoffs between robustness, speed, stability
and accuracy. Most schemes take either a particulate Lagrangian or
a grid-based Eulerian approach. Some Lagrangian methods such as
smoothed particle hydrodynamics (SPH) [1,2] , grid based particle
method (GBPM) [3] and moving least square approximations (MLS)
[4,5] avoid explicitly describing the free surface altogether by us-
ing a particle-based approach which leads to a natural handling
of topological changes in the ﬂuid bulk. The free surface then
has to be reconstructed for instance using the marching cubes
algorithm [6,7] . Other Lagrangian schemes such as front-tracking
algorithms [8,9] track the free surface with connected marker
particles at the interface whereas the ﬂow ﬁeld is computed on
a stationary grid. As a consequence, the interface is tracked accu-∗ Corresponding author. Tel.: +41 216934246. 
E-mail addresses: viljami.laurmaa@epﬂ.ch (V. Laurmaa), marco.picasso@epﬂ.ch 
(M. Picasso), gilles.steiner@epﬂ.ch (G. Steiner). 
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0045-7930/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article uately but topological changes in the interface can require complex
lgorithms to reconnect the marker particles correctly. The more
ecent Remeshed Particle Methods (RPM) [10] are semi-Lagrangian
chemes based on following trajectories originating at grid points
nd projection is based on explicit remeshing kernels yielding
rbitrary order methods. Level set methods [11–14] are Eulerian
ethods which describe the interface implicitly by handling a
unction called the level set function. The level set function takes
ositive values inside the liquid, negative values outside the liquid
nd the interface is then given by the zero level set of that func-
ion. The setting yields a smooth description of the interface and
ccurate normals but the original algorithm suffers from a ﬂuid
ass loss when solving the advection equation [15] . Subsequent
orks have signiﬁcantly improved that aspect using e.g. massless
arker particles [16] . A review of many of these methods can also
e found in [17–19] . Another Eulerian approach for resolving free
urface ﬂows consists in using a two-phase ﬂow model where
he ﬂow is resolved both in the liquid and the air. The eﬃcient
apturing of a discontinuous interface by a continuous ﬁeld then
equires mesh-adaptive methods such as in [20,21] . 
Volume of ﬂuid (VOF) methods [22–24] are popular Eulerian
chemes that track the ﬂuid volume on a grid using a discretiza-
ion of the discontinuous characteristic function. This function ϕ,
alled the volume fraction or color function, takes value one insidender the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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a  he liquid and zero outside and interfacial cells satisfy 0 < ϕ <
. Interface breakup and reconnection require no ad hoc treatment
ith this approach. Volume conservation is naturally maintained
hrough the advection of ϕ given by the continuity equation 
∂ϕ 
∂t 
+ u · ∇ϕ = 0 
here u is the velocity of the ﬂuid. Since only a scalar volume
raction is stored for interfacial cells, the geometric reconstruction
f the interface requires speciﬁc treatment. The simple line inter-
ace calculation (SLIC) algorithm introduced in [25] consists in re-
onstructing the interface with axis-aligned segments (2D) or rect-
ngles (3D). Improved versions were developed in [22,26] . Several
igher order reconstruction techniques were subsequently devel-
ped [24,27,28] . Although it has been shown that SLIC algorithms
enerate spurious ﬂotsam in some scenarios [29] , higher order re-
onstructions such as PLIC typically require computing a normal
or the reconstructed plane and its location. Finding the location
f the plane involves solving an inverse problem with the con-
traint that the volume enclosed by the plane and the interfacial
ell should equal ϕh 3 where h is the cell size (3D) [28,30] . 
The use of a ﬁne structured cartesian grid for ﬂuid tracking
equires a prohibitive amount of cells for ﬁne-scale simulations.
his limitation can be overcome using dynamic adaptive meshing.
 natural and eﬃcient approach to achieve this is with an octree
tructure [31] . An octree structure is a hierarchical structure based
n an axis-aligned parallelepiped which is split into eight paral-
elepipeds and where each parallelepiped can be split into eight
urther parallelepipeds or remain unsplit, resulting in a tree-like
tructure. The octree structure allows eﬃcient reﬁning, coarsening,
ccess to neighbour, parent and children cells, as well as traversal
f all cells and retrieval of a cell containing a speciﬁed point. Free
urface ﬂow octrees solvers have been combined either with the
evel set method [32–34] or with a VOF approach [35] . 
In this paper we describe a 3D numerical scheme for solving
he time dependent advection equation using a VOF discretization
n an adaptive structured grid. The solver differs from standard
OF solvers in the sense that instead of a ﬂux-based advection, we
se an explicit unconditionally stable semi-Lagrangian scheme. The
cheme was introduced in [36] for ﬁxed structured grids and has
uccessfully been used to simulate bubbles with surface tension
omputation [37] and viscoelastic ﬂuid ﬂows [38] when coupled
ith the mass and momentum equations. The semi-Lagrangian na-
ure of the scheme bears some similarity with RPM [10] and Vortex
ethods [39] . In our scheme, cells are advected along their charac-
eristics and projected back on the grid after a reﬁnement step de-
igned to preserve detail at the interface. The characteristics based
ime-stepping scheme is not subject to the usual CFL condition but
llows for CFL numbers larger than one. Interfacial cells are re-
ned up to an arbitrary level of accuracy at every timestep, hence
reserving detail at the interface while coarsening cells away from
he interface. This new scheme allows a more accurate capture of
he free surface and does not require a 2: 1 cell size ratio be-
ween neighbours (or equivalently at most one hanging node per
ell face) as some operator discretization schemes require. A SLIC
lgorithm is used to avoid costly reconstruction computations at
he interface and enable fast projection on the octree. A smoothing
ased decompression scheme is implemented to limit numerical
ompression which occurs during projection. Given a complex do-
ain description, the octree can be reﬁned to capture the domain
oundary accurately using ﬂags to indicate which cells are inside
he computational domain. Handling of anisotropic cells with ar-
itrary aspect ratio is supported and described in Section 3.4 . The
urrent octree scheme can also be coupled with a Stokes equation
olver on a tetrahedral mesh to solve the full Navier Stokes equa-ions with the advantage of having coarse tetrahedra for solving
he Stokes equation and ﬁne interfacial cells. 
. Time discretization : the forward characteristics method 
This model is based on the advection equation solving approach
escribed in [36] and an outline is given here. 
A VOF approach is introduced for the description of the liquid
omain. Let  ⊂ R 3 be the bounded computational domain con-
aining the liquid at all times t ∈ [0, T ] where T is the ﬁnal time
f simulation. Let ( t ) ⊂ be the region occupied by the liquid at
ime t . 
Let ϕ :  × [0 , T ] → R the characteristic function of the liquid,
n other words the volume fraction of liquid which equals one if
iquid is present and zero if not. Let v :  × [0 , T ] → R 3 be a given
elocity ﬁeld. As an initial condition, we set the initial liquid do-
ain (0) = { x ∈  : ϕ(x, 0) = 1 } . The liquid domain ( t ) is then
eﬁned as { x ∈  : ϕ(x, t) = 1 } . 
Since the ﬂuid particles move at velocity v , the time evolution
f φ is given by the transport equation 
∂ϕ 
∂t 
+ v · ∇ϕ = 0 in  × [0 , T ] . (1)
Let X : [0 , T ] → R 3 be the characteristics (trajectories of the
uid particles) deﬁned by 
˙ 
 (t) = v (X (t ) , t ) ∀ t ∈ [0 , T ] , (2)
he solution of (1) then satisﬁes 
(X (t ) , t ) = ϕ(X (0) , 0) ∀ t ∈ [0 , T ] . 
Let T ∈ R + be the ﬁnal time and t = T N the timestep with N an
nteger. The time discretization points are t n = n t, n = 0 , 1 , ..., N.
et φn and n be approximations of φ and  respectively at time
 
n . The time discretization is as follows; we solve the advection
roblem (1) between t n and t n +1 by translation of cells with the
ethod of characteristics and a projection detailed in Section 3 to
btain ϕ n +1 which yields a new liquid domain n +1 . Let X ( t ; x, s )
e the solution of (2) with X(s ) = x . We then have 
(X (t n +1 ; x, t n ) , t n +1 ) = ϕ(x, t n ) ∀ x ∈ . (3)
Here, X(t n +1 ; x, t n ) will be approached by a 4-th order Runge
utta method but in principle any method can be used. 
Given an approximation X n +1 (x, t n ) of X(t n +1 ; x, t n ) and an ap-
roximation of φ( · , t n ), we compute ϕ n +1 with an approximation
f (3) given by 
 
n +1 (X n +1 (x, t n )) = ϕ(x, t n ) . (4)
he diﬃculty resides in conciliating the Lagrangian approach of the
pproximation (4) with a Eulerian spatial discretization. This will
e achieved by translating cells of the spatial discretization along
heir characteristics and projecting them on the mesh. In the se-
uel the projection of (4) is presented on a structured grid and
hen on the octree. 
. Advection with the octree 
.1. Uniform structured grid 
The implementation of (4) on a uniform cartesian grid as in
36] is recalled. It consists in decomposing the domain into an
xis-aligned cartesian structured grid with cell size h . Each cell is
ndexed by a 3-dimensional index ijk . The characteristic function φ
t the center of cell ijk and at time t n is denoted ϕ n 
i jk 
. Using (4) , the
dvection step for cell ijk consists in advecting ϕ n 
i jk 
by X n +1 (c i jk , t n )
nd projecting it back on the grid where c ijk is the center of cell
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Fig. 1. ϕ n 
i j 
is transported along the characteristics and then projected back on the 
grid. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. The octree structure as a mesh (left) and as a graph (right) with Morton 
ordering. Everytime a cell in the octree is split into 8 cells, the corresponding node 
in the graph gets 8 children nodes. The leaf nodes in the graph, shown in purple, 
are the computational cells in the mesh. 
Fig. 3. Choosing B x , B y and B z allows adjusting of cell anisotropy. The level 0 corre- 
sponds to an oct divided in 8 in 3D, here in 4 in 2D for illustration purposes. 
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c  ijk . For any receiver cell D in the structured grid its φ value after
projection is given by 
ϕ n +1 (D ) = 
∑ 
i, j,k 
v olume (D ∩ X n +1 ( ˜  C i jk , t n )) 
v olume (D ) 
where ˜ C i jk represents the cell C ijk shifted by X 
n +1 (c i jk , t n ) with c ijk 
the cell center of C ijk . A 2-dimensional illustration is given in Fig. 1 .
The large memory consumption of the structured grid is a
drawback that becomes apparent when running large scale simula-
tions. These high memory requirements motivate the switch from
a structured cartesian grid to a more ﬂexible adaptive structure.
Nonetheless, we would like to have an axis-aligned structure in or-
der to preserve the computational speed of the projection step. 
3.2. Octree deﬁnition 
Structured adaptive grids have been successfully used in com-
putational ﬂuid dynamics. The Adaptive Mesh Reﬁnement (AMR)
framework described in [40] uses a base structured grid and over-
lays hierarchical patches of ﬁner structured grids over regions with
large error. Octree structures [31] , [41] consist in embedding the
computational domain in an axis-aligned parallelepiped and split-
ting it into 8 parallelepipedic cells of equal dimensions. Each cell
can then be recursively split into 8 further cells or kept as is. This
structure allows full ﬂexibility in the reﬁnement level of each cell
while satisfying our requirement to have an axis-aligned structured
mesh. As illustrated in Fig. 2 , the process yields a graph which has
the property of being a tree [42] , hence the name octree. Previ-
ous works have used octree structures to solve the Euler and the
Navier–Stokes equations using either ﬁnite volume methods [43]
or more commonly, ﬁnite difference methods [35] , [44] . Imple-
mentations of octree-based Navier–Stokes free-surface ﬂow solvers
using ﬁnite differences have also been developed, either coupled
with a level set method [33] , [34] for surface-tracking or with a
Volume Of Fluid (VOF) method [45] . Our scheme will also be using
a VOF-type discretization but a semi-Lagrangian method for time-
stepping instead of a classic VOF method. 
Each node of the graph which is split in 8 further nodes will be
called a parent node of its 8 children nodes. The 8 children nodes
are numbered according to their Morton ordering [46] illustrated
in Fig. 2 . Nodes that have no children are called leaf nodes and
correspond to computational cells in the mesh. 
We will derive a new scheme by replacing the structured uni-
form grid with an octree structure with VOF-type ﬂuid tracking
which will allow both accurate capture of the interface and coars-
ening of the mesh away from the interface, hence decreasing mem-
ory usage of the scheme. We eventually want to implement a
transport equation solver on a non-structured grid using an explicitemi-Lagrangian scheme based on (4) . Illustrations are done in 2D
or simplicity but the numerical scheme is implemented in 3D. 
The octree graph is illustrated along with its corresponding oc-
ree mesh in Fig. 2 . The base axis-aligned parallelepiped corre-
ponding to the base node in the octree graph is chosen to be the
ounding box of the computational domain. 
In the Fig. 2 , the level 0 consists of a grouping of 8 cells which
e call an oct . In order to avoid having the bounding box dictate
he anisotropy of cells, we instead subdivide the bounding box into
n array of level 0 octs with respectively B x , B y , B z octs in direc-
ions x, y, z as illustrated in 2D in Fig. 3 . This deﬁnes the level 0
ell grid. Each subsequent subdivision adds one to the level of the
orresponding cell. More formally, the level of a cell C is deﬁned as
V. Laurmaa et al. / Computers and Fluids 131 (2016) 190–204 193 
Fig. 4. Example of octree reﬁnement around the interface ( t ). Interfacial cells are 
level l f ine = 3 , liquid cells are level l coarse = 1 and empty cells are level l = 0 . 
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r   where m is the number of edges in the octree graph separating
he node corresponding to C from a level 0 node as seen in Fig. 2 . 
We choose the maximum reﬁnement level of the octree l ﬁne 
ccording to the desired accuracy of the spatial discretization at
he interface. We also choose the level l coarse which is the minimal
evel of liquid cells deﬁned below according to the desired accu-
acy of the discretization of the velocity ﬁeld. 
The parameters B x , B y , B z , l ﬁne and l coarse fully specify the cell
spect ratio, the smallest cell size and maximal liquid cell size
nd remain constant throughout the simulation. An example of ad-
ection with the octree with the chosen parameters B x = B y = 1 ,
 coarse = 1 and l f ine = 3 is shown in Fig. 4 . 
Numerical experiments have indicated that the choice l coarse =
 f ine − 2 (i.e. the edge length of liquid cells is at most 4 times larger
han the edge length of smallest cells) seems to be a good one
n the sense that it yields a good tradeoff between eﬃciency and
rror. This choice is discussed further in Section 4 . 
In Section 3.4 we will explain how complex domains can be
epresented by reﬁning the octree at the boundary and using ﬂags
o set cells to inside or outside the domain. 
.3. Integrating the octree into the advection scheme 
Our goal is to implement (4) on an octree rather than a struc-
ured grid. Let us denote by D n the octree mesh at time t n which
e will see how to initialize. At time t n , to each cell of the octree
esh C ∈ D n are associated the ﬁelds φn ( C ) and v n ( C ) which are
iecewise constant approximations of respectively φ( ·, t n ) and v ( ·,
 
n ) at the center of the cell C . An octree advection step starts withhe octree grid D n . A prediction algorithm reﬁnes the octree so as
o preserve interfacial detail and yields the reﬁned grid D n +1 / 2 . In
he advection step, φ is advected and ϕ n +1 is deﬁned on the grid
 
n +1 / 2 . ϕ n +1 is then post-processed in the decompression step to
nsure 0 ≤ ϕ n +1 ≤ 1 . Finally, the octree is coarsened which yields
he grid D n +1 . 
Algorithm 1 gives an outline of the scheme which we will detail
n the following sections. 
lgorithm 1 Summary of the octree advection. 
1. Initializing the octree 
2. Iterate for n = 0 , 1 , 2 , ... 
(a) Interface prediction reﬁnement 
(b) Advection 
(c) Decompression 
(d) Coarsening 
nitializing the octree 
Given the initial condition ϕ(· , 0) :  → R , we deﬁne the ini-
ial liquid domain (0) = { x ∈ | ϕ(x, 0) = 1 } . At ﬁrst the initial
ctree mesh D 0 consists of the bounding box subdivided into a
ser-speciﬁed grid of level 0 cells as explained in Fig. 3 . For now,
e suppose that the bounding box of the computational domain
s the computational domain itself but it is possible to extend the
ormulation to more complex domains, see end of Section 3.4 . 
The initialization process is illustrated in Fig. 5 . Let us denote by
 
C 
i 
the i th vertex of cell C , i = 0 , ..., 7 , and by x C m the center of cell
 . We recursively reﬁne cells intersecting the region of the space
 
+ = { x ∈ | ϕ(x, 0) > 0 . 5 } (superlevel set) until every such cell C is
t level l coarse as shown in Fig. 5 b. We say that a cell is intersecting
 
+ if at least one of its vertices x C 
i 
, i = 0 , ..., 7 satisﬁes ϕ(x C 
i 
, 0) >
 . 5 . 
Now that all liquid cells are reﬁned to a desired level l coarse , we
eﬁne to level l ﬁne the cells intersecting the interface as shown in
194 V. Laurmaa et al. / Computers and Fluids 131 (2016) 190–204 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Interface prediction reﬁnement. Each vertex is translated with the displace- 
ment computed from the center of its associated cell with the Runge Kutta scheme. 
The cell containing the resulting point is reﬁned until it has same level as the orig- 
inal cell. 
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s  Fig. 5 c and d. Let us deﬁne the level set which corresponds to the
initial interface 
L = { x ∈ | ϕ(x, 0) = 0 . 5 } . 
We say that a cell is intersecting the level set L if at least one of
its vertices x C 
i 
, i = 0 , .., 7 satisﬁes ϕ(x C 
i 
, 0) ≥ 0 . 5 and another vertex
x C 
j 
satisﬁes ϕ(x C 
j 
, 0) < 0 . 5 . We recursively reﬁne all cells in D 0 in-
tersecting L until all such cells are at level l ﬁne . 
After the octree reﬁnement, we deﬁne φ0 ( C ) for each cell C ∈
D 0 . We set ϕ 0 (C) = 1 if C intersects L + and is at level l coarse , we
set ϕ 0 (C) = 0 . 5 if C intersects L and otherwise we set ϕ 0 (C) = 0 . 
Interface prediction reﬁnement 
A crucial feature of the numerical scheme is detail preservation
at the interface and we present a procedure to ensure that the in-
terface is always captured by ﬁne cells. Note that it is possible to
extend the algorithm to reﬁne the octree in the bulk of the ﬂuid in
regions of high velocity gradients for better accuracy. No such ex-
tension is considered in this work since we focus on detail preser-
vation at the interface but this could be implemented given a re-
ﬁnement criterion. We ﬁrst deﬁne precisely what we mean by liq-
uid and interfacial cells. A cell C ∈ D n is called liquid if φn ( C ) ≥ 0.5.
A cell C ∈ D n will be called interfacial if it is at level l ﬁne and shares
a face with a neighbouring cell C n such that one of the following
conditions is satisﬁed. Either C is liquid while C n is non-liquid, or
C is non-liquid while C n is liquid. 
Before transporting φ, it is necessary to reﬁne the octree in re-
gions that will receive interfacial cells. We achieve this by doing a
ﬁrst prediction pass as follows. 
D n is modiﬁed to ascertain suﬃcient reﬁnement of receiver
cells in the advection process; this yields the reﬁned grid D n +1 / 2 .
D n +1 / 2 will be receiving advected cells but we still need D n to ad-
vect cells from. Let C ∈ D n , l C the level of cell C , x C m the center of C
and x C 
i 
for i = 0 , ..., 7 the vertices of C . Again, X n +1 :  × [0 , T ] →
R 
3 gives an approximation of the displacement of a ﬂuid parti-
cle by following the characteristics for one timestep with velocity
v using a classical 4th order Runge Kutta method, see Section 2 .
The reﬁnement algorithm is illustrated in Fig. 6 and described in
Algorithm 2 which yields D n +1 / 2 , the reﬁned octree. 
Algorithm 2 Interface prediction reﬁnement at time t n . 
D n +1 / 2 ← D n 
for all cell C ∈ D n do 
for all vertex x C 
i 
of C do 
set receiver cell C r to cell in D n +1 / 2 which 
contains x C 
i 
+ X n +1 (x C m , t n ) 
while l e v el (C r ) < l e v el (C) do 
split C r in D n +1 / 2 
set C r to cell in D n +1 / 2 containing 
x C 
i 
+ X n +1 (x C m , t n ) 
end while 
end for 
end for 
This algorithm ensures that receiver cells in D n +1 / 2 are at least
of the same level as the cells in D n to be projected. Note that the
displacement vector X n +1 (x C m , t n ) which approximates a piece of
the characteristics is computed from cell center x C m and not from
the vertex x C 
i 
in order to reﬁne the mesh at the points where the
cell will be projected during the advection phase. It is necessary to
perform this reﬁning algorithm on liquid cells and on non-liquid
interfacial cells. 
Non-liquid interfacial cells need to be treated for the following
reason. When the interface coincides with cell faces (or cell edgesn 2D), a full cell is neighbouring an empty cell. During initializa-
ion, if the initial φ function returns 0 when evaluated on vertices
xactly on the interface, the full cell will be reﬁned to l ﬁne . How-
ver, if the evaluation returns 1, only the empty cell will be reﬁned
o l ﬁne . If the empty cell is reﬁned up to l ﬁne and the full cell is
oarse, we need to treat the empty cell to ensure that at the next
tep, interfacial cells remain at level l ﬁne . This can also happen dur-
ng simulations, although rarely. 
D n +1 / 2 has now been deﬁned and ϕ n +1 will now be deﬁned on
he grid. 
dvection 
In the reﬁnement step we have ensured that cells from the
ctree D n will be advected on cells of at least same level of re-
nement of the reﬁned octree D n +1 / 2 . We need to deﬁne ϕ n +1 on
 
n +1 / 2 and to do this we translate cells of D n along characteristics
nd project them on D n +1 / 2 . This scheme implements (4) on the
ctree and is used in [36] on structured grids. 
In a Eulerian setting such as ours, we use a semi-Lagrangian
cheme where cells are transported using the velocity at their cen-
er and projected onto the octree. The projection scheme is neces-
ary since the advected cell will rarely if ever coincide exactly with
nother cell. Let C ∈ D n be a cell to be transported and projected.
he scheme consists in treating C with a SLIC algorithm described
elow, then transporting it and ﬁnding the cells of D n +1 / 2 inter-
ecting the transported cell. Each such cell will receive a contribu-
ion to its φ value weighted by the volume of the intersection. 
Note that the scheme is unconditionally stable with respect to
he Courant (or CFL) number and so we can choose arbitrarily large
imesteps as long as the Runge Kutta scheme captures the charac-
eristics to a desired level of accuracy. Some numerical schemes
uch as [34,35] make use of a graded octree which requires a 2: 1
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Fig. 7. Octree advection. 
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v  ell size ratio between neighbouring cells to simplify gradient and
ux calculations. This requirement is not necessary here due to the
atural handling of different cell sizes via projection. 
The SLIC algorithm that we apply is a simple generalization of
he SLIC algorithm presented in [36] which was adapted from [26] .
ecall that the algorithm reduces numerical diffusion and consists
n redistributing the ﬂuid inside cells C with 0 < φ( C ) < 1 such
hat the ﬂuid is “pushed” against faces shared with neighbouring
iquid cells. We retrieve the values of φn ( C a ) where C a are adjacent
ells and according to the distribution of the values φn ( C a ) around
he cell, we select the “pushing” pattern. 
The choice of the SLIC algorithm and not one of the higher or-
er reconstruction techniques such as PLIC [24,27,28] is motivated
y computational speed. Indeed, computing the reconstructed par-
llelepipedic shape is straightforward for SLIC as is projecting the
xis-aligned parallelepiped on an axis-aligned structured uniform
rid during the advection phase. For more advanced algorithms
uch as PLIC, an inverse problem has to be solved to compute the
econstruction [28,30] . We may try to compensate the loss of ac-
uracy for not using a PLIC-type method by reﬁning the octree fur-
her, increasing l ﬁne . 
We can apply the same algorithm in the octree for cells having
nly adjacent cells of same level. The “pushing” patterns remain
he same. Two more scenarios are possible however. The adjacent
ells can either be of lower or of greater level. Note that the latter
ase can occur even though large cells are not interfacial. Indeed,
ue to the discretization error and the projection described in this
ection, it can happen that 0 < φ( C ) < 1 for cells C with level
 < l ﬁne . 
If the adjacent cell is of lower level (i.e. the adjacent cell is
arger in size), we can use the same procedure as for equal size
ells. However, if an adjacent cell is of greater level (i.e. the adja-
ent cell is smaller in size), we have multiple adjacent cells in that
articular direction and it is not clear which pattern to choose. In
his case, we choose the pushing pattern as if there were a unique
djacent cell C u such that ϕ n (C u ) = ϕ u , where φu is as follows. 
• If all adjacent cells C a satisfy ϕ(C a ) > 1 − 	SLIC , set ϕ u = 1 
• If all adjacent cells C a satisfy φ( C a ) < 	SLIC , set ϕ u = 0 
• Otherwise set ϕ u = 0 . 5 
here 	SLIC = 0 . 05 . The choice of φu has to reﬂect the values of
( C a ) of the adjacent cells C a in that direction. If all such cells
ave values close to one in the sense that φ( C a ) > 0.95, we can
rguably assume that they are within the bulk of the ﬂuid mod-
lo some numerical compression/diffusion. It has been observed in
umerical simulations that the perturbations on φ inside the ﬂuid
ulk due to numerical compression/diffusion is smaller than 0.05,
hich motivated the choice of 	SLIC = 0 . 05 . 
We now introduce the core of the advection scheme that solves
3) on the octree. The translation of the cells and projection on the
ctree are analogous to the scheme on the uniform structured grid
llustrated in Fig. 1 . 
Let us call X n +1 (C, t n ) the translation of cell C ∈ D n by vector
 
n +1 (x C m , t n ) where x C m is the center of cell C . X n +1 (C, t n ) shall be
he resulting transported parallelepiped. For each cell C , let us de-
ne ˜ C as the fraction of C resulting from applying the SLIC algo-
ithm to the cell C . If C is a full cell, we simply have ˜ C = C as
hown in Fig. 7 a. Instead of advecting cell C , we advect ˜ C as shown
n Fig. 7 b and denote by X n +1 ( ˜  C , t n ) the translation of ˜ C with vec-
or X n +1 (x C m , t n ) . In the case of small ﬂuid volumes, a translation
f ˜ C by X n +1 (x ˜ C m , t n ) could also be considered since x C m can fail to
elong to ˜ C . 
To project the parallelepiped X n +1 ( ˜  C , t n ) onto the octree, we
ook for all cells in D n +1 / 2 intersecting it. Let us denote P i ( ˜  C ) ∈
 
n +1 / 2 the i -th cell intersecting X n +1 ( ˜  C , t n ) where i ranges from
 to the number of cells in the intersection. For each non-empty cell C , a contribution of 
v olume (P i ( ˜  C ) ∩ X n +1 ( ˜  C , t n )) 
v olume (P i ( ˜  C )) 
ill be added to ϕ n +1 (P i ( ˜  C )) . An illustration of this process is
hown in Fig. 7 . 
Another equivalent formulation arises when we consider the re-
eiver cell instead of the cell to be projected. For each cell D ∈
 
n +1 / 2 , ϕ n +1 (D ) is given by 
 
n +1 (D ) = 
∑ 
C∈D n 
v olume (D ∩ X n +1 ( ˜  C , t n )) 
v olume (D ) 
. 
If ﬂuid is projected outside the computational domain, it is
tored in a buffer and redistributed later in the cavity using the
ecompression algorithm. ϕ n +1 has now been deﬁned on D n +1 / 2 
nd will be post-processed to ensure 0 ≤ ϕ n +1 ≤ 1 . 
ecompression 
When the timestep is large, a cell D ∈ D n +1 / 2 can have a VOF
alue ϕ n +1 (D ) > 1 after the advection step as illustrated in Fig. 8 .
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Fig. 8. When the timestep is large, numerical compression can occur and a cell gets 
a φ value greater than 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Stencil used for the median ﬁlter applied to the octree. 
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AThis is meaningless since φ is a marker quantity designed to deﬁne
the ﬂuid domain with ϕ = 0 in the absence of ﬂuid or ϕ = 1 in its
presence. We will therefore set ϕ n +1 (D ) = 1 for those cells and re-
distribute the excess ﬂuid in the cavity in order to enforce mass
conservation. Heuristic decompression algorithms such as in [36]
are proposed to accomplish this task. These heuristic algorithms
consist in choosing a priority function θ : D n +1 / 2 → R and redis-
tributing the total excess ﬂuid to the cells in D n +1 / 2 in decreasing
order of their θ values. Algorithm 3 describes this process more
Algorithm 3 Decompression algorithm with priority function θ . 
b ← 0  b is a buffer storing the excess ﬂuid
for all cell C ∈ D n +1 / 2 do 
if ϕ n +1 (C) > 1 then 
b ← b + (ϕ n +1 (C) − 1) V (C) 
ϕ n +1 (C) ← 1 
end if 
end for 
A h ← 
{
C ∈ D n +1 / 2 | 0 < ϕ n +1 (C) < 1 }
while b > 0 and | A h | > 0 do 
choose C in A h which maximizes θ (C) 
remove C from A h 
s ← 1 − ϕ n +1 (C)  Fraction of non-liquid
space in cell 
ϕ n +1 (C) ← min (1 , ϕ n +1 (C ) + b 
V (C ) 
) 
b ← max (0 , b − s V (C)) 
end while 
formally. V ( C ) indicates the volume of C where C ∈ D n +1 / 2 . The de-
compression algorithm ends when the buffer is empty or when
there are no more cells to decompress to. In the latter case, we
keep the buffer for the next iteration so as to conserve mass. 
Classic decompression. We call the classic decompression the one
used in [36] which consists in choosing θ = ϕ n +1 . This means that
we redistribute the ﬂuid ﬁrst to cells with highest ϕ n +1 values. 
Median ﬁlter smoothing decompression. This algorithm is similar to
the classic decompression but instead of choosing θ = ϕ n +1 , we
choose for θ a smoothing of ϕ n +1 . The motivation behind this is
to redistribute excess ﬂuid on the cells which have highest ϕ n +1 
values and whose neighbours also have high ϕ n +1 values. Thus, we
hope to ﬁrst redistribute excess ﬂuid in the bulk of the ﬂuid and
only then on the interface. We choose the median ﬁlter [47] as a
smoothing operator for two main reasons. First, the ﬁlter only re-
quires the φ values of the adjacent cells to the one we want to
apply the smoothing to, which makes the overhead for neighbour
search in the octree relatively low. Second, the ﬁlter has some de-
sirable noise-suppressing properties (see e.g. [48] ). The median ﬁlter works by retrieving the median value of a
ompact stencil. Suppose that we have a two-dimensional struc-
ured grid G s of cells C i, j and a ﬁeld ϕ : G s → R that we want to
lter. Let ϕ s : G s → R be the ﬁltered ﬁeld. It is deﬁned as the me-
ian of a multiset as follows 
 s (C i, j ) = median 
{
ϕ(C i −s, j−t ) , s, t ∈ {−1 , 0 , 1 } 
}
. 
In three dimensions, the median ﬁlter thus requires getting the
values of 26 neighbouring cells and of the cell to be ﬁltered. To
pply this ﬁlter on the octree, we can apply the ﬁlter as is but
e need to treat the cases where the cell has larger neighbours or
maller neighbours. 
Suppose now that we want to get the ﬁltered value of ϕ n +1 at
ell C ∈ D n +1 / 2 where C has neighbours of same size or larger, h C is
he edge length of C (we suppose it is a cube here) and x C m is the
enter-point of C . We use the 27 point compact stencil centered
t x C m of distance between adjacent nodes h C which we denote
 C illustrated in Fig. 9 a. The ﬁltered value of ϕ 
n +1 is the median
f the multiset 
{
ϕ n +1 (D ) , D ∈ D n +1 / 2 containing p, p ∈ S C 
}
, allow-
ng duplicate values. If a cell contains two nodes of the stencil, its
 
n +1 value should appear twice in the expression of the multiset. 
Now suppose that we want to get the ﬁltered value of ϕ n +1 at
ell C ∈ D n +1 / 2 where C also has neighbours of smaller size. For a
oint of the stencil p ∈ S C , if the cell C has smaller neighbours in
he direction p − x C m , the point p will be a common vertex of 8
ells and we do not get a unique value of φ. We choose instead to
ake the average value of ϕ n +1 (C i p ) where C i p are the cells sharing a
ace or an edge with cell C in direction p − x C m . We add this value
o the multiset instead. The Fig. 9 b illustrates this case; the cells
haring an edge or face are marked with a circle. 
We choose to use the median ﬁlter smoothing decompression
or our simulations. The ﬂuid is redistributed ﬁrst in cells with liq-
id neighbours before being redistributed in interfacial cells. As a
onsequence, a smaller number of spurious holes develop in the
ulk of the ﬂuid compared to the classic decompression algorithm.
he redistribution does not follow the physics of the problem but
s considered to be a post-processing which corrects spurious ﬂuid
ompressions. Redistribution algorithms based on the physics of
he problem could be considered but we have found the median
lter decompression to yield satisfactory results in little computa-
ional time. It should be noted that the amount of numerical com-
ression tends towards zero as cell size decreases. 
We compute the smoothing of the ϕ n +1 ﬁeld and apply
lgorithm 3 to enforce 0 ≤ ϕ n +1 (C) ≤ 1 ∀ C ∈ D n +1 / 2 . 
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Fig. 10. Coarsening process. 
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Fig. 11. Memory map of an oct. 
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After the advection and decompression steps, we coarsen non-
nterfacial cells for memory and speed gains and deﬁne the ﬁnal
rid D n +1 . From the point of view of the octree graph, coarsening
eans removing 8 children nodes in the octree graph belonging
o the same parent. From the point of view of the octree mesh,
his means joining 8 cells belonging to the same parent cell. The
alues of ϕ n +1 of the parent cell will be given by the average of
he corresponding values of its 8 children cells. 
The goal is to coarsen the cells as much as possible while sat-
sfying the following requirements. 
• Liquid cells should not be coarsened further than the level
l coarse 
• Interfacial cells should not be coarsened 
• Eight cells C i can only be coarsened if they all satisfy either of
the conditions 
ϕ n +1 (C i ) ≥ 1 − 	liquid , i = 0 , ..., 7 or ϕ n +1 (C i ) = 0 , i = 0 , ..., 7 . 
The ﬁrst requirement is present to preserve an accurate repre-
entation of the velocity ﬁeld when evaluating the velocity ﬁeld
t cell centers. The second requirement is needed to keep interfa-
ial cells at level l ﬁne so as to preserve an accurate representation
f the interface. The last requirement is needed because when the
imestep is large, it can happen that a cell C in the bulk of the ﬂuid
ith level l < l ﬁne takes a value of ϕ 
n +1 (C) < 1 . For these reasons,
e also allow a relaxed coarsening if the cell is not fully liquid
ut ϕ n +1 (C) is close enough to 1. In that case, we set ϕ n +1 (C) = 1
or the coarsened cell C and the buffer containing the ﬂuid to re-
istribute in the decompression algorithm at the next timestep is
ecreased so as to enforce mass conservation. The buffer will then
emporarily be negative until compression occurs at the next step.
t has never been observed that the buffer would stay negative
hroughout simulations. 
It is important to note that only coarser cells than l ﬁne are
reated, which means that they are not interfacial cells and should
ither satisfy ϕ = 0 or ϕ = 1 . To fully take advantage of the octree
oarsening capabilities, it therefore makes sense to coarsen those
ells further potentially sacriﬁcing some accuracy for performance.
umerical results in Section 4 conﬁrm that this does not prevent
ccurate tracking of the interface and in fact can even improve the
esults in diﬃcult test cases where spurious bubbles appear in the
on-adaptive algorithm. We have found 	liquid = 0 . 1 to yield satis-
ying results. The coarsening process is illustrated in Fig. 10 . We
pply the coarsening procedure on the octree D n +1 / 2 and obtain a
oarsened octree D n +1 . .4. Octree implementation 
An eﬃcient octree implementation has to be adapted to the nu-
erical scheme described above, therefore the following features
re desirable. Low memory overhead, eﬃcient traversal of the oc-
ree and retrieval of parent, child, neighbour cells and of leaf cells
ontaining a speciﬁed point are all features that need to be satis-
ed by our octree implementation. 
Recently, a pointerless implementation of the octree was pro-
osed in [49] . An integer indexing system identiﬁes uniquely each
ct and retrieving parent, children and neighbour cells amounts to
imple arithmetic operations. This eliminates the need for refer-
nces to other cells and yields a memory overhead of 5 8 words
er cell. The tree-like structure is replaced with a simple hash
ap whose keys are integers identifying each oct which makes the
tructure easier to handle and slightly more eﬃcient. 
We take advantage of the strategy used in [49] and extend it
o allow cells of arbitrary aspect ratio. This is done by replacing
he single base parallelepiped by an array of base parallelepipeds
hich can be chosen so as to get the desired cell aspect ratio. We
lso allow for more complex domains with the use of a ﬂag indi-
ating whether a cell is inside or outside the domain. 
Let us drop the assumption that the computational domain is a
arallelepiped and let the axis-aligned bounding box of the com-
utational domain be of dimensions (L x , L y , L z ) ∈ R 3 . 
As illustrated in Fig. 11 , an oct stores in memory a base integer
riplet ( a, b, c ), the reﬁnement level , an index integer triplet ( i, j, k ),
 leaf ﬂag indicating which cells are leaves and a domain ﬂag indi-
ating which cells are in the computational domain. It also stores
he physical quantities associated with its 8 cells. 
Recall that in order to avoid having the bounding box dictate
he anisotropy of cells, we subdivide it into an array of octs with
espectively B x , B y , B z octs in directions x, y, z as illustrated in
ig. 3 . Such octs are set to level 0 and will be called base octs . Any
ct in the octree belongs to a unique base oct and the base integer
riplet ( a, b, c ) represents the coordinates of that base oct in the
rray. 
The index ( i, j, k ) of an oct is recursively deﬁned as follows. Let
he index of a base oct be (0, 0, 0). Suppose that the index of an
ct is ( i, j, k ), then its 8 children octs have indices deﬁned by 
(2 i + δi , 2 j + δ j , 2 k + δk ) , δi , δ j , δk ∈ { 0 , 1 } . 
 2D example illustration is provided in Fig. 12 . 
The simple recursive deﬁnition of the index makes it easy to
etrieve the parent oct’s index ( i p , j p , k p ) given a child oct’s index
 i, j, k ). It is given by 
(i p , j p , k p ) = 
(⌊
i 
2 
⌋
, 
⌊
j 
2 
⌋
, 
⌊
k 
2 
⌋)
. 
Assume for simplicity that there is a single base oct in the oc-
ree, i.e. B x = B y = B z = 1 . Given an oct of level l , another way of
omputing the index is simply to count its coordinates in an array
f octs of level l . . This means that if an oct with index ( i, j, k ) has
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Fig. 12. Oct indices. 
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b  a neighbour oct of same level of index ( i n , j n , k n ), we have 
(i n , j n , k n ) = (i + γi , j + γ j , k + γk ) , | γi | + | γ j | + | γk | = 1 , 
γi , γ j , γk ∈ {−1 , 0 , 1 } . 
As a consequence, an oct is uniquely deﬁned by its level, base
and index and its coordinates can be computed. Let ( x 0 , y 0 , z 0 ) be
the vertex of the bounding box which has minimal ( x, y, z ) coor-
dinates and recall that the bounding box has dimensions ( L x , L y ,
L z ). The dimensions of an oct of level l , base ( a, b, c ) and index
( i, j, k ) are 
(
L x 
B x 2 l 
, 
L y 
B y 2 l 
, 
L z 
B z 2 l 
)
and its vertex which has minimal
coordinates is given by 
(x v , y v , z v ) 
= 
(
x 0 + L x 
B x 
(
a + i 
2 l 
)
, y 0 + 
L y 
B y 
(
b + j 
2 l 
)
, z 0 + L z 
B z 
(
c + k 
2 l 
))
. 
The oct structures are indexed in a hash table using an ID which
uniquely encodes level, base and index of an oct. Here we modify
the deﬁnition of ID given in [49] to allow arrays of base octs which
permit arbitrary cell aspect ratios. Given an oct of level l , base ( a,
b, c ) and index ( i, j, k ) we deﬁne the ID as 
ID = a + bB x + cB x B y + B x B y B z 
( 
l−1 ∑ 
n =0 
2 3 n + i + j2 l + k 2 2 l 
) 
. 
Note that if the number of base octs in each direction are
powers of two, the information encoded into the ID can be re-
stored using fast binary operations. With this strategy, it is easy
retrieve parent octs and children octs from the octree. Indeed, to
retrieve the parent oct of an oct with index ( i, j, k ), we simply com-
pute the parent index ( i 2  ,  j 2  ,  k 2  ) which allows us to compute
the parent ID and query the hash map with it. 
To retrieve a leaf oct containing a point ( x, y, z ) we ﬁrst com-
pute its base 
(a, b, c) = 
(⌊ 
x − x 0 
L x 
B x 
⌋ 
, 
⌊
y − y 0 
L y 
B y 
⌋
, 
⌊ 
z − z 0 
L z 
B z 
⌋ )
. 
Assuming that a leaf oct of level l exists in the octree, we can com-
pute its index 
(i l , j l , k l ) 
= 
(⌊ 
2 l 
(
B x 
L x 
(x − x 0 ) − a 
)⌋ 
, 
⌊
2 l 
(
B y 
L y 
(y − y 0 ) − b 
)⌋
, 
×
⌊ 
2 l 
(
B z 
L z 
(z − z 0 ) − c 
)⌋ )
. 
We then compute the ID and query the hash map. Usually we do
not know the level l of the leaf oct containing the point in advance,
so a simple strategy is to start from level l ﬁne and query decreasing
level octs until the query is successful. Since hash maps are also equipped with algorithms for eﬃcient
raversal of all elements, we have satisﬁed all the desired features
f our octree implementation. 
The handling of complex domains is supported via the domain
ag. The octree is initially reﬁned up to level l ﬁne for all cells in-
ersecting the domain boundary. The domain boundary surface can
e triangulated to desired accuracy to achieve this. In order to pre-
erve the domain boundary detail, we will not allow coarsening
urther than this reﬁned initial octree throughout the simulation.
e do not discuss this aspect further since it is of little relevance
or advection problems but will be important in the extension of
his scheme to solve the full Navier–Stokes equations. 
. Numerical results 
The octree convection scheme was implemented in C++ us-
ng standard STL containers and was benchmarked on a system
quipped with a 3.30 GHz Intel Xeon E5-2643 processor and 32GB
AM. The scheme was benchmarked on a single core but could be
arallelized by decomposing the domain and implementing a lo-
al version of the decompression algorithm on each subdomain.
arallelizing would require special care in decomposing the do-
ain such that the load is balanced as equally as possible over all
rocessors. A Hilbert space-ﬁlling curve such as proposed in [49]
ould be adapted to our octree implementation to do so. 
The reported memory usage is the total physical memory al-
ocation for our program performed by the operating system and
herefore includes an overhead which becomes negligible as mem-
ry usage increases. All of the presented test cases have the prop-
rty that ϕ(0) = ϕ(T ) . The L 1 error is then the L 1 norm of the dif-
erence between ﬁelds φ at ﬁnal time and at time t = 0 , thus the
nitial space discretization error is excluded from it. 
Comparisons are performed against the structured non-adaptive
nalogue of our convection scheme which is described in [36] .
he forward Euler scheme for approximating characteristics in the
tructured grid solver is however changed to an order 4 Runge
utta method. 
The cell size of the structured non-adaptive grid is set to h min 
here h min corresponds to the smallest cell size of the octree. 
.1. Rotation of Zalesak’s sphere 
A 3-dimensional version of the classic Zalesak’s disk test case
s used as a numerical error and performance benchmarking tool
or the octree convection scheme [15] . A 3-dimensional slotted
phere of radius 0.15 initially centered at (0.5, 0.75, 0.5) is rotated
 full circle around the point at (0.5, 0.5, 0.5) in the z = 0 . 5 plane
n a [0, 1] × [0, 1] × [0, 1] domain with ﬁnal time T = 2 . The
lot is deﬁned by the intersection with the sphere and the planes
 = 0 . 725 ,x = 0 . 475 and x = 0 . 525 . The numerical simulation is il-
ustrated in Fig. 13 and restores the initial slotted sphere at the
nal time with great accuracy. 
Fig. 14 shows a cut of the slotted sphere at initial and ﬁnal
imes. It illustrates how the octree accurately captures the sur-
ace of the slotted sphere and how the interfacial cells remain ﬁne
hroughout the simulation, while the inner cells remain coarse. 
A crucial point to consider in the choice of numerical parame-
ers is the CFL number, CF L = | u | t/h min which is an adimensional
umber representing the maximal number of cells traversed by the
uid in one iteration. Classical VOF methods require the condition
FL ≤ 1 because they perform advection using an explicit scheme
nd consider ﬂuxes between adjacent cells. The numerical domain
f dependence needs to contain the true domain of dependence
or stability [22] . Our method is however unconditionally stable
ith respect to the CFL and does not require a linear system to
e solved. Low CFL values even tend to introduce more numerical
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Fig. 13. Zalesak’s sphere test case. 
d  
p  
c  
t  
t  
g  
a  
a  
h
 
s  
0  
1  
r  
m  
i  
d  
c  
t  
n  
c  
s  
s  
t  
S  
s
 
d  
s  
r  
w  
o  
t
 
h
 
v  
g  
v  
s
 
l
o  
a  
C
Fig. 14. Octree mesh cut of Zalesak’s sphere at initial and ﬁnal times with a CFL 
number of 19.2 and h min = 2 . 60 × 10 −3 . Only cells D with φ( D ) ≥ 0.5 are displayed. 
CPU time was 7 minutes. The mesh contains 191506 cells while its structured ana- 
log contains 884736 cells. 
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fiffusion due to the smaller timesteps and hence more numerous
rojections. The characteristics method has been shown in [50] to
onverge in O( h 2 t + h + t) where the h 
2 
t error term stems from
he interpolations at each timestep. In order to keep the interpola-
ion error small, the CFL should therefore be kept fairly large. The
oal is therefore to choose the CFL number so as to strike a bal-
nce between error due to numerical diffusion at low CFL values
nd error arising from the failure to follow the characteristics at
igh CFL values. 
A comparison of several CFL values is shown in Fig. 15 . We
et h min = 2 . 60 × 10 −3 and vary the timestep between 0.00125 and
.08 to obtain the results. We set l coarse = l f ine − 2 , hence h coarse =
 . 04 × 10 −2 and we will discuss this choice below. As expected,
unning time behaves as t −1 and memory usage stays approxi-
ately constant. L 1 error decreases at ﬁrst but then attains a min-
mum for very large CFL numbers. The use of Runge Kutta of or-
er 4 to follow the characteristics allows large CFL numbers in the
ase of simple stationary velocity ﬁelds such as this one. Note that
he octree performs about four times better both in terms of run-
ing time and memory usage with comparable errors for this ﬁxed
ell size. In a second comparison, we study the convergence of the
chemes as both cell size and timestep tend to zero while the CFL
tays constant. Even though higher CFL values yield lower running
ime and error, some splitting schemes for solving the full Navier
tokes equations may require a smaller timestep. We choose to
tudy convergence for a CFL of 19.2. 
For a ﬁxed CF L = 19 . 2 , the benchmarking consists in setting 4
ifferent values of h min for both the octree and fully structured
chemes. The baseline value of h min is 1/192 and the simulation is
un using ﬁner meshes with respectively C · h min = 1 , 1/2, 1/4, 1/8
here C = 192 . The baseline timestep is set to t re f = 0 . 08 and in
rder to keep a constant CFL value, the timestep is chosen such
hat the ratio h min / t remains constant. 
Recall that for the octree, we have set l coarse = l f ine − 2 , i.e.
 min = h coarse / 4 . 
Results are shown in Fig. 16 . Running time for the structured
ersion behaves as h −4 
min 
compared to h −3 
min 
for the octree. Memory
rowth behaves as h −3 
min 
for structured and h −2 
min 
for the octree. Con-
ergence rates of the L 1 errors seem to behave as h 0 . 9 
min 
for both
tructured grid and octree. 
Our earlier choice of ﬁxing l coarse = l f ine − 2 is justiﬁed as fol-
ows. At a relative liquid cell size of h coarse = 4 h min and for h min 
f the order of cell sizes benchmarked above, the interfacial cells
re responsible for most of the memory usage (70% ± 5%) and
PU time. Taking coarser relative liquid cell sizes of h coarse = 8 h min r larger produces a larger error and negligible eﬃciency gains in
erms of CPU time and memory usage. 
Note that the number of interfacial cells is O (1/ h min 
2 ) and
he constraint h coarse = 4 h min implies that asymptotically the num-
er of liquid cells is O (1/ h min 
3 ). However, we have 1 / h coarse 
3 =
 / (64 h min 
3 ) which makes the multiplicative constant of the cu-
ic asymptotic growth of liquid cells much smaller than the mul-
iplicative constant of the quadratic growth of interfacial cells. We
herefore expect a gain of one order in terms of number of cells
or the octree scheme compared to the structured scheme until
he cubic growth of liquid cells becomes dominant. In performed
xperiments, even for the ﬁnest levels of reﬁnement, we have not
eached the point where growth of number of cells becomes cubic
or the octree. 
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Fig. 15. CPU time, memory usage and error benchmark of the octree scheme for Zalesak’s sphere for different CFL numbers and h min = 2 . 60 × 10 −3 . 
Fig. 16. CPU time, memory usage and error benchmark of the octree scheme for Zalesak’s sphere. h min is the smallest cell size, C = 192 and CF L = 19 . 2 . 
 
 
 
 
 
Fig. 17. Aulisa vortex test case. 4.2. Aulisa time-dependent vortex 
The next test case advects a sphere around a time-dependent
vortical velocity ﬁeld and is described in [51] . A 3-dimensional
sphere of radius 0.15 initially centered at (0.7, 0.5, 0.5) is subjected
to the following velocity ﬁeld with ﬁnal time T = 2 : 
u (x, y, z, t) 
= 
⎛ 
⎜ ⎝ 
sin 
2 (πx ) cos (πt/ 2) ( sin (π(y − 0 . 5)) − sin (π(z − 0 . 5)) ) 
sin 
2 (πy ) cos (πt/ 2) ( sin (π(z − 0 . 5)) − sin (π(x − 0 . 5)) ) 
sin 
2 (πz) cos (πt/ 2) ( sin (π(x − 0 . 5)) − sin (π(y − 0 . 5)) ) 
⎞ 
⎟ ⎠ 
The sphere gets deformed from t = 0 to t = 1 as shown in
Fig. 17 and is returned to its initial position at t = 2 . A delicate
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Fig. 18. CPU time, memory usage and error benchmark of the octree scheme for the Aulisa vortex test case for different values of maximal CFL numbers and h min = 
2 . 60 × 10 −3 . 
Fig. 19. CPU time, memory usage and error benchmark of the octree scheme for the Aulisa vortex test case. h min is the smallest cell size, C = 96 and CF L = 2 . 7 . 
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boint in this test case is the choice of the CFL since the velocity is
ero at t = 1 so a range of CFL values are covered throughout the
imulation. We will instead set the maximal CFL which is attained
t t = 0 . 
Results are shown in Fig. 18 . 
This time the L 1 error is lower for the octree scheme than for
he structured scheme due to the more complex velocity ﬁeld. In-
eed, the heuristic decompression and relaxed coarsening algo-
ithms which are designed for easier coarsening of liquid octreeells correct some spurious bubbles formed in the bulk of the
uid. 
A maximal CFL of 2.7 seems to give best results for the octree
tructure both in terms of error and memory usage. For lower and
igher maximal CFL values, spurious bubbles start to appear and
revent coarsening the bulk of the ﬂuid which results in increase
f error and memory usage. This test case in contrast with Zale-
ak’s sphere test case highlights the fact that the optimal CFL num-
er is heavily dependent on the velocity ﬁeld considered. 
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Fig. 20. Slice of a wave test case when coupling the octree scheme with a Stokes’ 
equation solver. The cavity is 14m long and the wave height is 0.1 m. 
 
t  
r  
w  
i  
s  
i
 
i  
e  
t  
s  
t  
d  
o  
Fig. 21. Pointwise height of the free surface throughout tiA convergence analysis is performed with CF L = 2 . 7 . This time,
he baseline value of h min is 1/96 and the simulation is again
un using ﬁner meshes with respectively C · h min = 1 , 1/2, 1/4, 1/8
here C = 96 . The baseline timestep is set to t re f = 0 . 02 and
n order to keep a constant CFL value, the timestep is chosen
uch that the ratio h min / t remains constant. Results are shown
n Fig. 19 . 
Running time and memory usage seem to behave as observed
n Zalesak’s sphere test case but as the octree scheme conserves its
rror convergence rate in approximately h min , the convergence for
he structured algorithm seems to stall. This behavior comes from
purious bubbles which are formed in the bulk of the ﬂuid but
hey can be corrected with adaptive time-stepping which is not
iscussed in this paper. However, the relaxed coarsening algorithm
f the octree seems to correct this problem and allow convergence.me on four different sensors for the wave test case. 
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 As a conclusion to the analysis of the octree convection scheme,
t appears that despite the error convergence in h min of the numer-
cal scheme, the scheme is able to accurately advect interfaces as
hown in the Zalesak’s sphere test case. The advantage of being
ble to choose CFL numbers much larger than 1 speeds up calcu-
ations and reduces computation time. CPU time and memory us-
ge growth for the octree are roughly one order lower than for the
tructured scheme when reﬁning timestep and cell size. For time-
ependent velocity ﬁelds, the relaxed coarsening algorithm of the
ctree scheme can even allow convergence when the structured
lgorithm does not. The adaptivity of the octree scheme and the
sage of fast algorithms allows accurate results in little time and
emory usage. 
.3. Coupling with a Stokes solver 
It is possible to decouple the Navier Stokes equations and use
he octree solver for the advection step along with a ﬁnite element
olver for the Stokes’ equations as is done in [36] for a structured
rid. An interpolation from the octree grid onto the ﬁnite element
esh is performed and then the Stokes’ equations are solved. Then,
he solution is interpolated back onto the octree grid. The full de-
ails are however outside the scope of this paper. 
The octree-based adaptive scheme has allowed us to run wave
imulations which were previously not possible with the struc-
ured grid. The experiment consists in generating a wave in a 14 m
ong tilted cavity with a paddle stroke. The water depth is 0.2 m,
he wave height is 0.1 m and the slope is 1 °. Experimental data has
een provided by the VAW 1 at ETH Zürich [52] and a snapshot of
he numerical simulation is shown in Fig. 20 . 
The ratio between the cavity length and the wave height of 140
akes this test case numerically challenging due to the necessity
o capture the low height of the wave while meshing the whole
avity. The octree-based scheme is well suited to such simulations
nd a convergence plot can be seen in Fig. 21 . The four plots indi-
ate pointwise height of the free surface throughout time on four
ifferent sensors. The experimental data measurements have been
erformed using UltraSonic Distance Sensors (USDS) in a setup
imilar to the one described in [53] . 
Next to the experimental data we have plotted the nu-
erical free surfaces for three reﬁnement levels of the oc-
ree. The parameters used were B x = 70 , B y = 1 , B z = 12 and
espectively t = 0 . 0125 , l coarse = 1 , l f ine = 3 for the coars-
st, t = 0 . 00625 , l coarse = 2 , l f ine = 4 for the intermediate and
t = 0 . 003125 , l coarse = 3 , l f ine = 5 for the ﬁnest reﬁnement. The
urves seem to converge towards a curve that is within measure-
ent error of the experimental curve. 
. Conclusion 
In this paper we have proposed a semi-Lagrangian octree solver
f the transport equation based on a VOF discretization. We have
hown that it was capable of accurately capturing the interface
hroughout the simulation of complex free surface ﬂows while
unning faster and with less memory than its analog on struc-
ured meshes, therefore allowing much larger simulations than
reviously to be run. We have successfully validated the scheme
ith transport equation benchmark test cases. A coupling with the
tokes equation to solve the time-dependent Navier Stokes equa-
ions shows agreement with experimental measurements of wa-
er waves. This coupling allows solving of Navier-Stokes on desktop
omputers for hydraulic engineers and will be detailed in a further
aper. 1 Versuchsanstalt für Wasserbau, Hydrologie und Glaziologie 
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