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Abstract
We present the path-sum formulation for OE[H](t′, t) = T exp( ∫ t′
t
H(τ) dτ
)
,
the time-ordered exponential of a time-dependent matrix H(t). The path-sum
formulation gives OE[H] as a branched continued fraction of finite depth and
breadth. The terms of the path-sum have an elementary interpretation as self-
avoiding walks and self-avoiding polygons on a graph. Our result is based on a
representation of the time-ordered exponential as the inverse of an operator, the
mapping of this inverse to sums of walks on graphs and the algebraic structure
of sets of walks. We give examples demonstrating our approach. We establish
a super-exponential decay bound for the magnitude of the entries of the time-
ordered exponential of sparse matrices. We give explicit results for matrices
with commonly encountered sparse structures.
Keywords: Time-ordered exponential, path-ordered exponential, path-sum,
differential equation, finite continued fraction, super-exponential decay
1. Context
The time-ordered exponential function OE[H](t′, t) = T exp( ∫ t′t H(τ) dτ),
also known as path-ordered exponential, is the unique solution of the system of
differential equations
H(t′)OE[H](t′, t) =
d
dt′
OE[H](t′, t) (1)
such that OE[H](t′, t′) = I is the identity at all times. We take H ∈ Cn×n[I],
n ∈ N\{0}, to be a matrix depending smoothly on the continuous variable t ∈ I,
which we call time without loss of generality. In spite of the importance of the
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time-ordered exponential as a solution of systems of differential equations with
variable coefficients Eq. (1), it is rarely studied within the same framework as the
more common matrix functions. It is for example absent from reference books
on matrix functions, e.g. Refs. [1, 2]. Rather, many studies concerning the
time-ordered exponential find their roots in physics, where it occurs abundantly:
for example in non-equilibrium quantum many-body physics and quantum field
theories. Practically speaking, the time-ordered exponential is often calculated
perturbatively via the Dyson series or Magnus series and related approaches
[3, 4]. A non-perturbative result for the time-ordered exponential, known as
the time-dependent Dyson equation, also exists. Ultimately however, the terms
involved in the Dyson equation (in particular the self-energy) are rarely known
explicitly, and the equation is rather used as a starting point for approximations:
for example in equilibrium and non-equilibrium Dynamical Mean Field Theory
(DMFT) [5, 6].
In this work, we establish a universal non-perturbative formulation for the
time-ordered exponential of a time-dependent matrix based on graph theoretic
considerations. This result presents the time-ordered exponential as a branched
continued fraction of finite depth and breadth, and permits analytical calcula-
tions. Our approach is based on three pillars: i) a representation of time-ordered
exponentials as inverses of operators; ii) a mapping between such inverses and
sums of walks on graphs; and iii) results on the algebraic structure of sets of
walks.
This article is organized as follows. In §2 we introduce a mapping be-
tween time-dependent and time-continuous matrices, which we define. Time-
continuous matrices incorporate time as a continuous row and column index in
addition to discrete indices. Using these, we reformulate in §3 the solution of the
system of differential equations of Eq. (1) as the inverse of the time-continuous
matrix constructed from I−H(t), I being the identity. We show that this inverse
always exists. Exploiting the Neumann series representation of this inverse and
the correspondence between matrix powers and walks on graphs, we obtain in
§4 a graph theoretic formulation of the time-ordered exponential function called
path-sum: an analytical expression involving only finitely many terms. We then
present examples demonstrating our approach. In particular, we show that the
time-dependent Dyson equation is the simplest non-trivial instance of the path-
sum formula, corresponding to the situation where the underlying graph has only
two vertices. Using the main result of §3, we obtain in §6 a super-exponential
decay bound for the magnitude of the entries of the time-ordered exponentials of
sparse matrices. We present explicit bounds for commonly encountered sparse
structures. Finally, in §7 we discuss the future prospects of graph theoretic
methods in numerical calculations of the time-ordered exponential function.
2. Required concepts
In this section we establish that the time-ordered exponential arise from the
inverse of a time-continuous inverse. In the next section we will exploit this
result to obtain a graph theoretic interpretation for OE[H](t′, t).
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2.1. Time-dependent and time-continuous matrices
Let t and t′ be two real variables, called times for simplicity. We restrict t
and t′ to a finite interval I ⊆ R. Let m[t′, t] be a n ×m, n,m ≥ 1, complex-
valued matrix of functions of at most two time variables t and t′ in I. We
say that m[t′, t] is a time-dependent matrix. Unless necessary we shall drop the
time-dependencies and write simply m for m[t′, t]. We denote by m(t2, t1) the
ordinary matrix obtained upon evaluating m at t′ = t2 and t = t1.
From now on, we only consider time-dependent matrices such that for all
(t′, t) ∈ I2, m(t′, t) exists and has finite norm. We denote the set of all such
matrices Cn×m[I2]. An addition operation + between matrices of Cn×m[I2]
is naturally defined element-wise: that is,
(
m1 + m2
)
ij
= (m1)ij + (m2)ij . A
product operation, denoted ∗, also exists and will be introduced below.
To any time-dependent matrix m ∈ Cn×m[I2] we associate a unique object
M ∈ Cn×m × I2 via the map Φ, which we define as follows:
Φ : Cn×m[I2] −→ Cn×m × I2, (2a)
m −→ Φ(m) = M := ∫
I
dt′
∫
I
dt m(t′, t)⊗ et′e†t , (2b)
or, adopting Dirac notation,
m −→ Φ(m) = M := ∫
I
dt′
∫
I
dt m(t′, t) |t′〉〈t|. (2c)
In these expressions, et′ ≡ |t′〉 is a continuous vector identically 0 at all times
except at t′ where it is infinite, e†t ≡ 〈t| is the dual of et ≡ |t〉, i.e. its conjugate
transpose and e†tet′ = δ(t − t′), the Dirac delta function. Equation (2c) is the
continuous analog of the representation of discrete matrices in terms of their
entries, e.g. B =
∑
i,j bi,j ε
†
iεj ≡
∑
i,j bi,j |i〉〈j|.
We call the elements of Cn×m× I2 such as M the time-continuous matrices.
Since the map Φ is clearly bijective, with Φ−1(M) = m, time-continuous matrices
are in one-to-one correspondence with time-dependent matrices. In addition, Φ
is linear so Φ
(
m1 +m2
)
= Φ
(
m1
)
+Φ
(
m2
)
, (m1,m2) ∈
(
Cn×m[I2]
)2
. Below we
also construct a product operation between time-dependent matrices.
2.2. Product operation for time-dependent matrices
We define a product operation between time-dependent matrices product by
requiring Φ be an homomorphism. Since Φ is bijective we can write
∗ : Cn×m[I2]× Cm×p[I2] −→ Cn×p[I2],
(m2, m1) −→ m2 ∗m1 := Φ−1
(
Φ(m2) .Φ(m1)
)
, (3)
and indeed Φ(m2 ∗m1) = Φ(m2) .Φ(m1). In Eq. (3), the . symbol represents the
usual matrix product for time-continuous matrices, which is readily obtained as
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the continuous analog of the matrix product between discrete matrices:
Φ(m2) .Φ(m1) =
∫
I
dt′
∫
I
dt
(∫ t′
t
dτ m2(t
′, τ)m1(τ, t)
)
⊗ et′e†t , (4)
where m2(t
′, τ)m1(τ, t) denotes the usual product between finite discrete matri-
ces. For clarity, we omit the . symbol from now on. Eqs. (3, 4) lead to
(
m2 ∗m1
)
(t′, t) =
∫ t′
t
m2(t
′, τ)m1(τ, t) dτ. (5)
Although Eq. (5) is reminiscent of a convolution, in general the ∗-product is not
a convolution since neither m1 nor m2 need be functions of the time differences
τ − t and t′− τ , respectively. Eq. (5) indicates that the ∗-product is a usual ma-
trix multiplication along the (continuous) time index. In Appendix Appendix
A we give the explicit expression of m∗n, the nth ∗-power of a time-dependent
matrix m, as well as a characterization of its ∗-inverse m∗−1.
We gather our results concerning Φ in a proposition:
Proposition 2.1. The map Φ forms a ring isomorphism between (Cn×n[I2],+, ∗)
and (Cn×n × I2,+, .).
Proof. Clearly both (Cn×n[I2],+, ∗) and (Cn×n × I2,+, .) are rings. We have
already proven that Φ is a linear bijective homomorphism and thus we only
need to verify that it maps the time-dependent identity to the time-continuous
identity. This is straightforward on noting that the time-dependent identity
associated with the ∗-product is 1∗ := δ(t′ − t)In, with δ(t′ − t) the Dirac delta
function. Then, since Φ is an homomorphism, Φ(1∗) is the time-continuous
identity.
In the following section we exploit the isomorphism Φ to translate questions
involving time-dependent matrices into questions involving time-continuous ones.
This leads to a surprisingly simple formulation for the solution of systems of lin-
ear differential equations with variable coefficients.
3. The time-ordered exponential is a time-continuous inverse
We define four time-continuous matrices related to the system of differential
equations Eq. (1):
Definition 3.1. Let In ∈ Cn×n, n ≥ 0, be the n × n identity matrix. Let
4
H(t) ∈ Cn×n[I2] depend on one time variable. We define
I := Φ
(
δ(t′ − t) In
)
, Time-continuous identity,
C := Φ
(
Θ(t′ − t) In
)
, Time-continous causality matrix,
A := Φ
(
Θ(t′ − t)H(t)
)
, Time-continous motion generator,
T := Φ
(
Θ(t′ − t)OE[H](t′, t)
)
, Time-continous propagator,
In these expressions, δ is the Dirac delta function and Θ(x) is the Heaviside step
function, with the convention that Θ(0) = 1, that is
Θ(x) :=
{
1 if x ≥ 0,
0 otherwise.
(6)
The relation between the time-continuous motion generator and propagator
is the main result of this section:
Theorem 3.1. Let I ⊂ R be a finite interval and H(t) ∈ Cn×n[I2]. Then
I − A ∈ Cn×n × I2 is invertible and the system of linear differential equations
H(t)v(t) = v˙(t) has time-continuous propagator
T = (I− A)−1C, (7)
or equivalently
Θ(t′ − t)OE[H](t′, t) = Φ−1((I− A)−1C)(t′, t), (8a)
=
∫ t′
t
Φ−1
(
(I− A)−1)(t′, τ) dτ, (8b)
for any (t′, t) ∈ I2.
Proof of Theorem 3.1. We prove the invertibility of I−A. The following Lemma
will be necessary:
Lemma 3.1. Let C be the time-continuous causality matrix on I. Then
Φ−1
(
C
m
)
= Θ(t′ − t) (t
′ − t)m−1
(m− 1)! , (9)
for t′ ≥ t on I.
Proof. The lemma follows from an induction. The result holds trivially for
m = 1. Supposing that it holds up to m and using the fact that Φ is a ring
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homomorphism, we have
Φ−1
(
C
m+1
)
= Φ−1
(
C
) ∗ Φ−1(Cm+1), (10)
=
∫
I
dτ Θ(t′ − τ)Θ(τ − t) (τ − t)
m−1
(m− 1)! ,
= Θ(t′ − t) (t
′ − t)m
m!
, (11)
which establishes the result.
Consider the series
SK [A](t
′, t) := e†t′
(
K∑
k=0
A
k
)
et, (12)
with t, t′ ∈ I and K ≥ 0 finite. To prove the invertibility of I−A on I we obtain
a finite upper bound for SK [A](t
′, t) for all K ≥ 0. First, if t′ < t, Θ(t′ − t) = 0
and thus SK [A](t
′, t) = 0 is trivially bounded for all K ≥ 0. Otherwise, for
t′ ≥ t,
‖SK [A](t′, t)‖ ≤
K∑
k=0
‖e†t′Aket‖,
≤
K∑
k=0
∥∥‖H‖k∞, I e†t′Cket∥∥. (13)
Using Lemma 3.1 for the norm of ‖e†t′Cket‖ yields
‖SK [A](t′, t)‖ ≤
K∑
k=0
‖H‖k∞, I
(t′ − t)k−1
(k − 1)! ,
= ‖H‖∞, I e‖H‖∞, I(t
′−t) Γ
(
K, ‖H‖∞, I(t′ − t)
)
(K − 1)! ,
≤ ‖H‖∞, I e‖H‖∞, I(t
′−t), (14)
where Γ(a, b) =
∫∞
b
ta−1e−tdt is the upper incomplete gamma function and
‖H‖∞, I = supt∈I ‖H(t)‖ is finite since H(t) ∈ Cn×n[I2]. Furthermore, by
Lemma 3.1 we have
lim
K→∞
‖SK [A](t′, t)− SK−1[A](t′, t)‖ = lim
K→∞
‖e†t′AKet‖ = 0. (15)
Therefore, the limit S∞[A](t′, t) := limK→∞ SK [A](t′, t) exists and, by Eq. (14)
and Fatou’s lemma, is bounded by
S∞[A](t′, t) ≤ ‖H‖∞, I e‖H‖∞, I (t
′−t). (16)
We have shown that on any finite time interval [t, t′] ⊆ I, the series∑∞k=0 Ak is
absolutely convergent. Hence I−A is invertible and e†t′(I−A)−1et = S∞[A](t′, t).
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Remarkably, as long as ‖H‖∞, I is finite, this holds regardless of the details of
H(t). In particular e†t′(I − A)−1et exists even when In − H(t) is not invertible
for some or all times t in I. Ultimately this is because the ∗-inverse of a time-
dependent matrix always exists: for example the ∗-inverse of the matrix which
is identically zero at all times is the ∗-identity denoted 1∗ := δ(t′ − t)In. This is
verified from the Volterra equation satisfied by (1∗ − 1∗)∗−1 − 1∗ (see Eq. (A.4)
of Appendix Appendix A.2.) These results are perhaps less surprising given
Lemma 3.1, which shows that, through powers of C, the inverse of I−A gives rise
to exponential functions of H. Such functions exist regardless of the invertibility
of H.
We turn to proving the formula for the time-continuous propagator T. Let
v(t) ∈ Cn×1[I] be a time-dependent vector such that for all t ∈ I, v(t) satisfies
H(t)v(t) = v˙(t). Let v := Φ
(
v(t)
)
be the corresponding time-continuous vector.
Then the result for T follows from a direct calculation of Tv− ATv. We have
Tv =
∫
I
dt′
∫
I
dt Θ(t′ − t)OE[H](t′, t) v(t)⊗ et′
=
∫
I
dt′
∫
I
dt Θ(t′ − t) v(t′)⊗ et′ (17)
and further
AT =
∫
I
dt′
∫
I
dτ
∫
I
dt Θ(t′ − τ)Θ(τ − t)H(τ)OE[H](τ, t)⊗ et′e†t ,
whence
ATv =
∫
I
dt′
∫
I
dτ
∫
I
dt Θ(t′ − τ)Θ(τ − t)H(τ)OE[H](τ, t)v(t) ⊗ et′
=
∫
I
dt′
∫
I
dτ
∫
I
dt Θ(t′ − τ)Θ(τ − t)H(τ)v(τ) ⊗ et′
=
∫
I
dt′
∫
I
dτ
∫
I
dt Θ(t′ − τ)Θ(τ − t)v˙(τ) ⊗ et′
=
∫
I
dt′
∫
I
dt Θ(t′ − t)
∫ t′
t
dτ v˙(τ) ⊗ et′
=
∫
I
dt′
∫
I
dt Θ(t′ − t)(v(t′)− v(t))⊗ et′ . (18)
where the second equality has been obtained by substituting OE[H](τ, t)v(t) =
v(τ), since v(t) is a solution for all t ∈ I. It follows that Tv−ATv = ∫Idt′ ∫Idt Θ(t′−
t)v(t)⊗ et′ . Finally, we have
Cv =
∫
I
dt′
∫
I
dt Θ(t′ − t)v(t) ⊗ et′ = Tv− ATv. (19)
Since this holds for all time-continuous vectors v that are solutions to the matrix
differential equation, and since I−A is invertible, we have T = (I−A)−1C, which
proves Eq. (7).
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We prove Eqs. (8a, 8b). Since Θ(t′−t)OE[H](t′, t) = Φ−1(T) by the definition
of T, Eq. (8a) follows immediately from Eq. (7). For Eq. (8b), define G(t′, t) by
Θ(t′ − t)G(t′, t) := Φ−1((I− A)−1). Then
Φ−1(T) = Φ−1
(
(I− A)−1C),
= Φ−1
(∫
I
dt′
∫
I
dτ ′Θ(t′ − τ ′)G(t′, τ ′)⊗ et′e†τ ′
∫
I
dτ
∫
I
dtΘ(τ − t)In ⊗ eτe†t
)
,
= Φ−1
(∫
I
dt′
∫
I
dtΘ(t′ − t)
(∫ t′
t
dτ G(t′, τ)
)
⊗ et′e†t
)
,
= Θ(t′ − t)
∫ t′
t
dτ G(t′, τ). (20)
This proves the Theorem.
Remark 3.1 (Ordered exponential of time-independent matrix). In the situa-
tion where H(t) ≡ H0 is time independent, it is well known that the time-ordered
exponential is simply a matrix exponential; that is, for t ≤ t′ we have
OE[H](t′, t) = eH0(t
′−t). (21)
This is recovered from Theorem 3.1 on noting that in this situation A = Φ
(
Θ(t′−
t)H0
)
= CΦ(H0). Hence, using Proposition 3.1, we have
OE[H0](t
′, t) = Φ−1
(
(I− A)−1C) ,
= Φ−1
( ∞∑
m=0
Φ(H0)
m
C
m+1
)
, (22)
Since Φ is a homomorphism, Φ(H0)
m = Φ(Hm0 ), and Lemma 3.1 leads to
=
∞∑
m=0
H
m
0 Θ(t
′ − t) (t
′ − t)m
m!
= Θ(t′ − t) eH0(t′−t). (23)
A consequence of this result is that the matrix exponential of any n×n complex
matrix is a submatrix of the inverse of a time-continuous matrix.
4. Path-sum formulation of the time-ordered exponential function
4.1. Context
The “most basic result of algebraic graph theory” (as described in [7]) states
that the powers of the adjacency matrix AG of a graph G generate all the walks1
on this graph [8]. This result extends to any matrix A, by constructing a graph
1Also called paths, i.e. trajectories on the graph.
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G = (V , E), with vertex set V and edge set E , and such that Aij 6= 0 ⇐⇒
(j, i) ∈ E . Then, the weight of the edge from vertex j to vertex i on G is Aij
and (Aℓ)ij is the sum of the weights of all walks of length ℓ from j to i [7].
The weight of a walk is simply the ordered product of the weight of the edges
it traverses. Note how the indices of a matrix, e.g. Aij , are written right-to-
left and correspond to an edge, (j, i), written left-to-right. This is because of
unfortunate conventions.
Now consider A, the time-continuous motion generator of Definition 3.1.
Since we have (I−A)−1 =∑ℓ≥0 Aℓ, it follows that (I−A)−1ij can be interpreted
as the sum of the weights of all the walks from j to i on a graph G associated with
A. Thus, the time-continuous propagator T and the time-ordered exponential
of H, both have an interpretation as a sum of weighted walks since, by Theorem
3.1, T = (I − A)−1C and Θ(t′ − t)OE[H](t′, t) = Φ−1(T). The time-ordered
exponential is therefore susceptible to a particular resummation technique based
on the structure of walk sets, called the method of path-sums.
In its most general form, the method of path-sums stems from a fundamental
algebraic property of the ensemble of all walks on any weighted graph: any walk
factorizes uniquely into products of prime walks, the simple paths and simple
cycles of G. A simple path, also known as self-avoiding walk, is a walk whose
vertices are all distinct. A simple cycle, also known as self-avoiding polygon, is
a walk whose endpoints are identical and intermediate vertices (from the second
to the penultimate) are all distinct and different from the endpoints. The path-
sum formulation for the sum of all walks weights on G is the representation
of this sum that only involves the primes. Since there are only finitely many
primes on any finite graph, the path-sum involves finitely many terms. For a
full exposition of the algebraic structure of walk ensembles at the origin of the
path-sum representation, we refer the reader to [9]. In §4.2 we give the path-sum
formulation for the time-ordered exponential OE[H](t′, t). We shall see that it
takes the form of a branched continued fraction of finite depth and breadth.
4.2. Path-sum formulation of the time-ordered exponential
We consider H(t) ∈ Cn×n[I2] a time-dependent matrix. Let G = (V , E) be
its associated graph: if there exists t ∈ I with Hβα(t) 6= 0, then (α, β) ∈ E . Let
G\{α1, · · · , αn} denote the subgraph of G with the set of vertices {α1, · · · , αn} ⊂
V and the edges incident to them removed from G. Let ΠG;αω and ΓG;α be the
set of simple paths from α to ω on G and the set of simple cycles from α to itself
on G, respectively. If G has finitely many vertices and edges, these two sets are
finite.
Theorem 4.1. The time-ordered exponential of H(t) is given by
OEωα[H](t
′, t) =
∑
p∈ΠG;αω
∫ t′
t
(
GG\{α,ν1,··· ,νℓ−1};ω ∗ Hωνℓ−1 ∗ · · · (24a)
· · · ∗ Hν2ν1 ∗ GG\{α}; ν1 ∗ Hν1α ∗ GG;α
)
(t′, τ) dτ,
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where p = (α, ν1, . . . , νℓ−1, ω) is a simple path of length ℓ from α to ω on G
and GG;α(t′, t), called a Green’s kernel, is given by
GG;α =
[
1∗ −
∑
γ∈ΓG;α
GG\{α,µ1,··· ,µℓ′−2};µℓ′−1 ∗ · · · ∗ GG\{α}; µ1 ∗ Hµ1α
]∗−1
, (24b)
with 1∗ := δ(t′ − t)In the time-dependent identity, γ = (α, µ1, . . . , µℓ′−1, α) is
a simple cycle of length ℓ′ from α to itself on G and the time dependencies have
been omitted for the sake of clarity.
Remark 4.1. In the situation where α = ω, Eq. (24a) simplifies to
OEG;αα[H](t′, t) =
∫ t′
t
GG;α(t′, τ) dτ,
with GG;α the Green’s kernel of Eq. (24b). It follows that this Green’s kernel
satisfies Θ(t′ − t)GG;α(t′, t) = Φ−1
(
(I− A)−1)
αα
.
Remark 4.2. The Green’s kernel GG;α is obtained recursively through Eq. (24b).
Indeed, GG;α is expressed in terms of Green’s kernels such as GG\{α,µ1,··· ,µℓ−2};µj−1 ,
which is in turn defined through Eq. (24b) but on the subgraph G\{α, . . . , µj−1}
of G. The recursion stops when vertex µj has no neighbour on this subgraph,
in which case
GG\{α,µ1,··· ,µℓ−2};µj−1 =
{[
1∗ − H(t)µjµj
]∗−1
if H(t)µjµj 6= 0 for some t ∈ I,
1∗ otherwise,
The Green’s kernel GG;α is thus a branched continued fraction of ∗-inverses and
which terminates at a finite depth.
Proof. We first show that any entry of the time-ordered exponential OE[H](t′, t)
of H is a sum of weighted walks on the graph G associated with H. We start
with Eq. (8b):
Θ(t′ − t)OE[H](t′, t)αω =
∫ t′
t
Φ−1
(
(I− A)−1)
αω
(t′, τ) dτ.
Since Φ is an homomorphism, Φ−1
(
A
k
)
(t′, t) = (H∗k)(t′, t) for k ∈ N, and the
Neumann series for (I−A)−1 yields (we have shown in the proof of Theorem 3.1
that this series always exists)
Θ(t′ − t)OE[H](t′, t)αω =
∫ t′
t
dτ
∞∑
k=0
(H∗k)αω(t′, τ),
=
∫ t′
t
dτ
∑
w∈WG;αω
w(w)(t′, τ), (25)
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Figure 1: The oriented triangle T , the graph corresponding to the time dependent matrix
H(t) of Example 5.1. The edge-weights are indicated in black, next to the edges.
where the second equality follows by virtue of the correspondence between ma-
trix powers and walks on the associated graph [7, 10]. In particular, recall that
the weight of a walk is the product of the weights of the edges it traverses, e.g.
the walk w = (µ0, µ1, µ2, . . . , µn) has weight w(w) = Hµnµn−1 ∗ · · · ∗ Hµ2µ1 ∗
Hµ1µ0 .
Second, we use the result of [9], which reduces a series of weighted walks,
such as the one of Eq. (25), into a sum of weighted simple paths and simple
cycles. This result is reproduced here for the sake of completeness:
Theorem 4.2 (Path-sum [9]). Let G be a weighted graph with weight function
w(.). Assuming existence, the sum of the weights of all the walks from α to ω
on G, ∑w∈WG;αω w(w) admits the path-sum representation∑
w∈WG;αω
w(w) =
∑
ΠG;αω
w(ω)′G\{α,...,νℓ} wωνℓ · · ·w(ν2)′G\{α} wν2α w(α)′G ,
where wµν is the weight associated with the edge ν → µ and w(α)′G is the sum
of the weights of all walks from α to itself on G. This quantity is recursively
obtained as
w(α)′G :=
[
I−
∑
ΓG;α
wαµm w(µm)
′
G\{α,...,µm−1} · · ·wµ3µ2 w(µ2)′G\{α} wµ2α
]−1
,
with I the identity.
Theorem 4.1 follows from Theorem 4.2 on noting that an edge α→ β of the
graph G corresponding to H has weight w(αβ) = Hβα and that these weights
multiply with the ∗-product. In particular, since w(α)′G is the sum of the weights
of all walks from α to itself on G, the correspondence between walks and matrix
powers implies w(α)′G = Φ
−1((I− A)−1)
αα
= Θ(t′ − t)GG;α(t′, t).
5. Examples
In this section we present three synthetic examples demonstrating the path-
sum formulation of the time-ordered exponential, Theorem 4.1.
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Example 5.1. In this example, we consider the following system of differential
equations on the interval I = [0, T ], T > 0, for t ∈ I
H(t)v(t) = v˙(t), H(t) =

0 t 00 0 1
1 0 0

 .
In spite of its apparent simplicity this system is not analytically solvable by the
native DSolve function of Mathematica. In particular, H(t) does not commute
with itself at different times: [H(t′),H(t)] = H(t′)H(t)−H(t)H(t′) 6= 0 for t′ 6= t.
The graph corresponding to H(t) is an oriented triangle, which we denote T ,
see Fig. (1)
Let us first show in detail how the entry in the first row and the first column
of the time-ordered exponential can be calculated. There is a single simple
cycle from vertex 1 to itself on T , namely 1 → 3 → 2 → 1. Furthermore T is
acyclic as soon as a vertex is removed from it. Thus, following Theorem 4.1,
the path-sum formulation for OE[H](t, 0)11 is:
OE[H](t, 0)11 =
∫ t
0
GT ;11(τ) dτ,
GT ;11(τ) =
(
1∗ −
Edge 1←2︷︸︸︷
t ∗
Edge 2←3︷︸︸︷
1 ∗
Edge 3←1︷︸︸︷
1︸ ︷︷ ︸
Triangle
)∗−1
(τ, 0).
To find the required ∗-inverse, let f(t′, t) := (t∗ 1 ∗ 1)(t′, t) = (t′− t)2t′/2. Then
the ∗-powers of f are given by
f∗n(t, 0) =
4n+1Γ
(
n+ 74
)
Γ
(
3
4
)
Γ(4n+ 4)
t3+4n
for n > 0 and f∗0(t, 0) = δ(t). The Neumann series
∑
n≥0 f
∗n then gives
(
1∗ − t ∗ 1 ∗ 1
)∗−1
(t, 0) = δ(t) +
1
2
t30F2
(
;
5
4
,
3
2
;
t4
64
)
= GT ;11(t)
from which we find
OE[H](t, 0)11 =
∫ t
0
GT ;11(τ) dτ = 0F2
(
;
1
4
,
1
2
;
t4
64
)
.
Similarly
OE[H](t, 0)22 = 0F2
(
;
1
2
,
3
4
;
t4
64
)
, OE[H](t, 0)33 = 0F2
(
;
1
4
,
3
4
;
t4
64
)
.
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Note how these entries differ from OE[H](t, 0)11, despite arising from circular
permutations of the same triangle (cycles 1321, 2132 and 3213). This is because
t and 1 do not ∗-commute, that is t ∗ 1 6= 1 ∗ t.
Since there is a single simple path between any two vertices of T , path-sum
formulation for the the off-diagonal elements is, for example,
OE[H](t, 0)12 =
∫ t
0
dτ
( Edge 2←1︷︸︸︷
t ∗ GT ;22
)
(τ), Path
=
∫ t
0
dτ
∫ τ
0
dτ ′ τ GT ;22(τ ′),
OE[H](t, 0)13 =
∫ t
0
dτ
(Edge 1←2︷︸︸︷
t ∗
Edge 2←3︷︸︸︷
1 ∗ GT ;22
)
(τ), Path
=
∫ t
0
dτ
∫ τ
0
dτ1
∫ τ
τ1
dτ2 τ GT ;33(τ1).
Similarly,
OE[H](t, 0)21 =
∫ t
0
dτ
(
1 ∗ 1 ∗ GT ;11
)
(τ), Path
OE[H](t, 0)23 =
∫ t
0
dτ
(
1 ∗ GT ;33
)
(τ), Path
OE[H](t, 0)31 =
∫ t
0
dτ
(
1 ∗ GT ;11
)
(τ), Path
OE[H](t, 0)32 =
∫ t
0
dτ
(
1 ∗ t ∗ GT ;22
)
(τ), Path
Calculating these (straightforward) integrals, the time-ordered exponential of H
is found to be
OE[H](t, 0) = (29)

Q 1
4
, 1
2
(t) 12 t
2Q 3
4
, 3
2
(t) 12 t
3Q 3
4
, 5
4
(t)− 16 t3Q 14 , 74 (t)
t2Q 1
2
, 5
4
(t)− 12 t2Q 14 , 32 (t) Q 12 , 34 (t) tQ 34 , 54 (t)
tQ 1
2
, 5
4
(t) 12 t
3Q 3
4
, 3
2
(t)− 13 t3Q 12 , 74 (t) Q 14 , 34 (t)


where Qa,b(t) = 0F2
(
; a, b; t4/64
)
. These expressions exactly match the nu-
merical solutions obtained by Mathematica and Matlab. We can also verify
H(t)OE[H](t, 0) = ddtOE[H](t, 0) holds numerically within a machine epsilon.
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Figure 2: The complete graph on two vertices K2, the graph corresponding to the time
dependent matrix H(t) of Example 5.2. The edge-weights are indicated in black, next to the
edges.
Example 5.2. In this example, we consider the following system of differential
equations on the interval I = [0, T ], T > 0, for t ∈ I:
H(t)v(t) = v˙(t), H(t) =
(
1 et
e−t 1
)
.
Again, this seemingly simple system is not analytically solvable by Mathemat-
ica’s native DSolve function and H(t) does not commute with itself at different
times. The graph G corresponding to H has the structure of the complete graph
on 2 vertices with self-loops denoted K2, see Fig. (2). According to Theorem
4.1, the path-sum formulation for OE[H]11 is
OE[H]11(t, 0) =
∫ t
0
dτ GG;11(τ),
GG;11 =
(
1∗ − 1︸︷︷︸
Self-loop
−
Edge 1←2︷︸︸︷
e−t ∗ GG\{1};22 ∗
Edge 2←1︷︸︸︷
et︸ ︷︷ ︸
Backtrack
)∗−1
.
Since the only cycle from 2 to 2 on G\{1} is the self loop 2→ 2 with weight 1,
we have
GG\{1};22 =
(
1∗ − 1︸︷︷︸
Self-loop
)∗−1
.
This quantity is easily obtained, (1∗ − 1)∗−1(t′, t) = δ(t′, t) + e(t′−t). Then, the
Neumann series for GG;11 gives
GG;11(t) = δ(t) +
1
10
e−
1
2 (
√
5−3)t
(
(5 +
√
5)e
√
5t + 5−
√
5
)
.
The entry OE[H]11(t, 0) of the time-ordered exponential of H(t) then follows by
integration. On using
∫ t
0
δ(τ)dτ = Θ(0) = 1, by consistency with our definition
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of the Heaviside Θ function Eq. (6), we find
OE[H]11(t, 0) = e
3t/2 cosh
(√
5 t/2
)− e3t/2√
5
sinh
(√
5 t/2
)
.
Similarly, since the only simple cycle from 1 to itself on G\{2} is the self-loop
1→ 1, we have GG\{2};11 = (1∗ − 1)∗−1 and
OE[H]22(t, 0) =
∫ t
0
dτ
(
1∗ − 1︸︷︷︸
Self-loop
−
Edge 2←1︷︸︸︷
et ∗ GG\{2};11 ∗
Edge 1←2︷︸︸︷
e−t︸ ︷︷ ︸
Backtrack
)∗−1
(τ),
= et/2 cosh
(√
5 t/2
)
+
et/2√
5
sinh
(√
5 t/2
)
.
The path-sum formulation for the off-diagonal elements of the time-ordered
exponential is easily obtained from the simple paths 2← 1 and 1← 2. We have
OE[H]12(t, 0) =
∫ t
0
dτ
(
GG\{2};11 ∗ et ∗ GG;22
)
(τ), Path
OE[H]21(t, 0) =
∫ t
0
dτ
(
GG\{1};22 ∗ e−t ∗ GG;11
)
(τ), Path
All together, the expression for the time-ordered exponential is
OE[H](t) = et/2
(
eta(t)− etb(t) 2 etb(t)
2 b(t) a(t) + b(t)
)
,
where a(t) := cosh
(√
5 t/2
)
and b(t) := sinh
(√
5 t/2
)
/
√
5. We verify analyti-
cally that this satisfies H(t)OE[H](t, 0) = ddtOE[H](t, 0), as required.
Example 5.3 (Time-dependent Dyson equation). Let H(t) ∈ Cn×n[I2] be a
2 × 2 block matrix. Let Hαα(t) and Hωω(t) designate the two diagonal blocks
and G be the corresponding graph (K2), which has only two vertices, α and ω.
In this situation, Hαα(t) and Hωω(t) are the weights of the self-loops on vertices
α and ω, respectively. Similarly, Hωα(t) and Hαω(t) designate the off-diagonal
blocks and are the weights of the edges (αω) and (ωα), respectively. Then
Theorem 4.1 states that the Green’s kernel at α is given by
GK2;α(t
′, t) =
[
I− Hαα − Hαω ∗ GK2\{α};ω ∗ Hωα
]∗−1
, (30)
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and GK2\{α};ω = (I− Hωω(t))∗−1. To show that this is the Dyson equation, we
introduce
G := GK2;α,
G0 :=
(
I− Hαα(t)
)∗−1
,
Σ := Hαω ∗ GK2\{α};ω ∗Hωα
: =
∫ t′
t
dτ ′
∫ τ ′
t
dτ Hαω(t
′)GK2\{α};ω(τ
′, τ)Hωα(τ).
Eq. (30) thus indicates that the Green’s kernel G obeys G = (G∗−10 − Σ)∗−1, or
equivalently,
G = G0 + G ∗ Σ ∗ G0.
This is the time-dependent Dyson equation [6], which arises naturally from re-
summations of the Dyson series for the time-ordered exponential in the context
of quantum many-body physics. This equation appears for example when con-
sidering a physical entity (for example a particle, or an ensemble of sites in a
solid) in contact with a large system. In this situation, the Hamiltonian driv-
ing the system + entity is naturally partitioned into four submatrices (blocks):
Hαα(t), which drives the isolated entity, Hωω(t) which drives the rest of the sys-
tem without the entity and Hωα(t) and Hαω(t), which represent the interactions
between the system and the entity.
Hence we see that the Dyson equation stems from Theorem 4.1 on the com-
plete graph on two vertices. In general, Theorem 4.1 can be seen as extending
the Dyson equation to an arbitrary number of systems/entities in contact with
each other, and providing an explicit non-perturbative formula for the self-energy
that involves finitely many terms for finite systems.
6. Decay properties
In the last 15 years, a number of significant results have established ex-
ponentially decaying bounds for the magnitude of the entries of holomorphic
functions of sparse matrices [11, 12, 13]. These results have given rise to a
flurry of applications in linear algebra and physics as they underly efficient ap-
proximation techniques, see for example [11, 14, 15]. As we shall see below,
the techniques used to prove these results do not extend to the time-ordered
exponential of time-dependent matrices which do not commute with themselves
at different times. In this section, we rely instead on Theorem 3.1 to establish
the super-exponential decay of the magnitude of the entries of the time-ordered
exponential of sparse matrices.
6.1. Super-exponential decay of the time-ordered exponential
We begin by briefly recalling the existing results concerning holomorphic
functions of sparse matrices. We follow the treatment of [13]. Let M ∈ Cn×n be
diagonalizable with spectral condition number κ(M). Let f be an holomorphic
16
function on an open subset U of C containing the spectrum of M. Let AM be
the matrix defined by
(AM)ij :=
{
1 if Mij 6= 0,
0 otherwise.
Let GM be the graph with adjacency matrix AM, and let d(i, j) be the length of
the shortest path from vertex i to vertex j on GM. Then there exists positive
constants K and 0 < λ < 1 such that [13]
|f(M)|j,i ≤ κ(M)Kλd(i,j). (32)
This establishes the exponential decay of functions of M along its sparsity pat-
tern GM. Ultimately, the proof of Eq. (32) relies on the existence of a Cauchy
integral representation for f(M),
f(M) =
1
2π i
∮
Γ
f(z) (zI−M)−1 dz, (33)
where i2 = −1 and Γ is a closed contour completely contained in U that encloses
the eigenvalues of M. This representation is lacking in the case of the time-
ordered exponential function of time-dependent matrices which do not commute
with themselves at different times.
Since we cannot rely on a Cauchy representation to bound the entries of the
time-ordered exponential of a sparse matrix, we turn instead to Theorem 3.1.
The theorem establishes that the time continuous propagator T is proportional
to (I− A)−1, which we have shown, can always be obtained from its Neumann
series
∑
n≥0 A
n. Using the Taylor series remainder theorem then leads to the
following bound for the entries of the time-ordered exponential of a sparse ma-
trix:
Proposition 6.1. Let I ⊂ R and H(t) ∈ Cn×n[I2]. Let AH be the adjacency
matrix associated to H and G the corresponding graph. Let d := d(α, ω) be
the length of the shortest path from vertex α to vertex ω on G. Define h :=
supt∈I maxα,β |Hαβ(t)| and let |WG;αω;k| be the number of walks of length k
from α to ω on G Then
|OE[H](t′, t)ωα| ≤
∑
k≥d
hk(t′ − t)k
k!
|WG;αω;k|, (34a)
with equality when H = hAH is time independent. Let ∆ be the maximum degree
of any vertex of G. If ∆ is finite we also have the weaker bound
|OE[H](t′, t)ωα| ≤ e∆h(t
′−t)
(
∆h(t′ − t))d
d!
. (34b)
The bound of Eq. (34b) demonstrates the super-exponential decay of the
ordered-exponential function of any time-dependent sparse matrix, contingent
on the assumption that ∆ is finite. Furthermore, the result of the proposition
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is non-trivial only when the maximum distance D := maxα,ω d(α, ω) between
any two vertices α and ω on G is infinite. Otherwise, a super-exponentially
decaying bound can always be found for any matrix, by choosing a large enough
multiplying constant.
Proof. Let α and ω be (possibly identical) vertices of the graph G associated
with H. Proceeding with Theorem 3.1 we have
Θ(t′ − t)OE[H](t′, t)ωα =
∫ t′
t
Φ−1
(
(I− A)−1ωα
)
(t′, τ) dτ.
Since Φ is an homomorphism, Φ−1
(
A
k
)
(t′, t) = (H∗k)(t′, t) for k ∈ N, and the
Neumann series for (I− A)−1 yields
Θ(t′ − t)OE[H](t′, t)ωα =
∫ t′
t
dτ
∞∑
k=0
(
H
∗k)
ωα
(t′, τ).
Writing the ∗-products explicitly (see Appendix Appendix A) we find
Θ(t′ − t)OE[H](t′, t)ωα =
∫ t′
t
dτ
∞∑
k=0
∑
w∈WG;αω;k
(35)
∫ t′
τ
dτ1
∫ t′
τ1
dτ2 · · ·
∫ t′
τk−2
dτk−1 Hνkνk−1(t
′, τk−1) · · ·Hν1ν0(τ2, τ1)Hν1ν0(τ1, t),
with WG;αω;k the ensemble of walks of length k from α to ω on G and w =
(ν0 · · · νk) ∈WG;αω;k. Now let h := supt∈I maxα,β |Hαβ(t)| and |WG;αω;k| be the
number of walks of length k from α to ω on G. Taking the norm on both sides
of Eq. (35) we obtain, assuming t′ ≥ t,
|OE[H](t′, t)ωα| ≤
∑
k≥0
∑
w∈WG;αω;k
hk
∫ t′
t
dτ
∫ t′
τ
dτ1
∫ t′
τ1
dτ2 · · ·
∫ t′
τk−2
dτk−1 1,
=
∞∑
k=0
hk
(t′ − t)k
k!
|WG;αω;k|. (36)
Recall that the distance from α to ω on G is d(α, ω). Since this distance is the
length of the shortest path from α to ω, there exists no walk from α to ω of
length strictly shorter than d(α, ω). Consequently, the set WG;αω;k is empty
when k < d(α, ω) and thus |WG;αω;k| = 0 for k < d(α, ω). Therefore, the sum
over k in Eq. (36) starts at k = d(α, ω). This proves Eq. (34a).
If the number of walks of length k from α to ω is unknown, we bound it
by powers of the maximum degree ∆ of any vertex of G: |WG;αω;k| ≤ ∆k [16].
Then, the Taylor series remainder theorem gives
|OE[H](t′, t)αω| ≤
∞∑
k=d
hk(t′ − t)k
k!
∆k ≤ e∆h(t′−t)
(
∆h(t′ − t))d
d!
This proves the proposition.
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Remark 6.1 (Matrices partitions). Proposition 6.1 extends to arbitrary parti-
tions of the matrix H into blocks on using the formalism for matrix partitions
presented in [10]. In this case, the proposition is unchanged except that the re-
sult becomes a bound on ‖OE[H](t′, t)ωα‖, the norm2 of the (ω, α)-block of the
time-ordered exponential. Furthermore, h is now h := supt∈I maxα,β ‖Hαβ(t)‖,
where ‖Hαβ(t)‖ is the norm of the block of H weighting the edge from β to α
on G.
6.2. Examples of super-exponential decay
The general upper bound of Eq. (34b) demonstrates super-exponential decay
of the time-ordered exponential of any finite time-dependent matrix H(t) as a
function of the distance d on the graph associated with H, contingent on the
assumption that ∆ is finite. Below we present explicit bounds for the ordered-
exponential function of matrices with commonly encountered structures.
Example 6.1 (Tridiagonal structure). We consider the situation where H(t)
has the structure of an infinite tridiagonal matrix at all times3. Then G is the
infinite path-graph with a self-loop on each vertex. The number of walks of
any length on this graph is |WG;αω;k| =
∑k
j=0
(
k
2j+d
)(
2j+d
j
)
, with d a shorthand
notation for the distance d(α, ω) from α to ω. Eq. (34a) then yields
|OE[H](t′, t)ωα| ≤ eh(t
′−t)Id
(
2h(t′ − t)), (37)
with In(z) the modified Bessel function of the first kind. This result is similar
to that obtained by A. Iserles for the matrix exponential of tridiagonal matrices
[17]. As expected, the above bound exhibits super-exponential decay with d
since Id(2x) ∼ xd/d! for d ≫ 1. As a comparison, the bound based on the
maximum degree yields |OE[H](t′, t)αω| ≤ e2h(t′−t)
(
2h(t′ − t))d/d!. For d ≫ 1
this is larger than the bound of Eq. (37) by a factor of e2h(t
′−t)2d.
Example 6.2 (Lattices). We consider the situation where the graph G associ-
ated with H(t) has the structure of Zδ, the infinite δ-dimensional lattice with a
self loop on each vertex (δ = 1 is the preceding case, δ = 2 is the square lattice
with self loops etc.). Let (0, 0, . . . , 0) and (a1, . . . , aδ) be the coordinates of ω
and α on Zδ, respectively, and let d be the (Manhattan) distance from α to ω.
Then Eq. (34a) gives
|OE[H](t′, t)ωα| ≤ eh(t
′−t)
δ∏
i=1
Iai
(
2h(t′ − t)).
This generalizes the super-exponential decay bound for tridiagonal matrices [17]
to Zδ-structured matrices, δ ∈ N\{0}. The bound is valid for both the expo-
nential and time-ordered exponential functions. The weaker bound Eq. (34b) is
2Any sub-multiplicative norm.
3As noted in Remark 6.1, our results extend to the case where H(t) is block tridiagonal at
all times.
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obtained with ∆ = 2δ and reads
|OE[H](t′, t)αω | ≤ e2δh(t
′−t)(2δ)d
hd(t′ − t)d
d!
.
For d≫ 1, this is larger than the bound obtained using the number of walks by
a factor e(2δ−1)h(t
′−t)(2δ)d.
Example 6.3 (Bethe lattices). We consider the situation where the graph G
associated with H(t) has the structure of the N th Bethe lattice (also known as
an infinite Cayley tree). This is the infinite regular tree with degree N ≥ 2. We
denote this graph by BN . The number of walks of length 2n+ d on BN+1 is
|WBN+1;αω; 2n+d| =
n+d∑
k=d
(
2n+ d
n+ d− k
)
Nn+d−k
2k − d+ 1
n+ k + 1
≤ (n+ 1)
(
2n+ d
n
)
Nn
d+ 1
n+ d+ 1
.
It follows by Eq. (34a) the entries of the time-ordered exponential of H are
bounded by
|OE[H](t′, t)αω | ≤ e
M
M
(d+ 1)N−
d
2
(
Id+1
(
2M
)
+M Id+2
(
2M
))
.
where M := h(t′ − t)
√
N . For d ≫ 1, Id(2x) ∼ xd/d! and the above bound
exhibits super-exponential decay, as expected.
6.3. Failure of super-exponential decay for infinite ∆
The second bound of Proposition 6.1 for the entries of the time-ordered
exponential of a sparse matrix H, Eq. (34b), requires the maximum degree ∆ of
any vertex of G, the graph associated with H, to be finite. In this section, we
demonstrate a concrete example from quantum physics where ∆ is infinite and
Proposition 6.1 yields an exponential rather than super-exponential decay for
the entries of the time-ordered exponential of a time-dependent matrix.
Example 6.4 (Exponential decay: time-dependent quantum spin systems). A
one-dimensional quantum spin system is a chain of spins: particles which can
only be in two states, called up and down. We consider the situation where the
spins have fixed positions, e.g. at regular intervals from one another along a
straight line, and denote these positions 1 to N . Neglecting contacts with the
environment, the system is described by a Hamiltonian, an operator representing
its energy. For a finite numberN of particles, we denote this Hamiltonian HN(t),
and take it to be
HN (t) =
N∑
i=1
{
σix + J(t)σ
i
zσ
i+1
z
}
, (39)
where
σx =
(
0 1
1 0
)
, σz =
(
1 0
0 −1
)
,
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are the Pauli matrices, J(t) is a real-valued time dependent function and the sum
runs over the spins, with i+1 being the left (or right) neighbour of the ith spin.
This Hamiltonian, known as the 1D antiferromagnetic Heisenberg model, has
been extensively studied in physics and remains the subject of active research
[18, 19, 20]. The time-ordered exponential of this Hamiltonian is desirable
since it appears for example in the time-dependent quasi-equilibrium partition
function Z(t′, t) := OE[−HN (t)/kT ](t′, t) with k Boltzmann constant and T the
temperature, which dictates thermodynamic properties of the system [21, 22].
Structurally, we verify that at all times, HN (t) is the Nth-hypercube HN ,
with one self loop on each vertex. The hypercube HN has the property that
both its maximum degree and the maximum distance DN between to vertices
are equal to N , ∆N = N (∆N = N + 1 when self-loops are present) and
DN := maxα,ω d(α, ω) = N . In particular remark that limN→∞∆N/DN = 1.
Using Proposition 6.1, we bound the entries of Z(t′, t) for N finite. We then
study the behavior of the bound under the limit N →∞. The number of walks
of length 2n+ d between any two vertices at distance d from each other on the
N -hypercube is given by
|WHN ;αω; 2n+d| =
2
2N
⌊N/2⌋∑
i=0
(2i+ pN)
2n+d
⌊N/2⌋∑
j=0
(
N − d
⌊N2 ⌋ − i− j
)(
d
j
)
(−1)j .
with ⌊.⌋ the floor function and pN = N mod 2. Then, following Eq. (34a), the
bound for the entries the time-dependent quasi-equilibrium partition function
Z(t′, t) is
|Z(t′, t)ωα| ≤ eβh(t
′−t) sinhd (βh (t′ − t)) coshN−d (βh (t′ − t)) , (40)
where β := 1/kT . The bound only exhibits exponential rather than super-
exponential decay as a function of d ≤ DN . Indeed, let x := βh(t′ − t), ρ(x) :=
sinh(x)/ cosh(x) < 1. The bound Eq. (40) is seen to decay proportionally to
sinh(x)d cosh(x)N−d ∝ cosh(x)Nρ(x)d.
In particular, when x < 1, the bound decays as cosh(x)Nρ(x)d = xr+O(x2) with
r := d/DN . In both case, the decay is only exponential. This remains true in
the infinite system limit N →∞. Since Eq. (40) is saturated in the (physically
trivial) situation where J(t) = 0, we are forced to conclude that in general,
the time-ordered exponential function does not exhibit super-exponential decay
when ∆ is infinite.
Remark that the result of Eq. (40) is compatible with Eq. (34b), since
Eq. (34b) gives
|Z(t′, t)ωα| ≤ e(N+1)βh(t
′−t)((N + 1)βh(t′ − t))d/d! .
For any N finite, d ≤ DN , and the above is larger than the bound of Eq. (40).
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7. Discussion: analytical and numerical calculations
The path-sum formulation of the time-ordered exponential presented in this
article provides a new approach to obtaining exact solutions to systems of dif-
ferential equations with variable coefficients. Since the full solution requires
evaluating multiple ∗-inverses, each of which corresponds to solving a Volterra
equation of the second kind or evaluating a Neumann series, a completely ana-
lytical solution appears intractable in many cases. However, well-established nu-
merical methods for solving Volterra equations of the second kind exist [23, 24],
and so the path-sum formulation presented here is expected to be accessible to
numerical algorithms.
The interpretation of the time-ordered exponential as a sum of walk weights
which underlies Theorem 4.1 opens the door to an alternative formulation of
the problem, which may be even more suitable for numerical evaluations. The
central idea is to exploit recent results regarding the algebraic structure of the
set of walks on an arbitrary digraph [25] to identify certain infinite geometric
series of terms appearing in the sum of walk weights. These geometric series can
then be exactly resummed, thereby reducing the sum of all walk weights to a
sum over the weights of a certain (possibly infinite) subset of ‘irreducible’ walks.
Each term in this sum is modified so as to exactly include the contributions of
the infinite families of resummed terms. The exact form of the irreducible terms
remaining in the sum depend on the structure of the resummed terms: choos-
ing a different family of terms produces a different series. In this perspective,
the path-sum formulation presented in this work corresponds to the extreme
situation where all possible resummations have been made.
Instead, one may choose an intermediate situation where the series of walks
is only partially resummed. This will leave infinitely many terms to sum over,
however an advantage of this strategy is that these terms only contains ‘easy’
∗-inverses, more precisely ∗-inverses of polynomials. These intermediate for-
mulations therefore form a promising starting point for developing numerical
approaches to the time-ordered exponential. We will present examples of nu-
merical calculations of the time-ordered exponential based on these graphical
resummation techniques in a future work.
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Appendix A. Powers and inverses associated with the ∗-product
Appendix A.1. Time-dependent matrices: ∗-powers
The ∗-product naturally induces the notion of ∗-powers. Since Φ is an ho-
momorphism, Φ(m∗n) = Mn and the ∗-powers are given by the formula
m
∗n(t′, t) =
∫ t′
t
dτ1
∫ t′
τ1
dτ2 · · ·
∫ t′
τn−2
dτn−1 m(t′, τn−1) · · ·m(τ2, τ1)m(τ1, t),
(A.1)
for [t′, t] ⊆ I. In the situation where m(t′, t) = m(t′ − t), these integrals become
nested convolutions and can be tackled in the Fourier or Laplace domains.
Appendix A.2. Time-dependent matrices: ∗-inverses
The ∗-inverse m∗−1 of a time-dependent matrix m is the time-dependent
matrix solution of m ∗m∗−1 = 1∗, where 1∗ := δ(t′ − t) In is the time-dependent
identity.
Since all the inverses appearing in our work are of the form (1∗−m)∗−1, we
give the corresponding defining equation:
m ∗ (1∗ −m)∗−1 = (1∗ −m)∗−1 − 1∗. (A.2)
Such an inverse can be calculated from its Neumann series
(1∗ −m)∗−1 =
∑
n
m
∗n, (A.3)
as this series always converges. Indeed we have required that for any matrix
m ∈ Cn×n[I2], the quantity supt1,t2∈I ‖m(t2, t1)‖ ≤ b be bounded. Therefore, by
Eq. (A.1), supt1,t2∈I ‖m∗n(t2, t1)‖ ≤ bn/n! and
∑
nm
∗n is absolutely convergent
and (1∗ −m)∗−1 exists.
Alternatively the inverse can be obtained on noting from Eq. (A.2) that ∗-
inverses are solutions to Volterra equations. More precisely, let h(t′, t) such that
1∗(t′, t) + h(t′, t) = (1∗ −m)∗−1(t′, t). Then h solves a Volterra equation of the
second kind:
h(t′, t) = m(t′, t) +
∫ t′
t
dτ m(t′, τ)h(τ, t). (A.4)
In other terms, (1∗ −m)∗−1 − 1∗ is the (matrix) Green’s function of a Volterra
equation with integral kernel m. Finally, note that since Φ is an isomorphism
Φ(m∗−1) = M−1 and the ∗-inverse corresponds to an inverse along the continu-
ous time index.
23
References
[1] G. H. Golub, C. F. V. Loan, Matrix Computations, 4th Edition, Johns
Hopkins University Press, 2012.
[2] N. J. Higham, Functions of Matrices: Theory and Computation, 1st Edi-
tion, Society for Industrial and Applied Mathematics, Philadelphia, 2008.
[3] C. S. Lam, Decomposition of time-ordered products and path-ordered ex-
ponentials, J. Math. Phys. 39 (1998) 5543–5558.
[4] S. Blanes, F. Casas, J. A. Oteo, J. Ros, The Magnus expansion and some
of its applications, Physics Reports 470 (2009) 151–238.
[5] A. Georges, G. Kotliar, W. Krauth, M. J. Rozenberg, Dynamical mean-
field theory of strongly correlated fermion systems and the limit of infinite
dimensions, Rev. Mod. Phys. 68 (1996) 13–125.
[6] H. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, P. Werner, Nonequi-
librium dynamical mean-field theory and its applications, Rev. Mod. Phys.
86 (2014) 779.
[7] P. Flajolet, R. Sedgewick, Analytic Combinatorics, 1st Edition, Cambridge
University Press, Cambridge, 2009.
[8] N. Biggs, Algebraic Graph Theory, 2nd Edition, Cambridge University
Press, Cambridge, 1993.
[9] P.-L. Giscard, S. J. Thwaite, D. Jaksch, Continued fractions and unique
factorization on digraphs, arXiv:1202.5523.
[10] P.-L. Giscard, S. J. Thwaite, D. Jaksch, Evaluating matrix functions by
resummations on graphs: the method of path-sums, SIAM. J. Matrix Anal.
& Appl. 34 (2013) 445–469.
[11] M. Benzi, P. Boito, N. Razouk, Decay properties of spectral projectors with
applications to electronic structure, SIAM Review 55 (2013) 3–64.
[12] M. Benzi, G. H. Golub, Bounds for the entries of matrix functions with
application to preconditioning, BIT 39 (1999) 417–438.
[13] M. Benzi, N. Razouk, Decay bounds and O(n) algorithms for approxi-
mating functions of sparse matrices, Electron. T. Numer. Ana. 28 (2007)
16–39.
[14] M. Cramer, J. Eisert, Correlations, spectral gap and entanglement in har-
monic quantum systems on generic lattices, New J. Phys. 8 (2006) 71.
[15] M. Shao, On the finite section method for computing exponentials of
doubly-infinite skew-hermitian matrices, Linear Algebra and its Applica-
tions 451 (2014) 65–96.
24
[16] X. Chen, J. Qian, Bounds on the number of closed walks in a graph and
its applications, Journal of Inequalities and Applications 2014 (2014) 199.
[17] A. Iserles, How large is the exponential of a banded matrix?, New Zealand
J. Math. 29 (2000) 177–192.
[18] A. H. Bougourzi, M. Couture, M. Kacir, Exact two-spinon dynamical cor-
relation function of the one-dimensional heisenberg model, Phys. Rev. B
54 (1996) R 12669.
[19] H.-J. Mikeska, A. K. Kolezhuk, Lecture notes in physics, Berlin: Springer
645 (2004) 1–83.
[20] A. Rabhi, P. Schuck, J. da Provideˆncia, Random phase approximation for
the 1d anti-ferromagnetic heisenberg model, J. Phys.: Condens. Matter 18
(2006) 10249.
[21] G. Hummer, A. Szabo, Free energy reconstruction from nonequilibrium
single-molecule pulling experiments, Proc. Natl. Acad. Sci. USA 98 (2001)
3658.
[22] C. Jarzynski, Nonequilibrium equality for free energy differences, Phys.
Rev. Lett. 78 (1997) 2690.
[23] P. Linz, Analytical and numerical methods for Volterra equations, 1st Edi-
tion, Society for Industrial and Applied Mathematics (SIAM), Philadelphia,
1985.
[24] H. Brunner, P. J. van der Houwen, The numerical solution of Volterra
equations, 1st Edition, Oxford : North-Holland, Amsterdam, 1986.
[25] S. J. Thwaite, A family of partitions of the set of walks on a directed graph,
arXiv:1409.3555arXiv:1409.3555.
25
