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Abstract
We consider families of tridiagonal- matrices with diagonal βk = µk and off-diagonal
entries αk = iλk
√
k + 1; 1 ≤ k ≤ n, n ∈ N and i2 = −1 where µ ∈ C and λ ∈ C.
In Gribov theory ([7], A reggeon diagram technique, Soviet Phys. JETP 26 (1968), no.
2, 414-423), the parmeters µ and λ are reals and they are important in the reggeon
field theory. In this theory µ is the intercept of Pomeron which describes the energy of
dependence of total hadronic cross sections in the currently available range of energies
and λ is the triple coupling of Pomeron.
The main motive of the paper is the localization of eigenvalues zk,n(µ, λ) of the
above matrices which are the zeros of the polynomials P
µ,λ
n+1(z) satisfying a three-term
recurrence :

P
µ,λ
0 (z) = 0
P
µ,λ
1 (z) = 1
αn−1P
µ,λ
n−1(z) + βnP
µ,λ
n (z) + αnP
µ,λ
n+1(z) = zP
µ,λ
n (z); n ≥ 1
If µ ∈ R and λ ∈ R then the above matrices are complex symmetric, in this case we
show existence of complex-valued function ξ(z) of bounded variation on R such that
the polynomials P
µ,λ
n (z) are orthogonal with this weight ξ(z).
Keywords: Jacobi-Gribov matrices; Non self-adjoint Gribov operator; Bargmann
space; Polynomials satisfying a three-term recurrence; Eigenvalue problem; Reggeon
field theory.
MR(2010) Subject Classification : 47B36, 47B39, 33C45.
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1. Introduction and some preliminaries results
Usually, quantum Hamiltonians are constructed as selfadjoint operators; for certain
situations, however, non-selfadjoint Hamiltonians are also of importance. In particular,
the reggeon field theory (as invented by V. Gribov [7]) for the high energy behavior of
soft processes is governed in zero transverse dimension by the non-selfadjoint operator:
H = µa∗a+ iλa∗(a+ a∗)a (1.1)
Where a and a∗ are the standard Bose annihilation and creation operators that:
[a, a∗] = I (1.2)
and
µ and λ are real numbers (µ is Pomeron intercept and λ is the triple coupling of
Pomeron see Gribov [7] or the excellent survey of the development of Reggeon theory
and its application to hadron interactions at high energies given by Borskov et al.at
2006 in [3].) and i2 = −1.
In Bargmann representation [2], the principal spectral properties of H have been
studied in ref.[8].
The mathematical difficulties of this problem come of course from the non-self-
adjointness of H. Notice that this non-self-adjointness is a rather wild one; the word
”wild” meaning here that the domains of the adjoint and anti-adjoint parts are not
included in one another, nor is the domain of their commutator.
We denote the Bargmann space [2] by :
B = {φ : IC −→ IC entire;
∫
IC
| φ(z) |2e−|z|2dxdy <∞} (1.3)
The scalar product on B is defined by
< φ,ψ >=
∫
IC
φ(z)ψ(z)e−|z|
2
dxdy (1.4)
and the associated norm is denoted by || . ||.
B is closed in L2(IC, dµ(z)) where the measure dµ(z) = e
−|z|2dxdy and it is closed
related to L2(IR) by an unitary transform of L2(IR) onto B given in [2] by the following
integral transform
φ(z) =
∫
IR
e−
1
2 (z
2+u2)+
√
2uzf(u)du (1.5)
if f ∈ L2(IR) the integral converges absolutely.
In B representation a and a∗ are the operators of derivation and of multiplication
and Gribov operator H := Hµ,λ is defined on its maximal domain by
2
A. Intissar
On the zeros of Gribov-Intissar polynomials 31 March 2014


Hφ(z) = iλzφ
′′
(z) + (iλz2 + µz)φ
′
(z)
with maximal domain :
D(Hmax) = {φ ∈ B such that Hφ ∈ B}
(1.6)
Now we give some elementary properties of the operator H and some remarks.
i)H has the form p(z)
d2
dz2
+ q(z)
d
dz
with p(z) = iλz and q(z) = iλz2 + µz of degree 2
then it is of Heun operator type and its eigenvalue problem on B (B = B0
⊕{constants}
where B0 = {φ ∈ B such that φ(0) = 0} and zero is eigenvalue of H without interest)
does not satisfying the classical ordinary differential equation of the form:
σ(z)φ
′′
(z) + τ(z)φ
′
(z) + αφ(z) = 0
where σ(z) is a polynomial of degree at most two, τ(z) is a polynomial of degree
exactly one, and α is a constant..
ii) An orthonormal basis of B is given by ek(z) =
zk√
k!
; k = 0, 1, .... (1.7)
iii) The action of the operators a, a∗ and H on the basis ek(z) =
zk√
k!
; k = 0, 1, .....:
a(ek) =
√
kek−1 with the convention e−1 = 0
a∗(ek) =
√
k + 1ek+1
and
H(ek) = iλ(k − 1)
√
kek−1 + µkek + iλk
√
k + 1ek+1
iv) Let P be space of polynomials then it is dense in B.
v) Let H|P be the restriction of H to polynomials space, we can define Hmin as the
closure of operator H|P in Bargmann space:

Hminφ = iλzφ
′′
+ (iλz2 + µz)φ
′
with domain :
D(Hmin) = {φ ∈ B; ∃pn ∈ P , ψ ∈ B, pn → φ and Hpn → ψ}
(1.8)
vi) H∗min = Hµ,−λ with domain D(H
∗
min) = D(Hmax) (1.9)
where H∗min is the adjoint of Hmin.
Let l2(N) = {(φk)∞k=0 ∈ C such that
∞∑
k=0
| φk |2< +∞} with the inner product:
< (φk)
∞
k=0, (ψk)
∞
k=0 >=
∞∑
k=0
φkψ¯k (1.10)
3
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In the representation l2(N) where the coefficients φk define an entire function
φ(z) =
∞∑
k=0
φkek(z) in Bargmann space we have
-


(aφ)k =
√
kφk−1, φ−1 = 0
with domain :
D(a) = {(φ)k ∈ l2(N);
∞∑
k=0
k | φk |2<∞}
(1.11)
-


(a∗φ)k =
√
k + 1φk+1
with domain :
D(a∗) = {(φ)k ∈ l2(N);
∞∑
k=0
k | φk |2<∞}
(1.12)
-


(Hφ)k = iλ(k − 1)
√
kφk−1 + µkφk + iλk
√
k + 1φk+1
with domain :
D(H) = {φ ∈ l2(N);Hφ ∈ l2(IN)}
(1.13)
We define l20(N) = {φ = (φk)∞k=0 ∈ l2(N);φ0 = 0} and the operators A and A∗ by
A(φ) = a(φ) with domain D(A) = D(a) ∩ l20(N)
A∗(φ) = a∗(φ) with domain D(A∗) = D(a∗) ∩ l20(N)
and now
H = µA∗A+ iλA∗(A+A∗)A with domain D(H) = {φ ∈ l20(N);Hφ ∈ l20(N)}
In the representation l20(N) where the coefficients φk define an entire function
φ(z) =
∞∑
k=1
φkek(z) in Bargmann space B0, In [11], we have study the class of Jacobi-
Gribov matrices with unbounded entries:
(Hφ)k = αk−1φk−1 + βkφn + αkφk+1, k ≥ 2 (1.14)
with the initial condition
(Hφ)1 = β1φ1 + α1φ2,
where
4
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βk = µk, and αk = iλk
√
k + 1, ( µ and λ are real numbers and i2 = −1).
We will write from now the tridiagonal Jacobi-Gribov matrix associated to Gribov
operator as
H =


µ iλ
√
2 0 · · ·
iλ
√
2 2µ iλ2
√
3 0 .
0 iλ2
√
3 3µ iλ3
√
4 0 .
... 0 iλ3
√
4 4µ ∗ 0 .
...
. . . 0 ∗ ∗ ∗ . . . .
...
. . .
. . . 0 ∗ ∗ ∗ . . .


.
i.e.
-


H = (hj,k)
∞
j,k=1 with the elements :
hkk = µk = βk, hk,k+1 = hk+1,k = iλk
√
k + 1 = αk; k = 1, 2, ...
and
hjk = 0 for | j − k |> 1
(1.15)
For 1 ≤ k ≤ n we remark that
i) The eigenvalues zk,n(µ, λ) of the above matrices are the zeros of the Gribov-Intissar
polynomials P
µ,λ
n+1(z) witch satisfy a three-term recurrence :

P
µ,λ
0 (z) = 0
P
µ,λ
1 (z) = 1
αn−1P
µ,λ
n−1(z) + βnP
µ,λ
n (z) + αnP
µ,λ
n+1(z) = zP
µ,λ
n (z); n ≥ 1
(1.16)
ii) For βn = 2n + α − 1; α < −n and αn = i
√
n(−n− α), we have the Laguerre
polynomials L
α
n(z).
iii) For βn = 0 and αn = i
1
2
√
−n(2λ+ n− 1)
(n+ λ)(n + λ− 1); λ < −n, we have the Ultraspher-
ical polynomials P
λ
n (z).
iv) For βn =
β2 − α2
(2n+ α+ β + 2)(2n+ α+ β)
; α < −n, β < −n, α+ β < −2(n+ 1)
and
αn = i
√
−4(n+ 1)(n+ α+ 1)(n+ β + 1)(n+ α+ β + 1)
(2n+ α+ β + 2)2(2n+ α+ β + 1)(2n+ α+ β + 3)
, we have the Jacobi poly-
nomials P
(α,β)
n (z).
5
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Now, we describe the contents of this paper, section by section. In Section 2, As in
[13] or [14], we use a method of functional analysis which transform the problem of the
zeros of Gribov-Intissar polynomials P
(µ,λ)
n (z) to the equivalent problem of the eigenval-
ues of Gribov operator and for µ ∈ C and λ ∈ C, we locate the position of the zeros of
these polynomials. In Section 3, for µ ∈ R and λ ∈ R, we give some common properties
for Complex Symmetric tridiagonal matrices associated respectively to L
α
n(z), P
λ
n (z),
P
(α,β)
n (z) and P
(µ,λ)
n (z) and we show the existence of complex-valued function ξ(z) of
bounded variation on R such that the polynomials P
(µ,λ)
n (z) are orthogonal with this
weight ξ(z).
For µ = 0, we have applied some results of the excellent article of B. Simon [15](on
the classical moment problem as a self-adjoint finite difference operator) to our Gribov
operator, see the references [9] and [10] on the complete indeterminacy of this operator
acting on Bargmann space.
For a treatment of the spectral analysis of certain Schro¨dinger operators associated to
classical orthogonal polynomials, we refer the interested reader to the excellent article
of Ismail-Koelink [12].
2. Localization of zeros of polynomials P
(µ,λ)
n
Let B0 = {φ ∈ B;φ(0) = 0} and ek(z) = z
k
√
n!
; k = 1, .... an orthonormal basis of B0
.
Let V be the shift operator defined by Vek = ek+1, k = 1, .... and its adjoint is the
shift operator V∗ defined by V∗ek = ek−1, k = 1, .... and V∗e1 = 0
Let also A and B be the diagonal operators defined by Aek = αkek, k = 1, .... and
Bek = βkek, k = 1, .... then
H = AV∗ + VA+ B (2.1)
For 1 ≤ k ≤ n the truncated Gribov operator is complex symmetric tridiagonal
matrix defined by:
Hn = AV
∗ + VA+ B; Ven = 0 (2.2)
Remark 2.1
Let P˜
(µ,λ)
n (z) = det(Hn − zI) then we have:
α1α2......αnP
(µ,λ)
n+1 (z) = (−1)ndet(Hn − zI) = (−1)nP˜
(µ,λ)
n (z)
Let µ = µ1 + iµ2; µ1, µ2 ∈ R, λ = λ1 + iλ2;λ1, λ2 ∈ R and δk = k
√
k + 1
Let zk,n(µ, λ) = Rezk,n + iImzk,n the zeros of the polynomials P µ,λn+1(z) satisfying
three-term recurrence (1.16)
Then we have the following proposition:
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Proposition 2.2
i) | Rezk,n |≤ 2 | λ2 | Supkδk+ | µ1 | Supkk = 2 | λ2 | δn + n | µ1 |
ii) | Imzk,n |≤ 2 | λ1 | Supkδk+ | µ2 | Supkk = 2 | λ1 | δn + n | µ2 |
Proof
Let φk =


φk,1
φk,2
.
.
φk,k
.
.
φk,n


∈ Cn; 1 ≤ k ≤ n and Hnφk = zk,nφk; || φk ||= 1
Then we have:
zk,n =< Hnφk, φk > (2.3)
As µ ∈ C and λ ∈ C, we write µ = µ1 + iµ2; (µ1, µ2) ∈ R2 and λ = λ1 + iλ2;
(λ1, λ2) ∈ R2 for get:
βn = µ1n+ iµ2n and αn = −λ2δn + iλ1δn; δn = n
√
n+ 1
Let A1ek = −λ2δkek, A2ek = −λ1δkek, B1ek = µ1kek and B2ek = µ2kek
Then
Hn = H
1
n + iH
2
n where
H1n = A1V
∗ + VA1 + B1 (2.4)
H2n = A2V
∗ + VA2 + B2 (2.5)
and the relation (2.3) takes the form:
zk,n =< H
1
nφk, φk > +i < H
1
nφk, φk > (2.6)
Since the operators H1n and H
2
n are selfadjoint, the inner products < H
1
nφk, φk >
and < H2nφk, φk > are real and as a consequence,
Rezk,n =< H1nφk, φk > and Imzk,n =< H2nφk, φk > which immediately result into
the following inequalities:
i) | Rezk,n |≤ 2 | λ2 | Supkδk+ | µ1 | Supkk = 2 | λ2 | δn + n | µ1 |
ii) | Imzk,n |≤ 2 | λ1 | Supkδk+ | µ2 | Supkk = 2 | λ1 | δn + n | µ2 |
Remark 2.3
Let µ ∈ R and λ ∈ R then, in Bargmann representation, we have the following
properties on Gribov operator:
7
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i) If n goes to infinity, the matrix H1n generates a self-adjoint operator (the harmonic
oscillator).
ii) If n goes to infinity, the matrix H2n generates a symmetric operator (the cubic
Heun Operator), but this operator is not self-adjoint because its spectrum is all C. This
specificity is attached to degree 2 of q(z) = iλz2+µz in (1.6). See the reference [11] for
a systematic study of this case.
iii) We note that αn is purely imaginary and βn real, then H
∗
n = VA
∗ + A∗V∗ + B
and thus Hn is obviously not self-adjoint operator. However, it is complex symmetric
operator and in the next section, we show that Hn (respectively H) belongs to an in-
teresting class of operators.
From the last proposition, we deduce the following corollary:
Corollary 2.4
If µ ∈ R and λ ∈ R, we have:
i) | Rezk,n |≤| µ | Supkk = n | µ |
ii) | Imzk,n |≤ 2 | λ1 | Supkδk = 2 | λ | δn
For the end of this section, we recall from [11] some properties established on the
sequence P˜
µ,λ
n (z) (under some conditions on the real parameters µ and λ).
Let µ > 0 then:
i) Two successive polynomials P˜
µ,λ
n−1(z) and P˜
µ,λ
n (z) can not vanish simultaneously.
ii) Let x ∈ R such that P˜ µ,λn−1(x) = 0 then P˜
µ,λ
n (x)P˜
µ,λ
n−2(x) > 0 ∀n
iii) If x < µ then P˜
µ,λ
n (x) > 0 ∀n ≥ 2
iv) If x > nµ then (−1)nP˜ µ,λn (x) > 0 ∀n ≥ 2
v) Let x ∈ [µ, nµ]; n ≥ 2, if P˜ µ,λn−1(x) and P˜
µ,λ
n−2(x) have same sign on [µ, nµ] then on
this interval P˜
µ,λ
k (x) has this same sign ∀k ≥ n− 2
vi) Let λ < µ
2
√
2
and x2k+1 the smallest zero of P
µ,λ
2k+1(x) on [µ, nµ];n ≥ 2
then the sequence x2k+1 is in [µ, x2[ and it is increasing, where x2 is the smallest zero
of P˜
µ,λ
2 (x)
From the above properties we have obtained in [11] the next fundamental result:
Theorem 2.5 [11]
For λ < µ
2
√
2
, the Gribov operator H has a least real eigenvalue.
8
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3. On Complex Symmetric tridiagonal matrix
associated to P
(µ,λ)
n and orthogonality
The Jacobi-Gribov matrix (1.15):

H = (hj,k)
∞
j,k=1 with the elements :
hkk = µk = βk, hk,k+1 = hk+1,k = iλk
√
k + 1 = αk; k = 1, 2, ...
and
hjk = 0 for | j − k |> 1
determines two linear operators in l20(N) by the formal matrix product Hφ. the first
operator is defined in the linear manifold of vectors in l20(N) with finite support related
to the set P of polynomials in Bargmann space, this operator is densely defined and
closable. Let Hmin be its closure.
The second operator Hmax has the domain D(Hmax) = {φ = (φn)∞n=0 ∈ l20(N);Hφ ∈
l20(N)}
it was showed in [8] or in [11] (by another method) that Hmax = Hmin
Let l20(N) with its usuel scalar product :
< φ,ψ >=
∞∑
k=1
φkψ¯k
where
φ = (φ1, φ2, ......, φk, .....) ∈ l20(N) and ψ = (ψ1, ψ2, ......, ψk, .....) ∈ l20(N)
Let J : l20(N)→ l20(N); J(φ) = φ¯ = (φ¯1, φ¯2, ......, φ¯k, .....) (conjugaison)
The conjugation J is an antilinear operator in l20(N) such that
J
2φ = φ, φ ∈ l20(N) (3.1)
and
< Jφ, Jψ >=< φ,ψ > ;φ ∈ l20(N), ψ ∈ l20(N) (3.2)
By using the definitions of complex symmetric matrix (complex symmetric opera-
tors) given by Garcia-Putinar in [5] or [6], we deduce obvious that Hn is J-symmetric :
[Hφ, ψ]J = [φ,Hψ]J (3.3)
where
[φ, ψ]J :=< φ, Jψ >
Observe that (3.3) is equivalent to
9
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JHJ = H∗ (3.4)
Now, let T be an unbounded operator on a separable infinite dimensional Banach
space X.
We define the following sets:
D(T) = {φ ∈ X;Tφ ∈ X} (3.5)
D(T∞) =
⋂∞
n=0D(T
k) (3.6)
Definition 3.1
A linear unbounded densely defined operator (T, D(T)) on a Banach space X is said
to have a simple spectrum if the following conditions are met:
1) Tk is closed for all positive integers k..
2) there exists an element φ ∈ D(T∞) ; Sp{φ,Tφ,T2φ, .....} = X
Lemma 3.2
In Bargmann representation B0, the Gribov operator have a simple spectrum.
Proof
Let {ek}∞k=1(z) =
zk√
k!
be an orthonormal basis of B0 and H be the Jacobi-Gribov
matrix defined by (1.15):

He1 = β1e1 + α1e2
Hek = αk−1ek−1 + βkek + αkek+1; k = 2, ...
where
βk = µk; k = 1, 2, ...
and
αk = iλk
√
k + 1; k = 1, 2, ...
(3.7)
S = Sp{Hk−1e1; 0 ≤ k ≤ n}, n = 1, 2, .....
We observe that e1 ∈ S and suppose that
em ∈ Sp{Hk−1e1; 1 ≤ k ≤ m}, 1 ≤ m ≤ n.
As αn 6= 0 ; n = 1, 2, ....., then by (3.7) we may write :
en+1 =
1
αn
[Hen − αn−1en−1 − βnen]
10
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then en+1 ∈ Sp{Hk−1e1; 1 ≤ k ≤ n+ 1}.
By induction we conclude that
em ∈ Sp{ Hk−1e1; 1 ≤ k ≤ m } , m = 1, 2, ...... (3.8)
Therefore S¯ = B0, i.e. the operator H has a simple spectrum.
Lemma 3.3
Let G the Gram matrix associated to Gribov operator H for the system:
{eˆ1, eˆ1, ........, eˆn, eˆ∗n};n ∈ N.
where
eˆn = H
k−1e1 and eˆn = (H∗)
k−1
e1; k ≥ 1 (3.5)
Then
the vectors {eˆ1, eˆ1, ........, eˆn, eˆ∗n}, are linearly dependent and their Gram determi-
nant is equal to zero.
Proof
Set Sm := Sp{ Hk−1e1; 1 ≤ k ≤ m } , m = 1, 2, ......
By (3.8), we see that e1, e2, ..., em ∈ Sm,m = 1, 2, ......, and therefore {ek}mk=1 is an
orthonormal basis in Sm,m = 1, 2, ......
Since Jek = ek , k = 1, 2, ......, J
2 = J and JHJ = H∗ we have
i) JSm ⊂ Sm,m = 1, 2, .......
and
ii) (H∗)m−1e1 = (JHJ)m−1e1 = JHm−1Je1 = JHm−1e1 ∈ Sm,m = 1, 2, .......
Therefore vectors e1,He1, ...,H
m−1e1, (H∗)m−1e1, are linearly dependent and their
Gram determinant is equal to zero.
Theorem 3.4
Let P
µ,λ
n be the sequence of polynomials satisfying following three-term recurrence
associated to gribov operator:

P
µ,λ
0 (z) = 0
P
µ,λ
1 (z) = 1
αn−1P
µ,λ
n−1(z) + βnP
µ,λ
n (z) + αnP
µ,λ
n+1(z) = zP
µ,λ
n (z); n ≥ 1
where
11
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αn = iλn
√
n+ 1; n = 1, 2, .... and βn = µn; n = 1, 2, ......
then
there exists a complex-valued functions ξ(z) of bounded variation on R such that∫
R
P
µ,λ
m (z)P
µ,λ
n (z)dξ(z) = δm,n m,n = 1, 2, ..... (3.9)
Proof
Let the sequence of polynomials defined recursively by
αn−1P
µ,λ
n−1(z) + βnP
µ,λ
n (z) + αnP
µ,λ
n+1(z) = zP
µ,λ
n (z); n ≥ 1 (3.10)
where
P
µ,λ
1 (z) = 1 and P
µ,λ
2 (z) = z − β1
set
P
µ,λ
n (z) = an−1z
n−1 + an−2zn−2 + ...+ ajzj + ...+ a0;n ≥ 2 and aj ∈ C, 0 ≤ j ≤
n− 1
Comparing coefficients by zn in (3.10), we get
an =
1
αn
an−1,n = 1, 2, ..... with a0 = −β1
By induction, we see that
an = (
n∏
k=1
αk)
−1a0
Set Pn(z) =
n∏
k=1
αkP
µ,λ
n (z)
Multiplying the both sides of (3.10) by
n∏
k=1
αk, we obtain:
α2n−1Pn−1 + βnPn + Pn+1 = zPn
By theorem 6.4 in [4] there exists a complex-valued functions ξ(z) of bounded vari-
ation on R such that∫
R
Pm(z)Pn(z)dξ(z) = (
∏
k=1
nαk)
2δm,n m,n = 1, 2, .....
Therefore we get∫
R
P
µ,λ
m (z)P
µ,λ
n (z)dξ(z) = δm,n m,n = 1, 2, .....
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Remark 3.5
In Bargmann space and for µ > 0, it was showed by Aimar and al. in [1], that the
inverse of non-self-adjoint Gribov operator associated to above matrices belongs C1+ǫ
for all ǫ > 0 (Cp; p > 0 is the class of Carleman operators). By applying the results
of this article, we show (in another paper) that more precisely, this inverse is not in
C1 where C1 is the class of nuclear operators or trace operators by showing under some
conditions on the parameters µ and λ that zk,n(µ, λ)→ kµ as n→ +∞.
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