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1. So-called “citizen science” data elicited from crowds has
become increasingly popular inmanyfields includingecol-
ogy. However, the quality of this information is being
frequently debated bymany within the scientific commu-
nity. Modern citizen science implementations therefore
requiremeasures of the users’ proficiency that account
for the difficulty of the tasks.
2. We introduce a newmethodological framework of item
response and linear logistic test models with application
to citizen science data used in ecological research. This
approach accommodates spatial autocorrelation within
the item difficulties, and produces relevant ecological
measures of species and site-related difficulties, discrimi-
natory power and guessing behaviour. These, along with
estimates of the subjects’ abilities, allow better manage-
ment of these programs andprovide deeper insights. This
paper also highlights the fit of item responsemodels to
big data via divide-and-conquer.
3. We found that the suggested methods outperform the
traditional item responsemodels in terms of RMSE, accu-
racy, andWAIC based on leave-one-out cross-validation
on simulated and empirical data.
4. We present a comprehensive implementation using a
case study of species identification in the Serengeti, Tan-
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zania. The R and Stan codes are provided for full repro-
ducibility. Multiple statistical illustrations and visualisa-
tions are given which allow extrapolation to a wide range
of citizen science ecological problems.
K E YWORD S
ability estimation, big data, item response theory, latent variable
regression, spatial model, species difficulties
1 | INTRODUCTION
Citizen science is becoming extremely valuable in modern science helping to overcome some of the limitations in
conventional science settings (Raykar et al., 2010; Howe, 2008; Bonney et al., 2014). For example, large worldwide
networks of participants are contributing to conservation efforts, generating large volumes of valuable information
and achieving a better understanding and awareness of biodiversity (McKinley et al., 2017). The numerous examples
found in the literature range from the worldwide estimation of the abundance of birds (Sullivan et al., 2009), to species
of mammals in Africa (Swanson et al., 2015), the distribution of jaguars in the Peruvian Amazon (Mengersen et al., 2017)
and hard coral cover estimation in the Great Barrier Reef (Peterson et al., 2019). Plenty of projects can be found in
online platforms e.g. iNaturalist, eButterfly, Zooniverse.
However, the quality of the data produced by volunteers is often questioned in the scientific community (Bonney
et al., 2014; Kosmala et al., 2018). Contributors’ commitment, abilities, training and effort alongwith the difficulty of the
task affect their performance (Kelling et al., 2015; Dennis et al., 2017). In crowdsourcing projects, there is a growing
interest in assessing howwell users can perform estimation and classification tasks and specifically in measuring their
latent abilities (e.g. Falk et al., 2019).
This can be approached using Item Response Theory (IRT) models, which are special cases of the family of gen-
eralizedmixedmodels and consist of the estimation of the latent participant’s performancewhile accounting for the
task’s difficulty. There is an extensive literature on the use of IRT inmultiple fields ranging from psychology, political and
social sciences (Gadermann et al., 2012; Laurens et al., 2012;McGann, 2014), and education to statistics and computer
sciences (Wauters et al., 2010; De Jong et al., 2010; van der Linden et al., 2010;Meyer and Zhu, 2013).
Multiple frequentist andBayesian approaches to IRT have been employed, alongwith awide range of computational
methods. For example, for classification tasks, commonmodels found in the literature are the logistic and normalmodels,
while graded responsemodels are employed for ordered categorical variables. Several implementations of Bayesian IRT
models using different statistical languages have been also published. For instance, Curtis et al. (2010) used BUGS/JAGS,
Grant et al. (2016); Luo and Jiao (2018) and Bürkner (2019) used Stan while Stone and Zhu (2015) employed SAS.
Multiple examples can be found in Fox (2010) and in the Stan user manual (Carpenter et al., 2017).
Latent variable models that have been used in ecology to describe the occurrence of species as a function of
latent predictors (Pollock et al., 2014;Warton et al., 2015) are related to the IRTmodels. The use, however, different
formulations. However, not much attention has been paid to estimating the abilities and performancemeasures for
citizen science in ecological settings.
Measures of participants’ abilities and their differentiation are relevant for several reasons. Statistical inference
from crowdsourced data assigns greater weights to information frommore competent users (Kosmala et al., 2016; Bird
et al., 2014; Johnston et al., 2018). In the absence of a gold standard, ability-derivedweights can be used in consensus
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voting algorithms or for building reputation and leaderboard systems (Silvertown et al., 2015; Callaghan et al., 2019b).
Extremely low abilities are generally associated with careless, non-genuine respondents and bots which are generally
excluded for being non-informative and representing a burden for inference and computation.
In this research, subjects are referred to as participants, citizens, annotators, users, while items refer to information
sources (images, videos, audio files, etc.) (Zhang et al., 2013; Gura, 2013; Ratnieks et al., 2016). However, we concentrate
on the particular case species identification on images.
Data collected in citizen science projects is challenging compared to what is found in the traditional item response
literature. For example, the number of items for classifications can be large, reaching often hundreds of thousands and
in some cases, it could be larger than the number of users. Additionally, participants score a different number of items.
Some users engage heavily while others contribute lightly (Hsing et al., 2018). However, a user rarely scores all the
items if the number is large. As a consequence, generally, a large proportion of data is missing. Overall, the skills of the
respondents are generally heterogeneous, ranging from experts to beginners.
These complications are exacerbatedwhen the focus of citizen science is on the classification of features or the
identification of species in images. In this setup, camera, site, and species-specific factors can affect the underlying item
difficulty level (Willi et al., 2019). Several image specific components maybe also critical e.g.: the camera resolution,
brand,flash effect, etc. Other crucial factors are the visibility, time of the day (day or night), landscape and the vegetation.
It has been also well documented that some species are far more difficult to identify than others. Look-alike or closely
related species aremore challenging, leading frequently to misclassifications (Chambert et al., 2018; Hsing et al., 2018).
In ecological research, items such as images are usually georeferenced (McKinley et al., 2017; Callaghan et al.,
2019b). An added complication in such a setting is that items that are geographically close to each other tend to have
more similar characteristics such as the probability of containing the target species, compared to those that are further
away. For this reason, many citizen science applications account for spatial autocorrelation. Some examples can be
found in Pagel et al. (2014); Purse et al. (2015); Arab and Courter (2015); Humphreys et al. (2019); Altwegg andNichols
(2019). Latent image difficulties tend to exhibit spatial auto-correlation, which should be accounted for in the IRT
models. Ignoring such autocorrelation can lead to biased parameter estimates and underestimating the associated
standard errors and hence potentially erroneous inference. See e.g. Lichstein et al. (2002); Ver Hoef et al. (2018).
The identification of areas with spatial correlation is also relevant for survey administration purposes. Distinguish-
ing areas in which the items have relatively high difficulties is vital to provide recommendations on how to improve the
quality of the images, generate more useful training and users’ documentation, and to better manage the order in which
tasks are presented for classification, etc. Images from camera traps difficult to identify might indicate technical issues.
Additionally, identification of images with no visible species and covered by vegetation is relevant for data cleaning
purposes.
| A brief literature review of IRTmodels
Since the introduction of the Raschmodel (Rasch, 1960), several extensions and variations have been proposed for the
IRT. The three parameter logistic model (3PL) (Birnbaum, 1968) and the graded responsemodel by Samejima (1969) are
among themost relevant contributions. Many examples and implementations can be found in widely known published
textbooks e.g. Baker and Kim (2004); van der Linden andHambleton (2013); Embretson and Reise (2013); De Ayala
(2013). IRTmodelling has been approached from the generalized linear model (GLM) perspective and a very didactic
discussion can be found inWilson et al. (2008). In a spatial context, Cançado et al. (2016) has suggested amodel that
borrows some principles of spatial statistics for the identification of spatial clusters. Another model accounting for
changes in space and time is presented in Juhl (2019).
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A new class of state-spacemodel called dynamic item response is introduced byWang et al. (2013) for longitudinal
data. Under the principle that the abilities change over time, this dynamic approach produces a growth curve for the
latent trait. Another dynamic IRTmodel was presented byWeng et al. (2018), wheremodel parameters are updated as
the data becomes available in a sequential manner.
Within the Bayesian philosophy, multiple model implementations have been suggested e.g. Patz and Junker (1999);
Fox (2010); Albert (2015). Possibly the greatest limitation of Bayesian item response models is the identifiability
issues arising from having a large number of parameters to be estimated from the data. For a detailed discussion on
identifiability see e.g. Fox (2010). Strategies like anchoring the sum or themean of the difficulties to zero have been
suggested to copewith this limitation.
In this research, we introduce extensions of the 3PL item response model (U)sing (S)patially dependent item
difficulties (henceforth 3PLUS) and variations of the linear logistic test model (LLTM). These approaches are tailored to
citizen science data elicited from georeferenced images. We discuss the advantages and limitations of the suggested
methods. We take a Bayesian approach for modelling using prior information for the parameters of interest. This has
multiple advantages which includes better parameter estimates for cases when the number of samples for some users is
relatively small (Mislevy, 1986; Choy et al., 2009). We start with a simulation study to compare the proposedmodel to
the state of the art. This is followed by a case study of citizen science image classification in the Serengeti, Africa.
2 | METHODS
In the case of citizen-elicited classification in an image, a common approach is to select points and ask the user whether
each point contains the target class or species. Let the binary response variableY represents whether the question
was correctly answered by the i th citizen (i = 1, · · · , I ), in the j th image (j = 1, · · · , J ) for the k th point (k = 1, · · · ,K ),
Yi j k ∼ Bern
(
pi j k
) .
In some cases the interest is on identifying species in the whole image and the above case is reduced to k = 1. The
probability pi j k of a correct answer can bemodeled using the three-parameter logistic model (Lord, 1980; Baker and
Kim, 2004).
pi j k = ηj +
(
1 − ηj
) 1
1 + exp
{−αj (θi − b j )} . (1)
Here θi is the latent ability of the i th user, such that the higher the θi values are, the larger the probability of
identifying correctly the class of the item. The parameter b j represents the difficulty of the j th image and αj > 0
represents the slope or discrimination parameter of image j indicating how quickly the function will go from 0 to 1. The
parameter ηj is the pseudoguessing parameter of the j th image that is the lower asymptote, which accounts for users’
chance of answering correctly by guessing.
Several variations of this model can be found in the literature (Baker and Kim, 2004; De Ayala, 2013). For example,
the two-parameter logistic (2PL) model is a reduction arising from setting ηj = 0, while the Rasch model is obtained
using ηj = 0 and αj = 1 (Cai et al., 2016). Another popular approach replaces the logistic link function by the probit link
(Albert, 1992). The difficulty, slope and pseudoguessing parameter are considered locally homogenous within the image,
so, the parameters b j , αj and ηj are common for each point k . The effect of these parameters on pi j k is shown in Fig.1.
In this paper, we suggest a spatial extension of the 3PLmodel in which wemodel the difficulties as a random spatial
effect. We adopt a conditional autoregressive (CAR) prior (Besag et al., 1991), noting that the general approach can
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F IGURE 1 Item characteristic curves of the 3PLmodel giving the probability of correctly answering a standard item
(b = 0) as a function of the latent user ability θ. In (a) we compare curves from three different values of the slope α with
no guessing i.e. η = 0. In (b) we compare curves using three pseudoguessing values η = 0, 0.1, 0.2 and a fixed value of
α = 1.
accommodate other representations of the spatial autocorrelation. CAR priors have been found to adequately capture
spatial variability in citizen science applications (Pagel et al., 2014; Purse et al., 2015; Arab et al., 2016; Arab andCourter,
2015; Altwegg andNichols, 2019). However, multiple other alternatives such as Gaussian random fields (Humphreys
et al., 2019) and stochastic partial differential equations (SPDE) (Peterson et al., 2020) can be found in the literature.
Under the CAR prior, the distribution of b conditional on the first-order neighbours is the average of the n l first-order
neighbours plus Gaussian noise.
b l |bm , τb ∼ N
(
1
n l
.∑
l∼m
bm ,
1
τbn l
)
(2)
where n l is the number of neighbours for region l , l ∼ m means l andm are neighbours and l , m . The parameter τb is
the precision of the spatial effect.
2.1 | LLTMmodel extensions
Wepropose a further extension of the 3PLUSmodel called item explanatory, which is a special case of the linear logistic
test model (LLTM) (Fischer, 1973;Wilson et al., 2008). In this approach, the item parameter (b j ) is a linear combination
of factors governing the difficulty (∑Mm=1 βmXj m ), whereM is the number of factors. This model does not give directly an
indication of the difficulties associated with the images, but explains the effect of the item related factors. For instance,
often we are interested in the camera difficulty that accounts for the image quality and on the complications associated
with the site (unique latitude and longitude) in which the camera is placed rather than on the individual image difficulties.
Similarly, the intrinsic difficulty associatedwith the species can be considered. This explains themisclassification
error due to species that look like the target one (e.g. Grant’s vs Thomson’s gazelle) and also mimic animal-specific
behavior and features.
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The probability that citizen i correctly identifies species l in the j th site is given by:
pi j l = η. + (1 − η.) 1
1 + exp
{−α. (θi − βj I j − β l I l )} (3)
where I j and I l are indicator variables of the site and species respectively. The parameters βj and β l are difficulties
associated with the site and species respectively. The pseudoguessing η. can be associated with the species or with
the sites. That is why we indexed it with a dot (.). The first case is more reasonable since it explains what species are
more likely to be correctly classified due to guessing. High values of species-related pseudoguessing values indicate
species that are easily classified for those users with less proficiency. Similarly, species or site-specific discrimination
parameters can be estimated in themodel (αl or αj ), showingwhich items aremore suitable for differentiating the users.
To avoid confusion, wewill retain the notation previously used to refer to themodels but we add a prime symbol (’)
to denote test model extensions. That is, the test model (3PLUS’) of Eq.3 is an extension of themodel introduced in Eq.1
with b j replaced by βj I j + β l I l .
3 | SIMULATION STUDY
We first present a simulation study to compare the performance of the 3PL and 3PLUSmodels. Consider j = 225 unique
geographical locations in a 15 × 15 grid, which is generally large enough for the illustration and has been employed in
several practical designs e.g. (Swanson et al., 2015). For the image difficulties we generated the spatial autocorrelation
using amultivariate normal distribution, b j ∼MVN, (µb = 0, Σb ), with a spatial covariancematrix Σb obtained using the
simple exponential form e.g.: Σb = exp(−d/r ), where d is the Euclidean distance between locations and r is a scaling
parameter.
Fig.S.12 showsVoronoi polygons using the image locations as centroids and boundaries based on Euclidean distance
(Okabe et al., 2009; Gold, 2016), which were used to define the spatial domain in themodel. In (a) we show the spatial
association between the difficulties and regions characterized by clusters of images that are easy (light blue) and hard
(dark blue) to classify. Consider five groups of users with fixed abilities: θ. = {−1,−0.5, 0, 0.5, 1}. We set several values
for the discrimination (α ) ranging from small to large slopes, α. = {0.25, 0.50, · · · , 1.50, 1.75}. We assume having six
target classes and consider that userswill have on average 1 in 6 chances of guessing the true target classwith extremely
low knowledge. Therefore, a pseudoguessing parameter η ∼ Beta (1, 5) is employed, which is a weakly informative prior
commonly used in the literature for this parameter.
A random user, slope and pseudoguessing value is assignedwith replacement to each image id. Each citizen scores
multiple images and each image is classified several times. Every image contains 15 elicitation points. Using p from Eq.1
we simulated binary realizations using the Bernoulli distribution.
3.1 | Fitting the Bayesianmodels
Wewant to learn about the latent parameters θi , b j , αj and ηj using the observed variable (Yi j k ). We employMarkov
chainMonte Carlo simulations, in particular HamiltonianMonte Carlo (HMC), in the software package Stan (Carpenter
et al., 2017) which is based on the no-U-turn sampler (NUTS) (Hoffman andGelman, 2014). We used 3 chains each of
50,000 samples after we discarded a burn-in of 20,000 samples. We used the prior distributions shown in Fig 2. The
CAR prior was implemented according toMorris et al. (2019).
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θi ∼ N (0,σθ ) # hierarchical informative prior on the abilities
σθ ∼ uniform (0, 10) # flat prior for the user’s abilities sd
b3P L ∼ N (µb ,σb ) # informative prior on the difficulties in 3PLmodel
µb ∼ N (0, 5) # normal prior for themean of the item difficulty
σb ∼ Cauchy (0, 5)T (0, ) # flat prior for the sd of the item difficulty
b3PLUS ∼ CAR (τ,W ,D ) # CAR prior for the spatial model
τb ∼Gamma (1, 1) # precision of the spatial effect
α ∼ N (1,σα ) # normal prior withmean 1 on the slope
σα ∼ Cauchy (0, 5)T (0, ) # half Cauchy prior for the slope sd, whereT (0, )means lower truncation at 0
η ∼ beta (1, 5) #weakly informative prior on the pseudoguessing
τ # precision parameter in the CAR prior
Dm×m # diagonal matrix
W m×m # adjacencymatrix
F IGURE 2 Prior distributions used in themodels.
The parameter b3P L is the difficulty in the traditional model (3PL), while b3PLUS represents the difficulty in the
spatial approach. We anchored the ability of the “reference” user by setting it equal to zero. This was done by fitting the
model in themirt package (Chalmers, 2012) and finding the user with the score closest to zero.
The comparison of the models was based on the following criteria: (1) confusion matrix and the accuracy when
estimating the parameters (difficulties, abilities, slopes, pseudoguessing), (2) Root Mean Square Error (RMSE), (3)
Watanabe–Akaike information criterion (WAIC) (Watanabe, 2010).
3.2 | Simulation results
Bothmodels produced similar user abilities estimates (See Fig S.11a and S.11b in the SupplementaryMaterial). The
RMSE for the 3PLUS model was slightly smaller (0.2036 vs 0.2092). The 3PLUS model produces better difficulty
estimates (Fig 3a and S.12 ) with a better accuracy and precision. The yellow labels in Fig S.12 (b) and (c) are the
locations where the true difficulties estimates were not correctly identified. The 3PLUS model achieved an 80%
prediction accuracy of the difficulty classes compared to 62.22% under the 3PL model. This model also halved the
RMSE:RMSE3PLUS = 0.2596 vs. RMSE3PL = 0.4808. The correlations between the estimated difficulties and the
true values were r 23PLUS = 0.9685 vs r 23PL = 0.8776. Bothmodels produced similar estimates of the slope (α ), but the
pseudoguessing parameter (η) was better estimated in the 3PLUS model in terms of RMSE. See Fig 3b and 3c. The
3PLUSmodel also produces a slightly smallerWAIC (44,586.7 vs 44,637.0) and LOO (leave-one-out cross-validation)
values (44,588.1 vs 44,638.7).
3.3 | Effect of havingmore classifications
One of themain strengths of citizen science programs is the rapid acquisition of a large volume of classifications (Bonney
et al., 2009). However, several issues relevant to these programs are not often quantified. For instance, how does the
number of participants affect the precision of the estimates? How many sampled locations are needed? What is a
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(a) Boxplot of the difficulties
(b) Slope
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F IGURE 3 (a) Boxplot of the estimated difficulties for locations 51-100. The true parameter value (red dots) in the traditional 3PL (left) and the 3PLUSmodel
(right).Estimated slope (b) and guessing (c) parameters in the traditional 3PL (green) and the 3PLUSmodel (blue). The y-axis gives the estimates while the x-axis represents the
true value. The ideal case of perfect estimation is represented in black color.
suitable number of classifications per image? We designed an experiment to assess the effects of these three factors on
themodel fit and considered the following values:
1. grid size: This represents the number of unique geo-tagged locations for the items, e.g. image GPS coordinates:
10×10, 15×15 and 25×25.
2. number of participants: 9, 21 and 60. This was chosen to be very small, small andmedium based on the impact or
the precision of the estimates.
3. the number of elicitation points per image: This frequently arises in approaches used in ecology and is also known
as the random point count methodology (e.g. Kohler and Gill, 2006) : 5, 15 and 25.
For this combination of parameters, we generated 27 datasets and fit both the 3PL and the 3PLUSmodels. Fig 4
depicts a comparison between the twomodels based on (a) RMSE of the difficulties and (b) the accuracy of retrieving
the true category. The three grid sizes are represented with different line types. The panels show the number of users.
The proposedmodel produces a substantially smaller RMSE and better accuracy for most of the factor combinations.
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The greater the number of elicitations and users the smaller the RMSE and the larger the accuracy is in bothmodels.
We fitted Bayesian regressionmodels for the parameters (difficulties, abilities, slopes, and pseudoguessing) to the
(log) RMSE as a function of the factors plus themodel type using as a baseline factor the benchmark (3PL). The posterior
density and trace-plots showedwell-mixed chains and convergence. In themodel for the log RMSE of the difficulties
(Table S.2), there are more differences between the models than when accounting for the factors. The numbers of
elicitations, citizens and the grid size were found to affect the RMSE.We found similar outcomes for themodels using as
a response variable the RMSE in the abilities, slopes, and pseudoguessing. A negative value in themodel dummy variable
means that a reduced RMSE is obtainedwhen using the 3PLUSmodel. Larger numbers of elicitations and citizens also
decrease the RMSE.
Fig 4 compares the RMSE of the difficulties, abilities, slopes and pseudoguessing parameters and the accuracy
retrieving the difficulties in both models. The 3PLUS model produces smaller RMSE and the difference tends to be
proportional to the number of users and the grid size.
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F IGURE 4 Root mean square error (RMSE) of the difficulties (A), abilities (C), slopes (D) and pseudoguessing (E) and
difficulties accuracy (B) for eachmodel (3PL vs 3PLUS). The x-axis represents the number of elicitation points/image
and the panels give the number of users on each group. The grid size is plotted with different line types.
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New algorithms are often computationally intensive and involve larger processing times. We performed the simula-
tions on aHigh-Performance Computing (HPC) systemwith CPUs architecture Intel AVX and AVX-2. No substantial
differences in computing times were found betweenmodels.
4 | HAKUNA MY DATA: A CASE STUDY OF SPECIES IDENTIFICATION IN THE
SERENGETI
4.1 | The Serengeti data
Swanson et al. (2015) describe a citizen science project that identified species from the Serengeti, Tanzania. This
project is hosted on Zooniverse (https://www.zooniverse.org/projects/zooniverse/snapshot-serengeti) and
capturedmore than amillion images, with a total of 10.8 million classifications produced by 28,000 users. Images were
obtained by camera traps in 225 spatial locations. The data contains image details of the classifications per user and
includes the spatial component given by the location of the cameras. Swanson et al. (2015) published several datasets
including the original raw classification data, the consensus voting results and a gold standard dataset. The gold standard
dataset included classifications by experts of 4,140 images. The proportion of correct classification per site showed
spatial autocorrelation based on theMoran’s I test (p < 0.001).
A total of 50 species categories were identified including wildebeest, zebra, buffalo, hartebeest, lion (female and
male), etc. The categories impossible to identify and humanwere also included. The authors noted that subjects tend to
usemore the nothing here classification rather than guessing when they were not sure of the species. Two-dimensional
kernel density plots of the threemost abundant species (prey) plus female lion (predators) is shown in Fig 5.
Images were captured at different times of the day, including night time. Several other factors affecting the
difficulty of the images are included: animal moving or feeding, the presence of babies, the relative position regarding
the vegetation and camera placement, etc.
We selected the registered users with more than five classifications so that we can obtain suitable estimates of the
abilities. For inclusion, images had to have a known location or site id. This produced a dataset composed of almost 5
million observations, from 21,347 citizens from 225 locations. The data and codes associatedwith the case study can be
found in the repository https://github.com/EdgarSantos-Fernandez/staircase.
4.2 | Analysis using the gold standard data andmodel comparison
Assessing the fit of several model variations and comparisons becomes difficult with large datasets. We first find the
best performingmodel using the gold standard dataset and then fit it using the whole data. For simplicity, images with
more than one species were excluded resulting in 88,517 observations.
We considered 10 model variations of Eq.3, shown in Table 1. We started with the 3PL and 3PLUS previously
compared in the simulations. Eight linear logistic test models were studied, from a very simple (1PL’) to more complex
(3PLUS’). Three variations of the 3PLUS’ are examined, resulting from permutations of the site and species slopes and
pseudoguessings parameters. For instance, 3PLUS-2’ and 3PLUS-3’ involves a species-based guessing (ηl ), while the
slopes are site specific for 3PLUS-2’ (αj ) and species dependent for 3PLUS-3’ (αl ).
The 10 competing models were fit in Stan using four chains, 4000 iterations and a burn-in of 2000 reaching
convergence. The estimates for the effective number of parameters pˆwai c were found to be unreliable, exceeding 0.4
(Vehtari et al., 2017), for which using leave-one-out cross-validation (LOO) is recommended. The LOOmeasure also
seems appropriate since we are interested in the applicability to other users/items. See Table 1.
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F IGURE 5 2D kernel density plot of the threemost abundant species (prey) in the gold standard dataset plus
female lion (predators).
According to the LOO information criterion values, the 3PLUS-2’ model seems to be superior. In this model, the
pseudoguessing parameter is species-related, while the slope is indexed to the site that accounts for the camera and
location-specific factors.
TABLE 1 Model variations from themodel in Eq.3 (pi j l = η. + (1 − η. ) 11+exp{−α. (θi −βj I j −β l I l )} ) where the citizen is indexed by i , the site location by j and the species by
l . The symbol ’ indicates test model extension.
Model Name Parameters WAIC LOO
3PL traditional 3PLmodel ηl , αl , θi , β l , βj = 0 94,396.2 94,443.9
3PLUS spatial 3PLmodel ηj , αj , θi , βj ∼ CAR(W ,D , τ) and β l = 0 86,153.3 86,205.8
1PL’ traditional 1PL test model η = 0, α = 1, θi , β l and βj 86,167.6 86,197.2
2PL’ traditional 2PL test model η = 0, αj , θi , β l and βj 85,401.2 85,453.6
3PL’ traditional 3PL test model ηj , αj , θi , β l and βj 85,439.2 85,495.7
1PLUS’ spatial 1PL test model η = 0, α = 1, θi , β l and βj ∼ CAR(W ,D , τ) 86,186.0 86,215.8
2PLUS’ spatial 2PL test model η = 0, αj , θi , β l and βj ∼ CAR(W ,D , τ) 85,411.2 85,463.3
3PLUS-1’ spatial 3PL test model ηj , αj , θi , β l and βj ∼ CAR(W ,D , τ) 85,419.6 85,474.8
3PLUS-2’ spatial 3PL test model ηl , αj , θi , β l and βj ∼ CAR(W ,D , τ) 85,199.3 85,257.9
3PLUS-3’ spatial 3PL test model ηl , αl , θi , β l and βj ∼ CAR(W ,D , τ) 85,711.2 85,766.9
4.3 | Item responsemodeling for big data
Fitting item response models to big datasets can be challenging and prohibitive within the Bayesian paradigm. Op-
erations involving a large number of parameters often exceed the memory, processing and disk capacities, which is
exacerbated if simulation-based computation/estimation such asMCMC is used. This is evenmore problematic when
accounting for spatial autocorrelation (Katzfuss and Cressie, 2012; Datta et al., 2016; Finley et al., 2017).
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In this section, we focus onmodelling datasets too large to be fit directly in onemachine or even on amodern HPC
node. We use the dataset previously described, which is composed of almost 5million classifications. The true answer
(species) was obtained in the non-gold standard images using themajority vote.
We took a divide-and-conquer approach, also known as divide-and-recombine (Scott et al., 2016; Neiswanger et al.,
2013;Wang et al., 2016) splitting the big dataset intomultiple shards or subsets. Models were fit to the independent
subsets on independent machines with no communication, and subposterior estimates were then combined into global
estimates using consensusMonte Carlo (Scott et al., 2016). Specifically, we usedweighted averages of the posterior
MCMC chains, with weights inversely proportional to the variance of the posterior samples. At each iteration, the
consensus estimate of a parameter is given by θg =
(∑S
s Ws
)−1 ∑S
s Wsθsg , where s is the subset or machine, g is the
iteration number, θsg is the estimate at the iteration g from themachine s andWs = Var (θ |ys )−1 . The consensusMonte
Carlo is known to produce an asymptotic approximation to the posterior based on the whole dataset (Scott et al., 2016).
However, multiple other options could have been explored to obtain the combined subposterior distributions (e.g.
Neiswanger et al., 2013).
The number of observations of each location and species is large. However, the classifications per user varied from
a few to several hundred. Thus, we employed stratified sampling with users as grouping criteria thereby splitting the
dataset into 10 equal parts. This yielded 10 shards with approximately half a million observations per shard. Some users
will not be represented on all the subsets, while most of the species and sites were estimated on every shard.
All the results from this section can be reproduced using the RMarkdown file in the repository https://github.
com/EdgarSantos-Fernandez/staircase, which illustrate (1) how to request resources on anHPC, (2) how to fit the
models in Stan and (3) how to combine the posterior estimates.
Shards were fitted in parallel with no communication on a high performance computing (HPC) system using 10
CPUs, three processors and a request of 280Gb ofmemory. Estimates of the latent parameters were obtained using
the best performingmodel (3PLUS-2’) found in the previous section. We used three chains, a warm-up period of 3000
samples and 8000 iterations. It took approximately 42 hours to fit eachmodel and to compute theWAIC. For combining
the subposteriors into the whole dataset posterior, wemodified the function consensusMCindep() from the R package
parallelMCMCcombine (Miroshnikov and Conlon, 2014). This approach is suitable for normally distributed parameters
(difficulties, abilities, slopes) and has been found to work satisfactorily also for non-normal variables (Scott et al., 2016)
such as the pseudoguessing which is modelled using beta distributions. Summary statistics of some of the parameters of
interest are shown in Table S.3.
On eachmachine, we obtained subposterior estimates for each of the parameters. For instance, in Fig 6we show
the estimates for nine users with good, moderate and poor classification skills (three on each group). In some cases,
there could be a moderate variability on the estimates obtained from different shards e.g. user = 2. This is because
by random, users will have a better performance in some subsets than in the others. See Fig S.13 for scatter plots
comparing the posterior ability estimates in the 10 shards (abil1, abil2, etc.) and in the recombined consensus posterior
(abil).
Fig 7 shows the user proficiency levels as a function of the proportion of correct classifications. Clustering the
participants into groups based on their abilities is relevant for citizen science programs and crowdsourcing. For instance,
the latent classifications are often obtained bymajority or consensus vote. Weighted variations of the voting systems
can be easily implemented using as weights the posterior abilities with some penalization based on the variability
of these estimates. More effective compensation, rewards and bonuses can be readily implemented for example in
projects using platforms such as AmazonMechanical Turk. Finally, ability assessment is a powerful resource to detect
software bots, careless participants, etc, which generally have the lowest ability scores (beginner group in Fig 7).
Similarly, we obtained posterior distributions for the difficulties in identifying the species (Fig 8a). Species with
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F IGURE 6 Posterior estimates of the abilities for nine users in 10machines and the posterior obtained using the
consensus approach (in red).
mean positive values aremore difficult to identify e.g. hyena striped. Other categories with negative estimates such as
giraffe and zebra had a high probability of correct classification. Fig 8b shows the posterior estimates of the species
difficulties as a function of the proportion of correct classification. On average citizens misclassified images containing
humans with probability 0.10 and this could be considered as an indicator of careless responses.
We also obtained theminimum probability of a correct answer for species due to guessing, for users with extremely
low abilities (Fig.9a and 9b). Interestingly, large pseudoguessing estimates are obtained for lions, the only species for
which the gender was required (female andmale). These species had a higher probability of being correctly identified by
less experienced users. Fig S.15 displays scatter plots of the correlation between shards, showing a high correlation
between the combined estimates (guess_all) and the ones obtained from the shards (guess1, guess2, etc.).
Site-related difficulties were also produced. Images from some sites were harder to classify; see for instance C05
in Fig.10a. A comparison between the 225 sites subposterior estimates among the 10 shards is presented in Fig.S.16.
These results indicate a high degree of agreement between site difficulties obtained from the different subsets and
compared to the consensus values.
In Fig 10b we show the posterior estimates of the site difficulties as a function of the proportion of correct
classification and the Voronoi diagram of the site difficulties. Sites with a larger difficulty estimate could indicate
camera-related problems or installation issues.
5 | DISCUSSION AND CONCLUSION
Networks withmillions of contributors worldwide scattered in space and time engage in citizen science activities. This
force is helping to reach the United Nations Sustainable Development Goals (Hsu et al., 2014; Fritz et al., 2019). In the
ecological context, citizens’ contribution is two-fold: providing images, videos and audio files from animals, plants, etc.;
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but also producing classifications for estimating the distribution of species and for training machine learning algorithms.
Yet, the data produced by citizens and hence by these programs are generally inaccurate and/or imprecise, which has
received a lot of attention in recent years. Prior research has also noted the importance of measuring the contribution
of the subjects to citizen science projects (Silvertown et al., 2015). Although item-responsemodels provide a natural
framework in which to investigate and perhaps adjust for these challenges, the literature is limited on their usefulness
for crowdsourced programs and particularly in the ecological context.
In this research, we introduced a new methodology and family of IRT models specially tailored for ecological
applications. Thesemethods can be used in a wide range of applications involving datasets elicited via crowdsourcing.
We focus on ecological spatial data frequently collected in citizen science applications and specifically on citizen-elicited
annotations of images. We discuss the application of these models for real-world data, specifically in the presence
of inconveniently large datasets. We found that our proposed framework of modeling outperforms the benchmark
method in terms of precision and accuracy in a simulation experiment considering factors like the number of geotagged
locations, the number of participants, etc. Similarly, our approach performed better for real-life data. The application of
the divide-and-recombine approach for massive item response problems is novel and can be translated and extended to
other settings.
Our methodology provides a better way of assessing the proficiency of the participants, which is useful for compar-
ing them on equal grounds, for measuring their contribution, for building reputation schemes and for compensation
purposes. It also identifies challenging and commonlymisclassified classes of responses (e.g. species) in order to produce
better guidance, qualifications and users’ training. Obtaining difficulties associated with images gives indications of
cameras technical malfunctioning, misplacement, light conditions, etc. We are currently developing the R package
staircase (STAtistical Item Responsemodels for Citizen Science applications in Ecology) that will allow practitioners to
fit these new family of item responsemodels, producing estimates of the participants’ abilities along with other relevant
ecological measures. The package adopts the Bayesianmodeling framework and puts particular emphasis on big data.
In our models, participants’ abilities were considered to be constant across the classification period. This is
reasonable since the period is generally short for many citizen science projects. However, in some circumstances this
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(b) Species difficulties vs the proportion of correct classification
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
aardvark
aardwolf
baboon
batEaredFox
buffalo
bushbuck
caracal
cheetah
civet
dikDik
eland
elephant
gazelleGrants
gazelleThomsons
genet
giraffe
guineaFowl
hare
hartebeest hippopotamus
honeyBadger
human
hyenaSpotted
hyenaStriped
impala
impossible
jackal
koriBustard
leopard
lionFemale lionMale
mongoose
ostrichotherBird porcupine
reedbuck
reptiles
rhinoceros
rodent
rodents
secretaryBird
serval
topi
vervetMonkey
warthog
waterbuck
wildcat
wildebeest
zebra
zorilla
−2
0
2
4
6
0.00 0.25 0.50 0.75
probability
sp
ec
ie
s 
di
ffi
cu
ltie
s
l l500000 1000000 la la la lahuman easy med hard
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(b) Species pseudoguessing vs the proportion of correct classification
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F IGURE 9 (a) Comparisons of the posterior distributions of the species pseudoguessing in the subsets and compared to the combined estimate (in red color). (b)
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(a) Subposterior estimates of the site difficulties
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F IGURE 10 (a) Comparisons of the difficulties posterior estimates in the first 40 sites in the subsets and compared to the consensus estimate. (b) Voronoi diagram
of the posterior estimates of the site-related difficulties. Four categories were obtained using the quantiles where dark (light) green represent more difficult (easier) sites. Dots
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condition does not hold, e.g. an increased level of skill is achievedwith time as participants learn and train. Consequently,
variations like those suggested inMartin andQuinn (2002); Dunson (2003);Wang et al. (2013) andWeng et al. (2018)
can be adopted. Furthermore, other methods accounting for the participants’ reaction times could also be explored
Zhan et al. (e.g. 2018); Fox (e.g. 2010). Potential extensions of this particular case study based on the classification of
camera traps images include accounting for covariates affecting the species difficulties such as the presence of young
specimens or captured while moving. Our case study involves a relatively small geographical scale. Further work should
consider items collected over broader scales surveys, at countries and continents levels, or even globally).
Camera-specific parameters and time of the day that also impact the quality of the photograph could be included as
a factor in the model. In terms of scalability, variational approximations could be used to speed up the computation
on big datasets (Natesan et al., 2016; Hui et al., 2017). We are currently exploring an online updating approach for
processing data as it becomes available (Schifano et al., 2016; Särkkä, 2013; Callaghan et al., 2019a).
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S.6 | SUPPLEMENTARY MATERIAL: SIMULATIONS RESULTS AND
POSTERIOR ESTIMATES OBTAINED VIA CONSENSUS MONTE
CARLO
Summary: This is the supplementarymaterial for Bayesian item responsemodels for citizen science
ecological data and it is composed of two sections. Section S.6 contains information supporting the
simulation study. Some results regarding the Case Study are presented in Section S.6.2.
Fig.S.11a and S.11b depict the posterior distributions violin and boxplots for the abilities in both
models (3PL vs 3PLUS) as a function of the true fixed value given by the red dots.
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F IGURE S . 11 Violin/box plot of the posterior distribution of the five groups of users’ abilities θj
in the 3PL (a) and 3PLUSmodel (b). The red dots represent the fixed true abilities.
TABLE S . 2 Posterior summary statistics of the regressionmodel for the log(RMSEdiff).
Parameter Rhat n_eff mean sd se_mean 2.5% 50% 97.5%
bIntercept 1.0012 3614 -0.2905 0.0786 0.0013 -0.4452 -0.2912 -0.1376
bmodel3PLUS 1.0006 3035 -0.4437 0.0429 0.0008 -0.5275 -0.4439 -0.3602
bneli 1.0003 5022 -0.0088 0.0027 0.0000 -0.0141 -0.0088 -0.0035
bmincl as 0.9999 3226 -0.0021 0.0077 0.0001 -0.0170 -0.0022 0.0128
bnci t 0.9994 5967 -0.0086 0.0010 0.0000 -0.0106 -0.0086 -0.0066
bn 1.0015 4111 0.0003 0.0001 0.0000 0.0001 0.0003 0.0005
σ 1.0010 2558 0.2774 0.0156 0.0003 0.2487 0.2766 0.3099
log-posterior 1.0016 1590 -28.1311 1.8649 0.0468 -32.6632 -27.8176 -25.5008
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S.6.1 | Simulations results.
In section 3.2 we performed a simulation study to compare bothmodels.
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(a) true/latent difficulty bj
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(b) Estimated difficulty using the 3PL model
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(c) Estimated difficulty using the 3PLUS model
F IGURE S . 12 (a) Voronoi diagram of the latent spatially correlated item difficulties b j . The color represents the difficulty category given by the quantiles {[-2.178, -0.514],
(-0.514, 0.232], (0.232, 0.814], (0.814, 1.982]} so that each category is composed of approximately 56 locations. The easiest and hardest groups are 1 and 4 respectively. (b) and
(c) are the estimated item difficulties in the traditional 3PL and in the 3PLUSmodel. The yellow labels represent incorrect category estimation.
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S.6.2 | Posterior estimates obtained from the subposteriors via consensusMonte Carlo.
In the case study (section 4.3), we split the big dataset and fit the Bayesian item responsemodel to each of the individual
shards. Fig S.13 shows a comparison of the ability estimates in the 10 shards and those obtained from the consensus
Monte Carlo approach.
Similar comparisons are shown in Fig S.14, S.15 and S.16 for the difficulties associated to the species, the pseu-
doguessing and the site difficulties respectively.
F IGURE S . 13 Comparison of the posterior estimates in the 21,347 users abilities in the shards and from the
consensus approach.
Table S.3 shows the consensus posterior estimates for some of the parameters of interest.
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F IGURE S . 14 Comparisons of the posterior estimates of the species difficulties in the shards and from the
consensus approach (species_all).
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F IGURE S . 15 Comparisons of the posterior means estimates of the species pseudoguessing in the subsets and
compared to the combined estimate (guess_all).
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F IGURE S . 16 Comparisons of the difficulties posterior estimates in the 10 subsets (site1, site2, etc) and compared
to the consensus estimate (site_all).
TABLE S . 3 Posterior estimates of some of the parameters via consensusMonte Carlo.
param id mean sd med q2.5 q97.5
1 diff_species_3 baboon -0.802 0.229 -0.807 -1.251 -0.331
2 diff_species_24 hyenaStriped 2.007 0.734 1.902 0.842 3.697
3 diff_species_26 impossible 4.535 0.614 4.495 3.433 5.898
4 diff_species_30 lionFemale -0.046 0.267 -0.046 -0.585 0.482
5 diff_species_49 zebra -2.020 0.180 -2.019 -2.390 -1.671
6 diff_site_1 B03 -0.456 0.214 -0.456 -0.882 -0.023
7 diff_site_2 B04 -0.359 0.216 -0.360 -0.788 0.085
8 diff_site_3 B05 -0.151 0.190 -0.150 -0.527 0.237
9 diff_site_4 B06 -0.167 0.183 -0.169 -0.526 0.208
10 pseudoguessing_3 baboon 0.137 0.083 0.127 0.009 0.322
11 pseudoguessing_24 hyenaStriped 0.230 0.100 0.241 0.019 0.397
12 pseudoguessing_26 impossible 0.010 0.009 0.007 0.000 0.034
13 pseudoguessing_30 lionFemale 0.366 0.074 0.373 0.203 0.497
14 pseudoguessing_49 zebra 0.009 0.009 0.007 0.000 0.032
15 abil_1 1ee963bb67658ec7fb7ff5568f2e5c52 1.016 0.587 0.981 -0.052 2.288
16 abil_2 43047c40867c00a83d0a3982f12f515b -0.446 0.822 -0.443 -2.128 1.191
17 abil_3 52a791d0b1715d3a64e3304853d78c7c 1.019 0.386 0.978 0.353 1.893
18 abil_4 6ed2e808d62f729c45912856bffb1ae7 0.000 0.592 -0.040 -1.067 1.315
19 abil_5 80c3e443a01284ce8be767b3b68b921d 1.176 0.354 1.143 0.555 1.958
20 abil_6 b1132cb9f684ac9bf8b08522c7537ea6 -0.041 0.528 -0.069 -1.020 1.122
21 abil_7 cb7671ced14ad6f669a2601b249e0e93 -1.407 0.580 -1.402 -2.594 -0.252
22 abil_8 cb93d3701ea002dd736828eb1a87cb88 -0.880 0.616 -0.884 -2.107 0.363
23 abil_9 e6b9208fb9d03ce1c3885fbb866a39f8 0.226 0.458 0.200 -0.620 1.200
