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Abstract: In this paper, we study the maximum principle for stochastic optimal control problems of
forward-backward stochastic difference systems (FBS∆Ss) where the uncertainty is modeled by a discrete
time, finite state process, rather than white noises. Two types of FBS∆Ss are investigated. The first one is
described by a partially coupled forward-backward stochastic difference equation (FBS∆E) and the second
one is described by a fully coupled FBS∆E. By adopting an appropriate representation of the product
rule and an appropriate formulation of the backward stochastic difference equation (BS∆E), we deduce the
adjoint difference equation. Finally, the maximum principle for this optimal control problem with the control
domain being convex is established.
Keywords: backward stochastic difference equations; forward-backward stochastic difference equations;
monotone condition; stochastic optimal control; maximum principle
1 Introduction
The Maximum Principle is one of the important approaches in solving the optimal control problems. A lot
of work has been done on the Maximum Principle for stochastic system. See, for example, Bensoussan [1],
Bismut [3], Kushner [13], Peng [18]. Peng also firstly studied one kind of forward-backward stochastic control
system (FBSCS) in [19] and obtained the maximum principle for this kind of control system with control
domain being convex. The FBSCSs have wide applications in many fields. As the stochastic differential
recursive utility, which is a generalization of a standard additive utility, can be regarded as a solution
of a backward stochastic differential equation (BSDE). The recursive utility optimization problem can be
described by a optimization problem for a FBSCS (see [21]). Besides, in the dynamic principal-agent problem
with unobservable states and actions, the principal’s problem can be formulated as a partial information
optimal control problem of a FBSCS (see [24]). We refer to [7], [10], [11], [14], [22], [26], [28] for other works
on optimization problems for FBSCSs.
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In this paper, we will discuss the Maximum Principle for optimal control of discrete time systems described
by forward-backward stochastic difference equations (FBS∆Es). To the best of our knowledge, there are few
results on such optimization control problems. In fact, the discrete time control systems are of great value
in practice. For example, the digital control can be formulated as discrete time control problems, where the
sampled data is obtained at discrete instants of time. Besides, the forward-backward stochastic difference
system (FBS∆S) can be used for modeling in financial markets. For example, the solution to the backward
stochastic difference equation (BS∆E) can be used to construct time-consistent nonlinear expectations (see
[5], [6]) and be used for pricing in the financial markets (see [2]). However, the formulation of BS∆E is
quite different from its continuous time counterpart. Many works are devoted to the study of BS∆Es (see,
e.g. [2], [5], [6], [23]). Based on the driving process, there are mainly two types of formulations of BS∆Es.
One is driving by a finite state process which takes values from the basis vectors (as in [5]) and the other is
driving by a martingale with independent increments (as in [2]). For the former framework, the researchers
in [5] obtained the discrete time version of martingale representation theorem and establish the solvability
result of BS∆E with the uniqueness of Z under a new kind of equivalence relation. Further works about the
applications of the finite state framework can be seen in [8], [17], [15]. In this paper, we adopt the first type
of formulation to investigate the optimization problems for FBS∆Ss.
In this paper, we study two stochastic optimal control problems. The Problem 1 involves a partially
coupled FBS∆E (2.2). In more details, the coefficients b and σ of the forward equation do not contain the
solution (Y, Z) of the backward equation. The state equation of Problem 2 is described by a fully coupled
FBS∆E (2.4).
The optimal control problem is to find the optimal control u ∈ U , such that the optimal control and
the corresponding state trajectory can minimize the cost functional J (u (·)). In this paper, we assume the
control domain is convex. By making the perturbation of the optimal control at a fixed time point, we obtain
the maximum principle for problem 1 and 2.
To build the maximum principle, the key step is to find the adjoint variables which can be applied to
deduce the variational inequality. In [16], the authors studied the maximum principle for a discrete time
stochastic optimal control problem in which the state equation is only governed by a forward stochastic
difference equation. By applying the Riesz representation theorem, they explicitly obtained the adjoint
variables and establish the maximum principle. But to solve our problems, we need to construct the adjoint
difference equations since generally the adjoint variables can not be obtained explicitly for our case. To
construct the adjoint equations in our discrete time framework, the techniques which are adopted for the
continuous time framework as in [18, 19] are not applicable. In this paper, we propose two techniques to
deduce the adjoint difference equations. The first one is that we choose the following product rule:
∆ 〈Xt, Yt〉 = 〈Xt+1,∆Yt〉+ 〈∆Xt, Yt〉
where Xt (resp. Yt) subjects to a forward (resp. backward) stochastic difference equation. The second one
is that the BS∆E should be formulated as in (2.1). In other words, the generator f of the BS∆E (2.1)
depends on time t+ 1. It is worth pointing out that this kind of formulation is just the formulation of the
adjoint equations for stochastic optimal control problems (see [16] for tha classical case). Based on these
two techniques, we can deduce the adjoint difference equations. The readers may refer to Remark 3.6 for
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more details.
Besides, the second difficulty is in the finite state space case. Since the uniqueness of the variable Z is not
defined in the normal sense, the norm of the variable should be redefined. In [5], Cohen and Elliott defined a
seminorm of Zt through the term ZtMt+1. However, since the Itoˆ isometry cannot work in the discrete time
case and the martingale difference process Mt depends on the past, the relation between the norm defined
by Zt itself and the norm defined by ZtMt+1 is not clear. So it makes estimating the diffusion term of the
variation equations quite difficult. In this paper, we propose a new definition of the norm for the variable Zt
in the diffusion term and prove the relation between this norm of Zt and the seminorm defined by ZtMt+1.
With this relation, we can derive the estimation of the solutions to the stochastic difference equations in the
discrete time finite state space framework.
The remainder of this paper is organized as follows. In section 2, two types of the controlled FBS∆Ss
are formulated. We deduce the maximum principle for the partially coupled controlled FBS∆S in section 3.
Finally, we establish the maximum principle for the fully coupled controlled FBS∆S in section 4.
2 Preliminaries and model formulation
Let T be a deterministic terminal time and T := {0, 1, ..., T }. Following [5], we consider an underlying
discrete time, finite state process W which takes values in the standard basis vectors of Rd, where d is
the number of states of the process W . In more detail, for each t ∈ T , Wt ∈ {e1, e2, ...ed} where ei =
(0, 0, ..., 0, 1, 0, ..., 0)
∗
∈ Rd and [·]
∗
denotes vector transposition.
Consider a filtered probability space
(
Ω,F , {Ft}0≤t≤T , P
)
, where Ft is the completion of the σ-algebra
generated by the process W up to time t and F = FT . Denote by L
(
Ft;R
n×d
)
the set of all Ft−adapted
random variable Xt taking values in R
n×d and by M
(
0, t;Rn×d
)
the set of all Ft-adapted process X taking
values in Rn×d with the norm ‖·‖ defined by ‖X‖ =
(
E
[∑t
s=0 |Xs|
2
]) 1
2
.
For simplicity, we suppose the process W satisfies the following assumption. Note that in the following,
an inequality on a vector quantity is to hold componentwise.
Assumption 2.1 For any t ∈ {0, 1, 2, ..., T − 1}, any ω ∈ Ω, E [Wt+1|Ft] (ω) > 0.
The above assumption means that the probability of every possible path ofW on {0, 1, 2, ..., T } is strictly
positive. Hence under this assumption, the conception ”P−almost surely” in the following statements can
be changed to ”for every ω”. In fact, this assumption is given just for simple statements. Without this
assumption, the proof ideas are the same, but the statements are more sophisticated. We set E [Wt+1|Ft] =(
P 1t , P
2
t , ..., P
N
t
)∗
.
Define
Mt =Wt − E [Wt|Ft−1] , t = 1, ..., T.
M is a martingale difference process taking values in Rd. The following equivalence relations given in [5]
will be used in the following.
Definition 2.2 For two Ft-measurable random variables Zt and Z˜t, we define Zt ∼Mt+1 Z˜t, if ZtMt+1 =
Z˜tMt+1, P − a.s.;
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For two adapted processes Z and Z˜, we define Z ∼M Z˜, if ZtMt+1 = Z˜tMt+1, P − a.s. for any t ∈
{0, 1, 2, ..., T − 1} .
For a Ft-adapted processX , define the difference operator ∆ as ∆Xt = Xt+1−Xt. Consider the following
backward stochastic difference equation (BS∆E):
∆Yt = −f (ω, t+ 1, Yt+1, Zt+1) + ZtMt+1,
YT = η.
(2.1)
where η ∈ L (FT ;R
n) and f : Ω× {1, 2, ..., T } × Rn × Rn×d 7−→ Rn is Ft-adapted mapping.
Assumption 2.3 A1. For any y ∈ Rn, t ∈ {1, 2, ..., T − 1}, ω ∈ Ω, and Z1, Z2 ∈ M
(
0, T − 1;Rn×d
)
, if
Z1 ∼M Z
2, then
f
(
ω, t, y, Z1t
)
= f
(
ω, t, y, Z2t
)
.
A2. The function f (t, y, z) is independent of z at t = T .
We have the following existence and uniqueness theorem of BS∆E (2.1) in [12].
Theorem 2.4 Suppose that Assumption (2.3) holds. Then for any terminal condition η ∈ L (FT ;R
n),
BS∆E (2.1) has a unique adapted solution (Y, Z). Here the uniqueness for Y is in the sense of indistin-
guishability and for Z is in the sense of ∼M equivalence.
We define the d×(d− 1) matrix I˜ =
(
Id−1 −1d−1
)∗
, where Id−1 is (d− 1)-dimensional identity matrix,
1d−1=(1, 1, ..., 1)
∗
is (d− 1)-dimensional vector with every element being equal to 1. Then, we consider two
types of controlled systems.
Problem 1 (partially coupled system):
The controlled system is
∆Xt = b (ω, t,Xt, ut) +
m∑
i=1
ei · σi (ω, t,Xt, ut)Mt+1,
∆Yt = −f
(
ω, t+ 1, Xt+1, Yt+1, Zt+1I˜ , ut+1
)
+ ZtMt+1,
X0 = x0,
YT = yT
(2.2)
and the cost functional is
J (u (·)) = E
T−1∑
t=0
l
(
ω, t,Xt, Yt, ZtI˜ , ut
)
+ h (ω,XT ) (2.3)
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where
b (ω, t, x, u) : Ω× {0, 1, ..., T − 1} × Rm × Rr→ Rm,
σi (ω, t, x, u) : Ω× {0, 1, ..., T − 1} × R
m × Rr→ R1×d,
f (ω, t, x, y, z˜, u) : Ω× {1, 2, ..., T } × Rm × Rn × Rn×(d−1) × Rr→ Rm,
l (ω, t, x, y, z˜, u) : Ω× {0, 1, ..., T − 1} × Rm × Rn × Rn×(d−1) × Rr→ R,
h (ω, x) : Ω× Rm→ R.
Problem 2 (fully coupled system):
The controlled system is:
∆Xt = b
(
ω, t,Xt, Yt, ZtI˜ , ut
)
+ σ
(
ω, t,Xt, Yt, ZtI˜ , ut
)
Mt+1,
∆Yt = −f
(
ω, t+ 1, Xt+1, Yt+1, Zt+1I˜ , ut+1
)
+ ZtMt+1,
X0 = x0,
YT = yT ,
(2.4)
and the cost functional is
J (u (·)) = E
T−1∑
t=0
l
(
ω, t,Xt, Yt, ZtI˜ , ut
)
+ h (ω,XT ) (2.5)
where
b (ω, t, x, y, z˜, u) : Ω× {0, 1, ..., T − 1} × R× R× R1×(d−1) × Rr→ R,
σ (ω, t, x, y, z˜, u) : Ω× {0, 1, ..., T − 1} × R× R× R1×(d−1) × Rr→ R1×d,
f (ω, t, x, y, z˜, u) : Ω× {1, 2, ..., T } × R× R× R1×(d−1) × Rr→ R,
l (ω, t, x, y, z˜, u) : Ω× {0, 1, ..., T − 1} × R× R× R1×(d−1) × Rr→ R,
h (ω, x) : Ω× R→ R.
Let {Ut}t∈{0,1,...,T} be a sequence of nonempty convex subset of R
r. We denote the set of admissible
controls U by U = {u (·) ∈ M (0, T ;Rr) |u (t) ∈ Ut} . It can be seen that in Problem 1, b and σ do not contain
the solution (Y, Z) of the backward equation. This kind of FBS∆E is called the partially coupled FBS∆E.
Meanwhile, the system in Problem 2 is called the fully coupled FBS∆E.
The optimal control problem is to find the optimal control u ∈ U , such that the optimal control and
the corresponding state trajectory can minimize the cost functional J (u (·)). In this paper, we assume the
control domain is convex.
Remark 2.5 The cost functional in [19] consists of three parts: the running cost functional, the terminal
cost functional of XT , the initial cost functional of Y0. In our formulation, if we take l (ω, 0, X0, Y0, Z0, u0) =
γ (ω, Y0), then the cost functional (2.5) for our discrete time framework can be reduced to the cost functional
in [19] formally.
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For controlled system (2.2)-(2.3), we assume that:
Assumption 2.6 For ϕ = b, σiI˜, f , l, h,
1. ϕ is an adapted map, i.e. for any (x, y, z˜, u) ∈ Rm×Rn×Rn×(d−1)×Rr, ϕ (·, ·, x, y, z˜, u) is {Ft}-adapted
process.
2. for any t ∈ {0, 1, ..., T } and ω ∈ Ω, ϕ (ω, t, ·, ·, ·, ·) is continuously differentiable with respect to x, y, z˜, u,
and ϕx, ϕy, ϕz˜i , ϕu are uniformly bounded. Also, for t = T , f is independent of z˜ at time T .
Set
λ = (x, y, z) ,
A (t, λ;u) =
(
−f (t, λ;u) , b (t, λ;u) , σ (t, λ;u)E
[
Mt+1M
∗
t+1|Ft
])
and
|λ| = |x|+ |y|+
∣∣∣zI˜∣∣∣ ,
|A (t, λ)| = |f (t, λ)|+ |b (t, λ)|+
∣∣σ (t, λ)E [Mt+1M∗t+1|Ft]∣∣ .
For controlled system (2.4)-(2.5), we additionally assume that:
Assumption 2.7 For any u ∈ U , the coefficients in (2.4) satisfy the following monotone conditions, i.e.
when t ∈ {1, ..., T − 1},
〈A (t, λ1;u)−A (t, λ2;u) , λ1 − λ2〉 ≤ −α |λ1 − λ2|
2
,
∀λ1, λ2 ∈ R× R× R
1×d;
when t = T , 〈
−f
(
T, x1, y, zI˜, u
)
+ f
(
T, x2, y, zI˜, u
)
, x1 − x2
〉
≤ −α |x1 − x2|
2
;
when t = 0,
〈b (0, λ1;u)− b (0, λ2;u) , y1 − y2〉
+ 〈(σ (0, λ1;u)− σ (0, λ2;u))E [M1M
∗
1 |F0] , z1 − z2〉
≤ −α
[
|y1 − y2|
2
+
∣∣∣(z1 − z2) I˜∣∣∣2] .
where α is a given positive constant.
Besides, in the following, we formally denote b
(
T, x, y, zI˜, u
)
≡ 0, σ
(
T, x, y, zI˜, u
)
≡ 0, l
(
T, x, y, zI˜, u
)
≡
0, f
(
0, x, y, zI˜, u
)
≡ 0.
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3 Maximum principle for the partially coupled FBS∆E system
For any u ∈ U , it is obvious that there exists a unique solution {Xt}
T
t=0 ∈ M (0, T ;R
m) to the forward
stochastic difference equation in the system (2.2). According to Lemma 2.3 in [12], it can be seen that f
satisfies Assumption (2.3). So given X , by Theorem 2.4, the backward equation in the system (2.2) has a
unique solution (Y, Z).
Suppose that u¯ = {u¯t}
T
t=0 is the optimal control of problem (2.2)-(2.3) and
(
X¯, Y¯ , Z¯
)
is the corresponding
optimal trajectory. For a fixed time 0 ≤ s ≤ T , choose any ∆v ∈ L (Fs;R
r) such that u¯s +∆v takes values
in Us. For any ε ∈ [0, 1], construct the perturbed admissible control
uεt = (1− δts) u¯t + δts (u¯s + ε∆v) = u¯t + δtsε∆v, (3.1)
where δts = 1 for t = s, δts = 0 for t 6= s and t ∈ {0, 1, ..., T }. Since Us is a convex set, {u
ε
t}
T
t=0 ∈ U is an
admissible control. Let (Xε, Y ε, Zε, Nε) be the solution of (2.2) corresponding to the control uε.
Set
ϕ¯ (t) = ϕ
(
t, X¯t, Y¯t, Z¯tI˜ , u¯t
)
, ϕε (t) = ϕ
(
t,Xεt , Y
ε
t , Z
ε
t I˜ , u
ε
t
)
,
ϕ˜ε (t) = ϕ
(
t, X¯t, Y¯t, Z¯tI˜ , u
ε
t
)
, ϕµ (t) = ϕµ
(
t, X¯t, Y¯t, Z¯tI˜ , u¯t
)
,
(3.2)
where ϕ = b, σi, f , l, h and µ = x, y, zi and u.
Then, we have the following estimates.
Lemma 3.1 Under Assumption 2.6, we have
sup
0≤t≤T
E
∣∣Xεt − X¯t∣∣2 ≤ Cε2E |∆v|2 . (3.3)
Proof. In the following, the positive constant C may change from lines to lines.
When t = 0, ..., s, Xεt = X¯t.
When t = s+ 1,
Xεs+1 − X¯s+1 = b˜
ε (s)− b (s) +
m∑
i=1
ei · [σ˜i
ε (s)− σi (s)]Ms+1.
Then,
E
∣∣Xεs+1 − X¯s+1∣∣2 ≤ 2E
[∣∣∣˜bε (s)− b (s)∣∣∣2 + m∑
i=1
|[σ˜i
ε (s)− σi (s)]Ms+1|
2
]
.
By the boundedness of bu, we have
E
[∣∣∣˜bε (s)− b (s)∣∣∣2] ≤ CE [|uεs − u¯s|2] = Cε2E [|∆v|2] .
By the Proposition 2.4 in [12] and boundedness of σiuI˜, we have
E |[σ˜i
ε (s)− σi (s)]Ms+1|
2
≤ CE
[∣∣∣[σ˜iε (s)− σi (s)] I˜∣∣∣2]
≤ Cε2E
[
|∆v|2
]
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which leads to
E
∣∣Xεs+1 − X¯s+1∣∣2 ≤ Cε2E [|∆v|2] .
When t = s+ 2, ..., T ,
E
∣∣Xεt − X¯t∣∣2
≤ 2E
[∣∣b (t− 1, Xεt−1, u¯t−1)− b (t− 1, X¯t−1, u¯t−1)∣∣2
+
m∑
i=1
∣∣[σi (t− 1, Xεt−1, u¯t−1)− σi (t− 1, X¯t−1, u¯t−1)]Mt∣∣2] .
Due to the boundedness of bx, σixI˜, combined with the Proposition 2.4, we obtain E
∣∣Xεt − X¯t∣∣2 ≤ CE [∣∣Xεt−1 − X¯t−1∣∣2].
Thus, by induction we prove the result.
Let ξ = {ξt}
T
t=0 be the solution to the following difference equation,
∆ξt = bx (t) ξt + δtsbu (t) ε∆v +
m∑
i=1
ei · [ξ
∗
t σix (t) + δtsε∆v
∗σiu (t)]Mt+1,
ξ0 = 0.
(3.4)
It is easy to check that
sup
0≤t≤T
E |ξt|
2 ≤ Cε2E |∆v|2 . (3.5)
and we have the following result:
Lemma 3.2 Under Assumption 2.6, we have
sup
0≤t≤T
E
∣∣Xεt − X¯t − ξt∣∣2 = o (ε2) .
Proof. When t = 0, ..., s, Xεt = X¯t and ξt = 0 which lead to X
ε
t − X¯t − ξt = 0.
When t = s+ 1,
Xεs+1 − X¯s+1 − ξs+1
=
[
b˜u (s)− bu (s)
]
ε∆v +
m∑
i=1
ei · ε∆v
∗ [σ˜iu (s)− σiu (s)]Ms+1
where
b˜u (s) =
∫ 1
0
bu
(
s, X¯s, u¯s + λ (u
ε
s − u¯s)
)
dλ,
σ˜iu (s) =
∫ 1
0
σiu
(
s, X¯s, u¯s + λ (u
ε
s − u¯s)
)
dλ.
Then
E
∣∣Xεs+1 − X¯s+1 − ξs+1∣∣2
≤ 2E
[∣∣∣[b˜u (s)− bu (s)] ε∆v∣∣∣2 + m∑
i=1
(ε∆v∗ [σ˜iu (s)− σiu (s)]Ms+1)
2
]
≤ CE
[∥∥∥b˜u (s)− bu (s)∥∥∥2 |∆v|2 + m∑
i=1
∥∥∥[σ˜iu (s)− σiu (s)] I˜∥∥∥2 |∆v|2] ε2.
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Since
∥∥∥b˜u (s)− bu (s)∥∥∥→ 0 and ∥∥∥[σ˜iu (s)− σiu (s)] I˜∥∥∥→ 0 as ε→ 0, we have
lim
ε→0
1
ε2
E
∣∣Xεs+1 − X¯s+1 − ξs+1∣∣2 = 0.
When t = s+ 2, ..., T ,
Xεt − X¯t − ξt
= b˜x (t− 1)
(
Xεt−1 − X¯t−1 − ξt−1
)
+
[
b˜x (t− 1)− bx (t− 1)
]
ξt−1
+
m∑
i=1
ei ·
{(
Xεt−1 − X¯t−1 − ξt−1
)∗
σ˜ix (t− 1) + ξ
∗
t−1 [σ˜ix (t− 1)− σix (t− 1)]
}
Mt
where
b˜x (t) =
∫ 1
0
bx
(
t, X¯t + λ
(
Xεt − X¯t
)
, u¯t
)
dλ,
σ˜ix (t) =
∫ 1
0
σix
(
t, X¯t + λ
(
Xεt − X¯t
)
, u¯t
)
dλ.
Then
E
∣∣Xεt − X¯t − ξt∣∣2
≤ CE
[∥∥∥b˜x (t− 1)∥∥∥2 ∣∣Xεt−1 − X¯t−1 − ξt−1∣∣2 + ∥∥∥b˜x (t− 1)− bx (t− 1)∥∥∥2 |ξt−1|2
+
m∑
i=1
|σ˜ix (t− 1)Mt|
2 ∣∣Xεt−1 − X¯t−1 − ξt−1∣∣2 + m∑
i=1
|[σ˜ix (t− 1)− σix (t− 1)]Mt|
2
|ξt−1|
2
]
≤ CE
[(∥∥∥b˜x (t− 1)∥∥∥2 + m∑
i=1
∥∥∥σ˜ix (t− 1) I˜∥∥∥2) ∣∣Xεt−1 − X¯t−1 − ξt−1∣∣2
+
∥∥∥b˜x (t− 1)− bx (t− 1)∥∥∥2 |ξt−1|2 + m∑
i=1
∥∥∥[σ˜ix (t− 1)− σix (t− 1)] I˜∥∥∥2 |ξt−1|2] .
It is easy to check that
∥∥∥b˜x (t− 1)− bx (t− 1)∥∥∥ → 0 and ∥∥∥[σ˜ix (t− 1)− σix (t− 1)] I˜∥∥∥ → 0 as ε → 0. Since
b˜x (t− 1) and σ˜ix (t− 1) are bounded, by the estimation (3.5), we have
lim
ε→0
1
ε2
E
∣∣Xεt − X¯t − ξt∣∣2 = 0.
This completes the proof.
Lemma 3.3 Under Assumption 2.6, we have
sup
0≤t≤T
E
∣∣Y εt − Y¯t∣∣2 ≤ Cε2E |∆v|2 , (3.6)
sup
0≤t≤T−1
E
∥∥∥(Zεt − Z¯t) I˜∥∥∥2 ≤ Cε2E |∆v|2 . (3.7)
Proof. It is obvious that Y εT − Y¯T = 0 at time T .
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When t = s, ..., T − 1 (if s = T , skip this part), we have
E
∣∣∣f (t+ 1, Xεt+1, Y εt+1, Zεt+1I˜ , u¯t+1)− f (t+ 1, X¯t+1, Y¯t+1, Z¯t+1I˜ , u¯t+1)∣∣∣2
≤ CE
[∣∣Xεt+1 − X¯t+1∣∣2 + ∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥Zεt+1I˜ − Z¯t+1I˜∥∥∥2]
≤ CE
[∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥Zεt+1I˜ − Z¯t+1I˜∥∥∥2]+ C1ε2E |∆v|2 .
It yields that
E
∣∣Y εt − Y¯t∣∣2
≤ CE
[∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥Zεt+1I˜ − Z¯t+1I˜∥∥∥2]+ Cε2E |∆v|2 .
Similarly, we have
E
∣∣(Zεt − Z¯t)Mt+1∣∣2
≤ CE
[∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥Zεt+1I˜ − Z¯t+1I˜∥∥∥2]+ Cε2E |∆v|2 .
Combined with Proposition 2.4, we have
E
[∥∥∥(Zεt − Z¯t) I˜∥∥∥2]
≤ CE
[∣∣(Zεt − Z¯t)Mt+1∣∣2]
≤ CE
[∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥Zεt+1I˜ − Z¯t+1I˜∥∥∥2]+ Cε2E |∆v|2 .
When t = s− 1, by similar analysis,
E
∣∣Y εt − Y¯t∣∣2 ≤ CE [∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥(Zεt+1 − Z¯t+1) I˜∥∥∥2]+ Cε2E |∆v|2 ,
E
[∥∥∥(Zεt − Z¯t) I˜∥∥∥2] ≤ CE [∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥(Zεt+1 − Z¯t+1) I˜∥∥∥2]+ Cε2E |∆v|2 .
If s = T , 
E
∣∣Y εT−1 − Y¯T−1∣∣2 ≤ Cε2E |∆v|2 ,
E
[∥∥∥(ZεT−1 − Z¯T−1) I˜∥∥∥2] ≤ Cε2E |∆v|2 .
When t = 0, ..., s− 2, we have
E
∣∣Y εt − Y¯t∣∣2 ≤ CE [∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥(Zεt+1 − Z¯t+1) I˜∥∥∥2] ,
E
[∥∥∥(Zεt − Z¯t) I˜∥∥∥2] ≤ CE [∣∣Y εt+1 − Y¯t+1∣∣2 + ∥∥∥(Zεt+1 − Z¯t+1) I˜∥∥∥2] .
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Thus, there exists C > 0, such that for any t ∈ {0, 1, ..., T },
E
∣∣Y εt − Y¯t∣∣2 ≤ Cε2E |∆v|2 ,
E
[∥∥∥(Zεt − Z¯t) I˜∥∥∥2] ≤ Cε2E |∆v|2 .
This completes the proof.
Let (η, ζ) be the solution to the following BS∆E,
∆ηt = −fx (t+ 1) ξt+1 − fy (t+ 1) ηt+1 − δ(t+1)sfu (t+ 1) ε∆v
−
n∑
i=1
fz˜i (t+ 1) I˜
∗ζ∗t+1ei + ζtMt+1,
ηT = 0.
It is easy to check that
sup
0≤t≤T
E |ηt|
2
≤ Cε2E |∆v|
2
,
sup
0≤t≤T−1
E
∥∥∥ζtI˜∥∥∥2 ≤ Cε2E |∆v|2 .
and we have the following result:
Lemma 3.4 Under Assumption 2.6, we have
sup
0≤t≤T
E
∣∣Y εt − Y¯t − ηt∣∣2 = o (ε2) ,
sup
0≤t≤T−1
E
∥∥∥(Zεt − Z¯t − ζt) I˜∥∥∥2 = o (ε2) .
Proof. When t = T , Y εT − Y¯T − ηT = 0.
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When t ∈ {0, 1, ..., T − 1}, we have
Y εt − Y¯t − ηt
= E
[
Y εt+1 − Y¯t+1 − ηt+1 + f
ε (t+ 1)− f (t+ 1)
−fx (t+ 1) ξt+1 − fy (t+ 1) ηt+1
−
n∑
i=1
fz˜i (t+ 1) I˜
∗ζ∗t+1ei − δ(t+1)sfu (t+ 1) ε∆v|Ft
]
= E
[
Y εt+1 − Y¯t+1 − ηt+1
+f˜x (t+ 1)
(
Xεt+1 − X¯t+1
)
+ f˜y (t+ 1)
(
Y εt+1 − Y¯t+1
)
+
n∑
i=1
f˜z˜i (t+ 1) I˜
∗
(
Zεt+1 − Z¯t+1
)∗
ei + δ(t+1)sf˜u (t+ 1) ε∆v
−fx (t+ 1) ξt+1 − fy (t+ 1) ηt+1
−
n∑
i=1
fz˜i (t+ 1) I˜
∗ζ∗t+1ei − δ(t+1)sfu (t+ 1) ε∆v|Ft
]
,
where
f˜µ (t) =
∫ 1
0
fµ(t, X¯t + λ
(
Xεt − X¯t
)
, Y¯t + λ
(
Y εt − Y¯t
)
, Z¯tI˜ + λ
(
Zεt − Z¯t
)
I˜ , u¯t + λ (u
ε
t − u¯t) dλ
for µ = x, y, zi and u. Then,
E
∣∣Y εt − Y¯t − ηt∣∣2
≤ CE
[∣∣Y εt+1 − Y¯t+1 − ηt+1∣∣2
+
∣∣∣f˜x (t+ 1) (Xεt+1 − X¯t+1 − ξt+1)∣∣∣2 + ∣∣∣[f˜x (t+ 1)− fx (t+ 1)] ξt+1∣∣∣2
+
∣∣∣f˜y (t+ 1) (Y εt+1 − Y¯t+1 − ηt+1)∣∣∣2 + ∣∣∣[f˜y (t+ 1)− fy (t+ 1)] ηt+1∣∣∣2
+
n∑
i=1
∣∣∣f˜z˜i (t+ 1) I˜∗ (Zεt+1 − Z¯t+1 − ζt+1)∗ ei∣∣∣2 + n∑
i=1
∣∣∣[f˜z˜i (t+ 1)− fz˜i (t+ 1)] I˜∗ζ∗t+1ei∣∣∣2
+δ(t+1)s
∣∣∣[f˜u (t+ 1)− fu (t+ 1)] ε∆v∣∣∣2]
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and
E
∥∥∥(Zεt − Z¯t − ζt) I˜∥∥∥2
≤ CE
[∣∣Y εt+1 − Y¯t+1 − ηt+1∣∣2
+
∣∣∣f˜x (t+ 1) (Xεt+1 − X¯t+1 − ξt+1)∣∣∣2 + ∣∣∣[f˜x (t+ 1)− fx (t+ 1)] ξt+1∣∣∣2
+
∣∣∣f˜y (t+ 1) (Y εt+1 − Y¯t+1 − ηt+1)∣∣∣2 + ∣∣∣[f˜y (t+ 1)− fy (t+ 1)] ηt+1∣∣∣2
+
n∑
i=1
∣∣∣f˜z˜i (t+ 1) I˜∗ (Zεt+1 − Z¯t+1 − ζt+1)∗ ei∣∣∣2 + n∑
i=1
∣∣∣[f˜z˜i (t+ 1)− fz˜i (t+ 1)] I˜∗ζ∗t+1ei∣∣∣2
+δ(t+1)s
∣∣∣[f˜u (t+ 1)− fu (t+ 1)] ε∆v∣∣∣2] .
Notice that f˜x (t) − fx (t) → 0, f˜y (t) − fy (t) → 0, f˜zi (t) − fzi (t) → 0, f˜u (t) − fu (t) → 0 as ε → 0. We
obtain that
limε→0
1
ε2
E
∣∣Y εt − Y¯t − ηt∣∣2 = 0,
limε→0
1
ε2
E
∥∥∥(Zεt − Z¯t − ζt) I˜∥∥∥2 = 0.
This completes the proof.
By Lemma 3.2 and Lemma 3.4, we have
J (uε (·))− J (u¯ (·))
= E
∑T−1
t=0
[
〈lx (t) , ξt〉+ 〈ly (t) , ηt〉+
n∑
i=1
〈
l∗z˜i (t) , I˜ζ
∗
t ei
〉
+ δts 〈lu (s) , ε∆v〉
]
+E
〈
hx
(
X¯T
)
, ξT
〉
+ o (ε) .
Introducing the following adjoint equation:
∆pt = −b
∗
x (t+ 1) pt+1 −
m∑
i=1
σix (t+ 1)E
[
Mt+2M
∗
t+2|Ft+1
]
q∗t+1ei
+f∗x (t+ 1)kt+1 + lx (t+ 1) + qtMt+1,
∆kt = f
∗
y (t) kt + ly (t) +
[
n∑
i=1
eik
∗
t fz˜i (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
+
n∑
i=1
eilz˜i (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†]
Mt+1,
pT = −hx
(
X¯T
)
,
k0 = 0,
(3.8)
where (·)
†
denotes the pseudoinverse of a matrix.
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Obviously the forward equation in (3.8) admits a unique solution k ∈ M (0, T ;Rn). Then, based on the
solution k, according to Theorem 2.4, it is easy to check that the backward equation in (3.8) has a unique
solution (p, q) ∈ M (0, T ;Rm)×M
(
0, T − 1;Rm×d
)
. So FBS∆E has a unique solution (p, q, k).
We obtain the following maximum principle for the optimal control problem (2.2)-(2.3).
Define the Hamiltonian function
H (ω, t, u, x, y, z, p, q, k)
= b∗ (ω, t, x, u) p+
m∑
i=1
σi (ω, t, x, u)E
[
Mt+1M
∗
t+1|Ft
]
(ω) q∗ei
−f∗ (ω, t, x, y, z˜, u)k − l (ω, t, x, y, z˜, u) .
Theorem 3.5 Suppose that Assumption 2.6 holds. Let u¯ be an optimal control of the problem (2.2)-(2.3),(
X¯, Y¯ , Z¯
)
be the corresponding optimal trajectory and (p, q, k) be the solution to the adjoint equation (3.8).
Then for any t ∈ {0, 1, ..., T }, v ∈ Ut and ω ∈ Ω, we have〈
Hu
(
ω, t, u¯t, X¯t, Y¯t, Z¯tI˜ , pt, qt, kt
)
, v − u¯t (ω)
〉
≤ 0. (3.9)
Proof. For t ∈ {0, 1, ..., T − 1}, we have
∆ 〈ξt, pt〉
= 〈ξt+1,∆pt〉+ 〈∆ξt, pt〉
=
〈
ξt+1,−b
∗
x (t+ 1) pt+1 −
∑m
i=1 σix (t+ 1)E
[
Mt+2M
∗
t+2|Ft+1
]
q∗t+1ei
〉
+ 〈ξt+1, f
∗
x (t+ 1) kt+1 + lx (t+ 1)〉
+ 〈
∑m
i=1 ei · [ξ
∗
t σix (t) + δtsε∆v
∗σiu (t)]Mt+1, qtMt+1〉+ 〈bx (t) ξt + δtsbu (t) ε∆v, pt〉+Φt,
(3.10)
where
Φt = 〈ξt + bx (t) ξt + δtsbu (t) ε∆v, qtMt+1〉
+ 〈
∑m
i=1 ei · [ξ
∗
t σix (t) + δtsε∆v
∗σiu (t)]Mt+1, pt〉 .
It is obvious that E [Φt] = 0. We have
E 〈
∑m
i=1 ei · ξ
∗
t σix (t)Mt+1, qtMt+1〉
= E
∑m
i=1
[
M∗t+1q
∗
t eiξ
∗
t σix (t)Mt+1
]
= E
∑m
i=1
[
e∗i qtMt+1M
∗
t+1σ
∗
ix (t) ξt
]
= E
∑m
i=1
〈
ξt, σix (t)Mt+1M
∗
t+1q
∗
t ei
〉
,
14
and
E
〈
m∑
i=1
ei · δtsε∆v
∗σiu (t)Mt+1, qtMt+1
〉
= E
[
δtsε
m∑
i=1
〈
∆v, σiu (t)Mt+1M
∗
t+1q
∗
t ei
〉]
.
Similarly, it can be shown that for t ∈ {0, 1, ..., T − 1},
∆ 〈ηt, kt〉
=
〈
−fx (t+ 1) ξt+1 − fy (t+ 1) ηt+1 −
∑n
i=1 fz˜i (t+ 1) I˜
∗ζ∗t+1ei, kt+1
〉
−
〈
δ(t+1)sfu (t+ 1) ε∆v, kt+1
〉
+
〈
ηt, f
∗
y (t) kt + ly (t)
〉
+
〈
ζtMt+1,
∑n
i=1 ei (k
∗
t fz˜i (t) + lz˜i (t)) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
+ Ψt,
where
Ψt =
〈
ζtMt+1, kt + g
∗
y (t) kt + ly (t)
〉
+
〈
ηt,
n∑
i=1
eik
∗
t fz˜i (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
+
〈
ηt,
n∑
i=1
eilz˜i (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
.
According to the result in [4], we know that ∀ω ∈ Ω,
E
[
Mt+1M
∗
t+1|Ft
] (
E
[
Mt+1M
∗
t+1|Ft
])†
(ω)
=
(
E
[
Mt+1M
∗
t+1|Ft
])†
E
[
Mt+1M
∗
t+1|Ft
]
(ω)
= Id −
1
d
1d×d.
Then we can obtain
E
〈
ζtMt+1, eik
∗
t fz˜i (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
= E
[
M∗t+1ζ
∗
t eik
∗
t fz˜i (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
]
= E
[
e∗i ζtMt+1M
∗
t+1
(
E
[
Mt+1M
∗
t+1|Ft
])†
I˜f∗z˜i (t) kt
]
= E
[
e∗i ζt
(
Id −
1
d
1d×d
)
I˜f∗z˜i (t) kt
]
= E
[
e∗i ζtI˜f
∗
z˜i
(t) kt
]
= E
〈
fz˜i (t) I˜
∗ζ∗t ei, kt
〉
.
Similarly,
E
〈
ζtMt+1, eilz˜i (t) I˜
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
= E
[
lz˜i (t) I˜
∗ζ∗t ei
]
.
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Thus
E∆(〈ξt, pt〉+ 〈ηt, kt〉)
= E [〈−bx (t+ 1) ξt+1, pt+1〉+ 〈bx (t) ξt, pt〉
−
m∑
i=1
〈
eiM
∗
t+2σ
∗
ix (t+ 1) ξt+1, qt+1Mt+2
〉
+
m∑
i=1
〈eiξ
∗
t σix (t)Mt+1, qtMt+1〉
− 〈fy (t+ 1) ηt+1, kt+1〉+ 〈fy (t) ηt, kt〉
−
n∑
i=1
〈
fz˜i (t+ 1) I˜
∗ζ∗t+1ei, kt+1
〉
+
n∑
i=1
〈
fz˜i (t) I˜
∗ζ∗t ei, kt
〉
+ 〈lx (t+ 1) , ξt+1〉+ 〈ηt, ly (t)〉+
n∑
i=1
〈
l∗z˜i (t) , I˜
∗ζ∗t ei
〉
+ε 〈δtsbu (t)∆v, pt〉+ δtsε
m∑
i=1
〈
Mt+1M
∗
t+1σ
∗
iu (t)∆v, q
∗
t ei
〉
−ε
〈
δ(t+1)sfu (t+ 1)∆v, kt+1
〉]
.
(3.11)
Therefore,
−E
〈
hx
(
X¯T
)
, ξT
〉
= E [〈ξT , pT 〉+ 〈ηT , kT 〉 − 〈ξ0, p0〉 − 〈η0, k0〉]
=
T−1∑
t=0
E∆(〈ξt, pt〉+ 〈ηt, kt〉)
= E
[
〈bx (0) ξ0, p0〉+
m∑
i=1
〈eiξ
∗
0σix (0)M1, q0M1〉+ 〈fy (0) η0, k0〉+
n∑
i=1
〈
fz˜i (0) I˜
∗ζ∗0ei, k0
〉]
+
T−1∑
t=0
E
[
〈lx (t) , ξt〉+ 〈ly (t) , ηt〉+
n∑
i=1
〈
l∗z˜i (t) , I˜
∗ζ∗t ei
〉]
+
T∑
t=0
δtsεE
[
〈b∗u (t) pt,∆v〉+
m∑
i=1
〈
σiu (t)Mt+1M
∗
t+1q
∗
t ei,∆v
〉
− 〈g∗u (t) kt,∆v〉
]
.
(3.12)
Since ξ0 = 0 and k0 = 0, we deduce
E
T−1∑
t=0
[
〈lx (t) , ξt〉+ 〈ly (t) , ηt〉+
n∑
i=1
〈
l∗z˜i (t) , I˜
∗ζ∗t ei
〉]
+ E
〈
hx
(
X¯T
)
, ξT
〉
= −εE
[〈
b∗u (s) ps +
m∑
i=1
σiu (s)Ms+1M
∗
s+1q
∗
sei − g
∗
u (s) ks,∆v
〉]
.
(3.13)
By limε→0
1
ε
[J (uε (·))− J (u¯ (·))] ≥ 0, we obtain
E
[〈
b∗u (s) ps +
m∑
i=1
σiu (s)Ms+1M
∗
s+1q
∗
sei − g
∗
u (s) ks − lu (s) ,∆v
〉]
≤ 0.
It is easy to obtain equation (3.9) since s is taking arbitrarily. This completes the proof.
Remark 3.6 In the introduction we point out that we need a reasonable representation of the product rule.
When we calculate ∆ 〈ξt, pt〉 in (3.10), ∆ 〈ξt, pt〉 is represented as 〈ξt+1, · · ·〉+···. Combining the formulation
16
of the BS∆E mentioned in the introduction, this representation will lead to the terms such as 〈t,♦t〉 −
〈t+1,♦t+1〉 in (3.11). By summing and rearranging these terms in (3.12), we obtain the dual relation
(3.13).
4 Maximum principle for the fully coupled FBS∆E system
In this section we consider the control problem (2.4)-(2.5). Without loss of generality, we only consider
the one-dimensional case for X and Y . Let u¯ = {u¯t}
T
t=0 be the optimal control for the control problem
(2.4)-(2.5) and
(
X¯, Y¯ , Z¯
)
be the corresponding optimal trajectory. Note that the existence and uniqueness
of
(
X¯, Y¯ , Z¯
)
is guaranteed by the results in [12]. The perturbed control uε is the same as (3.1) and we
denote by (Xε, Y ε, Zε) the corresponding trajectory.
Let
X̂t = X
ε
t − X¯t, Ŷt = Y
ε
t − Y¯t, Ẑt = Z
ε
t − Z¯t.
Using the similar analysis and similar notations in section 3, we have
∆X̂t = b
ε (t)− b (t) + (σε (t)− σ (t))Mt+1,
∆Ŷt = −f
ε (t+ 1) + f (t+ 1) + ẐtMt+1,
X̂0 = 0,
ŶT = 0.
(4.1)
Lemma 4.1 Under Assumption 2.6 and Assumption 2.7, we have
E
(
T∑
t=0
∣∣∣X̂t∣∣∣2 + T∑
t=0
∣∣∣Ŷt∣∣∣2 + T−1∑
t=0
∣∣∣ẐtI˜∣∣∣2
)
≤ Cε2E |∆v|
2
. (4.2)
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Proof. By (4.1),
E
T−1∑
t=0
∆
〈
X̂t, Ŷt
〉
= E
〈
X̂T , ŶT
〉
− E
〈
X̂0, Ŷ0
〉
= 0
= E
T∑
t=0
[〈
X̂t,−f
ε (t) + f (t)
〉
+
〈
Ŷt, b
ε (t)− b (t)
〉
+
〈
Ẑt, σ
ε (t)− σ (t)
〉]
= E
T−1∑
t=1
〈
A (t, λεt ;u
ε
t )−A
(
t, λt;u
ε
t
)
, λ̂t
〉
+ E
〈
X̂T ,−f
ε (T ) + f˜ ε (T )
〉
+E
〈
Ŷ0, b
ε (0)− b˜ε (0)
〉
+ E
〈
Ẑ0, (σ
ε (0)− σ˜ε (0))E [M1M
∗
1 |F0]
〉
+E
T∑
t=0
[〈
X̂t,−f˜
ε (t) + f (t)
〉
+
〈
Ŷt, b˜
ε (t)− b (t)
〉]
+E
T∑
t=0
〈
Ẑt, (σ˜
ε (t)− σ (t))E
[
Mt+1M
∗
t+1|Ft
]〉
= E
T−1∑
t=1
〈
A (t, λεt ;u
ε
t )−A
(
t, λt;u
ε
t
)
, λ̂t
〉
+ E
〈
X̂T ,−f
ε (T ) + f˜ ε (T )
〉
+E
〈
Ŷ0, b
ε (0)− b˜ε (0)
〉
+ E
〈
Ẑ0, (σ
ε (0)− σ˜ε (0))E [M1M
∗
1 |F0]
〉
+E
[〈
X̂s,−f˜
ε (s) + f (s)
〉
+
〈
Ŷs, b˜
ε (s)− b (s)
〉]
+E
〈
ẐsMs+1, (σ˜
ε (s)− σ (s))Ms+1
〉
.
By the monotone condition, we obtain
E
[〈
X̂s,−f˜
ε (s) + f (s)
〉
+
〈
Ŷs, b˜
ε (s)− b (s)
〉]
+E
[〈
ẐsMs+1, (σ˜
ε (s)− σ (s))Ms+1
〉]
≥ αE
[
T∑
t=0
∣∣∣X̂t∣∣∣2 + T∑
t=0
∣∣∣Ŷt∣∣∣2 + T−1∑
t=0
∣∣∣ẐtI˜t∣∣∣2] .
(4.3)
On the other hand,
E
〈
X̂s,−f˜
ε (s) + f (s)
〉
+ E
〈
Ŷs, b˜
ε (s)− b (s)
〉
≤
α
2
E
∣∣∣X̂s∣∣∣2 + 1
2α
E
∣∣∣f (s)− f˜ ε (s)∣∣∣2 + α
2
E
∣∣∣Ŷs∣∣∣2 + 1
2α
E
∣∣∣˜bε (s)− b (s)∣∣∣2
≤
α
2
E
∣∣∣X̂s∣∣∣2 + α
2
E
∣∣∣Ŷs∣∣∣2 + C
2α
ε2E |∆v|
2
.
and
E
〈
ẐsMs+1, (σ˜
ε (s)− σ (s))Ms+1
〉
≤
α
2C
E
∣∣∣ẐsMs+1∣∣∣2 + C
2α
E |(σ˜ε (s)− σ (s))Ms+1|
2
≤
α
2
E
∣∣∣ẐsI˜∣∣∣2 + C
2α
ε2E |∆v|2 .
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Thus
E
[〈
X̂s,−f˜
ε (s) + f (s)
〉
+
〈
Ŷs, b˜
ε (s)− b (s)
〉]
+E
〈
ẐsMs+1, (σ˜
ε (s)− σ (s))Ms+1
〉
≤ α2E
[∣∣∣X̂s∣∣∣2 + ∣∣∣Ŷs∣∣∣2 + ∣∣∣ẐsI˜∣∣∣2]+ Cε2E |∆v|2 .
(4.4)
Combining (4.3) and (4.4), we have
E
[
T∑
t=0
∣∣∣X̂t∣∣∣2 + T∑
t=0
∣∣∣Ŷt∣∣∣2 + T−1∑
t=0
∣∣∣ẐtI˜∣∣∣2
]
≤ Cε2E |∆v|2 .
This completes the proof.
Next we introduce the following variational equation:
∆ξt = bx (t) ξt + by (t) ηt + ζtI˜bz˜ (t) + δtsbu (t) ε∆v
+
[
σx (t) ξt + σy (t) ηt + ζtI˜σz˜ (t) + δtsε (∆v)
∗
σu (t)
]
Mt+1,
∆ηt = −fx (t+ 1) ξt+1 − fy (t+ 1) ηt+1 − ζt+1I˜fz˜ (t+ 1)
−δ(t+1)sfu (t+ 1) ε∆v + ζtMt+1,
ξ0 = 0,
ηT = 0.
(4.5)
By Assumption 2.6 and Assumption 2.7, when t ∈ {1, ..., T − 1},
1 0 0
0 1 0
0 0 E
[
Mt+1M
∗
t+1|Ft
]


−fx (t) −fy (t) −fz˜ (t)
bx (t) by (t) bz˜ (t)
σ∗x (t) σ
∗
y (t) σ
∗
z˜ (t)

≤ −α

1 0 0
0 1 0
0 0 Id−1

; (4.6)
when t = 0,  by (0) bz˜ (0)
E [M1M
∗
1 |F0]σ
∗
y (0) E [M1M
∗
1 |F0]σ
∗
z˜ (0)
 ≤ −α
 1 0
0 In−1
 ; (4.7)
when t = T ,
− gx (T ) ≤ −α. (4.8)
Thus, the coefficients of (4.5) satisfy the monotone condition and there exists a unique solution (ξ, η, ζ)
to (4.5). Similar to the proof of Lemma 4.1, we have
E
[
T∑
t=0
|ξt|
2
+
T∑
t=0
|ηt|
2
+
T−1∑
t=0
∣∣∣ζtI˜∣∣∣2
]
≤ Cε2E |∆v|
2
. (4.9)
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Define
ϕ˜µ (t) =
∫ 1
0 ϕµ
(
t, X¯t + λ
(
Xεt − X¯t
)
, Y¯t + λ
(
Y εt − Y¯t
)
, Z¯tI˜ + λ
(
Zεt − Z¯t
)
I˜ ,
u¯t + λ (u
ε
t − u¯t)) dλ.
where ϕ = b, σi, f , l, h and µ = x, y, z and u.
Lemma 4.2 Under Assumption 2.6 and Assumption 2.7, we have
E
[
T∑
t=0
∣∣∣X̂t − ξt∣∣∣2 + T∑
t=0
∣∣∣Ŷt − ηt∣∣∣2 + T−1∑
t=0
∣∣∣(Ẑt − ζt) I˜∣∣∣2
]
= o
(
ε2
)
.
Proof. Note that
ϕε (t)− ϕ (t)
= ϕ˜x (t)
(
Xεt − X¯t
)
+ ϕ˜y (t)
(
Y εt − Y¯t
)
+
(
Zεt − Z¯t
)
I˜ϕ˜z˜ (t) + δtsϕ˜u (t) ε∆v.
Set
X˜t = X̂t − ξt, Y˜t = Ŷt − ηt, Z˜t = Ẑt − ζt.
Then, 
∆X˜t = bx (t) X˜t + by (t) Y˜t + Z˜tI˜bz˜ (t) + Λ1 (t)
+
[
σx (t) X˜t + σy (t) Y˜t + Z˜tI˜σz˜ (t) + Λ2 (t)
]
Mt+1,
∆Y˜t = −fx (t+ 1) X˜t+1 − fy (t+ 1) Y˜t+1 − Z˜t+1I˜fz˜ (t+ 1)
−Λ3 (t+ 1) + Z˜tMt+1,
X˜0 = 0,
Y˜T = 0,
(4.10)
where
Λ1 (t) =
(
b˜x (t)− bx (t)
)
X̂t +
(
b˜y (t)− by (t)
)
Ŷt
+ ẐtI˜
(
b˜z˜ (t)− bz˜ (t)
)
+ δts
(
b˜u (t)− bu (t)
)
ε∆v,
Λ2 (t) = (σ˜x (t)− σx (t)) X̂t + (σ˜y (t)− σy (t)) Ŷt
+ ẐtI˜ (σ˜z˜ (t)− σz˜ (t)) + δts (σ˜u (t)− σu (t)) ε∆v,
Λ3 (t) = −
(
f˜x (t)− fx (t)
)
X̂t −
(
f˜y (t)− fy (t)
)
Ŷt
− ẐtI˜
(
f˜z˜ (t)− fz˜ (t)
)
− δts
(
f˜u (t)− fu (t)
)
ε∆v.
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According to (4.10),
0 = E
〈
X˜T , Y˜T
〉
− E
〈
X˜0, Y˜0
〉
= E
∑T−1
t=0 ∆
〈
X˜t, Y˜t
〉
= E
∑T
t=0
[〈
X˜t,−λ˜tfλ (t)
〉
+
〈
Y˜t, λ˜tbλ (t)
〉
+
〈
Z˜t, λ˜tσλ (t)Mt+1M
∗
t+1
〉]
+E
∑T
t=0
[〈
X˜t,−Λ3 (t)
〉
+
〈
Y˜t,Λ1 (t)
〉
+
〈
Z˜tMt+1,Λ2 (t)Mt+1
〉]
,
where
λ˜t =
(
X˜t, Y˜t, Z˜tI˜
)
,
bλ (t) = (bx (t) , by (t) , bz˜ (t)) ,
σλ (t) = (σx (t) , σy (t) , σz˜ (t)) ,
fλ (t) = (fx (t) , fy (t) , fz˜ (t)) .
Combining (4.6), (4.7) and (4.8), we have
E
∑T
t=0
[〈
X˜t,−Λ3 (t)
〉
+
〈
Y˜t,Λ1 (t)
〉
+
〈
Z˜tMt+1,Λ2 (t)Mt+1
〉]
≥ αE
[∑T
t=0
∣∣∣X˜t∣∣∣2 +∑Tt=0 ∣∣∣Y˜t∣∣∣2 +∑T−1t=0 ∣∣∣Z˜tI˜∣∣∣2] . (4.11)
Note that
E
〈
X˜t,−Λ3 (t)
〉
= E
〈
X˜t,
(
f˜x (t)− fx (t)
)
X̂t
〉
+ E
〈
X˜t,
(
f˜y (t)− fy (t)
)
Ŷt
〉
+E
〈
X˜t, ẐtI˜
(
f˜z˜ (t)− fz˜ (t)
)〉
+ E
〈
X˜t, δts
(
f˜u (t)− fu (t)
)
ε∆v
〉
≤ α2E
∣∣∣X˜t∣∣∣2 + 2αE [∥∥∥f˜x (t)− fx (t)∥∥∥2 ∣∣∣X̂t∣∣∣2 + ∥∥∥f˜y (t)− fy (t)∥∥∥2 ∣∣∣Ŷt∣∣∣2]
+ 2
α
E
[∥∥∥f˜z˜ (t)− fz˜ (t)∥∥∥2 ∣∣∣ẐtI˜∣∣∣2 + δtsε2 ∥∥∥f˜u (t)− fu (t)∥∥∥2 |∆v|2] .
When ε→ 0,
∥∥∥f˜µ (t)− fµ (t)∥∥∥→ 0 for µ = x, y, z˜ and u. Then, by Lemma 4.1,
E
〈
X˜t,−Λ3 (t)
〉
≤
α
2
E
∣∣∣X˜t∣∣∣2 + o (ε2) .
Similar results hold for the other terms in (4.11). Finally, we have
E
[
T∑
t=0
∣∣∣X˜t∣∣∣2 + T∑
t=0
∣∣∣Y˜t∣∣∣2 + T−1∑
t=0
∣∣∣Z˜tI˜∣∣∣2
]
≤ o
(
ε2
)
.
This completes the proof.
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By Lemma 4.2, we obtain
J (uε (·))− J (u¯ (·))
= E
∑T−1
t=0
[
lx (t) ξt + ly (t) ηt + ζtI˜ lz˜ (t) + δtslu (s) ε∆v
]
+E
[
hx
(
X¯T
)
ξT
]
+ o (ε) .
Introduce the following adjoint equation:
∆pt = −bx (t+ 1) pt+1 − σx (t+ 1)E
[
Mt+2M
∗
t+2|Ft+1
]
q∗t+1
+fx (t+ 1) kt+1 + lx (t+ 1) + qtMt+1,
∆kt = fy (t) kt − by (t) pt − σy (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t + ly (t)
+
[
(f∗z˜ (t) kt − b
∗
z˜ (t) pt + l
∗
z˜ (t)) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†]
Mt+1
−
(
qtE
[
Mt+1M
∗
t+1|Ft
]
σ∗z˜ (t)
)
I˜∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1,
pT = −hx
(
X¯T
)
,
k0 = 0.
(4.12)
Define the Hamiltonian function as follows:
H (ω, t, u, x, y, z, p, q, k) = b (ω, t, x, y, z, u)p+ σ (ω, t, x, y, z, u)E
[
Mt+1M
∗
t+1|Ft
]
q∗
−f (ω, t, x, y, z, u)k − l (ω, t, x, y, z, u) .
Theorem 4.3 Suppose that Assumption 2.6 and Assumption 2.7 hold. Let u¯ be an optimal control for (2.4)-
(2.5),
(
X¯, Y¯ , Z¯
)
be the corresponding optimal trajectory and (p, q, k) be the solution to the adjoint equation
(4.12). Then, for any t ∈ {0, 1, ..., T }, ω ∈ Ω and v ∈ Ut, we have〈
Hu
(
ω, t, u¯t, X¯t, Y¯t, Z¯t, pt, qt, kt
)
, v − u¯t (ω)
〉
≤ 0. (4.13)
Proof. From the expression of ξt, pt for t ∈ {0, 1, ..., T − 1}, we have
∆ 〈ξt, pt〉
= 〈ξt+1,∆pt〉+ 〈∆ξt, pt〉
=
〈
ξt+1,−bx (t+ 1) pt+1 − σx (t+ 1)E
[
Mt+2M
∗
t+2|Ft+1
]
q∗t+1 + fx (t+ 1) kt+1 + lx (t+ 1)
〉
+
〈[
σx (t) ξt + σy (t) ηt + ζtI˜σz˜ (t) + δtsε (∆v)
∗
σu (t)
]
Mt+1, qtMt+1
〉
+
〈
bx (t) ξt + by (t) ηt + ζtI˜bz˜ (t) + δtsbu (t) ε∆v, pt
〉
+Φt,
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where
Φt =
〈
ξt + bx (t) ξt + by (t) ηt + ζtI˜bz˜ (t) + δtsbu (t) ε∆v, qtMt+1
〉
+
〈[
σx (t) ξt + σy (t) ηt + ζtI˜σz˜ (t) + δtsε (∆v)
∗
σu (t)
]
Mt+1, pt
〉
We have E [Φt] = 0. Besides,
E
[(
σx (t) ξt + σy (t) ηt + ζtI˜σz˜ (t) + δtsε (∆v)
∗
σu (t)
)
Mt+1qtMt+1
]
= E
[(
ξtσx (t) + ηtσy (t) + ζtI˜σz˜ (t) + δtsε (∆v)
∗
σu (t)
)
E
[
Mt+1M
∗
t+1|Ft
]
q∗t
]
.
Similarly,
∆ 〈ηt, kt〉
= 〈∆ηt, kt+1〉+ 〈ηt,∆kt〉
=
〈
−fx (t+ 1) ξt+1 − fy (t+ 1) ηt+1 − ζt+1I˜fz˜ (t+ 1)− δ(t+1)sfu (t+ 1) ε∆v, kt+1
〉
+
〈
ζtMt+1, (f
∗
z˜ (t) kt − b
∗
z˜ (t) pt + l
∗
z˜ (t)) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
−
〈
ζtMt+1, qtE
[
Mt+1M
∗
t+1|Ft
]
σ∗z˜ (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
+
〈
ηt, fy (t) kt − by (t) pt − σy (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t + ly (t)
〉
+Ψt,
where
Ψt =
〈
ζtMt+1, kt + fy (t) kt − by (t) pt − σy (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t + ly (t)
〉
+
〈
ηt, (f
∗
z˜ (t) kt − b
∗
z˜ (t) pt + l
∗
z˜ (t)) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
.
−
〈
ηt, qtE
[
Mt+1M
∗
t+1|Ft
]
σ∗z˜ (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
〉
.
Furthermore,
E
[
ζtMt+1 (f
∗
z˜ (t) kt − b
∗
z˜ (t) pt + l
∗
z˜ (t)) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
]
−E
[
ζtMt+1qtE
[
Mt+1M
∗
t+1|Ft
]
σ∗z˜ (t) I˜
∗
(
E
[
Mt+1M
∗
t+1|Ft
])†
Mt+1
]
= E
[
ζtMt+1M
∗
t+1
(
E
[
Mt+1M
∗
t+1|Ft
])†
I˜ (fz˜ (t) kt − bz˜ (t) pt + lz˜ (t))
]
−E
[
ζtMt+1M
∗
t+1
(
E
[
Mt+1M
∗
t+1|Ft
])†
I˜σz˜ (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t
]
= E
[
ζtI˜
(
fz˜ (t) kt − bz˜ (t) pt + lz˜ (t)− σz˜ (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t
)]
.
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Then, we obtain
E [∆ (ξtpt + ηtkt)]
= E [−ξt+1bx (t+ 1) pt+1 + ξtbx (t) pt
−ξt+1σx (t+ 1)E
[
Mt+2M
∗
t+2|Ft+1
]
q∗t+1 +
〈
ξt, σx (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t
〉
−ηt+1fy (t+ 1) kt+1 + ηtfy (t) kt
−ζt+1I˜fz˜ (t+ 1) kt+1 + ζtI˜fz˜ (t) kt
+ξt+1lx (t+ 1) + ηtly (t) + ζtI˜ lz˜ (t)
+εδts 〈b
∗
u (t) pt,∆v〉+ εδts
〈
σu (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t ,∆v
〉
−εδ(t+1)s 〈f
∗
u (t+ 1) kt+1,∆v〉 .
Therefore,
−E
[
hx
(
X¯T
)
ξT
]
= E [〈ξT , pT 〉+ 〈ηT , kT 〉 − 〈ξ0, p0〉 − 〈η0, k0〉]
=
∑T−1
t=0 E∆(〈ξt, pt〉+ 〈ηt, kt〉)
= E
[
bx (0) ξ0p0 + ξ0σx (0)E [M1M
∗
1 |F0] q
∗
0 + η0fy (0)k0 + ζ0I˜fz˜ (0) k0
]
+
∑T−1
t=0 E
[
lx (t) ξt + ly (t) ηt + ζtI˜ lz˜ (t)
]
+
∑T
t=0 δtsεE
[
〈b∗u (t) pt,∆v〉+
〈
σu (t)E
[
Mt+1M
∗
t+1|Ft
]
q∗t ,∆v
〉
− 〈f∗u (t) kt,∆v〉
]
.
Notice that ξ0 = 0, k0 = 0. So
E
∑T−1
t=0
[
lx (t) ξt + ly (t) ηt + ζtI˜ lz˜ (t)
]
+ E
[
hx
(
X¯T
)
ξT
]
= −εE
[〈
b∗u (s) ps + σu (s)E
[
Ms+1M
∗
s+1|Ft
]
q∗s − f
∗
u (s) ks,∆v
〉]
.
Since limε→0
1
ε
[J (uε (·))− J (u¯ (·))] ≥ 0, we obtain
E
[〈
b∗u (s) ps + σu (s)E
[
Ms+1M
∗
s+1|Ft
]
q∗s − f
∗
u (s) ks − l
∗
u (s) ,∆v
〉]
≤ 0.
Then, (4.13) holds due to that s is taking arbitrarily. This completes the proof.
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