We consider complex scenarios involving two-way coupled interactions between compressible fluids and solid bodies under extreme conditions where monolithic, as opposed to partitioned, schemes are preferred for maintaining stability. When considering such problems, spurious numerical cavitation can be quite common and have deleterious consequences on the flow field stability, accuracy, etc. Thus, it is desirable to devise numerical methods that maintain the positivity of important physical quantities such as density, internal energy and pressure. We begin by showing that for an arbitrary flux function, one can put conditions on the time step in order to preserve positivity by solving a linear equation for density fluxes and a quadratic equation for energy fluxes. Our formulation is independent of the underlying equation of state. After deriving the method for forward Euler time integration, we further extend it to higher order accurate Runge-Kutta methods. Although the scheme works well in general, there are some cases where no lower bound on the size of the allowable time step exists. Thus, to prevent the size of the time step from becoming arbitrarily small, we introduce a conservative flux clamping scheme which is also positivity preserving. Exploiting the generality of our formulation, we then design a positivity preserving scheme for a semi-implicit approach to time integration that solves a symmetric positive definite linear system to determine the pressure associated with an equation of state. Finally, this modified semi-implicit approach is extended to monolithic two-way solid-fluid coupling problems for modeling fluid structure interactions such as those generated by blast waves impacting complex solid objects.
straightforward manner, it is not clear how to clamp the internal energy, i.e., should one clamp the total moving in a constant density gas producing a shock wave in front of it and a wake behind it. This example 23 is considered and detailed in Sections 6.2 and 7.3. Figure 1 For one-dimensional scalar conservation laws, the problem of designing robust high order accurate pos-29 itivity preserving schemes is well-posed, since the entropy solution satisfies the total variation diminishing Since ρ n i and e n i are positive and ε e < 1, C is always positive and the inequality (7) is always true when ∆t = 0. Let ∆t 1 , ∆t 2 be the two roots when equation (7) is written with a strict equality 1 . If the roots are 102 imaginary, inequality (7) always holds. Otherwise, assuming that ∆t 1 < ∆t 2 , inequality (7) can be written dominates making the inequality always true.
130
We choose the overall time step as 131 ∆t = min{∆t ρ , ∆t e , ∆t CFL }
noting that in certain scenarios ∆t can become arbitrarily close to zero. This is addressed via the flux-limiting 132 techniques presented in Section 5.
133
1 In practice, we found that using the quadratic formula ∆t = B ± √ B 2 − AC A to compute the roots is prone to numerical errors when B is close in magnitude to √ B 2 − AC. Therefore, we use the common approach of de-rationalizing the quadratic in order to compute the root which would potentially have catastrophic cancellation (see for example [18] ).
2 One could use a constant threshold below which a number can be deemed as 'small' if everything occurs on the same scale. Otherwise, a number that is 'small' can become significant just by scaling all the other numbers by a constant. Thus, we define the concept of a number being 'small' in a more robust fashion as follows: we look at the magnitude of all terms on the right hand side of equations (8) , (9) and (10) and compare them with the magnitude of the result for A, B and C on the left hand side. If the maximum magnitude on the right hand side is more than 12 orders of magnitude greater than the magnitude of the left hand side, then we have less than three digits of accuracy on the result and we deem the left hand side coefficients (i.e. A, B, and C) small and inaccurate with respect to double precision (which supports approximately 15 digits of accuracy) Table 1 : Limiting cases when the coefficients A and B approach zero while C is bounded away from zero. The Root column denotes the limiting value of the root (B − √ B 2 − AC)/A. The Robust ∆te i column denotes the numerically robust value that can be assigned to ∆te i . δ is a small positive number.
TVD Runge-Kutta

134
We consider both second and third order accurate TVD Runge-Kutta (RK) temporal evolution [37, 38] . which can be shown to be equal to 140 ab 2(aρ 1 + bρ 2 )ρ 1 ρ 2 ||ρ 1 m 2 − ρ 2 m 1 || 2 which is always non-negative. Alternatively, noting that the potential energy is a concave function of 141 conserved variables, its convex combination will not affect positivity due to Jensen's inequality, similar in 142 spirit to [41, 44] . 
This update can equivalently be viewed as starting at the point φ n and moving a distance ∆t along the slope
146
(φ n+2 − φ n )/(2∆t). Obviously, ifφ n+2 is negative enough, then moving a distance ∆t along the slope will 147 also produce negative values for φ n+1 . Instead, we compute each of the two forward Euler time steps using 148 the positivity preserving adaptive time step restriction given in Section 3 to obtain
in place of equation (14). This can be rewritten as where L 1 and L 2 are the negative flux divided differences for the first and second Euler steps respectively.
151
When compared to the conditions for TVD RK-2 from [37], we identify β 21 = ∆t 2 /(∆t 1 + ∆t 2 ) and β 10 = 152 ∆t 1 /∆t, and use the fact that 2β 21 β 10 = 1 to obtain ∆t = 2∆t 1 ∆t 2 /(∆t 1 + ∆t 2 ) or
in place of equation (15) as our final TVD RK-2 scheme. Since 2∆t 1 ∆t 2 < (∆t 1 + ∆t 2 ) 2 , the coefficients of 154 φ n andφ n+2 are both positive, and so φ n+1 is positivity preserving.
155
As a test for the order of accuracy, we ran convergence analysis under temporal refinement on y = −y 156 obtaining the expected results as shown in Table 2 . We also provide a Taylor series analysis in Appendix I.
157
Next, consider standard TVD RK-3 which takes two forward Euler steps to computeφ n+2 from φ n , and
Figure 3: (a) Standard TVD RK-2 where states above the red line are positivity preserving. In the traditional scheme,φ n+1 can be guaranteed to be positive using our adaptive time restriction. However, since the time step for the second RK step is the same as the first,φ n+2 can be negative potentially making the state φ n+1 negative as well. (b) Our newly proposed TVD RK-2 where states above the red line are positivity preserving. This method computes a positivity preserving state φ n+1 by taking two different adaptive time steps ∆t 1 and ∆t 2 , and subsequently moving along the slope by the distance 2∆t 1 ∆t 2 /(∆t 1 + ∆t 2 ).
Our RK-2 with fixed ∆t Table 2 : Temporal convergence orders for the proposed version of TVD RK-2 for y = −y. Here we choose ∆t 2 = .5∆t 1 and show the errors and convergence orders in the second and third columns. The next two columns show results when choosing ∆t 2 = k∆t 1 where k ∈ [0, 1] is randomly generated each time step. The results obtained using standard TVD RK-2 are also shown for the sake of comparison in the last two columns.
It then takes another forward Euler step to computeφ n+3/2 fromφ n+1/2 , and finally computes φ n+1 as the state φ back to φ n and take the first Euler step with the time step ∆t 1 /2 (again, repeating if necessary).
168
The resulting scheme is the standard TVD RK-3 scheme with a time step that is positivity preserving for 169 all three Euler steps. In scenarios where this time step becomes smaller than a desirable threshold, we do 170 not clamp the time step further but instead clamp the fluxes as is discussed next in Section 5.
±ε ±ε ε highly uncertain 0 Table 3 : Limiting cases when C is a small positive number approaching zero. The Root column denotes the limiting value of the root (B − √ B 2 − AC)/A. The Robust ∆te i column denotes the numerically robust value that can be assigned to ∆te i .
Flux clamping
172
Here we consider the remaining limiting cases for roots of the inequality (7), which occur as C approaches 173 zero. In these cases, either the internal energy e or the density ρ, or both, approach zero as can be seen from 174 equation (11 zero, the root is highly uncertain and the only robust root is zero.
182
In several cases, positivity dictates that the robust time step be driven to zero. As can be seen from 
191
Assume that the density, momentum, and energy in sub-cell i areρ The internal energy at time t n+1 should not shrink below ε eê n i yielding the inequality
which has a one to one correlation with inequality (6) after grouping various terms. Thus we can solve an 200 equivalent inequality (7) to find a robust time step ∆t. Similar to the density as described above, D to that taken by the scheme using ENO-RF-1, TVD-RK-2, and CFL=.6, which is a selection of parameters 246 that allows the code to run to completion without our adaptive time step restriction.
247
Consider the Leblanc shock tube problem where the initial conditions are Figure 6: Numerical profiles for the 1D Leblanc shock tube at t = .0001 using ENO-LLF-3, TVD-RK-3, and CFL=.7 with our adaptive time step restriction. The results converge to the analytic solution (shown in red) under grid refinement. Note that the density and internal energy were plotted on a log scale so that the interesting features were not inordinately compressed. parameters is unable to run to completion without our adaptive time step restriction. Figure 8 (bottom right) compares our adaptive time step size to that taken by the scheme using ENO-LLF-1, TVD-RK-267 2, and CFL=.75, which is the selection of parameters that allows the code to run to completion without 268 adaptive time step restriction. Resolutions 3200, 6400, and 12800 also required flux clamping, and we used 269 ∆t g = 1 × 10 −8 , ∆t g = 5 × 10 −9 , and ∆t g = 2.5 × 10 −9 respectively. 
Semi-implicit time integration
309
We follow the semi-implicit framework of [22] where the flux vector was split into an advection part and 310 a non-advection part
The advection part is integrated explicitly to obtain intermediate values ρ , (ρ u) , and E . Since the 312 continuity equation is independent of the pressure ρ n+1 = ρ . Note that we utilize the adaptive time step 313 restriction and flux clamping techniques as outlined in Sections 3 and 5, to ensure that this update is positivity 314 preserving. It is straightforward to use TVD-RK in order to improve the efficacy of the advection-only step.
315
The non-advection momentum and energy updates are
Dividing the momentum update equation by ρ n+1 results in
and taking the divergence gives
Then the pressure evolution equation [9] 319
is semi-discretized by fixing ∇ · u to time t n+1 , and the equation of state is used to compute the advected 320 pressure p a = p = p(ρ , e ) as in [13] . Substituting p into the semi-discretized form of equation (26) gives
Finally, combining equations (25) and (27) results in
where the term ρc 2 has been fixed to time t n . The ρ n (c 2 ) n terms are assembled into a diagonal matrix
n ] and the gradient and divergence operators are discretized to obtain the following system 324 of equations
where ∇ now denotes the discretized gradient operator and −∇ T denotes the corresponding discretized 326 divergence operator. Herep = p∆t and
Note that the identity term (P −1 ) in equation (29) 
and face velocities are computed by rewriting equation (24) using face-averaged quantities
Similar to equation (4) the flux-based implicit update then takes the form
It is rather complicated to maintain positivity when dealing with the non-advection fluxes since they 334 were solved for implicitly. Our aforementioned strategy which was designed to include the ability to deal 335 with arbitrary fluxes becomes quite useful in such a situation. For the sake of exposition, algorithm 1
336
demonstrates the pseudo code of our modified approach for handling semi-implicit compressible flow (for 337 TVD RK-2). First we store/cache the time t n state (step 2). Then, as mentioned above, we use our adaptive 338 time step restriction for updating the state U n to U with the advection fluxes F 1 (U) and the time step 339 ∆t adv (steps 4 through 7). Then, we use ∆t adv to implicitly solve for the non-advection fluxes F 2 (U) (steps 340 8 and 9). Next, we compute the total flux F 1 (U) + F 2 (U) (step 10) and restore the current state back to 341 its cached version, i.e. U n . We then use our adaptive time step restriction and flux clamping technique on 342 the state U n where the total flux is assumed to be F 1 (U) + F 2 (U), thereby ensuring positivity preservation 
where F Compute the time step size ∆t.
3:
U save = U n .
4:
Update U n with a positivity preserving forward Euler step of size ∆t 1 and fluxes F 11 .
5:
Take another positivity preserving forward Euler step of size ∆t 2 and fluxes F 12 .
6:
Compute the effective advection flux F 1 (U) as described in equation (34).
7:
Compute ∆t adv = 2∆t1∆t2 ∆t1+∆t2 .
8:
Solve the system in equation (29) with ∆t = ∆t adv to obtain the pressure p.
9:
Use p along with the updated face velocities to construct the projection flux F 2 (U) = (0, p f , p f u f ) T .
10:
Compute the effective flux F eff = F 1 (U) + F 2 (U).
11:
Use adaptive time step restriction on U = U save with fluxes F eff to obtain ∆t final .
12:
if ∆t final < ∆t g then 13:
∆t final = ∆t g
14:
Perform flux clamping on F eff to obtainF eff 15:
end if
16:
Update U save to U n+1 with time step ∆t final and fluxesF eff similar to equation (33) 17:
time +=∆t final . 18: end while
Moving Objects
350
Throughout the paper, static objects are handled by filling ghost cells inside the solid using standard 351 reflective boundary conditions. In the case of moving objects, one should advance the rigid bodies to time 
365
In addition, Figure 14 compares our adaptive time step size to that taken by the scheme using ENO-LLF-366 1, TVD RK-2, and CFL=.5, which is a selection of parameters that allows the code to run to completion 367 without our adaptive time step restriction. We also show the time steps sufficient for maintaining positivity 368 using the method of [44] . Note that our method does not severely restrict the large time steps allowed by 369 the semi-implicit scheme, and the time steps keep becoming larger as the flow smooths out over time.
370
For the double rarefaction problem, Figure 15 depicts the solution obtained using ENO-LLF-3, TVD- 
376
For the shock reflection problem at hypervelocities, Figure 16 depicts the solution obtained using ENO-
377
LLF-3, TVD-RK-2, and CFL=.6 with our adaptive time step restriction for semi-implicit time integration.
378
Figure 13: Numerical profiles for the one dimensional Sedov blast wave problem at t = .001 using ENO-LLF-3, TVD-RK-2, and CFL=.5 with our adaptive time step restriction. The profiles converge to the analytic solution (shown in red) under grid refinement.
Without our adaptive time step restriction this choice of scheme and parameters is unable to run to comple-379 tion. Resolutions 3200, 6400, and 12800 also required flux clamping, and we used ∆t g = 10 −8 , ∆t g = 5×10 −9 , 380 and ∆t g = 2.5×10 −9 respectively. Figure 16 (bottom right) shows the time and location where flux clamping 381 occurred.
382
Remark: This example encountered a case in Table 3 where the robust time step was 0 when our step restriction is sometimes already sufficient as long as ∆t is set to ∆t g .
387
For the Leblanc shock tube problem, Figure 17 depicts the solution obtained using ENO-LLF-3, TVD-
388
RK-2, and CFL=.65 with our adaptive time step restriction for semi-implicit time integration. Without 389 our adaptive time step restriction this choice of scheme and parameters is unable to run to completion.
390
Resolutions 3200, 6400, and 12800 also required flux clamping, and we used ∆t g = 10 −8 , ∆t g = 5 × 10 
Two-dimensional experiments
394
We simulated the two-dimensional Sedov blast wave problem for which the computational domain is a 395 square. Initially density is 1, velocity is zero, and total energy is 10 −12 everywhere except for the lower
396
Figure 14: Time steps taken using our adaptive time step restriction with ENO-LLF-3, TVD-RK-2 and CFL=.5 for the Sedov blast wave problem (red), while those taken with ENO-LLF-1, TVD-RK-2 and CFL=.5 are shown in blue (which is a selection of parameters that allows the code to run to completion without our adaptive time step restriction). Time steps sufficient for maintaining positivity using the method of [44] are shown in green.
left corner cell where it is the constant and we used ∆t g = 1 × 10 −3 for resolution 100 × 100 and successively halved ∆t g each time the resolution was doubled. The black contour shows the ground truth computed by the explicit scheme using ENO-LLF-
411
Figure 15: Numerical profiles for the one-dimensional double rarefaction problem at t = .6 using ENO-LLF-3, TVD-RK-3, and CFL=.5 with our adaptive time step restriction. The profiles converge to the analytic solution (shown in red) under grid refinement. 2, TVD-RK-3, and CFL=.5, which is a selection of parameters that allows the code to run to completion 412 without our adaptive time step restriction. momentum, an equal and opposite impulse −λ is applied to the solid, 
from equation (35). Substituting equations (35) and (36), into equation (37) gives
Finally, equations (38) and (39) can be combined into the following symmetric positive definite system,
[33] derives Hence, we propose an approach which remedies the issues with vanishing terms in β. First, we make a 464 change of variables given byλ = λ + W (β − β) u
is a free variable. This allows us to rewrite equation (35) as
and equation (36) as
Here we used the fact that 468 W T W is a binary filter that filters out solid-fluid faces from all non-solid faces which is already done by
Equations (42) and (43) have the same exact forms as equations (35) For positivity preservation, the approach from section 7 can be directly applied to two-way solid-fluid 487 coupling since the approach is independent of the actual system being solved for the pressure. Following
488
[31] we set the face pressure to be λ/(dtA), where A is the area of a grid face, on solid-fluid coupled faces to kinetic energy can be computed from the time t n+1 momentum and density. Next, the cached post advection 497 internal energy is updated to time t n+1 using the p∇ · u term where p is clamped to be non-negative. Finally,
498
the time t n+1 energy is the sum of the potential and kinetic energy. choice of scheme and parameters is unable to run to completion without our adaptive time step restriction.
508 Figure 24 shows the density contour of ρ = 2.25 at t = .8 at various resolutions to illustrate convergence 509 under grid refinement. This example required flux clamping, and we used ∆t g = 2 × 10 −3 for resolution 510 100 × 100 and successively halved ∆t g each time the resolution was doubled. Note that we have not used 511 the strategy mentioned in the remark above for running this example. 42 (left) and t = .9 (right). Note that the blocks at t = .9 do not as readily converge, since the collision not only introduces a discontinuity but also my cause erroneous sticking (see [32] the center of the portion of its medial axis that lies in that cell (see figure   523 on the right). Let J s be the interpolation operator from the solid degrees 524 of freedom to the sample points. We then define H to be the interpolation 
530
where equation (46) equations for sub-grid rigid bodies with system (40) for well resolved rigid bodies, yields
after replacing appropriate variables with hats in order to properly handle partially fluid-filled dual cells.
535
This formulation works well in practice except that small solids at high velocities may be slowed down too 536 much by the large amount of fluid in the surrounding grid cell. Although this would be alleviated to some
537
degree by grid refinement, we propose the following modification to equation (46) on coarse grids,
One can show that this is mathematically equivalent to dividing a solid of mass M s into two pieces with 539 masses αM s and (1 − α)M s , where the first piece two-way couples with the fluid equilibrating its velocity 540 and the second piece continues traveling with its time t velocity; afterwards, the two pieces are combined 541 via an inelastic collision. Equation (48) is the source of the α factor in system (47).
542
After solving system (47), we update the face velocities using equation (44) and ignore the contribution 543 of λ s to the pressure when constructing F 2 (U). Then, we update the fluid to time t n+1 , and store/cache Compute the time step size ∆t.
3:
4:
5:
6:
7:
8:
Solve the system in equation (47) with ∆t = ∆t adv to obtain p,λ, and λ s .
9:
Update fluid face velocities u f to time t n+1 using equations (35) and (44) .
10:
Compute p f as per equation (31), and use p f = λ/(dtA) on solid-fluid faces.
11:
Use p f along with the updated face velocities to construct the projection flux
12:
13:
14:
if ∆t final < ∆t g then 15:
16:
Perform flux clamping on F eff to obtainF eff
17:
18:
Update U save to U n+1 with time step ∆t final and fluxesF eff similar to equation (33) 19:
Store/cache the potential energy E p .
20:
Compute face impulse I f = H T λ s .
21:
For every face i + 1/2 distribute I f i+1/2 to two neighboring cells,
ρi+ρi+1 .
22:
Apply the cell impulse I to the momentum in each cell, use the updated momentum to compute the kinetic energy E k .
23:
Compute the total energy in cell as E p + E k .
24:
Use the old ρ along with the updated momentum and energy to construct the final time t n+1 state.
25:
Compute the final solid velocities v n+1 as per equations (36) and (45).
26:
Advance the rigid bodies with contacts and collisions as per [15] .
27:
time +=∆t final . 28: end while evolution from t = 0 to t = 0.14 of these bodies on a 100 × 25 grid to demonstrate the effect of varying α.
565
Conclusion
566
We designed a novel method which adaptively clamps the size of the time step in order to guarantee 567 positive density and internal energy. To prevent the time step size from becoming arbitrarily small, we also 568 deigned a local conservative flux clamping scheme. We demonstrated the usefulness of our method on several 569 one-dimensional and two-dimensional problems. Since our method takes the form of a time step restriction,
570
it is applicable to any spatial scheme using a method of lines approach. It can also be used with any equation 
Taylor expanding
and substituting the result in the expression for φ n+1 gives
Substituting ∆t = 2∆t1∆t2 ∆t1+∆t2 and using the fact that ∆t ≤ ∆t 1 gives
which is precisely the Taylor expansion for φ n+1 accurate to second order.
In [37] the authors write all possible RK-3 updates parametrized as follows 
In Section 4, we also make use of the auxiliary variables u 2 , u 3 , ∆t 1 , ∆t 2 , and ∆t 3 via 684
where ∆t 1 = ∆tβ 10 from equation (50), and k = ∆t 2 /∆t 1 ≥ 0 is determined after ∆t 1 and ∆t 2 are chosen 685 using our adaptive time step restriction described in Section 3. Note that our adaptive time step restriction 686 guarantees the positivity of u (1) , u 2 , and u 3 . Given this information, our goal is to obtain positive values for 687 u (2) and u (3) .
688
Equation (51) can be rewritten as, 
Since the update for u (2) in RK-3 is similar to that for u (2) in RK-2, comparing equation (59) 
Equations (60) and (61) together allow us to find P and ∆t as P = (3k + n − km)m 3(n + k) 
In the last step we used equation (58) 5, but this results in a loss of accuracy ameliorating some of the benefits of RK-3 over RK-2 to begin with.
720
Even so, this clamped version of RK-3 may still have a better stability region. (58) and (66) 726 determine u (3) . Table 4 shows the error and order of convergence of this scheme for y = −y where k is chosen 3.12889e-13 3.01277 .018625 3.94407e-14 2.98789 Table 4 : Errors and order of accuracy for y = −y with the proposed TVD RK-3 scheme.
