This paper proposes a traffic model and a parameter fitting procedure that are capable of achieving accurate prediction of the queuing behavior for IP traffic exhibiting long-range dependence. The modeling process is a discrete-time batch Markovian arrival process (dBMAP) that jointly characterizes the packet arrival process and the packet size distribution. In the proposed dBMAP, packet arrivals occur according to a discrete-time Markov modulated Poisson process (dMMPP) and each arrival is characterized by a packet size with a general distribution that may depend on the phase of the dMMPP. The fitting procedure is designed to provide a close match of both the autocovariance and the marginal distribution of the packet arrival process, using a dMMPP; a packet size distribution is fitted individually to each state of the dMMPP. A major feature of the procedure is that the number of states of the fitted dBMAP is not fixed a priori; it is determined as part of the procedure itself. In this way, the procedure allows establishing a compromise between the accuracy of the fitting and the number of parameters, while maintaining a low computational complexity.
Introduction
Traffic characterization and modeling is a crucial activity towards an efficient dimensioning and resource management of IP networks. Accurate modeling of IP traffic requires matching closely not only the packet arrival process but also the packet size distribution. Surprisingly, while the arrival process has received considerable attention [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , very few works have addressed the packet size distribution and, more so, its joint characterization with the arrival process [11, 12] . However, as it will be made clear in this paper, a joint characterization is required for accurate prediction of the queuing behavior (i.e., the packet loss ratio or average packet delay observed in a queuing system).
The queuing behavior is one of the most important criteria to assess the suitability of traffic models (and associated parameter fitting procedures), since it addresses the effect of traffic on network performance. The analysis consists in comparing the curves of packet loss ratio (or average packet delay) versus buffer size, obtained with the measured traces (through trace-driven simulation) and with the inferred traffic model (using again trace-driven simulation or numerical computation of these performance measures whenever possible). When dealing with models that characterize only the arrival process, it is common practice to assume that the packet size is fixed and equal to the average packet size of the measured trace. This may lead to large errors when the packets have variable size, such as in IP traffic.
Accurate prediction of the queuing behavior also requires detailed modeling of the first and second order statistics of the packet arrival process. This motivated the inference procedures for circulant Markov modulated Poisson processes (MMPPs) presented in [2] and for other special cases of MMPPs presented in [10] . Also in this direction, the work in [6] discusses the limitations of using only the mean and the autocorrelation function as statistical descriptors of the input traffic, for the purpose of analyzing queuing performance. The authors show that the mean queue length can vary substantially when the parameters of the input process are varied, subject to the same mean arrival rate and autocorrelation function. Thus, in general, accurate prediction of the queuing behavior requires detailed modeling of the marginal distribution, and not just of the mean arrival rate, in addition to the autocovariance modeling.
Since the work by Leland et al. [13] several studies have shown that network traffic may exhibit properties of self-similarity [13] [14] [15] [16] [17] [18] [19] . More recently, a multifractal behavior, which is typically associated with networking mechanisms operating on small time scales, was discovered in several traces of Internet WAN traffic [20] [21] [22] [23] [24] . In general, these characteristics include the long-range dependence (LRD) property and can have a significant impact on the network performance. However, as pointed out in [25] [26] [27] matching the LRD is only required within the time scales of interest to the system under study. For example, in order to analyze queuing behavior, the selected traffic model needs only to capture the correlation structure of the source up to the so-called critical time scale or correlation horizon, which is directly related to the maximum buffer size. One of the consequences of this result is that more traditional traffic models, such as MMPPs, can still be used to model traffic exhibiting LRD.
We introduce a batch Markovian arrival process (BMAP) (see, e.g., [28] [29] [30] ), that jointly characterizes the packet arrival process and the packet size distribution, and we develop a parameter fitting procedure that is capable of achieving accurate prediction of queuing behavior for IP traffic exhibiting LRD behavior. We consider the discrete-time version of the BMAP process, denoted hereby by dBMAP. In this dBMAP, packet arrivals occur according to a discrete-time Markov modulated Poisson process (dMMPP) and each arrival is further characterized by a packet size with a general distribution that may depend on the phase of the dMMPP. The fitting procedure starts by matching both the autocovariance and the marginal distribution of the packet arrival process using a dMMPP; it then matches the packet size distribution in each state of the associated dMMPP in order to fully characterize the dBMAP. This allows having a packet size distribution closely related to the packet arrival process, and is in contrast with the approach followed by [11] where the packet size distribution is fitted prior to the matching of the packet arrival rates. In addition, the number of states of the associated dMMPP is not fixed a priori; it is determined as part of the procedure. In this way, the procedure allows establishing a compromise between the accuracy of the fitting and the number of parameters, while maintaining a low computational complexity.
The associated dMMPP fits the first and second order statistics of the packet arrival process. Specifically, we work with the counts of the packet arrival process, i.e., the number of packet arrivals in a pre-defined sampling interval (also called time slot). Matching simultaneously the autocovariance and marginal distribution of the packet arrival process is a difficult task since every dMMPP parameter has an influence on both characteristics. With the purpose of achieving some degree of decoupling when matching these two statistics, we construct the dMMPP as a superposition of L 2-dMMPPs and one M-dMMPP (where k-dMMPP represents a dMMPP with k states); L and M are determined as part of the fitting procedure. We will denote the resulting process as M2 L -dMMPP. We use the L 2-dMMPPs to match the autocovariance, where each 2-dMMPP models a characteristic time constant of this function, and the M-dMMPP to match the marginal distribution (taking into account the contribution of the L 2-dMMPPs). While, in general, the addition of a dMMPP to a process changes both the marginal distribution and the autocovariance function, we devised a procedure where this is done in a controlled way. Specifically, the procedure assures that the M-dMMPP has null autocovariance, thus forcing the autocovariance of the combined process to equal that of the superposition of the L 2-dMMPPs. Finally, the dBMAP is constructed by associating a packet size distribution to each state of the associated dMMPP.
We apply the fitting procedure to several traffic traces exhibiting LRD. The LRD characteristics are analyzed using the wavelet based estimator of [31] . Results show that the dBMAPs obtained through the fitting procedure are capable of modeling the LRD behavior present in data, and closely match the first and second order statistics of the packet arrival process, the packet size distribution and the queuing behavior. This paper is organized as follows. In Section 2 we give some background on discrete-time BMAPs and define the specific dBMAP that we propose. In Section 3 we describe the fitting procedure. A study concerning the importance of the packet size fitting is carried out in Section 4. In Section 5 we present the results of applying the fitting procedure to measured traffic traces. Finally, in Section 6 we conclude the paper.
The main contributions of this paper are the following. First, we introduce a traffic model and a fitting procedure that provide a detailed joint characterization of the packet size distribution and the first and second order statistics of the packet arrival process; the process is both accurate and numerically efficient. Second, we show that ignoring the packet size distribution and its correlation with the packet arrival process can lead to large errors in terms of queuing behavior. Finally, we show that the proposed traffic model and fitting procedure are capable of matching closely traffic traces with LRD characteristics.
Background
The (continuous-time) BMAP was introduced by Lucantoni [28] as a generalization of the (simple) Markovian arrival process introduced in [32] . The BMAP is a very general arrival process that, as remarked by Pacheco and Prabhu [30] , achieves the full generality of the univariate Markov additive processes of arrivals when the associated Markov component has finite state space. In addition, it enjoys the many good properties of Markov additive processes as, e.g., being closed for the superposition of independent processes. Moreover, Asmussen and Koole [33] proved that any marked point process whose marks are realvalued can be obtained as the weak limit, i.e., limit in distribution, of a sequence of Markovian arrival processes. The fitting of the BMAP to IP traffic is used in [11] with relative success. For a history of the BMAP and its applications, and a very extensive list of references, see [29] .
The discrete-time version of the BMAP (which we denote by dBMAP, usually denoted by D-BMAP) was proposed by Blondia and Casals [34] and has received a great deal of attention (see, e.g., [35] [36] [37] [38] [39] and references therein), although not as many as its continuous-time counterpart. The dBMAP also belongs to the class of univariate Markov additive processes and, thus, similarly enjoys the many good properties of this class of processes, some of which are addressed in Section 2.1. Among other applications, the dBMAP has been used to model bursty sources and in speech recognition. Moreover, it has been shown that LRD may result from the superposition of dBMAPs [38] .
A very important particular case of the dBMAP is the dMMPP [10] . In the dMMPP the number of arrivals at each instant has a Poisson distribution with parameter depending on the phase (of the modulator discrete-time Markov chain).
For the modeling of IP traffic we propose to use a dBMAP such that: arrivals (of packets) occur according to a dMMPP; and, each arrival is characterized by a batch whose size has a general distribution that may depend on the phase of the dMMPP describing the packet arrival process. This is in contrast with [11] , where the packet size is fitted in advance, in part, to avoid a prohibitive number of parameters to be estimated. However we do not have such a problem since the packet size distribution for each phase of the dMMPP that models the arrival of packets is fitted only after the parameters of the dMMPP have been adjusted. Our procedure is especially well suited to accurately fit the packet size distribution.
Characterization of the discrete-time batch Markovian arrival process used
The dBMAP may be regarded as an Markov random walk whose additive component takes values on the non-negative integers, N 0 . Thus, we say that a Markov chain ðY ; J Þ ¼ fðY k ; J k Þ; k 2 N 0 g on the state space N 0 Â S is a dBMAP if
where P ¼ ðp ij Þ i;j2S is a stochastic matrix and, for each pair ði; jÞ 2 S 2 , q ij ¼ fq ij ðnÞ; n 2 N 0 g is a probability function over N 0 , and we let QðnÞ ¼ ðq ij ðnÞÞ i;j2S . This implies, in particular that J is a Markov chain, called the Markov component or phase of ðY ; J Þ and S is the set of modulating states or the phase set. When the dBMAP ðY ; J Þ is used to model an arrival process, Y k may be interpreted as the total number of arrivals until instant k.
Following [30] , we will say that the dBMAP ðY ; J Þ described by (1) has parametrization ðP; fQðnÞ; n 2 NgÞ.
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In the paper, we will refer to two dBMAPs, ðX ; J Þ and ðY ; J Þ, where X n (Y n ) will represent the total number of packets (bytes) that arrive until instant n. Similarly, J will represent the state of a non-observable environment that affects both the number of packets that arrive at each instant and the corresponding packet sizes (in bytes).
An important particular case of the dBMAP is the dMMPP. We say that the process ðX ; J Þ on the state space N 0 Â S is a dMMPP with parameters ðP; KÞ, where P ¼ ðp ij Þ i;j2S is a stochastic matrix and K ¼ ðk ij Þ i;j2S ¼ ðk i 1 fi¼jg Þ i;j2S is a diagonal matrix with non-negative entries (i.e., k i P 0, i 2 S), if it is a dBMAP with parametrization ðP; fQðnÞ; n 2 NgÞ, where
for i; j 2 S and n 2 N; i.e., q ij ¼ fq ij ðnÞ; n 2 N 0 g is the probability function of a Poisson random variable with mean k j . Thus a dMMPP is a dBMAP for which the number of arrivals in a given instant of time is only a function of the current phase of the dBMAP and when the process is in phase j the number of arrivals at an instant has a Poisson distribution with mean k j ; the parameter k j may be null, in which case no arrivals occur in phase j.
In our analysis a dMMPP will be used to model the packet arrival process. We will consider additionally that the packets have independent sizes, with the size of packets arriving in phase i having probability function q i ¼ fq i ðnÞ; n 2 Ng. Accordingly, if we let ðX ; J Þ denote the dMMPP, on the state space N 0 Â S and having parametrization ðP; KÞ, that models the packet arrival process, then the byte arrival process ðY ; J Þ is a dBMAP, on the state space N 0 Â S, satisfying (1) with 1 We note that this parametrization does not correspond to the most common parametrization used for dBMAPs, which is of the form fD n ; n 2 N 0 g, where the matrices D n are finite nonnegative square matrices such that P 1 n¼0 D n is a stochastic matrix [34] . However, the parametrization we will use is more adequate for the dBMAPs we consider in the paper. for i; j 2 S and n 2 N 0 , where q ðlÞ j denotes de convolution of order l of q j . Thus, ðY ; J Þ is a dBMAP on the state space N 0 Â S, such that, for n; m 2 N 0 ,
which we express by saying that ðY ; J Þ has type-II parametrization ðP; K; fq i ; i 2 SgÞ.
The alternative type-II parametrization is the most convenient for the subclass of dBMAPs that we will consider in the paper, since ðP; K; fq i ; i 2 SgÞ contains: (i) the parameters ðP; KÞ of the associated dMMPP modeling the packet arrival process and (ii) the distribution of the size of packets arriving in phase i, q i , for i 2 S. However, as our construction highlights, the type-II parametrization is only valid for dBMAPs satisfying (4). Given a dBMAP ðY ; J Þ with phase set S and type-II parametrization ðP; K; fq i ; i 2 SgÞ we write
Similarly if ðX ; J Þ is a dMMPP with phase set S and having parameters ðP; KÞ, we write
If S has cardinality r, we say that ðY ; J Þ (ðX ; J Þ) is a dBMAP (dMMPP) of order r, r-dBMAP (rdMMPP). When, in particular, S ¼ f1; 2; . . . ; rg for some r 2 N, then 
and we write simply ðY ; J Þ $ dBMAP r ðP; K; fq i gÞ and ðX ; J Þ $ dMMPP r ðP; KÞ.
Auxiliary results for the fitting procedure
The fitting of a dBMAP M2 L ðP; K; fq i gÞ to the input traffic is made in two steps: (i) fitting of the dMMPP M2 L ðP; KÞ modeling the packet arrival process and (ii) fitting of the packet size distribution in phase i, q i , for i ¼ 1; 2; . . . ; M2 L . Thus, we next proceed with a description of some transformations on dMMPPs which we will use to obtain the process dMMPP M2 L ðP; KÞ.
We consider the superposition of L independent 2-dMMPPs where
ð13Þ with È and denoting the Kronecker sum and the Kronecker product, respectively. Note that the Markov chain J is also in steady-state. We refer to ðX ; J Þ as being the M2 L -dMMPP. In our approach L and M are not fixed a priori but instead are computed as part of the fitting procedure. However, in the rest of this section they may be thought as being fixed. We want that the L 2-dMMPPs capture the autocovariance function of the increments of the packet arrival process (X ) and, discounting for the effect of the other L 2-dMMPPs, the M-dMMPP approximates the distribution of the increments of the packet arrival process. To explain how this may be accomplished, it is convenient to define the increment processes associated to X ð1Þ ; X ð2Þ ; . . . ; X ðLþ1Þ , and X , which we denote by Z ð1Þ ; Z ð2Þ ; . . . ; Z ðLþ1Þ , and Z, respectively. Thus,
and
for k ¼ 0; 1; . . . Note that Z k is the (total) number of packet arrivals at sampling interval k and Z ðlÞ k is the number of packet arrivals that are due to the lth packet arrival process, so that, in particular, As we want the M-dMMPP to approximate the distribution of the increments of the packet arrival process but to have no contribution to the autocovariance function of the increments of the M2 L -dMMPP, we choose to make J ðLþ1Þ a Markov chain with no memory whatsoever. This is accomplished by choosing 
Taking into account (16) , it follows that the probability function of Z is given by
where È denotes the convolution of probability functions. Z is a sequence of random variables whose distribution is a mixture of Poisson random variables (note that the sum of independent mixtures of Poisson random variables is also a mixture of Poisson random variables), and the probability function of Z may be written in the following way:
Moreover, from (16) and taking into account (19) and (22), we conclude that the autocovariance function of Z is given by 
for k ¼ 1; 2; . . .
Inference procedure
In the rest of the paper we will refer to Z ð1Þ ; Z ð2Þ ; . . . ; Z ðLÞ as the 2-dMMPPs that are used to match the autocovariance of packet arrival counts, to Z ðLþ1Þ as the M-dMMPP that is incorporated in order to match the marginal distribution of packet arrivals counts, to Z as the counts of X , the aggregate M2 L -dMMPP that models the packet arrival process, and to Y as the M2 LdBMAP that models the arrival process of bytes.
The inference procedure can be divided in four steps: (i) approximation of the empirical autocovariance of packet arrival counts by a weighted sum of exponentials and identification of time scales, (ii) inference of the M-dMMPP probability function and of the 2-dMMPPs parameters, (iii) inference of the M-dMMPP packet arrival rates and transition probabilities, and subsequent calculation of the M2 L -dMMPP parameters, and (iv) fitting of the packet size (in bytes) distribution for each of the M2 L phases and calculation of the final M2 L -dBMAP parameters. The flow diagram of this procedure is represented in Fig. 2 . In the following four subsections we describe these four steps in detail.
Autocovariance approximation and time scales identification
Our approach is to approximate the autocovariance (of packet arrival counts) by a large number of exponentials and then aggregate exponentials with a similar decay into the same time scale. This is close to the approaches considered in [5, 8, 40] . As a first step, we approximate the empirical autocovariance by a sum of K exponentials with real positive weights and negative real time constants. We chose K as ffiffiffiffiffiffiffiffi ffi k max p , where k max represents the number of points of the empirical autocovariance. This is accomplished through a modified Prony algorithm [41] . The Prony algorithm returns two vectors,
which correspond to the approximating function
At this point we identify the components of the autocovariance that characterize the different time scales. We define L different time scales, in which the autocovariance decays, b i , i ¼ 1; . . . ; K, fall in the same logarithmic scale. To explain how this is accomplished it is useful to order the b j coefficients in non-decreasing order, i.e., b j 6 b jþ1 , 1 6 j 6 K À 1, and let dÁ Á Áe denote the integer round towards plus infinity. The value L is computed through the following iterative process. Starting with l ¼ 1 and i l ¼ 1 compute i lþ1 through i lþ1 ¼ minfK þ 1; inffj : i l < j 6 K^dlog 10 ðb j Þe > dlog 10 ðb jÀ1 Þegg: 
Taking into account (26) and (27), the autocovariance function of the 2-dMMPP Z ðlÞ , c ðlÞ k , is fitted by a l e kb l . Thus, in view of (19) , it results that 
The parameters a l and b l are obtained via the autocovariance approximation just described; in the next steps, the inference procedure will restrict d 
Inference of the M-dMMPP probability function and of the L 2-dMMPP parameters
The next step is the inference of the M-dMMPP probability function from the empirical probability function of the original data trace. The relation between the probability functions of the 2-dMMPPs, the M-dMMPP and the M2 L -dMMPP is defined by (23) .
In order to simplify the deconvolution of f Lþ1 ðkÞ and f l ðkÞ, l ¼ 1; . . . ; L, we reduce the number of parameters to be fitted by considering that the Poisson packet arrival rate is zero in one state of each 2-dMMPP source; that is, k 
The probability function of the M-dMMPP, f Lþ1 , is inferred from the empirical probability function of the packet data, denoted by f e , and the L 2-dMMPP probability functions, denoted byf f l , l ¼ 1; 2; . . . ; L, based on the fitted parameters, after fixing the probabilities p 
We denote byf f Lþ1 the fitted probability function of the M-dMMPP. Note that p ðlÞ 1 is not allowed to be 0 or 1 because, in both cases, the lth 2-dMMPP would degenerate into a Poisson process. The empirical probability function, f e ðkÞ, is inferred for the range of values defined by
where Dt is the sampling interval and Z k is the number of packet arrivals at sampling interval k. The probability functionsf f l ðkÞ, l ¼ 1; . . . ; L are also calculated for the same range of values. However, in order to the reduce the number of points used in the convolutions, only the subrange of values defined by
. . . ; max j ff f l ðjÞ > n l g;
where n l ¼ 10 À4 maxðf f l Þ, is considered. The constrained minimization process given by (31) - (33) 
Inference of the M-dMMPP packet arrival rates and transition probabilities
The next step is the inference of the number of states and Poisson packet arrival rates of the MdMMPP fromf f Lþ1 . To do this we inferf f Lþ1 as a weighted sum of Poisson probability functions.
The matching is carried out through an algorithm that progressively subtracts a Poisson probability function fromf f Lþ1 . This algorithm is described in the flowchart of Fig. 3 . We represent the ith Poisson probability function with mean u i by g u i ðkÞ. We define h ðiÞ ðkÞ as the difference betweenf f Lþ1 ðkÞ and the weighted sum of Poisson probability functions at the ith iteration. Initially, we set h ð1Þ ðkÞ ¼f f Lþ1 ðkÞ. In each step, we first detect the maximum of h ðiÞ ðkÞ. The corresponding kvalue, u i ¼ arg max k h ðiÞ ðkÞ, will be considered the ith Poisson rate of the M-dMMPP. We then calculate the weights of each Poisson probability function,w w i ¼ ½w 1i ; w 2i ; . . . ; w ii , through the following set of linear equations:
This assures that the fitting betweenf f Lþ1 ðkÞ and the weighted sum of Poisson probability functions is exact at u i points, for l ¼ 1; 2; . . . The algorithm stops when the maximum of h ðiÞ ðkÞ is lower than a pre-defined percentage e of the maximum off f Lþ1 ðkÞ and M is made equal to i.
Other methods for parameter estimation of finite Poisson mixtures with an unknown number of components, have been proposed, e.g., based on moment estimation or maximum likelihood (see, e.g., [42] and references therein). These methods lead to the solution of a system of non-linear equations with a number of variables equal to twice the number of components of the Poisson mixture model. By contrast, in the algorithm described above the rates of the Poisson mixture model are fitted directly and the weights are fitted by solving a system of linear equations with the weights as variables, thus obtaining a more computationally efficient procedure. Moreover, the proposed procedure leads to the fitting of a small number of components for the fitted IP traces. Note also that the proposed procedure is in line with the global heuristic approach followed in the paper, which seeks a fast method to fit a particular class of MMPPs instead of a purely statistical fitting of an MMPP.
After M has been determined, the parameters of the M-dMMPP, fðp Finally, the M2 L -dMMPP process can be constructed using Eqs. (12) and (13), where K ðLþ1Þ , P ðLþ1Þ , K ðiÞ and P ðiÞ , i ¼ 1; . . . ; L, were calculated in the last two subsections.
Packet size distribution fitting and calculation of the final parameters
The packet size characterization is made independently for each state of the inferred M2 LdMMPP. There are two steps: (i) association of each time slot to one of the M2 L -dMMPP states and (ii) inference of a packet size distribution for each state of the M2 L -dMMPP. In the first step, we scan all time slots of the empirical data. A time slot in which k packet arrivals were observed is randomly assigned to a state, according to the probability vectorh hðkÞ ¼ fh 1 ðkÞ; . . . ; h M2 L ðkÞg, where h i ðkÞ represents the probability that the observed k packet arrivals were originated in state i. This is given by 
where k j represents the Poisson packet arrival rate of the jth state of the M2 L -dMMPP and p j the corresponding steady-state probability (as stated before, g k ðyÞ represents a Poisson probability distribution function with mean k).
The inference of the packet size distribution in each state resorts to histograms. The inference of each histogram uses only the packets that arrived during the time slots previously associated with the state for which we are inferring the packet size distribution. Note that some low-probability states may have no packets associated with them, making impossible the packet characterization specifically for these states. We associate a packet size distribution to these states that considers all data packets, i.e., the packet size distribution unconditioned on the M2 L -dMMPP states. The histograms result in the packet size distributions q i ¼ fq i ðnÞ; n 2 Ng for i ¼ 1; 2; . . . ; M2 L . This step completes the inference procedure. According to (5) , the M2 L -dBMAP that models the input traffic is fully characterized by the q i ; i ¼ 1; 2; . . . ; M2 L , inferred in this section and by matrices K and P inferred in previous sections.
The importance of fitting the packet size
The purpose of this section is to illustrate, through a worked example, the impact in terms of queuing behavior of modeling the packet size and its correlation with the packet arrivals. We compare the packet loss ratio versus buffer size curves obtained with three dBMAPs where the packet size distribution differs but the packet arrival process is kept the same. The packet arrival process is modeled by a 2-dMMPP with parameters p 1 ¼ 0:2, p 2 ¼ 0:8, k 1 ¼ 1000 pkts/s and k 2 ¼ 300 pkts/s. We consider two possible packet sizes: 50 and 1000 bytes. In the first dBMAP, which we take as our reference in this study, the packet size distribution is 80% of 50 bytes and 20% of 1000 bytes in state 1, i.e., q 1 ð50Þ ¼ 0:8 and q 1 ð1000Þ ¼ 0:2, and 50% of both sizes in state 2, i.e., q 2 ð50Þ ¼ 0:5 and q 2 ð1000Þ ¼ 0:5. In the second dBMAP, we consider that the packet size distribution is the same in both states, and is given by the unconditional packet size distribution of the first dBMAP, i.e., the packet size distribution that considers all packets irrespective of the 2-dMMPP states. Thus the packet size distribution is, in both states, 63.63% of 50 bytes and 36.37% of 1000 bytes. In the third dBMAP, we assume that the packet size is fixed and equal to the average packet size of the first and second dBMAPs (395 bytes). Note that the second and third dBMAPs correspond to simplifications of the first one, which are usually taken when characterizing the input traffic and assessing queuing behavior. In particular, both simplifications consider independence between packet arrivals and packet sizes.
We estimated the packet loss ratio via tracedriven simulation using traces of 1 million packets generated from the three dBMAPs described above. The sampling period was 0.1 s, the service rate was 210 Kbytes/s and the buffer size was varied from 1 to 100 Kbytes. The results are shown in Fig. 4 . As can be observed, there is a large difference between the packet loss ratio obtained with the first dBMAP and with the second and third ones. For example, for a buffer size of 20 Kbytes the packet loss ratios were 1.39 · 10 À3 , 3.79 · 10
À2
and 6.36 · 10 À2 for the first, second and third dBMAP traces, respectively. This clearly indicates that the simplifications subjacent to the second and third dBMAPs can lead to large errors in terms of queuing behavior. Thus detailed modeling of the packet size and of the correlations with the packet arrivals is clearly required. In the next section, we complete this study through the consideration of measured data traces.
Results
We have applied our fitting procedure to five traces of IP traffic: (i) the well known pAug.TL Bellcore trace [13] and (ii) four traces measured at the University of Aveiro (UA), all of them exhibiting LRD. The UA traces are representative of Internet access traffic produced within a University campus environment. The University of Aveiro is connected to the Internet through a 10 Mbit/s ATM link and the measurements were carried out in a 100 Mbit/s Ethernet link connecting the border router to the firewall, which only transports Internet access traffic.
We assess the fitting procedure using several performance evaluation criteria. In the case of the packet arrival process, we compare both the probability and autocovariance functions of the packet arrival counts obtained with the fitted dBMAPs (theoretical) and with the original data traces. The sampling interval of the counting process was 0.1 s. In the case of the packet size distribution, we compare the probability function of the original trace and of a trace generated from the fitted dBMAP (hereafter called fitted trace).
We analyze the presence of LRD behavior, in both the original and fitted traces, using the method described in [31] . This method resorts to the so-called logscale diagram which consists in the graph of y j against j, together with confidence intervals about the y j , where y j is a function of the wavelet discrete transform coefficients at scale j. Traffic is LRD if, within the limits of the confidence intervals, the y j fall on a straight line with slope a 2 ð0; 1Þ, in a range of scales from some initial value j up to the largest one present in data. The Hurst parameter is related to the slope a by H ¼ ða þ 1Þ=2. Thus LRD behavior implies an Hurst parameter H 2 ð0:5; 1Þ. To relate scales with seconds we note that octave j corresponds to 0:1 Â 2 j s. Table 1 indicates the number of states of the fitted dBMAPs and summarize the fitting results relative to the probability function (PF) and autocovariance function (AF) of the packet arrival counts. The fitting error is defined as the quotient between the integral of the absolute difference between the curves of the original and fitted traces, and the integral of the original trace curve. The results indicate that a close match was obtained in case of the PF; the match is not so good for the AF due to the oscillatory behavior in the case of the original data, but this has negligible impact on the queuing behavior. This type of behavior has been observed in other data traces. Table 2 lists the estimated Hurst parameters of both original and fitted traces, showing that all traces exhibit LRD behavior and that the fitted dBMAPs were able to capture this behavior. The table also includes the range of largest scales where alignment (in the logscale diagram) was obtained.
We also analyze the queuing behavior by comparing the packet loss ratio, obtained through trace-driven simulation, using four types of input traffic: (i) original traces, (ii) traces generated according to the fitted dBMAP, (iii) traces where the arrival instants were generated according to the fitted dMMPP arrival process and the packet size according to the unconditional packet size distribution of the fitted dBMAP and (iv) traces where the arrival instants were also generated according to the fitted dMMPP arrival process but the packet size is fixed and equal to the average packet size of the original trace. The results of trace-driven simulation for the fitted traces were based on 10 replicas.
Belcore trace
A 56-dBMAP was fitted to the pAug.TL trace. In Figs. 5 and 6 we show the results of the packet arrival fitting. There is an excellent agreement in terms of probability functions. In terms of autocovariance, it can be seen that the fitted model is able to reproduce the average behavior of the empirical autocovariance (but not its oscillatory behavior).
In order to analyze the queuing behavior we considered a queue with a service rate of 175 Kbytes/s, corresponding to a link utilization of q ¼ 0:79, and varied the buffer size from 100 Kbytes to 8 Mbytes. As it can be observed in Fig.  7 , there is a close agreement between the curves corresponding to the original trace and to the trace generated according to the fitted 56-dBMAP, for all buffer size values. In contrast, for the other two curves corresponding to traces where the packet size is fitted independently of the packet arrival process, significant deviations are obtained. This confirms the conclusions of the previous section.
The packet size distributions of the original and fitted traces are shown in Figs. 8 and 9 , respectively. An excellent agreement between the original and fitted distributions was obtained.
UA traces
The main characteristics of the UA traces are described in Tables 3 and 4 . Each UA trace corresponds to a different day period. All measurements captured 20 million packets. However, to assure stationarity, traces UA6 and UA10 were truncated to 10 million packets. The traffic analyzer was a 1.2 GHz AMD Athlon PC, with 1.5 Gbytes of RAM, running WinDump. The measurements recorded the arrival instant and the IP header of each packet.
In the following we will make a detailed analysis of the results relative to trace UA19. Fig. 10 shows that the trace has LRD, since there is alignment from scale 6 up the maximum one present in data. The slope of the straight line is a ¼ 0:964, leading to an Hurst parameter of H ¼ 0:982. This analysis considered the traffic in bytes/s, i.e., including arrivals and packet sizes. Similar results were obtained when considering only the arrival process (traffic in packets/s).
A 12-dBMAP was fitted to the trace. The parameter estimation took less than 30 s, using a MATLAB implementation running in the PC described above. This shows that the fitting procedure is computationally very efficient.
In Figs. 11 and 12 we show the results of the packet arrival fitting. There is an excellent agreement in terms of probability functions. In terms of autocovariance, the empirical function shows some oscillatory behavior. However, the dBMAP succeeded in capturing the main trend and, as will be seen later, this is enough for accurate queuing behavior assessment. Note that the autocovariance was fitted up to time lags of 500 s. In general, the accuracy of packet arrival fitting is similar to the ones reported in [2] for the case of the autocovariance and marginal distribution and in [5] for the case of the autocovariance and mean arrival rate.
The packet size distributions of the original and fitted traces are shown in Figs. 13 and 14 , respectively. The distribution is essentially bimodal with two pronounced peaks around 40 and 1500 bytes; it also presents non-negligible values at 576 and 885 bytes. We note that the minimum IP packet size is 40 bytes and that, in many implementations, the maximum is 1500 bytes. Again, an excellent agreement between the original and fitted distributions was obtained. Note, in particular, the fitting accuracy on the lowest probability packet sizes.
In order to analyze the queuing behavior we considered a queue with a service rate of 700 Kbytes/s, corresponding to a link utilization of q ¼ 0:90, and varied the buffer size from 10 Kbytes to 60 Mbytes. As it can be observed in Fig. 15 , there is a close agreement between the curves corresponding to the original trace and to the trace generated according to the fitted 24-dBMAP, for all buffer size values. In contrast, for the other two curves corresponding to traces where the packet size is fitted independently of the packet arrival process, significant deviations are obtained. This confirms the conclusions of the previous section.
The results obtained with the other three traces are similar. The queuing results for the three traces are shown in Figs. 16-18 . The service rate was 625 Kbytes/s (q ¼ 0:72), 500 Kbytes/s (q ¼ 0:88) and 650 Kbytes/s (q ¼ 0:99) for traces UA1, UA6 and UA10, respectively. In all cases the buffer size was varied from 10 Kbytes to 60 Mbytes. As in the case of the UA19 trace, there exist a close agreement for the fitted dBMAPs, but large differences when the packet size is fitted independently of the packet arrival process. When compared with the queuing results reported in [11] , our results show a closer fitting, despite the fact that we are considering higher link utilizations.
The number of states of the resulting dBMAPs can, in some cases, restrict the applicability of the model to very simple analytical performance studies. However, we note that the number of states is determined as part of the fitting procedure and that it can be reduced by alleviating the accuracy requirements on the fitting of the MdMMPP probability function.
Conclusions
We have developed a fitting procedure for discrete-time batch Markovian arrival processes (dBMAPs), which allows for the simultaneous matching of both: (i) the autocovariance and marginal distribution of the packet arrival process and (ii) the distribution of the packet size.
The procedure was applied to several measured traces exhibiting LRD. Our numerical results, have shown that the procedure matches closely the autocovariance and the probability function of the packet arrival process and also the packet size distribution. The queuing behavior, as assessed by the packet loss ratio suffered by data and fitted traces, also shows a very good agreement, when the packet size distribution is fitted individually for each state of the dMMPP modeling packet arrivals. Our results also point out that matching only the packet arrival process and considering that packets have a fixed size or distribution can lead to significant errors in the estimation of the packet loss ratio.
A direction for future work is the consideration of continuous-time BMAPs. In fact, continuoustime BMAPs are popular for a large range of performance models and there are performance modeling tools available using continuous-time BMAPs. Thus, it is of interest to develop traffic modeling procedures similar to the one presented in the paper using continuous-time BMAPs. As our approach is based at first on the fitting of the autocovariance function of packet arrival counts, a discrete-time characteristic, a first step in this direction would be to obtain a proper continuoustime function substitute of the autocovariance function of packets counts.
