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Abstract. Dynamical systems whose linearizations along trajectories are positive in the sense
that they infinitesimally contract a smooth cone field are called differentially positive. The property
can be thought of as a generalization of monotonicity, which is differential positivity in a linear space
with respect to a constant cone field. Differential positivity places significant constraints on the
asymptotic behavior of trajectories under mild technical conditions. This paper studies differentially
positive systems defined on Lie groups. The geometry of a Lie group allows for the generation of
invariant cone fields over the tangent bundle given a single cone in the Lie algebra. We outline the
mathematical framework for studying differential positivity of discrete and continuous-time dynamics
on a Lie group with respect to an invariant cone field and motivate the use of this analysis framework
in nonlinear control, and, in particular in nonlinear consensus theory. We also introduce a generalized
notion of differential positivity of a dynamical system with respect to an extended notion of cone
fields generated by cones of rank k. This new property provides the basis for a generalization of
differential Perron-Frobenius theory, whereby the Perron-Frobenius vector field which shapes the
one-dimensional attractors of a differentially positive system is replaced by a distribution of rank k
that results in k-dimensional integral submanifold attractors instead.
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1. Introduction. Positivity and monotonicity play an important role in the
study of dynamical systems. Both concepts have been the subject of considerable
interest in recent years because of their importance in the convergence analysis of
consensus algorithms [20, 25, 26, 14, 31] and in the modeling of biological systems
[6, 1, 2]. While both concepts have been extensively studied in vector spaces, the
present paper seeks to extend the theory to dynamical systems defined on Lie groups.
An important motivation is to highlight the similar properties of consensus algorithms
defined on vector spaces and on Lie groups [30, 33]. While positivity is at the core of
consensus algorithms studied in vector spaces, the concept has not been used so far
in the convergence analysis of consensus algorithms defined on Lie groups, preventing
the generalization of important results such as the consideration of inhomogeneous
dynamics, asymmetric couplings, and time-varying network topologies in the problem
formulation.1
The proposed extension is through the concept of differential positivity, recently
introduced in [11]. Linear positive systems are systems that leave a cone invariant [5].
Such systems find many applications in control engineering, including to stabilization
[24, 7], observer design [4], and distributed control [20]. An important feature of
positivity is that it restricts the behavior of a system, as seen in Perron-Frobenius
theory. To illustrate these ideas, let the vector space V be the state space of the
system and consider the linear dynamics x˙ = Ax on V. Such a system is said to
be positive with respect to a pointed convex solid cone K ⊆ V if eAtK ⊆ K, for all
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t > 0, where eAtK := {eAtx : x ∈ K}. Perron-Frobenius theory demonstrates that
if the system is strictly positive in the sense that the transition map eAt maps the
boundary of the cone K into its interior, then any trajectory eAtx, x ∈ K converges
asymptotically to the subspace spanned by the unique dominant eigenvector of A.
Differentially positive systems are systems whose linearizations along trajectories are
positive. Strictly differentially positive systems infinitesimally contract a cone field
along trajectories, constraining the asymptotic behavior to be one-dimensional under
suitable technical conditions.
The study of differential positivity of a system defined on a manifold necessitates
the construction of a cone field which assigns to each point a cone that lies in the
tangent space at that point. On highly symmetric spaces such as Lie groups, which
are commonly found in applications, there is a strong incentive to make the differential
analysis invariant by incorporating the symmetries of the state-space in the analysis.
Monotone dynamical systems are defined as systems that preserve a partial order
in vector spaces. An infinitesimal characterization of the monotonicity is differential
positivity with respect to a constant cone field identified with the cone defined in the
vector space and associated to the partial order. The infinitesimal characterization
suggests a natural generalization to Lie groups, requiring differential positivity with
respect to an invariant cone field.
We also consider systems that are positive with respect to so-called cones of rank
k ≥ 2. These structures are a generalization of classical solid convex cones and lead
to a weakened notion of monotonicity. For linear systems that are strictly positive
with respect to a cone of rank k ≥ 2, the one-dimensional dominant eigenspace of
Perron-Frobenius theory is replaced by an eigenspace of dimension k; see [12]. Cones
of rank k ≥ 2 have been used to study the existence of periodic orbits via a Poincare-
Bendixson property for a new class of monotone systems (as in [32, 28, 29]), including
for cyclic feedback systems [17, 16]. Here we develop a differential analytic formulation
of positivity with respect to a cone field of rank k ≥ 2, which is applicable to the
study of nonlinear systems. We discuss how the property leads to a generalization of
differential Perron-Frobenius theory, whereby the attractors of the system are shaped
by a distribution of rank k.
1.1. Contributions. In short, the present paper exploits the concept of invari-
ance in differential positivity and uses invariant differential positivity to generalize
consensus theory from linear spaces to Lie groups. Specifically, the paper focuses
on three original contributions. The first contribution is the formulation of invariant
differential positivity on Lie groups. The second contribution is to further general-
ize the concept by considering higher rank cone fields, mimicking the corresponding
generalization of monotone systems. The third contribution is to apply the proposed
theory to consensus algorithms defined on the circle and to SO(3), highlighting the
benefits of a convergence theory rooted in positivity rather than in stability.
1.2. Paper organization. We begin with a review of differential positivity and
its relation to monotonicity and consensus in linear spaces. In Section 3, we study the
geometry of cone fields and formulate invariant differential positivity on Lie groups.
We also provide a generalization of existing results on linear positivity to nonlinear
systems that are differentially positive with respect to cone fields of rank k. In Section
4, invariant differential positivity is applied to a class of consensus protocols defined
on the N -torus TN . Finally, in Section 5, we study an extended example involving
consensus of N agents on SO(3) through differential positivity with respect to a cone
field of rank k = 3 that is invariant with respect to a left-invariant frame on SO(3)N .
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1.3. Mathematical preliminaries and notation. Given a smooth map F :
M1 →M2 between smooth manifolds M1, M2, we denote the differential of F at x
by dF |x : TxM1 → TF (x)M2. A continuous-time dynamical system Σ : x˙ = f(x) on
a smooth manifold M assigns a tangent vector f(x) ∈ TxM to each point x ∈ M.
We say that Σ is forward complete if the domain of any solution x(·) is of the form
[t0,∞).
1.3.1. Cones of rank k and positivity. A cone in a vector space V is usually
defined as a closed subset K ⊂ V that satisfies (i) K + K ⊆ K, (ii) λK ⊆ K for
all λ ∈ R≥0, and (iii) K ∩ −K = {0}. That is, K is closed, convex, and pointed.
Furthermore, we assume that we are dealing with solid cones that contain n := dimV
linearly independent vectors. However, we also use the notion of cones of rank k, the
simplest case of which is a cone of rank 1. Given a convex cone K, the set C = K∪−K
defines a cone of rank 1. The full definition is given below.
Definition 1.1. A closed set C in a vector space V is said to be a cone of rank
k if
1. x ∈ C, α ∈ R =⇒ αx ∈ C,
2. max{dimW : W a subspace of V, W ⊂ C} = k.
That is, a closed set C in a vector space V is a cone of rank k if (1) it is invariant
under scaling by any real number, and (2) the maximum dimension of any subspace
contained in C is k. Note that if K is a convex cone, C = K ∪ −K satisfies the above
conditions for k = 1.
A polyhedral convex cone in a vector space V of dimension n endowed with an
inner product 〈·, ·〉 can be specified by a collection of inequalities of the form
(1) x ∈ V : 〈ni, x〉 ≥ 0,
where {n1, · · ·, nm} is a set of m ≥ n vectors in V that span V. For each i, the
equation (1) defines a halfspace defined by the normal vector ni ∈ V. If we relax the
requirement that {ni} span V and instead require that dim span{ni} = l ≤ n, the
collection of inequalities (1) define a convex set K˜ of rank k = n− l+ 1, such that the
set C := K˜ ∪−K˜ is a cone of rank k = n− l+ 1. In particular, n−k+ 1 inequalities of
the form (1), with linearly independent ni, can be used to define a cone of of rank k.
A very simple example of a class of polyhedral cones of rank k is obtained from the
positive orthant K = Rn+ = {xi : xi ≥ 0} in Rn by eliminating k−1 of the inequalities
xi ≥ 0 and retaining the remaining ones. The resulting set K˜ can be used to generate
a generalized cone of rank k as C = K˜ ∪ −K˜.
A second class of cones of rank k can be defined using quadratic forms. These
cones are known as quadratic cones of rank k and are a generalization of the idea
of quadratic cones of rank 1. Let P be a symmetric invertible n × n matrix with k
positive eigenvalues and n− k negative eigenvalues. Then the set
(2) C(P ) = {x ∈ V : 〈x, Px〉 ≥ 0},
can be shown to define a cone of rank k. In particular, if P1 is a k × k symmetric
positive definite matrix and P2 is an (n − k) × (n − k) symmetric positive definite
matrix, the n × n matrix P = diag(P1,−P2) has k positive eigenvalues and n − k
negative eigenvalues and defines a cone of rank k in Rn via the inequality
xTPx =
(
x1
x2
)T (
P1 0
0 −P2
)(
x1
x2
)
= xT1 P1x1 − xT2 P2x2 ≥ 0,(3)
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where x1 ∈ Rk, x2 ∈ Rn−k. Given a quadratic cone C of rank k, the closure of the set
V \ C is a cone of rank n− k, and is known as the complementary cone Cc of C.
In this article, a cone C will refer to either a closed, convex, and pointed cone K,
or a cone of rank k. The precise nature of the cone will be made explicit whenever
it is relevant to the result under consideration. A linear map T ∈ L(V) on a vector
space V is said to be positive with respect to a cone C ⊂ V if T (C) ⊆ C. The classical
Perron-Frobenius theorem generalizes to cones of rank k in the form of the following
result [12] .
Theorem 1.2. Let C be a cone of rank k in a vector space V of dimension n
and suppose that T ∈ L(V) is a strictly positive linear map with respect to C so that
T (C \ {0}) ⊂ int C. Then there exist unique subspaces W1 and W2 of V such that
dimW1 = k, dimW2 = n− k, V =W1 ⊕W2, which are T -invariant:
(4) T (Wi) ⊆ Wi, for i = 1, 2,
and satisfy W1 ⊂ int C ∪ {0}, W2 ∩ C = {0}. Furthermore, denoting the spectrum of
T restricted to Wi by σi(T ) for i = 1, 2 , we have
(5) |λ1| > |λ2|, ∀λ1 ∈ σ1(T ), λ2 ∈ σ2(T ).
1.3.2. Conal manifolds. A pointed convex cone K in Rn induces a partial order
in Rn such that for any pair x1, x2 ∈ Rn, we write x1  x2 if and only if x2− x1 ∈ K.
It is of course the convexity of K and the condition K ∩−K = {0} which ensure that
 defines a global partial order on Rn. As a cone C of rank k in Rn does not satisfy
these conditions, it does not induce a partial order. Nonetheless, we can still define
a weakened notion of an ‘order’ relation between two points x1, x2 ∈ Rn with respect
to C in a similar fashion. Specifically, we say that x1 and x2 are related with respect
to C and write x1 ∼ x2 if x2 − x1 ∈ C. We say that x1 and x2 are strongly related
and write x1 ≈ x2 if x2 − x1 ∈ int C.
We define a conal manifold as a smooth manifold M endowed with a cone field
CM, which smoothly assigns a cone CM(x) ⊆ TxM to each point x ∈ M. Given a
cone field C on a manifold M, we say that two points x1, x2 ∈ M are related with
respect to C and write x1 ∼ x2 if there exists a conal curve γ connecting x1 to x2, so
that γ′(t) ∈ C(γ(t)) at all points along the curve. Indeed, if C is a cone field of rank
k on a manifold M, the continuous-time system x˙ = f(x) on M with semiflow ψt(x)
is said to be monotone with respect to C if
(6) x1 ∼ x2 =⇒ ψt(x1) ∼ ψt(x2),
for all t > 0. The system is strongly monotone with respect to C if
(7) x1 ∼ x2, x1 6= x2 =⇒ ψt(x1) ≈ ψt(x2),
for all t > 0.
A field KM of closed, convex and pointed cones gives rise to a conal order ≺
and the manifold M is said to be an infinitesimally partially ordered manifold when
endowed with KM. The relation ∼ induced by KM is now denoted by ≺ and is locally
a partial order onM. If the conal order is globally antisymmetric, then it is a partial
order. It is clear that ≺ defines a global partial order when M is a vector space and
the cone field KM(x) = K is constant. Specifically, x ≺ y if and only if y− x ∈ K, for
x, y ∈ M. In general, however, ≺ is not a global partial order, since antisymmetry
may fail. A simple example of this is provided by any conal order defined on the circle
S1, which clearly fails to be global. See Figure 1 (a).
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ψt(x)
x
K(ψt(x))K(x)
dψt
∣∣
x
K(x) ⊂ K(ψt(x)) ⊂ intK(ψt(x))
γ′(t) ∈ KM(γ(t))
γ : [t0, t1]→M
x = γ(t0)
y = γ(t1)
(a) (b)
Fig. 1. (a) A conal order ≺ induced on a manifold M by a cone field KM. Points x, y ∈ M
satisfy x ≺ y if there exists a conal curve γ from x to y. (b) Strict differential positivity of the
system x˙ = f(x) with respect to a cone field K. The flow at time t ≥ T from initial condition x is
denoted by ψt(x).
1.3.3. Differential positivity. To define the notion of uniform strict differen-
tial positivity on a conal manifoldM, we construct a family of cones Cλ(x) ⊂ TxM of
the same type at each point x ∈M that continuously depend on a parameter λ ≥ 0,
such that C0(x) = C(x) and Cλ2(x) \ {0x} ⊂ int Cλ1(x) if λ1 < λ2. See Figure 1 (b).
Definition 1.3. A discrete-time dynamical system x+ = F (x) given by a smooth
map F :M→M on a manifold M is said to be differentially positive with respect to
a cone field C if
(8) dF
∣∣
x
C(x) ⊆ C(F (x)), ∀x ∈M,
and strictly differentially positive if the inclusion in (8) is strict. A continuous-time
dynamical system Σ is said to be differentially positive with respect to C if
(9) dψt
∣∣
x
C(x) ⊆ C(ψt(x)). ∀x ∈M, ∀t ≥ 0,
where ψt(x) denotes the flow at time t from initial condition x. The system is said to
be uniformly strictly differentially positive if there exists T > 0 and  > 0 such that
(10) dψt
∣∣
x
C(x) ⊂ C(ψt(x)), ∀x ∈M, ∀t ≥ T.
1.3.4. Finsler metrics. We define a Finsler metric on a smooth manifoldM to
be a continuous function F : TM→ [0,∞] ⊂ R that satisfies the following properties:
1. F (x, ξ) > 0 for all x ∈M and ξ ∈ TxM\ {0x},
2. F (x, ξ1 + ξ2) ≤ F (x, ξ1) + F (x, ξ2), for all x ∈M, ξ1, ξ2 ∈ TxM,
3. F (x, λξ) = λF (x, ξ), for all x ∈ TxM, ξ ∈ TxM and λ ≥ 0.
A Finsler metric is reversible if it satisfies F (x,−ξ) = F (x, ξ) for all x ∈ M and
ξ ∈ TxM. A reversible Finsler metric defines a norm on each tangent space, which
we will denote by F (x, ξ) = ‖ξ‖x when the choice of the Finsler structure F is clear
from the context. A reversible Finsler structure defines a distance function d between
points x1, x2 ∈M according to
(11) d(x, y) = inf
γ
∫ 1
0
‖γ′(t)‖γ(t)dt,
where the infimum is taken over all smooth curves γ : [0, 1]→M joining x1 and x2.
Clearly, a Riemannian metric tensor onM given by a smoothly varying inner product
〈·, ·〉x induces a reversible Finsler structure on M.
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2. Positivity, monotonicity, and consensus on the real line. In this sec-
tion, we assume that the cone K is closed, convex, and pointed. The special case of
differential positivity on a linear space with respect to a constant cone field highlights
that invariant differential positivity in a linear space is precisely the local characteri-
zation of monotonicity. Indeed, recall that a dynamical system Σ on a vector space V
endowed with a partial order  induced by some cone K ⊆ V is said to be monotone
if for any x1, x2 ∈ V the trajectories ψt satisfy ψt(x1) K ψt(x2) whenever x1 K x2,
for all t > 0. Now endow the manifold V with the constant cone field KV(x) := K and
note that the infinitesimal difference δx(·) := xˆ(·)− x(·) between two ordered neigh-
boring solutions x(t) KV xˆ(t) satisfies δx(t) ∈ KV(x(t)), ∀t ≥ t0. Since (x(·), δx(·))
is a trajectory of the prolonged or variational system δΣ, this shows that the system
is monotone if and only if it is differentially positive. That is, the system is monotone
if and only if for all t > 0,
(12) δx(0) ∈ K =⇒ δx(t) ∈ K.
A linear space is of course a Lie group with the group operation given by linear
translations. A constant cone field thus has the direct interpretation of a cone field
first defined at identity and then translated to every point in an invariant manner.
See Section 3 for details.
Discrete-time linear consensus algorithms result in time-varying systems of the
form x+(t) := x(t+ 1) = A(t)x(t), where A(t) is row-stochastic. That is, its elements
are non-negative and its rows sum to 1: A(t)1 = 1, and aij(t) ≥ 0, for i 6= j, where 1 =
(1, . . . , 1)T . Protocols of this form arise from N nodes exchanging information about
a scalar quantity xi(t) along communication edges (i, j) weighted by positive scalars
aij(t) > 0: x
+
k (t) =
∑
i:(k,i)∈E aki(t)xi(t), where G = (V, E) is the communication
graph with vertices given by the set V and edges given by E . For vertices i and j, we
set aij = 0 if and only if (i, j) /∈ E . Recall that a directed graph or digraph consists
of a finite set V of vertices and a set E of edges which represent interconnections
among the vertices expressed as ordered pairs (i, j) of vertices. A weighted digraph is
a digraph together with a set of weights that assigns a nonnegative scalar aij to each
edge (i, j). A digraph is said to be undirected if aij = aji for all i, j ∈ V. If (i, j) ∈ E
whenever (j, i) ∈ E , but perhaps aij 6= aji for some i, j ∈ V, then the graph is said to
be bidirectional. A digraph is said to be strongly connected if there exists a directed
path from every vertex to every other vertex. One can also consider a time-varying
graph G(t) in which the vertices remain fixed, but the edges and weights can depend
on time. A time-varying digraph is called a δ-digraph if the nonnegative weights aij(t)
are bounded and satisfy aij(t) ≥ δ > 0, for all (i, j) ∈ E(t).
Tsitsiklis [34] observed that the Lyapunov function
(13) V (x) = max
1≤i≤N
xi − min
1≤i≤N
xi
is never increasing along solutions of the consensus dynamics. Under suitable con-
nectedness assumptions, it decreases uniformly in time. The non-quadratic nature of
the Lyapunov function (13) is a key feature in the analysis of consensus algorithms.
This property is intimately connected to the Hilbert metric. It is easy to see that
the linear system x+ = Ax is strictly positive monotone with respect to the positive
orthant RN+ in RN for a strongly connected graph G. The uniform strict positivity
also holds in the case of a time-varying consensus protocol, provided that the digraph
G(t) is a δ-digraph that is uniformly connected over a finite time horizon. See [20, 21]
for a definition.
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Given a cone K in RN , the Hilbert metric dK induced by K defines a projective
metric in K [5]. Birkhoff’s theorem establishes a link between positivity and contrac-
tion of the Hilbert metric [3], essentially providing a projective fixed point theorem
based on the contraction of this metric. Indeed, since A1 = 1, Birkhoff’s theorem
suggests that the projective distance to 1 is a natural choice of Lyapunov function:
(14) VB(x) = dRN+ (x,1) = log
maxi xi
mini xi
= max
i
log xi −min
i
log xi,
which is clearly the same as the Tsitsiklis Lyapunov function in log coordinates.
Similarly, continuous-time linear consensus algorithms take the form x˙ = A(t)x,
where A(t) is now a Metzler matrix whose rows sum to zero and whose off-diagonal
elements are non-negative: A(t)1 = 0, and aij(t) ≥ 0 for i 6= j. Such continuous-time
linear protocols arise from dynamics of the form x˙k =
∑
i:(k,i)∈E aki(t)(xi − xk), and
are once again uniformly strictly differentially positive with respect to the positive
orthant K := RN+ in RN for a strongly connected time-varying digraph G(t) that is
uniformly connected over a finite time horizon. The Hilbert metric VB(x) = dK(x,1)
provides the Lyapunov function as in the discrete case.
The seminal paper of [21] highlights the underlying geometry of consensus algo-
rithms such as the ones considered here, which is that the convex hull of the states
{x1, x2, . . . , xn} never expands under the consensus update. The Lyapunov function
(13) is a measure of the diameter of the convex hull. This insight leads to a number of
nonlinear generalizations of consensus theory. For instance, the linear update can be
replaced by an arbitrary monotone update, without altering the convergence analysis
[19].
3. Invariant differential positivity on Lie groups.
3.1. Lie groups and Lie algebras. Let G be a smooth manifold that also
has a group structure. Then G is said to be a Lie group if the group multiplication
( · , · ) : G × G → G, (g1, g2) → g1g2 and group inverse operations ( · )−1 : G → G,
g → g−1 are smooth mappings. Given two Lie groups G, H, the product G×H is itself
a Lie group with the product manifold structure and group operation (g1, h1)(g2, h2) =
(g1g2, h1h2). A Lie group H is said to be a Lie subgroup of a Lie group G if it is a
subgroup of G and an immersed submanifold of G. For fixed a ∈ G, the left and
right translation maps La, Ra : G → G are defined by La(g) = ag and Ra(g) = ga,
respectively. Denote the group identity element in G by e and consider the map
Lg which maps e ∈ G to g ∈ G. The diffeomorphism Lg induces a vector space
isomorphism dLg|e : TeG → TgG. Thus, one can use the differential dLg|e to move
objects in the tangent space TeG to the tangent space TgG. Of course, one can use
right translations in a similar way.
A vector field X on a Lie group G is said to be left-invariant if
(15) Xg1g2 = dLg1
∣∣
g2
Xg2 , ∀g1, g2 ∈ G.
Similarly, X is said to be right-invariant if Xg1g2 = dRg2 |g1Xg1 for all g1, g2 ∈ G. Note
that a left-invariant vector field is uniquely determined by its value at the identity
element e by the equation Xg = dLg|eXe, for each g ∈ G. We denote the set of all
left-invariant vector fields on a Lie group G by g. We endow g with the Lie bracket
operation [·, ·] on vector fields defined by [X,Y ]|g(q) = X(Y (q)) − Y (X(q))|g, for all
points g ∈ G and smooth functions q : G→ R. Note that [·, ·] is closed on the set g, in
the sense that the Lie bracket of two left-invariant vector fields is itself a left-invariant
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vector field. The set g endowed with the Lie bracket operation is known as the Lie
algebra of G. Clearly there exists a linear isomorphism between g and TeG, given by
X 7→ Xe.
A one-parameter subgroup of a Lie group G is a smooth homomorphism ϕ :
(R,+)→ G. That is, a curve ϕ : R→ G satisfying ϕ(s+ t) = ϕ(s)ϕ(t), ϕ(0) = e and
ϕ(−t) = ϕ(t)−1, for all s, t ∈ R. There exists a one-to-one correspondence between
one-parameter subgroups of G and elements of TeG, given by the map ϕ 7→ dϕ|01.
Furthermore, for each X ∈ g, there exists a unique one parameter subgroup ϕX : R→
G such that ϕ′X(0) = X. The exponential map exp : g→ G of a Lie group G is defined
by exp(X) := ϕX(1), where ϕX is the unique one-parameter subgroup corresponding
to X ∈ g. The curve γ(t) = ϕtX(1) = ϕX(t) is the unique homomorphism in G with
γ′(0) = X. Note that exp : g → G maps a neighborhood of 0 ∈ g diffeomorphically
onto a neighborhood of e ∈ G.
For a matrix group G arising as a subgroup of the general linear group, the
exponential map exp : g → G coincides with the usual exponential map for matrices
defined by eA = I+A+ A
2
2 +··· =
∑∞
n=0
1
n!A
n for a real n×n matrix A. Moreover, for
a matrix group G the Lie bracket on g coincides with the usual Lie bracket operation
on matrices given by [A,B] = AB − BA, and the differential of the left translation
map is given by dLg|eX = gX, for X ∈ g. It is also well-known that for matrix groups
the adjoint representation takes the form Ad(g)X = gXg−1, ∀g ∈ G,∀X ∈ g.
A Finsler structure F : TG→ [0,∞) on a Lie group G is said to be left-invariant
if
(16) F (e, ξ) = F (g, dLg|eξ), ∀g ∈ G, ∀ξ ∈ g.
That is, a Finsler metric is left-invariant if the left translations are isometries on
G. Similarly, F is said to be right-invariant if F (e, ξ) = F (g, dRg|eξ) for all g ∈ G
and ξ ∈ g. A Finsler metric that is both left-invariant and right-invariant is called
bi-invariant. Invariant Riemannian metrics on G are defined in a similar way.
3.2. Cartan connections. Here we review the Cartan affine connections [27]
associated with a Lie group G, which will play an important role in deriving lin-
earizations of continuous-time systems defined on Lie groups for studying invariant
differential positivity. First, recall that an affine connection ∇ on a manifold M is
a bilinear map ∇ : C∞(M, TM) × C∞(M, TM) → C∞(M, TM), (X,Y ) 7→ ∇XY ,
where C∞(M, TM) denotes the set of smooth vector fields onM, such that for every
smooth function f :M→ R and smooth vector fields X,Y , (i) ∇fXY = f∇XY and
(ii) ∇X(fY ) = X(f)Y + f∇XY . An affine connection gives a well-defined notion of
a covariant derivative ∇ξX of a vector field X with respect to a vector ξ at any point
on M. An affine connection ∇ also determines affine geodesics γ = γ(t), which are
defined as curves that satisfy
(17) ∇γ′(t)γ′(t) = 0,
at all points along the curve. An affine connection defines the torsion T and curvature
R tensors by the formulae
(18) T (X,Y ) = ∇XY −∇YX − [X,Y ],
(19) R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
for X,Y, Z ∈ C∞(M, TM).
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Definition 3.1. A connection ∇ on a Lie group G is said to be left-invariant if
for any two left-invariant vector fields X and Y , ∇XY is also left-invariant. That is,
(20) X,Y ∈ g =⇒ ∇XY ∈ g.
A left-invariant connection is characterized by an R-bilinear mapping α : g × g → g
given by α(X,Y ) = ∇XY , which provides a bijective correspondence between left-
invariant connections on G and multiplications on g. Each multiplication α admits a
unique decomposition α = α′ + α′′ into a symmetric part α′ and a skew-symmetric
part α′′.
Definition 3.2. A left-invariant connection ∇ on a Lie group G is said to be a
Cartan connection if the affine geodesics through the identity element coincide with
the one-parameter subgroups of G.
A left-invariant connection ∇ is a Cartan connection if and only if the correspond-
ing map α satisfies α(X,X) = 0 for all X ∈ g; i.e. iff it is skew-symmetric [27]. The
one-dimensional family of connections characterized by
(21) α(X,Y ) = λ[X,Y ], X, Y ∈ g,
where λ ∈ R generate Cartan connections. The corresponding torsion T and curvature
R tensors take the form
(22) T (X,Y ) = (2λ− 1)[X,Y ], X, Y ∈ g,
(23) R(X,Y )Z = (λ2 − λ)[[X,Y ], Z], X, Y, Z ∈ g.
For λ = 0 and λ = 1, we obtain the two canonical Cartan connections whose
curvature tensors vanish. The connection corresponding to λ = 0 is called the left
Cartan connection and satisfies
(24) ∇XY = 0, T (X,Y ) = −[X,Y ], ∀X,Y ∈ g.
This connection is the unique connection on G with respect to which the left-invariant
vector fields are covariantly constant. That is, for any ξ ∈ TgG and X ∈ g, we have
∇ξX = 0. Indeed a vector field is covariantly constant with respect to the left Cartan
connection if and only if it is left-invariant.
The connection corresponding to λ = 1 is called the right Cartan connection and
satisfies
(25) ∇XY = [X,Y ], T (X,Y ) = [X,Y ], ∀X,Y ∈ g.
In analogy with the left Cartan connection, a vector field is covariantly constant with
respect to the right Cartan connection if and only if it is right-invariant. Finally, we
note that for the left and right Cartan connections, the torsion tensor T is covariantly
constant:
(26) ∇T = 0.
3.3. Invariant cone fields on Lie groups. Let G be a Lie group with Lie
algebra g. A cone field CG is left-invariant if it is invariant with respect to a left-
invariant frame. This is equivalent to the following definition.
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TeG = g
TgG
Lg
e
g
K ⊂ TeG
dLg (K) ⊂ TgG
Fig. 2. A left-invariant cone field KG on a Lie group G. The cone at point g ∈ G is given by
KG(g) = dLg |e(K), where K denotes the cone at the identity element e ∈ G.
Definition 3.3. A cone field CG on a Lie group G is said to be left-invariant if
(27) CG(g1g2) = dLg1
∣∣
g2
CG(g2),
for all g1, g2 ∈ G.
Note that a left-invariant cone field is characterized by the cone in the tangent
space at identity TeG = g. That is, given a cone C in g, the corresponding left-
invariant cone field is given by CG(g) = dLg|eC, for all g ∈ G. For example, if we
are given a polyhedral cone C in TeG that is specified via a collection of inequalities
x ∈ TeG : 〈ni, x〉e ≥ 0, where {ni} is a collection of vectors in TeG and 〈·, ·〉e is
an inner product on TeG, then the corresponding left-invariant cone field of rank k
can be defined by the collection of inequalities δg ∈ TgG : 〈dLg
∣∣
e
ni, δg〉g ≥ 0, for all
g ∈ G, where 〈·, ·〉g is the unique left-invariant Riemannian metric corresponding to
the inner-product 〈·, ·〉e in TeG.
Similarly, given a quadratic cone C of rank k in TeG defined by 〈x, Px〉e ≥ 0 for
x ∈ TeG, where P is a symmetric invertible n× n matrix with k positive eigenvalues
and n− k negative eigenvalues, the corresponding left-invariant cone field is given by
δg ∈ TgG : 〈δg, dLg|ePdL−1g |gδg〉g ≥ 0, for all g ∈ G, where once again 〈·, ·〉g denotes
the left-invariant Riemannian metric on G corresponding to the inner-product 〈·, ·〉e.
A graphical representation of a left-invariant pointed convex cone field is shown in
Figure 2. Of course, analogously one can define notions of right-invariant cone fields
using the vector space isomorphisms dRg|e induced by right translations on G. We
call a cone field bi-invariant if it is both left-invariant and right-invariant.
3.4. Invariant differential positivity. Let G be a Lie group and consider the
discrete-time dynamical system defined by g+ = F (g), where F : G → G is smooth.
From a differential analytic point of view, we are interested in properties of the system
that can be derived by studying its linearization, which can be expressed as
(28) δg+ = dF
∣∣
g
δg, ∀g ∈ G.
Now the system is differentially positive with respect to a left-invariant cone field
C(g) := dLg|eC if dF |gC(g) ⊆ C(F (g)) = dLF (g)|eC, where C denotes the cone at
the identity element e. We can reformulate this as a condition expressed on a single
tangent space TgG: dLgF (g)−1 |F (g)◦dF |gC(g) ⊆ C(g). The virtue of this reformulation
is that it provides a characterization of differential positivity in the form of a pointwise
positivity condition on a linear map
(29) Aˆ(g) := dLgF (g)−1
∣∣
F (g)
◦ dF ∣∣
g
: TgG→ TgG
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Rn
G
TgG
TF (g)G
g
F : G→ G
δg
G
G g G
dF
∣∣
g
: TgG→ TF (g)G
δg+ = dF
∣∣
g
δg
g+ = F (g)
g+ = F (g)
δg+ = dF
∣∣
g
δg
v+ = A(g)v
v
v+
dLgF (g)−1
∣∣
F (g)
: TF (g)G→ TgG
Fig. 3. Invariant differential positivity of a discrete-time dynamical system g+ = F (g) on
a Lie group G, with respect to a left-invariant cone field. Invariant differential positivity can be
reformulated as the positivity of a collection of linear maps {A(g) : Rn → Rn | g ∈ G} with respect
to a constant cone K in Rn.
defined on each tangent space. Indeed, we can go further and identify each tangent
vector in TgG with an element of TeG through left translation and thus a vector v ∈ Rn
via the vectorization or ∨ map ( · )∨ : TeG → Rn, where n = dimG. Differential
positivity of g+ = F (g) with respect to a left-invariant cone field generated by a cone
C in Rn identified with TeG is now reduced to positivity of the linear map
(30) v+ = A(g)v, v ∈ Rn
with respect to C for all g ∈ G, where A(g) : Rn → Rn denotes the linear map
corresponding to Aˆ(g) after TgG is identified with Rn as described. See Figure 3
for a visual representation of these ideas in the context of differential positivity with
respect to closed, convex, and pointed cones.
Now consider a continuous-time dynamical system Σ on G given by g˙ = f(g),
where f is a smooth vector field that assigns a vector f(g) := Xg ∈ TgG to each point
g ∈ G. Let ψt(g) denote the trajectory of Σ at time t ∈ R with initial point g ∈ G.
Note that the flow ψt : G → G is a diffeomorphism with differential dψt|g : TgG →
Tψt(g)G. The linearization of Σ with respect to a left-invariant frame on G takes the
form
(31)
d
dt
δg = lim
t→0
dLgψt(g)−1 |ψt(g) ◦ dψt|g δg − δg
t
.
To see this, note that the tangent vector δg ∈ TgG evolves under the flow to dψt|gδg ∈
Tψt(g)G, which is then pulled back to TgG using dLgψt(g)−1 |ψt(g) by left-invariance, in
order to compute the derivative δ˙g. Let {Ei} denote a left-invariant frame consisting
of a collection of left-invariant vector fields on G such that {Ei|g} forms a basis of
TgG. For each t > 0, we can write δg(t) := dψt|gδg =
∑
i(δg(t))
iEi|ψt(g), for some
(δg(t))i ∈ R. The expression in (31) becomes
d
dt
δg = lim
t→0
dLgψt(g)−1 |ψt(g)
∑
i(δg(t))
iEi|ψt(g) −
∑
i(δg(0))
iEi|g
t
(32)
= lim
t→0
(∑
i(δg(t))
i −∑i(δg(0))i
t
)
Ei|g.(33)
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Remark 1. If the vector field f(g) = Xg is left-invariant so that Xg = dLg|eXe,
where Xe ∈ TeG is the vector at identity, then the solution ψt(e) of g˙ = Xg through
the identity element e is given by ψt(e) = exp(tXe) and the flow ψt now takes the
form ψt(g) = Lgψt(e) = Lg exp(tXe), by the left-invariance of Xg. The linearized
dynamics reduces to
(34)
d
dt
δg = lim
t→0
dLgψt(g)−1 |ψt(g) ◦ dLψt(g)g−1 |gδg − δg
t
= 0.
Assuming that the Lie group is endowed with a left-invariant cone field C(g) := dLg|eC,
we see that the system is differentially positive when the flow is given by a left-invariant
vector field. Specifically, we have dψt|gC(g) = C (ψt(g)), for all t ∈ R and g ∈ G. Note
that the differential positivity of the system is not strict. The differential positivity of
a left-invariant vector field with respect to a left-invariant cone field on a Lie group is
the Lie group analogue of the trivial case of differential positivity of a uniform vector
field in Rn with respect to a constant cone field.
The linearization with respect to a left-invariant frame given in (31) coincides
precisely with the linearization obtained through covariant differentiation using the
left Cartan connection on G. To see this, not that given a tangent vector δg ∈ TgG,
the covariant derivative
(35) (∇δgX)
∣∣
g
∈ TgG,
is a measure of the change in the vector field X in the direction of δg at g ∈ G. Note
that we can express the vector field X with respect to a left-invariant frame {Ei} as
Xg =
∑
iX
i(g)Ei|g, where Xi : G → R are smooth functions. By the properties of
affine connections, we have
∇δgX|g = ∇δg
(∑
i
Xi(g)Ei|g
)
=
∑
i
(
δg(Xi)(g)Ei|g +Xi(g)∇δgEi|g
)
(36)
=
∑
i
(dXi|gδg)Ei|g,(37)
where we have used the fact that ∇δgEi = 0 as ∇ is the left Cartan connection and
Ei is a left-invariant vector field. Clearly the components in (33) and (37) agree as
ψt is the flow defined by the vector field X.
Now (35) defines a linear operator in δg at any fixed g ∈ G, which we denote
by Aˆ(g) : TgG → TgG. Furthermore, through identification of g = TeG and Rn
via the vectorization map ∨, we can equivalently consider a collection of linear maps
A(g) : Rn → Rn and note that differential positivity with respect to a left-invariant
cone field generated by a cone C ⊂ Rn reduces to the positivity of the linear map
(38) v˙ = A(g)v, v ∈ Rn
with respect to C for all g ∈ G. This choice of covariant differentiation precisely
yields the notion of linearization that we need for the study of invariant differential
positivity with respect to a left-invariant cone field, since it corresponds to the unique
connection with respect to which all left-invariant vector fields are covariantly con-
stant. In particular, note that for a left-invariant vector field X, the linearization
Aˆ(g) is immediately seen to be null since Aˆ(g)δg = ∇δgX = 0. Analogously, the right
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Cartan connection can be used to derive the appropriate linearization for the study
of differential positivity with respect to right-invariant cone fields.
A key contribution of [11] is the generalization of Perron-Frobenius theory of a
linear system that is positive with respect to a closed, convex, and pointed cone to
nonlinear systems within a differential framework, whereby the the Perron-Frobenius
eigenvector of linear positivity theory is replaced by a Perron-Frobenius vector field
w(x) whose integral curves shape the attractors of the system. The main result on
closed differentially positive systems is that the asymptotic behavior is either captured
by a Perron-Frobenius curve γ such that γ′(s) = w(γ(s)) at every point on γ; or is
the union of the limit points of a trajectory that is nowhere aligned with the Perron-
Frobenius vector field, which is a highly non-generic situation.
In Section 4, we will make use of the following theorem to study consensus on
the circle. The theorem is a special case of Theorem 5 of [8] applied to invariant cone
fields on Lie groups.
Theorem 3.4. Let Σ be a uniformly strictly differentially positive system with re-
spect to a left-invariant cone field K of closed, convex, and pointed cones in a bounded,
connected, and forward invariant region S ⊆ G of a Lie group G equipped with a left-
invariant Finsler metric. If the normalized Perron-Frobenius vector field w is left-
invariant, i.e. w(g) = dLg|ew(e), and satisfies lim supt→∞ ‖dψt|gw(g)‖ψt(g) < ∞,
then there exists a unique integral curve of w that is an attractor for all the trajecto-
ries of Σ from S. Moreover, the attractor is a left translation of a subgroup of G that
is isomorphic to S1.
It should be noted that strict differential positivity with respect to a left-invariant
cone field does not necessarily imply the existence of a left-invariant Perron-Frobenius
vector field. However, such a special case is particularly tractable for analysis and
results in elegantly simple attractors which prove sufficient for the analysis of the
consensus problems we study in this paper. The following example from [9] concerns
a system that is differentially positive with respect to a left-invariant cone field on a
Lie group, whose Perron-Frobenius vector field is not left-invariant.
3.5. Example: nonlinear pendulum. Here we briefly review the differential
positivity of the classical nonlinear planar pendulum equation which takes the form of
a flow on the cylinder G = S1×R. Thinking of S1 as being embedded in the complex
plane, we can represent elements of the Lie group G by (eiθ, v). The pendulum
equation can be written in the form g˙ = dLg|eΩ(g), where Ω : G → g is specified by
Ω∨ = (Ω1,Ω2)T , where Ω1 is a purely imaginary number and Ω2 is real. We have
(39)
d
dt
(
eiθ
v
)
=
(
eiθ 0
0 1
)(
Ω1
Ω2
)
for Ω1 = iv, Ω2 = − sin θ− ρv + u, where ρ ≥ 0 is the damping coefficient, and u is a
constant torque input. Thus, the linearized dynamics at point (eiθ, v) is governed by
the linear map A(g) : R2 → R2 given by
(40) A(g) =
(
0 1
− cos θ −ρ
)
It is easy to verify that the map A(g) : R2 → R2 is strictly positive with respect to
the cone K := {(v1, v2) ∈ R2 : v1 ≥ 0, v1 + v2 ≥ 0}, for ρ > 2 by showing that at any
point on the boundary of the cone K, the vector A(g)(v1, v2)T is oriented towards
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N
ψt(x)
Fig. 4. Asymptotic convergence to a two-dimensional integral submanifold N for a dynamical
system that is strictly differentially positive with respect to a cone field of rank 2.
the interior of the cone for any g ∈ G. It can also be shown that every trajectory
belongs to a forward invariant set S ⊆ G such that (Ω1,Ω2) ∈ intK after a finite
amount of time. Differential positivity can now be used to establish the existence of a
unique attractive limit cycle in S. See [9] for details. Thus we see that the nonlinear
pendulum model defines a flow that is monotone in the sense of invariant differential
positivity.
Remark 2. An important difference between transversal contraction theory [18,
10] and differential positivity is that in transversal contraction theory the dominant
distribution must be known precisely everywhere in order to define the necessary con-
traction metric, whereas in differential positivity theory it is not necessary to have
a precise knowledge of the dominant or Perron-Frobenius distribution to be able to
conclude the existence of an attractor. A clear illustration of this is provided by
the nonlinear pendulum model discussed above, which is shown to have a limit cycle
through strict differential positivity, without any precise knowledge of the dominant
distribution itself.
3.6. Invariant differential positivity with respect to cones of rank k.
By replacing the classical Perron-Frobenius theorem for systems that are positive
with respect to closed, convex, and pointed cones with the generalization provided by
Theorem 1.2, and the notion of strict differential positivity with respect to a closed,
convex, and pointed cone field with that of uniform strict differential positivity with
respect to a cone field of rank k, we arrive at a generalization of differential Perron-
Frobenius theory whereby the attractors of the system are shaped not by a Perron-
Frobenius vector field, but by a smooth distribution of rank k. See Figure 4.
Recall that a smooth distribution D of rank k on a smooth manifoldM is a rank-
k smooth subbundle of TM. A rank k distribution is often described by specifying
a k-dimensional linear subspace Dx ⊆ TxM at each point x ∈ M, and writing D =
∪x∈MDx. It follows from the local frame criterion for subbundles that D is a smooth
distribution if and only if each point x ∈M has a neighborhood U on which there are
smooth vector fields X1, ..., Xk such that {Xj |x˜ : j = 1, ..., k} forms a basis for Dx˜ at
each point x˜ ∈ U [15]. The distribution D is then said to be locally spanned by the
vector fields Xj .
Given a smooth distribution D ⊆ TM, a nonempty immersed submanifold N ⊆
M is said to be an integral manifold of D if
(41) TxN = Dx ∀x ∈ N .
The question of whether for a given distribution there exists an integral manifold is
intimately connected to the notion of involutivity and characterized by the Frobenius
theorem. A distribution D is said to be involutive if given any pair of smooth vector
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fields X,Y defined on M such that Xx, Yx ∈ Dx for each x ∈ M, the Lie bracket
[X,Y ]|x also lies in Dx. By the local frame criterion for involutivity, one can show that
a distribution D is involutive if there exists a smooth local frame {Xj : j = 1, ..., k} for
D in a neighborhood of every point inM such that [Xi, Xj ] is a section of D for each
i, j = 1, ..., k. The Frobenius theorem tells us that involutivity of a distribution is a
necessary and sufficient condition for the existence of an integral manifold through
every point [15]. The following result is a generalization of Theorem 3.4 to systems
that are invariantly differentially positive with respect to higher rank cone fields on
Lie groups.
Theorem 3.5. Let Σ be a uniformly strictly differentially positive system with
respect to a left-invariant cone field C of rank k in a bounded, connected, and forward
invariant region S ⊆ G of a Lie group G equipped with a left-invariant Finsler metric.
If there exists an involutive distribution D satisfying Dg ∈ int C(g) \ {0g} such that
for every w(g) ∈ Dg
(42) lim sup
t→∞
‖dψt|gw(g)‖ψt(g) <∞,
and for all g ∈ S and t ≥ 0:
(43) Dψt(g) = dψt|gDg,
then there exists an integral manifold N of D that is an attractor for all the trajectories
of Σ from S.
Proof. For any g ∈ G, t > 0, define the linear map Γg,t : TgG→ TgG by
(44) Γg,t(δg) =
(
dLgψt(g)−1
∣∣
ψt(g)
◦ dψt
∣∣
g
)
(δg).
By strict differential positivity with respect to the left-invariant cone field C of rank k,
there exist unique Γg,t-invariant subspacesWg,t1 andWg,t2 of TgG such that dimWg,t1 =
k, dimWg,t2 = n − k, TgG = Wg,t1 ⊕ Wg,t2 , and Wg,t1 ⊂ int C(g), Wg,t2 ∩ C = {0g}
according to Theorem 1.2. Moreover, |λg,t1 | > |λg,tj | for j 6= 1, where λg,t1 denotes a
Wg,t1 -eigenvalue of Γg,t and λg,tj denote eigenvalues of Γg,t corresponding to Wg,t2 for
j 6= 1. For any δg ∈ TgG, we write δg = δg1 + δg2, where δg1 ∈ Wg,t1 , δg2 ∈ Wg,t2 .
Define the map Φg : C(g) \ {0g} → R≥0 by
(45) Φg(δg) =
‖δg2‖g
‖δg1‖g .
It is clear that this map is well-defined since δg1 6= 0g for δg ∈ C(g) \ {0g}. We have
(46) Φg (Γg,tδg) =
‖Γg,tδg2‖g
‖Γg,tδg1‖g ≤
maxj 6=1 |λg,tj |
|λg,t1 |
‖δg2‖g
‖δg1‖g < Φg(δg).
Moreover, since Σ is assumed to be uniformly strictly differentially positive, there
exists T > 0 and ν ∈ (0, 1), such that Φg (Γg,tδg) ≤ νΦg(δg) for all t ≥ T . Thus, we
have
(47) Φg (Γg,tδg) ≤ νnΦg(δg), ∀t ≥ nT.
Letting n→∞, we see that Φg (Γg,tδg)→ 0 as t→∞ for any δg ∈ C(g) \ {0g}.
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Now if w(g) ∈ Dg, then lim supt→∞ ‖dψt|gw(g)‖ψt(g) <∞ by assumption, which
is equivalent to lim supt→∞ ‖Γg,tw(g)‖g < ∞ by invariance of the Finsler metric. In
particular, for any δg ∈ C(g) \ {0g}, we have lim supt→∞ ‖Γg,tδg1‖g < ∞, and so
limt→∞Φg (Γg,tδg) = 0 implies that limt→∞ Γg,tδg2 = 0 by completeness. If δg /∈
C(g), then for some α > 0 and w1 ∈ Wg,t1 , we have δg + αw1 ∈ C(g) \ {0g} and
limt→∞Φg (Γg,tδg + αw1) = 0, which implies that limt→∞ Tg,tδg2 = 0 once again.
Thus, in the limit of t→∞, δg(t) = dψt|gδg becomes parallel to Dψt(g).
To prove uniqueness of the attractor, assume for contradiction that N1 and N2
are two distinct attractive integral manifolds of D and let g1 ∈ N1, g2 ∈ N2. By
connectedness of S, there exists a smooth curve γ in S connecting g1 and g2. Since
the curve ψt(γ(s)) converges to an integral manifold of D, N1 and N2 must be subsets
of the same integral manifold of D, which provides the contradiction that completes
the proof.
A special case of interest arises when the distribution D of dominant modes of
the system is itself a left-invariant distribution, i.e. Dg = dLg|eDe for all g ∈ G.
This property is satisfied for the consensus examples covered in sections 4 and 5. In
such cases, the distribution is involutive precisely if De forms a subalgebra h of the
Lie algebra g of G. Furthermore, the resulting integral manifold of D which acts as
an attractor in S is a left translation of the unique connected Lie subgroup H of G
corresponding to h. Indeed, Theorem 3.4 follows as precisely such a special case of
Theorem 3.5 for k = 1.
4. Differential positivity and consensus on the circle. Throughout this
section, we assume that a cone is closed, convex, and pointed.
4.1. Differential positivity on the N-torus TN . We consider differential
positivity of consensus protocols on the N -torus TN involving coupling functions fki
associated to edges (k, i). First consider the dynamics
(48) ϑ˙k =
∑
i:(k,i)∈E
fki(ϑi − ϑk),
on TN for a strongly connected communication graph (V, E), where each fki is odd,
2pi-periodic, continuously differentiable on (−pi, pi), and satisfies fki(0) = 0, f ′ki(α) > 0
for all α ∈ (−pi, pi). The synchronization manifold is given by
(49) Msync = {ϑ ∈ S1 × . . . S1 : ϑ1 = . . . = ϑN},
where ϑ = (ϑ1, . . . , ϑN )
T . The linearized dynamics is given by ˙δϑ = A(ϑ)δϑ with
(50)

Akk(ϑ) = −
∑
i:(k,i)∈E f
′
ki(ϑi − ϑk),
Aki(ϑ) = f
′
ki(ϑi − ϑk) if (k, i) ∈ E ,
Aki(ϑ) = 0 if (k, i) /∈ E .
This linearization is in effect a linearization with respect to the standard smooth
global frame on TN defined by the N -tuple of vector fields
(
∂
∂ϑ1 , · · ·, ∂∂ϑN
)
. Note
that this frame is both left-invariant and right-invariant since TN is an abelian Lie
group. Any tangent vector δϑ can be expressed as δϑ =
∑N
i=1 δϑ
i ∂
∂ϑi |ϑ with respect
to this frame. We also associate to each tangent space the standard Euclidean inner
product with respect to this frame, which equips TN with a bi-invariant Riemannian
metric. The identity A(ϑ)1 = 0, where 1 = (1, . . . , 1)T captures the invariance of the
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synchronization manifoldMsync. The positive orthant with respect to
(
∂
∂ϑ1 , · · ·, ∂∂ϑN
)
yields an invariant polyhedral cone field KTN on TN :
(51) KTN (ϑ) := {δϑ ∈ TϑTN : δϑi ≥ 0},
where δϑ =
∑N
i=1 δϑ
i ∂
∂ϑi |ϑ. Differential positivity of (48) with respect to KTN on
TNpi = {ϑ ∈ TN : |ϑk − ϑi| < pi, (i, k) ∈ E} is clear by observing that on each
face Fi = {δϑ : δϑi = 0} of the cone, we have ˙δϑi = (A(ϑ)δϑ)i ≥ 0. Moreover, the
differential positivity is strict in the case of a strongly connected graph and the Perron-
Frobenius vector field is given by 1ϑ =
∑N
i=1 1 ∂/∂ϑ
i|ϑ. Also note that A(ϑ)1ϑ = 0
implies that
(52) dψt|ϑ1ϑ = 1ψt(ϑ),
where ψt denotes the flow of the system. Thus, we have
(53) ‖dψt|ϑ1ϑ‖ψt(ϑ) = ‖1ψt(ϑ)‖ψt(ϑ) = ‖dLψt(ϑ)|e1e‖ψt(ϑ) = ‖1e‖e <∞, ∀t > 0,
where e is the identity element on the torus. Therefore, the condition
(54) lim sup
t→∞
‖dψt|gw(g)‖ψt(g) <∞
of Theorem 3.4 is clearly satisfied in this example.
Furthermore, note that differential positivity is retained if we replace (48) by the
inhomogeneous dynamics ϑ˙k = ωk +
∑
i:(k,i)∈E fki(ϑi − ϑk), where ωk ∈ R is the
natural frequency of oscillator ϑk, since both systems have the following linearization:
(55) ˙δϑk =
∑
i:(k,i)∈E
f ′ki(ϑi − ϑk)δϑi −
∑
i:(k,i)∈E
f ′ki(ϑi − ϑk)δϑk.
We thus arrive at the following general result.
Theorem 4.1. Consider N agents ϑk ∈ S1 communicating via a strongly con-
nected graph G = (V, E) according to
(56) ϑ˙k = ωk +
∑
i:(k,i)∈E
fki(ϑi − ϑk),
where each fki is an odd, 2pi-periodic coupling function that is continuously differen-
tiable on (−pi, pi), and satisfies fki(0) = 0, f ′ki(α) > 0 for all α ∈ (−pi, pi). Let S be a
bounded, connected, and forward invariant region such that
(57) S ⊂ {ϑ ∈ TN : |ϑk − ϑi| 6= pi, ∀(k, i) ∈ E}.
Then, every trajectory from S asymptotically converges to a unique integral curve of
(58) 1ϑ =
N∑
i=1
1
∂
∂ϑi
∣∣
ϑ
.
There is a clear generalization of the above theorem to the case of time-varying
consensus protocols of the same form. Uniform strict differential positivity in the time-
varying case is guaranteed for a strongly connected graph that is uniformly connected
over a finite time horizon if there exists some δ > 0 such that f ′ki(α, t) ≥ δ > 0 for all
α ∈ (−pi, pi) at all times t > 0.
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Fig. 5. (a) An example of a type of coupling function on S1 which ensures convergence to
a unique limit cycle arising as an integral curve of the Perron-Frobenius vector field 1|ϑ in any
connected component of TNpi . (b) An example of a type of coupling function that can be used to
achieve convergence to balanced formations on S1.
Example: frequency synchronization. Consider N agents evolving on S1 and
interacting via a connected bidirectional graph according to (56), where in addition
to the assumptions of Theorem 4.1, we assume that fki(α)→ +∞ as α→ pi for each
of the coupling functions fki, as in the example depicted in Figure 5 (a). Note that
fki and fik need not be the same function. In this model, agents attract each other
with a strength that is monotonically increasing on (0, pi) and grows infinitely strong
as the separation between connected agents approaches pi, thereby ensuring that the
dynamics defines a forward invariant flow on the set TNpi = {ϑ ∈ TN : |ϑk − ϑi| 6=
pi, ∀(k, i) ∈ E}. Thus, by Theorem 4.1, all trajectories from any connected component
S of TNpi will converge to a unique integral curve of 1ϑ in S. Such an attractor
corresponds to a phase-locking behavior in which the frequencies ϑ˙i synchronize to a
particular frequency which is unique for any connected component of TNpi .
Typically, the set TNpi consists of a finite number of distinct connected components
which depends on the communication graph G. Given any initial configuration in TNpi ,
the trajectory is attracted to a limit cycle corresponding to a phase-locking behavior
that is unique to the particular connected component of TNpi in which the configuration
is found. In the particular case of a tree graph, the set TNpi is itself connected since
given any point there exists a continuous path in TNpi connecting each vertex to its
parent and thus any point to any element of the synchronization manifold Msync.
Therefore, in the case of a tree graph, for instance, we see that there exists a unique
integral curve of the Perron-Frobenius vector field 1ϑ that is an attractor for every
point in TNpi . That is, we achieve almost global frequency synchronization. The same
result holds for any communication graph which results in a connected TNpi . If the
frequencies wk = 0 for all k, then this would correspond to synchronization of the
agents to a point on Msync.
Example: formation control. Consider N agents evolving on S1 and interact-
ing via a connected bidirectional graph according to ϑ˙k = ωk+
∑
i:(k,i)∈E fki(ϑi−ϑk),
where each coupling function fki is odd, 2pi-periodic and differentiable on (0, 2pi), and
satisfies fki(pi) = 0, f
′
ki(α) > 0 for α ∈ (0, 2pi) and fki(α)→ −∞ as α→ 0+ as in the
example depicted in Figure 5 (b). In this model, all agents ϑk repel each other with
a strength that monotonically decreases on (0, pi) and grows infinitely strong as the
separation between any pair of connected agents approaches 0. Thus, it is clear that
the set U = {ϑ ∈ TN : |ϑk − ϑi| 6= 0, i, k = 1, · · ·, N}, is forward invariant. Strict
differential positivity on U ensures that all trajectories from any connected component
S of U converge to a unique integral curve of 1|ϑ in S. In this model, all attractors
of the system correspond to balanced formations.
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Remark 3. It should be noted that it may generally be difficult to determine the
forward invariant regions S of Theorem 4.1 on which strict differential positivity holds.
In the preceding frequency synchronization and formation control examples, we have
characterized the forward invariant sets by the use of barrier functions, which effec-
tively split the N -torus into a collection of such sets that is determined by the topology
of the communication graph.
4.2. The symmetric setting. In this section we consider consensus protocols
on S1 for undirected graphs and a coupling function f that is independent of the com-
munication edge (k, i) ∈ E . In this case, the resulting dynamics can be formulated as
a gradient system on G and studied using standard tools such as quadratic Lyapunov
theory. Here we show that a very similar analysis can be performed via differential
positivity through invariant quadratic cone fields, and while this analysis extends to
the asymmetric setting of Section 4.1 by simply replacing quadratic cones with poly-
hedral cones, the quadratic Lyapunov approach does not offer a natural extension to
the asymmetric setting.
Consider the model ϑ˙k =
∑
i:(k,i)∈E f(ϑi − ϑk), where the coupling function f
is an odd, 2pi-periodic, and twice differentiable function on (−pi, pi), which satisfies
f(0) = 0, and f ′(α) > 0 for all α ∈ (−pi, pi). We define the cone field KTN on the
N -torus TN by
(59) KTN (ϑ, δϑ) := {δϑ ∈ TϑTN : 1Tϑ δϑ ≥ 0, Q(ϑ, δϑ) ≥ 0},
where Q is the quadratic form
Q(ϑ, δϑ) = δϑT1ϑ1
T
ϑ δϑ− µ δϑT δϑ(60)
where the constant parameter µ ∈ (0, N) controls the opening angle of the cone. Note
that (59) is clearly a bi-invariant cone field since the defining inequalities are based
on a bi-invariant frame and a bi-invariant vector field 1ϑ on TN . In the limiting
cases, (59) defines an invariant half-space field for µ = 0, and an invariant ray field
for µ = N .
Fix µ ∈ (0, N). On the boundary ∂K of the cone K(ϑ, δϑ), we have Q(δϑ) :=
δϑT1ϑ1
T
ϑ δϑ− µ δϑT δϑ = 0 and so any δϑ ∈ ∂K \ {0} satisfies the relation
(61) µ =
δϑT1ϑ1
T
ϑ δϑ
δϑT δϑ
=
(δϑ1 + · · ·+ δϑN )2
δϑ21 + · · ·+ δϑ2N
≥ 0.
Using A(ϑ)1ϑ = 0, we see that the time derivative of Q(δϑ) along the trajectories of
the variational dynamics satisfies
d
dt
Q(δϑ) = −µ δϑT (A(ϑ)T +A(ϑ))δϑ = −2µ δϑTA(ϑ)δϑ
= µ
∑
(i,j)∈E
f ′(ϑi − ϑj) (δϑi − δϑj)2
=
(
δϑT1ϑ
)2
δϑT δϑ
∑
(i,j)∈E
f ′(ϑi − ϑj) (δϑi − δϑj)2(62)
for δϑ ∈ ∂K\{0}. Thus, we see that on the boundary Q(δϑ) = 0, we have ddtQ(δϑ) > 0
for all ϑ ∈ TNpi = {ϑ ∈ TN : |ϑk − ϑi| < pi, i, k = 1, . . . , N}. That is, for ϑ ∈ TNpi , the
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1
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Fig. 6. (a) Strict differential positivity of ϑ˙k =
∑
i:(k,i)∈E f(ϑi − ϑk) on TNpi with respect to
the invariant cone field KTN for any choice of the parameter µ. (b) A synchronized state with
ϑ ∈Msync, and (c) a balanced splay configuration for a network of N = 5 agents evolving on S1.
system is strictly differentially positive with respect to the invariant cone field KTN .
Note that the invariant vector field w(ϑ) = 1√
N
1ϑ ∈ intKTN (ϑ, δϑ) clearly satisfies
the conditions in Theorem 3.4.
It follows that the modified consensus dynamics, where the 2pi-periodic coupling
function f is strictly increasing on (−pi, pi) and discontinuous at pi, is almost ev-
erywhere strictly differentially positive on TN , and thus almost globally monotoni-
cally asymptotically convergent to an attractor that arises as an integral curve of the
Perron-Frobenius vector field w. However, since the dynamics is almost everywhere
strictly differentially positive on TN , and not everywhere strictly differentially positive
due to the discontinuity of the coupling function at pi, the attractor for the system
may not be unique. For any given bounded, connected, and forward invariant set in
TN , Theorem 3.4 establishes convergence to a unique limit cycle contained in the set.
However, due to the discontinuity of the coupling function at pi, both the synchro-
nized and balanced configurations could be stable attractors for different bounded,
connected, and forward invariant sets. In particular, almost every trajectory will
converge monotonically to either a synchronized state given by the Perron-Frobenius
curve through the identity element e ∈ TN , or to a balanced configuration arising
as the Perron-Frobenius integral curve through a point corresponding to a balanced
state. For example, a balanced configuration for a consensus model on S1 with a com-
plete communication graph is given by ϑk = 2pik/N . See Figure 6 for an illustration
of synchronized and balanced configurations in the N = 5 case.
5. Differential positivity and consensus on SO(3). Let G be a compact Lie
group with a bi-invariant Riemannian metric. Consider a network of N agents gk
represented by an undirected connected graph G = (V, E) evolving on G. For a given
element gk ∈ G, the Riemannian exponential and logarithm maps are denoted by
expgk : TgkG → G and loggk : Ugk → TgkG, respectively, where Ugk ⊂ G is the max-
imal set containing gk for which expgk is a diffeomorphism. For any communication
edge (k, i) ∈ E define
(63) θki = d(gk, gi) and uki =
loggk gi
‖ loggk gi‖
,
where d denotes the Riemannian distance on G. Let inj(G) denote the injectivity
radius of G. A class of consensus protocols can be defined on G by
(64) g˙k =
∑
i:(k,i)∈E
f(θki) uki,
where f : [0, inj(G)] → R is a suitable reshaping function that is differentiable on
(0, inj(G)) and satisfies f(0) = 0.
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Here we consider a network of N agents evolving on the space of rotations SO(3).
Associate to each agent a state gk ∈ SO(3), where
(65) SO(3) = {R ∈ R3×3 : RTR = I, detR = 1},
and e = I denotes the identity element and matrix in SO(3). The Lie algebra of
SO(3) is the set of 3× 3 skew symmetric matrices, and is denoted by so(3). For any
tangent vector δgk ∈ TgkG, there exist ω1, ω2, ω3 ∈ R3 such that
(66) δgk = gk
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 = gkΩ,
where Ω ∈ so(3). We can thus identify any δgk ∈ TgkG with a vector Ω∨ =
(ω1, ω2, ω3)
T ∈ R3 via the ∨ map.
For simplicity, assume that SO(3) is equipped with the standard bi-invariant
metric characterized by 〈Ω1,Ω2〉so(3) = (Ω∨1 )T Ω∨2 , for Ω1,Ω2 ∈ so(3). Consider a
consensus protocol of the form
(67) g˙k = gkΩk +
∑
i:(k,i)∈E
f(θki)uki,
where each Ωk ∈ so(3) is a constant left-invariant ‘intrinsic velocity’ associated to
agent gk, and the reshaping function f : [0, pi] → R is differentiable on (0, pi), sat-
isfies f(0) = 0 and f ′(θ) > 0 for θ ∈ (0, pi). Thus, in the absence of the flow of
communication between the agents, each agent would evolve according to
(68) gk(t) = gk(0)e
tΩk .
Let ∇ denote the left Cartan connection on SO(3). We arrive at the linearization
of (67) with respect to a left-invariant frame by considering
(69) ∇δgk
gkΩk + ∑
i:(k,i)∈E
f(θki)uki
 ,
which is a measure of the change in gkΩk +
∑
i:(k,i)∈E f(θki)uki when gk changes
infinitesimally in the direction of δgk ∈ TgkG. As gkΩk is a left-invariant vector field
and ∇ is the left Cartan connection, it immediately vanishes for each k.
Let B(gk) be a geodesic ball centered at gk ∈ G and r : B(gk)→ R the function
returning the geodesic distance to gk, and γ : [0, θki] → B(gk) be the unit speed
geodesic connecting gk to gi ∈ B(gk). The term corresponding to the communication
edge (k, i) ∈ E in the linearization can be calculated by considering the expression
∇ξ(f(r) ∂∂r ), where ξ ∈ TgiG and ∂∂r denotes the normalized radial vector field in nor-
mal coordinates centered at gk. Decomposing ξ into ξ = ξ
‖ + ξ⊥, where ξ‖ is parallel
to ∂∂r and ξ
⊥ is orthogonal to it, we obtain by the properties of affine connections:
∇ξ
(
f(r)
∂
∂r
)
= ξ(f(r))
∂
∂r
+ f(r)∇ξ‖
∂
∂r
+ f(r)∇ξ⊥
∂
∂r
(70)
= ξ(f(r))
∂
∂r
+ f(r)∇ξ⊥
∂
∂r
(71)
= f ′(r)ξ‖ + f(r)∇ξ⊥
∂
∂r
,(72)
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where in the second line we have used the fact that ∂/∂r is tangent to unit speed
geodesics emanating from gk to write ∇∂/∂r∂/∂r = 0, and thus ∇ξ‖ ∂∂r = 0.
Now let ζ be a curve in the geodesic sphere Ski := {g ∈ G : r(g) = θki} with
ζ(0) = gi and ζ
′(0) = ξ⊥. In normal coordinates centered at gk, consider a smooth
geodesic variation Γ : (−, ) × [0, θki] → G for some  > 0 with Γ(0, t) = γ(t) and
Γ(s, θki) = ζ(s). In terms of the vector fields ∂tΓ(s, t) and ∂sΓ(s, t), the corresponding
Jacobi field [13] J : G→ TG takes the form J(t) = ∂sΓ(0, t). Using the definition of
the torsion tensor in (18) and [∂tΓ, ∂sΓ](s, t) = dΓ|(s,t)([∂/∂t, ∂/∂s]) = 0 at the point
gi, we find that
∇ξ⊥
∂
∂r
= ∇∂sΓ∂tΓ(0, r) = ∇∂tΓ∂sΓ(0, r) + T (∂sΓ(0, r), ∂tΓ(0, r))(73)
= ∇ξ‖J(r) + T (J, ξ‖),(74)
where T is the torsion tensor of the left Cartan connection on SO(3).
Now the Jacobi field equation of an affine connection ∇ with torsion T is given
by
(75) ∇γ′∇γ′J +∇γ′ (T (J, γ′)) +R(J, γ′)γ′ = 0,
where γ′ denotes the tangential field of the geodesic γ [13]. Since the torsion is
covariantly constant for the left Cartan connection, we have
(76) ∇γ′ (T (J, γ′)) = T (∇γ′J, γ′) + T (J,∇γ′γ′),
and the second term T (J,∇γ′γ′) = 0 since γ is an affine geodesic. Thus, noting
that the curvature of the left Cartan connection is null, we find that the Jacobi field
equation (75) reduces to
(77) ∇γ′∇γ′J + T (∇γ′J, γ′) = 0.
Describing the Jacobi field along the geodesic γ generated by γ′(0) through a map
J : R→ g and left translation along γ, we obtain:
(78) J ′′(t) + [γ′(0), J ′(t)] = 0.
We form an orthonormal basis {u1,u2,u3} of TgiG, where u1 = ξ‖/‖ξ‖‖ and uniquely
extend it to a left-invariant frame on G. The Jacobi field equation along the geodesic
with unit tangent ∂/∂r now takes the form
(79)

J ′′1 (t) = 0,
J ′′2 (t)− J ′3(t) = 0,
J ′′3 (t) + J
′
2(t) = 0,
where Ji(t) denote the components of J(t) with respect to this left-invariant frame.
Note that we have used the Lie bracket on SO(3) to derive the form of the equations
in (79). It can easily be verified that the solution to this system subject to J(0) = 0
and J(r) = ξ⊥ = ξ⊥2 u2 + ξ
⊥
3 u3 satisfies J1(r) = 0 and
J ′2(r)− J3(r) =
1
2
cot
(r
2
)
ξ⊥2 +
1
2
ξ⊥3(80)
J ′3(r) + J2(r) = −
1
2
ξ⊥2 +
1
2
cot
(r
2
)
ξ⊥3 .(81)
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Substitution into (74) and (72) finally yields ∇ξ(f(r)∂/∂r) = Aˆ(r)ξ, where Aˆ(r) is a
linear operator whose spectrum is given by
(82)
{
f ′(r),
f(r)
2
(
cot
(r
2
)
− i
)
,
f(r)
2
(
cot
(r
2
)
+ i
)}
.
Note that the real parts of the eigenvalues of Aˆ(r) are all positive for r ∈ (0, pi).
Now writing g = (g1, · · ·, gN ), the dynamical system (67) can be expressed as
d
dtg = F (g), where F is a smooth vector field on SO(3)
N . The linearization of the
system can be expressed in the form
(83)
d
dt
v = A(g) v,
where v ∈ R3N is the vector representation of (δg1, · · ·, δgN ) ∈ TgSO(3)N with
respect to a left-invariant orthonormal frame {Elk} (l = 1, 2, 3; k = 1, · · ·, N) on
TgSO(3)
N ∼= R3N formed as the Cartesian product of N copies of a given left-invariant
orthonormal frame of SO(3). For each g, the linear map A(g) has the 3N×3N matrix
representation of the form
(84)

Akk(g) = −
∑
i:(k,i)∈E A(θki),
Aki(g) = A(θki) if (k, i) ∈ E ,
Aki(g) = 0 if (k, i) /∈ E .
with respect to the orthonormal basis {Elk|g}l=1,2,3;k=1,···,N of R3N , where A(r) is the
3× 3 matrix representation of the linear operator Aˆ(r) with spectrum (82).
Let 11 denote the vector consisting of N copies of e1 = (1, 0, 0)
T with respect
to the left-invariant frame {Elk|g} of TgSO(3)N ∼= R3N . Similarly, define 12 and 13
using N copies of e2 = (0, 1, 0)
T and e3 = (0, 0, 1)
T , respectively. We define the
left-invariant cone field CSO(3)N (g, δg) of rank 3 by
(85) Q(v) := vT1111
Tv + vT1212
Tv + vT1313
Tv − µ vTv ≥ 0,
where µ ∈ (0, 3N) is a parameter and v is the vector representation of δg ∈ TgSO(3)N
with respect to the left-invariant frame {Elk|g} of TgSO(3)N ∼= R3N . Observe that
(86) Dg = span{11,12,13} ⊂ int C(g),
at every point g ∈ SO(3)N . Furthermore, since Dg is a left-invariant distribution
of rank 3 that defines a Lie subalgebra of so(3)N isomorphic to so(3), its integral
manifolds correspond to left translations of the 3-dimensional subgroup of SO(3)N
obtained as N identical copies of SO(3) diagonally embedded in SO(3)N . In partic-
ular, the synchronization manifold
(87) Msync = {g ∈ SO(3)N : g1 = · · · = gN}
is the integral manifold through the identity element e ∈ SO(3)N .
Noting that A(g)1j = 0, for j = 1, 2, 3, we find that the time derivative of Q
along trajectories of the variational dynamics takes the form
(88)
d
dt
Q(v) = −2µ vTA(g)v = µ
∑
(k,i)∈E
(vk − vi)TA(θki)(vk − vi) ≥ 0,
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where vk ∈ R3 consists of the elements of v ∈ R3N at the entries 3k − 2, 3k − 1, 3k.
It is clear that for a connected graph dQ/dt > 0, unless vi = vk for all i, k. This
demonstrates strict differential positivity of the consensus dynamics with respect to
the cone field C for the monotone coupling function f , whenever θki < pi. Thus, by
Theorem 3.5, for any bounded, connected, and forward invariant region S ⊆ SO(3)N ,
there exists a unique integral manifold of Dg (86) that is an attractor for all of
the trajectories from S. In particular, if Ωk = 0 for all k = 1, ..., N then the set
S = {g ∈ SO(3)N : d(gi, gk) < pi/2,∀(i, k) ∈ E} is forward invariant and thus contains
a unique attractor that is an integral of the distribution Dg. On the other hand, since
e ∈ S is an equilibrium point the attractor must be the integral manifold through e,
which coincides with the three-dimensional synchronization manifoldMsync ∼= SO(3).
Imposing the additional requirement on f that f(θ) → ∞ as θ → pi effectively
splits SO(3)N into a collection of connected and forward invariant regions on which the
dynamics is strictly differentially positive, regardless of the distribution of ‘intrinsic
left-invariant velocities’ Ωk ∈ so(3) of the agents gk. Thus, for any initial condition,
the agents will asymptotically converge to a synchronized left-invariant motion in
which the relative position of the agents gk are fixed. The particular asymptotic
configuration of the agents and their collective left-invariant motion will be unique to
the forward invariant set to which the initial condition belongs.
6. Conclusion. We have presented a detailed framework for studying differen-
tial positivity of discrete and continuous-time dynamical systems on Lie groups using
invariant cone fields. Throughout the paper, we have illustrated the relevant concepts
by applying the theory to consensus theory, including examples involving asymmetric
couplings and inhomogeneous dynamics. We have also reviewed a generalization of
linear positivity theory that is obtained when one replaces the notion of a dominant
eigenvector with that of a dominant eigenspace of dimension k. For such systems, it
is natural to characterize positivity by the contraction of a cone of rank k in place of
a convex cone as in classical positivity theory. The corresponding generalization to
nonlinear systems leads to differential positivity with respect to cone fields of rank k.
The resulting differential Perron-Frobenius theory shows that a distribution of rank
k corresponding to dominant modes of the system shapes the attractors of the sys-
tem. As illustrated with an example concerning consensus on SO(3), this framework
can be used to study systems whose attractors arise as integral submanifolds of the
distribution.
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