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a b s t r a c t
In 2009, Akelbek and Kirkland introduced a useful parameter called the scrambling index
of a primitive digraph D, which is the smallest positive integer k such that for every
pair of vertices u and v, there is a vertex w such that we can get to w from u and v
in D by directed walks of length k. In this paper, we obtain some new upper bounds
for the scrambling index of primitive digraphs. Moreover, the maximum index problem,
the extremal matrix problem and the index set problem for the scrambling index of
various classes of primitive digraphs (e.g. primitive digraphswith d loops,minimally strong
digraphs, nearly decomposable digraphs, micro-symmetric digraphs, etc.) are settled,
respectively.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let D = (V , E) be a digraph with vertex set V = V (D) and arc set E = E(D). Loops are permitted but multiple arcs are
not. A u→ v walk in D is a sequence of vertices u, u1, . . . , ut , v ∈ V (D) and a sequence of arcs (u, u1), . . . , (ut , v) ∈ E(D),
where the vertices and arcs are not necessarily distinct. A path is a walk with distinct vertices. A cycle is a closed u → u
walk with distinct vertices except for u = v. The length of a walkW is the number of arcs inW , and is denoted by |W |. The
length of a shortest cycle in D is called the girth of D. The notation u
k−→ v is used to indicate that there is a u→ v walk of
length k. The distance from u to v in D, is the length of a shortest walk from u to v, and denoted by d(u, v). Let Cp denote a
cycle of length p.
For a digraph Dwith n vertices, the adjacency matrix of D is defined to be the n× nmatrix A(D) = (aij), where aij = 1 if
there is an arc from i to j, and aij = 0 otherwise. Conversely, we can define the associated digraph D(A) of an n× n Boolean
matrix A. For a positive integer l, the lth power of D, denoted by Dl, is the digraph on the same vertex set and with an arc
from i to j if and only if i
l−→ j in D. It is easy to see that [D(A)]l = D(Al). A digraph D is primitive if there exists some positive
integer k such that u
k−→ v for every pair u, v ∈ V (D). The smallest such k is called the exponent of D, denoted by exp(D).
Let Pn denote the set of all primitive digraphs of order n [1]. It is well known that D is primitive if and only if D is strongly
connected and the greatest common divisor of the lengths of its cycles is 1 [2].
By using the definition of coefficients of ergodicity, Akelbek and Kirkland [3] provided an attainable upper bound on the
second largestmodulus of eigenvalues of a primitivematrix thatmakes use of the so-called scrambling index. The scrambling
index of a primitive digraph D is the smallest positive integer k such that for every pair of vertices u and v, there exists a
vertexw such that u
k−→ w and v k−→ w in D. It is denoted by k(D). For u, v ∈ V (D) and u 6= v, the local scrambling index of
u and v is the number
ku,v(D) = min
{
k | u k−→ w and v k−→ w, for somew ∈ V (D)
}
.
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Obviously,
k(D) = max
u,v∈V (D)
{ku,v(D)} and k(D) ≤ exp(D).
Wewould like to mention that k(D) and exp(D) can be also defined by matrices. In fact, k(D) is the smallest positive integer
k such that any two rows of [A(D)]k have at least one positive element in a coincident position, and exp(D) is the smallest
positive integer k such that [A(D)]k = J , where J denote the all 1’s matrix. Hence
k(A(D)) = k(D) and exp(A(D)) = exp(D).
In the study of the exponent, the maximum index problem (MIP), the extremal matrix problem (EMP) and the index set
problem (ISP) are the threemain problems. For surveys on the exponents of various classes of primitive digraphs, see e.g. [1,
2]. Note that the scrambling index gives another characterization of primitivity. It is natural to consider the MIP, EMP and
ISP for the scrambling index of various classes of primitive digraphs. Observe that the scrambling index is the competition
index [4] in the case of primitive digraphs. In [4], Cho and Kim gave an upper bound on the competition index of a primitive
digraph D of order n and girth s. In [3,5], Akelbek and Kirkland improved the upper bound given by Cho and Kim, and
then they settled the MIP and EMP for the scrambling index of primitive digraphs of order n. In [6], Kim investigated the
competition index of tournaments. In [7], the MIP, EMP and ISP for the scrambling index of primitive symmetric digraphs
are studied, respectively. In [8], the authors obtained a bound on the scrambling index of a primitive digraph using Boolean
rank.
In Section 2 of this paper, some new upper bounds of k(D) for a primitive digraph D are obtained. In Section 3, we settle
the MIP, EMP and ISP for the scrambling index of various classes of primitive digraphs, e.g. primitive digraphs with d loops
(1 ≤ d ≤ n), primitive minimally strong digraphs, primitive doubly symmetric digraphs, r-indecomposable digraphs
(r ≥ 1), fully indecomposable digraphs, nearly decomposable digraphs, primitive circulant digraphs, primitive micro-
symmetric digraphs, and so on.
2. Bounds on the scrambling index
Let A be the adjacency matrix of a primitive digraph D of order n. Let AT denote the transposed matrix of A. Let k be an
integer, 1 ≤ k ≤ n. The k-point exponent of A, denoted by exp(A, k), is the smallest power of A for which there are k rows
with no zero entry [9,1,2]. It is known that k(A) ≤ exp(A). Now we show a relationship between k(A) and exp(AT , 1) as
follows.
Proposition 2.1. k(D) = k(A) ≤ exp(AT , 1) = exp(D(AT ), 1).
Proof. Note that exp(AT , 1) is the smallest power of AT for which there is 1 row with no zero entry. Since (Aexp(AT ,1))T =
(AT )exp(A
T ,1), there is 1 column with no zero entry for Aexp(A
T ,1). By the definition of the scrambling index, the inequality
k(A) ≤ exp(AT , 1) holds. 
For certain classes of primitive digraphs, by the inequality in Proposition 2.1, the MIP for the scrambling index can be
easily settled. For example, let Sn denote the set of all primitive symmetric digraphs of order n [2], and let Tn denote the set
of all primitive tournaments of order n [4,1]. It is known that exp(D, 1) ≤ n − 1 for D ∈ Sn [2]. Moreover, A(D) = [A(D)]′
since D ∈ Sn is symmetric. Then we have the following result in [7]:
k(D) ≤ n− 1 for D ∈ Sn.
Since exp(D, 1) ≤ 3 [10,2], and D([A(D)]′) ∈ Tn for D ∈ Tn (n > 6), the result in [4] can be obtained immediately:
k(D) ≤ 3 for D ∈ Tn (n > 6).
LetD be a primitive digraph. If R is a set of distinct lengths of the elementary cycles inD, then let dR(i, j) denote the length
of the shortest walk from i to jwhich meets at least one circuit of each length of R [11].
Lemma 2.2 ([11]). Let D ∈ Pn and s1, . . . , st (s1 > · · · > st ≥ 1, t ≥ 2) are relatively prime lengths of circuits of D (that is,
gcd(s1, . . . , st) = 1). Then for h ≥ dR(i, j) + φ(s1, . . . , st), there exists a walk of length h from i to j, where R = {s1, . . . , st},
and φ(s1, . . . , st) is the Frobenius number of s1, . . . , st .
Theorem 2.3. Let D ∈ Pn and R = {s1, . . . , st} (t ≥ 2) be a set of distinct lengths of cycles Cs1 , . . . , Cst in D, where
s1 > · · · > st ≥ 1 and gcd(s1, . . . , st) = 1. Then
k(D) ≤
t∑
i=1
(n− si)+ φ(s1, . . . , st)+
⌊ st
2
⌋
.
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Proof. Let u, v be any pair of vertices of D. Let u1 ∈ V (Cs1) such that
d1 = d(u, u1) = min{d(u, x1) | x1 ∈ V (Cs1)}.
Then d1 ≤ n+ 1− s1 − 1 = n− s1. Let u2 ∈ V (Cs2) such that
d1 = d(u1, u2) = min{d(u1, x2) | x2 ∈ V (Cs2)}.
Then d2 ≤ n− s2. Similarly we have di ≤ n− si (i = 3, 4, . . . , t). Thus
dR(u, ut) ≤
t∑
i=1
di ≤
t∑
i=1
(n− si), where ut ∈ V (Cst ).
Analogously, there exists a vertex vt ∈ V (Cst ) such that
dR(v, vt) ≤
t∑
i=1
(n− si).
By Lemma 2.2, for each h ≥ ∑ti=1(n − si) + φ(s1, . . . , st), there exists a walk of length h from u to ut (resp. from v to
vt ). Moreover, ut , vt ∈ V (Cst ), hence d(ut , vt) ≤ b st2 c. Without loss of generality, we may assume that ut
l−→ vt , where
0 ≤ l ≤ b st2 c. Hence we have
u
t∑
i=1
(n−si)+φ(s1,...,st )
−−−−−−−−−−−→ ut l−→ vt and v
t∑
i=1
(n−si)+φ(s1,...,st )+l
−−−−−−−−−−−−→ vt .
Then ku,v ≤∑ti=1(n− si)+ φ(s1, . . . , st)+ l for any u, v ∈ V (D). Consequently,
k(D) ≤
t∑
i=1
(n− si)+ φ(s1, . . . , st)+
⌊ st
2
⌋
.
This completes the proof of Theorem 2.3. 
Lemma 2.4 ([2]). Let s1 > · · · > st ≥ 1 be integers with gcd(s1, . . . , st) = 1. Then
φ(s1, s2, . . . , st) ≤ (s1 − 1)(st − 1), where t ≥ 2.
By Theorem 2.3 and Lemma 2.4, we obtain that
Corollary 2.5. Let D ∈ Pn and R = {s1, . . . , st} (t ≥ 2) be a set of distinct lengths of cycles Cs1 , . . . , Cst in D, where
s1 > · · · > st ≥ 1 and gcd(s1, . . . , st) = 1. Then
k(D) ≤
t∑
i=1
(n− si)+ (s1 − 1)(st − 1)+
⌊ st
2
⌋
.
Notice that in Theorem 2.3, if cycles Cs1 , . . . , Cst in D share some common vertices, then the upper bound of k(D) can be
improved as follows.
Theorem 2.6. Let D ∈ Pn and R = {s1, . . . , st} (t ≥ 2) be a set of distinct lengths of cycles Cs1 , . . . , Cst such that s1 > · · · >
st ≥ 1, gcd(s1, . . . , st) = 1, and |⋂ti=1 V (Csi)| = p(≤ st). Then
k(D) ≤ n− p+ φ(s1, . . . , st)+
⌊ st
2
⌋
.
Proof. Let u, v be any pair of vertices of D. Let u1 ∈⋂ti=1 V (Csi) such that
d1 = d(u, u1) = min
{
d(u, x1) | x1 ∈
t⋂
i=1
V (Csi)
}
.
Then dR(u, u1) = d1 ≤ n + 1 − p − 1 = n − p. Similarly, there exists a vertex vt ∈ V (Cst ) such that dR(v, vt) ≤ n − p.
By Lemma 2.2, for each h ≥ n − p + φ(s1, . . . , st), there exists a walk of length h from u to ut (resp. from v to vt ). Since
ut , vt ∈ V (Cst ), d(ut , vt) ≤ b st2 c. Without loss of generality, suppose ut
l−→ vt , where 0 ≤ l ≤ b st2 c. Hence
u
n−p+φ(s1,...,st )−−−−−−−−→ ut l−→ vt and v n−p+φ(s1,...,st )+l−−−−−−−−−−→ vt .
Therefore, k(D) = maxu,v∈V (D){ku,v(D)} ≤ n− p+ φ(s1, . . . , st)+ b st2 c. 
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Lemma 2.7 ([2]). If s is a positive integer, then φ(s, s+ 1, . . . , 2s− 1) = s.
By Theorem 2.6 and Lemmas 2.4 and 2.7, we have
Corollary 2.8. Let D ∈ Pn. (1) Let R = {s1, . . . , st} (t ≥ 2) be a set of distinct lengths of cycles Cs1 , . . . , Cst such that
s1 > · · · > st ≥ 1, gcd(s1, . . . , st) = 1, and |⋂ti=1 V (Csi)| = p (≤ st). Then
k(D) ≤ n− p+ (s1 − 1)(st − 1)+
⌊ st
2
⌋
.
(2) Let R = {2t − 1, 2t − 2, . . . , t} (t ≥ 2) be a set of distinct lengths of cycles Ct , Ct+1, . . . , C2t−1 in D such that
|⋂ti=1 V (Ct+i−1)| = p (≤ t). Then
k(D) ≤ n− p+ t +
⌊
t
2
⌋
.
3. The scrambling index of primitive digraphs
3.1. Primitive digraphs with d loops
A primitive digraphD is called a primitive digraphwith d loops if and only ifD contains exactly d loops. Let n, d be integer
with n ≥ 2 and 1 ≤ d ≤ n. Let Pn(d) denote the set of all primitive digraphs with n vertices and d loops. For convenience,
let Rt(X) denote the set of all those vertices which can be reached by a walk of length t in D starting from some vertex in X ,
where ∅ 6= X ⊆ V (D) and t is a nonnegative integer. If t = 0, then R0(X) = X .
Lemma 3.1 ([12]). Let D be a primitive digraph and ∅ 6= X ⊆ V (D). Then for nonnegative integers i, j, l, k, we have
Ri(X) = Ri−j(Rj(X)) (i ≥ j) and
∣∣∣∣∣ k⋃
l=0
Rl(X)
∣∣∣∣∣ ≥ min{|X | + k, n}.
Let Ln,d be the digraph with the set V = {1, 2, . . . , n} of vertices and the set E = {(i, i+ 1) | 1 ≤ i ≤ n− 1} ∪ {(n, 1)} ∪
{(i, i) | n− d+ 1 ≤ i ≤ n} of arcs. Obviously, Ln,d ∈ Pn(d).
Lemma 3.2. Let n, d be integers with n ≥ 2 and 1 ≤ d ≤ n. Then
k(Ln,d) = n−
⌈
d
2
⌉
.
Proof. It is easy to check that
n−
⌈
d
2
⌉⋃
l=0
Rl({i}) =
{
i, i+ 1, . . . , i+ n−
⌈
d
2
⌉
(mod n)
}
.
Let u, v be any pair of vertices of Ln,d. Note that n− d+ 1, . . . , n− 1, n are loop vertices (namely, a vertex with a loop)
of Ln,d. It follows that there exists a loop vertexw ∈ [⋃n−d d2 el=0 Rl({u})] ∩ [⋃n−d d2 el=0 Rl({v})]. Therefore,
u
n−d d2 e−−−→ w and v n−d
d
2 e−−−→ w.
Then ku,v(Ln,d) ≤ n− d d2e, and k(Ln,d) = maxu,v∈V (Ln,d){ku,v(Ln,d)} ≤ n− d d2e.
On the other hand, we have k(Ln,d) ≥ k1,n−d d2 e+1(Ln,d) = n− d
d
2e.
Combining the above two relations, we obtain the desired result. 
Theorem 3.3. Let n, d be integers with n ≥ 2 and 1 ≤ d ≤ n. Let D ∈ Pn(d). Then
k(D) ≤ n−
⌈
d
2
⌉
,
and this bound can be attained, Ln,d is one of its extremal digraphs.
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Proof. For any u, v ∈ V (D), since D ∈ Pn(d) is primitive, by Lemma 3.1,∣∣∣∣∣∣∣
n−
⌈
d
2
⌉⋃
l=0
Rl({u})
∣∣∣∣∣∣∣ ≥ n−
⌈
d
2
⌉
+ 1 and
∣∣∣∣∣∣∣
n−
⌈
d
2
⌉⋃
l=0
Rl({v})
∣∣∣∣∣∣∣ ≥ n−
⌈
d
2
⌉
+ 1.
It follows that |[⋃n−d d2 el=0 Rl({u})] ∩ [⋃n−d d2 el=0 Rl({v})]| ≥ n− 2d d2e + 2.
Note that D ∈ Pn(d) contains exactly d loops. We conclude that there exists a loop vertex w ∈ [⋃n−d d2 el=0 Rl({u})] ∩
[⋃n−d d2 el=0 Rl({v})]. Moreover, sincew is a loop vertex, it follows that
u
n−
⌈
d
2
⌉
−−−→ w and v
n−
⌈
d
2
⌉
−−−→ w.
Therefore, ku,v(D) ≤ n− d d2e, and k(D) = maxu,v∈V (D){ku,v(D)} ≤ n− d d2e.
Since k(Ln,d) = n − d d2e by Lemma 3.2, then the bound k(D) ≤ n − d d2e can be attained, and Ln,d is one of its extremal
digraphs. 
Corollary 3.4. Let D be a primitive digraph of order n with nonzero trace. Then
k(D) ≤ n− 1,
and this bound is best possible as shown by the digraph Ln,1.
Proof. Since D is a primitive digraph with nonzero trace, D contains at least one loop (namely, d ≥ 1). By Theo-
rem3.3, k(D) ≤ n−d d2e ≤ n−d 12e = n−1.Moreover, k(Ln,1) = n−1 by Lemma 3.2. The results are obtained as desired. 
Let n, d, k1, k2 be integers with 1 ≤ d < n, 0 ≤ k1 ≤ n − d − 1 and 1 ≤ k2 ≤ b d2c − 1. Let L
(n−d d2 e−k1)
n,d be the
digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(n, i), (i, k1 + 2) | 1 ≤ i ≤ k1 + 1} ∪ {(i, i + 1) | k1 + 2 ≤
i ≤ n − 1} ∪ {(i, i) | n − d + 1 ≤ i ≤ n}. Let L(d−d d2 e+1−k2)n,d be the digraph with vertex set V = {1, 2, . . . , n} and
arc set E = {(n, i), (i, j), (j, n − d + 2 + 2k2) | 1 ≤ i ≤ n − d, n − d + 1 ≤ j ≤ n − d + 1 + 2k2} ∪ {(i, i + 1) |
n− d+ 2+ 2k2 ≤ i ≤ n− 1} ∪ {(i, i) | n− d+ 1 ≤ i ≤ n}. Let L(1)n,d be the digraph with vertex set V = {1, 2, . . . , n} and arc
set E = {(i, j), (j, i) | i 6= j} ∪ {(i, i) | n − d + 1 ≤ i ≤ n}. Let L(n−d n2 e−k3)n,n be the digraph with vertex set V = {1, 2, . . . , n}
and arc set E = {(i, i+ 1) | 1 ≤ i ≤ n− 2k3 − 2} ∪ {(n− 2k3 − 1, i), (i, 1) | n− 2k3 ≤ i ≤ n} ∪ {(i, i) | 1 ≤ i ≤ n}, where
k3 = 0, 1, . . . , d n−32 e. Clearly, L(j)n,d ∈ Pn(d)(1 ≤ d ≤ n, 1 ≤ j ≤ n− d d2e).
Lemma 3.5. Let n, d be integers with n ≥ 2 and 1 ≤ d ≤ n. Then
k(L(j)n,d) = j, where j = 1, 2, . . . , n−
⌈
d
2
⌉
.
Proof. Let u, v be any pair of vertices of L(j)n,d. Note that n− d+ 1, . . . , n− 1, n are the loop vertices of L(j)n,d. Similarly as the
proof of Lemma 3.2, we conclude that there exists a loop vertexw ∈ [⋃jl=0 Rl({u})] ∩ [⋃jl=0 Rl({v})]. It follows that
u
j−→ w and v j−→ w.
Therefore, ku,v(L
(j)
n,d) ≤ j, and k(L(j)n,d) = maxu,v∈V (L(j)n,d){ku,v(L
(j)
n,d)} ≤ j.
On the other hand, for d = 1, 2, . . . , n− 1, we have
Case 1. j = 1. It is obvious that k(L(1)n,d) ≥ 1;
Case 2. 2 ≤ j ≤ d− d d2e. We have k(L(j)n,d) ≥ k1,n+k2−b d−12 c(L
(j)
n,d) = j;
Case 3. d− d d2e + 1 ≤ j ≤ n− d d2e. Note that k(L(j)n,d) ≥ k1,n−d d2 e+1(L
(j)
n,d) = j.
For d = n, we have k(L(j)n,n) ≥ k1,d n2 e−k3(L
(j)
n,n) = j.
All in all, it can be seen that k(L(j)n,d) = j for j = 1, 2, . . . , n− d d2e. 
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Denote by K(Ωn) = {k(D) | D ∈ Ωn} the scrambling index set for certain classΩn of primitive digraphs with n vertices.
Now take an integer jwith 1 ≤ j ≤ n−d d2e, and let D = L(j)n,d. Then by Lemma 3.5, we have k(D) = j. Since D = L(j)n,d ∈ Pn(d),
then {
1, 2, . . . , n−
⌈
d
2
⌉}
⊆ K(Pn(d)).
On the other hand, by Theorem 3.3 and the fact that k(D) ≥ 1,
K(Pn(d)) ⊆
{
1, 2, . . . , n−
⌈
d
2
⌉}
.
Hence the ISP for k(D) of D ∈ Pn(d) is settled.
Theorem 3.6. K(Pn(d)) = {1, 2, . . . , n− d d2e}, where 1 ≤ d ≤ n.
3.2. Primitive minimally strong digraphs
A digraph D is called strongly connected (strong for short) if for each ordered pair of distinct vertices x, y there is a path
from x to y. A strong digraph D is called minimally strong provided each digraph obtained from D by the removal of an arc
is not strong. As is well known, a matrix A is nearly reducible if and only if D(A) is a minimally strong digraph [13,14]. In a
strong digraph D, each vertex x has indegree d−D (x) and outdegree d
+
D (x) at least one. Besides, a vertex x is called critical if
d−D (x) = d+D (x) = 1.
LetNRn denote the set of all primitive, minimally strong digraphs of order n. It is easy to verify that when n ≤ 3,NRn = ∅.
The purpose of this subsection is to obtain the sharp lower and upper bounds for k(D) of D ∈ NRn (n ≥ 4).
Lemma 3.7 ([9]). Let D = (V , E) be a minimally strong digraph and let X ⊆ V . Then D has the following properties:
(1) D has no arcs joining a vertex to itself (that is, D contains no loops).
(2) A circuit has no chords (an arc of D which is not an arc of a circuit pi is called a chord of pi if it joins two vertices of pi ).
(3) If (x, y) ∈ E, then (x, y) is an arc of every path from x to y.
(4) If the digraph DX induced on X is strong, then DX is minimally strong.
(5) If D has at least two vertices, then D contains a critical vertex.
Let Un (n ≥ 5) be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(1, 2), (2, 3), (3, 1), (1, 4), (4, 1)} ∪
{(2, i), (i, 2) | 5 ≤ i ≤ n}. Let U4 be the digraph with vertex set V = {1, 2, 3, 4} and arc set E = {(1, 2), (2, 3),
(3, 1), (1, 4), (4, 1)}. Clearly, Un ∈ NRn, where n ≥ 4.
Lemma 3.8. k(Un) =
{
4, if n = 4,
3, if n ≥ 5.
Proof. Case 1. n = 4. It is easy to check that i 4−→ 1 for i = 1, 2, 3, 4. Hence k(U4) ≤ 4. Note that R3({2}) = {2, 4} and
R3({3}) = {1, 3}. Thus R3({2}) ∩ R3({3}) = ∅. Then k(U4) ≥ k2,3(U4) > 3, and it follows that k(U4) = 4.
Case 2. n ≥ 5. Since R2({4}) = {2, 4} and R2({5}) = {3, 5, . . . , n}, we have R2({4}) ∩ R2({5}) = ∅. Therefore,
k(Un) ≥ k4,5(Un) > 2 (n ≥ 5).
On the other hand, it is not difficult to verify that
R3({1}) = {1, 2, 4}, R3({2}) = {2, 3, . . . , n},
R3({3}) = R3({4}) = {1, 3, 5, 6, . . . , n}, R3({5}) = · · · = R3({n}) = {1, 2}.
Hence R3({i}) ∩ R3({j}) 6= ∅ for i 6= j ∈ V (Un). Therefore, k(Un) = 3 (n ≥ 5). 
Theorem 3.9. Let D ∈ NRn (n ≥ 4). Then
k(D) = 4 if n = 4, and k(D) ≥ 3, if n ≥ 5.
Moreover, the bounds are best possible as shown by the digraph Un (n ≥ 4).
Proof. Case 1. n = 4. Since D ∈ NR4, D is isomorphic to U4. By Lemma 3.8, we obtain that k(D) = k(U4) = 4 immediately.
Case 2. n ≥ 5. We need to show that k(D) ≥ 3 by contradiction.
Subcase 2.1. k(D) = 1. Then for any two vertices u, v ∈ V (D), there exists a vertex w such that u 1−→ w and v 1−→ w. By
Lemma 3.7(1), D contains no loops, which implies w 6= u, v. Considering the vertices v and w, there exists a vertex p such
that v
1−→ p and w 1−→ p. The vertex pmay be u, but p 6= v,w by Lemma 3.7(1). Note that (v, p) ∈ E, and v 1−→ w 1−→ p is a
path from v to p not containing the arc (v, p). It is a contradiction to Lemma 3.7(3).
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Subcase 2.2. k(D) = 2. By Lemma 3.7(5), D contains a critical vertex, denoted by x. Suppose R1({x}) = {y}. Since y 6∈ R1({y}),
then kx,y(D) = 2.
Wemay assume that R1({y}) = {z1, . . . , zt}, where zj 6= y for j = 1, . . . , t . Thus R2({x}) = {z1, . . . , zt}. Since kx,y(D) = 2,
there is some vertex zj (j ∈ {1, . . . , t}) such that y 2−→ zj. However, zj ∈ R1({y}), which implies that either zj is a loop vertex
or there is a path from y to zj of length 2 not containing the arc (y, zj). It is a contradiction to Lemma 3.7(1) or (3).
Combining the above two subcases, we conclude that k(D) ≥ 3. Moreover, by Lemma 3.8, k(Un) = 3 when n ≥ 5. The
proof is finished. 
Let Hn (n ≥ 4) be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, i + 1) | 1 ≤ i ≤ n − 3} ∪ {(n −
2, 1), (n− 3, n− 1), (n− 1, n), (n, 1)}.
Lemma 3.10. Let n be an integer, n ≥ 4. Then k(Hn) =

n2 − 4n+ 7
2
, if n is odd,
n2 − 4n+ 8
2
, if n is even.
Proof. Case 1. n is odd. Let l = n2−4n+72 . It is not difficult to verify that
Rl({n}) = Rl({n− 2}) =

{2, 3, 4}, if n = 5,{
2, 3, . . . ,
n+ 1
2
}
, if n ≥ 7;
Rl({n− 1}) =
{
1, 2, . . . ,
n− 1
2
}
; Rl({n− 3}) =
{
n, 1, 2, . . . ,
n− 1
2
}
;
Rl({n− i}) =
{
n− i+ 2, . . . , n− 1, n, 1, . . . , n− 2i+ 5
2
} (
i = 4, 5, . . . , n+ 3
2
)
;
Rl
({
n− 5
2
})
=
{
n− 1
2
,
n+ 1
2
, . . . , n− 2, n− 1
}
(n ≥ 7);
Rl({n− i}) =
{
n+ 2− i, . . . , 3n+ 1
2
− i
} (
i = n+ 7
2
,
n+ 9
2
, . . . , n− 1
)
(n ≥ 9).
Thus Rl({i}) ∩ Rl({j}) 6= ∅ for i 6= j, and it follows that k(Hn) ≤ l.
On the other hand, Rl−1({n− 1}) ∩ Rl−1({ n−32 }) = ∅ since
Rl−1({n− 1}) =
{
n, 1, 2, . . . ,
n− 3
2
}
; Rl−1
({
n− 3
2
})
=
{
n− 1
2
,
n+ 1
2
, . . . , n− 1
}
.
Consequently, k(Hn) > l− 1, and then k(Hn) = l.
Case 2. n is even. Letm = n2−4n+82 . It is not difficult to verify that
Rm({n}) = Rm({n− 2}) =

{1, 2, 3}, if n = 4,
{n, 1, 2}, if n = 6,{
n+ 4
2
, . . . , n, 1, 2
}
, if n ≥ 8;
Rm({n− 1}) =

{4, 1}, if n = 4,{
n+ 2
2
, . . . , n, 1
}
, if n ≥ 6; Rm({n− 3}) =
{
n
2
,
n+ 2
2
, . . . , n, 1
}
;
Rm({n− 4}) =
{
n− 2
2
,
n
2
, . . . , n− 2, n− 1
}
(n ≥ 6);
Rm({n− i}) =
{
n+ 6
2
− i, . . . , n− i+ 2
} (
i = 5, 6, . . . , n+ 4
2
)
(n ≥ 6);
Rm
({
n− 6
2
})
=
{
n, 1, 2, . . . ,
n− 2
2
}
(n ≥ 8);
Rm({n− i}) =
{
3n+ 4
2
− i, . . . , n− 1, n, 1, . . . , n+ 2− i
}
,
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where i = n+82 , n+102 , . . . , n − 1 and n ≥ 10. Thus Rm({i}) ∩ Rm({j}) 6= ∅ for i 6= j, and it follows that k(Hn) ≤ m. On the
other hand, it is easy to see that
Rm−1({n− 1}) =
{
n
2
,
n+ 2
2
, . . . , n− 2, n− 1
}
;
Rm−1
({
n− 4
2
(mod n)
})
=
{
n, 1, 2, . . . ,
n− 4
2
,
n− 2
2
}
.
Hence Rm−1({n− 1}) ∩ Rm−1({ n−42 (mod n)}) = ∅. Thus k(Hn) > m− 1, and then k(Hn) = m. 
Let Qn (n ≥ 6) be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, i + 1) | 1 ≤ i ≤ n − 5} ∪ {(n −
4, n− 2), (n− 2, 1), (n− 5, n− 3), (n− 3, n− 1), (n− 1, n), (n, 1)}.
Lemma 3.11. Let n be an integer, n ≥ 6. Then k(Qn) =

n2 − 6n+ 15
2
, if n is odd,
n2 − 6n+ 14
2
, if n is even.
Proof. Case 1. n is odd. Let l = n2−6n+152 . It is not difficult to verify that
Rl({n}) = Rl({n− 2}) =

{1, 2, 3, 4}, if n = 7;
{n, 1, 2, 3}, if n = 9;
{n− 2, n− 1, n, 1, 2, 3}, if n = 11;{
n+ 5
2
,
n+ 7
2
, . . . , n− 1, n, 1, 2, 3
}
, if n ≥ 13;
Rl({n− 1}) = Rl({n− 4}) =

{n, 1, 2}, if n = 7;
{n− 1, n− 2, n, 1, 2}, if n = 9;{
n+ 3
2
,
n+ 5
2
, . . . , n− 1, n, 1, 2
}
, if n ≥ 11;
Rl({n− 3}) =

{n− 2, n− 1, n, 1}, if n = 7;{
n+ 1
2
,
n+ 3
2
, . . . , n− 1, n, 1
}
, if n ≥ 9;
Rl({n− 5}) =
{
n− 1
2
,
n+ 1
2
, . . . , n, 1
}
; Rl({n− 6}) =
{
n− 3
2
,
n− 1
2
, . . . , n− 1
}
;
Rl({n− 7}) =
{
n− 5
2
,
n− 3
2
, . . . , n− 6, n− 5, n− 4, n− 3
}
(n ≥ 9);
Rl({n− i}) =
{
n+ 9
2
− i, n+ 11
2
− i, . . . , n+ 3− i
} (
i = 8, 9, . . . , n+ 7
2
)
(n ≥ 9);
Rl
({
n− 9
2
})
=
{
n, 1, 2, . . . ,
n− 5
2
,
n− 3
2
}
(n ≥ 11);
Rl
({
n− 11
2
})
=
{
n− 2, n− 1, n, 1, 2, . . . , n− 7
2
,
n− 5
2
}
(n ≥ 13);
Rl({n− i}) =
{
3n+ 5
2
− i, 3n+ 7
2
− i, . . . , n− 1, n , 1, 2, . . . , n+ 2− i, n+ 3− i
}
,
where i = n+132 , n+152 , . . . , n− 2, n− 1 and n ≥ 15. Hence Rl({i}) ∩ Rl({j}) 6= ∅ for i 6= j, and it follows that k(Qn) ≤ l.
On the other hand, Rl−1({n− 3}) ∩ Rl−1({ n−72 (mod n)}) = ∅ since
Rl−1({n− 3}) =
{
n− 1
2
,
n+ 1
2
, . . . , n− 2, n− 1
}
;
Rl−1
({
n− 7
2
(mod n)
})
=
{
n, 1, 2, . . . ,
n− 5
2
,
n− 3
2
}
.
Consequently, k(Qn) > l− 1, and then k(Qn) = l.
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Case 2. n is even. Letm = n2−6n+142 . It is not difficult to check that
Rm({n}) = Rm({n− 2}) =

{4, 5, 6, 1}, if n = 6,
{3, 4, 5, 6, 7}, if n = 8, 10,{
3, 4, . . . ,
n
2
,
n+ 2
2
}
, if n ≥ 12;
Rm({n− 1}) = Rm({n− 4}) =

{2, 3, 4, 5}, if n = 6, 8,{
2, 3, . . . ,
n− 2
2
,
n
2
}
, if n ≥ 10;
Rm({n− 3}) =

{1, 2, 3}, if n = 6,{
1, 2, · · · , n− 4
2
,
n− 2
2
}
, if n ≥ 8;
Rm({n− 5}) =

{n, 1, 2, 3}, if n = 6,{
n, 1, 2, . . . ,
n− 4
2
,
n− 2
2
}
, if n ≥ 8;
Rm({n− 6}) =
{
n− 2, n− 1, n, 1, 2, . . . , n− 6
2
,
n− 4
2
}
(n ≥ 8);
Rm({n− i}) =
{
n− i+ 3, n− i+ 4, . . . , n− 1, n, 1, 2, . . . , n+ 6
2
− i, n+ 8
2
− i
}
,
where i = 7, 8, . . . , n+62 and n ≥ 8;
Rm
({
n− 8
2
})
=
{
n− 2
2
,
n
2
, . . . , n− 4, n− 3, n− 2, n− 1
}
(n ≥ 10);
Rm
({
n− 10
2
})
=
{
n− 4
2
,
n− 2
2
, . . . , n− 4, n− 3
}
(n ≥ 12);
Rm({n− i}) =
{
n+ 3− i, n+ 4− i, . . . , 3n+ 2
2
− i
}
,
where i = n+122 , n+142 , . . . , n − 1 and n ≥ 14. Then Rm({i}) ∩ Rm({j}) 6= ∅ for i 6= j, and it follows that k(Qn) ≤ m. On the
other hand, we have
Rm−1({n− 3}) =
{
n, 1, 2, . . . ,
n− 6
2
,
n− 4
2
}
;
Rm−1
({
n− 6
2
(mod n)
})
=
{
n− 2
2
,
n
2
, . . . , n− 4, n− 3, n− 2, n− 1
}
.
Hence Rm−1({n − 3}) ∩ Rm−1({ n−62 (mod n)}) = ∅. Therefore, k(Qn) > m − 1, and then k(Qn) = m. This completes the
proof. 
Let Wn (n ≥ 6) be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, i + 1) | 1 ≤ i ≤
n− 4} ∪ {(n− 3, 1), (n− 4, n− 2), (n− 2, n− 1), (n− 1, n), (n, 1)}.
Lemma 3.12. Let n be an even integer with n ≥ 6. Then k(Wn) = n2−5n+102 .
Proof. Letm = n2−5n+102 . Considering the digraphWn, we have
Rm({n}) = Rm({n− 3}) = {2, 3, 5, . . . , n− 3, n− 2, n};
Rm({n− 1}) = {1, 2, 4, . . . , n− 4, n− 1}; Rm({n− 2}) = {1, 3, 5, . . . , n− 3, n− 2};
Rm({n− 4}) = {n− 1, n, 1, 2, 4, . . . , n− 4};
Rm({n− 5}) = {n− 3, n− 2, n− 1, 1, 3, . . . , n− 5};
Rm({i}) =
{{1, 3, . . . , i, i+ 2, i+ 3, i+ 5, . . . , n− 4, n− 1} (i is odd),
{2, 4, . . . , i, i+ 2, i+ 3, i+ 5, . . . , n− 3, n− 2, n} (i is even),
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where n ≥ 8 and 1 ≤ i ≤ n − 6. Hence Rm({i}) ∩ Rm({j}) 6= ∅ for i 6= j, and then k(Wn) ≤ m. On the other hand, it is not
difficult to obtain that
Rm−1({n− 1}) = {1, 3, 5, . . . , n− 3, n− 2}; Rm−1({n− 2}) = {2, 4, . . . , n− 4, n}.
Hence Rm−1({n− 1}) ∩ Rm−1({n− 2}) = ∅. Therefore, k(Wn) > m− 1, and then k(Wn) = m. 
The result in the following lemma is due to Akelbek and Kirkland [3].
Lemma 3.13 ([3]). Let D be a primitive digraph with n vertices and girth s. Then
k(D) ≤ n− s+

(
s− 1
2
)
n, when s is odd,(
n− 1
2
)
s, when s is even.
Theorem 3.14. Let D ∈ NRn (n ≥ 4). Then
k(D) ≤

n2 − 4n+ 7
2
, if n is odd,
n2 − 4n+ 8
2
, if n is even,
with equality if and only if D is isomorphic to the digraph Hn.
Proof. Suppose D ∈ NRn (n ≥ 4) has an elementary circuit of length n. Then it follows from Lemma 3.7(2) that D has no
arcs other than those of the circuit. This contradicts the hypothesis that D is primitive. Hence D has no elementary circuit of
length n. Let s be the girth of D. Then s < n. If s = n− 1, since D is primitive, D has an elementary circuit of length n, which
is a contradiction. Thus s ≤ n− 2. Now we consider the following three cases.
Case 1. s ≤ n− 4. It follows from Lemma 3.13 that
k(D) ≤

n
2
+
(
n− 2
2
)
s, if s is odd,
n+
(
n− 3
2
)
s, if s is even.
≤

n
2
+
(
n− 2
2
)
(n− 4) = n
2 − 5n+ 8
2
, if n is odd,
n+
(
n− 3
2
)
(n− 4) = n
2 − 5n+ 12
2
, if n is even.
<

n2 − 4n+ 7
2
, if n is odd,
n2 − 4n+ 8
2
, if n is even.
The strict inequality holds since n ≥ 6 (because s ≤ n− 4, and D ∈ NRn contains no loops by Lemma 3.7(1)).
Case 2. s = n − 3. Suppose α is an elementary circuit of length n − 3. Since D is primitive and minimally strong, D has an
elementary circuit β of length t , where t = n− 2 or t = n− 1.
Subcase 2.1. t = n − 2. It follows from (2) and (4) of Lemma 3.7 that either 2 or 3 vertices of β are not the vertices of α.
Hence the digraph D∗ induced on the vertices of α and β is isomorphic to either Hn−1 or Qn.
If D∗ is isomorphic to Qn, since Qn has n vertices, then by Lemma 3.11,
k(D) ≤ k(Qn) =

n2 − 6n+ 15
2
<
n2 − 4n+ 7
2
, if n is odd,
n2 − 6n+ 14
2
<
n2 − 4n+ 8
2
, if n is even.
The strict inequality holds since n ≥ 4.
If D∗ is isomorphic to Hn−1, without loss of generality, suppose V (Hn−1) = {1, 2, . . . , n − 1} and the vertex n ∈ V (D).
Thus there is an arc (n, i)with 1 ≤ i ≤ n− 1 since D is strong. By Lemma 3.10, we have
k(D) ≤ k(Hn−1)+ 1 =

(n− 1)2 − 4(n− 1)+ 10
2
<
n2 − 4n+ 7
2
, if n is odd,
(n− 1)2 − 4(n− 1)+ 9
2
<
n2 − 4n+ 8
2
, if n is even.
The strict inequality holds since n ≥ 4.
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Subcase2.2. t = n−1. It follows from (2) and (4) of Lemma3.7 thatwemay assumeD is isomorphic to the digraphWn (n ≥ 6).
Moreover, n shall be an even integer since D ∼= Wn is primitive. It follows from Lemma 3.12 that
k(D) ≤ k(Wn) = n
2 − 5n+ 10
2
<
n2 − 4n+ 8
2
.
The strict inequality holds since n ≥ 4.
Case 3. s = n−2. SinceD ∈ NRn,D has an elementary circuit of length n−1. Then by (2) and (4) of Lemma 3.7,D is isomorphic
to Hn. The proof is finished by Lemma 3.10. 
Theorem 3.15. For each integer k with n
2−5n+8
2 < k <
n2−4n+7
2 if n is odd;
n2−5n+12
2 < k <
n2−4n+8
2 if n is even, there is no
digraph D ∈ NRn (n ≥ 6) with k(D) = k.
Proof. From the proof of Theorem 3.14, it is easy to see that if D ∈ NRn is not isomorphic to Hn when n ≥ 6. Then
k(D) ≤

n2 − 5n+ 8
2
, if n is odd,
n2 − 5n+ 12
2
, if n is even.
On the other hand, by Lemma 3.10, k(Hn) =

n2 − 4n+ 7
2
, if n is odd,
n2 − 4n+ 8
2
, if n is even.
Combining the above two relations, we obtain the results as desired. 
Theorem 3.15 actually means that there exist ‘‘gaps’’ in the scrambling index set of primitive minimally strong digraphs
of order n.
3.3. Nearly decomposable digraphs
In this subsection, the scrambling index is studied for the following classes: primitive doubly symmetric digraphs,
r-indecomposable digraphs (r ≥ 1), fully indecomposable digraphs, nearly decomposable digraphs, Cayley digraphs and
primitive circulant digraphs, etc.
Lemma 3.16 ([7]). Let n be an integer with n ≥ 2. Let D ∈ Sn. Then
k(D) =
⌈
exp(D)
2
⌉
.
A symmetric digraph D is said to be doubly symmetric if (vi, vj) is an edge if and only if (vn+1−i, vn+1−j) is an edge
(i, j = 1, 2, . . . , n). Let DSn denote the set of all primitive doubly symmetric digraphs of order n. It is obvious that DSn ⊆ Sn.
Let D(j)n (n ≥ 3, j = 1, 2, . . . , d n2e − 1) be the digraph with vertex set V = {1, . . . , n} and arc set E = {(i, i+ 1), (i+ 1, i) |
2j+ 1 ≤ i < n} ∪ {(2j+ 1, i), (i, 2j+ 1) | 1 ≤ i ≤ j} ∪ {(n, i), (i, n) | j < i ≤ 2j} ∪ {(i, i) | 1 ≤ i ≤ 2j}. Clearly, D(j)n ∈ DSn
and exp(D(j)n ) = n− 2j+ 1 [15,16]. By Lemma 3.16,
Lemma 3.17. For j = 1, 2, . . . , d n2e − 1, k(D(j)n ) =
{ n
2
− j+ 1, if n is even,
n− 1
2
− j+ 1, if n is odd.
Lemma 3.18 ([15]). Let n be an integer with n ≥ 2 and let D ∈ DSn. Then
exp(D) ≤ n− 1.
Let Kn (n ≥ 2) be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, j), (j, i), (i, i) | i 6= j}. Note that
Kn ∈ DSn, and k(Kn) = 1. Combining Lemmas 3.16–3.18, the following theorem is obtained.
Theorem 3.19. Let n be an integer with n ≥ 2 and let D ∈ DSn. Then
k(D) ≤

n
2
, if n is even,
n− 1
2
, if n is odd.
This bound can be attained as shown by the digraphs D(1)n (n ≥ 3) or Kn (n = 2). Moreover, K(DSn) = {1, 2, . . . , b n2c}.
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Let n be an integer with n ≥ 2. An n × n Boolean matrix A is called fully indecomposable if it contains no k × l zero
submatrix with k + l = n. If A is fully indecomposable, D(A) is said to be fully indecomposable. Let Fn be the set of all fully
indecomposable digraphs of order n [17,1]. A nearly decomposable digraph D is a digraph such that D ∈ Fn, and D− e 6∈ Fn
for any e ∈ E(D) [2,17]. LetNFn be the set of all nearly decomposable digraphs of order n. It is known that everyD ∈ Fn ⊇ NFn
is primitive (see [2]).
Let r, n be integers with 1 ≤ r < n. An n× n Boolean matrix A is called r-indecomposable (shortly, r-inde) if it contains
no k× l zero submatrix with k+ l = n− r + 1 [17,18,11]. If A is r-inde, then D(A) is said to be r-inde. Let Bn,r be the set of
all r-inde digraphs of order n. It is known that Bn,r ⊇ Bn,r+1 (1 ≤ r < n− 1), Bn,1 = Fn, and every r-inde digraph (r ≥ 1) is
primitive [17].
Lemma 3.20 ([18,11]). Let r be an integer with 1 ≤ r < n. Then D ∈ Bn,r if and only if |R1(X)| ≥ |X | + r for all X ⊆ V (D)with
1 ≤ |X | ≤ n− 1.
Theorem 3.21. Let r, n be integers with 1 ≤ r < n. Let D ∈ Bn,r . Then
k(D) ≤
⌈
1
r
·
⌊n
2
⌋⌉
.
Proof. For any u, v ∈ V (D), since D ∈ Bn,r , by Lemmas 3.1 and 3.20,
|Rdb n2 c· 1r e({u})| = |R1[Rdb n2 c· 1r e−1({u})]| ≥ |Rdb n2 c· 1r e−1({u})| + r
≥ · · · ≥
⌈⌊n
2
⌋
· 1
r
⌉
· r + |{u}| ≥
⌊n
2
⌋
· r
r
+ 1 ≥
⌊n
2
⌋
+ 1
and |Rdb n2 c· 1r e({v})| ≥ b
n
2c + 1. It follows that |[Rdb nr c· 1r e({u})] ∩ [Rdb nr c· 1r e({v})]| ≥ 1.
Therefore, there exists a vertexw ∈ [Rdb nr c· 1r e({u})] ∩ [Rdb nr c· 1r e({v})], namely,
u
db nr c· 1r e−−−−→ w and v db
n
r c· 1r e−−−−→ w.
Hence ku,v(D) ≤ db n2c · 1r e, and k(D) = maxu,v∈V (D){ku,v(D)} ≤ d 1r · b n2ce. 
Corollary 3.22. If D ∈ Bn,r with r ≥ b n2c, then k(D) = 1.
Let D∗n (n ≥ 3) be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(1, i), (i, 1), (i, i) | 2 ≤ i ≤ n}. Let D∗2
be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(1, 2), (2, 1), (1, 1), (2, 2)}. Obviously, D∗n ∈ NFn ⊆ Fn,
and k(D∗n) = 1 (n ≥ 2). Now the scrambling index of D ∈ Fn (resp. D ∈ NFn) are investigated.
Theorem 3.23. Let n be an integer with n ≥ 2. Let D ∈ Fn (or D ∈ NFn). Then
k(D) ≤

n
2
, if n is even,
n− 1
2
, if n is odd.
This bound can be attained, D(1)n (n ≥ 3) or D∗2 is one of its extremal digraphs.
Proof. By Theorem 3.21, since D ∈ Fn = Bn,1 (or D ∈ NFn ⊆ Fn), we have
k(D) ≤

n
2
, if n is even,
n− 1
2
, if n is odd.
On the other hand, when n = 2, k(D∗2) = 1; when n ≥ 3, by Lemma 3.17,
k(D(1)n ) =

n
2
, if n is even,
n− 1
2
, if n is odd.
Notice that D(1)n (n ≥ 3) and D∗2 ∈ NFn ⊆ Fn. This completes the proof. 
Theorem 3.24. K(Fn) = K(NFn) = {1, 2, . . . , b n2c} (n ≥ 2).
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Proof. Note that D∗n ∈ NFn ⊆ Fn and k(D∗n) = 1 (n ≥ 2). Moreover, D(j)n ∈ NFn ⊆ Fn (n ≥ 3, j = 1, 2, . . . , b n2c − 1), and it
follows from Lemma 3.17 that{
1, 2, . . . ,
⌊n
2
⌋}
⊆ K(Fn) and
{
1, 2, . . . ,
⌊n
2
⌋}
⊆ K(NFn).
On the other hand, it follows from Theorem 3.23 that
K(Fn) ⊆
{
1, 2, . . . ,
⌊n
2
⌋}
and K(NFn) ⊆
{
1, 2, . . . ,
⌊n
2
⌋}
.
Hence the scrambling indices sets for Fn (resp. NFn) are obtained. 
Let G be amultiplicative group of order nwith identity element e, and let A = {a1, a2, . . . , ap} be a subset of G. The (right)
Cayley digraph [17] is the digraph Cay(G, A) = (V , E), where V = G and E = {(x, y)|x−1y ∈ A}.
Lemma 3.25 ([17]). Let A = {a1, a2, . . . , ap} be a subset of an Abelian group G. If Cay(G, A) is primitive, then Cay(G, A) is
d p2e-indecomposable.
By Theorem 3.21 and Lemma 3.25, we immediately get that
Corollary 3.26. Let A = {a1, a2, . . . , ap} (1 ≤ p ≤ n) be a subset of an Abelian group G. If Cay(G, A) is primitive, then
k(Cay(G, A)) ≤
⌈⌊n
2
⌋/⌈p
2
⌉⌉
.
Let P = (pij) ∈ Bn denote the permutation matrix with pi,i+1 = pn1 = 1 for i = 1, 2, . . . , n − 1. A primitive circulant
matrix C = C〈a1, a2, . . . , ap; n〉 is a matrix of the form C = Pa1 + Pa2 + · · · + Pap (0 ≤ a1 < · · · < ap < n). It is known
that D(C) is Cay(Zn, {a1, . . . , ap}) [17,2]. Then by Corollary 3.26, we have
Corollary 3.27. Let C = C〈a1, . . . , ap; n〉 be a primitive circulant matrix. Then
k(D(C)) ≤
⌈⌊n
2
⌋/⌈p
2
⌉⌉
.
3.4. Primitive micro-symmetric digraphs
A digraph D is called a micro-symmetric digraph if there is a pair i, jwith i 6= j, such that (i, j) and (j, i) are both arcs. Let
n be an integer with n ≥ 2. LetMSn denote the set of all primitive micro-symmetric digraphs of order n [12].
When n = 2, it is obvious that k(D) = 1 forD ∈ MS2. Now the scrambling index k(D) ofD ∈ MSn for n ≥ 3 is investigated.
Lemma 3.28. Let n be an odd integer with n ≥ 3 and let D ∈ MSn. Then
k(D) ≤ 2n− 3.
Proof. If the girth of D is 1, then by Corollary 3.4, k(D) ≤ n− 1 ≤ 2n− 3. If D ∈ MSn contains no cycle of length 1, then the
girth of D is 2. Then by Lemma 3.13, k(D) ≤ 2n− 3. 
Lemma 3.29. Let n be an even integer with n ≥ 4 and let D ∈ MSn. Then
k(D) ≤ 2n− 4.
Proof. Since D ∈ MSn, D contains an odd cycle of length r and a cycle of length 2. Let C2 (resp. Cr ) denote a cycle of length 2
(resp. length r).
If r = 1, by Corollary 3.4, k(D) ≤ n− 1 ≤ 2n− 4. Now suppose r ≥ 3.
Case 1. |V (C2) ∩ V (Cr)| = 2.
For any u, v ∈ V (D), there exist u1, v1 ∈ V (C2) ⊆ V (Cr) such that
u
n−2−−→ u1 and v n−2−−→ v1.
If u1 = v1, then ku,v(D) ≤ n− 2 ≤ 2n− 4. Otherwise, u1 6= v1, suppose u1, v1 divide Cr into two parts C∗, C∗∗. Note that
r is odd, without loss of generality, we may assume C∗ : u1 l1−→ v1 and C∗∗ : v1 l2−→ u1 such that l1 is even and l2 is odd. Since
l1 is even and v1 ∈ V (C2), we have
u
n−2−−→ u1 l1−→ v1 and v n−2−−→ v1 l1−→ v1, where l1 ≤ r − 1 ≤ n− 2.
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Hence ku,v(D) ≤ (n− 2)+ l1 ≤ (n− 2)+ (n− 2) ≤ 2n− 4.
Case 2. |V (C2) ∩ V (Cr)| = 1. Supposew1 ∈ V (C2) ∩ V (Cr),w2 ∈ V (C2) \ V (Cr).
For any u, v ∈ V (D), there exist u1, v1 ∈ V (C2) ∪ V (Cr) such that
u
n−1−r−−−→ u1 and v n−1−r−−−→ v1.
If u1 = v1, then ku,v(D) ≤ n− 1− r ≤ n− 4 ≤ 2n− 4. Otherwise, u1 6= v1, then we consider the following three cases:
Subcase 2.1. u1 = w2, v1 = w1. Note thatw1 ∈ V (C2) ∩ V (Cr) and r is odd,
u
n−1−r−−−→ u1 = w2 1−→ w1 r−1−−→ w1 and v n−1−r−−−→ v1 = w1 r−→ w1.
Hence ku,v(D) ≤ (n− 1− r)+ r ≤ n− 1 ≤ 2n− 4.
Subcase 2.2. u1 = w2, v1 ∈ V (Cr) \ V (C2). Suppose w1, v1 divide Cr into two parts C∗, C∗∗. Assume that C∗ : v1 l1−→ w1 and
C∗∗ : w1 l2−→ v1.
If l1 is odd, then l1 ≤ r − 2. It follows that
u
n−1−r−−−→ u1 = w2 1−→ w1 l1−1−−→ w1 and v n−1−r−−−→ v1 l1−→ w1.
Thus we have ku,v(D) ≤ (n− 1− r)+ l1 ≤ n− 3 ≤ 2n− 4.
If l1 is even, then l1 ≤ r − 1 and r − l1 + 1 is even. Thus
u
n−1−r−−−→ u1 = w2 1−→ w1 r−→ w1 and v n−1−r−−−→ v1 l1−→ w1 r−l1+1−−−−→ w1.
Therefore, ku,v(D) ≤ (n− 1− r)+ (1+ r) ≤ n ≤ 2n− 4.
Subcase 2.3. u1, v1 ∈ V (Cr). Suppose u1, v1 divide Cr into two parts C∗, C∗∗. Without loss of generality, assume that
C∗ : u1 l1−→ v1 and C∗∗ : v1 l2−→ u1 such that l1 is even and l2 is odd. Since there existsw ∈ V (C2) such that v1 n−2−−→ w,
u
n−1−r−−−→ u1 11−→ v1 n−2−−→ w and v n−1−r−−−→ v1 n−2−−→ w l1−→ w, and hence
ku,v(D) ≤ (n− 1− r)+ (n− 2)+ l1 ≤ (n− 1− r)+ (n− 2)+ (r − 1) ≤ 2n− 4.
Case 3. |V (C2) ∩ V (Cr)| = 0.
For any u, v ∈ V (D), there exist u1, v1 ∈ V (C2) ∪ V (Cr) such that
u
n−2−r−−−→ u1 and v n−2−r−−−→ v1.
If u1 = v1, then ku,v(D) ≤ n− 2− r ≤ n− 5 ≤ 2n− 4. Otherwise, u1 6= v1, then we consider the following three cases:
Subcase 3.1. u1, v1 ∈ C2. Then there exist u2, v2 ∈ V (Cr) such that
u1
n−r−−→ u2 and v1 n−r−−→ v2.
If u2 = v2, then ku,v(D) ≤ (n− 2− r)+ (n− r) ≤ 2n− 8 ≤ 2n− 4. Otherwise, u2 6= v2. Suppose u2, v2 divide Cr into
two parts C∗, C∗∗. Without loss of generality, assume that C∗ : u2 l1−→ v2 and C∗∗ : v2 l2−→ u2 such that l1 is even and l2 is odd.
Note that v1 ∈ C2, then we obtain that
u
n−2−r−−−→ u1 n−r−−→ u2 l1−→ v2 and v n−2−r−−−→ v1 l1−→ v1 n−r−−→ v2.
Hence ku,v(D) ≤ (n− 2− r)+ (n− r)+ l1 ≤ (2n− 2− 2r)+ (r − 1) ≤ 2n− 4.
Subcase 3.2. u1, v1 ∈ V (Cr). Similarly as Subcase 2.3, we have
ku,v(D) ≤ 2n− 4.
Subcase 3.3. u1 ∈ V (C2), v1 ∈ V (Cr). Note that there exists w ∈ V (C2) such that v1 n−2−−→ w. If w = u1 ∈ V (C2), since n is
even, then
u
n−2−r−−−→ u1 n−2−−→ u1 and v n−2−r−−−→ v1 n−2−−→ w = u1.
And we have ku,v(D) ≤ (n− 2− r)+ (n− 2) ≤ 2n− 7 ≤ 2n− 4.
Ifw 6= u1, since n− 3+ r is even, then
u
n−2−r−−−→ u1 1−→ w n−3+r−−−→ w and v n−2−r−−−→ v1 r−→ v1 n−2−−→ w.
Therefore, ku,v(D) ≤ (n− 2− r)+ (n− 2)+ r ≤ 2n− 4.
Combining the above cases, k(D) = maxu,v∈V (D){ku,v(D)} ≤ 2n− 4. 
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When n (≥3) is odd, let Mn be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, i + 1) | 1 ≤
i ≤ n − 1} ∪ {(n, 1), (2, 1)}; when n (≥4) is even, let Mn be the digraph with vertex set V = {1, 2, . . . , n} and arc set
E = {(i, i+ 1) | 1 ≤ i ≤ n− 1} ∪ {(n, n− 1), (n− 1, 1)}. Obviously,Mn ∈ MSn (n ≥ 3).
Lemma 3.30. Let n be an integer with n ≥ 3. Then
k(Mn) =
{
2n− 3, if n is odd,
2n− 4, if n is even.
Proof. When n = 3, we have k(M3) ≥ k3,1(M3) = 3 = 2n− 3.
When n (≥5) is odd, k(Mn) ≥ k3,4(M3) = 2n− 3.
When n (≥4) is even, k(Mn) ≥ k1,2(M3) = 2n− 4.
On the other hand, sinceMn ∈ MSn, by Lemmas 3.28 and 3.29,
k(Mn) ≤
{
2n− 3, if n is odd,
2n− 4, if n is even.
Consequently, the results are obtained as desired. 
Combining the above three lemmas, we have the following theorem.
Theorem 3.31. Let n be an integer with n ≥ 3 and let D ∈ MSn. Then
k(D) ≤
{
2n− 3, if n is odd,
2n− 4, if n is even,
and this bound can be attained, Mn is one of its extremal digraphs.
When n (≥3) is odd, let M(2n−3−2j)n (j = 0, 1, . . . , n−32 ) be the digraph with vertex set V = {1, 2, . . . , n} and arc set
E = {(i, i+ 1) | 1 ≤ i ≤ n− 1} ∪ {(n, 1), (2, 1), (2, 2j+ 3)}; letM(2n−6−2j)n (j = 0, 1, . . . , n−52 ) be the digraph with vertex
set V = {1, 2, . . . , n} and arc set E = {(i, i+ 1) | 1 ≤ i ≤ n− 2}∪ {(n− 2, i) | i = 1, n, 2j+ 1}∪ {(n− 1, n− 2), (n, 2)}; let
M(2n−4)n be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, i+1) | 1 ≤ i ≤ n−1}∪ {(n, 1), (2, 1), (3, 2)}.
When n (≥4) is even, let M(2n−4−2j)n (j = 0, 1, . . . , n−42 ) be the digraph with vertex set V = {1, 2, . . . , n} and arc set
E = {(i, i+ 1) | 1 ≤ i ≤ n− 1} ∪ {(n− 1, 1), (n− 1, 2j+ 1), (n, n− 1)}; letM(2n−5−2j)n (j = 0, 1, . . . , n−42 ) be the digraph
with vertex set V = {1, 2, . . . , n} and arc set E = {(i, i+ 1) | 1 ≤ i ≤ n− 2} ∪ {(n− 1, 1), (2, 1), (2, 2j+ 3)}.
For n ≥ 3, let λn = k(Mn). Then M(j)n ∈ MSn (j = n − 1, n, . . . , λn − 1, λn). Now the scrambling index set for MSn is
characterized.
Lemma 3.32. Let n be an integer with n ≥ 3. Then
k(M(j)n ) = j for j = n− 1, n, . . . , λn − 1, λn.
Proof. Let u, v be any pair of vertices ofM(j)n .
Case 1. n is odd. Then λn = 2n− 3.
Subcase 1.1. j = n, n+ 2, . . . , 2n− 3.
If u, v ∈ {1, 3, . . . , n}, then u n−→ 1 and v n−→ 1. Hence ku,v(M(j)n ) ≤ n.
If u, v ∈ {2, 4, . . . , n− 1}, then u n−1−−→ 1, v n−1−−→ 1. Thus ku,v(M(j)n ) ≤ n− 1.
If u ∈ {1, 3, . . . , n} and v ∈ {2, 4, . . . , n − 1}, then u j−→ 1, v j−→ 1. Therefore, ku,v(M(j)n ) ≤ j, and k(M(j)n ) =
maxu,v∈V (M(j)n ){ku,v(M
(j)
n )} ≤ j.
On the other hand, k(M(j)n ) ≥ k3,4(M(j)n ) = j. Hence k(M(j)n ) = j.
Subcase 1.2. j = n− 1, n+ 1, . . . , 2n− 6. Similarly as Subcase 1.1, we have
ku,v(M(j)n ) ≤ k1,2(M(j)n ) = j, and k(M(j)n ) = j.
Subcase 1.3. j = 2n− 4. Similarly as Subcase 1.1, we have
ku,v(M(2n−4)n ) ≤ k4,5(M(2n−4)n ) = 2n− 4, and then k(M(2n−4)n ) = 2n− 4.
Case 2. n is even. Then λn = 2n− 4.
Subcase 2.1. j = n, n+ 2, . . . , 2n− 4. Analogously as Subcase 1.1,
ku,v(M(j)n ) ≤ k1,2(M(j)n ) = j, and then k(M(j)n ) = j.
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Subcase 2.2. j = n− 1, n+ 1, . . . , 2n− 5. Similarly as Subcase 1.1,
ku,v(M(j)n ) ≤ k3,4(M(j)n ) = j, and hence k(M(j)n ) = j.
This completes the proof of Lemma 3.32. 
Theorem 3.33. K(MSn) = {1, 2, . . . , λn − 1, λn} (n ≥ 3).
Proof. Since Sn ⊆ MSn, by the results in [7], we have
{1, 2, . . . , n− 1} ⊆ K(MSn).
Moreover, it follows from Lemma 3.32 that
{n, n+ 1, . . . , λn − 1, λn} ⊆ K(MSn).
On the other hand, by Theorem 3.21, when n ≥ 3,
K(MSn) ⊆ {1, 2, . . . , λn − 1, λn}.
Therefore, the result is obtained as desired. 
4. Concluding remarks
The MIP and ISP for the scrambling index k(D) of D ∈ Pn(d),DSn, Fn,NFn,MSn are settled respectively in this paper.
However, the digraphs attained the sharp upper bounds (EMP) are not determined completely. It would be nice to settle the
EMP in the further research. Moreover, the ISP for k(D) of D ∈ NRn requires further discussion.
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