One of the drawbacks of glowworm swarm optimisation (GSO) is its premature convergence, which leaves it often ineffective for solving complex practical problems. This paper proposes a new hybrid metaheuristic algorithm, that is, moth-flame glowworm swarm optimisation (MFGSO). The main idea of the hybrid algorithm is to combine the exploration ability in moth-flame optimisation (MFO) with the exploitation ability in GSO. Performance evaluations are conducted on benchmarking test functions in comparison with the basic GSO and other metaheuristic algorithms. The results show that MFGSO outperforms the basic GSO and other metaheuristic algorithms on most test functions in terms of local optima avoidance and convergence speed.
INTRODUCTION
M METAHEURISTIC algorithms generally fall into two categories, namely (i) individual-based metaheuristics (IBM), which modify and improve a single candidate solution, e.g., simulated annealing (SA) [1] , and (ii) population-based metaheuristics (PBM), which improve multiple candidate solutions and use population characteristics to guide the search, e.g., ant colony optimisation (ACO) [2] , particle swarm optimisation (PSO) [3] and genetic algorithm (GA) [4] . Based on process strategies, PBM can be further classified into (i) PBM with reproductive strategies, which reproduce new solutions or generations, e.g., GA and (ii) PBM with non-reproductive strategies, e.g., biogeography-based optimisation (BBO) [5] [6] .
In solving real-world problems, metaheuristics algorithms often trap in local minima, which could prevent an algorithm from moving toward the global solution. Recently, it has been shown that hybrid metaheuristic algorithms have the potential to overcome these challenges.
Glowworm swarm optimisation (GSO) algorithm was introduced by Krishnan and Ghose in 2006 [7] . It is inspired by the social behaviour of glowworm that a swarm of glowworms move through problem space and communicate with each other in order to determine a search direction. GSO algorithm is a population-based algorithm. As control is not centralised at a single point, thus it is more scalable. It has been successfully applied to solve many optimisation problems such as multimodal optimisation problems [7] , clustering [8] [9] , resources scheduling [10] [11] . However, GSO algorithm has some limitations that it is often unable to explore the space quickly and effectively.
On the other hand, moth-flame optimisation (MFO) was introduced by Mirjalili in 2015 [12] as a population-based metaheuristic algorithm. MFO algorithm has the ability to find competitive results compared with other metaheuristic algorithms such as GA and PSO. MFO's strengths are in two folds. Firstly, the exploration of MFO algorithm is strong, resulting in effective avoidance of local optima . Secondly, the exploitation is simple and effective in finding the near optimal solution when solving real problems [12] .
There are two important mechanisms of metaheuristics algorithms, exploration and exploitation. Exploration refers to the process of searching new solution regions in the problem space, while exploitation refers to the process of searching in the neighbourhood of the so far found solutions. The primary principle of a metaheuristic algorithm is to efficiently balance the exploration and exploitation so as to find the global optimum quickly and efficiently. Hybridising metaheuristic algorithms is one way to balance the exploration and exploitation abilities. The aim of hybrid metaheuristic algorithms is to improve the convergence speed and to avoid local optima. Hybrid algorithms can be devised by combining one metaheuristic with another, e.g., chaos theory, levy flights strategy or genetic operators such as crossover and mutation.
In this paper we will propose a new hybrid metaheuristic algorithm, called moth-flame glowworm swarm optimisation (MFGSO), to improve the performance of the basic GSO. The fundamental idea of our proposed hybrid algorithm is that to update glowworm position according to the best position explored in MFO algorithm.
The remainder of this paper is arranged as follows. Section 2 presents literature review on existing hybrid metaheuristic algorithms. Section 3 presents our proposed hybrid algorithm MFGSO. Performance evaluations are conducted in section 4. Finally, Section 5 draws conclusion and sets out the future work.
formance of algorithms. In [13] , GA and PSO are combined to solve global optimisation of multimodal functions. The hybrid algorithm creates individuals in a new generation by crossover and mutation operations from GA and mechanisms of PSO. Another PSO hybrid with GA is proposed in [14] [15] . In [15] , PSO is incorporated with mutation operator from GA to solve the stagnation problem and to prevent the particles from being trapped in local minima. PSO hybrid with differential evolution (DE) was proposed in [16] , which is based on two populations. One population is enhanced by PSO and the other population is evolved by DE. The interplay between the two populations influences the balance between exploration and exploitation and can reduce the chance of being trapped in local sub-optima. PSO is combined with gravitational search algorithm (GSA) in [17] , the ability of exploitation in PSO is combined with the ability of exploration in GSA to improve the convergence speed and avoid local optima. In addition, a binary version of this hybrid algorithm is also proposed in [18] to solve optimisation problems which have binary parameters. In [19] , a new hybrid algorithm combined artificial fish swarm (AFS) algorithm and PSO. This algorithm has the advantages of both AFS and PSO. Exploring the problem space is with AFS while searching exact solution with PSO. Recently, PSO is combined with MFO in [20] . PSO is used for exploitation and MFO for exploration. Position and velocity of particle are updated based on moth and flame position in each iteration.
Harmony search has proved efficiency when using with different algorithms. A harmony search hybrid with firefly algorithm (FF) is proposed in [21] , in which harmony search is used for the exploration and FF for the exploitation. Bat algorithm is added an adjustment operation with harmony search serving as a mutation operator during the process of the bat updating with the aim of speeding up convergence in [22] . The harmony search operator is added to the cuckoo updating in [23] so as to speed up convergence of cuckoo search algorithm and in [24] to improve the BBO algorithm.
GA is added hill-climbing to solve global problems in [25] . In [26] , a hybrid optimisation algorithms of ACO and GA is proposed. GA is used for exploring the search space while ACO for exploitation.
In [27] , a hybrid evolutionary FF is proposed. It combines the basic FF with the evolutionary operations of DE method to improve the searching accuracy and information sharing among the fireflies. Moreover, basic population-based incremental learning (PBIL) can exploit the solution quickly while it explores space poorly. Hence, a hybrid algorithm by integrating krill updating operator and probability updating operator together with krill herd method is proposed to solve optimisation problems in [28] .
Hybrid GSO Algorithms
In basic GSO algorithm, the swarm is divided into subswarms in a dynamic manner and the movement of glowworms is dependent only on local information in each iteration. However, later in the search process, it is easy to fall into local optima, and difficult to jump out even on repeated iterations, which causes slow convergence, low precision and poor performance in high-dimensional prob-lems. In order to address this issue, a number of hybrid GSO algorithms are proposed.
In the movement phase of basic GSO, each glowworm selects probabilistically a neighbour that glow brighter and moves a step that a fix size step multiplied by the distance between the neighbours. To improve the procedure of the movement in GSO, the movement formula in the basic GSO was replaced with formulas from other algorithms in [29] . The new movement formulas, inspired by artificial bee colony (ABC) and PSO algorithms, are proposed. It's showed that the proposed algorithm with PSO movement formula can find better solutions compared to basic GSO, proposed algorithm with ABC movement formula and other algorithms. However, the proposed algorithm only use a part from ABC and PSO which is the movement formula. In addition, the algorithm calls each formula when needed.
However, some researches aimed to overcome the local optimal trappings of GSO by adding local search. In [30] , a hybrid algorithm of GSO and AFS, called GSO-FS, is proposed to overcome the local optimal trappings of GSO. In this algorithm, GSO implements local search and then AFS algorithm carries out exact solution and captures the global optimisation. It was demonstrated that the performance of GSO-FS algorithm is better than the basic GSO and AFS algorithms.
Yang et al. [31] proposed a hybrid artificial GSO (AGSO) algorithm for solving a system of non-linear equations in which the Hooke-Jeeves pattern search works as a local search operator. The AGSO algorithm showed high convergence and accuracy.
GSO with chaotic local search (CLS-GSO) is proposed in [32] . In CLS-GSO, chaos method as a local search operator is embedded into GSO, that is to say, during the course of each iteration, GSO implements the global search, then chaos method implements the local search. Simulation results showed that CLS-GSO outperformed GSO in terms of efficiency, precision, success rate of convergence and reliability.
Qu et al. [33] proposed a GSO algorithm hybrid with simplex search method for solving a system of non-linear equations. In this algorithm, simplex search method is applied as a local search operator, on those glowworms that have no neighbours. So, if a glowworm has neighbours, it moves to its one neighbour with a probability, if it has not neighbours, this shows it is local optimum. Its quality is better and can be used as the initial point of simplex search method. The hybrid algorithm improved the convergence rate, high accuracy, and robustness.
In [34] , Ouyang et al. proposed a hybrid algorithm using the Broyde-Fletcher-Goldfarb-Shanno (BFGS) algorithm and GSO. BFGS is a quasi-newton method and is used as a local operator whereas GSO is used to search globally in the BFGS-GSO algorithm. It's showed that BFGS-GSO is feasible and effective in solving multi-extremum global optimisation.
Zhou et al. [35] proposed a hybrid GSO to solve constrained problems by embedding predatory behaviour of the AFS algorithm into GSO. This algorithm avoids the situation in which glowworms have empty neighbour sets. The glowworm whose neighbours set is empty, is only allowed to predatory in the area determined by the dynamic deci-sion, then the result of the previous predatory determines the next state. Moreover, to escape from the local optimum, the local search strategy based on SA is applied to the best solution of the population of each generation. It's showed that the algorithm has faster convergence speed and high computational precision as compared to other algorithms.
PSO is combined with GSO in [36] to balance the diversity and convergence. In hybrid ensemble PSO-GSO algorithm (HEPGO), the PSO or GSO is called depending on a selection probability. And in the early stage, in order to ensure the convergence, PSO is called frequently. And after evolution finished, the whole swarm is combined using ensemble learning. The hybrid algorithm outperforms many versions of PSO.
Discussion
One significant finding of the literature review is that some of the existing optimisation algorithms suffer from premature convergence, lack in finding global optimised solution and struck into local optima. Moreover, no algorithm can provide optimal solution for all types of problems according to Wolpert and Macready's no free lunch (NFL) theorem [37] . This theorem encourages researchers to develop new algorithms or improve the existing ones.
Hybrid GSO algorithms in the literature improved the performance of the basic GSO by adding another algorithm as a local search such as AFS [30] , Hooke-Jeeves [31] , chaotic local search [32] , simplex search [33] , BFGS [34] and SA [35] . So, the GSO algorithm carries out the global initial search while the local search carries out the exact solution. However, GSO has some drawbacks. It highly depends on initial solutions. Initialisation process of GSO is random. Although random initialisation can guarantee the initial solutions distributed evenly in the solution space, the quality of solutions are unreliable, because some solutions apart from the global optimum. If the initial solutions are distributed evenly and also high-quality, it will contribute to the quality and efficiency of solutions, and prevent algorithm to be prematurely trapped in local optima in a certain extent.
To address this problem, this paper aims to improve the performance of GSO by combining the ability of exploration in MFO with the ability of exploitation in GSO, to benefit from both algorithms. MFO carries out the global search, while GSO carries out the local search in the satisfactory solution domains that are obtained by MFO, which makes the algorithm can obtain high-quality and evenly distributed initial solutions. MFGSO outperforms the basic GSO algorithm and most of metaheuristic algorithms on most test functions, which means that improving the exploration of GSO can give superior results in terms of local optima avoidance, convergence speed and stability.
However, in contrast to [29] [33] [35] , MFGSO is not designed to improve the situation in which glowworms have no neighbour sets, which is the default situation of the basic GSO algorithm. In MFGSO, a random glowworm is generated when there is no neighbours. 
PROPOSED HYBRID METAHEURISTIC ALGO-RITHM
Exploration is the ability of an algorithm to explore the search space whereas exploitation is the ability of the algorithm to exploit the best solution. The main aim of hybridising algorithms is to reduce the probability of being trapped in local optimum and speed up convergence, thus improving the performance of algorithm to solve a wide range of real-world problems. The basic GSO algorithm may get trapped into some local optima and it is often unable to explore the space efficiently and cannot perform global search efficiently as well. Moreover, the search by GSO depends on random moves, so a fast convergence cannot be guaranteed. In order to increase the diversity of the GSO population and therefore to avoid being trapped into local optima, MFO is incorporated as a mutation operator into the GSO with the aim of speeding up the convergence.
The basic idea of our proposed hybrid metaheuristic algorithm -moth-flame glowworm swarm optimisation (MFGSO) is to take advantage of the exploration and exploitation abilities of MFO and GSO. MFO is used for exploration as it uses logarithmic spiral function so it covers larger area in search space, whereas GSO is used for exploitation. The working principle of the proposed MFGSO is illustrated in Figure 1 . Position of glowworms that is responsible for finding the optimum solution is replaced by the best position generated from MFO algorithm which is highly efficient to direct the glowworms faster toward optimal value. Hence, best features, namely exploration by MFO and exploitation by GSO are combined to obtain best possible optimal solution and also avoid being trapped in local optima.
The hybridisation of GSO with MFO is a high-level, relay, heterogeneous hybrid method. According to [38] , the hybrid is high-level because the two metaheuristics are selfcontained. It is relay in that one metaheuristic is applied after another, each using the output of the preceding as its input. It is heterogeneous in that the two algorithms for the hybrid are different.
The MFGSO algorithm can be formulated as in Algorithm 1. The process of MFGSO algorithm as follows:
Phase 1: Initialisation phase (lines 1 − 5), initialise the population size N . The following initial values are set: (i) the initial luciferin i (0), initial decision domains range radius(0), sensor range maximum max radius, number of neighbours max# neighbour; (ii) number of the variables n, namely the dimension of the problem; (iii) step moving size ζ of glowworm; (iv) the maximum iterations T . Phase 2: Exploration by MFO algorithm, the moths i = 1, 2, ..., N and the flames i = 1, 2, ..., N F are initialised (lines 6−9). Flames are sorted based on its fitness values and saved in F in case of first iteration. However, in next iteration, F is the sorted of merge moths and best flames from previous iteration (line 15). In the main loop, the number of flames will be decreased in each iteration (line 11). The fitness values of each moth and flame are obtained (lines 12 − 14). After that, positions of moths are updated (lines 17 − 24). The moth's current optimal position, M i (t + 1) is obtained (line 25).
Phase 3: Exploitation by GSO algorithm (lines 26 − 35), the current optimal position obtained from MFO, x i (t) and corresponding fitness value f it(x i (t)) as the initial values of GSO algorithm are set.
Phase 4: Termination, when MFGSO algorithm reaches the maximum iterations, the optimal position searching by MFGSO algorithm is obtained and the algorithm exits (line 37). Otherwise, go to (line 11).
In MFO algorithm, the moths are considered as the candidate solutions and their position is considered as a vector of decision variables. Flames are the best positions of moths that are obtained so far by the moth. Therefore, each moth searches around a flame and updates it in case of finding a better solution.
In the initialisation phase of MFO algorithm, moths are randomly initialised. Also, flames are initialised randomly and then they are sorted based on its fitness function not based on the fittest moth and then saved in the flame matrix.
A moth represents a position in the problem's search space, that is for i-th moth,
where n is the number of variables, namely the dimension of the problem.
In order to set the population of MFO algorithm, the set of moths M is represented in matrix.
where M is the position matrix of moths and N is the number of moths.
Likewise, a flame represents a (better) position in the problem's search space, that is for i-th flame,
At the initialisation, since each moth flies around its corresponding flame, therefore, the flame matrix F is in the same size as the moth's matrix.
where F is the position matrix of flames and N F is the number of flames.
At initialisation, a random population of moths N and flames N are generated (lines 6 − 9) and the corresponding fitness values are calculated (lines 12 − 14) as below.
The position of each individual moth in the population is initialised using: For all moths, assume there is an array for storing the corresponding objective function (fitness) value of the moths.
OM i = f it(moth i ), i = 1, 2, ...., N
where f it denotes the fitness function. Moreover, assume that there is an array for storing the corresponding fitness value of the flames.
OF
Moths and flames are sorted with their fitness values in order from best to worst.
Each moth i is committed to update its position using only one of the flames. In each iteration and after updating the list of flames, the flames are sorted based on their best fitness values and moths (line 15).
The movements of moths and flames are the essential function that determines how the moths move around the search space. Moth's and flame's movements are iteratively updated until the termination condition is satisfied. For each iteration, update the position and fitness of moths and flames. Moths update their positions in hyper spheres around the best solutions obtained so far. The sequence of flames is changed based on the best solutions in each iteration, and the moths are required to update their positions with respect to the updated flames. The logarithmic spiral function is chosen as the main updating mechanism of the position of each moth with respect to the flame (lines 17 − 24).
The flames are used to update the position of moths in two cases. Firstly, when the number of moths is lower than the number of flames (line 21), the position of moths is updated with respect to its corresponding flame (line 22). The first moth always updates its position with respect to the best flame, whereas the last moth updates its position with respect to the worst flame in the list.
However, when the number of moths is higher than the number of flames (line 23), the position of moths is updated with respect to the last flame (line 24) as below.
is the updated position of moth M i (t), S is the spiral function, M i (t) denotes i th moth, F i (t) denotes i th flame after sorting flames based on its fitness from best to worst. b is a constant defining the shape of the logarithmic spiral. ν parameter defines how much the next position of the moth should be close to the flame, it is a random value in [φ, 1] . where φ, is linearly decreasing from −1 to −2 over the course of iteration, called convergence constant. D i (t) is the vector of absolute difference between F i (t) and M i (t).
where |.| is the sign for absolute value. Then, the moth {M 1 , M 2 , ..., M N } are sorted with their fitness values in order from best to worst as below.
{M s 1 , M s 2 , ..., M s N }, s 1 , s 2 , ..., s N {1, 2, ..., N } For each i, if the updated moth M s i (t + 1) has better fitness value than the current flame F i (t), update the flame with the updated moth. Otherwise, the flame remains as before, that is,
The operations of sort(M (t + 1)) and eq.14 are unified through eq.11.
To allow for much exploitation of the best promising solutions, the number of flames to be followed is adaptively decreased over iterations (line 11) as below.
where N F is the number of flames, t indicates the index of search iterations, N is the maximum number of flames and T is the maximum number of iterations.
After moving the best positions of moths around the flames, the moved moths, from eq. 12, are passed forward as initial positions x i of glowworms (line 25), that is, x i (t) = M i (t + 1), i = 1, 2, ..., N to exploit the solution space.
The set of glowworms is denoted as a matrix, i.e., X = [x 1 x 2 ...x N ]. Initially, each glowworm i where i = 1, 2, ..., N has its own luciferin value. Each glowworm converts the objective function value f it(x i (t)) at its current position x i (t) to a luciferin value i (t) (lines 26 − 27) as below.
where i (t) is the luciferin value of glowworm at time t, λ is the luciferin decay coefficient (0 < λ < 1), γ is the luciferin enhancement coefficient, f it(x i (t)) represents the value of the objective function at iteration t. Therefore, the luciferin values of glowworms are updated according to the objective function values. A higher luciferin value means a better result. Also, the luciferin value decreases along the time to simulate the decay. Then, a glowworm chooses to move toward one of its neighbours j that has a higher luciferin value and within the local radial range radius. The set of glowworm's neighbours in the local radial range (line 29) can be written as below.
where G i (t) is the neighbour set, j is the index of glowworms close to i, x j (t) and x i (t) are positions of glowworms j and i, respectively, i (t) and j (t) are luciferin values for glowworms i and j, respectively. ||x|| is the Euclidean norm of x, and radius i (t) represents the local radial range.
For each glowworm, the probability about the glowworm's movement direction toward the neighbour with a higher luciferin value (lines 30 − 31) is calculated as below.
where p i j (t) is the probability of glowworm i moving toward glowworm j.
Glowworm i selects a glowworm j * i from the neighbour set that has the highest probability of movement over others in the neighbour set (line 32).
where j * i is the glowworm that has the maximum p i j . The position of the glowworm is changed based on the position of the selected glowworm j * i (line 33) as below.
where x i (t + 1) and x i (t) are the new and current positions of glowworm i, respectively and ζ is the step size of moving.
Finally, the local radial range radius i is updated (line 34) using Eq. (21) in order to form the set of neighbours. radius i (t + 1) = min{max radius, max{0, radius i (t) + β(max# neighbour − |G i (t)|)}} (21) where max radius is the maximum range, β is the change rate of the neighbourhood range, max# neighbour is a parameter used to control the number of neighbours and |G i (t)| is cardinality of the set, i.e., the actual number of neighbours.
After moving the glowworms, the moved glowworms, from eq.20, are passed back to the moths for the next iteration (line 35), that is, M i (t + 1) = x i (t + 1), i = 1, 2, ..., N .
When the maximum number of iterations reached, the best solution of MFGSO algorithm is returned (line 37). Otherwise, return to initialise MFO algorithm (line 11).
PERFORMANCE EVALUATIONS
Experiments are conducted to compare the proposed hybrid algorithm MFGSO to the basic GSO, MFO and four other metaheuristic algorithms namely, GA [4] , DE [39] , multiverse optimiser (MVO) [40] and FF [41] .
GA and DE are the most popular algorithms. MVO is one of the recent algorithms developed in 2016. FF follows a similar logic as GSO with some variations. The similarities are that the attractiveness of each firefly is proportional to its brightness and the brightness of the glow of each firefly is determined by the landscape of the objective function. However, the FF algorithm has two variations. In GSO, the attractiveness of each glowworm is constant within a fixed sensor range and zero beyond the range, while the attractiveness of each firefly in FF exponentially decays with distance. The second variation is the addition of a small randomisation into the movement update of each firefly.
The maximum iteration times is set as T = 1000. Empirically we have found that with this number of iterations all implemented algorithms can converge for all the test functions selected in this paper.
Most metaheuristic algorithms have some parameters that can affect their performance. In general, the problem of optimising these parameters is outside the scope of this paper. However, in the experiments we follow the recommended value of parameters for all algorithm as presented in Table 1 [7] .
To test the performance of the proposed hybrid algorithm MFGSO, a set of 20 test functions is used. These test functions are generally used to evaluate the performance of algorithms. Table 2 presents formulation, properties, dimension n, search space and the global optimum f min k value for each test function [42] . According to their properties, the test functions are divided into two groups: unimodal functions (f 1 -f 6 ) and multimodal functions (f 7 -f 20 ). A function is considered as unimodal if it has only one optimum solution, while the multimodal functions have two or more local optimum solutions. All test functions are minimisation problems.
For the performance evaluations, all algorithms are implemented in Python. We implement MFO, MVO and FF algorithms from EvoloPy open source [43] . Each experiment Step size of moving 0.03 Initial luciferin 0.05 15] 0.398
is repeated for R times so as to minimise the influence of random effects and to ensure that the results are statistically acceptable.
For each test function, we calculate the averaged fitness values (average best function values found in the last iteration) over the experimental results from the R runs (AVG), the standard deviation (STD) and the best (Best) value, which is the minimum value that algorithm has reached in R runs.
To plot the convergence curve, we record f k (x) in the full process of search iterations and over the R runs of experiments, i.e., on each test function,
where r is index of the experimental runs , k is the index of test functions f k (x), k = 1, 2, ..., 20, and t is index of search iterations t = 1, ...., T . Otherwise, for comparisons amongst the algorithms, we are only interested in the f k (x) at the end of search iterations, i.e., t = T . On each function, over the R runs of experiments, we have
The AV G k and Best k values represent the global convergence of the algorithm. However, considering the AV G k and Best k values only is not enough because two algorithms can have equal averages, but have different performance in terms of finding the global optimum in each run. Therefore, STD is adopted to determine how the results are closed to each other and reflect the spread. The smaller the STD, the lower the dispersion of results.
The results of unimodal test functions are presented in Table 3 . The unimodal test functions are useful to examine exploitation of the algorithms. For unimodal functions (f 1f 6 ), MFGSO obtains better results than basic GSO on five out of six test functions (f 1 -f 5 ). Unimodal functions are suitable for testing the convergence because there is no local solution. These results prove that MFGSO improves the convergence rate of GSO on five of the six unimodal functions.
The rest of functions, (f 7 -f 20 ), are multimodal, which have multiple local solutions. Tables 4 and 5 show that the MFGSO algorithm outperforms GSO on all the multimodal test functions except f 17 and obtains similar results in function f 16 . This demonstrates that the avoidance of local optima has been significantly improved by MFGSO. In addition, the results can also evidence high exploration of MFGSO.
For the average best of 20 runs, MFGSO reaches global minima on nine test functions, i.e., f 12 -f 20 . These functions share the same proprieties, i.e., they are multimodal and low-dimensional functions.
Statistically speaking, for the best average over 20 runs on 20 test functions, GA has the best results on 11 functions (f 1 -f 11 ). MFO is the best on f 19 and f 20 and has similar results with other algorithms on 5 functions (f 12 -f 16 ). MFGSO is the best on f 18 function. In addition, MFGSO has similar results with other algorithms on 5 functions as well (f 12 -f 16 ). Lastly, FF has the worst performance among all algorithms except the basic GSO. However, FF reaches the same values on f 12 , f 14 To further evaluate the performance of the metaheuristic algorithms, the non-parametric statistical test, Wilcoxon's rank sum test is performed using the results of MFGSO against all algorithms at 5% significance level. Table 6 lists the p-values obtained by the test using GraphPad Prism software between the MFGSO and the other algorithms in each function. If p-values less than 0.05 that means the null hypothesis is rejected which proves the significant difference between algorithms at a level of 5%. The advantage of the Wilcoxon rank sum test, compared to other tests like the t-test, is that it is more robust to outliers.
The p-values in Table 6 confirm that MFGSO is significant different from the basic GSO on all test functions. Moreover, it is different from FF, MVO, GA and DE on most test functions. However, there is no significantly difference between MFGSO and MFO algorithms on most test functions.
CONCLUSION AND FUTURE WORK
Existing hybrid GSO algorithms focus on improving the basic GSO by combining it with other methods to carry out the local search, while the random initialisation process of GSO makes the quality of solutions unreliable, because a part of solutions are apart from the global optimum. To address the problem, this paper has proposed a hybrid algorithm of GSO with MFO to improve the performance of basic GSO algorithm. The main idea of MFGSO is to balance between local optima avoidance and convergence speed of the algorithm. In the proposed hybrid algorithm MFGSO, MFO carries out the global search, while GSO carries out the local search in the satisfactory solution domains that are obtained by MFO, which enables the hybrid algorithm to obtain high-quality and evenly distributed initial solutions.
The MFGSO algorithm has been compared with the basic GSO and other metaheuristic algorithms on 20 test functions in terms of local optima avoidance and convergence speed. The results have showed that MFGSO outperforms the basic GSO algorithm and some of metaheuristic algorithms on most test functions.
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