A frequency domain methodology is developed for stochastic response determination of multi-degree-of-freedom (MDOF) linear and nonlinear structural systems with singular matrices. This system modeling can arise when a greater than the minimum number of coordinates/DOFs is utilized, and can be advantageous, for instance, in cases of complex multibody systems where the explicit formulation of the equations of motion can be a nontrivial task. In such cases, the introduction of additional/redundant DOFs can facilitate the formulation of the equations of motion in a less labor intensive manner. Specifically, relying on the generalized matrix inverse theory, a Moore-Penrose (M-P) based frequency response function (FRF) is determined for a linear structural system with singular matrices. Next, relying on the M-P FRF a spectral input-output (excitation-response) relationship is derived in the frequency domain for determining the linear system response power spectrum. Further, the above methodology is extended via statistical linearization to account for nonlinear systems. This leads to an iterative determination of the system response mean vector and covariance matrix. Furthermore, to account for singular matrices, the generalization of a widely utilized formula that facilitates the application of statistical linearization is proved as well. The formula relates to the expectation of the derivatives of the system nonlinear function and is based on a Gaussian response assumption. Several linear and nonlinear MDOF structural systems with singular matrices are considered as numerical examples for demonstrating the validity and applicability of the developed frequency domain methodology.
definite matrices. Note, however, that an alternative modeling of the system equations of motion that employs additional/ redundant degrees-of-freedom (DOFs)/coordinates may be preferable, particularly in the field of multi-body system dynamics, for a number of reasons. These may include decreased complexity and computational cost associated with the formulation of the equations of motion. Thus, although formulating the equations of motion by employing redundant DOFs yields singular system matrices, this alternative modeling scheme appears advantageous in many cases; see Refs. [7] [8] [9] [10] [11] [12] [13] [14] [15] for a detailed discussion on the topic.
Clearly, determining the dynamic response of structural systems with singular matrices poses significant challenges as standard solution techniques such as those based on a state-variable formulation cannot be utilized, at least in a straightforward manner. In this regard, relying on the concept of the Moore-Penrose (M-P) generalized inverse Udwadia and co-workers (e.g. [16] ) determined the dynamic response of systems with singular matrices subject to deterministic excitation. Subsequently, the authors developed in Refs. [17, 18] generalized random vibration time-domain techniques for determining the response of linear and nonlinear structural systems subject to stochastic excitations; see also Ref. [19] for an alternative treatment based on polynomial matrix theory.
In this paper, standard frequency domain random vibration solution methodologies (e.g. [6] ) are generalized to account for systems with singular matrices. To this aim, based on the theory of generalized matrix inverses, an M-P based frequency response function (FRF) is derived for a structural system with singular matrices. Next, relying on the M-P FRF the celebrated standard input-output (excitation-response) relationship in the frequency domain is generalized for determining the system response power spectrum. Finally, the above derived frequency domain relationship is utilized in conjunction with a recently developed statistical linearization technique [18] for determining the response statistics of nonlinear systems with singular matrices. The validity of the herein developed frequency domain random vibration techniques is demonstrated by pertinent numerical examples including several linear and nonlinear systems with singular matrices.
Moore-Penrose theory elements
In this section, some elements of the generalized matrix inverse theory pertaining to the Moore-Penrose (M-P) matrix inverse, are provided for completeness. . Further, the M-P inverse of any m Â n matrix A can be determined, for instance, via a number of recursive formulae (e.g., [20, 21] ), and provides a tool for solving equations of the form
where A is a rectangular m Â n matrix, x is an n vector and b is an m vector. For a singular square matrix A, i.e. = det A 0, utilizing the M-P inverse, Eq. where y is an arbitrary n vector and I is the identity matrix. A more detailed presentation of the topic can be found in Refs. [20] and [22] .
Frequency domain stochastic response analysis of linear systems with singular matrices
In this section, the response of linear systems with singular matrices subject to stochastic excitation is determined via a frequency domain approach. Note that the herein developed frequency domain response analysis methodology can be construed as an alternative to a recently developed time domain technique [17] .
Linear systems with standard non-singular matrices
Some elements of the frequency domain stochastic response analysis of systems with standard non-singular matrices are provided in the following for completeness. In this regard, the statistics of the system response, ( ) t q , to an external excitation, ( ) t Q , are determined in the frequency domain by utilizing input-output relationships, involving the FRF matrix α ω ( ) [6] . Specifically, consider the equations of motion of an n-DOF linear system given by
where M C , and K denote the n Â n mass, damping and stiffness matrices of the system, respectively, and q corresponds to the n (generalized) coordinates vector. The n vector Q denotes the excitation vector that is applied to the system. Note that utilizing generalized coordinates for formulating the system equations of motion yields matrices M C , and K that are not only non-singular, but also symmetric and positive definite. Next, to determine the system FRF matrix α ω ( ), consider an excitation of the form
It can be argued that there are cases where utilizing more than the minimum number (redundant) degrees-of-freedom (DOFs) for formulating the equations of motion of a complex dynamical system can be advantageous, especially from a computational efficiency perspective; see Refs. [17, 13] for a detailed discussion. In this regard the − n DOF system of Eq. (4) can be alternatively modeled as an − l DOF system ( ≥ l n) of the form
In Eq. (12), M x , C x and K x are the l Â l mass, damping and stiffness matrices, respectively, x is the l coordinates vector and Q x is the l vector of external forces. Note that due to the utilization of additional/redundant DOFs, M x , C x , and K x are singular matrices. Moreover, constraint equations
where A is an m Â l matrix, need to be included as well [16] . Next, considering (for convenience and without loss of generality) the vector b to be of the form
the original system of Eq. (4) can be alternatively modeled, via employing the redundant coordinates vector x, as¨+¯̇+¯=¯(
where the ( + ) × m l l matrices¯M C , A detailed presentation of the derivation of Eq. (15) can be found in Refs. [17, 18] , and is also outlined, for convenience, in Appendix A. Next, focusing on the frequency domain, the problem of determining the FRF matrix of a system with singular mass, damping and stiffness matrices is considered. In this regard, the system of Eq. (15) is excited by a harmonic force of the form defined in Eq. (5) . The system response is given by
where α ω ( ) In Eq. (21) the ( + ) × m l l matrix R x is given by
Further, the M-P inverse of the matrix R x is employed for solving Eq. where the m Â r matrix F has full column rank, i.e. = rank r F , and the r Â n matrix G has full row rank, i.e. = rank r G ; the expression given by Eq. (24) corresponds to the so-called full rank factorization of an arbitrary matrix [22, 23] . Then, it can be proved that the M-P inverse of E is given by = * ( * * ) * ( )
where the symbol '*' denotes the conjugation operator; a detailed proof of Eq. (25) can be found in Ref. [22] . Therefore, it is readily seen that if R x has full rank, its M-P inverse takes the form Next, following Ref. [6] the standard spectral excitation-response relationship of Eq. (9) is generalized and given in the form
are the system response and excitation power spectrum matrices, respectively. Further, system response second-order statistics can be readily determined based on Eq. (29 
It is deemed appropriate to note at this point that the evaluation of the FRF matrix α ω ( ) x of Eq. (28) can be simplified in many cases by circumventing the computation of the M-P inverse of R x of Eq. (22) . Specifically, in the context of generalizing the classical modal analysis treatment to account for systems with singular matrices, it was shown recently in Ref. [24] that the problem of determining the natural frequencies of the augmented system given in Eq. (15) and, in general, is not a diagonal matrix; see Ref. [24] for a more detailed presentation. Nevertheless, in many cases, and based on a reasonable assumption of light damping (e.g. [6, 25] ), a satisfactory approximation can be obtained by neglecting the off-diagonal elements of D; thus, yielding a diagonal D matrix. In this regard, clearly, the FRF matrix of the system of Eq. (33) is given by
where
Further, considering Eqs. (32) and (36) , respectively. Finally, α ω
is the − k th diagonal element of the matrix ω Λ( ). Note that Eq. (42) is a rather useful series expression for α ω ( )
x
, which circumvents the potentially cumbersome numerical evaluation of the M-P inverse indicated in Eq. (28) . Also, in many applications, the series may be truncated to only the first few terms, with little loss of accuracy.
Frequency domain stochastic response analysis of nonlinear systems with singular matrices
Consider next a nonlinear version of the system of Eq. (4) given by
where Φ is a nonlinear n vector depending on the coordinates vector q and its derivatives up to order two. Further, taking into account Eqs. (12)- (15), the general form of the equations of motion for the augmented − l DOF nonlinear system ( ≥ l n) becomes
, 44
where the + m l augmented nonlinear vector of the system takes the form
. 45
A more detailed presentation on the construction of the equations of motion for a nonlinear system with singular matrices can be found in Ref. [18] .
Generalized statistical linearization of nonlinear systems -a frequency domain approach
The statistical linearization approximate methodology has been one of the most efficient and versatile approaches for determining the stochastic response of nonlinear structural and mechanical systems [6, 26] . The main objective of the methodology relates to the replacement of the original nonlinear system with an equivalent linear one by appropriately minimizing the error vector corresponding to the difference between the two systems. Thus, closed form analytical expressions available for the response statistics of linear systems can be readily used. One of the reasons for the wide utilization of the methodology in diverse engineering applications relates to the typically used Gaussian response assumption in conjunction with the mean square error minimization criterion. The above elements facilitate the derivation of closed form expressions for the equivalent linear elements (e.g., stiffness, damping coefficients, etc.) as functions of the response statistics.
Next, an equivalent to Eq. (44) linear system is sought in the form
x e x e x e x where¯M C , e e andK e denote the ( + ) × m l l equivalent linear mass, damping and stiffness matrices, respectively, to account for the nonlinearity of the original system.
Comparing Eqs. (15) and (46), clearly, the FRF matrix of the equivalent linear system of Eq. (46) is given by
Without loss of generality, it has been assumed in Eq. (47) that the R e matrix has full rank. In a different case, Eq. (23) should be considered. Further, the response statistics are determined via applying Eqs. (30)- (31). Following Ref. [18] , the basic steps for determining the equivalent linear matrices are concisely reviewed next for completeness. Further, to account for singular matrices, a generalization of a formula [6, 27] based on a Gaussian response assumption and related to the expectation of the derivatives of the nonlinear function Φ x is proved for the first time in the literature. Specifically, minimizing the mean square error, ⎡ ⎣ ⎤ ⎦ ε E 2 , where the error vector, ε, is defined as To simplify further Eq. (50) the following proposition is introduced, which can be construed as a generalization of the theorem proved in [27] . Proposition 1. Let the l 3 vectorx be a zero mean jointly Gaussian random vector and
3 be a smooth multivariate function. Then, the expression
holds true. A proof of Eq. (51) is provided in the Appendix B.
Moreover, it is noticed that for the singular matrix
, the M-P inverse matrix on the left hand side of Eq. (51) is also singular, and thus, taking into account Eqs. (1), (3) and (51) yields
where w is an arbitrary l 3 vector. Clearly, for
Note that Eq. (53) was utilized in Ref. [18] , and can be construed as a direct generalization of the standard relationship for non-singular matrices [6, 27] . Nevertheless, the step of arbitrarily choosing the solution of Eq. (53) 
corresponding to = w 0 can be circumvented by directly treating Eq. (51). In this regard, Eqs. (50) and (51) are pre-multiplied by Apparently, the equivalent linear mass, damping and stiffness matrices can be determined by solving Eq. (54). However,
is a priori assumed to be singular as a result of the redundant coordinates modeling scheme [18] . , and thus, Eq. (56) takes the well-established form used in the standard implementation of statistical linearization [6, 18] . Further, determining the equivalent linear matrices in Eq. (54) requires knowledge of the response covariance matrix
Thus, an additional set of equations relating the covariance matrix and the equivalent linear matrices is required. In this regard, the herein derived frequency domain input-output Eq. (29) is utilized. Overall, the developed generalized statistical linearization methodology can be construed as the frequency domain alternative to a recently proposed timedomain methodology [18] .
Mechanization of the generalized statistical linearization methodology
Regarding the numerical implementation of the method, Eqs. (30)- (31) and Eq. (56) comprise a coupled nonlinear system of equations yielding the equivalent linear matricesM e ,C e , andK e as well as the system response covariance matrix.
For the solution of the coupled nonlinear system, any standard numerical optimization scheme can be applied [28] . Nevertheless, the following iterative procedure can be utilized as an alternative straightforward approach.
The first step consists of selecting initial values for the equivalent linear matrices. In this regard,M e ,C e , andK e are set equal to null matrices. Next, following the selection of an appropriate convergence criterion, the following two steps are repeated successively:
A value for the system response covariance matrix is computed via Eqs. (30) and (31) . Combining Eq. (56) with the system response covariance matrix obtained in the previous step, updated values for the equivalent linear matrices are calculated.
The iterative method stops when convergence is attained.
Numerical examples

Linear systems with singular matrices
As a numerical example the 3-DOF linear system of rigid masses shown in Fig. 1 , is considered. The first mass m 1 is attached to the foundation by a linear spring and a linear damper with coefficients k 1 and c 1 , respectively. It is also connected to the other two masses m 2 and m 3 by two linear springs with coefficients k 2 and k 4 . Finally, the mass m 2 is connected to the third mass by a linear spring with coefficient k 3 and a linear damper with damping coefficient c 2 . Further, the system is excited by a stochastic force ( ) Q t 3 applied on mass m 3 and modeled as a white-noise process with a correlation
. The value S 0 stands for the (constant) power spectrum value of ( ) Q t q Next, to demonstrate the herein developed frequency domain based methodology for systems with singular matrices, the system shown in Fig. 1 is decomposed into several separate systems, which are treated independently. In particular, as it is seen in Fig. 2 , the number of modeling coordinates used for deriving the system equations of motion is increased by two. In this regard, the coordinates vector of the redundant DOFs system becomes 
Next, taking into account Eqs. (13)- (14) and (16)- (18), and substituting the parameters values, the 7 Â 5 augmented mass, damping and stiffness matrices of the system become Next, to determine the system response statistics via the herein developed frequency domain methodology, the 7 Â 5 matrix R x is obtained via Eq. (22) . Furthermore, utilizing Eq. (28) the FRF matrix α ω ( ) x is determined. It is noted that Eq. (28) is utilized instead of Eq. (23) as the 7 Â 5 matrix R x has full rank, i.e. = rank R 5
x , and thus, the FRF matrix is uniquely defined. Next, combining Eq. (29) , yields and Further, as noted in Section 3.2, the FRF matrix α ω ( ) x can be alternatively determined without computing the M-P inverse of the matrix R x in Eq. (22) . Instead, a generalized modal analysis approach can be employed. In this regard, following closely Ref. [24] , the modal matrix for the system in Fig. 2 is computed as whereas the coordinate vector q and the excitation vector Q are defined as while the augmented excitation vector and the nonlinear vector of the system which are defined in Eqs. (19) and (45) Applying next the generalized statistical linearization methodology, Eq. (56) is utilized for determining the equivalent linear stiffness matrix,K E , yielding ; see Ref. [18] for more details. Note also that, due to the presence of the non-unitary matrix r, the equivalent stiffness matrix in Eq. (97) has more non-zero elements than the corresponding one in Eq. (88). Further, the same convergence criterion as the one employed in deriving Eqs. (89)- (90), is used, whereas convergence is reached after eight iterations. In particular, noticing that in this case the 4 Â 3 matrix R e , has full rank, and thus, Eq. (28) that relates the two reference systems yields and 1 . In this regard, the system mass, damping and stiffness matrices, as well as the system coordinates and the vector of the excitation force are given by Eqs. (57) Following next the standard statistical linearization approach [6] , the equivalent linear damping matrix of the system becomes Then, the equivalent damping matrix C e is obtained by applying the generalized statistical linearization methodology; that is, Eq. (56) yields 
Conclusions
In this paper, a frequency domain methodology has been developed for stochastic response determination of MDOF linear and nonlinear structural systems with singular matrices. Specifically, relying on the generalized matrix inverse theory, a M-P FRF has been determined for a linear structural system with singular matrices. In this regard, a rather useful series expansion for the M-P FRF has been presented as well, which circumvents the potentially cumbersome numerical evaluation of the M-P inverse. Next, relying on the M-P FRF a spectral input-output (excitation-response) relationship has been derived in the frequency domain for determining the linear system response power spectrum. Further, the above methodology has been extended via statistical linearization to account for nonlinear systems. This has led to an iterative determination of the system response mean vector and covariance matrix. Furthermore, to account for singular matrices, the generalization of a widely utilized formula that facilitates the application of statistical linearization has been proved as well. The formula relates to the expectation of the derivatives of the system nonlinear function and is based on a Gaussian response assumption. It is noted that the herein developed frequency domain response analysis methodology can be construed as an alternative to a recently developed time domain technique [17, 18] . Several linear and nonlinear MDOF structural systems with singular matrices have been considered as numerical examples demonstrating the validity and applicability of the developed frequency domain methodology. 
