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Abstract 
This study illustrates an application of Cluster Analysis to a problem "After-Before”. Experimental analysis, by using Cluster 
algorithms, was carried out on segments situated in the Southern Italy freeway. Through these algorithms it was possible to build 
partition (hazardous zone) and estimate the relative hazard. These groupings have been used, after introducing "hazardous zone 
index", to build a predictive model of accidents (obtained through a multiple regression). The reliability of this model, used to 
simulate the situation "Before-After", resulted very interesting; in fact the results were very hopeful because the maximum error 
returned by model is about 10% 
Keywords: road safety on freeway segments, cluster analysis, dangerousness index, after-before analysis 
1. Introduction 
The planning of infrastructural works always presents a difficult choice for the managing organization of roads. 
The topic is further complicated when, along with simple maintenance works it is also necessary to plan works 
aimed at controlling road safety. Often attempts to improve security are done through infrastructure projects of 
various kinds. One way to assess the effectiveness of these interventions is the approach such as "After-Before”. 
This technique has applications in many disciplines (Michael et al., 2005) and it also has the advantage to actually 
verify the validity of the planned intervention (Rune, 2002). However, for rational and effective planning of these 
interventions, as well as have a valid database is necessary to apply effective techniques in terms of accidents. A 
very interesting technique is the cluster analysis found in several works of scientific literature. 
Sigve and Torbjorn (2007), through the use of Cluster Analysis, conducted a study in which they were assessed 
the ways in which different groups of individuals, with similarities in personality and cultural characteristics, 
perceived risks from transport systems in different ways. Depaire et al. (2008), always remaining in road safety, 
have shown us the cluster analysis in order to identify homogeneous classes of accidents that allow toconduct 
analysis very effective. Similarly Kwok-Suen et al. (2002) have used cluster analysis to group homogeneous data in 
an experimental analysis to develop an algorithm to estimate the number of road accidents and to assess the risk of 
accidents. In the same area (road safety), some Greeks researchers (George Y. et al., 2007) have used this technique 
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to build clusters to conduct a series of evaluations of alcohol-accident reports. Always remaining in the transport 
sectors Schweitzer (2006) explores whether the risk of a toxic release during transport is greater in poor and 
minority neighborhoods using a combination of mapping and statistical methods. Cluster analysis is used to examine 
the density of facilities and transport spill events as well as test for the spatial covariance between facilities and 
spills. Strong clustering of transport spills is evident, as well as clustering between factory sites and transport spills. 
A spatial model demonstrates raised rates of transport spills surrounding clusters of toxic firms. The experimental 
analysis illustrates in this paper concerns the application of the cluster analysis (Dell’Acqua, 2002) to analyze the 
safety conditions on some roads segments falling within the A3 freeway in the Southern Italy "after and before" the 
modernizations works (Dell’Acqua et al., 2002). 
2. Cluster Analysis 
The term cluster analysis was initially used by Tryon (1939) meaning a number of different algorithms and 
methods to assembly same objects interesting respective categories. A general question is how to organize observed 
data into meaningful structures that are taxonomies. In other words cluster analysis is an exploratory data analysis 
tool which aims to assembly different objects into groups in a way that the degree of association between two 
objects is maximum belonging in the same group and minimum otherwise. Given the above, cluster analysis can be 
used to discover structures in data without providing an explanation/interpretation. In other words, cluster analysis 
simply discovers structures in data without explaining why they exist. Two following types of data partitions exist in 
the Cluster analysis: a) strong or precise (crisp) - bivalent approach; b) weak or blurred (fuzzy) – polyvalent 
approach.  
The analysis shown in this paper concerns the first type of partition (logical type of hard c means). 
2.1. Method  Hard c-Means 
The method Hard c-Means is used to develop data partitions in binary logic. By this is meant that each of the 
sampling points is assigned to one and only one group. We define c-partition of  X, where X = ^ x1, x2, x3, ... xn` is a 
finite universe of data content, and c is the number of partitions in which you want to group the data, all ^groups Ai, 
i = 1, 2,...,c` such that said F Ai (xk) the characteristic function of the i-groups  is: 
 
     (1) 
but: 
        
         (2) 
then: 
 
 (3) 
In summary, the set of all the classes cover the entire sample space X. Each piece can only belong xk simple and 
definitely one of the classes c and also any class can be empty or contain the entire set X. The matrix U, consisting 
of the elements Fik (i = 1, 2, ..., c; k = 1, 2, ..., n),   is an matrix  with c  rows and n columns. The space of c - 
partition of X is the set of matrices: 
 
 
 (4) 
Each matrix “U”  belonging to the space  Mk  is a c-partition of the sample X. The cardinality of the space Mk is 
given by the following: 
 
 (5) 
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The problem is finding the best partition among all those contained in the space Mk. The value taken by an 
objective function at each determination of the matrix U, is a measure of the degree of approximation of  the 
partition to the optimal c-partition. The objective function in the hard c-means method is the sum of squared 
Euclidean distances between all points and the centroids of the classes: 
 
 (6) 
where dik is the measure of Euclidean distance (in Rm space) between the k-th sample point xk and xk e vi  center of 
the i-th cluster: 
 
 (7) 
 
The position of all points of the sample and the center of each cluster is identified by m coordinates (xkj, vij, with  
j = 1,2, ... m) in the space Rm. The center of the i-th cluster is therefore a point of coordinates: 
 
 (8) 
where the j-th coordinate is expressed by: 
 
 (9) 
The optimal partition, represented by the matrix U* is obtained by minimizing the function J = J (U, v): 
 
 (10) 
The search for the matrix U* is a complicated operation because ܯܥ (ߟெ௖ → ∞) tends to infinity faster. The 
problem can be solved through the use of iterative tuning algorithms  
2.2. Algorithm Hard c – Means 
It takes an matrix “U” first attempt, the number of classes, and a value for the iteration tolerance (accuracy 
required for the solution) and we compute the cluster centers. From these centers will change the characteristic 
function of the different groups and you get a new determination of the matrix U. It then compares the two 
successive determinations of the matrix U and iterate the process until the changes between two successive cycles 
draw on the tolerance level of default. The different steps of the method described are summarized below. 
1. Fix c (2 dc dn) and assume the matrix U: 
U(୰ୀ଴)  ∈  Mୡ, r = 0, 1, 2, …  (11) 
2. Calculate the coordinates of the centroids vi(r) of  U(r); 
3. Update the matrix U (r) by computing the new characteristic functions: 
 
 (12) 
 
4. If || U(r+1) – Ur || dH you stop the process, else start from step 2. In Phase 4, the notation | | | | any distance 
between arrays seen as the norm Euclidean. 
To identify the best grouping (optimal number of clusters), reference was made to the following expression 
ܵ = ܬெூே/(݊ ∗ ܯܫܰ|ݒ௜ − ݒ௪|ଶ)  (13) 
where: 
x  Jm/n is a measure of internal consistency of each group 
x min_vi – vw_2 is the minimum distance between the centroids of the groups. measures the degree of separation 
between groups of the c-partition. A low value of S indicates that the partitions are sufficiently distant from them. 
The general outline of the developed analysis is summarized below: 
x Coding of incidents detected by predefined variables. 
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x Normalization of the variables. 
x Use of Hard c-Means method for a sufficiently large number of values parameter c. 
x Calculation of  S(Uc) for choosing the optimal value of the parameter “c” between those used in the previous   
phase. 
x Recognition and classification of the groups identified. 
3. “After-Before” Analysis 
The analyses frequently used to assess the operations effectiveness are based on "before-after" criterion, as well 
as on the comparison with the real crashes number at the same location “before and after” the operation. “Before-
after” studies are mainly carried out using three methods as shown below:  
x the simple analysis or "naïve before-after study"; 
x “before-after” analysis with check groups; 
x “before-after” analysis with empirical Bayes method. 
Naïve “before-after” study - In this type of analysis the comparison is direct between the number of crashes in 
the “before period” and those collected in “after period”; the main criterion of this analysis is no-change of 
conditions between "before "and" after periods" except the variations connected to the treatment itself (Hauer, 
1997). 
Before-after study "with check groups - This type of analysis is based on the statement that the number of crashes 
in “after period” without operations is identified on basis of collected crashes in the "before period". 
“Before-After Study” with empirical Bayesian method - Empirical Bayesian method is mainly used to improve 
the estimates and to solve the regression to the mean, implementing also in the calculations the contribution of 
"know how engineering" on the topic. This type of analysis is based on the consideration that the assessment of 
safety condition for a roads segment depends on two clues groups: 
x those enclosed in the characteristics of reference sites and users (e.g. geometry, traffic, age, gender, etc.); 
x those arising from the crash story of the examined roads segments (e.g. number and type of crashes in previous 
years). 
In this study we referred to the first method. 
4. Data Collection 
The freeways segment employed to perform the accident prediction models is located on A3 freeway from 
Campotenese  (Distance 177.000 km)  to North Cosenza (distance251.000 km)  as shown in the Figure 1. Geometric 
data and crash counts relating these identified roads segments are from 31/10/98 to 31/10/99 inclusive. The tangent 
present in the segment is 65%. Circular curves present in the segment is 35%. the radius of curves  are included 
between 350 and 2000  meters. The analyzed segment has a slope included between 1% and 4%. The roads surface 
is dense asphalt - flexible type. Geometric data were obtained from map sources scale 1:5000 and 1:10000. The used 
accidents (526 total in all the segment) were made available from police authorities; traffic data was taken from 
archives of local administration. Collected data was organized as indicated in Table 1. Furthermore Between 2000 
and 2001, on the segment (from 226,000 km to 251,000 km) were carried out modernization works.  In the period 
"after" (from 31/10/2002 to 07/31/2003) there were 80 accidents with 35 injuries and no deaths. Same stretch in the 
"Before" period (from 31/10/1998 to 07/31/1999) there were 98 accidents with 52 injuries  and 1 death. 
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Table 1 Collected Data 
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226.000 05/11/98 21.30 S 0.5 Curve 900 Dry Night 2 Sideslip Intersection residents 15000 
226.000 30/12/98 14.30 S 0.4 Curve 900 Dry Day 0 Sideslip tunnel Non 
residents 15000 
226.400 07/03/99 17.30 S 0.4 Curve 900 Dry Day 0 Sideslip Service 
area 
Non 
residents 15000 
226.600 26/03/99 7.45 N -0.4 Curve 900 Dry Day 0 
Collision 
obstacle 
absent Non 
residents 15000 
226.600 14/04/99 3.35 N 0.4 Curve 900 Dry Night 0 Skid absent Non 
residents 15000 
5. Data Analysis 
5.1. Application of cluster analysis before modernization works 
The cluster analysis was applied to the accidents included in the period from 10/31/1998 to 31/10/1999 
(distance from 171,000 to 251,000). The variables reported in Table 1 were initially introduced in the algorithm of 
cluster analysis and subsequently removed and reintroduced until the analysis was significant following a feedback 
process. Table 2 shows the optimal variables introduced to obtain best results and the corresponding codes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Observed freeways segment 
The cluster analysis, described in paragraph 2, was applied to available data matrix according to the codes 
reported in Table 2 obtaining the results reported in Table 3. 
 
 
 
CAMPOTENESE 
COSENZA 
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Table 2. Final Variables introduced in the Cluster Analysis 
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Curving  (1/m) CVR numerical - [0.00y0.0028] 
Longitudinal slope [%] SLN numerical - [-2.5 y; 2.5] 
Freeway exit FEX 
Not 
numerical 
Absence =1,0 
Presence of “freeway exit” with acceleration and deceleration lane  
planned correctly =1,25 
Presence of “freeway exit” with acceleration and deceleration lane not 
planned correctly =1,50 
[1,0 y;1,50] 
Light condition 
(luminosity)  LCN 
Not 
numerical 1.0 = night; 2.0 = day [1.00y2.00]  
State of paving SPV Non 
numerical 1.0 = dry; 2.0 = wet [1.00y2.00] 
Tunnel TNL Not 
numerical 1.0 = absence; 1.5 = in the tunnel; 2.0 = exit tunnel [1.00y2.00] 
 
Table 3. Results of Cluster Analysis 
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f 1.00 0.0003 1050 1.17 1.00 1.50 2.00 1.14 27 1.8 15000 1879 
n 1.00 0.0025 400 2.18 1.00 1.00 1.86 1.27 51 3.6 15000 1531 
q 2.00 0.0009 915 -2.89 1.05 1.00 2.00 1.45 10 2.4 15000 1324 
k 2.00 0.0005 950 0.56 1.00 1.50 1.83 1.08 11 1.5 15000 1306 
b 1.00 0.001 964 -3.41 1.00 1.00 2.00 1.33 21 2.4 15000 1279 
d 2.00 0.0026 392 2.02 1.00 1.00 1.63 1.13 13 1.5 15000 1221 
h 1.00 0.0007 1090 0.65 1.00 1.50 1.00 1.18 35 1.8 15000 841 
a 2.00 0.0003 1025 0.72 1.00 1.00 1.24 1.31 59 8.1 15000 833 
o 1.00 0.0002 1087 1.21 1.00 1.00 2.00 1.21 47 7.5 15000 828 
c 2.00 0.0007 999 -2.97 1.08 1.00 1.00 1.19 38 4.8 15000 691 
m 1.00 2E-05 2800 0.31 1.00 1.00 1.00 1.23 99 9.9 15000 451 
p 1.00 0.0005 696 -2.62 1.53 1.00 1.18 1.32 22 3 15000 402 
g 1.00 0.0017 669 -0.53 1.00 1.00 1.00 1.18 31 3.6 15000 372 
i 1.00 0.0005 1111 -3.41 1.00 1.00 1.00 1.34 62 8.4 15000 361 
 
Each of the 14 clusters (indicated in table 3) identified using the technique described in the previous paragraph 
can be considered as "hazardous zone".  In fact, if we analyze the first line of table 3 (obtained by calculating the 
mean value within the cluster) we can observe that it has the following characteristics: 
x Nocturnal light conditions, 
x Low curvature, 
x Low longitudinal slope,  
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x Absence of tunnels, 
x Presence of freeway exit, 
x Wet road paving. 
The same can be said of other “cluster” shown in table 3. In this way the Cluster" are classified not only by 
geometrical size and environmental conditions, but by an index that makes it possible to establish the danger level 
of the “Cluster” . The equation used to calculate the danger level of the “Cluster” (indicated by the acronym Id) was 
as follows: 
)*2*1**365(
)**10( 8
ADTkkL
SevNvId  
 
 (14) 
where: 
x Nv, is the number of accidents;  
x L, is the length of the  “"hazardous zone" (cluster); it was calculated as follows:  an influence area was assumed 
for each accident, or accidents, that occurred at the same distance. The sum of the influence areas was assumed to 
be the length of the “Hazardous zone” (In the event of two or more accidents over the same distance, only the 
area of influence was considered);  
x K1 is a coefficient that reflects the road surface conditions and its value is 0.75 for dry road surface and 0.25 for 
wet road surface;  
x K2 is a coefficient that reflects the light conditions and its value is 0.67 for daylight and 0.33 for nocturnal light;  
x Sev is the crash severity codified (cfr. Tab.4);  
x ADT is the average daytime traffic at each cluster. 
Table 4. Crash Severity 
Severity Variable 
 Codifies 
Without injured 1.0 
From  1 to  4  injured 2.0 
From  5   to  10  injured 2.5 
With dead men 3.0 
 
with the data in Table 3, through  multiple regression equation (15),  was built Idc.  Ordinary-last- square method 
was applied to estimate the coefficients of the explanatory variables;  
 
ܫ݀ܿ = −1520 + 140771ܥܴܸ + 7.13ܵܮܰଶ + 962ܨܧܺ + 109ܮܥܰ + 743ܸܵܲ                  (15) 
 
where: 
x Ip is the “Hazardous  zone" index (dependent variable); 
x CRV is the Curvature    (Independent variable-predictor); 
x SLN is the Longitudinal slope  (Independent variable-predictor); 
x FEX is the Freeway exit    (Independent variable – predictor); 
x LCN is the light conditions (independent variable – predictor);   
x SPV is the state of paving (independent variable – predictor). 
The best-equation form of this equation has returned a coefficient of determination U2 equals to 0.85; The 
significance of the variables was examined using the “t - student” test.  
The most significant variables (confidence level < 5%) were: SPV, FEX and CRV. The other two variables (with 
a lesser significance) have been kept in the model because improving the overall U2. The variable TNL is not present  
in the  model, because in all phases of the analysis,  was  not significant. 
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5.2. Applications “After before” analysis  
The analysis, “After before” analysis, described in paragraph 3, was carried out by making a comparison between 
the situation before and after work at the two "hazardous zone" the most dangerous (cluster "f" and cluster "n" 
allocated around distances of 245.146 and 241.753). 
In these two clusters were performed the following work: 
x Cluster “f”:  adjustment   acceleration and deceleration lanes in freeway exit; Changing  dense asphalt in   
Porous asphalt; 
x Cluster “n”:  Increase in curve radius from 320 m to 800m - Changing dense asphalt in   Porous asphalt. 
The model (15) applied to the two clusters (in both configurations "After-before", combined with  unfavorable  
environmental conditions) predicted  the results reported in Table 5. Table 6 shows the comparison "After before"  
based on real incidents that occurred before and after work. It also reported the comparison of the benefits of the 
intervention   predicted with the model 15. The last two columns of Tab. 5 and 6 show an error for the model of less 
than 10% by comparing the predicted benefits derived from model (15) and the real benefits.  
Table 5. Results obtained from the simulation carried out with model (15) 
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Benefits  
esteemed 
with model 
(15) [%] 
f   245.146 1879 adjustment   acceleration and deceleration lanes in Freeway exit 
From 1,5 to 
1,25 1194 36% 
f   245.146 1879 Changing  dense asphalt in   Porous 
asphalt 
From 2,0 to 
1,50 1194 36% 
n 241.753 1531 Curvature: Increase in curve radius from 320 m to 800m 
From 1,5 to 
1,25 959 38% 
n 241.753 1531 Changing  dense asphalt in   Porous 
asphalt 
From 2,0 to 
1,50 959 38% 
 
Table 6. Comparison of the same cluster before and after work (effective Benefits) 
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f 8 4 8 0 1677 1003 40% 
n 5 2 5 1 1123 679 39% 
6.  Conclusions 
In this work was presented a study on the application of Cluster Analysis to a problem "After-Before". Through 
some cluster algorithms it was possible to build partition (hazardous zone) and estimate the relative hazard.  These 
groupings have been used, after introducing "hazardous zone index", to build a predictive model of accidents 
(obtained through a multiple regression). Then the analysis was performed “after”-“before”. In the first phase was 
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carried out a simulation of the modernization work through the model (15) and were evaluated the relative benefits 
of infrastructure interventions. Then, referring to the real situation "before" and "after" work, based on the number 
of accidents occurred, was assessed the actual benefit. As can be seen from Table 5 and 6, the benefits estimated by 
the model are very significant; residual of the model is contained within 10%; these results confirm the validity of 
the methodology useful to support intervention strategies in the field of road safety. Currently we are conducting 
new experiments, to make transfer procedures in other areas different from those of experiments on which the model 
was derived. 
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