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A major roadblock for large-scale photonic quantum technologies is the lack of practical reliable certifica-
tion tools. We introduce an experimentally friendly — yet mathematically rigorous — certification test for
experimental preparations of arbitrary m-mode pure Gaussian states, pure non-Gaussian states generated
by linear-optical circuits with n-boson Fock-basis states as inputs, and states of these two classes subse-
quently post-selected with local measurements on ancillary modes. The protocol is efficient in m and the
inverse post-selection success probability for all Gaussian states and all mentioned non-Gaussian states
with constant n. We follow the mindset of an untrusted prover, who prepares the state, and a skeptic certi-
fier, with classical computing and single-mode homodyne-detection capabilities only. No assumptions are
made on the type of noise or capabilities of the prover. Our technique exploits an extremality-based fi-
delity bound whose estimation relies on non-Gaussian state nullifiers, which we introduce on the way as a
byproduct result. The certification of many-mode photonic networks, as those used for photonic quantum
simulations, boson samplers, and quantum metrology, is now within reach.
Many-body quantum devices promise exciting applications
in ultra-precise quantum metrology1, quantum computing2–4,
and quantum simulators5–9. In the quest for their large-scale
realisation, impressive progress on a variety of quantum tech-
nologies has recently been made6–9. Among them, optical
implementations play a key role. For example, sophisti-
cated manipulations of multi-qubit entangled states of up to
eight parametrically down-converted photons10,11 have been
demonstrated and continuous-variable entanglement among
60 stable12 and up to 10000 flying13 modes has been veri-
fied in optical set-ups. In addition, small-sized simulations
of BosonSampling14–17 and Anderson localisation in quantum
walks18,19 have been performed with on-chip integrated linear-
optical networks.
This fast pace of advance, however, makes the problem of
reliable certification an increasingly pressing issue20–24. From
a practical viewpoint, further experimental progress on many-
body quantum technologies is nowadays hindered by the lack
of practical certification tools. At a fundamental level, certi-
fying many-body quantum devices is ultimately about testing
quantum mechanics in regimes where it has never been tested
before.
Tomographic characterisation of quantum states re-
quires the measurement of exponentially many observables.
Compressed-sensing techniques25 reduce, for states approx-
imated by low-rank density matrices, the requirements sig-
nificantly, but still demand exponentially many measure-
ments. Efficient certification techniques, requiring only
polynomially many measurements, for universal quantum
computation26,27 and a restricted model of computation with
one pure qubit28 exist in the form of quantum interactive
proofs. However, these require either a fully fledged fault-
tolerant universal quantum computer26,27 or an experimen-
tally non-trivial measurement-based quantum device28. In ad-
dition, these methods involve sequential interaction rounds
with the device26–28. In contrast, permutationally invari-
ant tomography29, Monte-Carlo fidelity estimation30–32, and
Clifford-circuit benchmarking techniques33 provide experi-
mentally friendly alternatives for the efficient certification of
preparations of permutationally invariant29 and qubit stabiliser
or W states30–33, respectively. Nevertheless, none of these
methods addresses continuous-variable systems, not even in
Gaussian states.
Here, we introduce an experimentally friendly technique
for the direct certification of continuous-variable state prepa-
rations without estimating the prepared state itself. First,
we discuss intuitively and define rigorously reliable quantum-
state certification tests. We do this for two notions of certifica-
tion, differing in that in one of them robustness against prepa-
ration errors is mandatory. Then, we present a certification
test, based on single-mode homodyne detection, for arbitrary
m-mode pure Gaussian states, non-Gaussian states resulting
from Gaussian unitary operators acting on Fock-basis states
with n photons, and states prepared by post-selecting states in
either of the two classes with measurements on a < m ancil-
lary modes in arbitrary local bases. This covers, for instance,
Gaussian quantum simulations such as those of refs. 12 and
13 as well as the non-Gaussian ones of refs. 6, 10, 11, 14–
19. Furthermore, so-called de-Gaussified (photon-subtracted)
Gaussian states34–37 as well as all non-Gaussian states ac-
cessible to qumode-encoded qubit38,39 or finite-squeezing
qumode40,41 quantum computers also lie within the range of
applicability of our method. The protocol is efficient in m
and, for the cases with post-selection, in the inverse polyno-
mial post-selection success probability, for all Gaussian states
and all mentioned non-Gaussian states with constant n.
With a high probability, our test rejects all experimental
preparations with a fidelity with respect to the chosen target
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Figure 1. Different certification paradigms. (a) Naive approach: To certify an untrusted experimental preparation %p of the target state %t, a
certifier Arthur would like to run a statistical test that, for all %p, decides whether the fidelity F between %p and %t is greater or equal than a
pre-specified threshold FT < 1 (green region, accept), or smaller than it (red region, reject). However, due to the preparations at the boundary
of the two regions and experimental uncertainties, a test able to make such a decision does not exist. (b) The ideal scenario: A more realistic
certification notion is to ask that the test rejects every %p for which F < FT (red region) and accepts every %p for which F ≥ FT + ∆ (green
region), for some given ∆ < 1 − FT. Here, a buffer region of width ∆ (in grey) is introduced within which the behaviour of the test can be
arbitrary, but, in return, the certification is now feasible. This type of certification is thus robust against experimental infidelities as large as
1− FT −∆. (c) The practical scenario: Finally, the least one can demand is that the test rejects every %p for which F < FT (red region) and
accepts at least %t (green point). The former condition is sometimes called soundness and the latter one completeness. Here, no acceptance
is guaranteed for any %p with F ≥ FT (grey region) other than %t itself, but any %p accepted by the test necessarily features F ≥ FT. This
certification notion is not robust against state deviations, but it can be more practical. In addition, in practice, the resulting tests succeed also
in accepting many %p 6= %t for which F ≥ FT.
state lower than a desired threshold and accepts if the prepa-
ration is sufficiently close to the target. That is, the protocol
is robust against small preparation errors. We upper-bound
the failure probability in terms of the number of experimental
runs and calculate the necessary number of measurement set-
tings. Our method is built upon a fidelity lower bound, based
on a natural extremality property, that is interesting in its own
right. Finally, the experimental estimation of this bound relies
on non-Gaussian state nullifiers, which we introduce on the
way.
Results
We present our results in terms of photons propagating
through optical networks, but our methods apply to any
bosonic platform with equivalent dynamics. We consider a
sceptic certifier, Arthur, with limited quantum capabilities,
who wishes to ascertain whether an untrusted quantum prover,
Merlin, presumably with more quantum capabilities, can in-
deed prepare certain quantum states that Arthur cannot. This
mindset is reminiscent to that of quantum interactive-proof
systems26–28 of computer science, but our method has the ad-
vantage that no interaction apart from the measurements of the
certifier on the single-run experimental preparations from the
prover is required.
In particular, we consider the situation where Merlin pos-
sesses at least a network of active single-mode squeezers
and displacers as well as passive beam-splitters and phase-
shifters, sufficient to efficiently implement anym-mode Gaus-
sian unitary42–45, plus single-photon sources. Arthur’s re-
sources, in contrast, are restricted to classical computational
power augmented with single-mode measurements. With that,
he can characterise each of his single-mode measurement
channels up to any desired constant precision. The task is for
Merlin to provide him with copies of an m-mode pure target
state %t of Arthur’s choice. We assume that Merlin follows in-
dependent and identical state-preparation procedures on each
experimental run, described by the density matrix %p. We re-
fer to %p as a preparation of the target state %t. His prepa-
ration is unavoidably subject to imperfections and he might
even be dishonest and try to trick Arthur. Thus, Arthur would
like to run a test, with his own measurement devices, to certify
whether %p is indeed a bona fide preparation of %t.
To measure how good a preparation %p of %t is, we use the
fidelity between %p and %t, defined as
F := F (%t, %p) := Tr
[
(
√
%t%
†
p
√
%t)
1/2
]2
= Tr
[
%t%p
]
, (1)
where the last equality holds because %t is assumed to be pure.
As we see below, our measurement schemes directly estimate
fidelities. However, all our results can also be adapted to the
trace distanceD := D(%t, %p), which can be defined via the 1-
norm distance in state space as D(%t, %p) := Tr[|%t − %p|]/2.
This is due to the fact that D can be bounded from both sides
in terms of F through the well-known inequalities 1 − F 2 ≤
D ≤ √1− F 2, where the first inequality holds because %t is
pure.
Let us first discuss what properties an experimental test
must fulfil to qualify as a state certification protocol. Differ-
ent certification paradigms are schematically represented in
Fig. 1. We start with the formal definition of certification in
the sense of Fig. 1 (c).
Definition 1 (Quantum state certification). Let FT < 1 be a
threshold fidelity and α > 0 a maximal failure probability.
A test, which takes as input a classical description of %t and
copies of a preparation %p and outputs “accept” or “reject”
is a certification test for %t if, with probability at least 1−α, it
both rejects every %p for which F (%t, %p) < FT and accepts
%p = %t. We say that any %p accepted by such a test is a
certified preparation of %t.
To specify the target states we need to introduce some no-
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Figure 2. Classes of target states. (a) CG is the class composed of all m-mode pure Gaussian states. These can be prepared by applying
an arbitrary Gaussian unitary Uˆ (possibly involving multi-mode squeezing) to the m-mode vacuum state |0〉. (b) The class CLO includes all
m-mode pure non-Gaussian states produced at the output of an arbitrary linear-optical network, which implements a passive Gaussian unitary
Uˆ (without squeezing), with the Fock-basis state |1n〉 containing one photon in each of the first n modes and zero in the remaining m − n
ones as input. As the order of the modes is arbitrary, choosing the first n modes as the populated ones does not constitute a restriction. (c)
The third class, CLPSG, encompasses all (m − a)-mode pure non-Gaussian states obtained by projecting a subset A of a < m modes of an
m-mode pure Gaussian state %t ∈ CG onto an arbitrary pure product state |φ〉A. In practice, this is done probabilistically by measuring A in
a local basis that contains |φ〉A and post-selecting only the events in which |φ〉A is measured. Thus, the a modes in A are used as ancillas,
whereas the effective system is given by the subset S containing the other m− a modes, which carries the final target state. For concreteness,
but without any loss of generality, in the plot, the ancillary modes are chosen to be the last a ones. (d) Analogously, the class CLPSLO is that
of all (m − a)-mode pure non-Gaussian states obtained by projecting the ancillary modes of an m-mode pure linear-optical network state
%t ∈ CLO onto an arbitrary pure product state |φ〉A. These four classes cover the target states considered in the vast majority of quantum
photonic experiments.
tation. We denote m-mode Fock basis states by |n〉, with
n := (n1, n2, . . . , nm) being the sequence of photon numbers
nj ≥ 0 in each mode j ∈ [m], where the short-hand notation
[m] := {1, 2, . . . ,m} is introduced, and call n := ∑mj=1 nj
the total input photon number. In particular, we will pay spe-
cial attention to Fock basis states |1n〉with exactly one photon
in each of the first n modes and the vacuum in the remaining
m− n ones, i.e., those for which n = 1n, with
1n := (1, . . . , 1︸ ︷︷ ︸
n times
, 0, . . . , 0︸ ︷︷ ︸
m−n times
). (2)
Note that |10〉 is the Gaussian vacuum state |0〉. We denote
the photon number operator corresponding to mode j by nˆj
and the total photon number operator by nˆ :=
∑m
j=1 nˆj .
In addition, for post-selected target states, we denote by
A := {Aj}j∈[a], where each element Aj ∈ [m] labels a dif-
ferent mode, the subset of a := |A| < m modes on which the
post-selection measurements are made. We then identify the
remaining m−a modes as the system subset S, which carries
the post-selected target state %S t. The subindex S empha-
sises that %S t represents an (m − a)-mode post-selected tar-
get state and distinguishes it from m mode target states with-
out post-selection, which we denote simply as %t. We denote
by |φ〉A := |φ1〉A1 |φ2〉A2 . . . |φa〉Aa , with {|φj〉Aj}j∈a an
arbitrary pure normalised state of mode Aj , an a-mode prod-
uct state on the modes A. We use the short-hand notations
〈φ|A %t |φ〉A := TrA [%t(1S ⊗ |φ〉A 〈φ|A)], where TrA in-
dicates partial trace over the Fock space of A, 1S denotes the
identity on S, and P(φA|%t) := Tr [〈φ|A %t |φ〉A] is the post-
selection success probability, i.e., the probability of measur-
ing |φ〉A in a projective measurement on A. Without loss of
generality, we consider throughout only the non-trivial case
P(φA|%t) 6= 0. Thus, we consider exclusively post-selected
target states of the form
%S t :=
〈φ|A %t |φ〉A
P(φA|%t)
. (3)
With the notation introduced, we derive our results for:
1) Arbitrarym-mode pure Gaussian states, given by the class
CG := {%t = Uˆ |0〉〈0| Uˆ† : Uˆ Gaussian unitary}, (4)
2) m-mode pure linear-optical network states from the class
CLO := {%t = Uˆ |1n〉〈1n| Uˆ† : Uˆ passive unitary}, (5)
3) arbitrary (m − a)-mode pure locally post-selected Gaus-
sian states, given by the class
CLPSG := {%S t : %t ∈ CG} , (6)
4) and (m−a)-mode pure locally post-selected linear-optical
network states from the class
CLPSLO := {%S t : %t ∈ CLO} . (7)
The class CG is crucial within the realm of “continuous-
variable” quantum optics and quantum information process-
ing. It encompasses, for instance, “twin-beam" (two-mode
4squeezed vacuum) states under passive networks, which are
used to simulate, upon coincidence detection, multi-qubit
states6. The class CLO includes all the settings sometimes re-
ferred to as “discrete variable” linear-optical networks. This
class covers, among others, the targets of several recent ex-
perimental simulations with on-chip integrated linear-optical
networks14–19. The third class, CLPSG, is the one of locally
post-selected Gaussian states. This class includes crucial non-
Gaussian resources for quantum information and quantum op-
tics. For instance, when the post-selection is in the Fock ba-
sis, it encompasses de-Gaussified photon-subtracted squeezed
Gaussian states34–37. Furthermore, if apart from Fock-basis
measurements, the post-selection uses also quadrature homo-
dyne measurements, CLPSG contains all the states accessi-
ble to finite-squeezing cluster-state qumode quantum com-
puters40,41. The last class, CLPSLO, of locally post-selected
linear-optical network states, covers, for the case where the
post-selection is in the Fock basis and n is proportional to m,
all the states prepared by probabilistic schemes of the type of
refs. 38 and 39 for universal qumode-encoded qubit quantum
computation. Naturally, CLPSLO also includes both photon -
added or -subtracted linear-optical network states.
The basis of the our certification scheme is a technique for
the estimation of the quantity
F (n) := 1−
〈
(nˆ− n)
n∏
j=1
nˆj
〉
Uˆ†%pUˆ
, (8)
with n the total input photon number. As shown in the Meth-
ods section, for all target states %t ∈ CG ∪ CLO, F (n) is a
lower bound on the fidelity F and, moreover, F (n) = F = 1
if %p = %t (see also Methods and Section S2 A of the Sup-
plementary Information (SI) for analogous bounds for the
post-selected target states). This bound is a consequence
of a natural extremality notion: the smaller the expectation
value
〈
(nˆ − n)∏nj=1 nˆj〉Uˆ†%pUˆ is, the closer are |1n〉 〈1n|
and Uˆ†%pUˆ and, therefore, the closer are the preparation %p
and the target state %t. Our test T , summarised in Box 1,
yields an estimate F (n)∗ of F (n). If F (n)∗ is sufficiently
above the threshold FT, the preparation %p is accepted. Other-
wise it is rejected. The estimate F (n)∗ is obtained via a mea-
surement scheme that depends on the specific target state. In
the Gaussian case n = 0 the measurement scheme MG can
be used, while linear-optical network states with n > 0 re-
quire the schemeMLO.MG andMLO are both summarised
in the Methods section and described in detail in Boxes S1
and S2, respectively, in Section S2 in the SI. In addition,
in Section S2 B of the SI we adapt T to post-selected target
states %S t ∈ CLPSG ∪CLPSLO, and provide the corresponding
adapted measurement schemes in Section S2 C of the SI.
Our theorems guarantee that the test from Box 1 is indeed a
certification test and give a bound on the scaling of the num-
ber of samples that are needed for the test. In order to state
them we introduce some notation related to mode space de-
scriptions of linear-optical networks first. Any Gaussian uni-
tary transformation Uˆ on Hilbert space can be represented by
an affine symplectic transformation in mode space, i.e., by
Box 1 (Certification test T ).
1) Arthur chooses a threshold fidelity FT < 1, a maximal
failure probability α > 0, and an estimation error 0 <
ε ≤ (1− FT)/2.
2) Arthur provides Merlin with the classical specification n,
S, and x of the target state %t and requests a sufficient
number of copies of it.
3) If n = 0, Arthur measures 2mκ two-mode correla-
tions and 2m single-mode expectation values specified by
the measurement schemeMG (see the Methods section),
which can be done with m + 3 single-mode homodyne
settings.
If n > 0, he measures O
(
m(4d2 + 1)n
)
multi-body
correlators, each one involving between 1 and 2n + 1
modes, specified by the measurement scheme MLO (see
the Methods section), which can be done with at most(
m
n
)
2n+1 single-mode homodyne settings.
4) By classical post-processing (see the Methods section),
he obtains a fidelity estimate F (n)∗ such that F (n)∗ ∈
[F (n)−ε, F (n) +ε] with probability at least 1−α, where
F (n) is the lower bound to F given by expression (8).
5) If F (n)∗ < FT + ε, he rejects. Otherwise, he accepts.
a symplectic matrix S ∈ Sp(2m,R) followed by a phase-
space displacement x ∈ R2m (see equation (26) in the Meth-
ods section), where the real symplectic group Sp(2m,R) con-
tains all real 2m × 2m matrices that preserve the canonical
phase-space commutation relations42,43. By virtue of the Euler
decomposition42,44, S can be implemented with single-mode
squeezing operations and passive mode transformations. We
denote the maximum single-mode squeezing of S by smax and
define the mode range d ≤ m to be the maximal number of
input modes to which each output mode is coupled (for details
see Section S1 of the SI). Also, it will be useful to define
κ := 2 min{d2,m}. (9)
The displacement x can be implemented by a single-mode dis-
placer at each mode j ∈ [m], with amplitude (x2j−1, x2j),
where xk, for k ∈ [2m], is the k-th component of x. The vec-
tor 2-norm is denoted by ‖ · ‖2, i.e., ‖x‖2 :=
(∑2m
k=1 x
2
k
)1/2
.
We take σi to be a uniform upper bound on the variances
of any product of i phase space quadratures in the state
%p. If %p is Gaussian, σ1 and σ2 are functions of the sin-
gle mode squeezing parameters of %p. In addition, we call
σ≤i := maxk≤i{σk} the maximal i-th variance of %p. Fi-
nally, we use the Landau symbol O to denote asymptotic up-
per bounds.
Theorem 2 (Quantum certification of Gaussian states). Let
FT < 1 be a threshold fidelity, α > 0 a maximal failure
probability, and 0 < ε ≤ (1 − FT)/2 an estimation error.
Let %t ∈ CG have maximum single-mode squeezing smax ≥ 1,
mode range d ≤ m, and displacement x. Test T from Box 1
5is a certification test for %t and requires at most
O
(
s4max
(
2σ21‖x‖22m3 + σ22κ3m4
)
ε2 ln(1/(1− α))
)
(10)
copies of a preparation %p with first and second variance
bounds σ1 > 0 and σ2 > 0, respectively.
Theorem 3 (Quantum certification of linear-optical network
states). Let FT < 1 be a threshold fidelity, α > 0 a maximal
failure probability, and 0 < ε ≤ (1 − FT)/2 an estimation
error. Let %t ∈ CLO have mode range d ≤ m. Test T from
Box 1 is a certification test for %t and requires at most
O
(
σ2≤2(n+1)m
4(λ d6 nm)n
ε2 ln(1/(1− α))
)
(11)
copies of a preparation %p with maximal 2(n+ 1)-th variance
σ≤2(n+1), where λ > 0 is an absolute constant.
The proofs of all our theorems are provided in the SI. The
treatments of the classes CLPSG or CLPSLO follow as corollar-
ies of Theorems 2 and 3, respectively, and are also provided in
the SI (see Section S2 D there). Expressions (10) and (11) are
highly simplified upper bounds on the total number of copies
of %p that T requires. For more precise expressions see Lem-
mas S7 and S10 of the SI. Note that neither of the two the-
orems requires any energy cut-off or phase-space truncation.
While our bound (11) is inefficient in n, both for the Gaussian
and linear-optical cases, the number of copies of %p scales
polynomially with all other parameters, in particular with m.
Thus, arbitrary m-mode target states from the classes CG and
CLO with constant n, are certified by T efficiently.
Interestingly, since states in CLO in general display negative
Wigner functions, sampling from their measurement proba-
bility distributions cannot be efficiently done by the available
classical sampling methods46,47. Furthermore, for Fock-state
measurements, these distributions define BosonSampling, for
which hardness results exist48 for m asymptotically lower-
bounded by n5.
Also, note that there are no restrictions on %p except that, in
practice, to apply the theorems, one needs bounds on σ1, σ2,
and σ≤2(n+1). These variances are properties of %p and are
therefore a priori unknown to Arthur. However, he can rea-
sonably estimate them from his measurements. Note that, for
random variables that can take any real value, assuming that
the variances are bounded is a fundamental and unavoidable
assumption to make estimations from samples; and it is one
that can be contrasted with the measurement results.
To end up with, we consider certification in the robust sense
of Fig. 1 (b):
Definition 4 (Robust quantum state certification). Let FT < 1
be a threshold fidelity, α > 0 a maximal failure probability,
and ∆ < 1 − FT a fidelity gap. A test, which takes as input
a classical description of the target state %t and copies of a
preparation %p and outputs “accept” or “reject” is a robust
certification test for %t if, with probability at least 1 − α, it
both rejects every %p for which F (%t, %p) < FT and accepts
every %p for which F (%t, %p) ≥ FT + ∆. We say that any %p
accepted by such a test is a certified preparation of %t.
This definition is more stringent than Definition 1 in that it
guarantees that preparations sufficiently close to %t are neces-
sarily accepted, rendering the certification robust against state
deviations with infidelities as large as 1−(FT +∆). We show
below that our test T from Box 1 is actually a robust certifi-
cation test.
To this end, we first write %p as
%p = F%t + (1− F )%⊥t , (12)
where %⊥t is an operator orthogonal to %t with respect to the
Hilbert-Schmidt inner product, i.e., such that Tr[%t %⊥t ] = 0.
As %t is assumed to be pure, it follows immediately that %⊥t
is actually a state. In fact, multiplying by %t and taking the
trace on both sides of equation (12), one readily sees that the
decomposition (12) is just another way to express the fidelity
(1). We define the photon mismatch n˜⊥ between %t and %p as
n˜⊥ := 〈(nˆ− n)
n∏
j=1
nˆj
〉
Uˆ†%⊥t Uˆ
. (13)
The photon mismatch gives the expectation value that Arthur
would obtain if he had access to %⊥t , applied the inverse of
Merlin’s network to it, and then measured (nˆ − n)∏nj=1 nˆj .
For the ideal case %p = %t, it clearly holds that n˜⊥ = 0.
Theorem 5 (Robust quantum certification). Under the same
conditions as in Theorems 2 and 3, test T from Box 1 is a
robust certification test with fidelity gap
∆ := max
{
2ε+ (1− FT)(n˜⊥ − 1)
n˜⊥
, 2ε
}
, (14)
where n˜⊥ is the photon mismatch.
As expected, the gap cannot be smaller than twice the esti-
mation error for any photon mismatch. Notice also that in
the limit n˜⊥ → ∞ it holds that ∆ → 1 − FT, so that the
certification becomes less robust with increasing n˜⊥. As n˜⊥
decreases from infinity to one, the gap decreases to its min-
imal value ∆ = 2ε, where it remains for all 0 ≤ n˜⊥ ≤ 1.
We emphasise that n˜⊥ depends on %⊥t . Thus it cannot be di-
rectly estimated from measurements on %p alone. However,
for any n˜⊥ < ∞, Theorem 5 guarantees the existence of an
entire region of states around %t that are rightfully accepted.
Furthermore, in the experimentally relevant situations, n˜⊥ is
expected to be small. In this case, Theorem 5 provides a lower
bound on the size of the region of accepted states.
Finally, a statement equivalent to Theorem 5 for target
states %S t ∈ CLPSG ∪ CLPSLO follows as an immediate corol-
lary of it and is presented in Section S2 E in the SI.
Discussion
Large-scale photonic quantum technologies promise impor-
tant scientific advances and technological applications. So
6far, considerably more effort has been put into their realisa-
tion than into the verification of their correct functioning and
reliability. This imposes a serious obstacle for further experi-
mental advance, specifically in the light of the speed at which
progress towards many-mode architectures takes place. Here,
we have presented a practical reliable certification tool for a
broad family of multi-mode bosonic quantum technologies.
We have proven theorems that upper-bound the number of
experimental runs sufficient for our protocol to be a certifica-
tion test. Our theorems provide large-deviation bounds from
a simple extremality-based fidelity lower-bound that is inter-
esting in its own right. Importantly, our theorems hold only
for statistical errors, but the stability analyses on which they
rely (see Lemmas S6 and S9 in the SI) holds regardless of the
nature of the errors. As a matter of fact, in Section S5 in the
SI, we show that our fidelity estimates are robust also against
systematic errors.
From a more practical viewpoint, our test allows one to cer-
tify the state preparations of most current optical experiments,
in both the “continuous-variable” and the “discrete-variable”
setting. This is achieved under the minimal possible assump-
tions: namely, only that the variances of the measurement out-
comes are finite. Thus, the certification is as unconditional as
the fundamental laws of statistics allow. In particular, no as-
sumption on the type of quantum noise is made. Despite the
rigorous bounds on the estimation errors and failure proba-
bilities, our methods are both experimentally friendly and re-
source efficient.
Notably, our test can for instance be applied to the cer-
tification of optical circuits of the type used in BosonSam-
pling: There, m-mode Fock-basis states of n photons are sub-
jected to a linear-optical network described by a random uni-
tary Uˆ drawn from the Haar measure48 and, subsequently,
each output mode is measured in the Fock basis. While
the question of the certification of the classical outcomes
of such samplers without assumptions on the device is still
largely open20,21, with the methods described here the pre-
measurement non-Gaussian quantum outputs of BosonSam-
pling devices14–17 can be certified reliably and, for constant
n, even efficiently. In this sense, this work goes signifi-
cantly beyond previously proposed schemes to rule out par-
ticular cheating strategies by the prover21–24. Furthermore, a
variety of non-Gaussian states paradigmatic in quantum op-
tics and quantum information are also covered by our proto-
col (see Section S2 in the SI for details). These include, for
instance, de-Gaussified photon-subtracted multi-mode Gaus-
sian states34–37, multi-mode squeezed Gaussian states post-
selected through photon-number or quadrature measurements,
as in finite-squeezing cluster-state qumode quantum com-
puters40,41, and linear-optical network outputs post-selected
though photon-number measurements, ranging from pho-
ton -added or -subtracted linear-optical network states to
all the states preparable with Knill-Laflamme-Milburn-like
schemes38,39. For all such states, our test is efficient in the
inverse post-selection success probability 1/P(φA|%t).
The present method constitutes a step forward in
the field of photonic quantum certification, with poten-
tial implications on the certification of other many-body
quantum-information technologies. Apart from that of
BosonSamplers and optical schemes with post-selection,
the efficient and reliable certification of large-scale pho-
tonic networks as those used, for instance, for multi-
mode Gaussian quantum-information processing12,13, non-
Gaussian Anderson-localisation simulations18,19, and quan-
tum metrology1, with a constant number of input photons, is
now within reach.
Methods
Fidelity lower bound. In this section, we formalise the
extremality notion and derive a lower bound on the fidelity F .
All target states are of the form
%t = Uˆ |n〉〈n| Uˆ†, (15)
where Uˆ is an arbitrary Gaussian unitary and |n〉 an arbitrary
Fock-basis state. First, we derive a general fidelity lower
bound and then consider the linear-optical %t ∈ CLO and
Gaussian %t ∈ CG cases separately. Analogous bounds for
the post-selected target states are provided further below in
the Measurement Scheme and Section S2 A of the SI.
We start recalling that
|n〉 =
m∏
j=1
1√
nj !
(aˆ†j)
nj |0〉 , (16)
where a†j is the creation operator of the j-th mode. Its Hermi-
tian conjugated aˆj is the corresponding annihilation operator.
These operators satisfy [aˆj , aˆ
†
j′ ] = δj,j′ , where δj,j′ denotes
the Kronecker delta of j and j′, and nˆj = aˆ
†
j aˆj , for all j, j
′ ∈
[m]. The fidelity (1) can be written as F = F (|n〉 〈n| , %˜p),
where %˜p := Uˆ†%pUˆ is the Heisenberg representation of %p
with respect to Uˆ†. With this, equation (16), and the cyclical-
ity property of the trace, we obtain that
F = Tr [|0〉〈0| %˜p,n] = F (|0〉〈0| , %˜p,n), (17)
where
%˜p,n :=
m∏
j′=1
1√
nj′ !
(aˆj′)
nj′ %˜p
m∏
j=1
1√
nj !
(aˆ†j)
nj . (18)
To lower-bound F (|0〉〈0| , %˜p,n), we consider the average
total photon-number 〈nˆ〉%˜p,n := Tr[nˆ%˜p,n] of %˜p,n. We write
1 for the identity operator. From the facts 1− |0〉〈0| ≤ nˆ and
%˜p,n ≥ 0, it follows that
〈nˆ〉%˜p,n = Tr
[∑
n
n |n〉〈n| %˜p,n
]
≥ Tr [(1− |0〉〈0|)%˜p,n]
= 1− F (19)
7and hence,
F ≥ F (n) := 1− 〈nˆ〉%˜p,n . (20)
This bound justifies the natural extremality intuition men-
tioned: The lower the average number of photons of %˜p,n is,
the closer to the vacuum it must be and, therefore, the closer
%p to %t. Notice that, for %p = %t, the inequality in equa-
tion (19) becomes an equality and therefore bound (20) is sat-
urated, as announced earlier.
Next, we define the operator valued Pochhammer-Symbol
pt(nˆj) := nˆj(nˆj − 1)(nˆj − 2) · · · (nˆj − t), (21)
for any integer t ≥ 0, and p−1(x) := 1. In Section S6 A in
the SI we show that
(aˆ†j)
nj nˆj(aˆj)
nj = pnj (nˆj), (22a)
and
(aˆ†j)
nj (aˆj)
nj = pnj−1(nˆj). (22b)
Inserting equation (18) into equation (20), using the cyclicity
property of the trace, grouping the operators of each mode to-
gether, using equations (22) and that pt(nˆj) = pt−1(nˆj) (nˆj−
t), we obtain the general fidelity lower bound
F ≥ F (n) = 1− 1
n!
〈
(nˆ− n)
m∏
j=1
pnj−1(nˆj)
〉
%˜p
, (23)
where n! := n1!n2! . . . nm!. In order to specialise to the
linear-optical case %t ∈ CLO, we simply take n = 1n, i.e.,
nj = 1 for all j ∈ [n] and nj = 0 otherwise. With this,
F (n) in equation (23) simplifies to precisely the bound F (n)
in equation (8). Finally, to restrict it to the Gaussian case
%t ∈ CG, we take nj = 0 for all j ∈ [m]. This yields the
particularly simple expression
F ≥ F (0) := 1− 〈nˆ〉%˜p . (24)
Arthur does not have enough quantum capabilities to di-
rectly estimate 〈nˆ〉%˜p by undoing the operation Uˆ on Merlin’s
outputs and then measuring nˆ in the Fock state basis. How-
ever, we show in the next section that he can efficiently obtain
〈nˆ〉%˜p , as well as the expectation values in equations (23) and
(8), from the results of single-mode homodyne measurements.
Measurement scheme. First, we introduce some notation.
By qˆj and pˆj we denote, respectively, the conjugated position
and momentum phase-space quadrature operators of the j-th
mode in the canonical convention42,43, i.e., with the commu-
tation relations [qˆj , pˆj′ ] = i δj,j′ . The particle number oper-
ator of the j-th mode can be written in terms of the phase-
space quadratures as nˆj = qˆ2j + pˆ
2
j − 1/2. In addition, it will
be convenient to group all quadrature operators into a 2m-
component column vector rˆ, with elements
rˆ2j−1 := qˆj and rˆ2j := pˆj . (25)
As already mentioned, the action of Uˆ on mode space is given
by a symplectic matrix S ∈ Sp(2m,R) and a displacement
vector x ∈ R2m. More precisely, under a Gaussian unitary Uˆ ,
rˆ transforms according to the affine linear map42
rˆ 7→ Uˆ†rˆUˆ = Srˆ + x. (26)
Equivalently, the right-hand side of this equation defines the
Heisenberg representation of rˆ with respect to Uˆ . In addition,
it will be useful to denote the Heisenberg representation of rˆ
with respect to Uˆ† by ˆ˜r := Uˆ rˆUˆ†. Thanks to equation (26),
we can write ˆ˜r in terms of the symplectic matrix S and dis-
placement vector x that define Uˆ , as
ˆ˜r = S−1(rˆ− x). (27)
The symbols rˆ2 := rˆT rˆ and ˆ˜r2 := ˆ˜rT ˆ˜r will represent, respec-
tively, the scalar products of rˆ and ˆ˜r with themselves. Also,
we will use the same notation for the Heisenberg represen-
tations of each quadrature operator with respect to Uˆ†, i.e.,
ˆ˜qj := Uˆ
†qˆjUˆ and ˆ˜pj := Uˆ†pˆjUˆ .
Next, for β ∈ {0, n,n}, we express our fidelity bounds in
the general form
F (β) = 1−
〈
Nˆ (β)
〉
%p
, (28)
where Nˆ (β) is an observable decomposed explicitly in terms
of the local observables to which Arthur has access. We start
with the Gaussian case %t ∈ CG. To express the bound (24) as
in equation (28), we first write the total photon-number oper-
ator as
nˆ =
m∑
j=1
nˆj =
m∑
j=1
(qˆ2j + pˆ
2
j −
1
2
) = rˆ2 − m
2
. (29)
This, in combination with equation (24), yields
Nˆ (0) := ˆ˜r2 − m
2
. (30)
Note that, due to equation (27), each component of ˆ˜r is a lin-
ear combination of at most 2m components of rˆ. This implies
that Arthur can obtain 〈ˆ˜r2〉%p by measuring at most 2m single-
quadrature expectation values of the form 〈rˆk〉%p and 4m2
second moments of the form Γ(1)k,k′ := 〈 12 (rˆkrˆk′ + rˆk′ rˆk)〉%p .
He can then classically efficiently combine them as dictated
by S and x in equation (27). In Section S1 A of the SI, we
give the details of this measurement procedure, which we call
MG, and show that measuring mκ second moments, instead
of 4m2, is actually enough. Furthermore, in Section S4 A of
the SI, we show that only m+ 3 experimental settings suffice.
Now, proceeding in a similar fashion with the generic
8bound (23), we obtain
Nˆ (n) :=
1
n!
(
ˆ˜r2 − m+ 2n
2
) m∏
j=1
pnj−1
(
ˆ˜q2j + ˆ˜p
2
j −
1
2
)
.
(31)
Note that the observable in equation (30) is contained as the
special case n = 0. For target states in the class CLO, Uˆ
is assumed to be a passive Gaussian unitary. Such unitaries
preserve the area in phase space, i.e., if %t ∈ CLO it holds
that ˆ˜r2 = rˆ2 (for details, see Section S1 B in the SI). Hence,
using this and specialising to the case n = 1n, equation (31)
simplifies to
Nˆ (n) :=
(
rˆ2 − m+ 2n
2
) n∏
j=1
(
ˆ˜q2j + ˆ˜p
2
j −
1
2
)
. (32)
Again by virtue of equation (27), Arthur can now obtain
the expectation values of the observables in equations (31) and
(32) by measuring 2j-th moments of the form Γ(j)k1,l1,...,kj ,lj :=
〈 12j (rˆk1 rˆl1 + rˆl1 rˆk1) · · · (rˆkj rˆlj + rˆlj rˆkj )〉%p and then classi-
cally recombining them, which — for constant n— he can do
efficiently. In Section S1 B of the SI, we give the details of the
measurement procedure to obtain F (n), which we callMLO.
In particular, we show that, to obtain 〈Nˆ (n)〉%p , estimating a
total of O
(
m(4d2 + 1)n
)
2j-th moments, with j ∈ [n + 1],
is enough. Also, we list which moments are the relevant ones
in terms of %t ∈ CLO. Furthermore, in Section S4 B of the SI,
we show that only
(
m
n
)
2n+1 experimental settings suffice.
Finally, in the SI, we derive a bound analogous to that of
equations (28) with (31) for post-selected target states %S t.
More precisely, we show that the fidelity FS := F (%S t, %Sp)
between %S t and an arbitrary, unknown (m−a)-mode system
preparation %Sp is lower bounded as
FS ≥ F (n)S = 1−
〈
Nˆ
(n)
S
〉
%Sp
, (33)
with
Nˆ
(n)
S :=
P(φA|%t)− 1 + 1n! 〈φ|A Nˆ (n) |φ〉A
P(φA|%t)
. (34)
From this, the corresponding expressions for the classes
CLPSG an CLPSLO follow, in turn, as the two particular cases
n = 0 and n = 1n with Uˆ passive, respectively. See Sec-
tion S2 A of the SI for details.
Non-Gaussian state nullifiers. It is instructive to mention
that the operators
Nˆ
(0)
j :=
ˆ˜q2j + ˆ˜p
2
j − 1/2, (35)
for j ∈ [m], correspond to the so-called nullifiers of the Gaus-
sian states in CG. The nullifiers are commuting operators
that, despite originally introduced41 as a tool to define Gaus-
sian graph states, can be tailored to define any pure Gaus-
sian state49,50: If a state is the simultaneous null-eigenvalue
eigenstate of all m nullifiers of a given pure Gaussian state,
then the former is necessarily equal to the latter. The bound
F (0), given by equations (28) and (30), exploits the fact that
if a preparation gives a sufficiently low expectation value for
the sum Nˆ (0) =
∑m
j=1 Nˆ
(0)
j of all m nullifiers then its fi-
delity with the target state must be high. A similar intuition
has been previously exploited12,13 to experimentally check
for multimode entanglement of ultra-large Gaussian cluster
states. Here, we can not only certify entanglement but the
quantum state itself.
Analogously, in the non-Gaussian case, from the derivation
of equation (31), we can identify the operator
Nˆ
(n)
j :=
(
ˆ˜q2j + ˆ˜p
2
j −
1 + 2nj
2
) m∏
k=1
pnk−1
(
ˆ˜q2k + ˆ˜p
2
k − 1/2
)
(36)
as the j-th nullifier of the m-mode non-Gaussian state %t
of equation (15). Indeed, all m observables given by equa-
tion (36) for all j ∈ [m] commute and have %t as their unique,
simultaneous null-eigenvalue eigenstate. To end up with, due
to the projection onto |φ〉A, the equivalent observables for
post-selected target states do not in general commute. Nev-
ertheless, their sum, given by Nˆ (n)S , still defines an observ-
able with %S t as its unique null-eigenvalue eigenstate. These
observables constitute, to our knowledge42,49,50, the first ex-
amples of nullifiers for non-Gaussian states.
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9Supplementary Information
In this Supplementary Information we present the technical details of the certification test and the proofs of the theorems. It
is organised as follows: In Section S1 we provide a detailed description of the measurements schemesMG andMLO for the
classes of target states CG and CLO, respectively. In particular, in Boxes S1 and S2 in that section, a full specification of the
necessary correlators to measure is given. In Section S2, we extend Theorems 2 and 3 to the classes of post-selected target states
CLPSG and CLPSLO. Section S3 contains the proofs of our theorems, as well as of the Corollaries for post-selected target states.
In particular, Lemmas S7 and S10 provide more precise expressions of the bounds (10) and (11) of the Theorems 2 and 3 in
the main text. In Section S4 we upper-bound the number of experimental settings necessary for our measurement schemes. In
Section S5 we analyse the stability of our fidelity estimates under systematic errors. Finally, Section S6 contains some auxiliary
mathematical relations necessary for our treatments. Equation and theorem numbers that do not start with an upper case S refer
to the respective equations and theorems of the main text.
S1 The measurement scheme
In this section we elaborate on the fidelity bounds F (0) and F (n) of the fidelity bounds for the Gaussian and linear-optical
case, respectively. To this end, it will be convenient to first specify some details of the symplectic matrix S, which describes the
optical network.
By virtue of the Euler decomposition42,44, S can be decomposed as
S = O D O′, (S1)
where D ∈ R2m×2m is positive-definite and diagonal, with elements D2j−1,2j−1 := sj ≥ 1 and D2j,2j := s−1j , for j ∈ [m], and
O ∈ R2m×2m and O′ ∈ R2m×2m are orthogonal matrices. D describes m active single-mode squeezers in parallel, each one
with squeezing parameter sj along the position quadrature. The maximum single-mode squeezing is smax := max1≤j≤m{sj}.
O and O′, in turn, describe passive mode transformations that can be implemented by linear-optical networks of at most m(m−
1)/2 beam-splitters and single-mode phase shifters45. In the two settings considered here, i.e., for any %t ∈ CG∪CLO, the unitary
Uˆ in equations (4) and (5) is such that O′ can be taken as the identity matrix. In the first setting, i.e., for %t ∈ CG, this holds
because Uˆ acts on the vacuum state vector |0〉 and any passive mode transformation maps the vacuum into itself. For the second
setting, i.e., for %t ∈ CLO, this holds simply because there we assume that the total transformation itself is passive, i.e., in that
case it holds also that D = 1, so that S = O.
In both cases, coupling between different modes only takes place through the linear-optical network described by O. A
general circuit can couple all m modes with each other, meaning that the quadrature operators of each output mode are linear
combinations of those of all m input modes. However, often, each mode is only coupled to at most d ≤ m other modes. In
these situations, O is a sparse matrix with at most 4md non-zero elements. More precisely, the columns of O are given by 2m
orthonormal vectors (o(k))k∈[2m] each having at most 2d non-zero entries. Furthermore, since the position and momentum of
each mode is coupled to at most the 2d quadratures of the same d modes, each pair o(2j−1) and o(2j) shares the same sparsity
property, i.e., o(2j−1) and o(2j) have at least 2(m− d) zero entries in common, for all j ∈ [m].
S1.A Gaussian case
Using that in the Gaussian case S = O D and squaring equation (27) yields
ˆ˜r2 = rˆTOD−2O−1rˆ− 2xTOD−2O−1rˆ + xTOD−2O−1x
= Tr
[
OD−2OT [rˆrˆT − (2rˆ− x)xT ]] , (S2)
where O−1 = OT has been used and the trace is taken not over the Hilbert space but over the 2m × 2m matrix with operators
as entries. Combining equations (S2), (28), and (30) yields
F (0) = 1− Tr [OD−2OT [〈rˆrˆT 〉%p − (2〈rˆ〉%p − x)xT ]]+ m2 . (S3)
Now we introduce the first moment vector γ ∈ R2m and the symmetric second moment matrix Γ(1) ∈ R2m×2m of %p, with
components
γl := 〈rˆl〉%p and Γ(1)l,l′ :=
〈
rˆlrˆl′ + rˆl′ rˆl
2
〉
%p
, (S4)
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Box S1 (Measurement schemeMG).
1) For each 1 ≤ l ≤ 2m Arthur uses C1 copies of %p, with C1 given by equation (S56a), to measure the observable rˆl,
obtaining an estimate γ∗l of the expectation value γl = 〈rˆl〉%p .
2) For each 1 ≤ l ≤ l′ ≤ 2m for which (OD−2O−1)l,l′ =
∑2m
k=1 o
(k)
l D
−2
k,ko
(k)
l′ 6= 0, Arthur uses C2 copies of %p, with C2
given by equation (S56b), to measure the observable 12 (rˆlrˆl′ + rˆl′ rˆl), obtaining an estimate Γ
(1)∗
l,l′ of the expectation values
Γ
(1)
l,l′ = Γ
(1)
l′,l in equation (S4).
3) He obtains the estimate F (0)∗ of F (0) by replacing in equation (S6) the actual expectation values Γ(1) and γ by the
estimates Γ(1)∗ and γ∗, respectively.
respectively. Since the matrix OD−2OT is symmetric, it holds that
Tr
[
OD−2OT [〈rˆrˆT 〉%p
]
= Tr
[
OD−2OT [〈rˆrˆT 〉T%p
]
, (S5)
so that we can rewrite equation (S3) in terms of the observables which Arthur has access to as
F (0) = 1− Tr
[
OD−2O−1[Γ(1) − (2γ − x)xT ]
]
+
m
2
. (S6)
We will show later (see Lemma S5 in Section S3 C and the discussion immediately after its proof) that the bound (S6) actually
depends on at most 2mκ out of the 4m2 entries of Γ(1), with κ = 2 min{d2,m}, as defined in equation (9). Thus, only the
2mκ corresponding observables, and the 2m observables necessary for γ, as indicated in Box S1, need to be measured. All
these observables can be measured by homodyne detection42. Furthermore, in Section S4 A we show that only m + 3 different
measurement settings are required. Finally, by classical post-processing, Arthur recombines his estimates according to the third
step of Box S1 and obtains the fidelity estimate F (0)∗. This last step is also efficient in m.
S1.B Linear-optical case
For %t ∈ CLO the unitary Uˆ is assumed to be passive. Hence, one has x = 0 and S = O, and it follows that
ˆ˜r2 = rˆ2 . (S7)
The components of r˜ are
ˆ˜qj = o
(2j−1)T rˆ and ˆ˜pj = o(2j)
T
rˆ, (S8)
where o(k) denotes the k-th column of O. Defining
P(j) := o(2j−1)o(2j−1)
T
+ o(2j)o(2j)
T
(S9)
as the projector onto the subspace spanned by the two vectors o(2j−1) and o(2j) and using equations (S8), (28), and (32), we
obtain
F (n) = 1−
〈(
rˆ2 − m+ 2n
2
) n∏
j=1
(
rˆTP(j)rˆ− 1
2
)〉
%p
. (S10)
Next, we consider the
(
n
j
)
subsets of {1, 2, . . . , n} of length j and define Ω(j)µ as the µ-th of these subsets for some arbitrary
ordering. With this, we expand the product inside equation (S10) as
n∏
j=1
(
rˆTP(j)rˆ− 1
2
)
=
n∑
j=0
(−1/2)n−j
(nj)∑
µ=1
⊗
i∈Ω(j)µ
rˆTP(i)rˆ. (S11)
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Box S2 (Measurement schemeMLO).
1) For each 1 ≤ j ≤ n, each 1 ≤ µ ≤ (nj), and each 1 ≤ k1, l1, k2, l2, . . . , kj , lj ≤ 2m, for which( ⊗
i∈Ω(j)µ
P(i)
)
k1,l1,k2,l2,...,kj ,lj
6= 0, (S16)
2) Arthur uses C≤2(n+1) copies of %p, with C≤2(n+1) given by equation (S78), to measure the observ-
able (rˆk1 rˆl1 + rˆl1 rˆk1)/2 · · · (rˆkj rˆlj + rˆlj rˆkj )/2, obtaining an estimate Γ(j)∗k1,l1,k2,l2,...,kj ,lj of the 2j-th moment
Γ
(j)
k1,l1,k2,l2,...,kj ,lj
. For each 1 ≤ kj+1 ≤ 2m, he uses C≤2(n+1) copies of %p to measure the observable
((rˆk1 rˆl1 + rˆl1 rˆk1)/2) · · · ((rˆkj rˆlj + rˆlj rˆkj )/2)rˆ2kj+1 , obtaining an estimate Γ(j+1)∗k1,l1,k2,l2,...,kj ,lj ,kj+1,kj+1 of the 2(j +
1)-th moment Γ(j+1)k1,l1,k2,l2,...,kj ,lj ,kj+1,kj+1 .
3) He obtains the estimate F (n)∗ of F (n) by replacing in equation (S15) for all 1 ≤ j ≤ n+ 1 the actual expectation values
Γ(j) by the estimates Γ(j)∗.
Using that a product of traces can be written as a trace over tensor products, equation (S10) can be written as
F (n) = 1−
〈(
rˆ2 − m+ 2n
2
) n∑
j=0
(−1/2)n−j
(nj)∑
µ=1
Tr
[
(
⊗
i∈Ω(j)µ
P(i))(rˆrˆT )⊗j
]〉
%p
, (S12)
where
⊗
i∈Ω(0)µ =∅P
(i) := 1 and the traces are again taken not over the Hilbert space but over tensors that have operators as
components. For each j ∈ [n+ 1], we introduce the 2j-th moment tensors Γ(j) ∈ (R2m×2m)⊗j with components
Γ
(j)
k1,l1,...,kj ,lj
:=
〈
rˆk1 rˆl1 + rˆl1 rˆk1
2
· · · rˆkj rˆlj + rˆlj rˆkj
2
〉
%p
(S13)
and define Γ(0) := 1. Clearly, these tensors are invariant under the partial transposition with respect to any j′-th pair of subindices
kj′ and lj′ ,
Γ
(j)
k1,l1,...,kj′ ,lj′ ,...,kj ,lj
= Γ
(j)
k1,l1,...,lj′ ,kj′ ,...,kj ,lj
. (S14)
With the definition (S13) and the fact that each projector P(i) is a symmetric matrix, equation (S12) finally becomes
F (n) = 1−
n∑
j=0
(−1/2)n−j
(nj)∑
µ=1
{
Tr
[(
1⊗
⊗
i∈Ω(j)µ
P(i)
)
Γ(j+1)
]
− m+ 2n
2
Tr
[( ⊗
i∈Ω(j)µ
P(i)
)
Γ(j)〉%p
]}
. (S15)
Note that this is an explicit expression for F (n) in terms of the correlators (S13) that Arthur can measure. Due to the sparsity
of O, each matrix P(i) has at most (2d)2 non-zero entries. Then, it follows (see Lemma S8 in Section S3 D for details) that the
measurement of O
(
m
(
4d2 + 1
)n)
observables, those listed in Box S2, suffices for the estimation of (S15). As in the Gaussian
case, all these observables can be measured by homodyne detection42. Furthermore, in Section S4 B we show that at most(
m
n
)
2n+1 ≤ (2m)n/n! measurement settings are sufficient. Once again, by classical post-processing, Arthur recombines his
estimates according to the third step of Box S2 and obtains the fidelity estimate F (n)∗. Provided that n is constant, this last step
is also efficient in m.
S2 Quantum certification of locally post-selected target states
In this section, we extend our results to locally post-selected (m− a)-mode target states %S t in CLPSG or CLPSLO. The entire
treatment of the classes CLPSG or CLPSLO is similar to, and follows directly from, that already seen for the classes CG or CLO.
Therefore, instead of repeating all the details, we simply explain the specific differences.
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Box S3 (Certification test TLPS).
1) Idem as in T from Box 1.
2) Arthur provides Merlin with the classical specification n, S, x, a, and |φ〉A of the target state %S t and requests a sufficient
number of copies of it.
3) If n = 0, Arthur measures 2mκ two-mode correlations and 2(m − a) single-mode expectation values specified by the
measurement schemeMLPSG (see Section S2 C), which can be done with m− a+ 3 single-mode homodyne settings.
If n > 0, he measures O
(
m(4d2 + 1)n
)
multi-body correlators, each one involving between 1 and 2n+ 1 modes, specified
by the measurement schemeMLPSLO (see Section S2 C), which can be done with at most
(
m
n
)
2n+1 single-mode homodyne
settings.
4) By classical post-processing, he obtains a fidelity estimate F (n)∗S such that F
(n)∗
S ∈ [FS (n)− ε, FS (n) + ε] with probability
at least 1− α, where FS (n) is the lower bound to FS given by equation (S20).
5) If F (n)∗S < FT + ε, he rejects. Otherwise, he accepts.
S2.A The fidelity bound
The first step is to derive the fidelity bound F (n)S given by equation (33). We proceed in a similar fashion to the Methods
Section in the main text. Due to equations (1) and (3), the facts that %S t and %t are pure, and the properties of the trace, it holds
that
FS = F (%S t, %Sp) = TrS
[
TrA
[
%t(1S ⊗ |φ〉A 〈φ|A)
P(φA|%t)
]
%Sp
]
=
Tr
[
%t(%Sp ⊗ |φ〉A 〈φ|A)
]
P(φA|%t)
=
F
(
%t, %Sp ⊗ |φ〉A 〈φ|A
)
P(φA|%t)
,
(S17)
where TrS indicates partial trace over the Fock space of the m− a modes in S. Now, due to equation (28), it holds that
F
(
%t, %Sp ⊗ |φ〉A 〈φ|A
) ≥ 1− Tr [Nˆ (n)(%Sp ⊗ |φ〉A 〈φ|A)] = 1− TrS [〈φ|A Nˆ (n) |φ〉A %Sp] , (S18)
with Nˆ (n) the observable of equation (31). Using equations (S17) and (S18), we obtain the general fidelity bound F (n)S of
equation (33).
In particular, setting n = 0 in equations (33) and (34) yields the specialized fidelity bound FS (0) ≥ 1 −
〈
Nˆ
(0)
S
〉
%Sp
for the
case %S t ∈ CLPSG, with
Nˆ
(0)
S :=
P(φA|%t)− 1 + 〈φ|A Nˆ (0) |φ〉A
P(φA|%t)
, (S19)
where Nˆ (0) is the observable of equation (30) and %t is the m-mode state in CG associated with %S t through equation (3).
Analogously, taking n = 1n and Uˆ passive yields the corresponding fidelity bound FS (n) ≥ 1−
〈
Nˆ
(n)
S
〉
%Sp
for %S t ∈ CLPSLO,
with
Nˆ
(n)
S :=
P(φA|%t)− 1 + 〈φ|A Nˆ (n) |φ〉A
P(φA|%t)
, (S20)
where Nˆ (n) is the observable from equation (31) and %t is the m-mode state in CLO associated to %S t through equation (3).
S2.B The certification test
Next, in Box S3, we present a test TLPS that works for post-selected target states in CLPSG or CLPSLO and which is a slightly
modified version of the test T from Box 1. It is, of course, possible to unify both tests so as to account for all four classes of
target states in one single test. We have however opted for splitting the tests into the two cases with and without post-selection
to avoid an excessive notational overhead in Box 1 of the main text.
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S2.C The measurement scheme
The measurement schemesMLPSG andMLPSLO to estimate FS (0) and FS (n), respectively, are essentially replicas of the
schemesMG andMLO to estimate F (0) and F (n), already described in detail in boxes S1 and S2. Thus, instead of repeating
all the details of boxes S1 and S2, we simply outline the concrete differences betweenMLPSG andMG, as well as between
MLO andMLPSLO. There are only three specific differences.
1. The moment vector and tensors are now defined with respect to %Sp ⊗ |φ〉A 〈φ|A instead of %p. More precisely, we now
need to estimate the vector γS ∈ R2m and tensors Γ(j)S ∈
(
R2m×2m
)⊗j
, with elements
γS l := 〈rˆl〉%Sp⊗|φ〉A〈φ|A = 〈〈φ|A rˆl |φ〉A〉%Sp =
{ 〈φl|Al rˆl |φl〉Al , if l ∈ A,〈rˆl〉%Sp , if l /∈ A, (S21)
and
Γ
(j)
S k1,l1,...,kj ,lj :=
〈
rˆk1 rˆl1 + rˆl1 rˆk1
2
· · · rˆkj rˆlj + rˆlj rˆkj
2
〉
%Sp⊗|φ〉A〈φ|A
=
〈
〈φ|A
rˆk1 rˆl1 + rˆl1 rˆk1
2
· · · rˆkj rˆlj + rˆlj rˆkj
2
|φ〉A
〉
%Sp
, (S22)
respectively.
2. FS (0) and FS (n) are obtained dividing the expressions on the right-hand sides of equations (S6) and (S15) by P(φA|%t),
and with γ and Γ(j) replaced by γS and Γ
(j)
S , respectively.
3. The presence of the divisor P(φA|%t) in FS (0) and FS (n) is the reason for the third difference. As discussed in Lemmas
S12 and S15 in Sections S3 E and S3 F, respectively, this divisor makes FS (0) and FS (n) 1/P(φA|%t) times more unstable
than F (0) and F (n). As a consequence, the number of copies of %Sp required to estimate each relevant moment of FS
(0)
are C1P(φA|%t) and
C2
P(φA|%t) , instead of C1 and C2. This is summarized in Lemma S13. Analogously, the number required
for each relevant moment of FS (n) is
C≤2(n+1)
P(φA|%t) , instead of C≤2(n+1). This is summarized in Lemma S16.
As is clear from equations (S21) and (S22), the estimation of γS and Γ
(j)
S requires only the measurement of multi-body
correlators among the (m − a) system modes in S. This is due to the facts that after post selection the system is in a product
state with respect to the bipartition in S and A and that the quadrature operators in equation (S22) can also be correspondingly
grouped into two factors, one containing exclusively operators of modes in S and the other in A. Furthermore, since |φ〉A is a
product state known to Arthur, he can efficiently calculate the expectation vale of any product of quadrature operators of modes
in A with respect to |φ〉A. For instance, suppose that k1, l1, k2 ∈ A and that l2, k3, l3 . . . , kj , lj /∈ A. Then, the corresponding
2j-th moment decomposes as
Γ
(j)
S k1,l1,...,kj ,lj = 〈φ|A
rˆk1 rˆl1 + rˆl1 rˆk1
2
rˆk2 |φ〉A
〈
rˆl2
rˆk3 rˆl3 + rˆl3 rˆk3
2
· · · rˆkj rˆlj + rˆlj rˆkj
2
〉
%Sp
, (S23)
and only the measurement of the (2j − 3)-th moment given by the second factor of equation (S23) is required. As another
example, consider the case where a given |φj〉Aj is a Fock-basis state. Then, all the moments containing an odd number of
quadrature operators of the Aj-th mode automatically vanish and need therefore not be measured at all.
In general, Arthur can always efficiently obtain γS and the Γ
(j)
S ’s as a product of an (a priori known) expectation value with
respect to |φ〉A of a multi-body product of quadrature operators of modes in A and a (measured) expectation value with respect
to %Sp of a multi-body product of quadrature operators of modes in S, in a way analogous to the example of equation (S23).
S2.D Corollaries of Theorems 2 and 3
Since the moments to be estimated are now given, in equations (S21) and (S22), by expectation values with respect to %Sp ⊗
|φ〉A 〈φ|A, instead of %p, a simple way to extend Theorems 2 and 3 to target states in CLPSG or CLPSLO is by redefining
the variance upper bounds σi. More precisely, taking σi as an upper bound on the variances of any product of i phase space
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quadratures now in the state %Sp, we introduce the quantities
ςi := max
j∈[a]∧k1,k2,...kj∈A
{〈φ|A rˆk1 rˆk2 . . . rˆkj |φ〉A σi−j} , (S24)
for i ∈ [2(n+ 1)]. In addition, we call ς≤i := maxk≤i{ςk} the maximal i-th generalised variance of %Sp.
The parameters ςi quantify the maximal variances of random variables defined by products of i− j quadrature-measurement
outcomes on %Sp renormalised by the expectation value of products of j quadrature operators with respect to |φ〉A, therefore
automatically accounting for factorisations of the type of equation (S23). They constitute very non-tight upper bounds to the
real variances. In particular experimental situations, tighter bounds can be found. Here, we are simply interested in taking
advantage of the proofs of Theorems 2 and 3 without introducing too much extra notational overhead, for which the definition
of equation (S24) is enough. Indeed, with these redefinitions, the following corollaries follow straightforwardly from Theorems
2 and 3.
Corollary S1 (Quantum certification of locally post-selected Gaussian states). Under the same conditions and for the same %t
as in Theorem 2, test TLPS from Box S3 is a certification test for %S t ∈ CLPSG and requires at most
O
(
s4max
(
2ς21‖x‖22m3 + ς22κ3m4
)
[P(φA|%t) ε]2 ln(1/(1− α))
)
(S25)
copies of a preparation %Sp with first and second generalized variance bounds ς1 > 0 and ς2 > 0, respectively.
Corollary S2 (Quantum certification of locally post-selected linear-optical network states). Under the same conditions and for
the same %t as in Theorem 3, test TLPS from Box S3 is a certification test for %S t ∈ CLPSLO and requires at most
O
(
ς2≤2(n+1)m
4(λ d6 nm)n
[P(φA|%t) ε]2 ln(1/(1− α))
)
(S26)
copies of a preparation %Sp with maximal 2(n+1)-th generalised variance ς≤2(n+1), where λ > 0 is the same absolute constant
as in Theorem 3.
Corollary S1 is proven in Section S3 E and Corollary S2 in Section S3 F. Equations (S25) and (S26) correspond to exactly
the same expressions as in equations (10) and (11), respectively, with the replacements σ → ς and ε → P(φA|%t) ε. The
rescaling of ε with the factor P(φA|%t) originates directly from the new expression for the fidelity given in equation (S17).
As mentioned in Section S2 C, this makes the fidelity bounds FS (0) and FS (n) more unstable than F (0) and F (n), leading to
the error rescaling discussed earlier. In most interesting cases, the post-selection success probability P(φA|%t) turns out to be
exponentially small in a. Moreover, one can always come up with families of target states and post selection procedures for
which P(φA|%t) decreases arbitrarily fast in m. In such cases, the scalings in equations (S25) and (S26) are not efficient in m,
inheriting the inefficiency of the state preparation by local measurements and post selection. However, both bounds are efficient
in 1/P(φA|%t). That is, in every practical situation where state preparation via post selection is feasible, so is state certification.
Interestingly, even for families of target states and post selection procedures for which P(φA|%t) decays exponentially in a, the
overall scaling (of both bounds) with a is better than the scalings (of the bounds in equations (11) and (S26)) with n. Indeed, the
bound in equation (S26) grows, just like the bound in equation (11), faster than exponentially in n. Finally, both bounds (S25)
and (S26) scale polynomially with all the other relevant parameters, including 1/ε. Thus, arbitrary m-mode target states from
the classes CLPSG and CLPSLO, with constant n, are certified by TLPS efficiently in m, 1/P(φA|%t), and all the other relevant
parameters.
S2.E Corollary of Theorem 5
Finally, it is possible to show that our certification test is robust also for the locally post-selected target states of the classes
CLPSG or CLPSLO. Writing %Sp as
%Sp = FS%S t + (1− FS)%S⊥t , (S27)
where %S⊥t is such that Tr[%S t %S
⊥
t ] = 0, and introducing the generalised photon mismatch n˜
⊥
S between %S t and %Sp as
n˜⊥S :=
〈
P(φA|%t)− 1 + (nˆ− n)
∏n
j=1 nˆj
P(φA|%t)
〉
Uˆ†%S⊥t ⊗|φ〉A〈φ|AUˆ
=
〈
Nˆ
(n)
S
〉
%S⊥t
, (S28)
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where Nˆ (n)S is the same observable as in (S20), the following holds true.
Corollary S3 (Robust quantum certification of locally post-selected states). Under the same conditions as in Corollaries S1 and
S2, test T from Box 1 is a robust certification test for %S t ∈ CLPSG ∪ CLPSLO with fidelity gap
∆S := max
{
2ε+ (1− FT)(n˜⊥S − 1)
n˜⊥S
, 2ε
}
, (S29)
where n˜⊥S is the generalised photon mismatch.
The proof is identical to the proof of Theorem 5 presented in Section S3 G but with the replacements F → FS , F (n) → FS (n),
F (n)∗ → F (n)∗S , ∆→ ∆S , and n˜⊥ → n˜⊥S .
S3 Proofs of the theorems and corollaries
Before going to the proofs, we devote two sections to establish necessary notation, review some known facts, and prove a
general lemma.
S3.A Norms
Here, we introduce some helpful notation used in the proofs and review a few facts about norms on finite dimensional vector
spaces. The max norm ‖ · ‖max of a tensor is the largest of the absolute values of its entries. For a matrix A, for example,
‖A‖max := maxk,l |Ak,l|. For p ∈ [1,∞], we denote the vector p-norm of a vector a by ‖a‖p and the Schatten p-norm of a
matrix A by ‖A‖p, which is defined to be the vector p-norm of the vector of its singular values. For any matrix A, we define
vec(A) to be a vector containing all the entries of A (in some order). Then one can see that
‖A‖2 = ‖ vec(A)‖2 (S30)
and
‖A‖max = ‖ vec(A)‖∞. (S31)
For the vector and Schatten p-norm of vectors with N elements and N × N matrices, respectively, the following inequalities
hold
‖·‖1 ≤
√
N‖·‖2 ≤ N‖·‖∞. (S32)
Because the Schatten∞-norm is induced by the vector 2-norm, i.e.,
‖A‖∞ = sup
y
‖Ay‖2
‖y‖2 , (S33)
it follows that for any two vectors  and x
‖xT ‖∞ ≤ ‖‖2‖x‖2. (S34)
S3.B Reliable estimation of expectation values from samples
We continue by proving a general large-deviation bound for estimates of expectation values from a finite number of measure-
ments on independent copies, which we need for the proofs of Theorems 2 and 3.
Lemma S4 (Reliable estimation of multiple expectation values from samples). Let σ > 0, ρ be a state, and let Aˆ1, . . . , AˆN be
observables with expectation values Ai := Tr[ρAˆi] and variances bounded as Tr[ρAˆ2i ] − A2i ≤ σ2. For each i ∈ [N ] and χ,
let X(χ)i be the random variable given by the measurement statistics of Aˆi on state ρ; such that, in particular, the (X
(χ)
i )i,χ are
independent random variables and the finite sample average over c measurements of Aˆi is the random variable
A∗i :=
1
c
c∑
χ=1
X
(χ)
i . (S35)
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Then, the {A∗i }i are independent and, for every  > 0 and α ∈ [1/2, 1), it holds that
P
[∀i : |A∗i −Ai| ≤ ε] ≥ α (S36)
whenever
c ≥ σ
2(N + 1)
ε2 ln(1/α)
. (S37)
Proof. The sample averages {A∗i }i are independent by definition. By Chebyshev’s inequality it holds that
∀i ∈ [c] : P[|A∗i −Ai| > ε] < σ2cε2 . (S38)
Since the {A∗i }i are independent random variables, this yields
P
[∀i : |A∗i −Ai| ≤ ε] ≥ (1− σ2cε2
)N
. (S39)
Finally, (
1− σ
2
cε2
)N
≥ α (S40)
is satisfied if
c ≥ copt :=
⌈
σ2/ε2
1− α1/N
⌉
. (S41)
To finish the proof we upper bound
copt =
⌈
σ2/ε2
1− e− ln(1/α)N
⌉
. (S42)
Using that (see Section S6 B) for all x ≥ 0
1
1− e−1/x ≤ x+
1
2 + 2x
+
1
2
, (S43)
it follows that
copt ≤ σ
2
ε2
(
N
ln(1/α)
+
1
2 + 2Nln(1/α)
+
1
2
)
. (S44)
To simplify the right-hand side of this inequality, we use that, since α ≥ 12 ≥ e−1, it holds that ln(1/α) ≤ 1 and, therefore,
2 + 2Nln(1/α) ≥ 4. So, using again that ln(1/α) ≤ 1, we finally arrive at
copt ≤ σ
2
ε2
(
N
ln(1/α)
+
3
4
)
≤ σ
2(N + 1)
ε2 ln(1/α)
. (S45)
S3.C Proof of Theorem 2
Before the proof of Theorem 2, we present three auxiliary lemmas specific to the fidelity bound F (0) for the Gaussian case.
The first lemma upper-bounds the number of elements of Γ(1) which the fidelity bound F (0) depends on.
Lemma S5 (Sparsity of the Gaussian fidelity bound). F (0) depends on at most 2mκ elements of Γ(1). We call these the relevant
elements of Γ(1).
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Proof. Equation (S6) can be written as
F (0) = 1 +
m
2
+ xTOD−2OT (2γ − x)− Tr[OD−2OTΓ]. (S46)
The last term can, in turn, be expressed as
Tr
[
OD−2OTΓ(1)
]
=
2m∑
k=1
D−2k,k(o
(k))TΓ(1)o(k)
= Tr
[ m∑
j=1
{
s−2j o
(2j−1)(o(2j−1))T + s2jo
(2j)(o(2j))T
}
Γ(1)
]
. (S47)
Due to the sparsity of O, as described in Section S1, each matrix s−2j o
(2j−1)(o(2j−1))T + s2jo
(2j)(o(2j))T has at most 4d2
non-zero elements. Hence, summing over j, we see that F (0) depends on at most 4mmin{d2,m} = 2κm elements of Γ(1).
Note that the counting argument following equation (S47) does not take into account the fact that Γ(1) is symmetric. Taking
this fact into account, we see that, from the 4d2 relevant elements of Γ(1) that appear in each term of the trace (S47), only
d(2d+ 1) are independent. Thus, even though 2mκ entries of Γ(1) contribute to F (0), only mmin{d(2d+ 1), 4m} ≤ 2mκ of
them must actually be measured.
The second auxiliary lemma bounds the deviation of F (0)∗ from F (0) in terms of the errors made in the estimation of the
individual expectation values entering F (0).
Lemma S6 (Stability of the Gaussian fidelity bound). Let F (0)∗ be defined like F (0) in equation (S6) but with γ and Γ(1)
replaced by γ∗ and Γ(1)∗ and let max := ‖γ − γ∗‖max and ε(1)max := ‖Γ(1) − Γ(1)∗‖max . Then
|F (0) − F (0)∗| ≤ 2s2max
(
ε(1)max
√
κm+ max‖x‖2
√
2m
)
. (S48)
Proof. For convenience, we define the error vector
 := γ − γ∗ ∈ R2m (S49)
and the error matrix
E(1) := Γ(1) − Γ(1)∗. (S50)
The fidelity estimation error can then be written as
F (0) − F (0)∗ = Tr [OD−2OT (E(1) + 2xT )]. (S51)
Due to Hölder’s inequality,
|F (0) − F (0)∗| ≤ ‖OD−2OT ‖∞‖E(1) + 2xT ‖1
≤ ‖D−2‖∞
(
‖E(1)‖1 + 2‖‖2‖x‖2
)
, (S52)
where in the last step we have used the bound (S34). The second inequality in equation (S32) implies that ‖‖2 ≤
√
2m‖‖∞.
It remains to bound ‖E‖1. To this end, we use the first inequality in equation (S32) and equation (S30) to arrive at
‖E(1)‖1 ≤
√
2m‖ vec(E(1))‖2. (S53)
According to Lemma S5, F (0) depends on at most 2κm entries of E(1). Without loss of generality we can hence omit all other
elements of E(1) and thus take vec(E(1)) as a vector with at most 2κm elements. Using this fact and the second inequality in
equation (S32) we obtain
‖E(1)‖1 ≤
√
2m
√
2mκ‖ vec(E(1))‖∞
= 2m
√
κ‖E(1)‖max , (S54)
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where we have used equation (S31) in the last equality. Finally, putting everything together and using that, by definition,
‖D−2‖∞ = s2max, we arrive at the inequality (S48).
The third auxiliary lemma shows that the estimate of the fidelity lower-bound for target states %t ∈ CG obtained with the
measurement schemeMG in Box S1 is reliable. This lemma is potentially interesting in its own right in scenarios other than
certification.
Lemma S7 (Reliable estimation of the Gaussian fidelity bound). Let α ∈ (0, 1/2] and ε > 0. Let F (0)∗ be defined like F (0) in
equation (S6) but with γ and Γ(1) replaced by γ∗ and Γ(1)∗, where γ∗ and Γ(1)∗ are obtained as described byMG from
C = 2mC1 + 2κmC2 (S55)
copies of %p , with C1 and C2 integers such that
C1 ≥ 26σ
2
1(2m+ 1)ms
4
max ‖x‖22
ε2 ln
(
1
1−α
) (S56a)
and
C2 ≥ 25σ
2
2(2κm+ 1)m
2 s4max κ
ε2 ln
(
1
1−α
) . (S56b)
Then,
P
[
|F (0) − F (0)∗| ≤ ε
]
≥ 1− α. (S57)
Proof. Our proof strategy is to show that, with probability at least 1 − α, the 2m elements of γ and the 2mκ relevant elements
of Γ(1) are estimated within additive errors bounded as
max ≤ ∗max :=
ε
4s2max‖x‖2
√
2m
(S58a)
and
ε(1)max ≤ ε∗(1)max :=
ε
4s2max
√
κm
. (S58b)
If the inequalities (S58) are fulfiled, then, due to Lemma S6, it holds that |F (0) − F (0)∗| ≤ ε.
Since all 2m estimates {γ∗l }l are sample averages over independent copies of %p, the measurement outcomes to obtain the{γ∗l }l are all independent random variables, for each l described by the same probability distribution. Furthermore, by assump-
tion, the variances of these variables are all upper-bounded by σ1. Analogously, the measurement outcomes to obtain all 2mκ
relevant estimates {Γ(1)∗l,l′ }l,l′ are independent random variables with variances upper-bounded by σ2 and described, for each l
and l′, by the same probability distribution. Hence, according to Lemma S4, with the choice α =
√
1− α, taking
C1 ≥ 2 σ
2
1(2m+ 1)
∗max
2 ln
(
1
1−α
) (S59a)
and
C2 ≥ 2 σ
2
2(2κm+ 1)
ε
∗(1)
max
2
ln
(
1
1−α
) , (S59b)
is sufficient for both
P
[∀l : |γ∗l − γl| ≤ ∗max] ≥ √1− α (S60a)
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and
P
[∀ Γ(1)l,l′ relevant : |Γ(1)∗l,l′ − Γ(1)l,l′ | ≤ ε∗(1)max] ≥ √1− α. (S60b)
Since the {γ∗l }l and the {Γ(1)∗l,l′ }l,l′ are independent random variables, equations (S60) imply that
P
[ ∀l : |γ∗l − γl| ≤ ∗max
and ∀ Γ(1)l,l′ relevant : |Γ(1)∗l,l′ − Γ(1)l,l′ | ≤ ε∗(1)max
]
≥ 1− α. (S61)
Finally, inserting the definitions (S58) of ∗max and ε
∗(1)
max into equations (S59), we see that equations (S56) are equivalent to
equations (S59).
Now, we prove the theorem on quantum certification of Gaussian states.
Proof of Theorem 2. That the total number of copies of %p (see equation (S55)) needed for the certification test is asymptotically
upper-bounded by equation (10) can be verified by straightforward calculation using equations (S56). It remains to show that (i)
if %p = %t, then T accepts with probability at least 1− α, i.e.,
P
[
F (0)∗ ≥ FT + ε
]
≥ 1− α, (S62)
and (ii) if %p is such that F < FT , then T rejects with probability at least 1− α, i.e.,
P
[
F (0)∗ < FT + ε
]
≥ 1− α. (S63)
To show (i), we first recall that, if %p = %t, F (0) = 1. With this, equation (S57) in Lemma S7 implies that
P
[
F (0)∗ ≥ 1− ε
]
≥ 1− α. (S64)
Since, by assumption of the theorem, the total estimation error is such that ε ≤ 1−FT2 , it holds that 1− ε ≥ FT + ε. Substituting
the latter inequality into equation (S64) yields equation (S62).
To show (ii), we first note that, since F (0) ≤ F for all %p, if F < FT , then
F (0) < FT. (S65)
On the other hand, equation (S57) implies also that
P
[
F (0)∗ ≤ F (0) + ε
]
≥ 1− α. (S66)
Inserting equation (S65) into equation (S66) yields equation (S63).
S3.D Proof of Theorem 3
We proceed analogously to the last section and present three auxiliary lemmas specific to the fidelity bound F (n) for the
linear-optical case before proving Theorem 3.
To state the first lemma in a compact form we introduce the shorthand Γ :=
(
Γ(i)
)
i=1,...,n+1
for the collection of all the
moment tensors Γ(i). Analogously, the collection of all the estimates Γ(i)∗ of the moment tensors, defined in Box S2, is denoted
by Γ∗ :=
(
Γ(i)∗
)
i=1,...,n+1
.
Lemma S8 (Sparsity of the linear-optical fidelity bound). The fidelity bound F (n) defined in equation (S15) can be written as
F (n) = 1−
n∑
j=0
(−1/2)n−jfj
(
Γ(j),Γ(j+1)
)
, (S67)
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where, for each j ∈ {0, . . . , n}, fj is a linear functional given by
fj
(
Γ(j),Γ(j+1)
)
:=
(nj)∑
µ=1
{
Tr
[(
1⊗
⊗
i∈Ω(j)µ
P(i)
)
Γ(j+1)
]
+
m+ 2n
2
Tr
[( ⊗
i∈Ω(j)µ
P(i)
)
Γ(j)
]}
. (S68)
For each j, the functional fj depends on at most
(
n
j
)
(2d)2j elements of Γ(j) and on at most
(
n
j
)
2m(2d)2j elements of Γ(j+1).
We call these the relevant elements for fj . Moreover, F (n) depends on at most
N≤2(n+1) := (1 + 2m)(4d2 + 1)n ∈ O
(
m
(
4d2 + 1
)n)
(S69)
elements of Γ. We call these the relevant elements of Γ.
The subindex “≤ 2(n + 1)” in N≤2(n+1) makes reference to the fact that 2j-th moments with j ∈ [n + 1] are taken into
account.
Proof. Equations (S67) and (S68) can be checked by a straightforward calculation. We use again the sparsity of O, i.e., the
property that its columns o(2j−1) and o(2j) have at least 2(m − d) zero element in common. Hence, each of the symmetric
matrices P(j), defined in equation (S9), has at most (2d)2 non-zero elements. Consequently, the projectors
⊗
i∈Ω(j)µ P
(i) and
1⊗⊗
i∈Ω(j)µ P
(i) in equation (S68) have at most (2d)2j and 2m(2d)2j non-zero elements. This implies that the first trace inside
the sum in equation (S68) depends on at most 2m(2d)2j elements of Γ(j+1) and the second trace inside the sum on at most
(2d)2j elements of Γ(j). Hence, each fj depends on at most
(
n
j
)
(2d)2j elements of Γ(j) and on at most
(
n
j
)
2m(2d)2j elements
of Γ(j+1). This proves the statements on the sparsity of the functionals fi. From this, it follows that F (n) depends on at most
n∑
i=0
((
n
i
)
(2d)2i +
(
n
i
)
2m(2d)2i
)
= (1 + 2m)(4d2 + 1)n (S70)
elements of Γ in total, where in the last step we have used the binomial theorem.
It is important to mention that, as in Lemma S5 for the Gaussian case, the symmetry (S14) of each Γ(j) was not taken into
account. Thus, even though the lemma gives the maximal total number of relevant elements that contribute to F (n), many of
them are not independent and must therefore not be measured.
The second auxiliary lemma upper-bounds the deviation of F (n)∗ from F (n) in terms of the errors made in the estimation of
the expectation values entering F (n).
Lemma S9 (Stability of the linear-optical fidelity bound). Let F (n)∗ be defined like F (n) in equation (S15) but with Γ replaced
by Γ∗ and let εmax := ‖Γ− Γ∗‖max . Then
|F (n) − F (n)∗| ≤ εmax (n+ 5m/2)
(
1/2 + 2d
√
2nm
)n
. (S71)
Proof. For convenience, we define, for each j ∈ [n], the error tensor
E(j) := Γ(j) − Γ(j)∗ ∈ (R2m×2m)⊗j . (S72)
Using equation (S67) and the fact that fj is linear, we write the fidelity estimation error as
F (n) − F (n)∗ =
n∑
j=0
(−1/2)n−jfj
(
E(j), E(j+1)
)
, (S73)
Applying Hölder’s inequality and using that the Schatten∞-norm of a tensor product of projectors is bounded by 1 yields
|fj
(
E(j), E(j+1)
)
| ≤
(
n
j
)(∥∥E˜(j+1)∥∥
1
+
m+ 2n
2
∥∥E˜(j)∥∥
1
)
,
where the matrix E˜(j) is defined element-wise by E˜(j)
k(j),l(j)
:= E(j)k1,l1,...,kj ,lj , where k(j) := (k1, . . . , kj) and l(j) := (l1, . . . , lj).
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Thanks to the first bound in equation (S32) and equation (S30), we arrive at
|fj
(
E(j), E(j+1)
)
| ≤
(
n
j
)
(2m)j/2
(√
2m
∥∥vec(E˜(j+1))∥∥
2
+
m+ 2n
2
∥∥vec(E˜(j))∥∥
2
)
. (S74)
According to Lemma S8, fj depends on at most
(
n
j
)
2m(2d)2j elements of E˜(j+1) and on at most (nj)(2d)2j of E˜(j). Without loss
of generality we can hence omit, in equation (S74), all other elements in E˜(j) and E˜(j+1) and thus take vec(E˜(j)) and vec(E˜(j+1))
as vectors with at most
(
n
j
)
(2d)2j and
(
n
j
)
2m(2d)2j elements, respectively. Then the second bound in equation (S32) yields
|fj
(
E(j), E(j+1)
)
| ≤
(
n
j
)3/2
(2m)j/2(2d)j
[
2m
∥∥E˜(j+1)∥∥
max
+
m+ 2n
2
∥∥E˜(j)∥∥
max
]
. (S75)
Next, from equation (S73), it follows that
|F (n) − F (n)∗| ≤ εmax
[ n∑
j=0
(
n
j
)3/2
(1/2)
n−j
(√
2m2d
)j
× (5m/2 + n)
]
. (S76)
Finally, using
(
n
j
)1/2 ≤ nj/2 and the binomial formula, we obtain the inequality (S71).
The third auxiliary lemma shows that the estimate of the fidelity lower-bound for target states %t ∈ CLO obtained with the
measurement schemeMLO in Box S2 is reliable. This lemma is potentially interesting in its own right in scenarios other than
certification.
Lemma S10 (Reliable estimation of the linear-optical fidelity bound). Let α ∈ (0, 1/2] and ε > 0. Let F (n)∗ be defined like
F (n) in equation (S15) but with Γ replaced by Γ∗, where Γ∗ is obtained as described byMLO from
C = N≤2(n+1)C≤2(n+1) (S77)
copies of %p, with N≤2(n+1) an integer given by equation (S69) and C≤2(n+1) an integer given by
C≤2(n+1) ≥
σ2≤2(n+1)(N≤2(n+1) + 1)
ε2 ln(1/(1− α)) (n+ 5m/2)
2
(
1/2 + 2d
√
2nm
)2n
. (S78)
Then,
P
[
|F (n) − F (n)∗| ≤ ε
]
≥ 1− α. (S79)
Proof. Our proof strategy is similar to that of Lemma S7. That is, we show that, with probability at least 1 − α, the N≤2(n+1)
relevant elements of Γ are estimated within additive errors bounded as
εmax ≤ ε∗max :=
ε
(n+ 5m/2)
(
1/2 + 2d
√
2nm
)n . (S80)
If this inequality is fulfiled, then, due to Lemma S9, it holds that |F (n) − F (n)∗| ≤ ε.
According to Lemma S4, with the choice α = 1− α, taking
C≤2(n+1) ≥
σ2≤2(n+1)(N≤2(n+1) + 1)
ε∗max
2 ln(1/(1− α)) . (S81)
is sufficient to get
P
[
∀ Γ(i)k1,l1,...,ki,li relevant : |Γ
(i)∗
k1,l1,...,ki,li
− Γ(i)k1,l1,...,ki,li | ≤ ε∗max
]
≥ 1− α (S82)
Finally, inserting the definition (S80) of ε∗max into equation (S81), we see that equation (S79) is equivalent to equation (S81).
Now, we prove the theorem on quantum certification of linear-optical network states.
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Proof of Theorem 3. The proof is analogous to the proof of Theorem 2, but with equation (S77), equation (11), F (n), F (n)∗,
Lemma S10, and equation (S79) playing respectively the roles of equation (S55), equation (10) , F (0), F (0)∗, Lemma S7 and
equation (S57).
S3.E Proof of Corollary S1
The proof relies on three auxiliary lemmas equivalent to Lemmas S5, S6, and S7.
Lemma S11 (Sparsity of the locally post-selected Gaussian fidelity bound). FS (0) depends on at most 2mκ elements of Γ
(1)
S .
We call these the relevant elements of Γ(1)S .
Proof. The proof of the lemma is analogous to that of Lemma S5.
Lemma S12 (Stability of the locally post-selected Gaussian fidelity bound). Let F (0)∗S be defined by the same expression to F
(0)
in equation (S6) but divided by P(φA|%t) and with γ and Γ(1) replaced by γ∗S and Γ(1)∗S , and let max := ‖γS − γ∗S‖max and
ε
(1)
max := ‖Γ(1)S − Γ(1)∗S ‖max . Then
|FS (0) − F (0)∗S | ≤
2s2max
P(φA|%t)
(
ε(1)max
√
κm+ max‖x‖2
√
2m
)
. (S83)
Proof. The proof of the lemma is similar to that of Lemma S6, with the differences already explained in Section S2 C.
Lemma S13 (Reliable estimation of the locally post-selected Gaussian fidelity bound). Let α ∈ (0, 1/2] and ε > 0. Let F (0)∗S
be defined by the same expression to FS (0) in equation (S6) but divided by P(φA|%t) and with γ and Γ(1) replaced by γ∗S and
Γ
(1)∗
S , where γ
∗
S and Γ
(1)∗
S are obtained as described in Section S2 C from
C = 2mC1 + 2κmC2 (S84)
copies of %Sp , with C1 and C2 integers such that
C1 ≥ 26 ς
2
1 (2m+ 1)ms
4
max ‖x‖22
[P(φA|%t)ε]2 ln
(
1
1−α
) (S85a)
and
C2 ≥ 25 ς
2
2 (2κm+ 1)m
2 s4max κ
[P(φA|%t)ε]2 ln
(
1
1−α
) . (S85b)
Then,
P
[
|FS (0) − F (0)∗S | ≤ ε
]
≥ 1− α. (S86)
Proof. The proof of the lemma is analogous to that of Lemma S7.
Proof of Corollary S1. The proof is analogous to the proof of Theorem 2 but with Lemmas S11, S12, and S13 playing respec-
tively the roles of Lemmas S5, S6, and S7.
S3.F Proof of Corollary S2
As in the previous subsection, the proof relies on three auxiliaryary lemmas equivalent to Lemmas S8, S9, and S10. The
proofs of the lemmas are analogous to, and follow immediately from, those of the latter.
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Lemma S14 (Sparsity of the locally post-selected linear-optical fidelity bound). The fidelity bound FS (n), defined by the same
expression as F (n) in equation (S15) but divided by P(φA|%t) and with Γ replaced by ΓS , can be written as
FS (n) =
1
P(φA|%t)
1− n∑
j=0
(−1/2)n−jfj
(
Γ
(j)
S ,Γ
(j+1)
S
) , (S87)
where, for each j ∈ {0, . . . , n}, fj is the same linear functional as in Lemma S8, defined by equation (S68). Moreover, FS (n)
depends on at most N≤2(n+1) elements of ΓS , with N≤2(n+1) the same as in Lemma S8 and given by equation (S69).
Proof. The proof of the lemma is analogous to that of Lemma S8.
Lemma S15 (Stability of the locally post-selected linear-optical fidelity bound). Let F (n)∗S be defined by the same expression as
F (n) in equation (S15) but divided by P(φA|%t) and with Γ replaced by Γ∗S , and let εmax := ‖ΓS − Γ∗S‖max . Then
|FS (n) − F (n)∗S | ≤
εmax
P(φA|%t)
(n+ 5m/2)
(
1/2 + 2d
√
2nm
)n
. (S88)
Proof. The proof of the lemma is similar to that of Lemma S9, with the differences already explained in Section S2 C.
Lemma S16 (Reliable estimation of the locally post-selected linear-optical fidelity bound). Let α ∈ (0, 1/2] and ε > 0. Let
F
(n)∗
S be defined like F
(n) in equation (S15) but with Γ replaced by Γ∗S , where Γ
∗
S is obtained as described in Section S2 C from
C = N≤2(n+1)C≤2(n+1) (S89)
copies of %Sp, with N≤2(n+1) an integer given by equation (S69) and C≤2(n+1) an integer given by
C≤2(n+1) ≥
ς2≤2(n+1)(N≤2(n+1) + 1)
[P(φA|%t) ε]2 ln(1/(1− α))
(n+ 5m/2)
2
(
1/2 + 2d
√
2nm
)2n
. (S90)
Then,
P
[
|FS (n) − F (n)∗S | ≤ ε
]
≥ 1− α. (S91)
Proof. The proof of the lemma is analogous to that of Lemma S10.
Proof of Corollary S2. The proof is analogous to the proof of Theorem 3 but with Lemmas S14, S15, and S16 playing respec-
tively the roles of Lemmas S8, S9, and S10.
S3.G Proof of Theorem 5
Crucial for the proof of this theorem is the expansion (12) of %p in terms of %t and %⊥t , which leads to the definition (13) of
the photon mismatch n˜⊥. Also, before the proof, we note that the fidelity gap cannot be smaller than ∆ ≥ 2ε: The condition for
acceptance of the test is F (n)∗ ≥ FT + ∆ − ε, whereas that for rejection is F (n)∗ < FT + ε. So, the threshold of acceptance,
F = FT + ∆− ε, is not smaller than that of rejection, F = FT + ε, iff ∆ ≥ 2ε.
Proof of Theorem 5. Theorems 2 and 3 imply that %p is rejected with probability at least 1 − α whenever F < FT. Thus, it
remains to show that if %p is such that F ≥ FT + ∆, with ∆ given by equation (14), then %p is accepted with probability at least
1− α, i.e., that
P
[
F (n)∗ ≥ FT + ε
]
≥ 1− α. (S92)
So, let F ≥ FT + ∆, with ∆ given by (14). Using equations (8), (12), and (13), we write F (n) as
F (n) = 1− (1− F )n˜⊥ ≥ 1− (1− (FT + ∆))n˜⊥. (S93)
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Using that
∆ ≥ 2ε+ (1− FT)(n˜
⊥ − 1)
n˜⊥
(S94)
and inserting it into the inequality (S93), we obtain
F (n) ≥ FT + 2ε. (S95)
Finally, using equations (S95) and (S79), we obtain equation (S92).
S4 Number of measurement settings
In this section, we upper-bound the number of local measurement settings required for the estimation of our fidelity lower
bounds. We do this explicitly only for the Gaussian and linear-optical network target states, the cases of the post-selected target
states following immediately from them.
S4.A Gaussian case
Here, we show that the 2md single-quadrature and the mκ two-quadrature observables listed in Box S1, required for the
measurement scheme MG, can all be measured using m + 3 different experimental arrangements. We do this by explicitly
describing a measurement strategy that features such a scaling.
The two-body observables qˆj qˆk, qˆj pˆk, and pˆj pˆk, for j 6= k, can be measured by simultaneously homodyning modes j and k.
For all possible pairs of modes, this consumes m + 2 different homodyne settings: A single setting (qˆ1, qˆ2, . . . , qˆm) for all the
second moments of the form 〈qˆj qˆk〉%p ; another single setting (pˆ1, pˆ2, . . . , pˆm) for those of the form 〈pˆj pˆk〉%p ; and the m settings
(pˆ1, qˆ2, . . . , qˆm), (qˆ1, pˆ2, qˆ3, . . . , qˆm), . . ., and (qˆ1, . . . , qˆm−1, pˆm) for those of the form 〈qˆj pˆk〉%p and 〈pˆj qˆk〉%p with j 6= k. In
addition, all the single-body observables qˆj , pˆj , qˆ2j , and pˆ
2
j , are measured also with these same settings. With this, we have
accounted, so far, for all the first moments γl and all the second moments Γ
(1)
l,l′ with (l, l
′) 6= (2j − 1, 2j) for all j ∈ [m].
The remaining second moments, Γ(1)2j−1,2j with j ∈ [m], correspond to the single-mode observables (qˆj pˆj + pˆj qˆj)/2. To
measure these, Arthur can homodyne each mode j independently in the rotated quadrature (qˆj + pˆj)/
√
2. This requires a
single setting:
[
(qˆ1 + pˆ1)/
√
2, (qˆ2 + pˆ2)/
√
2, . . . , (qˆ1 + pˆ1)/
√
2
]
. In this setting, he can estimate all the moments of the form
〈(qˆj + pˆj)2/2〉%p . The latter estimates, upon subtraction of 〈qˆ2j 〉%p/2 and 〈pˆ2j 〉%p/2, whose settings have already been accounted
for, finally make it possible to calculate an estimate of 〈(qˆj pˆj + pˆj qˆj)/2〉%p , using the equation
1
2
(qˆj pˆj + pˆj qˆj) =
(
qˆj + pˆj√
2
)2
− qˆ
2
j
2
− pˆ
2
j
2
. (S96)
The last setting, plus the m+ 2 ones already accounted for in the previous paragraph, yields a total of m+ 3 different homodyne
settings, as promised.
Finally, a comment on the error estimation is in order. In any measurement strategy where moments are estimated indirectly,
their errors must be obtained from those of the directly measured quantities via error propagation. For instance, in the strategy
just described, the error of each Γ(1)2j−1,2j needs to be calculated from those of 〈(qˆj + pˆj)2/2〉%p , 〈qˆ2j 〉%p , and 〈pˆ2j 〉%p . This leads,
for each indirectly estimated moment, to an increase in the number of copies of %p required to attain a given error. Nevertheless,
this usually has no impact on the leading terms of the total resource scaling of the protocol. For example, in the described
strategy the global scaling given in equation (10) remains unaltered.
S4.B Linear-optical case
Here, we show that the N≤2(n+1) ∈ O
(
m
(
4d2 + 1
)n)
observables listed in Box S2, required for the measurement scheme
MLO, can all be measured using at most
(
m
n
)
2n+1 different experimental arrangements. As in the previous section, we do this
by explicitly describing a measurement strategy that features the promised scaling.
The schemeMLO requires the measurement of products of an even number between 2 and 2(n + 1) quadrature operators.
We describe the measurement strategy as follows. First, we upper-bound the number of homodyne settings required for the mea-
surement of all possible products of 2n quadrature operators, necessary for estimating all n-th moments Γ(n). The measurement
of products of fewer quadrature operators can clearly be carried out with the same settings. Then, we show that the particular
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products of 2(n+ 1) quadrature operators that appear inMLO, corresponding to the relevant elements of Γ(n+1), do not require
extra settings either.
Consider all products of 2n quadrature operators. Among these, we focus first on those containing exclusively either qˆj or pˆj
(or powers thereof) for each j-th mode but exclude observables such as (qˆj pˆj+ pˆj qˆj)/2, which we address in the next paragraph.
Let us divide this family into two subfamilies: (i) those for which the number of operators qˆj is smaller or equal than that of
the operators pˆj and (ii) those for which the number of operators qˆj is greater than that of the operators pˆj . All correlators in
the subfamily (i) can be measured with homodyne settings where n modes are detected in the position quadrature qˆj and the
remaining m−n ones in the momentum quadrature pˆj . All those in the subfamily (ii) can be measured with homodyne settings
where n modes are detected in momentum and the remaining m− n ones in position. Taking the two subfamilies into account,
there are at most 2
(
m
n
)
different such settings.
Let us now focus on the products of 2n quadrature operators that include different quadrature operators on a same mode, such
as (qˆj pˆj + pˆj qˆj)/2 (or powers thereof). At most, n factors as (qˆj pˆj + pˆj qˆj)/2 can appear in each product of 2n quadrature
operators. From equation (S96), we know that by replacing in each of the settings for the subfamily (i) above a quadrature qˆj
with the rotated quadrature (qˆj+ pˆj)/
√
2, Arthur can indirectly estimate the expectation values of all the 2n-quadrature products
of the form:
1
2
(qˆj pˆj + pˆj qˆj)
× up to n− 1 position operators
× at least n momentum operators. (S97)
In turn, by replacing, in each of the resulting settings, a further quadrature qˆj′ with (qˆj′ + pˆj′)/
√
2, he can measure all the
observables of the form
1
2
(qˆj pˆj + pˆj qˆj)× 1
2
(qˆj′ pˆj′ + pˆj′ qˆj′)
× up to n− 2 position operators
× at least n momentum operators. (S98)
Concatenating this procedure, he can measure all the 2n-quadrature products where each mode contributes with either
qˆj pˆj + pˆj qˆj , qˆj , or pˆj , and the number of operators qˆj is smaller or equal than that of the operators pˆj . Equivalently, by
proceeding analogously with the subfamily (ii) and the quadratures pˆj , he can measure all 2n-quadrature products where each
mode contributes with either qˆj pˆj + pˆj qˆj , qˆj , or pˆj , and the number of operators qˆj is greater than that of the operators pˆj . This
is enough to indirectly estimate the expectation values of all 2n-quadrature products. For each setting of the two subfamilies, n
modes can be rotated, giving rise to 2n setting ramifications. Hence, taking into account all the settings of the two subfamilies
and their ramifications, we count a total of at most 2
(
m
n
)
2n =
(
m
n
)
2n+1 different settings. This counting clearly over-counts the
necessary settings but is enough for our purposes.
Finally, we consider the products of 2(n+1) quadrature operators appearing in the relevant elements of Γ(n+1). The (n+1)-th
moment tensor Γ(n+1) is special in that, in contrast to the lower-moment tensors, it appears in just the first of the two traces in
equations (S15) and (S68). In particular, according to Box S2, Γ(n+1)k1,l1,...,kn,ln,kn+1,ln+1 is a relevant element of Γ
(n+1) if, and
only if, kn+1 = ln+1. This implies that the observables containing the factor (qˆn+1pˆn+1 + pˆn+1qˆn+1) do not contribute to the
relevant elements of Γ(n+1), only those containing either qˆ2n+1 or pˆ
2
n+1 are relevant. Hence, the relevant 2(n + 1) quadrature
products are those composed of the 2n quadrature products relevant for Γ(n) times either qˆ2n+1 or pˆ
2
n+1. Now, in each setting of
the two subfamilies of the previous paragraph, 2n modes are used to measure a 2n-quadrature observable relevant for Γ(n) and
the otherm−nmodes, which are all set either to position or momentum, are ignored. Thus, each relevant element of Γ(n+1) can
be estimated by not ignoring one out of the latter m − n modes. That is, the settings to estimate the 2n-moments Γ(n) already
cover also the estimation of 2(n+ 1)-moments Γ(n+1). So, the total number of settings used throughout is at most
(
m
n
)
2n+1.
As in the end of the previous section, we make a final remark on the error estimation. Also here, the errors of the indirectly
estimated moments must be obtained via error propagation, which leads again to an increase in the total number of copies of %p.
Nevertheless, their global scaling with n remains of the same order as that given in equation (11) .
S5 Stability against systematic errors
Apart from statistical errors, Arthur’s measurement procedure could also have systematic errors. That is, if the characterisation
of his single-mode measurement channels is erroneous, he could actually be measuring different observables from the ones he
thinks he does. Theorems 2 and 3, as well as their Corollaries S1 and S2, consider only statistical errors, i.e., those that can
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be decreased by increasing the number of measurement repetitions (and, hence, the number of copies of %p). Since systematic
errors cannot be decreased by accumulating statistics, no certification method based exclusively on the measurement statistics
can rule them out. However, the stability analyses of Lemmas S6, S9, S12 and S15 hold regardless of the nature of errors. Thus,
the experimental estimates F (0)∗, F (n)∗, F (0)∗S , and F
(n)∗
S (and, therefore, also the certification tests) turn out to be robust also
against small systematic errors: The total fidelity deviations due to systematic errors scales linearly with the magnitude of the
largest systematic error and polynomially in all the other relevant parameters as given in equations (S48), (S71), (S83), and
(S88).
Still, it is illustrative to consider a physically relevant example. A typical systematic error is non-unit quantum efficiency of
the detectors used for homodyning. In that case, the probability density function P˜ of measurement outcomes r of a quadrature
rˆ equals the ideal one P convolutioned with the normal distribution N of mean zero and squared variance (1 − η)/4η, where
η is the quantum efficiency of the detectors51. That is, P˜(r) = (P ∗ N )(r) := ∫ dr′P(r′)N (r − r′). Using that the first and
second non-central moments of N satisfy
〈r〉N :=
∫
drrN (r − r′) = r′ (S99a)
and
〈r2〉N :=
∫
drr2N (r − r′) = r′2 + 1− η
4η
, (S99b)
respectively, one obtains that
〈r〉P˜ = 〈r〉P (S100a)
and
〈r2〉P˜ = 〈r2〉P +
1− η
4η
. (S100b)
That is, the expectation value of rˆ is not affected by this type of systematic errors and that of rˆ2 deviates from the ideal one by
(1 − η)/(4η). Furthermore, the expectation values of products of quadrature operators acting on different modes are also not
affected, as this type of systematic error acts independently on different modes.
In the absence of statistical errors, this leads to an error vector  = 0 and an error matrix E(1) that is diagonal and such that
‖E(1)‖max ≤ (1− η)/(4η), so that ‖E(1)‖1 ≤ m(1− η)/(2η). Inserting this into equation (S52), we see for instance that, for
Gaussian targets, the contribution to the deviation of the fidelity estimate due to non-ideal detector efficiency in the homodyne
detectors is smaller than s2maxm
1−η
2η . This, in turn, is smaller or equal than a desired constant maximal error ε if
η ≥ s
2
maxm
2ε+ s2maxm
≈ 1− 2ε
s2maxm
, (S101)
where the approximation holds whenever s2maxm 2ε. The scaling given by the bound (S101) is experimentally convenient in
that, in particular, it implies that the detector inefficiency 1 − η needs to decrease only inversely proportional with the number
of modes m.
Another typical systematic error is the limited power of the local oscillator field used for the homodyne detection: The homo-
dyne (photocurrent difference) statistics, i.e., the distribution of homodyne measurement outcomes, match exactly the statistics
of the corresponding quadrature only in the limit of an intense local-oscillator beam52. The most obvious difference is that the
homodyne statistics is discrete whereas the quadrature statistics is continuous, with the former approximating the latter increas-
ingly better as the local-oscillator power increases. However, we emphasise that our method relies on the estimation of only the
expectation values of quadratures and not their full statistics. It can be seen that, provided that the local oscillator is in a coherent
state, the effect of limited power is just to increase the variance of the effective quadrature without changing its expectation value
with respect to the ideal case. Furthermore, in the multi-mode scenario, if the different modes are homodyned with independent
local oscillators, the latter is also true for products of quadratures, as the ones considered in this work. Therefore, the effect of
systematic errors due to limited homodyne local-oscillator power in our fidelity estimates is expected not to be critical either.
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S6 Auxiliary mathematical relations
S6.A Derivation of the properties of the operator valued Pochhammer-Symbol
We begin with equation (22a). The general relationship
(a†j)
tnˆj(aj)
t = pt(nˆj), (S102)
for t ∈ N, can be shown by induction starting from p0(nˆj) = nˆj and noting that, for all t ≥ −1,
a†jpt(nˆ)aj = a
†
j nˆj(nˆj − 1)(nˆj − 2) · · · (nˆj − t)aj
= a†j nˆj(nˆj − 1)(nˆj − 2) · · · (nˆj − (t− 1))aj(nˆj − (t+ 1))
= pt(nˆj)(nˆj − (t+ 1))
= pt+1(nˆj), (S103)
as can be verified using the commutation relations between aj and a
†
j . Setting t = nj gives equation (22a) .
In turn, equation (22b) can be shown by noting that
(a†j)
nj (aj)
nj = (a†j)
nj−1nˆj(aj)nj−1 (S104)
and applying equation (S102), for t = nj − 1, to the right-hand side of (S104).
S6.B Proof of the bound (S43)
Note that for x = 0 both sides of equation (S43) yield 1 and hence the bound holds in that case. We make the substitution
y = 1/x and show that the bound (S43) holds for all x > 0 by proving the following:
1
1− e−y ≤
1
y
+
1
2(1 + 1/y)
+
1
2
∀y ≥ 0. (S105)
But this is equivalent to
2y2 + 3y + 2 ≤ ey(2 + y). (S106)
A straight forward calculation shows that both sides and also the first derivatives of both sides coincide at y = 0, while the second
derivative of the right hand side is always larger than the second derivative of the left hand side. This proves equation (S105)
and hence finishes the proof of the bound (S43).
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