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Description of mixed motives
Doosung Park
Abstract
Assuming the Ku¨nneth type standard conjecture, we propose the definition of mixed mo-
tives. We study their formal properties, and we associate mixed motives to schemes smooth
and separated over a field. This serves as a universal cohomology theory. We also discuss ℓ-adic
realizations, and we discuss an unconditional construction of 2-motives and their properties.
1. Introduction
1.1. Throughout this paper, fix a field k, and we put
DMeff := DMeff (k,Q), DM := DM(k,Q), L = 1(1)[2].
Here, 1 denotes the objectM(k) of DMeff . For any nonnegative integer n, we denote by SmProj≤n
the set of objects of the category of schemes smooth and projective over k whose dimensions are
≤ n.
1.2. A conjecture ([9, Definition 2.20]) is that there is an abelian category of mixed motives MM
over k such that for each mixed motive M , there is a weight filtration
M =W rM → · · · →W−1M = 0
6.15 such that W iM/W i−1M is a pure motive of weight i for each i.
Voevodsky constructed the triangulated category DM of motives over k, and MM should be
a full subcategory of DM. Thus assuming the Ku¨nneth type standard conjecture, from the above
description of the weight filtration of mixed motives, we can construct the category of mixed motives
MM as follows.
Definition 1.3. Let n be a nonnegative integer, and assume (C≤n) in 2.1.
(1) We denote by
GrdMM≤n
the full subcategory of DMeff consisting of elements of the form M [−d] where M is a direct
summand of Md(X) for some X ∈ SmProj≤n. An object of GrdMM≤n is called a pure
n-motive of weight d.
(2) We put W dMM≤n = 0 for d < 0. For d ≥ 0, we inductively denote by
W dMM≤n
1
the full subcategory of DMeff consisting of objects M such that there is a distinguished
triangle
M ′ →M →M ′′ →M ′[1]
in DMeff with M ′ ∈ obGrdMM≤n and M
′′ ∈ obW d−1MM≤n. An object of W
dMM≤n is
called an n-motive of weights ≤ d.
(3) We denote by
MM≤n
the union of W dMM≤n for d ≥ 0. An object of MM≤n is called an n-motive.
Definition 1.4. Assume (C) in 2.1.
(1) We denote by
W dMMeff
the union ofW dDM≤n for n ≥ 0. An object ofW
dMMeff is called an effective mixed motive
of weights ≤ d.
(2) We denote by
MMeff
the union of MM≤n for n ≥ 0. An object of MM
eff is called an effective mixed motive.
(3) We denote by
MM
the full subcategory of DM consisting of objects of the form M(r) for M ∈ obMMeff and
r ∈ Z. An object of MM is called a mixed motive.
If one needs to emphasize that our coefficient ring is Q, one may call a mixed motive as mixed
motive with Q-coefficient.
1.5. Then we study formal properties of mixed motives. We first study the weight filtration
functor W d : MM≤n → W
dMM≤n. We also study the duality for mixed motives, which is the
generalization of Cartier duality for 1-motives ([3, 1.5]), and we conditionally prove that MMeff is
an abelian category. Here are the results.
Theorem 1.6 (Theorem 3.8). Assume (C≤n) and (Mur≤n) in 2.1. Then the inclusion
W dMM≤n → MM≤n
admits a left adjoint denoted by W d : MM≤n →W
dMM≤n.
Theorem 1.7 (Theorem 4.2). Assume (C≤n) and (Mur≤n) in 2.1. LetM be an n-motive of weights
≤ d. Then Hom(M,1(n)) is an n-motive of weights ≥ 2n− d (Definition 3.10). Here, Hom denotes
the internal hom of DMeff .
Theorem 1.8 (Theorem 5.2). Assume (C≤n), (Mur≤n), (wVan≤n), and (Semi≤n) in 2.1. Then
MM≤n is an abelian category.
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1.9. One of the motivations for mixed motives is to construct a sort of universal cohomology for
schemes not necessarily projective over k. Assuming (C≤n), we construct the ℓ-adic realization
functor
Rℓ : MM≤n → RepGal(ks/s)(Qℓ).
Here, RepGal(ks/s)(Qℓ) denotes the category ofQℓ-representations of Gal(k
s/k). Assuming (CK≤n),
(Mur≤n), (wVan
′
≤n), (Res≤n), and (Semi
′
≤n) in 2.1 and 6.15, we can associate the motives
M0(U), . . . ,M2n(U),M
c
0 (U), . . . ,M
c
2n(U)
in MM≤n for any scheme U smooth and separated over k whose dimension is ≤ n. This serves as
a universal cohomology theory. A precise statement is as follows.
Theorem 1.10 (Theorem 7.6). Assume (CK≤n), (Mur≤n), (Res≤n), (Semi
′
≤n) in 2.1 and 6.15.
Then for any integral scheme U smooth and separated over k whose dimension is ≤ n,
Rℓ(Md(U)[−d]) ∼= H
d(Ue`t,Qℓ), Rℓ(M
c
d(U)[−d])
∼= Hdc (Ue`t,Qℓ).
1.11. There is already a construction of Deligne 1-motives up to isogeny ([2]), which is equivalent to
our 1-motives. If n = 2, then (CK≤2) is known ([13]). Thus we have an unconditional construction
of MM≤2. Moreover, (Mur≤2) is known ([10, Theorem 7.3.10]), (Res≤2) is known, and we prove
(Semi′≤2) and (wVan
′
≤2). Thus we get the following result
Theorem 1.12 (Theorem 8.7). When n = 2, Theorems 1.6, 1.7, and 1.10 hold.
1.13. Thus we have an unconditional construction of MM≤2 and its several properties. However,
since (wVan≤2) and (Semi≤2) are open, in Theorem 1.8, we have only a conditional proof that
MM≤2 is an abelian category. In [1], Ayoub introduced 2-motives using the 2-motivic t-structure.
The advantage of his definition is that the category of Ayoub 2-motives is abelian. However, it
requires at least some vanishing conjectures to show that M2(X)[−2], M3(X)[−3], and M4(X)[−4]
are Ayoub 2-motives where X is a surface smooth and projective over k. Our conjecture is that
the category of our 2-motives is a full subcategory of the category of Ayoub 2-motives.
1.14. Organizations. In Section 2, we discuss several conjectures that will be used in this paper. In
Section 3, we define the weight filtration, and we study its functoriality. In Section 4, we study the
dual Hom(M,1(n)) of an n-motiveM . In Section 5, we provide a conditional proof that MM≤n is an
abelian category. In Section 6, we construct motives M0(U), . . . ,M2m(U) and M
c
0(U), . . . ,M2m(U)
in MM≤n for any scheme U smooth and separated over k whose dimension is ≤ n. In Section 7,
we define the ℓ-adic realization functor, and we compare Md(U)[−d] with the ℓ-adic cohomology
theory. In Section 8, we discuss 1-motives and 2-motives.
2. Conjectures
2.1. Let n be a nonnegative integer. We review here several conjectures.
(C≤n) For any X ∈ SmProj≤n and d ≥ 0, there is a projector pd : M(X)→M(X) such that the
corresponding homomorphism H∗(X)→ H∗(X) is the composition
H∗(Xe`t,Qℓ)→ H
d(Xe`t,Qℓ)→ H
∗(Xe`t,Qℓ).
Here, the first (resp. second) arrow is the obvious projection (resp. inclusion). We denote
by Md(X) the image of pd in DM
eff , which exists since DMeff is a pseudo-abelian category.
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(CK≤n) For any X ∈ SmProj≤n, there are projectors p0, . . . , p2n : M(X) → M(X) satisfying the
condition in (C≤n) such that
pi ◦ pj = 0
if i 6= j.
(Van≤n) Assume (C≤n). For any X,Y ∈ SmProj≤n and d, e ≥ 0,
Hom(Md(X),Me(Y )[p]) = 0
if (p = 0 and d > e) or (p < 0 and d > e + p− 1).
(Mur≤n) Assume (C≤n). For any X,Y ∈ SmProj≤n and d > e ≥ 0,
Hom(Md(X),Me(Y )) = 0.
(wVan≤n) Assume (C≤n). For any X,Y ∈ SmProj≤n and e > d ≥ 0,
Hom(Md(X)[−d],Me(Y )[−e]) = 0.
(wVan′≤n) Assume (C≤n). For any X,Y ∈ SmProj≤n and d > e ≥ 0,
Hom(Md(X),Me(Y )[−1]) = 0.
(Semi≤n) Assume (C≤n). For any X ∈ SmProj≤n and d ≥ 0,
Hom(Md(X),Md(X))
is a finite dimensional semisimple ring.
(Res≤n) Resolution of singularities holds for any integral scheme separated over k whose dimension
is ≤ n.
We say that (C) (resp. (CK), resp. (Van), resp. (Mur), resp. (wVan), (wVan′), resp. (Semi),
resp. (Res)) holds if (C≤n) (resp. (CK≤n), resp. (Van≤n), resp. (Mur≤n), resp. (wVan≤n), resp.
(wVan′≤n), resp. (Semi≤n), resp. (Res≤n)) holds for any n.
The conjecture (C) is in [5], which is called the Ku¨nneth type standard conjecture. The conjec-
ture (Mur) is a consequence of a conjecture of Murre ([8, Proposition 5.8]). The conjecture (Van) is
introduced by Hanamura in [6]. Note that (Van) implies the Beilinson-Soule´ vanishing conjecture
when d = 0, and (Van) implies (Mur) when p = 0. In this paper, we do not need the full conjecture
(Van), and we only consider the weaker conjectures (Mur), (wVan), and (wVan′).
Proposition 2.2. If (Semi≤n) holds, then GrdMM≤n is a semisimple abelian category.
Proof. It follows from [7, Lemma 2].
2.3. If (CK≤n) holds, then for any X ∈ SmProj≤n, there is a decomposition
M(X) =M0(X)⊕ · · · ⊕M2n(X)
in DMeff . This decomposition is not functorial. Let us put
M≤d(X) :=M0(X)⊕ · · · ⊕Md(X)
for each d. If we assume (Mur≤n) and (wVan
′
≤n), then the morphism M(X) → M≤d(X) induced
by the decomposition is functorial for each d. See Propositions 6.6 and 6.11 for the proof.
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3. Weight filtration
Lemma 3.1. Let T be a triangulated category, and let
M ′ M M ′′ M ′[1]
N ′ N N ′′ N ′[1]
u
f
v w
u′ v′ w′
(3.1.1)
be a diagram in T such that each row is a distinguished triangle. Assume that Hom(M ′, N ′′) = 0
and Hom(M ′, N ′′[−1]) = 0.
(1) There is a unique morphism f ′ :M ′ → N ′ making the above diagram commutative.
(2) There is a unique morphism f ′′ :M ′′ → N ′′ making the above diagram commutative.
(3) There is a unique pair of morphisms (f ′ : M ′ → N ′, f ′′ : M ′′ → N ′′) making the above
diagram into a morphism of distinguished triangles in DMeff .
Proof. (1) Consider the exact sequence
Hom(M ′, N ′′[−1])→ Hom(M ′, N ′)→ Hom(M ′, N)→ Hom(M ′, N ′′)
of abelian groups. Since Hom(M ′, N ′′) = 0 and Hom(M ′, N ′′[−1]) = 0, the second arrow is an
isomorphism. Thus there is a unique morphism f ′ :M ′ → N ′ such that u′f ′ = fu.
(2) Consider the exact sequence
Hom(M ′[1], N ′′)→ Hom(M ′′, N ′′)→ Hom(M,N ′′)→ Hom(M ′, N ′′)
of abeilan groups. Since Hom(M ′, N ′′) = 0 and Hom(M ′, N ′′[−1]) = 0, the second arrow is an
isomorphism. Thus there is a unique morphism f ′′ :M ′′ → N ′′ such that f ′′v = v′f .
(3) Choose f ′ as in (1). Since each row in (3.1.1) is a distinguished triangle, there is a morphism
f ′′ : M ′′ → N ′′ making (loc. cit) into a morphism of distinguished triangles in DMeff . The
uniqueness of f ′′ follows from (2).
Lemma 3.2. Under the notations and hypotheses of Lemma 3.1, if f is an isomorphism, then f ′
and f ′′ are isomorphisms.
Proof. By Lemma 3.1, we also have a morphism
N ′ N N ′′ N ′[1]
M ′ M M ′′ M ′[1]
u′
g′ f−1
v′
g′′
w′
f ′[1]
u v w
of distinguished triangles in T . Consider the diagram
M ′ M M ′′ M ′[1]
M ′ M M ′′ M [1]
u
id
v w
u v w
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in T . Then both (g′f ′ : M ′ → M ′, g′′f ′′ : M ′′ → M ′′) and (id : M ′ → M ′, id : M ′′ → M ′′)
make the above diagram into a morphism of distinguished triangles in T . Thus by Lemma 3.1,
g′f ′ = id and g′′f ′′ = id. By the same argument, f ′g′ = id and f ′′g′′ = id. Thus f ′ and f ′′ are
isomorphisms.
Lemma 3.3. Let T be a triangulated category, and let
M ′ M M ′′ M ′[1]
N ′ N N ′′ N ′[1]
u
f ′
v w
f ′′ f ′[1]
u′ v′ w′
(3.3.1)
be a commutative diagram in T . If
Hom(M ′, N ′′) = 0, Hom(M ′, N ′′[−1]) = 0, Hom(M ′′, N ′) = 0,
then the above diagram can be uniquely extended to a morphism
M ′ M M ′′ M ′[1]
N ′ N N ′′ N ′[1]
u
f ′ f
v
f ′′
w
f ′[1]
u′ v′ w′
of distinguished triangles in T .
Proof. Note that such an f exists since the rows are distinguished triangles. Hence the remaining
is to show that f is unique. Let f, f0 : M → N be morphisms making (3.3.1) still commutative.
Then v′(f − f0) = v
′f − v′f0 = f
′′v − f ′′v = 0, so f − f0 = u
′g for some morphism g :M → N ′ in
T . Thus
u′gu = (f − f0)u = fu− f0u = u
′f ′ − u′f ′ = 0.
Consider the commutative diagram
M ′ M M ′′ M ′[1]
N ′ N N ′′ N ′[1]
u
gu 0
v
0
w
gu[1]
u′ v′ w′
in T . By Lemma 3.1, gu = 0. Then g = hv for some morphism h : M ′′ → N ′ in T . Since
Hom(M ′′, N ′) = 0, h should be 0. Thus f = f0.
Proposition 3.4. Assume (C≤n). For any X,Y ∈ SmProj≤n, d, e ≥ 0, and p > 0,
Hom(Md(X),Me(Y )[p]) = 0.
Proof. We may assume that Y is connected. Since Md(X) (resp. Me(Y )) is a direct summand of
M(X) (resp. M(Y )), it suffices to show that
Hom(M(X),M(Y )[p]) = 0.
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Then it suffices to show that
Hom(M(X × Y ), 1(r)[2r + p]) = 0
where r is the dimension of Y by [12, Theorem 16.24] (see [11, Theorem 5.4.19] to remove the
assumption of resolution of singularity in our case). This follows from [12, Vanishing Theorem
19.3].
Proposition 3.5. Assume (C≤n) and (Mur≤n). Let M be a pure n-motive of weight d, and let N
be a pure n-motive of weight e. If d > e, then
Hom(M,N) = 0, Hom(M,N [−1]) = 0.
Proof. Choose varieties X and Y projective over k with dimensions ≤ n such that M (resp. N) is
a direct summand of Md(X)[−d] (resp. Me(Y )[−e]). Then it suffices to show that
Hom(Md(X),Me(Y )[d− e]) = 0, Hom(Md(X),Me(Y )[d− e− 1]) = 0.
The first one follows from Proposition 3.4. The second one follows from loc. cit if d > e + 1 and
from (Mur≤n) if d = e+ 1.
3.6. For each n-motive M , by definition, we can choose morphisms
M =W 2nM →W 2n−1M → · · · →W−1M = 0
in DMeff such that a cone of W dM →W d−1M is a pure n-motive of weight d.
Proposition 3.7. Assume (C≤n) and (Mur≤n). Let M be a pure n-motive of weight d, and let N
be an n-motive of weights ≤ e. If d > e, then
Hom(M,N) = 0, Hom(M,N [−1]) = 0.
Proof. Choose morphisms W 2nN → · · · → W−1N as above. By Proposition 3.5, the homomor-
phism
Hom(M,W dN)→ Hom(M,W d−1N)
is an isomorphism for each d since the cocone of W dN → W d−1N is a pure n-motive of weight d.
Thus
Hom(M,N) ∼= Hom(M,W 2nN) ∼= Hom(M,W−1N) = 0.
The proof of Hom(M,N [−1]) = 0 is similar.
Theorem 3.8. Assume (C≤n) and (Mur≤n). The inclusion functor
W dMM≤n → MM≤n
admits a left adjoint denoted by W d : MM≤n →W
dMM≤n.
7
3.9. We will complete the proof in 3.12. For each n-motive, we put W dM as in 3.6. We will
construct a functor structure on W d. Let f : M → N be a morphism of n-motives. We will show
that there is a unique set of morphisms
{W 2n−1f :W 2n−1M →W 2n−1N, . . . ,W 0f :W 0M →W 0N}
in DMeff such that the induced diagram
M =W 2nM W 2n−1M · · · W dM
N =W 2nN W 2n−1N · · · W dN
f W 2n−1 W
df
of n-motives commutes.
For sufficiently large d, W dM ∼= M and W dN ∼= N , so the above claim holds for such d. Let
us use an induction on d. Assume that the above claim holds for d. Let GrdM (resp. GrdN) be a
cocone of W dM →W d−1M (resp. W dN → W d−1N). Consider the induced diagram
GrdM W
dM W d−1M GrdM [1]
GrdN W
dN W d−1N GrdN [1]
Wdf
of n-motives. By Proposition 3.7,
Hom(GrdM,W
d−1N) = 0, Hom(GrdM,W
d−1N [1]) = 0.
Thus by Lemma 3.1, the above diagram can be uniquely extended to a morphism of distinguished
triangles:
GrdM W
dM W d−1M GrdM [1]
GrdN W
dN W d−1N GrdN [1]
Wdf Wd−1f
Thus the above claim holds for d− 1. This completes the induction process. Now the functoriality
of W d follows from the uniqueness.
Definition 3.10. We denote by WdMM≤n the full subcategory of MM≤n consisting of objects M
such that W d−1M = 0. Its object is called an n-motive of weights ≥ d. If M is in the intersection
of WdMM≤n and W
eMM≤n, we say that M is an n-motive of weights in [d, e].
Proposition 3.11. Assume (C≤n) and (Mur≤n). Let M be an n-motive of weights ≥ d, and let
N be an n-motive of weights ≤ e. If d > e, then
Hom(M,N) = 0, Hom(M,N [−1]) = 0.
Proof. Consider the morphisms
M =W 2nM → · · · →W d−1M = 0.
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For each r ≥ d, the cocone ofW rM →W r−1M is a pure n-motive of weight r. Thus by Proposition
3.7, the homomorphism
Hom(W rM,N)→ Hom(W r−1M,N)
is an isomorphism since r ≥ d > e. Then
Hom(M,N) ∼= Hom(W d−1M,N) = 0.
The proof of Hom(M,N [−1]) = 0 is similar.
3.12. Proof of Theorem 3.8. The remaining is to show that W d is the left adjoint of the inclusion
functor. For any n-motive L of weights ≤ d, it suffices to show that the induced homomorphism
Hom(W dM,L)→ Hom(M,L)
is an isomorphism. By Proposition 3.11, it suffices to show that a cocone N of M → W dM is an
n-motive of weights ≥ d+ 1.
For e ≥ d, let W eN be a cocone of W eM → W dM . By the octahedral axiom, there is a
commutative diagram
GreM GreM 0 GreM [1]
W e+1N W e+1M W dM W e+1N [1]
W eN W eM W dM W eN [1]
GreM [1] GreM [1] 0 GreM [2]
id
id
id
in DMeff such that each row and column is a distinguished triangle. Thus we have morphisms
N =W 2nN →W 2n−1N → · · · → W dN = 0
in DMeff , and a cocone of each W e+1N →W eN is isomorphic to GreM , which is a pure n-motive
of weight e. Thus N is an n-motive of weights ≥ d+ 1.
Proposition 3.13. Assume (C≤n) and (Mur≤n). The inclusion functor WdMM≤n → MM≤n has
a right adjoint denoted by Wd : MM≤n →WdMM≤n.
Proof. For any n-motive M of weights ≥ d, choose a cone of M → W d−1M , and let us denote it
by WdM . We will show that M 7→ WdM has a functor structure. Let f : M → N be a morphism
of n-motives. Consider the induced diagram
WdM M W
d−1M WdM [1]
WdN N W
d−1N WdN [1]
f
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of n-motives. By Proposition 3.11,
Hom(WdM,W
d−1N) = 0, Hom(WdM,W
d−1N [−1]) = 0.
Thus by Lemma 3.1, the above diagram can be uniquely extended to a morphism of distinguished
triangles:
WdM M W
d−1M WdM [1]
WdN N W
d−1N WdN [1]
Wdf f W
d−1f Wdf [1] (3.13.1)
The functoriality of Wd follows from the uniqueness.
The remaining is to show that Wd is the right adjoint of the inclusion functor. For any n-motive
L of weights ≥ d, it suffices to show that the induced homomorphism
Hom(L,WdM)→ Hom(L,M)
is an isomorphism. This follows from Proposition 3.11 since a cone of WdM →M is isomorphic to
W d−1M , which is an n-motive of weight ≤ d− 1.
Proposition 3.14. Assume (C≤n) and (Mur≤n). Consider the functors Wd : MM≤n → WdMM≤n
and W d : MM≤n → W
dMM≤n. For any d, there is a natural transformation ∂ : W
d−1 → Wd[1]
such that
Wd → id→ W
d−1 ∂→Wd[1]
is a distinguished triangle of functors.
Proof. For each n-motive M , choose a morphism ∂ :W d−1M →WdM [1] of n-motives such that
WdM →M →W
d−1M
∂
→WdM [1]
is a distinguished triangle. The remaining is to show that for any morphism f : M → N of
n-motives, the diagram
W d−1M WdM [1]
W d−1N WdN [1]
Wd−1f
∂
Wdf [1]
∂
of n-motives commutes. It follows from the commutativity of (3.13.1).
Proposition 3.15. Assume (C≤n) and (Mur≤n). For any d ≥ e, there is a natural isomorphism
W dWe
∼
→ WeW
d
of functors.
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Proof. Consider the commutative diagram
Wd+1M
WeM M W
e−1M WeM [1]
WeW
dM W dM W e−1M WeW
dM [1]
Wd+1M [1]
id
in DMeff where the rows and the second column are distinguished triangles in Proposition 3.14. By
the octahedral axiom, this can be completed to a commutative diagram
Wd+1M Wd+1M 0 Wd+1M [1]
WeM M W
e−1M WeM [1]
WeW
dM W dM W e−1M WeW
dM [1]
Wd+1M [1] Wd+1M [1] 0 Wd+1M [2]
id
id
id
(3.15.1)
in DMeff where each row and column is a distinguished triangle. Consider the diagram
Wd+1M WeM WeW
dM Wd+1M [1]
Wd+1M WeM W
dWeM Wd+1M [1]
id
in DMeff where the first row is the first column in (3.15.1), and the second row is induced by the
distinguished triangle in Proposition 3.14. By Lemmas 3.1 and 3.2, there is a unique isomorphism
WeW
dM
∼
→W dWeM making the above diagram commutative. Now the functoriality follows from
the uniqueness, so this gives a natural isomorphism W dWe
∼
→WeW
d of functors.
Definition 3.16. Assume (C≤n) and (Mur≤n). For each d, we put
Grd =WdW
d.
Proposition 3.17. Assume (C≤n), (Mur≤n), and (wVan≤n). Let M be an n-motive of weights
≥ d, and let N be an n-motive of weights ≤ e. If d > e, then
Hom(N,M) = 0.
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Proof. Consider the distinguished triangle
GreN → N →W
e−1N →WeN [1]
in DMeff . To show that Hom(N,M) = 0, it suffices to show that Hom(GreN,M) = 0 and
Hom(W e−1N,M) = 0. Repeating this process, we reduce to the case when N is a pure n-motive
of weight e. By the same argument, we reduce to the case when M is a pure n-motive of weight d.
Then Hom(N,M) = 0 by (wVan≤n).
4. Duality
Proposition 4.1. Assume (C≤n) and (Mur≤n), and let M be an object of DM
eff . If there is a
distinguished triangle
M ′
f
→M
g
→M ′′
h
→M ′[1]
in DMeff such that M ′ (resp. M ′′) is an n-motive of weights in [b, c] (resp. [a, b − 1]), then M is
an n-motive of weights in [a, c].
Proof. Let us use an induction on c. If c = b − 1, then we are done since M ′ = 0. Assume that
c ≥ b. We have the distinguished triangle
WcM
′ u→M ′
v
→W c−1M ′
∂
→WcM
′[1]
by Proposition 3.14. Then by the octahedral axiom, there is a commutative diagram
WcM
′ WcM
′ 0 WcM
′[1]
M ′ M M ′′ M ′[1]
W c−1M N M ′′ W c−1M ′[1]
WcM
′[1] WcM
′[1] 0 WcM
′[1]
id
u u[1]
f
v
g
id
h
v[1]
∂ −∂[1]
id
in DMeff such that each row and column is a distinguished triangle. Consider the third row. By
induction on c, N is an n-motive of weights in [a, c − 1]. Then consider the second column. By
definition, M is an n-motive of weights ≤ c. We also have that W a−1M = 0 since W a−1WcM
′ = 0
and W a−1N = 0. Thus M is an n-motive of weights in [a, c].
Theorem 4.2. Assume (C≤n) and (Mur≤n). Let M be an n-motive of weights ≤ d. Then
Hom(M,1(n)) is an n-motive of weights ≥ 2n− d.
Proof. We may assume that M is an n-motive of weights ≤ d. Let us use an induction on d. If
d < 0, then we are done since M = 0. If d ≥ 0, we have the distinguished triangle
WdM →M →W
d−1M →WdM [1]
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in DMeff . Then we get the distinguished triangle
Hom(WdM [1],1(n))→ Hom(W
d−1M,1(n))→ Hom(M,1(n))→ Hom(WdM,1(n))
in DMeff . By induction, Hom(W d−1M,1(n)) is an n-motive of weights ≥ 2n−d+1. Since WdM is
a pure motive of weight d, Hom(WdM,1(n)) is a pure motive of weight 2n−d. Thus by Proposition
4.1, Hom(M,Ln) is an n-motive of weights ≥ 2n− d.
5. Abelian category
Lemma 5.1. Assume (C≤n) and (Mur≤n). Let M1
f
→ M2
g
→ M3 be morphisms in DM
eff such
that M1 and M2 are n-motives. If Grdf has a retraction for each d, and if gf = 0, then g = 0.
Proof. We may assume that M1 and M2 are n-motives for some n. For d ≥ 0, consider the induced
commutative diagram
GrdM1 GrdM2
M1 M2 M3
W d−1M1 W
d−1M2
Grdf
f g
Wd−1f
in DMeff . The composition GrdM1 → M3 is 0 since gf = 0. Thus the composition GrdM2 → M3
is 0 since Grdf has a retraction. Then g factors through W
d−1M . By induction, g factors through
W−1M2 = 0, so β = 0.
Theorem 5.2. Assume (C≤n), (Mur≤n), (Semi≤n), (wVan≤n), and (Semi≤n). Then the category
MM≤n is an abelian category.
Proof. Let f :M1 →M2 be a morphism of n-motives, and assume that W
dM1 ∼=M1 and W
dM2 ∼=
M2. Note that for any morphism of pure n-motives of the same weight, kernel, cokernel, and image
exist by Proposition 2.2. Moreover, any kernel has a retraction, and any cokernel has a section.
(I) Construction of kernels. Consider the induced commutative diagram
kerW d−1f W d−1M1 W
n−1M2
kerGrdf [1] GrdM1[1] GrdM2[1]
h
g1
Wd−1f
g2
h′ Grdf [1]
in DMeff , where the upper row is given by induction on d. Since h′ is a morphism of pure n-motives
of the same weight, h′ has a retraction denoted by u′. The composition v := u′g1h makes the above
diagram still commutative. Let ker f be a cocone of v. Then we get a morphism ker f →M1 from
the above diagram.
We will show that ker f is the kernel of f . Consider a morphism f ′ : M3 → M1 such that
ff ′ = 0. By induction on d, there is a unique morphism w : W d−1M3 → kerW
d−1f in DMeff
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such that hw = W d−1f ′. There is also a unique morphism w′ : GrdM3[1]→ kerGrdf [1] such that
h′w′ = Grdf
′[1] by Proposition 2.2. Then we have the induced commutative diagram
W d−1M3 kerW
d−1f W d−1M1 W
d−1M2
GrdM3[1] kerGrdf [1] GrdM1[1] GrdM2[1]
w
g3
h
g1
Wd−1f
g2
w′ h′ Grdf [1]
in DMeff . The morphism v : kerW d−1f → kerGrdf [1] makes the above diagram still commutative
since
vw = u′g1hw = u
′g1(hw) = u
′(h′w′)g3 = u
′h′w′g3 = w
′g3.
Consider the induced commutative diagram
GrdM3 M3 W
d−1M3 GrdM3[1]
kerGrdf ker f kerW
d−1f kerGrdf [1]
w′[−1] w w′[1]
v
in DMeff . Then
Hom(GrdM3, kerW
d−1f) = 0,
Hom(GrdM3, kerW
d−1f [−1]) = 0,
Hom(W d−1M3, kerGrdf) = 0
by Propositions 3.5 and 3.17. Thus there is a unique morphism M3 → ker f in DM
eff making the
above diagram commutative. Now the uniqueness of kernel follows from Lemma 3.3 and the fact
that w and w′ are unique.
(II) Construction of cokernels. Let f : M1 → M2 be a morphism of n-motives. The construction
of its cokernel is similar to that of kernel, but we need to use Wd−1 instead of W
d−1. We do note
repeat the proof here.
(III) Final step of the proof. The remaining is to show that the cokernel of the kernel agrees with the
kernel of the cokernel. By induction on d, this holds forW d−1f . Consider the induced commutative
diagram
W d−1M1 imW
d−1
GrdM1 imGrdf [1]
g1
a
c
a′
imW d−1 W d−1M2
imGrdf [1] GrdM2[1]
c′
b
g2
b′
in DMeff where c (resp. c′) is obtained from the cokernel of the kernel (resp. the kernel of the
cokernel) of f . We only need to show that c = c′.
By Proposition 2.2, there are a retraction a′′ of a′ and a section b′′ of b′. Then
ca = a′g1 = b
′′b′a′g1 = b
′′(b′a′)g1 = b
′′g2(ba) = b
′′g2ba = b
′′b′c′a = c′a.
Thus c = c′ by Lemma 5.1.
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Corollary 5.3. Assume (C), (Mur), (Semi), and (wVan). Then the category MM is an abelian
category.
Proof. For each a ≥ 0, let Aa be the full subcategory of MM consisting of objects of the form M(r)
for M ∈ obMMeff and r ≥ −a. By [16], the functor
DMeff → DMeff
given by F 7→ F (a) is fully faithful. Thus Aa ≃ MM
eff , which is an abelian category by Theorem
5.2. Then MM is an abelian category since it is the union of Aa for a ≥ 0.
Proposition 5.4. Assume (C≤n), (Mur≤n), (Semi), and (wVan). Let f :M → N be a morphism
in W dMM≤n.
(1) If M is a pure n-motive of weight d, then ker f is a pure n-motive of weight d.
(2) If N is a pure n-motive of weight d, then cok f is a pure n-motive of weight d.
Proof. (1) In the proof of Theorem 5.2, we have a distinguished triangle
kerGrdf → ker f → kerW
d−1f → kerGrdf [1]
in DMeff . Since kerW d−1f = 0 by assumption, kerGrdf ∼= ker f . This is a pure n-motive of weight
d.
(2) Its proof is dual to that of (1).
6. Motives associated with schemes
Definition 6.1. Assume (C≤n). Let C≤n denote the category defined as follows.
(i) An object F is a sequence
M≤2n(F )→M≤2n−1(F )→ · · · →M≤−1(F ) = 0
in DMeff such that for each d, Md(F )[−d] is an n-motive of weights ≤ d for each d. Here,
let Md(F ) be a cocone of the morphism M≤d(F )→M≤d−1(F ) in DM
eff .
(ii) A morphism F → G is a commutative diagram
M≤2n(F ) M≤2n−1(F ) · · · M≤0(F )
M≤2n(G) M≤2n−1(G) · · · M≤0(G)
f≤2n f≤2n−1 f≤0
b1
(iii) The composition of morphisms is given by composing the commutative diagrams.
We have the functor π : C≤n → DM
eff given by
F 7→M≤2n(F ).
We often omit π for brevity. For each d, we denote by M≤dC≤n (resp. M≥dC≤n the full subcategory
of C≤n consisting of objects F such that M≤e(F ) = 0 for e > d (resp. e < d).
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Lemma 6.2. Assume (C≤n), (Mur≤n), and (wVan
′
≤n). Let F be an object of M≥dC≤n, and G be
objects of M≤eC≤n. If d > e, then
Hom(F,G) = 0, Hom(F,G[−1]) = 0.
Proof. Let us use an induction on d. If e = −1, then we are done since π(F ) = 0. Hence assume
that e ≥ 0. Consider the distinguished triangle
Me(G)→M≤e(G)→M≤e−1(G)→Me(G)[1]
in DMeff . By induction,
Hom(F,M≤e−1(G) = 0, Hom(F,M≤e−1(G)[−1]) = 0.
Thus we reduce to the case when G =Me(G). Similarly, we reduce to the case when F =Md(F ).
Then Hom(F,G) = 0 follows from (Mur≤n), and Hom(F,G[−1]) = 0 follows from (wVan
′
≤n).
Proposition 6.3. Assume (C≤n), (Mur≤n), and (wVan
′
≤n). The functor π : C≤n → DM
eff is fully
faithful.
Proof. Let F → G be a morphism in C≤n. The function
HomC≤n(F,G)→ HomDMeff (F,G))
is injective by definition, so the remaining is to show that it is surjective. Let g : π(F )→ π(G) be
a morphism in DMeff . We put f≤2n = f , and consider the commutative diagram
M2n(F ) M≤2n(F ) M≤2n−1(F ) M2n(F )[1]
M2n(G) M≤2n(G) M≤2n−1(G) M2n−1(G)[1]
f≤2n
in DMeff . By 6.2,
Hom(M2n(F ),M≤2n−1(G)) = 0, Hom(M2n(F ),M≤2n−1(G)[−1]) = 0.
Thus by Lemma 3.1, there is a unique morphism f≤2n−1 : M≤2n−1(F ) → M≤2n−1(G) in DM
eff
making the above diagram commutative. Repeating this process, we can construct a morphism
f : F → G in Cn such that π(f) = g.
Proposition 6.4. Assume (C≤n), (Mur≤n), and (wVan
′
≤n).
(1) For any d, the inclusion functor M≤dC≤n → C≤n has a left adjoint denoted by M≤d.
(2) For any d, the inclusion functor M≥dC≤n → C≤n has a right adjoint denoted by M≥d.
(3) For any d, there is a natural transformation δ :M≤d−1 →M≥d[1] such that
M≥d → id→M≤d−1
δ
→M≥d[1]
is a distinguished triangle of functors.
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(4) For any d > e, there is a natural isomorphism M≤dM≥e
∼
→M≥eM≤d of functors.
(5) For any object F of M≤dC≤n, Hom(F,L
n) is an object of M≥2n−dC≥n.
Proof. The proofs of (1), (2), (3), and (4) are parallel to those of Theorem 3.8, Propositions 3.13,
3.14, and 3.15 respectively if we use Lemma 6.2 instead of Proposition 3.7. The proof of (5) is
parallel to that of Theorem 4.2 if we use Lemma 6.2 and Theorem 4.2 instead of Proposition 3.7
and the fact that Hom(M,1(n)) is a pure n-motive of weights 2n− d for any pure n-motive M of
weight d.
Definition 6.5. Assume (C≤n), (Mur≤n), and (wVan
′
≤n). For each d, we put
Md :=M≥dM≤d.
Proposition 6.6. Assume (C≤n), (Mur≤n), and (wVan
′
≤n). Let f : F → G be a morphism in
C≤n. Then for each d, there is a unique morphism f≤d :M≤d(F )→M≤d(G) such that the diagram
F M≤d(F )
G M≤d(G)
f f≤d
in DMeff commutes.
Proof. By Proposition 6.4, we have the diagram
M≥d+1(F ) F M≤d(F ) M≥d+1(F )[1]
M≥d+1(G) G M≤d(G) M≥d+1(G)[1]
F
in DMeff where the rows are distinguished triangles. By Lemma 6.2,
Hom(M≥d+1(F ),M≤d(G)) = 0, Hom(M≥d+1(F ),M≤d(G)[−1]) = 0.
Thus by Lemma 3.1, there is a unique morphism f≤d : M≤d(F ) → M≤d(G) making the above
diagram commutative.
6.7. Assume (C≤n), (Mur≤n), and (wVan
′
≤n). Let
F
f
→ G
g
→ H
h
→ F [1]
be a distinguished triangle in DMeff . Assume that F and G be objects of C≤n. Then by Proposition
6.3, f is a morphism in C≤n. Thus we have the commutative diagram
F =M≤2n(F ) M≤2n−1(F ) · · · M≤0(F )
G =M≤2n(G) M≤2n−1(G) · · · M≤0(G)
f≤2n
a2n
f≤2n−1
a2n−1 a1
f≤0
b2n b2n−1 b1
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in DMeff .
Choose distinguished triangles
Md(F )
pd
→M≤d(F )
ad→M≤d−1(F )
p′d→Md(F )[1],
Md(G)
qd
→M≤d(G)
bd→M≤d−1(G)
q′d→Md(G)[1]
in DMeff . By Propositions 3.11, 6.2, and 3.1, there is a unique morphism fd :Md(F )→Md(G) in
DMeff such that the diagram
Md(F ) M≤d(F ) M≤d−1(F ) Md(F )[1]
Md(G) M≤d(G) M≤d−1(G) Md(G)[1]
fd
pd
f≤d
ad
f≤d−1
p′d
fd[1]
qd bd q
′
d
in DMeff commutes. Assume that fd[−d] has a kernel, cokernel, and image in MM≤n for any d.
By the octahedral axiom, for some objects Ud and Vd of DM
eff , there are commutative diagrams
im fd[−1] 0 im fd im fd
ker fd M≤d(F ) Ud ker fd[1]
Md(F ) M≤d(F ) M≤d−1(F ) Md(F )[1]
im fd 0 im fd[1] im fd[1]
αd
id
ud
id
u′d
α′d
u′′d
pd ad
α′′d
p′d
id
cok fd[−1] 0 cok fd cok fd
im fd M≤d(G) Vd im fd[1]
Md(G) M≤d(G) M≤d−1(G) Md(G)[1]
cok fd 0 cok fd[1] cok fd[1]
βd
id
vd
id
v′d
β′d
v′′d
qd bd
β′′d
q′d
id
in DMeff where each row and column is a distinguished triangle. Here, we put
ker fd := (ker(fd[−d]))[d],
im fd := (im(fd[−d]))[d],
cok fd := (cok(fd[−d]))[d]
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for brevity.
Consider the diagram
ker fd M≤d(F ) Ud ker fd[1]
M≤d(G)
ud
f≤d
u′d u
′′
d
in DMeff = 0. Since f≤dud = 0, there is a morphism η : Ud →M≤d(G) in DM
eff making the above
diagram commutative. Then by the octahedral axiom, for some object M≤d(H) of DM
eff , there is
a commutative diagram
im fd im fd 0 im fd[1]
Ud M≤d(G) M≤d(H) Ud[1]
M≤d−1(F ) Vd M≤d(H) M≤d−1(F )[1]
im fd[1] im fd[1] 0 im fd[1]
id
αd vd αd[1]
α′d
η
v′d
g≤d
id
η′′
α′d[1]
ϕ
α′′d v
′′
d
ϕ′ ϕ′′
−α′′d [1]
id
in DMeff such that each row and column is a distinguished triangle. Now choose a distinguished
triangle
M≤d−1(F )
f≤d−1
→ M≤d−1(G)
θd→Wd
θ′d→M≤d−1(F )[1]
in DMeff . By the octahedral axiom, there are commutative diagrams
0 cok fd cok fd 0
M≤d−1(F ) Vd M≤d(H) M≤d−1(F )[1]
M≤d−1(F ) M≤d−1(G) Wd M≤d−1(F )[1]
0 cok fd[1] cok fd[1] 0
id
βd wd
ϕ
id
ϕ′
β′d w
′
d
ϕ′′
id
f≤d−1 θd
β′′d w
′′
d
θ′d
id
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ker fd 0 ker fd[1] ker fd[1]
M≤d(F ) M≤d(G) Wd+1 M≤d(F )[1]
Ud M≤d(G) M≤d(H) Ud[1]
ker fd[1] 0 ker fd[2] ker fd[2]
ud γd+1
id
ud[1]
f≤d
u′d
θd+1
id γ
′
d+1
θ′d+1
u′d[1]
η
u′′d
g≤d
γ′′d+1
η′′
−u′′d [1]
−id
in DMeff such that each row and column is a distinguished triangle.
Now by the octahedral axiom, we can choose an object Md(H) and a commutative diagram
ker fd−1 0 ker fd−1[1] ker fd−1[1]
cok fd M≤d(H) Wd cok fd[1]
Md(H) M≤d(H) M≤d−1(H) Md(H)[1]
ker fd−1[1] 0 ker fd−1[2] ker fd−1[2]
−µ′′d
id
γd µ′′d [1]
µd
wd w
′
d
id γ
′
d
w′′d
µd[1]
µ′d
rd cd
γ′′d
r′d
µ′d[1]
id
in DMeff where each row and column is a distinguished triangle. Then we get the distinguished
triangle
cok fd[−d]
µd[−d]
→ Md(H)[−d]
µ′d[−d]→ ker fd−1[−d+ 1]
µ′′d [−d]→ cok fd−1[−d+ 1] (6.7.1)
in DMeff .
Proposition 6.8. Assume (C≤n), (Mur≤n), and (wVan
′
≤n). Let F
f
→ G
g
→ H → F [1] be a
distinguished triangle in DMeff such that F and G are objects of C≤n. Assume that
(i) for each d, the morphism fd[−d] in 6.7 has a kernel, cokernel, and image in MM≤n,
(ii) for each d, the cokernel of fd[−d] is a pure n-motive of weight d.
Then H is an object of C≤n.
Proof. In 6.7, we have constructed morphisms
H =M≤2n(H)→M≤2n−1(H)→ · · · →M≤−1(H) = 0
in DMeff such that for each d,Md(H)[−d] admits the distinguished triangle (6.7.1). By assumption,
cok fd[−d] is a pure n-motive of weight d. Thus Md(H)[−d] is an n-motive of weights ≤ d since
ker fd−1[−d+ 1] is an n-motive of weights ≤ d− 1. Thus H is an object of C≤n.
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Definition 6.9. Let T be a triangulated category. We say that a finite sequence
0→ F1
u1→ · · ·
ur−1
→ Fr → 0
in T with r ≥ 3 is exact if there are distinguished triangles
F1
u1→ F2
w2→ C2 → F1[1],
C2
v2→ F2
w3→ C3 → C2[1],
· · · ,
Cr−2
vr−2
→ Fr−2
wr−1
→ Cr−1 → Cr−2[1],
Cr−1
vr−1
→ Fr−1
ur−1
→ Fr → Cr−1[1]
in T such that ui = viwi for i = 2, . . . , r − 2.
Proposition 6.10. Under the notations and hypotheses of 6.7, the finite sequence
0 −→M2n+1(H)[−2n− 1]
h2n+1[−2n−1]
−→ M2n(F )[−2n]
f2n[−2n]
−→ M2n(G)[−2n]
g2n[−2n]
−→ M2n(H)[−2n]
h2n[−2n]
−→ · · ·
h0−→M0(F )
f0
−→M0(G) −→M0(H) −→ 0
is exact in the sense of Definition 6.9.
Proof. This follows from the distinguished triangles
ker fd[−d]→Md(F )[−d]→ im fd[−d]→ ker fd[−d+ 1],
im fd[−d]→Md(G)[−d]→ cok fd[−d]→ im fd[−d],
cok fd[−d]
µd[−d]
→ Md(H)[−d]
µ′d[−d]→ ker fd−1[−d+ 1]
µ′′d [−d+1]→ cok fd[−d+ 1]
in DMeff .
Proposition 6.11. Assume (CK≤n). Then for any X ∈ SmProj≤n, M(X) is an object of C≤n.
Proof. We just need to putM≤d(X) :=M0(X)⊕· · ·⊕Md(X), which is possible because of (CK≤n).
Definition 6.12. Let Z be a scheme of finite type over k, and let Z = {Z1, . . . , Zr} be a closed
cover of Z. Consider the Cˇech double complex
⊕
|I|=r
M(ZI)→ · · · →
⊕
|I|=1
M(ZI) (6.12.1)
in C(PShtr) where ZI := Zi1 ×Z · · ·×Z Zir if I = {i1, . . . , ir}. Here, C(PSh)
tr denotes the category
of complexes of presheaves with transfers on the category of schemes smooth over k. We denote by
M(Z ) its total complex.
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Lemma 6.13. Under the above notations and hypotheses, the induced morphism
M(Z )→M(Z)
in DMeff is an isomorphism.
Proof. Let us use an induction on r. The case that r = 1 is obvious. If r = 2, then it follows from
[4, Theorems 16.1.3, 16.1.4]. For r > 2, consider the closed covers
W := {Z1, . . . , Zr−1},
W
′ := {Z1,r, . . . , Zr−1,r}
of W := Z1 ∪ · · · ∪Zr−1 and W
′ := Z1,r ∪ · · · ∪Zr−1,r respectively. Here, we put Zi,r := Zi ×Z Zr.
Then M(W ) and M(W ′) are the total complexes of the double complexes
⊕
|I|=r, r/∈I
M(ZI)→ · · · →
⊕
|I|=1 m/∈I
M(ZI),
⊕
|I|=r, r∈I
M(ZI)→ · · · →
⊕
|I|=2 m∈I
M(ZI)
in C(PShtr) respectively. Combining with (6.12.1), we have the induced distinguished triangle
M(W ′)→M(W )⊕M(Z1)→M(Z )→M(W
′)[1]
in DMeff . Now consider the induced commutative diagram
M(W ′) M(W )⊕M(Z1) M(Z ) M(W
′)[1]
M(W ′) M(W )⊕M(Z1) M(Z) M(W
′)[1]
in DMeff . The claim holds for r = 2, so the second row is a distinguished triangle. The first, second,
and fourth vertical arrows are isomorphisms by induction on r. Thus the third vertical arrow is an
isomorphism.
Lemma 6.14. Assume (Res≤n). Let U be an integral scheme smooth and separated over k. Then
Hom(M c(U),Ln) ∼=M(U).
Proof. Let T be the full subcategory of DMeff generated by objects of the form M(X)[n] where
n ∈ Z and X is a scheme smooth and projective over k whose dimension is ≤ n. By [15, Theorem
4.3.2], the functor
T → T
given by F 7→ Hom(Hom(F,Ln),Ln) is an equivalence. In the proof of [15, Theorem 4.3.7], we have
that
Hom(M(U),Ln) ∼=M c(U).
Thus the conclusion follows from these.
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6.15. Assume (C≤n), (Mur≤n), (wVan
′
≤n−1), (Semi≤n−1), and (Res≤n), and let U be an integral
scheme smooth and separated over k whose dimension is ≤ n. By (Res≤n), we can choose a closed
immersion i : Z → X and a projective smooth morphism X → k of schemes such that
(i) the complement of i is U ,
(ii) Z = Z1 ∪ · · · ∪ Zr is a divisor with normal crossings.
For 1 ≤ i ≤ r, let Ki be the total complex of the double complex
⊕|I|=rM(ZI)→ · · · → ⊕|I|=iM(ZI)
in C(PShtr) where ZI := Zi1 ×Z · · · ×Z Zir if I = {i1, . . . , ir}. Then we have the distinguished
triangle
Ki+1 → ⊕|I|=i+1M(ZI)→ Ki → Ki+1[1]
for each 1 ≤ i ≤ r − 1. By Proposition 6.11, ⊕|I|=iM(ZI) is an object of C≤n−2 if i > 1 and of
C≤n−1 if i = 1. In particular, Kr is an object of C≤n−2 if r > 1 and of C≤n−1 if r = 1. By Theorem
5.2 and Proposition 5.4, we can apply Proposition 6.8 to the above distinguished triangle. Thus
each Ki is an object of C≤n−2 if i > 0 and of C≤n−1 if i = 0. in particular, M(Z) = K0 is an object
of C≤n−1. In Proposition 6.10, we have the sequence
M2n−2(K1)→ ⊕|I|=1M2n−2(ZI)→M2n−2(K0)→M2n−3(K1).
Since K1 is an object of C≤n−2, M2n−2(K1) =M2n−3(K1) = 0. By loc. cit,
⊕|I|=1M2n−2(ZI) ∼=M2n−2(K0).
Thus M2n−2(Z) is a pure (n− 1)-motive of weight 2n− 2.
Let us consider the following conjecture, which is a weaker version of (Semi≤n).
(Semi′≤n) Assume (Semi≤n−1). For any d and morphism f :M → N in MM≤n such that
(i) (d < 2n− 2 and M is an (n− 1)-motive of weights ≤ d) or (d = 2n− 2 and M is a
pure (n− 1)-motive of weight d),
(ii) N is a pure n-motive of weight d,
the kernel, cokernel, and image of f exist, and the cokernel of f is a pure n-motive of weight
d.
Assume (Semi′≤n). Then we can apply Proposition 6.8 to the distinguished triangle
M(Z)→M(X)→M c(U)→M(Z)[1]
in DMeff ([12, Theorem 16.15]), so M c(U) is an object of C≤n. Since Hom(M
c(U),Ln) ∼= M(U)
by Lemma 6.14, M(U) is an object of C≤n by Proposition 6.4. Thus we get the following result.
Theorem 6.16. Assume (CK≤n), (Mur≤n), (wVan
′
≤n), (Res≤n), and (Semi
′
≤n). Then for any
integral scheme U smooth over k whose dimension is ≤ n, M(U) and M c(U) are objects of C≤n.
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7. Realizations
7.1. Let Rℓ : DM
eff → De`t(k,Qℓ) denote the ℓ-adic realization functor. Assume (C≤n). Then for
any X ∈ SmProj≤n,
Rℓ(Md(X)[−d]) ∼= H
d(Xe`t,Ql).
Consider the usual t-structure on De`t(k,Qℓ), whose heart is RepGal(ks/s)(Qℓ). ThenRℓ(Md(X)[−d])
is in RepGal(ks/s)(Qℓ).
For each d, let τ≤d and τ≥d denote the homological truncation functors of D(ke`t,Qℓ). By the
following proposition, we have the functor
Rℓ : MM≤n → RepGal(ks/s)(Qℓ).
Proposition 7.2. Assume (C≤n). For any n-motive M , Rℓ(M) is in RepGal(ks/s)(Qℓ).
Proof. We may assume that M is an n-motive of weights ≤ d. If d = −1, we are done since M = 0.
Hence assume that d ≥ 0. Consider the distinguished triangle
GrdM →M →W
d−1M → GrdM [1]
in DMeff . By induction, Rℓ(W
d−1M) is in the heart, and by 7.1, Rℓ(GrdM) is in the heart. Thus
Rℓ(M) is also in the heart.
Proposition 7.3. (1) For any object F of M≤dC≤n, Rℓ(F ) is in τ≥0τ≤dD(ke`t,Qℓ).
(2) For any object F of M≥dC≤n, Rℓ(F ) is in τ≤2nτ≥dD(ke`t,Qℓ).
Proof. (1) Let us use an induction on d. If d = 0, then we are done by Proposition 7.2. Thus
assume that d > 0. Consider the distinguished triangle
Rℓ(Md(F ))→ Rℓ(F )→ Rℓ(M≤d−1(F ))→ Rℓ(Md(F )[1])
in D(ke`t,Qℓ). By Proposition 7.2, Rℓ(Md(F )[−d]) is in τ≥0τ≤0D(ke`t,Qℓ). Thus Rℓ(Md(F )) is in
τ≥dτ≤dD(ke`t,Qℓ). Since Rℓ(M≤d−1(F )) is in τ≥0τ≤d−1D(ke`t,Qℓ) by induction on d, Rℓ(F ) is in
τ≥0τ≤d−1D(ke`t,Qℓ).
(2) Let us use an induction on d. If d = 2n, then we are done by Proposition 7.2. Thus assume
that d < 2n. Consider the distinguished triangle
Rℓ(M≥d+1(F ))→ Rℓ(F )→ Rℓ(Md(F ))→ Rℓ(M≥d+1(F )[1])
in D(ke`t,Qℓ). As above, Rℓ(Md(F )[−d]) is in τ≥dτ≤dD(ke`t,Qℓ). Since Rℓ(M≥d+1(F )) is in
τ≥d+1τ≤2nD(ke`t,Qℓ) by induction on d, Rℓ(F ) is in τ≥dτ≤2nD(ke`t,Qℓ).
Proposition 7.4. Assume (C≤n), (Mur≤n), and (wVan
′
≤n−1), Let F be an object of C≤n. Then
there is a unique isomorphism
Rℓ(M≤d(F ))→ τ≤dRℓ(F )
making the diagram
Rℓ(M≥d+1(F )) Rℓ(F ) Rℓ(M≤d(F )) Rℓ(M≥d+1(F ))
τ≥d+1Rℓ(F ) Rℓ(F ) τ≤dRℓ(F ) τ≥d+1Rℓ(F )
id
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in DMeff commutative.
Proof. By Proposition 7.3, Rℓ(M≥d+1(F )) is in τ≥d+1D(ke`t,Qℓ). Thus the conclusion follows from
Propositions 3.1 and 3.2.
Proposition 7.5. Assume (C≤n), (Mur≤n), and (wVan
′
≤n−1), Let F be an object of C≤n. Then
there is a unique isomorphism
Rℓ(Md(F ))→ τ≥dτ≤dRℓ(F )
making the diagram
Rℓ(Md(F )) Rℓ(M≤d(F )) Rℓ(M≤d−1(F )) Rℓ(Md(F ))[1]
τ≥dτ≤dRℓ(F ) τ≤dRℓ(F ) τ≤d−1Rℓ(F ) τ≥dτ≤dRℓ(F )
∼
in DMeff commutative. Here, the vertical arrow is defined in Proposition 7.4.
Proof. By Proposition 7.3, Rℓ(Md(F )) is in τ≥dτ≤dD(ke`t,Qℓ). Thus the conclusion follows from
Propositions 3.1 and 3.2.
Theorem 7.6. Assume (CK≤n), (Mur≤n), (wVan
′
≤n), (Res≤n), and (Semi
′
≤n). Then for any
integral scheme U smooth over k whose dimension is ≤ n,
Rℓ(Md(U)[−d]) ∼= H
d(Ue`t,Qℓ), Rℓ(M
c
d(U)[−d])
∼= Hdc (Ue`t,Qℓ).
Proof. Since
τ≥dτ≤dRℓ(M(U)) ∼= H
d(Ue`t,Qℓ), τ≥dτ≤dRℓ(M
c(U)) ∼= Hdc (Ue`t,Qℓ),
it follows from Propositions 6.16 and 7.5.
8. 1-motives and 2-motives
Proposition 8.1. The condition (Semi≤1) holds.
Proof. Let X be a connected curve smooth and projective over k with k′ := Γ(X,OX). Then
M(X) ∼=M0(X)⊕M1(X)⊕M2(X) with
M0(X) ∼=M(k
′), M1(X) ∼= Pic
0(X), M2(X) ∼=M(k
′)⊗ L.
The rational equivalence and numerical equivalence are equal for codimension 0. Thus by [7],
Hom(M0(X),M0(X)) is a semisimple ring. By [16],
Hom(M2(X),M2(X)) ∼= Hom(M0(X),M0(X)).
Thus Hom(M2(X),M2(X)) is a semisimple ring. The category of abelian varieties up to isogeny
is a semisimple category, and Hom(M1(X),M1(X)) is isomorphic to the group of homomorphisms
Pic0(X) → Pic0(X) of abelian varieties up to isogeny by [14, Proposition 4.5]. These mean that
Hom(M1(X),M1(X)) is a semisimple ring.
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Proposition 8.2. The condition (Van≤1) holds.
Proof. Since (Mur≤2) holds by [10, Theorem 7.3.10], the remaining is to show that for any X,Y ∈
SmProj≤1, p < 0, and 2 ≤ d, e ≥ 0 with d > e+ p− 1,
Hom(Md(X),Me(Y )[p]) = 0.
We may assume that X and Y are connected. If e = 0, then it suffices to show that
Hom(M(X),1[p]) = 0.
This holds by [12, Vanishing Theorem 19.3].
If e = 1, then it suffices to show that Hom(M(X),M1(Y )[p]) = 0. Hence it suffices to show that
the induced homomorphism
Hom(M(X),M(Y )[−1])→ Hom(M(X),M0(Y )[−1])
of abelian groups is an isomorphism. By [12, Theorems 16.24, 19.1], it suffices to show that the
induced homomorphism
H1(X × Y,Z(1))→ H1(X × Spec k′′,Z(1))
of motivic cohomology groups is an isomorphism where k′′ := Γ(Y,OY ). Since X and Y are
projective over k,
H1(X × Y,Z(1)) ∼= Γ(X × Y,O∗X×Y )
∼= k′∗ × k′′∗,
H1(X × Spec k′′,Z(1)) ∼= Γ(X × Spec k′′,O∗X×Speck′′ )
∼= k′∗ × k′′∗
by [12, Corollary 4.2] where k′ := Γ(X,OX). This proves the claim when e = 1.
If e = 2 and p ≤ −2, then we are done by [12, Vanishing Theorem 19.3]. If e = 2 and p = −1,
then it suffices to show that the induced homomorphism
Hom(M(X),1(1)[1])→ Hom(M0(X),1(1)[1])
is an isomorphism. By [12, Theorem 16.24], it suffices to show that the induced homomorphism
H1(X,Z(1))→ H1(k′,Z(1))
of motivic cohomology groups is an isomorphism where k′ := Γ(X,OX). Since X is projective over
k,
H1(X,Z(1)) ∼= k′∗, H1(k′,Z(1)) ∼= k′∗
by [12, Corollary 4.2]. This proves the claim when e = 2 and p = −1.
8.3. Let us compare our 1-motives with Deligne 1-motives up to isogeny. Recall from [2, §2.2.10]
that a Deligne 1-motive up to isogeny is a commutative diagram
L
T G A T [1]
in DMeff where
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(i) L =M0(X0) for some 0-dimensional scheme X0 smooth and projective over k,
(ii) A =M1(X1) for some curve X1 smooth and projective over k,
(iii) T =M2(X2)[−1] for some curve X2 smooth and projective over k,
(iv) the row is a distinguished triangle.
Then L (resp. A[−1], resp. T [−1]) is a pure 0-motive (resp. 1-motive, resp. 1-motive) of weight 0
(resp. 1, resp. 2). By Proposition 4.1, G[−1] is a 1-motive of weights ≥ 1. Let C be a cocone of the
morphism L→ G. Then from the distinguished triangle
G[−1]→ C → L→ G,
we see that C is a 1-motive by (4.1). On the other hand, for any 1-motive M , we have the
commutative diagram
Gr0M
Gr2M W
2W1M Gr1M Gr2M [1]
in DMeff . Thus there is an equivalence between the category of our 1-motives and the category of
Deligne 1-motives up to isogeny.
In [2], the duality, weight filtration, and ℓ-adic realization functor for Deligne 1-motives up to
isogeny are constructed. These are equivalent to the corresponding ones in our paper.
Proposition 8.4. The condition (Semi′≤2) holds.
Proof. Note that (Semi≤1) holds by Proposition 8.1. Let f : M → N be a morphism in MM≤2
such that for each d,
(i) (d < 2 and M is an 1-motive of weights ≤ d) or (d = 2 and M is a pure 1-motive of weight
d),
(ii) N is a pure 2-motive of weight d.
If d = 0 or d = 1, then N is a pure d-motive of weight d by [13]. Since (Mur≤2) (resp. (Semi≤1),
resp. (Van≤1)) holds by [10, Theorem 7.3.10] (resp. Proposition 8.1, resp. Proposition 8.2), the
kernel, cokernel, and image of f exist by Theorem 5.2. The cokernel of f is a pure d-motive of
weight d by Proposition 5.4. Thus the remaining case is when d = 2.
Hence assume that d = 2. By [10, Lemma 7.4.1], there is a decomposition
N ∼= N ′ ⊕N ′′
in DMeff for some pure 2-motives N ′ and N ′′ of weight 2 such that
Hom(1(1), N ′′) = Hom(N ′′,1(1)) = 0. N ′ ∼= 1(1)⊕r
for some r ≥ 0. Consider the induced morphism f ′ :M → N ′. From this, we see that
ker f ∼= ker f ′, cok f ∼= cok f ′ ⊕N ′′, im f ∼= im f ′.
Thus the kernel, cokernel, and image of f exist, and the cokernel of f is a pure 2-motive of weight
2.
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Proposition 8.5. The condition (wVan′≤2) holds.
Proof. The statement is to show that for any X,Y ∈ SmProj≤2 and 4 ≥ d > e ≥ 0,
Hom(Md(X),Me(Y )[−1]) = 0.
Since Hom(Mr(S),L
2) ∼=M4−r(S) by [13], it is equivalent to showing that
Hom(M4−e(Y ),M4−d(X)[−1]) = 0.
If e ≥ 2, then 4 − d ≤ 1. Thus we reduce to the case when e ≤ 1. Hence assume this. Then the
conclusion follows from Proposition 8.2.
8.6. We have verified (wVan′≤2) and (Semi
′
≤2). Thus by 1.11, we get the following result.
Theorem 8.7. When n = 2, Theorems 1.6, 1.7, and 1.10 hold.
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