Egaliseur par Réseaux de Filtres de Kalman à retour de décisions pour les canaux linéaires longs by AMARA BOUJEMAA, Rim & MARCOS, Sylvie
Egaliseur par Re´seaux de Filtres de Kalman a` retour de de´cisions
pour les canaux line´aires longs.
Rim AMARA BOUJEMAˆA1, Sylvie MARCOS2
1Unite´ Signaux et Syste`mes, B.P. 37, Belve´de`re, 1002, Tunis, Tunisie
2Laboratoire des Signaux et Syste`mes, CNRS-Supe´lec, plateau de Moulon, 91192, Gif/Yvette, France
amararim@yahoo.fr,marcos@lss.supelec.fr
Re´sume´ – Dans ce papier, nous proposons un e´galiseur par Re´seau de Filtres de Kalman a` Retours de De´cisions (RFK/RD) pour les canaux
line´aires a` longue me´moire. L’e´galiseur par RFK fut propose´ pour l’e´galisation de canaux de transmission dans [5]. L’algorithme du RFK/RD
est obtenu en partitionnant l’e´tat des symboles a` estimer en un e´tat primaire correspondant aux coefficients dominants du canal et en un e´tat
secondaire, mis a` jour comme un RD, correspondant a` la queue du canal ; et en de´couplant la proce´dure d’estimation de ces sous-e´tats au niveau
de l’algorithme initial du RFK. La proce´dure de mise a` jour du vecteur RD e´tant tre`s similaire a` celle du MAPSD/DF de´crite dans [2]. Le fait
inte´ressant est que les deux e´galiseurs font intervenir la variance d’erreur d’estimation du RD, fait ne´glige´ par la plupart des e´galiseurs Baye´siens.
Les simulations montrent les bonnes peformances du nouvel e´galiseur par RFK/RD de complexite´ re´duite par rapport au MAPSD/DF et au DFE
Wiener optimal.
Abstract – In this paper, a Network of Kalman Filters with Decision Feedback (NKF/DF) is proposed for long memory linear channel
equalization. The NKF was previously proposed for channel equalization in [5]. The NKF/DF algorithm is obtained by partitioning the symbol
state to estimate into a primary sub-state corresponding to the dominant channel coefficients, and into a secondary sub-state updated as a DF
vector, corresponding to the tail of the channel ; and by decoupling the estimation procedure of these sub-states in the initial NKF algorithm. The
updating procedure of the DF vector turns to be very similar to the one proposed in the MAPSD/DF described in [2]. The interesting point is that
both of these equalizers take into account the DF estimation error variance, a fact neglected by many Bayesian detection algorithms. Simulations
show the good performance of the new equalizer with reduced complexity compared to the MAPSD/DF and the Wiener optimal DFE.
1 Introduction
Le proble`me d’e´galisation de canaux line´aires longs est ap-
proche´ dans ce papier sous un angle d’estimation Baye´sienne
des symboles transmis
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est l’observation bruite´e recueillie a` la sortie du canal,  est
un vecteur de longueur $ forme´ des coefficients du canal,
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. En vue d’obtenir des
performances optimales en terme de TEB, un bon nombre de
de´tecteurs Baye´siens conside´rant le proble`me d’e´galisation comme
un proble`me de classification des symboles [4] ou encore comme
un proble`me de de´tection optimale telle que le MLSE ou encore
l’Egaliseur MAP Symbole par symole optimal (EMAPS) [3][1]
ont e´te´ propose´s. La limitation majeure au niveau de l’efficacite´
des e´galiseurs Baye´siens est certainement leur complexite´ im-
portante. Par exemple, les traitements du MLSE et de l’EMAPS
portent sur des calculs de
>A@
me´triques a` chaque instant (des
vraisemblances pour le MLSE et des densite´ de probabilite´s
(ddp) a posteriori pour l’EMAPS), lorsque l’e´tat des symboles
prend
>0@
valeurs finies. C’est aussi le cas pour les e´galiseurs
Baye´siens transverses qui calculent
>ABDC @FEHG
me´triques pour
re´aliser la de´tection, ou` I est la longueur de vecteur d’ob-
servations utilise´. Il est clair donc que pour des canaux longs
( $ grand), cette complexite´ devient prohibitive. Plusieurs tra-
vaux ont sugge´re´ alors de re´duire la complexite´ en de´roulant
les algorithmes de de´tection en question sur une partie de l’e´tat
des symboles (un sous-e´tat de longueur JLKM$ ) correspon-
dant aux coefficients du canal les plus importants, 1 tout en
e´liminant des observations la contribution des symboles res-
tant, dont on posse´de une estimation ; d’ou` l’appellation struc-
ture d’e´galiseur a` Retour de De´cision (RD) [6]. Ici, l’e´galiseur
par Re´seau de Filtres de Kalman (RFK) fournissant l’estime´e
EQMM re´cursive des symboles, Nﬁ  	POQRﬁ ﬃS   , est en-
visage´ pour les canaux line´aires a` longue me´moire. Afin de
diminuer la complexite´ de l’algorithme correspondant, nous
avons proce´de´ en partitionnant l’e´tat des symboles a` estimer
ﬁ
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en un sous-e´tat primaire correspondant aux coefficients
dominants du canal et en un sous-e´tat secondaire correspondant
a` la queue du canal ; et en de´couplant les proce´dures d’estima-
tion de ces deux sous-e´tats au niveau de l’algorithme initial du
RFK-EQMM estimant l’e´tat global ﬁ  . Il s’ave`re alors que
l’algorithme qui en de´coule n’est que celui du RFK-EQMM ap-
plique´ pour estimer le sous-e´tat primaire en e´liminant la contri-
bution du sous-e´tat secondaire, mis a` jour comme un vecteur
RD, des observations et en tenant compte de la variance de
l’erreur d’estimation du RD dans le calcul de celle sur la sortie
pre´dite par chaque filtre de Kalman. Les proce´dures de mise
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a` jour du RD et de sa matrice de covariance sont similaires a`
celles de l’e´galiseur MAP symbol by Symbol Detector with De-
cision Feedback (MAPSD/DF) propose´ par Baccarelli et. al qui
sera re´fe´re´ dans la suite par l’EMAPS/RD. Ces deux e´galiseurs
sont particulie`rement immunise´s contre une grave propagation
d’erreurs puisqu’ils prennent en compte la consistance du vec-
teur RD, fait ne´glige´ par la plupart des e´galiseurs a` RD. Dans la
section 2, une bre`ve revue du principe de l’e´galiseur par RFK
est faite. La section 3 montre la proce´dure du de´couplage de
l’e´tat primaire et l’e´tat secondaire qui aura pour aboutissement
l’algorithme de l’e´galiseur par RFK a` RD. La section 4 com-
porte les simulations comparant les versions souples et dures
du RFK/RD a` l’EMAPS/RD pour diffe´rents ordres de tronca-
ture. Enfin, la section 5 donne notre conclusion.
2 Revue de l’e´galiseur par RFK
La structure de l’e´galiseur par RFK de´coule d’une proce´dure
d’estimation EQMM d’une se´quence finie de symboles ﬁ ﬃ
en se basant sur une formulation d’e´tat d’un syste`me de com-
munications nume´riques en bande de base comme suit
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Cette formulation comme on peut le constater est bien line´aire
mais a` bruit d’e´tat non gaussien, puisque ce bruit est lie´ aux
symboles transmis, issus effectivement d’un processus ale´atoire
a` valeurs discre`tes. Ainsi, la ddp a posteriori de l’e´tat des sym-
boles, 

ﬁ
S
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, n’est pas gaussienne et l’utilisation d’un
filtre de Kalman comme un e´galiseur peut causer des de´gradations
de performances en terme de TEB. En utilisant alors l’approche
de Sorenson et Alspach base´e sur l’approximation de ddp par
une Somme Ponde´re´e de Gaussiennes (SPG), d’abord pour le
bruit d’e´tat comme suit
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la probabilite´ a priori d’occurence du symbole
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ou` les (
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sont des matrices diagonales tre`s petites pour que les
gaussiennes soient bien localise´s autour des valeurs prises par
le bruit, puis pour la ddp a posteriori de l’e´tat
ﬁ)*+-, .+/01

l2
l
+
ﬂ
)*+#"43)
l
5, 6
%
3
7
l
5, 6 (4)
ou` Nﬁ
8(ﬃfS 
, N
8
8(ﬃfS 
et 9
8Z
sont respectivement les e´tats
estime´s, les matrices de covariance et les innovations corres-
pondantes mis a` jour par le ; e`me filtre de Kalman conditionne´
par une moyenne possible du bruit d’e´tat
   8
, un e´galiseur par
RFK a pu eˆtre e´tabli dans [5][1]. L’estime´e de l’e´tat des sym-
boles est alors donne´e par
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et la covariance d’erreur d’estimation de l’e´tat par
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3 Egaliseur par RFK a` RD (Souples ou
Dures)
3.1 Re´cursion directe sur l’e´tat primaire
L’ide´e est de partitionner le vecteur d’e´tat comme suit
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symboles primaire de longueur J ,
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est l’e´tat des symboles secon-
daire de longueur TIUQ	 $
)
J , ainsi que les coefficients du
canal  	 % 
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; et d’essayer de de´river une estima-
tion EQMM d’une des composantes du vecteur ﬁ G sachant la
valeur de ﬁ 3 . En partitionnant de meˆme
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L’e´quation de re´cursion du RFK-EQMM sur l’e´tat global Nﬁ  	
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e´tant donne´e par (5), en partitionnant de
meˆme Nﬁ
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Ensuite, la matrice de covariance d’erreur de pre´diction du
filtre de Kalman n {
;
est de´compose´e comme suit
3
7
l
5, w"S!1
W
3
7
lDv ﬀ
5, w"S!|3
7
lDv ﬀ
u
5, w"x
3
7
lDv
u
ﬀ
5, z"S!}3
7
lDv
u
5, w"x
]
en ne´gligeant l’intercovariance entre les erreurs de pre´diction
des e´tats ﬁ G et ﬁ 3 , on obtient
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e´tant la covariance d’erreur de pre´diction de
la J ie`me composante de ﬁ
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. De meˆme, le gain de Kalman correspon-
dant a` l’e´tat primaire sera approche´ par
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et les matrices de covariances d’erreur d’estimation pour chaque
filtre du re´seau
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ainsi, les e´quations de remise a` jour de Nﬁ G  sont celles d’un
RFK-EQMM pour estimer ﬁ G en e´liminant l’effet du RD des
observations (7) et en tenant compte de la contribution de l’e´tat
secondaire dans la variance (11). Reste donc a` spe´cifier par quel
moyen lﬁ 3

et l
8
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sont mis a` jour a` moindre couˆt, ce qui
est de´crit dans le paragraphe suivant.
3.2 Algorithme du RFK-EQMM/RD
L’ide´e est d’utiliser les derniers symboles estime´s par le RFK-
EQMM, N 'ﬃ*) J S *) +- 	 Nﬁ G b)+- % J . pour de´terminer la
valeur du RD, lﬁ 3
ﬃ
, selon l’e´quation de de´calage (10). L’al-
gorithme de re´cursion sur Nﬁ G utilisant le retour de de´cision lﬁ 3
est re´sume´ par
e a` l’instant
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e mise a` jour a` l’instant  du vecteur retour en le pre´disant
comme suit
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, respectivement, puisque la pre´diction et l’estime´e
filtre´e du RD seront confondues.
e e´quations de l’algorithme du RFK-EQMM applique´ pour es-
timer ﬁ G avec les modifications faites dans (7) et dans (11). La
de´cision est e´mise avec un retard &	PJ
) +
.
L’e´quation (11) donnant la variance de l’erreur de sortie du
canal pre´dite tient compte clairement de la covariance d’er-
reur d’estimation de ﬁ 3 . Cet algorithme est appele´ le RFK-
EQMM a` Retour de De´cisions Souples (RFK-EQMM/RDS).
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peut eˆtre aussi utilise´ pour
ge´ne´rer le vecteur retour lﬁ 3
ﬃ
dans le cas binaire, nous parle-
rons ainsi du RFK-EQMM/RDD (Retour de De´cisions Dures).
Dans ce cas, l’e´quation de remise a` jour de l8 3 (15) est omise
sous l’hypothe`se de de´cisions non errone´es. Un algorithme si-
milaire, l’EMAPS/RD, utilisant les meˆmes e´quations que le
RFK/RD pour la remise a` jour du vecteur retour et de sa ma-
trice d’erreur de covariance (a` une matrice re´gularisante pre`s),
a e´te´ re´cemment propose´ par Baccarelli et al. dans [2] pour
l’e´galisation des canaux longs. L’e´galiseur est re´gi par les meˆmes
e´quations de re´cursion de l’EMAPS [1] sur le vecteur d’e´tat
ﬁ
G en e´liminant la contribution du vecteur retour lﬁ 3 . Remar-
quons que les traitements paralle`les sont au nombre de
>
pour
le RFK-EQMM/RD et de l’ordre de >
`
pour l’EMAPS/RD, ce
qui constitue un avantage important pour le nouvel e´galiseur.
4 Simulations et discussion
La figure (1) visualise le canal utilise´ pour les simulations
comportant 

coefficients et ve´rifiant la condition (1). Les
TEB ont e´te´ moyenne´s sur
+
re´alisations du bruit additif avec
des se´quences binaires totales de longueur
+
\
. La figure (2)
montre les performances assez proches de l’e´galiseur par RFK/RDS
(la version RFK-EQMM est utilise´e) par rapport au MAPSD/SDF
a` J fixe´ a` ﬀ ou ﬁ . Pour J&	ﬂ , le RFK/RDS est assujetti au
proble`me de propagation d’erreurs a` cause d’un mauvais RD
de longueur importante. Les figures montrent aussi que plus J
est grand, plus les performances du RFK-EQMM/RD tendent
vers celles du RFK-EQMM applique´ pour estimer l’e´tat glo-
bal. La figure (3) montre que pour ce canal et pour J 	ﬃﬁ , le
RFK-EQMM/RDS, le RFK-EQMM/RDD et le RFK-EQMM
avec vrai RD donnent les meˆmes performances et sont proches
de celles du MAPSD/DF. La similarite´ du comportement des
diffe´rentes versions du RFK/RD confirment la consistance de
l’estime´e EQMM pour ce canal, et sont meilleures que celles
d’un DFE line´aire optimal au sens Wiener avec une partie trans-
verse de longueur I 	  et a` RD de longueur

	!
 )
ﬁ 	#"$ .
D’apre`s la figure (5), la version souple du RFK-EQMM/RD
donne de meilleures performances que la version dure pour
le canal a` "

coefficients trace´ dans (4). D’abord, ce canal ne
ve´rifie pas la condition (1) donc on s’attend a` ce que la propa-
gation d’erreurs soit plus importante et influence par la suite la
qualite´ d’estimation EQMM de ﬁ G . Vu que les valeurs du RD
ne sont pas bonnes, utiliser des de´cisions dures ne fait qu’am-
plifier l’erreur. En ame´liorant la qualite´ de l’estime´e EQMM de
ﬁ
G , et par suite du RD, en utilisant la version par troncature et
fusion du RFK a` RDS (RFK-TF/RDS) [1], on arrive a` diminuer
encore plus les TEB.
5 Conclusion
Une structure d’e´galiseur par RFK a` retour de de´cisions,
dans laquelle la contribution des symboles formant le RD et
correspondant a` la queue du canal est e´limine´e des observa-
tions, a e´te´ pre´sente´e. Avec une proce´dure de mise a` jour du
RD et de sa variance similaire a` celles de´crites dans l’algo-
rithme de l’EMAPS/RD, le RFK-EQMM/RD re´alise des per-
formances du meˆme ordre que celles de l’EMAPS/
RD avec une complexite´ moindre. Les performances des ver-
sions a` RD du RFK de´pendent fortement de la qualite´ de l’es-
time´e EQMM de l’e´tat primaire fournie par le RFK. Un RD
souple est ainsi pre´fe´re´ afin de limiter le phe´nome`ne de propa-
gation d’erreurs.
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FIG. 1: Canal en sinus cardinal,   
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