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Abstract
Morphing between 3D objects is a fundamental technique in computer graphics. Traditional methods of shape
morphing focus on establishing meaningful correspondences and finding smooth interpolation between shapes.
Such methods however only take geometric information as input and thus cannot in general avoid producing
unnatural interpolation, in particular for large-scale deformations. This paper proposes a novel data-driven ap-
proach for shape morphing. Given a database with various models belonging to the same category, we treat them
as data samples in the plausible deformation space. These models are then clustered to form local shape spaces
of plausible deformations. We use a simple metric to reasonably represent the closeness between pairs of models.
Given source and target models, the morphing problem is casted as a global optimization problem of finding a
minimal distance path within the local shape spaces connecting these models. Under the guidance of intermedi-
ate models in the path, an extended as-rigid-as-possible interpolation is used to produce the final morphing. By
exploiting the knowledge of plausible models, our approach produces realistic morphing for challenging cases as
demonstrated by various examples in the paper.
Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry
and Object Modelling—object representations
1. Introduction
Shape morphing is a fundamental technique widely used in
computer graphics. Typical applications include computer
animation where a smooth sequence of intermediate mod-
els are created between keyframe models, shape blending
where new objects are produced with contributions of two or
more objects, and deforming a template shape to fit object-
s [SMB12]. The given models can be the same object with
different poses or even completely different objects. While it
is possible to use skeleton-based interpolation for the former
case, it would be most natural to use direct shape morph-
ing techniques in the latter case, which also has the benefit
of not requiring skeletons to be constructed and attached to
models.
This work considers on direct shape morphing. As an ac-
tive research problem, a lot of effort has been made in the
computer graphics community. Previous work has mainly
† Emaill: gaolinorange@gmail.com
focused on two aspects, i.e., finding meaningful correspon-
dences between given models and producing smooth inter-
polated shapes for natural morphing. Since only the source
and target geometric models are available, even if the one-
to-one correspondence is well established, the interpolated
sequence may not look natural for challenging cases, such as
models with large-scale deformations. Human body/animal
movements are often difficult, partly because of the com-
plicated potential poses and partly because they are well
perceived and the expectation of naturalness is high, a psy-
chological phenomenon called “Uncanny valley” where the
comfort level of perception drops when human robots or an-
imations look almost but not perfectly like human beings.
Examples of imperfection using traditional methods include
self-intersection in space, unnecessary distortions, and un-
natural intermediate poses which might be difficult or even
impossible to achieve in reality.
Due to the availability of large 3D model databases, it is
possible to exploit the knowledge of model plausibility to
improve shape morphing; this is exactly the motivation of
c© 2013 The Author(s)
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this paper. Given a pair of source and target models and a
database of similar models, we seek to compute a smooth
path of intermediate shapes using the knowledge extracted
from the input database. As establishing correspondence is
not our focus and is already well studied, we use existing
approaches to generate a common embedding between the
given models. The main contributions of our work are as
follows:
• We analyze the models in the database to form locally lin-
ear shape spaces which can efficiently represent plausible
models in the category.
• We formulate the problem of natural morphing as finding
a shortest path connecting elements in the continuous lo-
cal shape spaces, ensuring the plausibility of in-between
reference models.
• We propose a simple interpolation algorithm for efficient
as-rigid-as-possible shape interpolation guided by the ref-
erence models to produce realistic morphing.
2. Related work
Shape morphing has been an active research direction for
a couple of decades. Given the source and target models
often represented as triangle meshes, the first step for re-
alistic morphing is to establish one-to-one correspondence
between two shapes. This also applies when multiple shapes
are to be blended. This is often achieved by animators spec-
ifying a sparse set of correspondences which are then used
as constraints to establish one-to-one correspondence as the
source and target meshes can be very different. Various tech-
niques have been proposed, including parameterizing over
coherent base domains [LDSS99, PSS01, SAPH04], using
common embeddings [LH03, LL05] or using some itera-
tive alignment algorithm to incrementally align the surface
patches [SP04,HAWG08].
Even with reliable correspondences, natural shape morph-
ing is not trivial. If the change between the shapes is small,
simple linear interpolation of the vertex position is proba-
bly sufficient. However, direct positional interpolation may
cause significant artifacts when the shapes being interpolat-
ed exhibit large deformations. A well-known approach [A-
COL00] generates morphing sequences that are as rigid as
possible. The basic idea is to factor local affine transform
matrix into a single rotation (rigid) matrix and a symmet-
ric (elastic) matrix and linear interpolation is then applied.
This method however requires consistent tetrahedron mesh-
es as input for 3D mesh morphing. Huang et al. [HAWG08]
use a similar formulation that is locally as rigid as possible
and minimizes the overall movement of vertices. The algo-
rithm takes surface meshes as input; however the number of
unknowns to be solved scales linearly with the number of
in-between frames and is thus expensive if the number of
frames becomes moderately large.
Alternative approaches consider interpolation in some
feature spaces that better preserve the geometry. Alex-
a [Ale03] uses local differential coordinates (Laplacian co-
ordinates) instead of absolute positions for shape interpo-
lation. This improves detail preservation but the differential
coordinates are still rotation sensitive. To further improve the
results, Hu et al. [HLW07] consider interpolation of mean
Laplacian flow in the dual Laplacian domain [KCATLF06].
Xu et al. [XZWB06] interpolate the gradient fields and use
a Poisson-based approach [YZX∗04] to fuse the intermedi-
ate meshes. Chu and Lee [CL09] interpolate the shape in
the gradient space of near-rigid components and the method
is particularly suitable for pose interpolation. Lipman et al.
[LSLCO05] propose a rotation-invariant representation of
mesh models based on discrete forms and similar as-rigid-
as-possible morphing can be obtained by linear interpola-
tion of the discrete form coefficients. Killian et al. [KMP07]
treat shapes as points on the Riemannian surfaces derived
from typical rigid or isometric transformations, and convert
the plausible morphing problem to finding a shortest path
in the shape space which can be solved using a variational
approach. To handle large models and large deformations, a
multi-scale approach is also proposed based on a mesh hier-
archy [WDAH10].
All the approaches described above assume that the un-
derlying interpolation smoothly changes the shape and p-
reserves the local geometric features as much as possible.
However, these methods cannot avoid self-intersection in s-
pace, unnatural in-between shapes that violate the physical
laws or are unlikely to appear in practice. Borrowing ideas
from continuum mechanics, physics-based approaches have
also been proposed which minimize strain energy between
adjacent frames [HLZ04] or linearly interpolate the strain
field and use this to recover the shape [YHM07]. While fol-
lowing physical laws, these methods are still restrictive be-
cause a substantially simplified model is used due to the lim-
ited knowledge of the material property and the considera-
tion for computational efficiency. Because of these restric-
tions, unnatural interpolation still exists.
Previous work has used example-based approaches to
improve the naturalness. Skeleton models have been used
in [GMHP04, WSLG07] to achieve good results thanks to
the essential low dimension of the deformation space. Fur-
ther work produces results directly on meshes using inverse
kinematics derived from example models [SZGP05, FB11].
These methods however are mainly suitable for pose inter-
polation. Our work uses a substantially larger database and
is capable of handling general shape morphing. Sloan et
al. [SRC01] produce new shapes by interpolation of exam-
ple shapes. The interpolation is controlled by an abstract s-
pace specified by the designer in an offline stage. Example-
based interpolation is also combined with strain field based
approaches [MTGG11] to balance physical correctness with
object properties learned from examples. We will demon-
strate that by using a larger database, natural morphing can
be achieved using a simpler and more efficient algorithm.
c© 2013 The Author(s)
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Due to improved acquisition techniques, data can now be
obtained more easily and with lower cost. We propose to
exploit a data-driven approach to improve shape morphing.
With a database containing sufficient examples of some ob-
ject, the naturalness of shape morphing can be significant-
ly improved using constraints derived from the real cap-
tured models. Our approach uses local shape spaces to ef-
fectively represent plausible shapes. Meaningful parametric
shape spaces have been extensively studied for human bod-
ies [ACP03,SMT04,Wan05] due to its importance in practi-
cal; however, these methods use prior knowledge of human
bodies and cannot be applied directly on arbitrary shapes.
The work in [BVGP09] learns shape spaces from training
examples to achieve semantic deformation transfer. Our ap-
proach is different in that we aim at shape morphing and use
a set of local shape spaces derived automatically from a rel-
atively large model database.
In a broader picture, data-driven shape morphing is relat-
ed to motion planning [LaV06] in the robotics community.
In their setting, a robot is usually characterized by its corre-
sponding configuration space (which is specified by skeleton
parameters). Given a source configuration and a target con-
figuration, a motion planning algorithm aims at finding valid
paths connecting them in the configuration space. The most
successful techniques are graph-based [KScLO96, LaV06],
where vertices correspond to samples in the configuration
space, and edges connect neighboring vertices. Valid path-
s are then given by graph paths. Although our approach is
conceptually similar, the fundamental difference is that we
optimize the quality of the interpolated path while motion
planning focuses more on the validity of the path.
3. Algorithm
We assume that a model database containing a reasonable
number of models of the same category is available, captur-
ing the variety of poses and behaviors of the object. Such
databases are more widely available and can be obtained
at relatively low costs. In the preprocessing stage, pairwise
one-to-one correspondence can be established thanks to the
recent progress of correspondence algorithms [HAWG08,
LF09,KLF11]. With pairwise correspondence, we select one
model as the base domain and the topology of other models
can be replaced with this base domain.
As a data-driven approach, our method involves two
stages. In the offline stage, we analyze the model database
to form local shape spaces that better characterize the plau-
sible distribution of models in the category. We first intro-
duce a distance measure in Sec. 3.1 and give the details of
local shape spaces in Sec. 3.2, which involves possible up-
sampling and clustering. This stage needs to be applied on-
ly once for a given database. In the online stage when the
source and target models are given, we find reference mod-
els in the local shape spaces using an optimization algorith-
m (Sec. 3.3) and use them to guide the as-rigid-as-possible
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(a) SCAPE [ASK∗05]
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18
0
200
400
600
800
1000
1200
Shape Distance
Fu
nc
tio
n 
Va
lu
e
Scale Function Fitting
 
 
Sorted Map
Quadratic Fitting
(b) Human [HSS∗09]
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(c) Dancer [VBMP08]
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(d) Horse [SP04]
Figure 1: Mapping distance d¯ to its rank by F¯ (in blue) and
approximating the mapping with a quadratic function fitting
(in green).
shape morphing (Sec. 3.4). Finally, we discuss a deforma-
tion transfer approach to deal with the difference between
the input models and the models in the database (Sec. 3.5).
3.1. Distance Measure
Assume the database contains N models each with n vertices
and identical topology. We align them using rigid transforms
with the known correspondences. Then a simple approach to
define the distance between objects Si and S j is:
d¯(Si,S j) =
√
∑nk=1 ‖Si[k]−S j[k]‖
2
n
, (1)
where Si[k] represents the k
th vertex of the ith object. This
distance metric is simple but does not show significant dis-
cernibility as a large number of distances distribute over a
relatively small interval. This is particularly the case for s-
mall d¯ where the subtle differences are more crucial. Since
we have the database of models, we compute the pairwise
distances d¯ and define the function F¯(d¯) that maps the dis-
tance d¯ to its rank (the position in the sorted list), as plot-
ted in Figure 1 using SCAPE [ASK∗05], Human [HSS∗09],
Dancer [VBMP08] and Horse [SP04] datasets. This non-
linear mapping increases the relative differences for the pairs
with a smaller distance d¯ as expected. To simplify the calcu-
lation, an analytical function would be preferred. In partic-
ular for the range of relatively small d¯, F¯ can be well ap-
proximated using a quadratic function F(d¯) = ad¯2, where a
is an unknown coefficient to be fitted. The constant of the
quadratic function is zero because we expect F(0) = 0. The
fitting results are shown in Figure 1 (green curves) which
are reasonably close to the ranking functions (blue curves)
for all of these datasets.
c© 2013 The Author(s)
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Figure 2: An example cluster from SCAPE database and the
interpolated models.
As the exact value of a is not important for comparison
purpose, we simply choose a = 1 and define the distance
measure d = F(d¯) = d¯2. Note that the distance measure is
not a metric as it does not satisfy triangle inequality but as
shown later this simple heuristic approach works well for
measuring the closeness between models. Alternative dis-
tance measures could also be used but our simple distance
leads to efficient computation, as detailed later in the paper.
3.2. Local Shape Spaces
Since the potential space of shape deformation is usually
very large, the existing database which typically contains
tens or hundreds of models may only provide a sparse sam-
pling of the space. Two steps are used to achieve this, namely
upsampling and local shape space construction.
In the first step, for datasets with a relatively small number
of models (e.g. under 200), we find models which are close
enough and use them to interpolate models and add them to
the collection. This is achieved by first clustering the models
in the database using Affinity Propagation algorithm [FD07]
with the default parameter settings and within each cluster
as models are close enough, we use as-rigid-as-possible in-
terpolation [HAWG08] to sample a new model between ev-
ery pair of models. An example is shown in Figure 2 with
a cluster containing three models (triangle vertices) and use
pairwise interpolation to obtain more plausible models. As
these models are fairly close, the interpolated models are of
high quality (triangle edges).
Even if the upsampled database is denser, it is not possible
to directly sample all the plausible models due to the restric-
tions of computational costs. In the second step, we instead
construct continuous local shape spaces to better represent
plausible models. We cluster the upsampled model database
into smaller groups again using Affinity Propagation algo-
rithm with the default parameter settings and we make the
assumption that simple linear interpolation is sufficient to
produce reasonable in-between models (note that the first
step is a non-linear interpolation). Assume there are m clus-
ters C = {Ck}(k = 1,2, . . . ,m) in this step, and the cluster
Ck contains Nk models, denoted as Sk,t(t = 1,2, . . . ,Nk). We
then build local linear shape spaces such that any model in
the space w.r.t. cluster Ck is a linear combination of models
in the cluster. Denote wk,t as weight for model t in the cluster
Ck which can be chosen arbitrarily as long as wk,t ≥ 0 and
∑
Nk
t=1wk,t = 1, the model csk is defined as csk =∑
Nk
t=1wk,tSk,t .
3.3. Path Optimization
Given the source model SS and the target model ST , after
establishing the correspondences, we make SS and ST have
the same connectivity as models in the database. We cast
the morphing problem as a global optimization problem of
finding a shortest path from the source to the target with in-
termediate models from the local shape spaces using the dis-
tance measure. As we will show later, using the continuous
shape space allows smooth paths to be found with a relative-
ly sparse set of models. Since models are fairly close within
each cluster, we assume at most one representative model in
each cluster is chosen in the path. We treat the source and
target models as clustersCS andCT with single models only.
Let us denoteC0 =CS andCm+1 =CT , we can formulate the
shortest path as a 0-1 integer programming problem:
Minimize
m+1
∑
i=0
m+1
∑
j=0
fi jxi j, (2)
sub ject to :
m+1
∑
j=0
xi j−
m+1
∑
j=0
x ji =


1 i= 0
−1 i= m+1
0 otherwise
. (3)
xi j are 0-1 logical variables. xi j = 1 means morphing from
an element in Ci to an element in C j forms part of the path.
The distance between different clusters are defined as
fi j = F
(
di j
)
= d¯(csi,cs j)
2
, (4)
where csi and cs j are the representative element from clus-
ters Ci and C j respectively, which are determined by the set
of weights {wi,t} and {w j,t}, and di j is the distance between
csi and cs j .
The global optimization involves choosing the appropri-
ate weights for cluster reprentatives and finding appropriate
xi j to determine the path w.r.t. clusters. This is in general an
NP hard problem. We thus propose alternating two steps (an
EM-like optimization) to find an approximate solution effi-
ciently. We start with representatives chosen as the cluster
centers (with equal weights). In the first step, the representa-
tives are fixed and xi j are optimized. This can be efficiently
optimized using Dijkstra algorithm on the graph that con-
nects every pair of clusters with edge weight between cluster
Ci andC j being fi j . In the second step, given xi j, we find the
optimal combination weights wi,t for each cluster Ci. This
is a quadratic programming problem which is solved using
CVX library, a package for specifying and solving convex
c© 2013 The Author(s)
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Figure 3: Reference models found without (top) and with
(bottom) local spaces.
programs [CR12]. The above steps are iterated until con-
vergence. As the total distance decreases monotonically the
method always converges and it typically takes only a few
iterations in practice.
An example is shown in Figure 3 comparing different ref-
erence models obtained. The first and the last columns are
source and target models. Using the SCAPE database, if we
do not add interpolated models within each cluster, no refer-
ence models are found (i.e., the direct path from the source to
the target is optimal). If these models are included, but with-
out using local shape spaces, three intermediate reference
models are picked (top row) which give reasonable guid-
ance from the source to the target. However, the transition is
sometimes not very smooth. For example, unnecessary head
shake appears from the first column to the third. By using lo-
cal shape spaces, any model in the local space can be picked,
leading to a smoother set of reference models (bottom row).
3.4. Reference Guided Interpolation
After solving the above optimization problem, a sequence of
intermediate reference models is obtained from the database.
We denote these models as S¯k, k = 1,2, . . . ,NR where NR
is the number of the reference models. Given a parameter
t (0 ≤ t ≤ 1), let us denote Sˆ(t) as the interpolated model
at time t. The corresponding time for reference models S¯k
can be uniformly distributed as tk =
k−1
NR−1
, or specified by
the user. The energy between the unknown Sˆ(t) and S¯k is
defined as follows:
Ek =
n
∑
i=1
{
∑
j∈Ni
wi j‖(Sˆ[i]− Sˆ[ j])−Rk[i](S¯k[i]− S¯k[ j])‖
2
+ γ‖Sˆ[i]− S¯k[i]‖
2
}
, (5)
where n is the number of vertices, Ni is the 1-ring neigh-
bors of vertex i, wi j is the cotangent weight wi j = cotαi j +
cotβi j [MDSB03] where αi j and βi j are two angles oppo-
site to edge i j. Rk[i] is the optimal rotation matrix between
Sˆ(t) and S¯k at vertex i, which can be efficiently computed us-
ing Singular Value Decomposition [SA07]. The second term
ensures that the interpolated shape is close to the reference
model. γ is a constant and chosen as 0.001 in practice.
The overall energy E(t) between Sˆ(t) and all the reference
models are defined as:
E(t) =
NR
∑
k=1
ωk(t)Ek. (6)
The weights ωk are defined using Gaussian functions ωk ∝
exp{−ε|t− tk|
2} and normalized to be a partition of unity. ε
controls the influence range and typically we used ε = 6.0 in
our experiments.
To find the solution Sˆ(t) at time t, we first use linear inter-
polation to provide the initial value. The problem can then
be solved by iterating the following two steps.
First, the optimal rigid transform Rk[i] for each vertex
i w.r.t. the reference model S¯k can be computed as fol-
lows [SA07]. Let Pk[i] = ∑ j∈Ni(S¯k[i]− S¯k[ j])(Sˆ[i]− Sˆ[ j])
T .
Pk[i] can be decomposed using singular value decomposi-
tion. Pk[i] = Uk[i]Σk[i]Vk[i]
T . Then, Rk[i] can be explicitly
obtained as Vk[i]Uk[i]
T (choosing appropriate signs to make
detRk[i]> 0).
Second, assuming Rk[i] is known, the optimal position for
Sˆ(t) can be obtained by solving the linear system ∂E(t)
∂Sˆ(t)
= 0.
Since wi j = w ji, ∑
NR
k=1 ωk(t) = 1, this can be rewritten as
∂E(t)
∂Sˆ[i]
=
NR
∑
k=1
ωk{ ∑
j∈Ni
2wi j
(
(Sˆ[i]− Sˆ[ j])−Rk[i](S¯k[i]− S¯k[ j])
)
+ ∑
j∈Ni
2w ji
(
(Sˆ[i]− Sˆ[ j])−Rk[ j](S¯k[i]− S¯k[ j])
)
+ 2γ(Sˆ[i]− S¯k[i])}= 0. (7)
∑
j∈Ni
(2wi j+ γ)(Sˆ[i]− Sˆ[ j])
=
NR
∑
k=1
ωk(t)( ∑
j∈Ni
wi j
(
Rk[i]+Rk[ j])(S¯k[i]− S¯k[ j])
)
+ γS¯k[i].
If we rewrite the linear system as Ax = b where x is the
collection of unknown vertex positions of Sˆ(t), for differen-
t t, A is fixed, and only b changes. Moreover when γ > 0,
A is a strictly diagonally dominant symmetric matrix. A is
positive definite and can be effectively factorized using C-
holesky decomposition. For interpolation results with vari-
ous t (which is often needed for morphing), A only needs
to be decomposed once, and the linear system can be solved
using back substitution.
3.5. Deformation Transfer for Morphing
The given source and target models may in general be d-
ifferent from the models in the database. We can still use
c© 2013 The Author(s)
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Figure 4: Comparison of human morphing using our
method (top), [XZWB06] (middle) and [HAWG08] (bottom).
Unnatural deformations occur using these two methods.
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Figure 5: The average vertex displacement after each itera-
tion for the example in Figure 4.
the database to guide the morphing if they are reasonably
similar. Let NS and NT be the new source and target mod-
els different from those in the database. We make a further
assumption that there exist models SS and ST in the local
shape spaces such that they have similar pose, which is rea-
sonable when the model database has a good coverage of the
underlying shape space. We then establish one-to-one cor-
respondences between NS/NT and models in the database,
using blended intrinsic maps [KLF11] if automatically, or
the method in [SP04] with the user specifying landmark cor-
respondences. As models in the database have the same con-
nectivity, establishing correspondences between NS/NT and
an arbitrary model in the database is sufficient. To simplify
the computation, we remesh NS and NT to have the same
connectivity, leading to NˆS and NˆT , respectively. This is
achieved by taking the mesh connectivity from the database
models and using the geometry of NS and NT . We can then
follow the previous definition to find the closest models SS
and ST . These models may not have the same pose, so we
deform SS (and ST ) in an as-rigid-as-possible manner to ob-
tain SˆS (and SˆT ). We give the formula to be optimized for SˆS
here:
E(SˆS) =
n
∑
i=1
{
∑
j∈Ni
wi j‖(SˆS[i]− SˆS[ j])−R[i](SS[i]−SS[ j])‖
2
+ λ‖SˆS[i]− NˆS[i]‖
2
}
, (8)
where n, Ni, wi j and R[i] are defined as before, λ is chosen in
[0.2,1] to balance the terms of local rigidity and geometric
closeness. After this, we treat SˆS and SˆT as the source and
target models of the same shape as in the database and find
reference models S¯k (k= 1,2, . . . ,NR) as in Sec. 3.3. We then
transfer the deformation between SˆS (or SˆT depending on
which is closer) and S¯k to NˆS (or NˆT ) to obtain reference
models Sˆk for the actual input shapes. For each face of SˆS
and S¯k, we add an auxiliary vertex as in [SP04] to ensure a
unique affine transform for each face f , which is calculated
and applied to the corresponding face of NˆS and the Poisson
equation is then used to fuse the triangles [YZX∗04]. The
obtained reference models Sˆk are used in the same way as S¯k
in Sec. 3.4 to obtain the in-between frames.
4. Experimental Results
We demonstrate the effectiveness of the proposed method
using various examples. We carried out experiments on a
computer with an Intel Core2Quad 2.4GHz CPU. The mod-
el databases we used and the running times are reported in
Table 1. SCAPE and Human datasets are reconstructed from
scanned models and Dancer dataset from multi-view videos.
Horse and Cat datasets are obtained by articulated deforma-
tion based on results in [SP04].
Figure 4 shows an example using SCAPE [ASK∗05]
database with 71 human models. For all these examples,
the first and last columns show the source and target models
and the intermediate frames give the interpolated in-between
frames. While the results with [XZWB06] and [HAWG08]
are reasonable geometrically, the poses are not achievable by
a normal person and thus the morphing does not look natu-
ral. Guided by the models in the database, we are able to
produce natural deformation. The energy E(t) in Equation 6
converges quickly. Figure 5 shows the average vertex dis-
placement (as defined in Equation 1) after each iteration and
three iterations are sufficient for examples in the paper. The
running time for each iteration of the optimization is only
about 1 second, as given in Table 1, so it takes a few seconds
to compute each frame of morphing. Another example using
the SCAPE database is shown in Figure 6. Due to the signifi-
cant pose changes, previous methods [XZWB06,HAWG08]
produce morphing with self-intersection and sometimes un-
naturally twisted in-between frames. Although our method
cannot guarantee that the obtained morphing is free from
self-intersections, thanks to the guidance of the database, the
deformation follows a natural path.
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Dataset # Vertices # Models # Models After Interp. Finding Path (s) Cholesky (s) Iteration (s)
SCAPE 12500 71 225 32.22 1.27 1.13
Human 6449 500 500 43.69 1.58 0.85
Dancer 9971 149 485 89.28 4.13 0.86
Horse 8431 49 173 45.50 1.41 0.76
Cat 7207 57 162 21.18 1.38 0.71
Table 1: Statistics of the datasets and average running times.
Figure 6: Comparison of human morphing using our
method (top row), [XZWB06] (middle row) and [HAWG08]
(bottom row). Both unnatural deformation and self-
intersections occur with [XZWB06] and [HAWG08].
Figure 7 shows an example using the Dancer
database [VBMP08] with 149 models. While both
results of [XZWB06] and [HAWG08] look smooth geo-
metrically, there are self-intersections (the second column).
In contrast, our method produces a longer but natural path
of movement. Figure 8 is an example obtained using the
Horse dataset [SP04]. The pose change is relatively small
so the alternative geometric method [HAWG08] also gives a
reasonable result. However, due to the physical balance, the
bottom of the hooves lies flat when it hits the ground. This
is shown in the third column of our output. Comparatively
the deformation produced by [HAWG08] does not look as
balanced. Our method also produces richer and more natural
tail deformation than [HAWG08].
By using deformation transfer (Sec. 3.5), our approach
is capable of handling more general morphing where the
source and target models are different from those in the
database. Figure 9 gives an example of morphing from a
woman to a man. We use the Human dataset which do not
contain these models. Figure 10 shows an example of mor-
phing from a lion to a cat, in which case a Cat database
is used. In both examples, a sequence of reference model-
Figure 7: Comparison of dancer morphing using our
method (top), [XZWB06] (middle) and [HAWG08] (bot-
tom). Self-intersections occur with both [XZWB06] and
[HAWG08].
s in the database are first obtained (the first row) and the
deformation transferred to the actual source and target mod-
els (first and last columns in the second row). Note that the
reference models are different and sometimes of relatively
poor quality, but they are still useful to guide the morph-
ing process to make it more natural. Comparatively, purely
geometry-based methods produce unnatural deformation, as
for the first example the dynamics of moving the hands up
from the back side are generally impossible, and for the sec-
ond example the tail of the animal is not swinging smoothly.
One limitation of our method is a relatively large database
covering plausible deformation is needed. If the size of the
input database is small, the relevant part of the morphing will
revert back to the traditional approach. Another limitation
is that we require appropriate correspondences between the
source/target models and database models to morph mod-
els that are different from those in the database. Thus, our
method may generate low quality results if those models
differ substantially as it will be non-trivial to establish re-
liable correspondences. Our data-driven morphing tends to
produce results with the similar behavior as the models in
the database and thus it would be more semantically mean-
c© 2013 The Author(s)
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Figure 8: Comparison of horse morphing using our method (top row) and [HAWG08] (bottom row).
Figure 9: Comparison of human morphing using
our method (second row), [XZWB06] (third row)
and [HAWG08] (fourth row). The first row shows the
reference models found in the Human database.
ingful if the database models are closer to the source/target
models.
5. Conclusions
In this paper, by exploiting the information in model
databases, we propose a data-driven approach to improve
mesh morphing. The models in the database provide valu-
able information showing what a natural pose of the ob-
jects should look like which would otherwise be diffi-
cult/impossible to obtain solely from the geometry of the
source and target objects alone. This helps to produce a nat-
ural deformation path as all the in-between frames are well
guided. Our method produces realistic results for challeng-
ing cases. Furthermore, since reference frames are used, the
artifacts are reduced as more constraints, known to be cor-
rect are given.
Our current approach only considers the energy minimiz-
Figure 10: Comparison of morphing from a lion to a cat
using our method (second row), [XZWB06] (third row) and
[HAWG08] (fourth row). The first row shows the reference
models found in the Cat database.
ing path and as future work, it is possible to suggest multi-
ple answers by considering several paths with low energies.
Data-driven morphing can potentially be extended to other
applications, such as motion sequence editing [KG08,CH12]
where the database can be exploited to improve the natural-
ness of the edited sequences.
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