Topology optimization for energy problems by Pizzolato, Alberto
04 August 2020
POLITECNICO DI TORINO
Repository ISTITUZIONALE
Topology optimization for energy problems / Pizzolato, Alberto. - (2018 Jun 28).
Original
Topology optimization for energy problems
Publisher:
Published
DOI:10.6092/polito/porto/2710567
Terms of use:
Altro tipo di accesso
Publisher copyright
(Article begins on next page)
This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository
Availability:
This version is available at: 11583/2710567 since: 2018-07-06T12:18:12Z
Politecnico di Torino
Doctoral Dissertation
Doctoral Program in Energy Engineering (30thcycle)
Topology optimization for energy
problems
Thermal storage with phase change, district heating
networks and PEM fuel cells
By
Alberto Pizzolato
******
Supervisor(s):
Prof. Vittorio Verda, Supervisor
Prof. Adriano Sciacovelli, Co-Supervisor
Prof. Kurt Maute, Co-Supervisor
Doctoral Examination Committee:
Prof. Casper Andreasen , Referee, Technical University of Denmark
Prof. Oronzio Manca, Referee, Universita’ degli Studi della Campania
Prof. Niels Aage, Technical University of Denmark
Prof. Perumal Nithiarasu, Swansea University
Prof. Pierluigi Leone, Politecnico di Torino
Politecnico di Torino
June 28, 2018
ii
Declaration
I hereby declare that the contents and organization of this dissertation constitute my
own original work and does not compromise in any way the rights of third parties,
including those relating to the security of personal data.
Alberto Pizzolato
June 28, 2018
* This dissertation is presented in partial fulfillment of the requirements for Ph.D.
degree in the Graduate School of Politecnico di Torino (ScuDo).
To my parents and Ludovica,
constant sources of support and inspiration
Acknowledgements
This thesis is the result of three years of research at the Department of Energy at
Politecnico di Torino and at the Department of Aerospace Sciences at University
of Colorado. During this period, I benefited from the contributions of a number of
remarkable people that I wish to acknowledge.
First and foremost, I would like to thank my supervisors: Vittorio Verda, Adriano
Sciacovelli and Kurt Maute. Vittorio has three extraordinary and rare abilities among
others: analyzing the big picture, identifying promising research moves and spotting
potential high-impact innovations. Thanks for sharing these gifts with me in our
revealing brainstormings, for giving me both guidance, support and freedom in
pursuing my research curiosity and also for being a good friend. It was simply great
to have you as a supervisor. Adriano has an exceptional passion and enthusiasm
for science that makes him an expert on various engineering topics. Thanks for
teaching me the art of multi-disciplinary research, for the long-distance stimulating
discussions over Skype and for coming at my desk three years back with a topology
optimization paper [13], saying "we should do this". Kurt couples a true talent for
research and a passion for clear teaching that impressed me from the first moment at
DTU. During my stay at CU Boulder, I benefited from countless suggestions that
cleared long-standing doubts on optimization in the time span of a meeting. Thanks
for framing my mind as a scientist and for fueling my ambition to push research
frontiers a little bit further.
During these Ph.D. years, I learned the importance of constructing a network of
"allies" that I truly trust. At CU Boulder, I was lucky enough to meet three excellent
individuals that I consider as milestones in this network. Their feedback is essential
on any novel idea, research progress and professional move that I have in mind. First,
I would like to acknowledge Ashesh Sharma as this thesis greatly benefited from
his contributions. Thanks for being always there to help, from the first FEMDOC
compilation to the recent multi-scale hacks. Second, I am immensely grateful to
Reza Behrou for his rigorous and timely feedbacks and for his exemplary devotion
to our research. Working with you on our "little kid" fuel cell framework was a great
learning experience but also a great fun. Last, I am extremely grateful to Lamberto
Dell’Elce that I sincerely consider my most trusted research advisor. Thanks for
your neat tips and instructions on the most disparate aspects of the academic life.
I owe a great deal of recognition also to my fellow office mates over the years.
Each of them helped me either by listening and discussing research issues or simply
by creating a positive and amusing atmosphere. At Polito, a special mention is
deserved to Sara, Elisa, Jesus and Stefano. At CU Boulder, I would like to thank in
particular Markus, Jorge Luis and Matthew.
Every single day spent on this thesis, I realized the importance of the values I
learned from my family. I would like to thank my sister Elisa, for showing me the
need for perseverance; my mother Fiorenza, for teaching me the art of curiosity;
and my father Loris, for shaping my ambitions and for truly being my mentor in
every aspect of life. I am grateful also to my new family: Francesco, Giovanna and
Baldo, for demonstrating their interest in this research and their enthusiasm about
my passion for science. Many thanks are owed to my loyal friends: Francesco, Luca,
Lorenzo, Gabriele and Giacomo, for being an awesome distraction from research.
Finally, I want to thank my beloved soulmate Ludovica. This work would have
been impossible without your unconditional and endless support, encouragement
and inspiration. Thanks for constantly expanding my mind and motivating me to
pursue my life dreams.
vi
Abstract
The optimal design of energy systems is a challenge due to the large design space and
the complexity of the tightly-coupled multi-physics phenomena involved. Standard
design methods consider a reduced design space, which heavily constrains the
final geometry, suppressing the emergence of design trends. On the other hand,
advanced design methods are often applied to academic examples with reduced
physics complexity that seldom provide guidelines for real-world applications. This
dissertation offers a systematic framework for the optimal design of energy systems
by coupling detailed physical analysis and topology optimization.
Contributions entail both method-related and application-oriented innovations.
The method-related advances stem from the modification of topology optimization
approaches in order to make practical improvements to selected energy systems.
We develop optimization models that respond to realistic design needs, analysis
models that consider full physics complexity and design models that allow dramatic
design changes, avoiding convergence to unsatisfactory local minima and retaining
analysis stability. The application-oriented advances comprise the identification of
novel optimized geometries that largely outperform industrial solutions. A thorough
analysis of these configurations gives insights into the relationship between design
and physics, revealing unexplored design trends and suggesting useful guidelines for
practitioners.
Three different problems along the energy chain are tackled. The first one
concerns thermal storage with latent heat units. The topology of mono-scale and
multi-scale conducting structures is optimized using both density-based and level-set
descriptions. The system response is predicted through a transient conjugate heat
transfer model that accounts for phase change and natural convection. The optimiza-
tion results yield a large acceleration of charge and discharge dynamics through
three-dimensional geometries, specific convective features and optimized assemblies
of periodic cellular materials. The second problem regards energy distribution with
district heating networks. A fully deterministic robust design model and an adjoint-
based control model are proposed, both coupled to a thermal and fluid-dynamic
analysis framework constructed using a graph representation of the network. The
numerical results demonstrate an increased resilience of the infrastructure thanks
to particular connectivity layouts and its rapidity in handling mechanical failures.
Finally, energy conversion with proton exchange membrane fuel cells is considered.
An analysis model is developed that considers fluid flow, chemical species transport
and electrochemistry and accounts for geometry modifications through a density-
based description. The optimization results consist of intricate flow field layouts that
promote both the efficiency and durability of the cell.
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Introduction
In this chapter, we first present the context in which this research has been conducted.
Then, we describe how we intend to overcome technological barriers and enunciate
the research questions that this thesis aims to address. Finally, we illustrate the
structure of the dissertation.
1.1 Context
Constantly growing energy needs, rising climate concerns and the rapid depletion of
fossil-based resources demand a fast development of alternative energy technologies.
Providing an affordable supply of clean, reliable and efficient energy was identified
as one of the seven great societal challenges in the research agenda of the European
Union [122]. However, abandoning a fossil-based economy is a complicated task.
The energy market relies on the trading of fuel, which is accumulated and transported
to be used for power generation and energy conversion. The development of renew-
ables is hampered by an absent control on when and where the energy is available.
To cure the temporal mismatch between supply and demand, there is an urgent need
to substitute the accumulation potential of fossil fuels with clean alternatives. This
is the primary motivation for the widespread interest in energy storage. Thermal
Energy Storage (TES) deserves particular attention due to the wide availability of
thermal byproducts from industrial processes [22], the technological difficulties in
achieving a full electrification of heat [343] and the limited cost of stored energy
[490]. Within state-of-the-art options for TES, latent heat units are gaining mo-
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mentum in recent years [490]. This technology relies on inexpensive and largely
available Phase Change Materials (PCMs), yields high energy density and allows
charge/discharge at a nearly constant temperature [134]. Storage alone can hardly
exploit the full potential of clean energy technologies as it cannot cope with the
spatial mismatch between supply and demand. The distributed nature of renewable
sources demands a transition to smart energy systems in which consumers can act as
producers [479]. To make this possible, it is crucial to find solutions for transferring
and distributing large amounts of energy. District Heating (DH) infrastructures are
central to accomplishing this task. They allow any source of heat to be used econom-
ically, including the low-temperature residual heat of industrial processes and the
distributed geothermal and solar resources [281]. Static energy grids cannot feed
movable units such as those utilized in transport applications. The limited distance
range and large recharge time of electric vehicles powered by batteries [172] has
led to research into alternatives that allow a fuel-based infrastructure to be retained.
The utilization of hydrogen as energy vector and Proton Exchange Membrane Fuel
Cells (PEMFCs) for conversion constitutes a promising option in this direction [379].
The interest in this technology is also high for distributed stationary applications due
to its high efficiency of chemical-to-electrical conversion, absent harmful emissions,
prompt load following, low temperature and silent operation [379]. Although it is
acknowledged that Latent Heat Thermal Energy Storage (LHTES) units, District
Heating Networks (DHNs) and PEMFCs may play a crucial role in future energy
scenarios, their employment is still impeded by specific technological barriers:
• Most of the PCMs feature a low thermal conductivity, which limits their power
density and thus the range of feasible applications [298].
• The consequences of failures of DHNs in harsh climates may be dramatic
[370, 378, 244], raising concerns about the resilience of the infrastructure.
• PEMFCs are characterized by high costs and limited durability [379], pre-
venting their large-scale penetration into the market of energy conversion
devices.
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1.2 Beyond barriers with topology optimization
The low-carbon transition requires both radical and incremental innovations. The
former refer to disruptive technological advancements that open research frontiers
creating new potential for change [316]. The latter refer to improvements to well-
identified solutions and aim at fully exploiting the established potential for change
[316]. Among the ten key actions identified by the European Union [124] to acceler-
ate the accomplishment of the energy and climate goals, three belong to the category
of radical innovations while seven are improvements intended to reduce costs and
to increase the efficiency and resilience of clean technologies. This suggests that
after decades of research efforts in the direction of a low-carbon society, it is now
time to get the most from the past technological breakthroughs by overcoming the
established barriers.
Improving LHTES units, DHNs and PEMFCs is a challenge for two main rea-
sons: the complexity of the analysis and the ineffectiveness of enhancement method-
ologies. Regarding the analysis complexity, predicting responses with high accuracy
involves the development of sophisticated numerical tools. Physical phenomena are
based on strongly coupled heat transfer, fluid flow and electrochemical interactions.
Most interest is focused on the system response over time and requires a transient
analysis. Addressing resilience demands the inclusion of uncertainty, which may
be hard to characterize and quantify in complex systems. Regarding ineffective en-
hancement strategies, the industrial status quo encompasses methods that generate a
multitude of (largely) different "optimized" configurations and hardly handle systems
with a large design and control space. The extremely simplified schematics in Figure
1.1 show why the classical approaches may fail in this regard. The design engineers
start with the formulation of an initial "design concept" based on personal experience,
insights on physical phenomena and manufacturing limitations. This initial step
defines a "concept region" as the space of design specifications in which the concept
can be uniquely identified (Figure 1.1(a)). The designers conduct analyses within
this region to investigate the effect of a few parameters and propose an "optimized"
design. However, the search is bounded to a poorly parametrized space enclosed
within the "concept region". Figure 1.1(b) shows that this procedure easily leads to
different "optimized designs" when starting with different initial "design concepts".
Furthermore, only a tiny fraction of the design space is explored.
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Fig. 1.1. Schematics of classical design procedures. (a): Design concept formulation
and search for optimized configurations; (b): bias of the "optimized designs" towards
the initial design concept
To advance energy technologies it is essential to develop computational frame-
works that couple accurate analysis with thorough and affordable optimization
procedures. Although the research on analysis strategies is rapidly progressing,
advances in optimization for the design of energy systems are largely unexplored in
the published literature. The modification of the high-fidelity analysis frameworks
to allow dramatic design changes is a compelling task due to the complexity and
tight coupling of the physical phenomena involved. Within this context, the aim
of this thesis is to adapt topology optimization for the practical design of LHTES
units, DHNs and PEMFCs. Topology optimization is a powerful and affordable
form-finding methodology that allows full design freedom to be retained with no
need to formulate an initial design concept. The geometries freely evolve along
the optimization process leading to unexpected topologies, shapes and configura-
tions. We intend to exploit this tool to (i) identify enhancement avenues, (ii) assess
their technological potential, (iii) catch design trends, (iv) provide guidelines to
practitioners. Specifically, we attempt to address four research questions:
Q1 How and how much can we improve the performance of LHTES units through
the design of high conducting structures?
Q2 How are optimized fin layouts and performance affected by natural convection,
storage unit configuration and materials choice?
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Q3 How can we enhance the resilience of district heating infrastructures through
the design of the network layout and the control of user valves?
Q4 How and how much can we improve the efficiency and durability of PEMFCs
through the design of reactants flow paths?
1.3 Outline of the dissertation
The outline of this dissertation is represented in Figure 1.2.
Chapter 2 describes the fundamental mathematical background of topology
optimization and discusses how it can be used as a practical design tool to conceive
highly crafted devices. This discussion allows the creation of a common ground for
notation and terminology that will be used throughout the monograph. We describe
material interpolation and regularization strategies and review selected approaches
for sensitivity analysis and numerical optimization. The effect of the most important
parameters is illustrated through demonstrative numerical examples.
Chapters 3 and 4 address research question Q1. The former deals with the
design optimization of fins. After reviewing the state-of-the-art extended surface
layouts, we describe how to solve the Stefan problem using a model with reduced
physics complexity and discuss the advantages and drawbacks of the available
solution strategies. We then present three original optimization problem formulations,
responding to three different design criteria in TES. The numerical results allow the
exploration of relevant design trends, such as the trade-off between discharge time
and discharged energy, the effect of material properties on the optimized designs
and the differences between 2D and 3D layouts. Chapter 4 extends the research of
Chapter 3 to multi-scale structures. Here, we develop a novel one-shot optimization
procedure where the microscopic structure of materials, their aggregation layout and
the macroscopic structure are optimized concurrently. First, we review potential
applications of cellular metals as heat transfer enhancers. Second, we discuss how
to obtain the cell and the homogenized problem through a two-scale asymptotic
expansion and we present strategies for multi-scale and multi-material design. Then,
we present a geometric description of the macroscopic shapes based on level-sets
parametrized by a smoothed union of geometric primitives that allows machinable
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configurations to be obtained. Finally, we present and discuss the numerical results
and design trends obtained for a heat sink and an LHTES unit.
Chapters 5 and 6 address research question Q2. The former is devoted to the
investigation of the mutual influence between natural convection and the optimized
fin designs. Similarly to Chapter 3, we start by describing the relevant governing
equations and solution strategies. Special care is dedicated to the verification and
validation of the code in steps of increasing physics complexity. We then discuss a
few flaws of density-based topology optimization in conjugate heat transfer. Those
are illustrated through a natural convection and a forced convection example. Last, we
describe the optimized designs obtained for melting and solidification enhancement,
discussing the differences and similarities with conventional fin layouts. Chapter
6 builds on this framework and reports some practical design considerations for
multi-tube shell-and-tube LHTESs. For this purpose, the possible options for
storage and conducting materials are reviewed, including economic considerations.
We then introduce a heuristic method that allows design trends to be anticipated
and that can be used for rule-of-thumb design verifications. The predictions of this
methodology are compared to the design trends obtained with topology optimization.
The first numerical example sheds light on the effect of considering a circular
periodicity assumption instead of the full domain in design studies. We then optimize
a conducting geometry for units with separate hydraulic loops. Finally, we discuss
possible High Conducting Material (HCM) choices and present optimized fin layouts
for different combinations of HCM and PCM.
Chapter 7 addresses research question Q3, focusing on the use of topology
optimization to increase the resilience of DHNs. We first review the optimization
strategies that were used to date for both the design and control of fluid distribution
networks. Then, we present a graph-based numerical framework able to predict
the thermal and fluid-dynamic responses of the system. Last, we describe two
different optimization problem formulations and discuss algorithmic details for their
numerical implementation. These include a robust design and a real-time control.
Numerical examples considering the Turin district heating networks are solved and
the performance gains with respect to the conventional design and control strategies
are discussed.
Chapter 8 addresses research question Q4, dealing with the design optimization
of cathodic flow fields in Proton Exchange Membrane (PEM) fuel cells. We start by
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describing a number of different geometric configurations of BiPolar Plates (BPPs)
that were used to date at both the commercial and research levels. After introducing
an averaging method that allows analyses in reduced dimensionality to be conducted,
we present the governing equations and numerical model used to predict fluid flow,
species transport and electrochemistry. A design optimization problem is then
formulated to account for both the amount of power generation and durability of the
cell. Last, we verify the analysis framework and conduct several design examples
discussing the differences in layout and performance between the topology-optimized
and conventional geometries.
Chapter 9 discusses the achievements and limitations of this work and identifies
the topics that deserve attention in future research.
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Topology optimization as a design
tool
Topology optimization is a powerful design tool that does not require any close-
to-optimal geometry guess to start with. The design freely evolves throughout the
optimization process, leading to non-intuitive topologies, shapes and configurations.
This chapter presents the fundamentals of this method and establishes a common
ground for all the design studies presented in this thesis.
The plan of the chapter is as follows. After discussing design freedom in conven-
tional design methodologies (Section 2.1), in Section 2.2 we illustrate two alternatives
to describe the geometry in order to allow topology modifications: the density and
level-set approaches. Section 2.3 describes the optimization framework, focusing on
the gradient-based algorithm of choice and sensitivity analysis. Then, in Section 2.4
we introduce popular strategies to account for layout modifications into the analysis
model. Last, Section 2.5 shows the effect of a few selected topology optimization
parameters with a steady-state diffusion example.
2.1 Increasing design freedom
Topology optimization responds to the fundamental question of engineering design:
how shall we distribute the material in a specific region to obtain a device with
maximum performance and minimum cost?
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Fig. 2.1. Possible design optimization routes to obtain a heat dissipator with minimal
heat transfer resistance. (a): Schematic of the design optimization problem; (b):
sizing optimization; (c): shape optimization; (d): topology optimization
The key feature that distinguishes this method from the alternative design routes
is freedom. Consider the design optimization problem presented in Figure 2.1(a).
A square domain, ΩD, is heated on Γq by an inward heat flux and is connected to a
boundary, Γc, that is cooled by convection. We aim at finding the optimal layout of
HCM within ΩD such that the average integral temperature, Tq, of the heat source
is minimized. The quantity of usable HCM is limited in order to comply with cost
requirements. A classical option is to solve a sizing optimization problem (Figure
2.1(b)). The optimization procedure starts by filling the design domain with a number
of candidate bar connections. Sizing optimization deals with finding the optimal
thickness of each HCM bar element. Here, the original structure from which the
optimization evolves is known a priori. A popular alternative is shape optimization
10
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Fig. 2.2. The density design model. (a): Simplified dissipator schematics; (b):
integer density description; (c): smoothed density description
(Figure 2.1(c)), which consists in drilling some holes in a block of HCM and finding
the optimal shape and size of each hole through boundary variation techniques. Here,
the number of holes and HCM domains is known a priori. Hence, this procedure
leads to optimized layouts that are topologically equivalent to the starting guess.
Topology optimization (Figure 2.1(d)) searches for the optimal shape, number and
connectivity of the holes and HCM domains. No a-priori assumption is made on the
optimal layout.
When solving a design optimization problem, designers need three tools: a design
model that defines how the layout is controlled by the optimization variables, an
analysis model that computes the system response using multi-scale/multi-physics
analysis, an optimization model that defines the objective, constraints and search
strategy. In the following sections of this chapter, we will describe the fundamentals
of the design and optimization model for a topology optimization framework. As
different energy systems and devices are considered in this thesis, the analysis model
is discussed on a chapter-by-chapter basis.
2.2 The design model
In topology optimization, the design model should be formulated in such a way to
allow topology changes. Let us consider a reference geometry (Figure 2.2(a)) based
on a simplified version of the dissipator device considered in the previous section. A
HCM fills Ωa and a Background Material (BM) (can represent also void) fills Ωb,
such that ΩD =Ωa∪Ωb. The interface between the two materials is referred to as
Γab. There are mainly two approaches that allow this geometry to be described with
11
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sufficient design freedom: the density and level-set representations. In the following
sections, we briefly summarize the main features of the two methods. For a thorough
overview, the readers are referred to the comprehensive review paper of Sigmund
and Maute [395].
2.2.1 Density approach
The density concept makes use of a scalar indicator function, χ(x), that allows
switching between material phases (or material and void) as follows:
χ(x) =
1 ∀x ∈Ωa0 ∀x ∈ΩD/Ωa . (2.1)
Most commonly, the indicator function is discretized using the computational mesh
such that the design variables, s, are associated with either the elements or the
nodes. The two material phases are generally represented through a raster black-
and-white description like the one presented in Figure 2.2(b). The binary {0; 1}
nature of (2.1) can be smoothed to a continuous representation [0,1] (Figure 2.2(c))
so that the topology optimization problem is converted into a sizing problem. Now
also a composite "gray" material exists to allow the transition between the black
and the white phase. Using this artifact gives our indicator function a precise
physical meaning: it now represents the normalized density of HCM within the other
material/void. For this reason, the discretized indicator function is widely referred
to as density and indicated with ρs(x). The geometry changes should be somehow
reflected in the analysis model. In the seminal paper of Bendsoe and Kikuchi
[55], the authors considered a composite with periodically distributed microscopic
voids and optimized its macroscopic density at each element of the mesh. The
functional relation between macroscopic property and density was obtained by the
homogenization theory [364]. Bendsoe [51] and later Zhou and Rozvany [500]
showed that the composite abstraction can be abandoned if one aims at obtaining
{0; 1} binary designs with no regions occupied by intermediate density material. The
functional relation density-property was then replaced by a differentiable artificial
law. This law was chosen in such a way that the intermediate values of ρs are
unattractive, providing low performance (small conductivity or stiffness) at high cost
(volume of material). The available strategies for interpolating the material properties
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are discussed in detail in Section 2.4.1. The convexity of the material interpolation
law is crucial to prevent a premature convergence to unsatisfactory local minima
in continuous density-based topology optimization. The effects of this choice can
be alleviated by retaining the original binary {0;1} geometry description, as in the
Bi-directional Evolutionary Structural Optimization (BESO) method. However, as
noted by the authors of [395], discrete approaches often generate an oscillating
non-converging sequence of solutions and hardly deal with multiple non-trivial
constraints. For these reasons, discrete density-based geometry descriptions are not
considered in this monograph.
As this thesis deal with the design optimization of realistic devices whose analysis
involves a considerable physics complexity, we adopted the continuous density-
based geometry representation as the primary design model, due to its ease of
implementation. It is used for the optimization of HCM fins (Chapters 3, 5 and
6) and periodic micro-structures (Chapter 4) in LHTES units, pipe loops in DHNs
(Chapter 7) and flow fields in PEMFCs (Chapter 8). However, the design model
developed in Chapter 4 makes use also of the level-set description to evolve the
macroscopic layout. This geometry representation is described in the next section.
2.2.2 Level-set approach
The layout description of a n-dimensional body through the level-set method uses an
(n+1)-dimensional auxiliary function, φ(x), defined such that:
φ(x) =

> 0 ∀x ∈Ωa
= 0 ∀x ∈ Γab
< 0 ∀x ∈Ωb
. (2.2)
A graphical representation for the simplified dissipator geometry is reported in Figure
2.3(a). The horizontal cutting plane is positioned at z = 0. The most popular ways
to map a level-set description on a mechanical model are the deforming mesh, im-
mersed boundaries or Ersatz material approach. A graphical comparison is reported
in Figure 2.3. The former (Lagrangian) approach requires an update of the Finite
Element (FE) mesh after every geometry modification. This may be prohibitively
expensive for solving topology optimization problems. Furthermore, the change of
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(a)
  
(b)
  
(c)
  
(d)
Fig. 2.3. The level-set design model. (a): Level-set geometry description; (b):
deforming grid; (c): immersed boundaries; (d): Ersatz material
the discretization introduces numerical noise in the optimization process that may
significantly affect the optimization results [427]. Immersed boundary techniques
are Eulerian approaches that do not require geometry re-meshing but retain a crisp
representation of the material interface in the mechanical model. The eXtended
Finite element Method (XFEM) approach, stemming from the partition of unity
method, was applied to topology optimization with great success; for a comprehen-
sive overview, the readers can consult the review paper of Van Dijk et al. [427]. The
Ersatz material approach is an alternative Eulerian description that is based on the
density concept. A nodal Level-Set Function (LSF) can be projected on a density
field in two steps. First, the LSF must be mapped to the [0, 1] interval. This can be
done through a smoothed Heaviside function of the form [337]:
H˜(φ) =

0 if φ <−ξ
1
2
(
1+ φξ +
1
π sin
(
πφ
ξ
))
if −ξ ≤ φ ≤ ξ
1 if φ > ξ
, (2.3)
where ξ represents the half-bandwidth of the Heaviside smearing. Various al-
ternatives to (2.3) based on polynomials and other trigonometric functions were
considered, see for instance [194, 428]. Second, the projected nodal LSF, H˜, should
be transformed into an element-wise constant density field. The easiest method is a
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direct point-wise mapping [337]:
ρs(φ) = H˜(φ(xe)), (2.4)
where xe is the position of the element centroid. Alternatively, the elemental density
can be obtained as an integral average of the (smoothed) Heaviside function:
ρs(φ) =
1
|Ωe|
∫
Ωe
H˜(φ) dx. (2.5)
Note that some authors, e.g. those of [19], used the exact Heaviside function and
integrated it analytically in (2.5). The numerical integration of the exact Heaviside
requires either XFEM-like techniques or a large number of integration points so that
the Heaviside discontinuity is properly captured.
The most attractive feature of the level-set method is that the geometry description
(2.2) allows the explicit tracking of the material interface, represented by the iso-
contour of the LSF at φ = 0. The interface cannot be described explicitly with the
density approach (2.1). This yields an important competitive advantage for solving
physical problems that rely on critical interface conditions, such as boundary layers in
fluid flow at high Reynolds number. If the mechanical model is constructed using the
Ersatz material approach, the level-set description in principle leads to inaccuracies
similar to those of the density concept. However, in practice it is possible to control
the size of the blurred region such that the areas interested by the physics inaccuracies
are reduced. Another advantage of the level-set method is the high flexibility in
the LSF parametrization. Differently from the density-based methods, the spatial
resolution of the analysis and design models can be easily decoupled. This allows a
finer control over the design space, which can be tailored to prevent the formation
of numerical artifacts and increase the computational efficiency of the optimization
process, at no cost of reduced accuracy of the mechanical response [427]. Most
commonly, the LSF is computed using basis functions with local support such as the
Finite Element Method (FEM), radial or spectral basis functions [427]. Recently,
some researchers [188] started to use LSFs parametrized by smooth combinations
of geometric primitives, in the spirit of an even tighter control on the geometric
complexity of the optimized layouts. We will adopt this approach to produce "well-
behaved" machinable assemblies of periodic cellular materials in the multi-scale
multi-material design studies presented in Chapter 4. A detailed description of this
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concept is given in Section 4.4.2. The most acknowledged drawbacks of the level-set
methods are their strong dependence on the starting guess, inability to generate
new holes, mesh dependence and slow convergence due to extremely localized
sensitivities [395]. The concept of level-sets parametrized by geometric primitives
used in this thesis cure both the last two issues [381].
2.3 The optimization model
In most Partial Differential Equation (PDE)-constrained optimization problems, the
function evaluations are very expensive in that they involve costly numerical analyses
[196]. Hence, designers are interested in obtaining an optimized layout with a limited
number of computed system responses [245]. For this reason, the gradient-based
routines are the preferred choice in topology optimization [393]. The need for design
sensitivities is the primary reason for the formulation of a material interpolation law
(see Section 2.4.1). Non-gradient approaches are "hopelessly inefficient" in topology
optimization as argued by Sigmund in a recent Forum Discussion paper [393]. The
author pointed out that there are at least three valid reasons to discard non-gradient
routes. First, it is unlikely that global-search techniques converge to the global
optimum in typical topology optimization problems. In a cantilever beam numerical
example that he conducted, a conventional gradient-based technique with 60 analysis
led to a better optimum than a non-gradient method using 15730 analysis. Second,
although Non-Gradient Topology Optimization (NGTO) algorithms do not need the
unphysical "gray" material, the coarse discretization of the design required to reduce
the computational complexity leads to inaccurate FE analysis. This strongly limits
the applications to real-world problems such as those considered in this thesis. A last
common argument in favor of NGTO is that it does not need gradients. However,
Section 2.3.2 will show that the objective and constraint sensitivities can be calculated
cheaply using adjoint calculus, which makes the computational complexity of the
gradients nearly insensitive to the optimization problem dimension.
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A generic design optimization problem with PDE constraints can be casted in
the following form:
minimize
s
z(s,u(s))
subject to gi (s,u(s)) = 0, i = 1, . . . ,Neq.
h j (s,u(s))≤ 0, j = 1, . . . ,Nieq.
R(s,u(s)) = 0
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (2.6)
where u is the vector of degrees of freedom of the physical problem, gi is one of the
Neq generic equality constraints, hi is one of the Nieq generic inequality constraints,
R is the vector of residuals of the discretized physical problem and Ns is the number
of design variables with upper and lower bounds denoted by smax and smin. There
are two possible routes for solving (2.6). The classical approach is based on the
so-called Nested ANalysis and Design (NAND). Here, the optimizer does not "see"
the state equations, R = 0, and the states variables are treated as implicit function
of the design variables [31]. Hence, in NAND R = 0 does not appear in the set
of constraints of (2.6). The state variables, u, are calculated at each optimization
iteration by computing the physical response of the system [31]. This decoupled
approach results in the integration of analysis codes into a topology optimization
code with minimal intrusiveness [58]. The alternative method is referred to as
Simultaneous ANalysis and Design (SAND). In this case, the state equations are
included in the optimization problem as constraints and both the state and design
variables are treated as independent variables of the optimization problem [54]. This
approach generally yields a simplified sensitivity analysis [356], as the objective
and constraints are explicitly dependent on both the state and design variables.
However, it dramatically enlarges the size of the design space and introduces non-
linear equality constraints which may complicate convergence [245]. Furthermore,
intermediate SAND iterations lack of physical interpretation as the state constraints
may be violated [31]. Finally, this option is highly intrusive and does not allow
a straightforward integration with existing analysis codes [54]. This monograph
considers only NAND formulations. This choice results in the flow of computations
depicted in Figure 2.4:
1. Make an initial design variable guess, e.g. a homogeneous density distribution.
17
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Solve physical problem
Compute sensitivities
Update design variables 
Converged?
No
Yes
Initial guess
Optimized layout
Update geometry
Fig. 2.4. Schematic of the flow of computations when solving a topology optimiza-
tion problem with the NAND approach
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2. Solve the physical problem by numerical analysis.
3. Compute the objective and constraint(s) sensitivities. In this monograph, we
use the discrete adjoint method.
4. Update the design variables using a gradient-based optimizer. The Non-
Linear Programming (NLP) routines of choice are the Method of Moving
Asymptotes (MMA) and the Globally Convergent Method of Moving Asymp-
totes (GCMMA).
5. Check for convergence. If the convergence criteria are not satisfied, update the
geometry and go back to step 2; otherwise, stop the optimization process and
post-process the optimized design for manufacturing.
Note that a geometry update in step 5 is not needed when the design variable field
is used to describe directly the geometry. However, this is necessary when using
either a level-set (Section 2.2.2) or a multi-field density description (Section 2.4.2).
In Section 2.3.2 and Section 2.3.1 we will discuss step 3 and step 4 of this iterative
procedure. The governing equations and numerical models needed for step 2 are
discussed in each chapter.
2.3.1 Method of Moving Asymptotes and its extension
The MMA builds on the idea of Sequential Linear Programming (SLP) and Sequential
Quadratic Programming (SQP) in that a highly non-convex optimization problem is
replaced by a sequence of "easier" approximate subproblems. Differences lie in the
way these subproblems are constructed and solved.
The objective and constraints are linearized with respect to the reciprocals of the
optimization variables as follows:
f k(s) = f (sk)+ ∑
i∈Ns+
(
(Uki − ski )2
Uki − si
− (Uki − ski )
)
∂ f
∂ si
−
∑
i∈Ns−
(
(ski −Lki )2
si−Lki
− (ski −Lki )
)
∂ f
∂ si
, (2.7)
where f denotes either the objective or one of the constraints at optimization iteration
"k", f k denotes its approximation, Ns− and Ns+ are the set of design variables with
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(a)
  
(b)
Fig. 2.5. MMA function approximation with positive (a) and negative (b) gradient.
respect to which the sensitivities are negative and strictly positive, respectively. The
approximation (2.7) requires the functional gradients with respect to the design
variables, si, that can be computed using the adjoint method described in Section
2.3.2 and the material interpolation and regularization laws presented in Section
2.4. Using reciprocal sizing variables in structural optimization is motivated by
the fact that stresses and displacements are exact linear functions with respect to
these quantities for statically determinate structures [141]. The parameters Uki and
Lki represent local bounds of the approximated problem such that f
k → ∞ when
si →Uki in increasing functions and when si → Lki in decreasing functions. The
values of Lki and U
k
i are different for each design variable and are dynamically
updated along the optimization process. For these reasons, Lki and U
k
i are referred
to as (lower and upper) "moving asymptotes". Moving the asymptotes allows
the tuning of the curvature of the approximation: as Lki or U
k
i approach s
k
i , the
curvature of f k increases, yielding a more conservative approximation. For Lki → ∞
or Uki → ∞, a linear function is recovered and the MMA approximations reduce
to SLP approximations. The CONvex LINearization (CONLIN) approximation
of Fleury and Braibant [142] is recovered for Lki = 0 and U
k
i → ∞ [507]. Note
that (2.7) is an exact first-order approximation of the original function f such that
f k(sk) = f (sk) and ∇s f k(sk) = ∇s f (sk). A schematic representation of the MMA
approximation for a function f in a point ski with a positive and a negative gradient is
depicted in Figure 2.5. The function f k is strictly convex when the asymptotes are
finite and the sensitivities are non-zero. Furthermore, the approximation is separable,
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allowing a reduced computational complexity in large-scale problems even when the
Hessians of the objective and constraints are dense [410].
Let us consider the all-inequality version of (2.6) where the state equations are
not listed as constraints due to the NAND solution approach. At iteration "k" the
MMA subproblem reads [410]:
minimize
s,y,r
zk +a0r+
Nieq
∑
i=1
(
ciyi+
di
2
y2i
)
subject to hkj−a jr− y j ≤ 0, j = 1, . . . ,Nieq
y≥ 0, r ≥ 0
α k ≤ s≤ β k
, (2.8)
where r and y are artificial optimization variables, c, d, a and a0 are user-defined
constants and α k and β k are referred to as lower and upper move limits. These
prevent the division by zero when solving the subproblem. They should be chosen in
such a way that Lki < α
k
i < s
k
i < β
k
i <U
k
i [409]. A popular possibility is [411]:
αki = max
(
smin, Lki +0.1(s
k
i −Lki ), ski −∆s(smax− smin)
)
β ki = min
(
smax, Uki −0.1(Uki − ski ), ski +∆s(smax− smin)
), (2.9)
where ∆s is a user-defined relative step-size. The artificial variable, r, and the
constants d, a0 and a allows a simplified treatment of minimax and least squares
problems. As this is not of interest in this dissertation, we consider a0 = 1, d = 0
and a = 0 such that r = 0 for the optimal solution of (2.8). The elastic variables, y,
enlarge the feasibility region of the original problem. Svanberg [410] proved that
there exist at least one point satisfying the Karush-Kuhn-Tucker (KKT) conditions
of (2.8). It is customary to set c to large values such that the non-feasibility becomes
expensive. However, these constants may retain engineering interest when the bounds
on the inequality constraints are uncertain.
The update of the asymptotes position during the optimization process relies on
the following test:
tki =
(
ski − sk−1i
)(
sk−1i − sk−2i
)
. (2.10)
Svanberg [410] proposed to:
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• tighten the approximation when a design variable oscillation is detected, i.e.
tki < 0. This can be done as following [409]:
Lk+1i = s
k
i −α−
(
ski −Lki
)
,
Uk+1i = s
k
i +α−
(
Uki − ski
)
,
(2.11)
where α− ∈ [0, 1] is a user-defined parameter, set to 0.7 in this thesis.
• relax the approximation when the convergence is monotone, i.e. tki > 0. This
can be done as following [409]:
Lk+1i = s
k
i −α+
(
ski −Lki
)
,
Uk+1i = s
k
i +α+
(
Uki − ski
)
,
(2.12)
where α+ > 1 is a user-defined parameter, set to 1.43 in this thesis.
• conserve the original approximation when the design variable did not change
within the last two iterations, i.e. tki = 0
During the first two iterations the test tki cannot be computed. The asymptotes are
initialized as [411]:
Lki = s
k
i −σMMA (smax− smin) ,
Uki = s
k
i +σMMA (smax− smin) ,
(2.13)
with k ∈ {1; 2} and σMMA is a user-defined parameter generally set to 0.5 [411].
Although the original MMA algorithm [409] worked well in practice, conver-
gence cannot be guaranteed, leading to unsatisfactory results in a few practical
problems [507]. This deficiency was cured by Zillober in [507] and later in [508]
with a line-search procedure, ensuring that the search direction is a descent direction
of an augmented Lagrangian merit function. On the other hand, Svanberg [410]
extended his original MMA algorithm through the addition of an inner iteration loop
that does not require a line-search. The reworked version is referred to as GCMMA
in literature. The curvatures of the objective and constraints approximations are
modified with inner iterations until specific stopping criteria are satisfied. A basic
algorithm of the inner iteration loop at the outer iteration "k" can be summarized as
follows [410]:
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1. Let the inner iteration counter l ← 0.
2. Assemble and solve the GCMMA approximate problem to obtain the solution
(xlk, ylk,zlk)
3. Compute the objective and constraints in both the original and approximate
problem and check that:
zlk(xlk)≥ z(xlk) (2.14)
and
hlki (x
lk)≥ hi(xlk) i = 1, . . . , Nieq. (2.15)
If both criteria (2.14) and (2.15) are satisfied or the maximum number of
inner iterations, Nin, is reached, proceed to the next outer iteration and let
(xk+1, yk+1,zk+1)← (xlk, ylk,zlk). Otherwise, modify the GCMMA approxi-
mation, let l ← l+1 and go to step 2.
The inner iterations do not require sensitivity analysis as the objective and constraints
gradients are updated at each outer iteration. However, the inner loop does require
the objective and constraints values, meaning that the physical response needs
to be re-computed. This slows down convergence as compared to the ordinary
MMA implementation. Criteria (2.14) and (2.15) imply that the solution of the
subproblem is a feasible point with a lower objective function than the previous
iteration [410]. The author referred to this property as conservativeness. In GCMMA,
the approximation described in (2.7) for MMA and hereafter denoted as f kMMA is
modified through the addition of a function wc such that [410]:
f k(s) = f kMMA(s)+ ∑
i∈Ns
1
4
ρc
(
Uki − ski
Uki − si
+
ski −LKi
si−Lki
−2
)
︸ ︷︷ ︸
wc
, (2.16)
where ρc is a conservative parameter that differs for the objective and each constraint.
This is updated during the optimization procedure using the following rule [410]:
ρ l+1,kc =
min
(
10ρ lkc ,1.1(ρ lkc +δ lkc )
)
if δ lkc > 0
ρ lkc if δ lkc ≤ 0
, (2.17)
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where the value of δ lkc is obtained through an extrapolation of the wc function as
follow [410]:
δ lkc =
f (xlk)− f lk(xlk)
wc
. (2.18)
At each inner iteration, ρc is initialized based on the converged solution of the
previous iterate [410]:
ρ0,k+1c = max
(
0.1ρNl ,kc ,ρ
min
c
)
, (2.19)
where Nl is the number of inner iterations of the previous iterate and ρminc is a
user-defined minimum bound.
The GCMMA subproblems can be solved by either a dual approach or a primal-
dual Interior Point (IP) approach. The latter is the method of choice in this thesis.
The KKT conditions of each GCMMA subproblem are relaxed in two ways: first,
the right-hand side of the complementary slackness equations is replaced by a
small parameter, εcs > 0; second, the inequality constraints are transformed into
equality constraints through the use of slack optimization variables. This removes
the combinatorial issue of determining which constraints are active. The relaxed
KKT conditions are mathematically equivalent to those of a log-barrier problem,
typical in IP methods [411]. A damped Newton method is adopted to solve the KKT
system. Due to the separability of the approximation, the resulting system can be
solved only with respect to λ ieq (the vector of Lagrange multipliers of the inequality
constraints) and r. Hence, it has dimensions (Nieq+1) × (Nieq+1). The parameter
εck is decreased during the Newton convergence through heuristic rules [411] in a
central-path fashion [313]. The iterative algorithm is stopped when both the norm of
the KKT residuals and εck are sufficiently small.
2.3.2 Adjoint sensitivity analysis
The MMA, the GCMMA and any other gradient-based numerical optimization
algorithm require the objective and constraints gradients to update the design variable
set. In the following, let us denote by q j(s,u(s)) a generic optimization criterion and
by Nq the total number of optimization criteria. The objective and constraints can be
formulated as a function of these optimization criteria.
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A possible and straightforward approach to obtain the objective and constraints
gradients is to evaluate the derivatives through finite differences. If a central differ-
ence scheme is adopted, the design sensitivities are computed as [196]:
dq j
dsi
=
q j(si+ εsi)−q j(si− εsi)
2εsi
, (2.20)
where εsi is the perturbation size of the design variable i. To compute the optimization
criterion, the physical problem R = 0 should be solved. Hence, the central finite
difference strategy requires at least 2×Ns system evaluations. The consequence is a
computational burden that makes impractical to solve high-dimensional problems
(such as topology or shape optimization) using this route. Plus, the accuracy of a
finite difference framework strongly depends on the degree of non-linearity of the
problem and on the choice of the perturbation size, εsi . Large values may lead to
inaccuracies related to truncation errors [196]; the accuracy at small values gets
affected by cancellation error due to machine limits [196]. Despite these downsides,
finite difference sensitivities are still used throughout this monograph to cross-check
the accuracy of analytical sensitivities.
Analytical differentiation is an alternative to finite differences, allowing a reduced
computational complexity. The direct differentiation of a generic optimization
criterion through the chain rule leads to:
dq j
dsi
=
∂q j
∂ si︸︷︷︸
(i)
+
(
∂q j
∂u
)T
︸ ︷︷ ︸
(ii)
du
dsi︸︷︷︸
(iii)
. (2.21)
When dealing with smooth optimization criteria, terms (i) and (ii) in Eq. (2.21) are
generally easy to compute. Evaluating term (iii) is much more involving. One may
require that the state sensitivities satisfy the linearized state equations as follows
[164]:
dR
dsi
=
∂R
∂ si
+
∂R
∂u︸︷︷︸
J
du
dsi
= 0, (2.22)
where J indicates the Jacobian of the residual vector with respect to the state variables.
Solving (2.22) for term (iii) we obtain [293]:
du
dsi
=−
(
∂R
∂u
)−1 ∂R
∂ si
. (2.23)
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Solving (2.23) and substituting back into (2.21) yields the criterion sensitivities. This
route is known as direct method. Similarly to finite differencing, the computational
complexity of this approach is insensitive to the number of optimization criteria.
However, it requires as many system solutions as the number of design variables:
Eq. (2.23) should be solved for i = 1, 2, . . . , Ns. Hence, the direct method is still
impractical for topology optimization problems. A much cheaper option is to use a
symbolic substitution yielding:
dq j
dsi
=
∂q j
∂ si
−
(
∂q j
∂u
)T (∂R
∂u
)−1 ∂R
∂ si
, (2.24)
which can be rearranged through transposition properties as:
dq j
dsi
=
∂q j
∂ si
−

(
∂R
∂u
)−T ∂q j
∂u︸ ︷︷ ︸
Adjoint problem

T
∂R
∂ si
. (2.25)
The term in bracket is referred to as adjoint problem. To simplify the computations,
we introduce the adjoint equation [293]:(
∂R
∂u
)T
λ =
∂q j
∂u
, (2.26)
where λ is the vector of adjoint variables or Lagrange multipliers. Now Eq. (2.25)
can be restated as [293]:
dq j
dsi
=
∂q j
∂ si︸︷︷︸
(i)
−λ T ∂R
∂ si︸︷︷︸
(ii)
. (2.27)
The adjoint problem (2.26) is insensitive to the optimization problem dimension
as it does not depend on si. It requires as many systems solutions as the number
of optimization criteria, i.e. it should be solved for j = 1, 2, . . . , Nq. This is the
preferred method for sensitivity analysis in topology optimization problems since
generally Ns >> Nq. Note also that (2.26) is linear meaning that the sensitivity
analysis is consistently cheaper than forward analysis of nonlinear problems.
The computation of the adjoint sensitivities used in this thesis is done with the
following steps:
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1. Recover the Jacobian, J, from the last Newton iteration of the forward analysis
and compute the adjoint Right-Hand Side (RHS).
2. Solve the adjoint equation (2.26).
3. Compute terms (i) and (ii) of Eq. (2.27) for every design variable si.
4. Compute (2.27) by post-multiplication.
2.4 Mapping the design model on the analysis model
This section presents two fundamental features of any density-based topology opti-
mization code used to map the density-based (and Ersatz material level-set) geometry
representation on the analysis model. First, we describe a few functions that are
commonly adopted in literature as artificial laws material property-density. Then,
we discuss how to regularize the topology optimization problem to obtain a unique
solution that is free of numerical instabilities.
2.4.1 Material interpolation
The continuous [0, 1] density setting requires a continuous and differentiable relation
material property-density such that both the physical response and design sensitivities
can be computed. For instance, to solve our dissipator example using a steady-state
diffusion model, the conductivity, k, within ΩD needs to be defined also for the
intermediate "gray" material. Interpolating the material properties with an artificial
law is referred to as material interpolation. Various techniques were developed over
the years. All the methods aim at "penalizing" the intermediate density values such
that the optimization process converges to a manufacturable binary {0; 1} design.
The Simplified Isotropic Material with Penalization (SIMP) or power-law ap-
proach introduced by Bendsoe [51] is arguably the most popular material interpo-
lation model in the topology optimization community. Referring to the dissipator
design problem, the conductivity k in ΩD is expressed as:
k(ρs) = kBM +(kHCM− kBM)ρ ps (2.28)
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Fig. 2.6. Comparison of material interpolation models. (a): SIMP model; (b): RAMP
model; (c): SINH model
where kHCM and kBM are the conductivities of the two materials and p is a penaliza-
tion exponent. The latter defines the steepness of the interpolation: p = 1 allows a
linear function (the Voigt bound) to be recovered while the interpolation convexity
increases for p > 1. Note that when Eq. (2.28) is used in material-void problems, a
minimum value of kBM > 0 should be set in order to avoid singularities in the solution
of the physical problem. The SIMP interpolation function in the case kHCM = 1 and
kBM = 1e−6 is represented in Figure 2.6(a). The conductivity interpolation does
not provide penalization by itself. This effect is obtained only in the presence of a
(linear) volume constraint of the type:∫
ΩD
ρs dx−V ∗ ≤ 0, (2.29)
where V ∗ is a maximum prescribed volume of HCM. When considering both Eq.
(2.28) and (2.29), intermediate densities become inefficient: they provide small
conductivity per unit of material expense. The SIMP interpolation model originated
as artificial and somewhat heuristic strategy to obtain binary designs. However,
Bendsoe and Sigmund [53] showed that it is possible to construct micro-structures
that physically realize the SIMP interpolation model. This discovery can be of
interest when interpreting premature designs along the optimization process, having
large regions with intermediate ρs material, or when searching for physical reasons
behind non-convergence to binary {0; 1} designs.
An alternative to SIMP is the RAMP model, which was first introduced by
Stolpe and Svanberg [406]. The authors showed that SIMP does not in general lead
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to a concave compliance with respect to the feasible set. Hence, it can be debated
whether a solution to the "relaxed" continuous problem is also a solution to the
original discrete-valued problem. To cure this issue, they proposed to interpolate the
generic material property as follows:
k(ρs) = kBM +(kHCM− kBM) ρs1+q(1−ρs) , (2.30)
where q is a penalization parameter that plays a role similar to the SIMP exponent,
p. The RAMP interpolation function in the case kHCM = 1 and KBM = 1e− 6 is
represented in Figure 2.6(b). Later experience showed that ensuring concavity with
respect to the feasible set does not hold relevance for practical problems [395].
The most interesting feature of the RAMP approximation is that it preserves non-
nil gradients at ρs = 0. This can increase convergence to binary designs and, in
our experience, plays a significant role when dealing with large kHCM/kBM ratios.
Furthermore, the RAMP model satisfies the Hasin-Shtrikman (HS) bounds for all
0≤ ρs ≤ 1 in a certain range of q [54].
Instead of using a convex property-density relation coupled with the linear
equality constraint (2.29), one could use a linear property-density relation coupled
with a concave volume constraint to achieve the penalization effect. For instance,
Bruns [69] proposed the SINH (standing for hyperbolic sine) method, in which the
material law and volume constraint take the form:
k(ρs) = kBM +(kHCM− kBM)ρs, (2.31)∫
ΩD
(
1− sinh(p(1−ρs))
sinh(p)
)
dx−V ∗ ≤ 0, (2.32)
where the term in brackets in (2.32) is a normalized HCM density, quantifying the
HCM expense per unit volume. A graphical representation of the SINH material
interpolation strategy is given in Figure 2.6(c). This approach did not encounter
broad acceptance for two main reasons. First, specifying V ∗ is tricky since the term
in brackets in (2.32) may not represent the true volume. Second, the linear relation
(2.31) does not satisfy the HS bounds.
Choosing suitable values of the penalization parameters can be a non-trivial
task. The best set-up, provided that it exists, strongly depends on the physics and
objective function considered. Since the (thermal) compliance minimization problem
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is convex with p = 1 in (2.28), a popular approach is to slowly raise the penalization
parameters following a continuation scheme. A sequence of optimization problems
with increasing penalty values are solved. The solution of each continuation step is
used as initial guess for the next continuation step. This method works well in many
practical problems where it avoids unsatisfactory local minima. However, there
is no theoretical proof that this approach leads to the global optimum. Stolpe and
Svanberg [406] showed with some truss optimization examples that the trajectories of
the optimal solutions of the penalized problems are in general discontinuous during
a continuation scheme. The interpolation and continuation strategies in complex
multi-physics problems are even more complicated to formulate. If the penalization
is not "balanced" among the material properties governing competitive physics, there
is a chance of favoring one physical phenomenon over the others at intermediate
optimization steps and obtain trivial local minima. More detailed discussions on
this issue are left for Section 5.4, where we investigate some possible continuation
schemes in coupled problems involving heat transfer and fluid flow.
2.4.2 Regularization
The numerical instabilities arising in density-based topology optimization can be
divided in two categories: checkerboards and mesh-dependence. The first category
indicates the formation of black-white checkerboard patterns in the optimized layouts.
The second one refers to the issue of obtaining different solutions when the mesh is
refined.
Diaz and Sigmund [114] demonstrated that the reason for the creation of checker-
boards is the numerical approximation of the FE discretization. Checkerboard
patterns were found to produce numerical stiffness that makes these artifacts locally
stronger than any layered arrangement of the two material constituents. This instabil-
ity can be mitigated by the use of higher order elements, patches and filtering [387].
As the latter also solves mesh-dependence issues, it is the method of choice adopted
in this thesis. Mesh-dependence is related to the fact that some design optimization
problems are ill-posed in nature. The creation of micro-structural holes with a fixed
amount of structural volume is beneficial to the compliance of structures. Similarly,
the creation of small HCM features in general improves the performance of heat
transfer enhancers as heat can be distributed more efficiently. Figure 2.7 shows how
the numerical solution of the dissipator problem changes when the mesh is refined.
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Fig. 2.7. Optimized dissipator geometries with different meshes. (a): 25 x 50
elements; (b): 50 x 100 elements; (c): 100 x 200 elements
More and more HCM branches are created connecting the heat source in Γq with the
cooled boundary, Γc. This means that the feasible set is not closed and a solution
does not exist [387]. Although this trend agrees with the intuition, obtaining a unique
manufacturable structure is desirable for design engineers. Note that these numerical
issues are highly problem and physics-dependent. For instance, the minimization of
pressure drop in flow problems is not ill-posed. The objective function worsens with
small structural details and layouts with large channels are generally privileged.
The methods available to cure the non-existence issue are of two kinds: relaxation
and restriction. Relaxation refers to the enlargement of the design space so that the
"gray" material is allowed in the solution. This should be interpreted as a composite
material, whose micro-structural topology is optimized. The homogenization method
for topology optimization described in the seminal work of Bendsoe and Kicuchi
[55] belongs to this category. The optimization variables parametrize the micro-
structural layout determining macroscopic properties. These are then used to solve
the FE problem at the macro-scale. The homogenization theory was later used for
material design [390] by topology optimization, where the microscopic layout of
periodic structures with prescribed mechanical properties are sought. Following
this flourishing line of development, relaxation based on homogenization was later
extended [355] to multi-scale topology optimization frameworks, where both the
material and structure are optimized. An alternative to the homogenization method
to achieve the relaxation of the design space is to convert the problem into a Variable
Thickness Sheet (VTS) optimization [332]. Here, the density should be interpreted
as a thickness function and can take intermediate values in the optimized design.
Restriction considers a smaller design set of the original problem in which rapid
oscillations of the design field are limited. Ambrosio and Buttazzo [24] added a
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penalization term, zp, to their objective function accounting for perimeter:
zp = αp
∫
ΩD
||∇ρ||q dV, (2.33)
where q = 1 is the norm exponent and αp is the penalization weight. Selecting a
proper αp value is not easy and requires some tuning. Other authors [62] defined a
maximum design perimeter and augmented the optimization problem with a perime-
ter constraint. However, choosing a maximum value for the constraint presents
similar difficulties to the selection of a proper αp. Note that the generalization of the
notion of norm in Eq. (2.33) allows the computation of an approximate maximum lo-
cal slope when q→∞. A much more popular alternative to these perimeter/variation
strategies is to employ filtering. Intuitively, filtering spreads the spatial influence of
each design variable such that rapid oscillations of the design field are prevented.
A straightforward but heuristic implementation of this idea was presented in [391],
where a convolution operator is adopted to modify the sensitivity field:
˜∂q j
∂ρs
=
∑
i∈Ne
wiρsi
∂q j
∂ρsi
∑
i∈Ne
ρsiwi
, (2.34)
where wi is the filter weight and the index i spans the design variables, elemental or
nodal, located in the neighborhood Ne of the element. This set is defined as:
i ∈ Ne if ||xi−xe||≤ r f , (2.35)
where r f is the filter radius and xi is the position of the design variable. The weight
is defined as a linearly-decaying function:
wi = r f −||xi−xe||, (2.36)
which is a distance function centered in xe and locally supported within the filter
radius. A schematic representation of the linear filter operator with nodal design
variables is represented in Figure 2.8(a). The nodal positions belonging to Ne are
marked in green. The filter weight function varies linearly between 0 and r f and
does not depend upon the mesh size. Researchers often questioned the mathematical
rationale behind the sensitivity filter as it was not possible to identify which objective
function was being actually optimized. Lately, Sigmund and Maute [394] revealed
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Fig. 2.8. (a): Schematic representation of the linear filter operator; (b): generalized
tanh projection with η = 0.5
that using the sensitivity filter in structural optimization corresponds to minimizing
the compliance in non-local elasticity problems.
Taking inspiration from the sensitivity filter approach, Bruns and Tortorelli [70]
proposed to filter the design variable field. In the original view of the authors, this
method has the advantage that designers "know exactly what optimization problem
is being solved". A new filtered design variable, s˜, is introduced in the optimization
problem. For this reason, the authors of [393] refer to this method as "two-field
SIMP". The additional design variable field is defined as:
s˜ =
∑
i∈Ne
wisi
∑
i∈Ne
wi
. (2.37)
Note that this approach does not enlarge the design set. The filtered field can be
obtained explicitly from s through (2.37). Now the density indicator is represented
by this additional field such that ρs = s˜. For this reason, we will refer to s and
ρs as abstract and physical design variables throughout this monograph. As with
the homogenization method for topology optimization, this approach relies on the
separation of the design space, where the abstract design variables, s, live, and the
FE space, where the physical design variables, ρs, live and the system response is
computed.
33
Topology optimization as a design tool
Using the filter (2.37) blurs the boundary of the geometry representation, ρs, and
gives at best regions with intermediate density values of thickness 2r f (sufficiently
far from the design domain boundaries) even for well penalized problems. One may
reduce the related inaccuracies in the analysis by using a continuation approach
where the filter radius is slowly decreased. As an alternative, Guest [176] proposed a
projection scheme, where a third field is introduced as:
s¯ = 1− e−β s˜, (2.38)
where β corresponds to a projection steepness parameter. This method works with
three different design variable fields. The projected design variable field is used to
describe the geometry and interpolate the material properties, hence ρs = s¯. Equation
(2.38) is a smoothed version of a Heaviside function. Using filtering followed by
projection with (2.38) guarantees a minimum length-scale on the optimized designs.
To understand how this is possible consider the 1D example of Figure 2.9, where s is
defined at the nodes and s˜ and s¯ are defined at the elements and are element-wise
constant. The geometry discretization consists of 7 equally spaced nodes and 6
elements with characteristic size h = 1. The filter has radius r f = 2. Consider the
situation presented in Figure 2.9(a), where s = 1 in one node and s = 0 in neighbor
nodes. Filtering produces a smoothed layout with s˜ > 0 in a region with width 2r f ,
i.e. spanning 4 elements. This whole region is then projected to a structural member
of width 2r f when using (2.38). Hence, geometries with features smaller than 2r f are
not allowed for HCM elements sufficiently far from the design domain boundaries.
Close to the boundaries, the region spanned by the filter operator is reduced. For
instance, if the node with s = 1 belongs to a design domain boundary (Fig 2.9(b)),
an r f wide smoothing is obtained. This shows that structural features with width
r f ≤ wHCM ≤ 2r f can appear close to the design domain boundaries.
Sigmund [392] later revisited the problem to obtain a minimum length-scale of
the BM layout. This is achieved by simply modifying the Heaviside to be centered
at s˜ = 1 as following:
s¯ = 1− e−β (1−s˜). (2.39)
The effect of projection (2.39) is presented in Figure 2.9(c). A single s = 0 node po-
sitioned sufficiently far from the boundaries is surrounded by an s = 1 neighborhood.
After filtering and projection, the hole in the structure has width 2r f . Smaller holes
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Fig. 2.9. Filtering and projection 1D example. (a): Preservation of the minimum
feature size of HCM; (b): boundary effect on the minimum feature size of HCM; (c):
preservation of the minimum feature size of BM
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can appear close to the design domain boundaries for the same reasons discussed for
Figure (2.9)(b).
Wang et al. [446] later generalized the previous approaches with a hyperbolic
tangent formulation where the projection thresholds, η , can be varied continuously
between 0 and 1.
s¯ =
tanh(βη)+ tanh(β (s˜−η))
tanh(βη)+ tanh(β (1−η))) . (2.40)
This generalized projection with variable threshold and steepness is represented
in Figure 2.8(b) for the case with η = 0.5. When η ∈ (0,1), Eq. (2.40) does not
guarantee a minimum feature size on neither of the two phases but has shown to
provide mesh-independent and crisp results in practical cases [393]. Methods that
guarantee minimum length-scale on both phases involve the use of four design
variable fields. One example was demonstrated in [177]. Note that the projection
only helps to obtain crisp boundaries when a filtering scheme is adopted. This should
not be used to improve the convergence to binary {0; 1} designs in poorly penalized
problems [395]. In the best case, the abstract design variable field would morph such
that the intermediate values of the physical design variable field are still present. In
most cases, using high projection values and a small penalization parameter leads to
premature convergence to poor local minima. Continuation schemes are generally
adopted to slowly raise the projection steepness parameter, β . This helps to avoid
wiggling in the optimization history and premature convergence to local minima.
However, in a recent paper [178], Guest showed that it is possible to avoid such a
continuation by tightening the initial asymptotes position in the MMA routine as
follows:
σMMA =
0.5
β +1
. (2.41)
Both asymptotes initialization strategies (2.13) and (2.41) are used throughout this
monograph. The choice will be clarified on a case-by-case basis.
When using the three-field density methods, all the computations described for
adjoint sensitivity analysis in Section 2.3.2 are performed with respect to the physical
design variable, ρs = s¯. Then, the sensitivity field should be modified to ensure
consistent optimization criteria gradients with respect to the abstract design variable,
s. In this monograph, we account for filtering and projection in the sensitivity
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analysis using the chain rule as follows:
dq j
dsi
=
Ns
∑
l=1
Ns
∑
k=1
dq j
ds¯k
∂ s¯k
∂ s˜l
∂ s˜l
∂ si
, (2.42)
where the first term on the RHS is the one computed through adjoint calculus.
2.5 Steady-state diffusion example
In this section, we investigate and discuss the effect of the most relevant topology
optimization parameters introduced in this chapter. To this aim, we consider our
dissipator example. The design optimization problem can be stated as:
minimize
s
∫
Γq
T dx′
subject to
∫
ΩD
ρs dx−V ∗ ≤ 0
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (2.43)
where the maximum volume of HCM, V ∗, is set to 25 % of the total volume available.
The design domain has width W = 2 and height H = 1. The heat source boundary
has width wq = 0.2. The focus here is exclusively on the topology optimization
parameters; we are not interested in obtaining an optimized device for practical use.
Hence, we limit the physics complexity. Heat transfer is governed by steady-state
diffusion within ΩD:
− ∂
∂xi
(
k(s)δi j
∂T
∂x j
)
= qv, (2.44)
where δi j is the Kronecker delta and k(s) is the design-dependent conductivity
interpolated with (2.28) between kBM = 1 and kHCM = 1000 and qv = 0 is the
volumetric heat generation. A constant heat flux is imposed through a Neumann
boundary condition on Γq:
− k(s)δi j ∂T∂x j ni = qhs, (2.45)
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Table 2.1. GCMMA parameters utilized in this monograph
Description Symbol Value
Relative step-size ∆s 0.03
Maximum inner iterations Nin 2
Initial asymptote position parameter σMMA 0.5
Lower asymptote adaptivity α− 0.7
Upper asymptote adaptivity α+ 1.43
Constraint penalty ci 1000
Parameters ai 0
Parameter a0 1
Parameters di 0
Minimum conservativeness parameter ρminc 1e-5
where ni is the inward-pointing normal and qhs = 1 is the applied heat flux. The top
boundary is cooled by convection, hence a mixed-type (Robin) condition is applied
on Γc:
− k(s)δi j ∂T∂x j ni = h(Text −T ), (2.46)
where Text = 0. The governing equations are discretized with 2e4 bilinear quadri-
lateral elements and solved in COMSOL Multiphysics [101]. The optimization
problems are solved using GCMMA in Matlab [292]. The most relevant GCMMA
parameters are summarized in Table 2.1. Unless otherwise stated, these values are
used to produce all the results presented in this thesis. Limiting the number of
maximum inner iterations, Nin, to 2 does not guarantee the "globally convergent"
feature of the GCMMA algorithm. However, a high Nin was often found to lead
to slow convergence, requiring a large number of analyses. In specific numerical
examples, Nin is raised from this default value only to stabilize convergence and
avoid dramatic oscillations along the optimization process. In this section, we will
investigate the effect of the penalization exponent, p, filter radius, r f , projection
steepness parameter, β , and projection threshold, η . The default values of these
parameters are listed in Table 2.2.
The COMSOL-Matlab design optimization framework used here was developed
in cooperation with Dr. Reza Behrou and used to produce the results presented
in Chapter 8. The design studies presented in Chapters 3, 4, 5 and 6 are solved
using the Finite Element Multi-disciplinary Design Optimization Code (FEMDOC),
a C++ design optimization framework developed at University of Colorado (CU)
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Table 2.2. Default topology optimization parameters of the dissipator example
Description Symbol Value
SIMP exponent p 3
Filter radius r f 0.021
Projection steepness β 1
Projection threshold η 0.5
Boulder. The design and control studies presented in Chapter 7 are solved using
the NEtwork COntrol and Design Optimization Code (NECODOC), a design and
control optimization framework developed at Politecnico di Torino (PoliTo).
The topology optimization results for the different values of the SIMP exponent,
p, are presented in Figure 2.10. The same colorbar displayed in Figure 2.10 is used
for all the layouts presented in this chapter. The design obtained using p = 1 can be
interpreted in a VTS perspective. The width of the HCM connection increases along
the y direction to link a thin to a wide boundary. As a consequence, the heat flux per
unit width diminishes along the y direction and so does the optimized thickness of
the dissipator. Large areas with intermediate gray material are present in this layout.
The convergence to binary {0; 1} designs is gradually improved when increasing the
SIMP exponent. The layout obtained with p = 2 shows gray areas close to the top
boundary that nearly disappear with p = 3. No substantial differences in the degree
of convergence is observed for p > 3. However, the optimized geometry changes
consistently. Since designers should select a unique geometry for manufacturing,
one may identify the best one according to the performance. For this reason, we
post-process the optimized ρs field using (2.40) with β = 1e6 such that a steep
Heaviside function is obtained. The projection threshold is iteratively chosen to
weakly conserve the HCM volume:∣∣∣∣∣
∫
ΩD ρs dx−V ∗
V ∗
∣∣∣∣∣≤ 1e−3. (2.47)
Figure 2.11 shows an example of post-processing for the layout obtained with p = 2.
The gray areas disappear when projecting the optimized design variable field. The
design obtained by a projection with η = 0.5 (Figure 2.11(b)) results in a volume
fraction of 19.74 %. Hence, the projection has reduced the amount of HCM in
the design domain and likely affected the performance, complicating comparisons.
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(a) (b) (c)
(d) (e)
Fig. 2.10. The effect of the SIMP exponent, p, on the optimized designs. (a): p = 1,
z = 7.108e−3; (b): p = 2, z = 5.103e−3; (c): p = 3, z = 5.033e−3; (d): p = 5,
z = 5.043e−3; (e): p = 10, z = 5.429e−3;
(a) (b) (c)
Fig. 2.11. Post-processing for performance comparison. (a): optimized design for
p= 2; (b): projected optimized design with η = 0.5; (c): projected optimized design
with η = 0.375
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(a) (b) (c)
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Fig. 2.12. The effect of the density filter radius, r f , on the optimized designs.
(a): r f = 0.011, z = 5.032e− 3; (b): r f = 0.021, z = 5.033e− 3; (c): r f = 0.051,
z = 5.041e−3; (d): r f = 0.101, z = 5.075e−3; (e): r f = 0.201, z = 5.147e−3
The projection threshold is iteratively changed to η = 0.375 such that the volume
fraction of the layout displayed in Figure 2.11(b) is 25.01 %. All the objective
values reported in the figure captions are calculated on layouts obtained through this
procedure. Using p = 3 allows the best performing layout to be obtained. Note that
this value is generally recommended when using a SIMP interpolation [395]. Further
increasing the penalization exponent is not beneficial for performance. A large
performance reduction is observed for p = 10. Although beneficial for convergence
to binary {0; 1} layouts, raising the SIMP exponent increases the non-convexity
of the optimization problem. As a consequence, the chances to get stuck into
unsatisfactory local minima are higher when using a gradient-based optimizer such
as GCMMA.
Figure 2.12 shows the optimized dissipator layouts obtained for different values
of the filter radius, r f . The filter blurs the interface between HCM and BM yielding
a larger amount of "gray" material in the optimized layouts. This is an inherent effect
of the filter operator and has nothing to do with penalization. Topology modifications
are observed when the filter radius is raised over the default value of r f = 0.021.
The thin structural features connected to the top boundary disappear. This is a
consequence of both the penalization and filtering: the designs evolve in such a way
that the length of the "gray" interface is reduced. In this example, the filter radius has
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(d) (e)
Fig. 2.13. The effect of the projection steepness parameter, β , on the optimized
designs. (a): β = 1, z = 5.033e− 3; (b): β = 5, z = 5.049e− 3; (c): β = 30,
z = 5.055e−3; (d): β = 100, z = 5.072e−3; (e): β = 200, z = 5.621e−3
only a limited effect on the performance of the optimized layouts. However, in our
experience, incautious combinations of r f and p may result in trivial heat transfer
structures with a small heat transfer area.
The fuzziness introduced by the filter operator can be cured by raising the
projection parameter β such that the amount of "gray" material at the interface is
reduced on the FE space. The optimized layouts obtained for different values of the
steepness parameters are collected in Figure 2.13. To avoid the use of a continuation
scheme for β , we adopt the asymptotes initialization strategy (2.41). The inspection
of the design features close to the top boundary reveals that the amount of gray
material is reduced when increasing β . This is desirable if the geometry needs to be
manufactured as it eliminates the need for post-processing procedures. However, for
all cases considered, we obtained a better performance by simply post-processing the
final optimized design obtained with β = 1. The optimized objective value increases
with β indicating that the chances of convergence to unsatisfactory local minima
are higher. For β = 200 (Figure 2.13(e)), the optimization procedure leads to an
unnatural layout responsible of large performance reductions as compared to our
β = 1 reference design.
The effect of the projection threshold, η , on the optimized layouts is shown in
Figure 2.14. Recall that for β → ∞, setting η = 0 and η = 1 allows the minimum
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(a) (b) (c)
(d) (e)
Fig. 2.14. The effect of the projection threshold, η , on the optimized designs. (a):
η = 0.00, z = 5.035e− 3; the green and red circles have diameters of 2r f and r f
respectively; (b): η = 0.25, z = 5.032e− 3; (c): η = 0.50, z = 5.034e− 3;; (d):
η = 0.75, z = 5.036e−3; (e): η = 1.00, z = 5.133
feature size of HCM and BM to be prescribed. To facilitate the visualization of this
design capability, the optimized designs were obtained with β = 120 and r f = 0.075.
Also in this case the asymptotes position is initialized according to (2.41). The red
and green circles displayed Figure 2.14(a) have diameters r f and 2r f , respectively.
In the layout optimized with η = 0.00, the thickness of the HCM connections is
nearly constant within the design domain. A thinner horizontal HCM element is in
contact with the top boundary. A closer analysis of the optimized layout suggests
that the minimum feature size of HCM is 2r f far from the boundaries and r f close
to the boundaries. This was anticipated with the 1D study presented in Section
2.4.2. In Figure 2.14(e) obtained with η = 1.00, we observe that the local curvature
radius of the holes is always larger than 2r f and that the shape of the smallest holes
approximates the green circle. In our experience, the appearance of circular holes
in optimized structures is frequent when a minimum feature size is prescribed on
the BM. In designs optimized with η = 0.25, η = 0.50 and η = 0.75, we notice
no connection between the size of the design features and the one of the filter. The
layout optimized for η = 0.25 yields the best performance. However, only slight
objective differences are predicted in the cases considered for η < 1. For η = 1, we
obtain an optimized geometry that results in non-negligible performance reductions
as compared to the alternatives.
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2.6 Conclusions
This chapter reviewed the fundamentals of topology optimization as a practical
design tool. After describing the design and optimization models that are used in
the remainder of this thesis, we investigated the effect of some selected topology
optimization parameters using a simple design optimization example. The results
will help to justify the choices and to predict the effects of these numerical parameters
when solving the energy problems considered in this thesis.
44
Chapter 3
Design of fins with a simplified phase
change model
The utilization of PCMs for TES allows the construction of cheap and compact
units, ideally suited to domestic space heating applications [296]. A schematic
representation of the storage capacity for sensible and latent TES units is presented
in Figure 3.1. When the temperature difference between the source providing thermal
energy, Tsource, and the sink retrieving thermal energy, Tsink, is sufficiently small,
the PCM yields a higher amount of heat stored. This allows a reduction of the
required storage volume and in turn decreases the cost of the installation. It is well
known that the market uptake of LHTES units is hampered by the low thermal
conductivity of the most popular PCMs, which slows the charge/discharge dynamics
and limit the achievable power density. For this reason, the search of optimal high
conducting structures for heat transfer enhancement in LHTES is an active research
field in the heat transfer community. Most of the state-of-art design procedures
start with the formulation of a design concept, which is then improved through
modifications of a few design parameters. Different starting layouts most often lead to
different optimized layouts as the geometry parametrization does not allow to morph
continuously across design concepts. As a result, uncountable geometries have been
proposed to answer a unique design question. This suggests that the literature lacks
a thorough design optimization procedure for LHTES systems allowing dramatic
design changes. This chapter demonstrates how topology optimization can be
used to skip the design concept formulation step, to catch design trends using
matchless design freedom and to answer practical design questions. We focus more
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Fig. 3.1. Stored heat in sensible and latent TES units as a function of the temperature
difference between the source and the sink
on design freedom rather than physics complexity. For this reason, phase change
is accounted during the analysis through a simplified model that neglects natural
convection. This assumption will be relaxed in Chapters 5 and 6. The plan of
the chapter is as follows. In Section 3.1 we thoroughly review the most popular
LHTES system configurations; Section 3.2 discusses the strategies for solving phase
change problems through nonlinear diffusion and Section 3.3 describes in detail our
numerical model and implementation and verifies the accuracy of the framework;
Section 3.4 identifies alternative formulations of the design optimization problem
and gives some algorithmic details regarding sensitivity analysis; finally, Section 3.5
presents design examples of practical interest and discusses design trends useful for
technology practitioners.
Some of the contents of this chapter were published in International Journal of
Heat and Mass Transfer [J2] and presented at the 4th International Conference on
Computational Methods for Thermal Problems [C4].
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3.1 Review of state-of-the-art LHTES systems
In this section, we review the state-of-the-art LHTES system configurations, includ-
ing the options for the container and the most popular heat transfer enhancement
strategies.
Agyenim and co-authors [7] argued that two types of containers are currently con-
sidered for commercial LHTES installations, namely the rectangular and the cylin-
drical one. The latter is no-doubt the most popular due to the faster charge/discharge
dynamics [509], reduced heat losses per unit of storage material and compatibility
with piping materials of general engineering use. Three different configurations were
investigated for the cylindrical layout including: (i) concentric tubes with Heat Trans-
fer Fluid (HTF) in the internal pipe and PCM in the annulus, (ii) concentric tubes
with PCM in the internal pipe and HTF in the annulus, (iii) shell-and-tube systems
with HTF filling the pipes and PCM filling the shell. The study conducted by the
authors of [121] demonstrates that Option (i) allows an increased performance by re-
ducing the process time as compared to Option (ii). Also, Agyenim et al. [7] pointed
out that the losses are reduced during charge as the supplied thermal power is used
to melt the PCM. However, we observe that this does not hold true during discharge.
Option (iii) is a convenient choice for medium-large installations. The experiments
presented in [6] revealed that the multi-tube single-shell configuration favors natural
convection, reducing the time required for melting as compared to Option (i). No
substantial differences were reported concerning solidification because this process
was mostly ruled by diffusion. A separate note is required to discuss Triplex Tube
Heat eXchanger (TTHX), that seems to create high scientific interest nowadays. In
his seminal paper [221], Jian proposed to adopt three concentric tubes and circulate
HTF in both the internal pipe and the most external annulus with PCM filling the
intermediate ring. Lately, different configurations were considered to such a detail
that it is hard to identify differences between the published papers. Interestingly,
most of this literature comes from the same research group. Only recently, other
researches, e.g. [227, 21, 285], started considering this option. We believe that much
more independent research is needed before TTHX can be considered as a reliable
alternative to the ones discussed above.
Most of the PCMs of practical interest have low thermal conductivity. This
limits the amount of energy that can be transferred between the HTF and PCM
in time spans of interest for the applications. A notable exception is represented
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by the metallic PCMs but their high melting temperature limits their utilization to
Concentrating Solar Power (CSP) systems. For a comprehensive discussion on PCM
thermo-physical properties, we refer the reader of this monograph to Chapter 6. In
the past three decades, many researchers dedicated to the search of heat transfer
enhancement techniques for LHTES systems. Research directions can be grouped in
three categories:
• Diffusion distance reduction, where HCM structures of various shapes and
configurations are embedded in the PCM such that the average diffusion
distance within the PCM is reduced. This category includes extended surfaces,
multiple and/or multi-pass HTF tubes, heat pipes and metal capsules.
A comprehensive overview of extended surfaces is presented later in this
section. The utilization of multiple HTF tubes is the most popular option for
large installations as a unique shell needs to be fabricated. This yields costs
savings as compared to multiple single-tube systems. Note that this layout
corresponds to Option (iii) for cylindrical containers as discussed before.
The enhancement effect is due to the increased heat transfer area between
the HTF and PCM and the reduced average diffusion distance within PCM.
Although this approach was first adopted as an alternative to the use of fins [6],
recent studies [107, 239] considered the combination of the two enhancement
approaches. We will deal with the design optimization for this combined
option in Chapter 6 of this thesis. Multi-pass configurations such as the one
reported by the authors of [222, 239] yield the same advantages listed for
multi-tube systems. The difference is that a unique stream is circulated within
the pipes. Hence, the effectiveness is reduced along the flow path due to a
decreasing temperature difference between the HTF and PCM. Enhancement
through heat pipes is a rather new concept for LHTESs and more research
should be performed to assess the potential of this technology [215]. In the
most popular configuration, heat pipes are positioned across the HTF tube
such that the evaporator and condenser sections come in contact with either
the HTF or PCM [377]. By increasing the length of the adiabatic section,
designers can "lump" heat sinks/sources far apart from the HTF tube. The
encapsulation of PCM within spherical metallic capsules reached maturity at
the industrial level [296]. Besides heat transfer enhancement, the reasons for
choosing encapsulation may also include chemical compatibility and thermal
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and mechanical stability [239]. Depending on the capsule size, Khan et
al. [239] distinguished among nano-encapsulation, micro-encapsulation and
macro-encapsulation.
• Effective conductivity increase, where PCM is manipulated through multi-
scale techniques such that its macroscopic thermal conductivity is improved.
This category includes cellular metals, rings and brushes, Natural Expanded
Graphite (NEG) composites and dispersed nanoparticles. A discussion on the
state-of-the art solutions for cellular metals is left for Chapter 4.
Rings are pieces of tubes that are commonly used in chemical engineering
processes such as distillation due to their large surface area per volume. They
were first adopted for LHTES enhancement by the authors of [430], showing
comparable performance to longitudinal fins. Brushes are ordered arrange-
ments of high conductivity carbon fibers that were first used as enhancement
devices by Fukai et al. [151]. As shown by the same authors in [150], the fibers
layout can be engineered around the tubes such that the effective conductivity
of the resulting composite is increased with a minimal penalty on the storage
capacity. A fast growing portion of the published literature concerns the use
of high conducting nanoparticles dispersed in PCM. Most studies deal with
powders containing aluminum, copper or carbon [215]. Recent researches
focus particularly on nanotubes and nanowires for which some authors [449]
reported improvements to the thermal conductivity up to 40 %. The ease in
manufacturing and low cost [453] motivated the early interest in NEG-PCM
composites for LHTES enhancement. A porosity of 10 % of the graphite
matrix is recommended in [239] for best performances. From our review, it
seems like the current manufacturing processes are able to control the obtained
porosity with precision but the topology of the micro-layout can hardly be
customized.
• Others, including the (few) methods that do not fit in any of the categories
above such as the utilization of multiple PCMs and intermediate HTFs.
Using multiple PCMs can alleviate the problem of heat transfer deterioration
along the HTF path due to the reducing temperature difference between the
HTF and PCM. For faster charge, PCMs should be arranged in a decreasing
order of melting temperature such that a nearly constant temperature difference
is maintained along the HTF pipe [329]. Since increasing melting temperatures
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are desired for discharge, the flow direction should be reversed during this
process [215]. Using an intermediate HTF was first proposed by Adinberg et
al. [4] in their reflux storage for CSP applications. As with heat pipes, the
operational principle relies on evaporation and condensation. However, here
the region between the condenser and evaporator is non-adiabatic and filled
with tubes embedded in PCM. Heat is stored and retrieved by means of the
gravity-assisted motion of the vapors along the tubes.
Figure 3.2 summarizes the proposed classification of enhancement techniques. The
strategies considered within this monograph are highlighted in red. Since Chapters
3, 5 and 6 deal with the design optimization of HCM fins, in the remainder of
this section we present and discuss some of the most popular extended surface
configurations. A similar description for cellular metals is left for Chapter 4. The
search for the optimal shape of fins attracted large attention within the heat transfer
community. As a consequence, the literature on this topic spans several decades.
The following discussion skips the earliest developments and focuses on the most
recent findings. An extensive review of this vast body of literature revealed that the
investigated fin layouts are of five types: longitudinal, circular, Y-shaped or tree, pins
and helical. A schematic representation of these layouts is shown in Figure 3.3.
Due to their easy design and fabrication, longitudinal fins represent the most
popular extended surface geometry in the LHTES community, accounting for more
than 60 % of the installations [2]. Focusing on shell-and-tube systems, Khan et
al. [239] observed that an accurate design of longitudinal fins is crucial for the
performance. Their study revealed that it is more convenient to increase the fin
length rather than its thickness. The experiments presented in [347] reported that
this fin configuration is more beneficial to solidification than to melting. Hosseini
et al. [209] investigated both numerically and experimentally the effect of the fins
height. They found that increasing the height leads to a more symmetric evolution of
the melting front, yielding a better utilization of the stored energy. Solomon [401]
observed that longitudinal fins suppress convection in the liquid PCM, therefore
slowing the charge of the unit. For their free cooling application, they recommended
to use fins occupying 60 % of the annular distance. Also Darzi et al. [108] found
that longitudinal fins are highly effective for solidification but yield negligible
contribution for melting in that natural convection is inhibited. For this reason,
Beck et al. [45] recommended designs guaranteeing unrestricted natural convection
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(a) (b) (c) (d) (e)
Fig. 3.3. Schematics of reviewed fin layouts. (a): longitudinal; (b): circular; (c):
pins; (d): Y-shaped or tree; (e): helical
for improved melting rates. Building on these observations, Yuan et al. [483] and
Kazemy et al. [235] recently found an optimal tilt angle of longitudinal fins that
enhances convective transport. This research direction was anticipated by Liu and
Groulx [271], who examined the effect of the fins orientation through experiments.
They found that four diagonal fins yield reduced melting time as compared to two
horizontal and two vertical fins. Negligible differences in performance were observed
for solidification.
Circular fins were considered for heat transfer enhancement in LHTES units later
than longitudinal fins. Back to 1992, Choi and Kim [88] observed that "Investigations
of circular fins in cylindrical geometry are very few in number". The simple layout
and consequent easy manufacturing motivated the development of this concept as
demonstrated by the large number of studies that are being published these days.
The experiments described in [325] showed that increasing the density of fins along
the pipe is by far more beneficial than increasing the velocity of the HTF. Wang et
al. [452] investigated the effect of the fin pitch, height and thickness. When using
small inter-fin distances, they reported a larger effect of the fin height than thickness.
The performance was found to be slightly sensitive to both the previous parameters
when using high fin pitches. The authors of [480] studied how natural convection in
vertical units is affected by the circular fins design. Based on their parametric study,
they recommended a specific fin number, thickness and inter-fin distance such that
the melting time is minimized. A similar trend concerning natural convection was
noticed by Jmal and Baccar [222] for solidification in air-PCM units. Kuboth et al.
[253] recently showed numerically that varying the fin density distribution along the
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HTF pipe is beneficial for performance. They suggested to increase linearly the fin
density from the inlet to the outlet using a growth factor of 10.
Pin fins geometries were first adopted as heat transfer enhancers in PCM for
electronics cooling applications. The interested reader can consult [362] for a
comprehensive review of heat sink geometries. In a recent review [2] on heat transfer
enhancement in LHTES, this layout is only listed as a suitable alternative to plate
fins for maximum heat dissipation in heat sinks and no reference to studies in the
field of LHTES is given. This demonstrates that the investigations on this layout are
in their early days. We found only two examples of applications to thermal storage
units. Bruno et al. [417] claimed to be the first research group that considered
external pins attached to the HTF pipes. Their work reported reduced performance
as compared to the circular fins. A similar conclusion was later drawn by the
authors of [48], where the pin fin effectiveness was calculated to be lower than that
of the annular fins. It is curious that this geometry attracted such little attention
among researchers, despite the large interest in the field of electronics cooling. We
think that more research should be conducted to assess the real potential of this
configuration. In both the studies analyzed, it is not clear whether the amount of
HCM is kept constant when comparing the alternative configurations. In our opinion,
this is a fundamental prerequisite to draw meaningful conclusions. Furthermore, in
[417] natural convection is neglected. This factor can modify the outcome of the
comparison since pins allows a nearly unrestricted motion of the buoyant eddies.
The need for performance improvement of longitudinal fins gave momentum to
the development of Y-shaped or tree fins. Sciacovelli et al. [374] adopted a response
surface optimization method to optimize the fin length and bifurcation angle. The
authors found that the discharge efficiency can be increased by 24 % if optimal fins
with two bifurcations are chosen. In a more recent development [375], the authors
were able to obtain an optimized tilt angle along the longitudinal direction such that
the solidification time is reduced. Lohrasbi et al. [278] adopted the same optimization
approach of [374] to optimize V-shaped geometries where the bifurcation of the Y
geometry is in contact with the HTF pipe. Recently, more "exotic" geometries have
started to appear. For instance, the authors of [383] parametrized a fin geometry
mimicking the crystal structure of a snowflake and reported significant performance
improvements as compared to the conventional longitudinal fins. Note that similar
structures were obtained by the Institute of Engineering Thermodynamics (DLR,
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Fig. 3.4. Schematic of a generic solid-liquid phase change process
Germany) [257] and patented by Le Commissariat a l’energie atomique et aux
energies alternatives (CEA, France) [320].
Another option that researchers have recently started to consider is represented by
helical fins. The layout proposed by Kozak et al. [360] yielded an increased melting
rate with respect to the conventional alternatives. Furthermore, it demonstrated
practical advantages such as the prevention of voids in solidification, prevention
of large pressures in melting and ease of maintenance. The same geometry was
previously considered by the authors of [45]. Their numerical results suggested
that the helical configuration is responsible for a small performance reduction as
compared to the simple longitudinal fins.
3.2 Modeling diffusion-driven phase change
Here, we discuss the available computational strategies for computing the response
of phase change systems through nonlinear diffusion. In particular, we focus on
fixed-grid approaches such as the enthalpy, the apparent heat capacity and the source
methods.
Melting or solidification of a pure material with a moving boundary separating
the two phases is referred to as Stefan problem. A snapshot of a generic solid-
liquid phase change process is presented in Figure 3.4. The liquid fills Ωl while the
solid fills Ωs. The two phases are separated by an interface, Γls. With negligible
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advective transport and constant density and specific heat, the thermal response can
be described by the following set of governing equations:
ρscps
∂T
∂ t
=
∂
∂xi
(
ksi j
∂T
∂x j
)
in Ωs, (3.1)
ρlcpl
∂T
∂ t
=
∂
∂xi
(
kli j
∂T
∂x j
)
in Ωl, (3.2)
T = Tm on Γls, (3.3)
ksi j
∂T
∂x j
ni− kli j
∂T
∂x j
ni = ρsL vΓlsni on Γls, (3.4)
where T is the temperature, ρs and ρl represent the solid and liquid densities, cps
and cpl represent the solid and liquid specific heats, ksi j and kli j are the conductivity
tensors of the solid and of the liquid,L is the latent heat per unit mass of the solid,
ni is the liquid-pointing normal of the interface and vΓls is its propagation velocity.
Equations (3.1) and (3.2) prescribe the diffusion heat transfer in the solid and liquid
regions, respectively. Eq. (3.3) identifies the melting (solidification) front as the
isotherm with T = Tm, with Tm being the melting temperature. Eq. (3.4), broadly
referred to as the Stefan condition [440], is a differential heat balance on the moving
interface.
Early interests in solving phase change problems date back to the end of the 19th
century, when Stefan found the analytical solution for a diffusive isothermal melting
in a semi-infinite 1D medium with constant thermo-physical properties and under
the "one-phase" assumption [211]. "One phase" refers to the fact that only a single
phase is present since the initial temperature of the slab corresponds to the melting
temperature [211]. In dimensionless settings, the velocity of the interface is uniquely
determined by the Stefan number Ste:
Ste =
cp (T −Tm)
∆hsl
, (3.5)
where cp is the solid or liquid specific heat and ∆hsl is the specific enthalpy change
for the phase transition. This original definition is clearly restricted to single-phase
problems, but was later modified for more complicated processes. Stefan’s work
was extended by Neumann to two-phase melting problems [211], in which the initial
temperature field is lower than the melting temperature.
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The analytical solutions of the Stefan problem are limited to semi-infinite prob-
lems, constant thermo-physical properties and homogeneous initial conditions. Ap-
proximate analytical methods allowed a slight increase in the flexibility of the
problem formulation. A notable example in this class is the heat balance method of
Godman et al. [168]. In summary, it consists in choosing a suitable approximating
function of the temperature complying with the boundary conditions (e.g. polynomi-
als or trigonometric series), integrating in space to obtain an Ordinary Differential
Equation (ODE) referred to as the heat-balance integral, and then solving the ODE in
time. The authors adopted a thermal layer approach similar to the boundary layer in
fluid mechanics that allowed the integration domain to be restricted. The assumption
was motivated by the fact that a sudden temperature variation at a boundary "is
not immediately felt through the slab" [168]. The approximate analytical methods
allow more complex boundary conditions to be considered. However, the selection
of the approximating function requires a special care and may be prohibitive in
multi-dimensional problems.
The need for solutions of practical interest gave momentum to the development of
numerical methods for phase change problems. Those can be subdivided in two broad
categories, i.e. deforming grid and fixed grid methods. Fixed grid methods allow the
solution of the Stefan problem on a (structured) spatial grid that does not conform
with the solid-liquid interface. Enthalpy-based and immersed boundary techniques
belong to this class. Since the numerical method adopted to produce the results
presented in this monograph is a fixed grid method, further details are discussed in
the following sections. The fundamental idea behind the deforming grid methods
is to adapt the spatial or temporal grid dynamically in such a way that the mesh
conforms with the regions occupied by the two phases. A rather straightforward route
was followed by Gupta et al. [191], who kept a fixed spatial mesh and formulated
a variable time-stepping strategy such that the boundary moves of one space mesh
element during each time-step. However, it is hard to extend this method to multi-
dimensional problems with complicated domains [211]. The alternative approach
consists of a dynamic adaptation of the space grid. This approach was used primarily
in the FEM community [440], see for instance [60, 283, 12, 485]. The node motion
modifies the FEM formulation in that the basis function, Nh, are time-dependent:
T h(x,T ) = Nhi (x, t)Ti(t), (3.6)
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where T h denotes the approximated temperature field and the index i runs over the
nodes of the FEM mesh. A standard FEM assembly can be adopted for the diffusion
term in (3.1) and (3.2). However, the temporal accumulation term requires a special
care. The time differentiation of (3.6) leads to [283]:
∂T h
∂ t
=
∂Nhi
∂ t
Ti+Nhi
dTi
dt
= vm ·∇Nhi Ti+Nhi
dTi
dt
, (3.7)
where vm is the mesh deformation velocity defined as:
vm =−dxdt , (3.8)
with x=Nhi xi being the position. Note that an additional convective term is present to
account for the mesh motion. The problem is now analyzed through a local coordinate
system implicitly attached to the mesh, which moves and deforms simultaneously
with it. The solution of the resulting FEM model can be obtained provided that
the deformation velocity is specified at each mesh node. At the boundary, we
can make use of the Stefan condition (3.4). This (scalar) equation results in well-
posed problem only in 1D. Multi-dimensionality demands for the specification of a
deforming direction. Eq. (3.4) will then provide the magnitude of the deformation.
There are a number of different ways to compute the deformation velocity of the
internal nodes. Most of them are based on solving pseudo-elasticity equations with
boundary conditions of the first kind. These are given by the computed deformation
at the interface and the zero deformation at the Dirichlet boundary. This option can
be fairly cheap since it is possible to partially re-utilize the diffusion matrix [440].
Although the deforming grid methods are generally regarded as the most accurate
route, they also demand for a high computational cost [440]. Furthermore, the choice
of the deformation direction is a crucial operation for the accuracy and stability
of the method [440]. The analyst should select it according to the expected front
propagation direction in such a way that grid distortions and highly skewed elements
are avoided. Finally, the utilization of variable-grid methods may be challenging in
problems with non-smooth solid-liquid interfaces or without a sharp phase change
temperature [333]. In the remainder of this section, we focus on three fixed grid
approaches: the enthalpy method, the apparent heat capacity method and the source
method.
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3.2.1 Enthalpy method
Most of the fixed grid methods rely on a single governing equation:
∂h
∂ t
=
∂
∂xi
(
ki j
∂T
∂x j
)
, (3.9)
where h is the total enthalpy per unit volume defined as:
h = (1− f )
∫ T
Tre f
ρcpsdτ+ f
(∫ T
Tre f
ρcpl dτ+ρL
)
, (3.10)
where Tre f is the reference temperature for the enthalpy calculation and f ∈ [0,1] is
the liquid fraction. When subcooling and phase separation are negligible, the liquid
fraction is taken as a function of the temperature only [439]. However, it can be
generalized to include the dependence on phenomenological quantities, such as the
melting, solidification and nucleation rate. Note that Voller et al. [439] showed that
it is possible to obtain (3.9) from the Stefan problem. Considering the presented
formulation instead of the original Stefan problem yields several advantages. We
converted a two-region problem into a single-region problem with a unique governing
equation. Solving for Eq. (3.9) does not require the tracking of the melting front and
implicitly satisfies the interface condition (3.4). The location of the interface is not a
degree of freedom but it can be computed by post-processing the converged solution.
This formulation can also naturally deal with phase change phenomena that do not
result in a sharp interface. Recall that this point is a major limitation of deforming
grid methods.
Eq. (3.9) can be readily solved using a fully explicit integration strategy if a
suitable energy-enthalpy relation is defined. A popular approach [440] is to use h
as a primary state variable and to update T at each time step based on the current
enthalpy field. The explicit marching can then be summarized in two recursive steps:
1. Compute the temperature field and diffusive term at the current time step based
on the current enthalpy field
2. Compute the enthalpy field at the next time iteration based on the diffusive
term assembled in step (1)
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The advantage of choosing the enthalpy as the primary state variable lies in the fact
that T (h) shows no jump discontinuities even in the case of isothermal phase change.
The numerical experiments conducted by Voller [440] on a 1D example present
evidence that this scheme results in oscillations of the temperature in time, whose
magnitude increases for decreasing Stefan numbers. The author argued that the
method is stable meaning that the amplitude of the oscillations does not grow with
time. However, no formal proof was provided. Furthermore, the stability of numeri-
cal time integration methods generally concerns perturbations of the approximated
set of data on which the differential problem depends. For parabolic problems, the
time marching through θ -methods with θ < 0.5 is conditionally stable, i.e. the time
step cannot be chosen arbitrarily but it is bounded by stability requirements [342].
Implicit time-stepping techniques were adopted to obtain unconditional stability.
In his review [439], Voller et al. discussed two implicit alternatives to the explicit
marching: Gauss-Seidel and Newton methods. He later argued that, due to the large
nonlinearity, "developing an appropriate solution that outperforms an explicit scheme
is a numerical challenge".
3.2.2 Apparent heat capacity method
With the apparent heat capacity technique, phase change is modeled by increasing
the specific heat of the PCM. With negligible convective transport, the governing
equation reduces to a nonlinear Fourier equation:
ca
∂T
∂ t
=
∂
xi
(
ki j
∂T
∂x j
)
, (3.11)
where ca is referred to as the apparent heat capacity. This term retains the nonlin-
earity brought by the liquid fraction, f , on the enthalpy-temperature relation (3.10).
Dividing Eq. (3.9) with (3.11) yields:
ca =
∂h
∂T
. (3.12)
Note that Eq. (3.11) is formulated as a function of a single state field (temperature)
and does not require the computation of auxiliary variables. The apparent heat
capacity method can be easily incorporated into existing numerical codes. For this
reason, the method encountered a widespread popularity in literature [11].
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Obtaining the apparent heat capacity through analytical differentiation of the
enthalpy-temperature relation can potentially yield numerical problems. First, h(T )
may contain jump discontinuities, e.g. in isothermal phase change, that are non-
differentiable. A common approach to deal with isothermal phase change is to smear
the discontinuity to allow for differentiability. For instance, considering a constant
specific heat in each phase, a piece-wise relaxation can be written as:
h(T ) =

cps
(
T −Tre f
)
T ≤ Tm− εT
T∫
Tre f
cpsl(T )dτ+ f (T )L Tm− εT < T ≤ Tm+ εT
cpl
(
T −Tre f
)
T > Tm+ εT
, (3.13)
where εT is the half-width of the phase transition temperature difference and cpsl(T )
is an intermediate temperature-dependent specific heat. Equation (3.13) is shown
in the schematic of Figure 3.5(a). Note that only for pure substances and eutectic
mixtures a melting temperature, Tm, can be defined precisely. For non-eutectic mix-
tures, there is no sharp melting temperature [296] and the formulation (3.13) retains
physical significance. The intermediate specific heat, cpsl , is generally considered
as a constant and set to cpsl = 0.5(cps + cpl) [440] and the liquid fraction is taken as
linear in the smeared region, Tm− εT < T ≤ Tm+ εT [296]. With these assumptions,
differentiating (3.13) through (3.12) yields [211]:
ca =

cps T ≤ Tm− εT
cpsl +
1
2εTL Tm− εT < T ≤ Tm+ εT
cpl T > Tm+ εT
, (3.14)
A schematic representation of Equation (3.14) is given in Figure 3.5(b). A small εT
results in large nonlinearities that may affect the convergence of the iterative solution
procedure. More importantly, a too narrow ca spike may lead to large inaccuracies.
If special care is not taken in the selection of the time-marching scheme, there is a
chance that a nodal position skips completely the capacity spike, meaning that the
latent heat effect gets lost completely. To alleviate this problem, Comini et al. [100]
suggested to employ a spatial averaging of ca. Their formulation was later refined by
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Fig. 3.5. (a): Piece-wise relaxation of the enthalpy-temperature relation; (b): apparent
specific heat
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Lemmon et al. [259] to yield:
ca =
∑i(∂h)/(∂xi)2
∑i(∂T )/(∂xi)2
. (3.15)
In a finite element framework, h can be evaluated using the same shape functions
adopted to approximate the temperature [304]. A more physically-sound alternative
[333] was proposed by Morgan et al. [304]. The authors adopted the following
time-averaging:
ca =
h(k+1)−h(k)
T (k+1)−T (k) , (3.16)
where the subscript k indexes the time iterations. Here, ca is evaluated directly at the
integration points [99]. Pham [335] proposed to reduce the inaccuracies due to the
numerical integration by using a lumped capacitance. The masses are concentrated
at the mesh nodes and the enthalpies are found directly from the nodal temperatures.
This approach avoids the problem of numerical integration of the capacity term.
Furthermore, evidence [333] was presented that the capacitance lumping extends
the stability of linear time-dependent problems. However, Reference [333] reported
that lumping can yield negative masses when using high order elements. Pham later
claimed [334] that differences in the numerical results obtained with the consistent
and lumped capacitance formulations are too small to be of practical importance.
3.2.3 Source method
The source method isolates the latent heat nonlinearity in a source term. This
agrees with the intuition that a melting body behaves as a thermostat that retrieves
energy from the system (negative source term), while a solidification body behaves
as a thermostat that releases energy (positive source term) to the system. In the
FEM literature, this method is also referred to as "fictitious heat flow" or "budget
node" method [439, 357, 358]. With negligible convective transport, the governing
equations reduces to:
ρcp
∂T
∂ t
=
∂
∂xi
(
ki j
∂T
∂x j
)
−ρL ∂ f
∂ t
, (3.17)
where cp = (1− f )cps + f cpl . Note that in most materials, the cp nonlinearity is
much smaller than the one due to the phase transition. Hence, the former can be
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safely ignored in some cases. Differently from the apparent heat capacity technique,
this method does not require the artificial smearing of the melting temperature range.
However, the liquid fraction field, f , needs to be computed at every time instant.
Iterative methods similar to those used for the enthalpy method were developed
in literature. A general implicit approach to solve the isothermal phase change at
nonlinear iteration "k" consists of the following two steps:
1. Solve for T k+1 using f k,
2. Update f k+1 such that the nodes undergoing phase change (identified by
0 < f k < 1) have a temperature of Tm.
The efficiency of the method is clearly determined by Step 2, which distinguishes
among the approaches presented in [439, 357, 358]. The earliest source methods
had robust but slow convergence [439]. Voller and Swaminathan [438] presented
an improved iteration method with faster convergence in which the liquid fraction
in step 1 is evaluated at iteration (k+ 1) using a linearization of the source term
in temperature. Advances of the source method in the finite element community
concerned the computation of a quasi-consistent or fully consistent Jacobian for the
utilization of quasi-Newton [102] or Newton methods [130]. In [130], the weak form
of the governing equations had the following source term:
qi =−ρL
∫
Ω
Ni
∂ f
∂ t
dx, (3.18)
where Ni is the shape function centered in node i and x∈RNdim with Ndim representing
the number of spatial dimensions. Using a two-level differentiation formula to
approximate the time derivative yields:
qi =
ρL
(∫
Ω
Ni f (n+1)dx−
∫
Ω
Ni f (n)dx
)
t(n+1)− t(n) . (3.19)
It can be demonstrated that it is possible to recover a somewhat similar approximation
to the time-averaged apparent heat capacity proposed by Morgan et al. [304] (Eq.
(3.16)). Considering the capacity lumping described in [335] in deriving (3.16), we
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obtain:
c¯ai =L
∫
Ω
Ni
f (n+1)− f (n)
T (n+1)−T (n)dx, (3.20)
where c¯ai is a lumped capacity that fills the diagonal of the capacitance matrix at
position (i, i). One could argue that the spatial variation of the temperature is small as
compared to the one of the liquid fraction in elements undergoing phase change. This
assumption allows considering the denominator as constant during the numerical
integration and obtain an approximate apparent lumped capacity, ˆ¯cai . If a two-level
differentiation scheme is adopted for the temperature and neglecting the effect of the
specific heat, we recover the following contribution to the residual:
ρ ¯ˆcai
T (n+1)−T (n)
t(n+1)− t(n) = ρL
∫
ΩNi
(
f (n+1)− f (n)
)
dx
((((
(((T (n+1)−T (n)
((((
(((T (n+1)−T (n)
t(n+1)− t(n) = qi. (3.21)
In case of a sharp solid-liquid interface, the integration of (3.19) requires a discon-
tinuous integration, whether Gauss quadrature with a large number of integration
points [102] or exact analytical integration [130]. However, when the mushy regions
span several elements, the conventional Gauss quadrature is expected to yield an
acceptable accuracy.
3.3 Numerical model
In this section, we present the governing equations as well as our numerical model
and solution strategy. As discussed in Section 3.1, the solidification dynamics is
ruled mostly by diffusion while melting is largely affected by convection. For this
reason, the simplified phase change model adopted here allows only discharge to
be predicted with acceptable accuracy. The charge of the unit will be considered in
Chapters 5 and 6.
Figure 3.6 presents a schematic of the physical problem considered on a quarter
of the unit cross-section. The temperature, Td , is prescribed at the internal boundary,
Γd , to represent the contact with the tube containing the HTF while a homogeneous
Neumann boundary condition is prescribed on ΓN1 to describe an adiabatic boundary
(external envelope) and on ΓN2 to account for the angular periodicity.
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Fig. 3.6. Schematic of the ground domain considered with boundary conditions
We model diffusion phase change using the source method discussed in Section
3.2.3. To allow for greater generality of the results presented, we cast the governing
equation in a dimensionless form, computed with reference to the thermo-physical
properties of the PCM. We adopt the following dimensionless variables:
• dimensionless time (Fourier number)
t∗ =
αPCMt
L2
= Fo, (3.22)
• dimensionless coordinate
x∗i =
xi
L
, (3.23)
• dimensionless temperature
T ∗ =
T −Tmin
Tmax−Tmin , (3.24)
• dimensionless latent heat (phase transition number)
L ∗ =
L
cpPCM(Tmax−Tmin)
=
1
Ste
, (3.25)
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where L is the characteristic length, αPCM is the thermal diffusivity of the PCM, Fo
is the Fourier number, Tmax and Tmin are the maximum and minimum temperature
of the entire process. The dimensionless variables are marked with an asterisk to
distinguish them from their dimensional counterpart.
We consider temperature-independent thermo-physical properties, constant den-
sity, isotropic thermal conductivity and ignore the internal heat generation.
3.3.1 Governing equations
Substituting Eqs. (3.22) through (3.25) into Eq. (3.17) we obtain:
C(s)
∂T ∗
∂ t∗
=
∂
∂x∗i
(
Ki j(s)
∂T ∗
∂x∗j
)
− γ(s)L ∗∂ f
∗
∂ t∗
, (3.26)
where C(s) is a design-dependent capacitance, Ki j(s) is a design-dependent con-
ductivity and γ(s) is a design-dependent switch of the latent heat source term that
activates it in the PCM portion of the domain and deactivates it in the HCM. The
liquid fraction is here defined directly as a function of the dimensionless temperature
f ∗ = f (T ∗). To allow for differentiability, the following logistic distribution function
is used rather than a piece-wise formulation:
f ∗ =
1
1+ exp(−ξlog(T ∗−T ∗m))
, (3.27)
where ξlog = 15 is a constant that controls the steepness of the logistic curve and is
dependent on the temperature range of the mushy zone. The material interpolation
strategies should be formulated in such a way to recover consistent material properties
in ΩHCM and ΩPCM, i.e.:
C =

(ρcp)HCM
(ρcp)PCM
in ΩHCM
1 in ΩPCM
, (3.28)
Ki j =

kHCM
kPCM
δi j in ΩHCM
δi j in ΩPCM
, (3.29)
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γ =
0 in ΩHCM1 in ΩPCM , (3.30)
where δi j is the Kronecker delta. The time-independent Dirichlet and Neumann
boundary conditions are given by:
T ∗ = T ∗d on Γd, ∀t∗, (3.31)
−Ki j ∂T
∗
∂x∗j
ni = 0 on ΓN1 ∪ΓN2 , ∀t∗, (3.32)
where ni is the inward pointing normal on ΩD. The space-independent initial
conditions are:
T ∗ = T ∗I in ΩHCM ∪ΩPCM, at t∗ = 0, (3.33)
with T ∗I being the initial dimensionless temperature field.
3.3.2 Finite Element model
The weighted residual statement of (3.26) over the computational domain Ω can be
written as:
∫
Ω
wh
(
C(s)
∂T ∗
∂ t∗
− ∂
∂x∗i
(
Ki j(s)
∂T ∗
∂x∗j
)
+ γ(s)L ∗
∂ f ∗
∂ t∗
)
dx = 0, (3.34)
where wh are admissible weighting functions defined later. Due to the presence of
the second-order term, Eq. (3.34) can be further elaborated to obtain the weak form,
with lower continuity requirements on the state field. The integration by parts of
higher order derivatives (Green-Gauss theorem) leads to:
∫
Ω
wh
(
C(s)
∂T ∗
∂ t∗
+ γ(s)L ∗
∂ f ∗
∂ t∗
)
dx+
∫
Ω
(
∂wh
∂x∗i
(
Ki j(s)
∂T ∗
∂x∗j
))
dx+
∫
ΓN1∪ΓN2
whq dx′ = 0,
(3.35)
where x′ ∈ Rd−1 and q = 0 due to (3.32).
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The dimensionless temperature is approximated by a suitable trial function T h
∗
,
which is selected from the following function space:
UT = {T h∗ ∈H 1(Ω); T h∗ = T ∗d on Γd}, (3.36)
where UT is a Hilbert space consisting of scalar functions with square integrable
first derivatives. In a similar manner, the test function space is defined as:
V = {wh ∈H 1(Ω); wh = 0 on Γd}. (3.37)
Note that the only difference between the function spaces (3.37) and (3.36) is that
the test functions should be zero on the boundary while the trial functions should
satisfy the Dirichlet condition. This asymmetry can be cured by modifying the trial
functions through the addition of lifting functions of the boundary datum [342]. The
approximate temperature field can be written as a product of time-dependent nodal
temperature values, T ∗i , and a set of spatially-varying shape functions, Ni. This split
between spatial and temporal dependencies leads to:
T ∗(x, t)≃ T h∗(x, t) =
Nn
∑
i=1
T ∗i (t)Ni(x), (3.38)
where Nn corresponds to the number of nodes of the finite element mesh. Eq. (3.38)
can be casted more conveniently in vector form:
T h
∗
= NT T∗, (3.39)
where N denotes the column vector of the shape functions and T∗ is the column vector
of the dimensionless nodal temperatures. The asterisk indicating the dimensionless
variables is dropped for brevity hereafter. All the shape functions considered in this
monograph are Lagrange polynomials of order 1. As in the Galerkin method, we
consider the test function as being equal to the shape functions, i.e. wh = N. This is a
natural choice when the test functions are seen as virtual variations of the dependent
variable as in the Ritz method [350]. The substitution of (3.39) into (3.35) leads
to the weak-form Galerkin model, which is conveniently given in matrix form as
follows:
Rus = CT˙+KT+ L˙(T) = 0, (3.40)
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where Rus is the vector of unstabilized residuals, (˙) indicates the time derivative,
C is the capacitance matrix, K is the conductivity matrix and L˙ is the latent heat
source term vector. Eq. (3.35) is referred to as semi-discrete weak form since the
spatial components have been discretized but the temporal ones are still continuous.
In the next section, we present methods for the time discretization that allows a fully
discrete formulation to be obtained. The matrices and vectors appearing in (3.40)
are defined as:
C =
∫
Ω
CNNT dx, (3.41)
K =
∫
Ω
∂N
∂xi
Ki j
∂NT
∂x j
dx, (3.42)
L =
∫
Ω
NγL f (NT T)dx. (3.43)
For stability reasons, the vector of unstabilized residuals, Rus, is augmented with a
stabilization contribution as follows:
R = Rus+RGGLS = 0, (3.44)
where R is the vector of residuals and RGGLS is a stabilization term that is described
in the following section.
3.3.3 Stabilization
The finite element formulations based on the Galerkin method are known to produce
spurious oscillations in problems affected by thermal boundary layers thinner than
the element size [216]. The discretization cannot reproduce the true solution and
satisfy the heat balance simultaneously. This situation generally occurs in problems
with low diffusivity materials and small time-steps [195], creating regions with steep
gradients referred to as thermal shocks [129]. Modeling of PCM belongs to this
category. Small time-steps are required to resolve the fast transients at the beginning
of the charge/discharge processes, especially when fluid flow is resolved in the liquid
region (see Chapter 5). However, the low conductivity of PCMs prevents the thermal
signal from traveling several elements. In purely diffusive problems, the thermal
shocks have short-term effects that mildly affect the long-term predictions. However,
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over/undershooting may influence substantially the flow field in problems driven
by natural convection and invalidate long-term solutions. The picture is even worse
when simulating PCMs, since the oscillations may lead to a premature or retarded
phase transition.
A variety of different solutions were proposed in the finite element community
to cure this problem. For instance, Fachinotti [129] adopted a diffusion-split method
where the implicit diffusion term is artificially augmented to satisfy stability require-
ments and is balanced explicitly through a fictitious source term. Hachem et al. [195]
locally enriched the Galerkin formulation using bubble functions, satisfying homoge-
nous Dirichlet conditions on the element boundary. In the present monograph, we
will use the Gradient Galerkin Least Squares (GGLS) stabilization strategy originally
developed by Franca and Do Carmo [146], and later adopted by Ilinca et al. [216] for
transient diffusion problems. The GGLS operator acts on the gradient of the strong
form residuals as follows:
RGGLS =
Ne
∑
e=1
∫
Ωe
∂N
∂xi
kτGGLS
∂
∂xi
(
C(s)
∂T h∗
∂ t∗
−



:0∂
∂x∗i
(
Ki j(s)
∂T h∗
∂x∗j
)
+
γ(s)L ∗
∂ f ∗
∂ t∗
)
dx,
(3.45)
where Ne is the number of elements and Ωe is the element domain. The summation
operator highlights that the stabilization is added only over the elements interior.
Note that the second term in brackets vanishes for the linear shape functions adopted
in this monograph. The stabilization term, τGGLS, is computed as follows [216]:
τGGLS =
h2
6k
ξ , (3.46)
where [216]:
ξ =
cosh(
√
6αGGLS)+2
cosh(
√
6αGGLS)−1
− 1
αGGLS
, (3.47)
αGGLS =
ρcp
∆t
h2
6k
, (3.48)
with h being the element size. The parameter αGGLS represents the ratio of the
transient to diffusive contributions to the residuals. For dynamic problems dominated
by the transient contribution, αGGLS >> 1 and ξ → 1. In this situation, Ilinca and
Hetu [216] showed that the contribution of the stabilization corresponds to the use
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of an artificial conductivity defined as:
ka = kαGGLS. (3.49)
The smoothing effect of the GGLS stabilization is demonstrated for a 1D phase
change problem similar to the one considered in the current chapter. We consider
a finite slab of length L = 1, initially at temperature T ∗I = 0.5 and connected to a
hot thermostat on the right side at temperature T ∗r = 0.5. The slab is filled with
PCM, with melting temperature T ∗m = 0 and Stefan number Ste = 0.1. At t∗ > 0, the
left boundary is suddenly connected to a cold thermostat at temperature T ∗l =−0.5.
Figure 3.7 shows the slab temperature at different time instants with and without the
GGLS stabilization. The numerical results obtained without stabilization suffer from
an unbounded solution. At t∗ = 1e−5, the computed temperature at the third, fifth
and sixth node is not bounded between the values of the adjacent nodes. On the other
hand, the GGLS stabilization allows a physical solution to obtained. Figures 3.7(b)
and (c) show that the time advancement gradually smooths both the undershoots and
overshoots.
3.3.4 Temporal discretization
With the aim of converting the ODE obtained in (3.40) to a set of algebraic equations,
a suitable temporal approximation scheme should be selected. In principle, one
could treat time as an additional (spatial) coordinate and discretize it using the finite
element procedure presented in the previous section. This requires the specification
of both initial and final time conditions [117]. The common finite element practice
adopts a finite difference approximation via the Θ-method. The time derivative of
the unknown vector is approximated using a two-point finite difference as follows:
T˙ =
T(n+1)−T(n)
∆t(n)
. (3.50)
A similar approximation can be adopted for the latent heat source term yielding:
L˙ =
L(n+1)−L(n)
∆t(n)
. (3.51)
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Fig. 3.7. Effect of the GGLS stabilization on over and under-shooting when advanc-
ing with small time steps. (a): t∗ = 1e−5; (b): t∗ = 5e−5; (c): t∗ = 1e−4;
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The static portion of the residuals is constructed using an intermediate temperature
computed as:
T¯ =ΘT(n+1)+(1−Θ)T (n). (3.52)
The parameter Θ is a weighted average coefficient that defines wether the intermedi-
ate temperature is closer to T (n+1) or to T (n). Different values of Θ leads to different
well-know time discretization schemes such as [350]:
• the explicit Euler scheme with Θ= 0,
• the Crank-Nicolson scheme with Θ= 0.5,
• the Galerkin scheme with Θ= 2/3,
• the implicit Euler scheme with Θ= 1.
ForΘ≥ 0.5, the time-marching is unconditionally stable [350]. This means that time
restrictions are not required to make the integration stable, i.e. with an ultimately
bounded error. In this thesis, we choose the implicit Euler scheme for its inherent
robustness and stability properties [433]. This corresponds to a 1st order Backward
Differentiation Formula (BDF) scheme.
Using (3.50) through (3.52) in (3.40) with Θ = 1 leads to the following (fully
discrete) unstabilized residuals:
R(n+1)us = C
T(n+1)−T(n)
∆t(n)
+KT(n+1)+
L(n+1)
(
T(n+1)
)
−L(n)
(
T(n)
)
∆t(n)
. (3.53)
Augmenting (3.53) with the fully discrete version of (3.45) gives the residuals at the
time iteration (n+1), R(n+1). At the time-step n = 0, these equations reduce to satisfy
the initial conditions:
R(0) = T(0)−T. (3.54)
For every subsequent time-step when n> 0, we solve the nonlinear problem R(n+1)=
0 through the Newton method, as discussed in the following section.
To obtain the results presented in this chapter, we advance in time using a fixed
time-step. A refined time-stepping strategy is proposed in 5.2.3 and used to produce
all the results presented in Chapters 5 and 6.
73
Design of fins with a simplified phase change model
3.3.5 Nonlinear solution
To solve the nonlinear systems of equations arising in (3.53), we adopt the Newton
method for two main reasons. First, this method allows superior convergence
properties than the simpler Picard iteration method [350]. It can be shown that the
convergence is quadratic if the second and third derivatives of the residual have some
specific properties [224]. Second, the discrete adjoint method for sensitivity analysis
presented in Chapter 2 requires the computation of the Jacobian matrix. As the
need for Jacobian assembling is a basic requirement of Netwon method, the same
piece of code can then be used for both the forward and sensitivity analyses. Despite
these advantages, the Newton method has a small radius of convergence, which may
complicate the solution in case of strong nonlinearities and/or a bad initial guess of
the solution vector. In transient problems, the time steps can be iteratively adapted to
obtain Newton convergence. As a matter of fact, a pseudo-transient continuation (or
pseudo time-stepping) [237] can be used with Newton method to obtain the solution
of numerically challenging steady-state problems where no good approximation of
the root is available.
To illustrate the Newton method, let us consider a generic iteration "k". We look
for an iterative procedure resulting in a recursive relation of the form:
Tk+1 = Tk +αr∆Tk, (3.55)
where ∆Tk represents the update step, while αr is referred to as under(over)-
relaxation factor and will be discussed next. Expanding the residual vector (3.53) in
a Taylor series leads to:
0 = R(Tk)+
∂R
∂T
∣∣∣∣
Tk
∆Tk +O(∆T)2, (3.56)
where the partial derivative of the residuals with respect to the state variables is the
Jacobian matrix (or tangent matrix):
J =
∂R
∂T
∣∣∣∣
Tk
. (3.57)
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Neglecting higher order terms, solving (3.56) for ∆Tk and substituting in (3.55) leads
to:
Tk+1 = Tk−αrJ(Tk)−1R(Tk). (3.58)
The iterative procedure is stopped when the following convergence criteria is satis-
fied:
F (||R(T k)||)< εnl, (3.59)
where εnl is a user-specified tolerance and F (||R(T k)||) is some measure of the
residuals norm. In this thesis, we adopt the following:
F (||R(T k)||) = ||R(T
k)||2
||R(T 0)||2 , (3.60)
where || · ||2 denotes the L2 norm. Let us now consider the time iteration (n+ 1),
for which the Newton method is applied to compute T (n+1) and the previous state
variables field T (n) is known. Considering the fully discrete residual formulation
presented in (3.53), we can split the Jacobian as following:
J(n+1) = J(n+1)s +J
(n+1)
dyn , (3.61)
where J(n+1)s and J
(n+1)
dyn are the static and dynamic Jacobians, respectively. Due to
the absence of boundary fluxes, the former only contains the diffusion term:
J(n+1)s = K. (3.62)
The dynamic Jacobian is defined as:
J(n+1)dyn =
C
∆t(n)
+
1
∆t(n)
∂L(n+1)
∂T(n+1)
+J(n+1)GGLS, (3.63)
where JGGLS is the Jacobian of the stabilization contribution. The second term
accounts for the latent heat source. Recalling Eq. (3.43), using the Leibniz integration
rule and the chain rule, we obtain:
∂L(n+1)
∂T(n+1)
=
∫
Ω
NNT γL
∂ f
∂T
dx. (3.64)
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ΩHCM
ΩPCM
0.3
Fig. 3.8. Verification of accuracy of the computational model. (a): Schematic
of the geometry considered; (b): comparison of the temperature profiles at t∗ =
{0.01; 0.05; 0.09; 0.13; 0.17}
In a similar manner, we elaborate the GGLS stabilization contribution (3.45) to
obtain:
J(n+1)GGLS =
Ne
∑
e=1
∫
Ω
∂N
∂xi
kτGGLS
∂NT
∂xi
(
C(s)
∆t
+ γ(s)L
1
∆t
∂ f
∂T
)
dx. (3.65)
3.3.6 Model verification
The analysis framework presented in this section is verified on a reference problem
against the results obtained with the finite element commercial package COMSOL
Multiphysics [101]. We simulate the discharge of a storage unit with the geometry
shown in Figure 3.8(a). The computational mesh is composed of 11970 quadrilateral
bilinear elements with angular size ∆θ = 1◦ and radial size ∆r = r∆θ . A represen-
tation is given in Figure 3.9(a). We use the same materials adopted for the design
optimization study reported in [374]. The relevant thermo-physical properties rewrit-
ten in non-dimensional form are presented in Table 3.1 while all the relevant analysis
parameters are summarized in Table 3.2. Figure 3.8(b) shows the temperature
profile along the red line highlighted in Figure 3.8(a) at different time instants, i.e.
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(a) (b)
Fig. 3.9. (a): 2D computational mesh; (b): 3D computational mesh
Table 3.1. Thermo-physical properties of materials in dimensionless settings
Description Symbol Value
Conductivity ratio kHCMkPCM 600
Capacitance ratio (ρcp)HCM(ρcp)PCM 1.6
Dimensionless Latent heat L ∗ 20
Dimensionless melting temperature T ∗m 0.5
Table 3.2. Relevant analysis parameters
Description Symbol Value
Boundary heat flux qn 0
Imposed temperature T ∗d 0
Initial temperature T ∗I 1
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t∗ = {0.01; 0.05; 0.09; 0.13; 0.17}. We observe that the thermal response predicted
by the current framework agrees well with the results obtained with COMSOL.
The relative error L2 norm is computed as 4.01×10−4 with a standard deviation of
1.66×10−4. These results suggest that the presented model and its implementation
are able to predict with sufficient accuracy the discharge of LHTES units in which
the convective effects are negligible.
3.4 Design optimization problem
The design of efficient fins for solidification enhancement in LHTES requires that
the geometry fulfills the following design criteria:
1. it allows the discharge of the maximum amount of energy in the least time, in
order to utilize the full energy density potential of the unit,
2. it allows the retrieval of the energy at a constant rate, providing a steady power
output.
In the following sections, we will present three alternative optimization problem
formulations. The Energy Minization (EM) and the Time Minimization (TM) are
two alternatives targeting design criterion (1). The Steadiness Maximization (SM)
formulation is devised for the design criterion (2).
3.4.1 Energy Minimization
The EM problem formulation represents the following design question: what is the
optimal topology of HCM that allows discharging the maximum amount of energy
from a given amount of PCM in a given time period?
In mathematical terms this corresponds to:
minimize
s
z(T∗(s),s) = E at t∗ = t∗f
subject to
∫
ΩD
ρs(s) dx−Φ
∫
ΩD
dx≤ 0
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (3.66)
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Fig. 3.10. Optimization problem formulations. (a): EM vs TM update; (b): ideal vs
real energy history used for Steadiness Maximization
where E =
∫
ΩD
(CT ∗+ γ f ∗L∗) dx is the dimensionless energy content of the unit,
ρs = s¯ is the projected design variable field corresponding to the normalized density
of HCM, s is the vector of design variables, Φ the maximum volume fraction of
HCM and Ns the number of design variables with upper and lower bounds denoted
by smax and smin, respectively. The inequality constraint prevents the trivial solution
of having the entire design domain filled with HCM.
Figure 3.10(a) shows the discharge at two generic design iterations, i and i+1.
In the EM procedure, the final time t∗f is fixed and dE(t
∗
f ) represents the objective
reduction achieved with the optimization iteration.
3.4.2 Time Minimization
The TM optimization problem formulation considers the following design question:
what is the optimal topology of HCM that allows discharging a given amount of
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energy from a given amount of PCM in the least time? This translates into:
minimize
s
z(T∗(s),s) = t∗f
subject to E−ΨE f c = 0 at t∗ = t∗f∫
ΩD
ρs(s) dx−Φ
∫
ΩD
dx≤ 0
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (3.67)
where Ψ is a specified target energy fraction and E f c is the total dimensionless
energy in the tank in the fully charged condition. Note that the optimizer does not see
the final energy equality constraint. This is enforced implicitly during the analysis by
iteratively halving the time-step until the constraint is satisfied within a user-specified
error tolerance, εt . An improved strategy to control the time-stepping such that the
condition is satisfied is presented in Section 5.2.3. Problem (3.67) is quite similar
to (3.66) but presents the complication that the objective to be minimized is an
independent variable. For this reason, we linearize the energy history around the
final time, t∗f , to obtain:
E(t∗) = E(t∗f )+
dE
dt∗
∣∣∣∣
t∗=t∗f
(
t∗− t∗f
)
+O
(
(t∗− t∗f )2
)
. (3.68)
Neglecting higher order terms, rearranging and differentiating leads to:
dt∗f
ds
=
(
− dE
dt∗
∣∣∣∣
t∗=t∗f
)−1 dE(t∗)
ds
, (3.69)
where dE(t∗f )/ds = 0 because E(t
∗
f ) is a constant in the TM procedure. Note that
the linearization allowed reformulating an independent variable as a function of
a dependent variable, with respect to which design sensitivities can be computed.
The objective gradients differ from the ones computed with the EM approach by a
multiplication factor. Solving for (3.67) requires minimal code modifications with
respect to (3.66).
A schematic representation of the TM procedure is also shown in Figure 3.10(b).
Here the final energy E f is fixed and dt∗f represents the objective reduction achieved
with the optimization iteration.
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3.4.3 Steadiness Maximization
The SM formulation considers the following design question: what is the optimal
topology of HCM fins that maximizes the steadiness of the TES discharge? Mathe-
matically:
minimize
s
z(T∗(s),s) =
∫ max(t∗f , t∗fid)
0
(
E(t∗)−Eid(t∗)
)2
dt∗
subject to E−ΨE f c = 0 at t∗ = t∗f∫
ΩD
ρs(s) dx−Φ
∫
ΩD
dx≤ 0
ht f = t
∗
f − t∗fid ≤ 0
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (3.70)
where Eid(t∗) is an ideal discharge history with the following form:
Eid(t∗) =
E
f c− E f c(1−Ψ)t∗fid t
∗ if t∗ ≤ t∗fid
ΨE f c if t∗ > t∗fid
, (3.71)
where t∗fid is an ideal discharge time. A representative sketch of the ideal discharge
history is given in in Fig. 3.10(b). For t∗ ≤ t∗f d the energy history is linear, hence the
power output is steady. This is the reason why we refer to this approach as Steadiness
Maximization. The second inequality constraint, ht f , imposes a maximum limit on
the discharge time and has the aim of providing control over this important design
criterion to avoid undesirably lengthy discharge processes. The design sensitivities
with respect to it are computed using the chain rule as follows:
dht f
ds
=
∂ht f
∂ t∗f
dt∗f
ds
(3.72)
where the second multiplication term is obtained as detailed in (3.69). For the
computation of z in the cases in which t∗f < t
∗
fid , the real discharge history is taken as
a constant E(t∗) =ΨE f c in the range t∗f < t
∗
f ≤ t∗fid . For t∗f > t∗fid , the optimization
problem is infeasible. However, the GCMMA or MMA routines do not guarantee a
sequence of feasible solutions. The objective still needs to be computed in case of
intermediate non-feasible steps. This is the reason for the second case of (3.71).
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3.4.4 Material interpolation and regularization
As discussed in Section 2.4.1, topology optimization with density methods requires a
smart interpolation strategy, driving the optimization process to binary {0; 1} designs.
A suitable interpolation function should be identified for each design-dependent
term in the governing equation (3.26). For the numerical studies presented in this
chapter, we adopt the classical SIMP approach (2.28). The conductivity, K(s), is
interpolated using a power-law exponent of 2. The capacitance, C(s), and the latent
heat switch, γ(s), are interpolated linearly, so that no unnecessary nonlinearity is
added to the problem. In preliminary numerical studies, we observed that penalizing
the conductivity was sufficient to achieve a fair convergence to binary designs.
The regularization of the problem is here achieved through the linear filter
presented in Eq. (2.37). To cure the fuzziness introduced by the filter operator we
adopt the "tanh" projection operator (Eq. (2.40)). We set the projection threshold,
η , to 0.5 and the projection steepness parameter, β , to 1. Note that this choice of
parameters results in a mild projection that does not provide any feature size control.
3.4.5 Sensitivity analysis
The adjoint method presented in Section 2.3.2 is used to compute the optimization
criteria gradients necessary to drive our gradient-based optimizer. For the sensitivity
analysis of transient problems, Eq. (2.26) can be generalized as follows. Let us a
consider a total residual vector, Rtot , where the contributions of all the time steps
taken from the time-solver are stacked sequentially:
Rtot = [R(0)
T
, R(1)
T
, ..., R(Nt)
T
]T , (3.73)
where Nt is the total number of time steps. Proceeding in a similar manner for the
generic state variable field u:
utot = [u(0)
T
, u(1)
T
, ..., u(Nt)
T
]T . (3.74)
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Considering utot instead of u and Rtot instead of R and repeating the procedure
described in Section 2.3.2 leads to the following adjoint system:(
∂Rtot
∂utot
)T
λ tot =
∂q j
∂utot
, (3.75)
where λ tot is the stacked vector of adjoint variables:
λ tot = [λ (0)
T
, λ (1)
T
, ..., λ (Nt)
T
]T . (3.76)
The partial derivative of the total residuals with respect to the vector of state variables
is a matrix (Nt ×Nu)×(Nt ×Nu), where Nu is the number of total degrees of freedom.
The sparsity pattern depends on the temporal discretization scheme adopted. For the
two point scheme described in Section 3.3.4, it is a lower bidiagonal block matrix
defined as:
∂R(n)tot
∂u(i)tot
=

J(n−1)dyn for i = n−1
J(n) for i = n
0 otherwise
. (3.77)
Due to (3.54), the differentiation with respect to the initial condition leads to:
∂R(0)tot
∂u(i)tot
=
I for i = 00 otherwise . (3.78)
Rewriting (3.75) in matrix form and using (3.77) and (3.78) results in:
I J(0)
T
dyn
J(1)
T
J(1)
T
dyn
J(2)
T . . .
. . . J(Nt−1)
T
dyn
J(Nt)
T


λ 0
λ 1
...
...
λ Nt

=

(∂q j)/(∂u(0))
(∂q j)/(∂u(1))
...
...
(∂q j)/(∂u(Nt))

. (3.79)
Since there is a single matrix block at the end of the diagonal, the final adjoint field
λ Nt can be computed promptly as:
λ Nt = J(Nt)
−T ∂q j
∂u(Nt)
. (3.80)
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Equation (3.79) can be then solved by backward substitution. This corresponds
to the following backward time integration:(
J(n)
)T
λ (n) =
∂q j
∂u(n)
−J(n)Tdyn λ (n+1) (3.81)
for n = Nt − 1, ...,0. Finally, the discrete sensitivity field is calculated using the
time-dependent version of Eq. (2.27):
dq j
ds
=
∂q j
∂ s
−λ Ttot
∂Rtot
∂ s
. (3.82)
The assembly of Eqs. (3.82) and (3.81) requires the forward solution of the state
equations. For this reason, in this thesis the forward solutions are dumped on disk
for every time-step of the analysis. The backward time integration proceeds using
the same time-steps adopted during the forward analysis.
3.4.6 Verification of accuracy of sensitivity analysis
The accuracy of the sensitivity analysis framework described in the previous section
is checked against the sensitivities with respect to the TM objective obtained through
central finite differences:(
dz
dsi
)
f d
=
z(si+ εsi)− z(si− εsi))
2εsi
, (3.83)
where εsi is the perturbation size. The deviation is quantified on 30 design variables
through the L2 norm of the relative error. Figure 3.11 shows the results obtained for
different perturbation sizes on the initial design, corresponding to a homogeneous
design variable field s = Φ, and on the optimized nominal design presented in
Section 3.5.1. The minimum error is achieved for a perturbation size of εsi = 10−3
for both the initial and final design. Reducing the perturbation size from εsi =
10−1 to εsi = 10−4, yields a decrease of the error. As expected for central finite
differences [196], the rate of convergence is quadratic (∼ O(ε2si)) with respect to
the perturbation. For εsi < 10−4, the error increases again as cancellation dominates
[196]. Overall, we observe an acceptable agreement between the analytical and finite
difference sensitivities. This suggests the correctness of our analytical derivations
and implementation.
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Fig. 3.11. Finite difference check of adjoint sensitivities on the initial and final
optimized designs
3.5 Numerical results and design trends
In this section, we describe the numerical studies and discuss the results obtained.
For all the results presenter hereafter, the thermo-physical properties and analysis
parameters are the same introduced for the verification study presented in the previous
section (see Tables 3.1 and 3.2). The design domain corresponds to the one depicted
in Figure 3.6, which is discretized using the mesh adopted for the verification study
in Section 3.3.6 and shown in Figure 3.9(a). For the 3D design optimization studies
presented, the design domain corresponds to a linear out-of-plane extrusion of the 2D
geometry, with adiabatic boundary conditions at the bottom and at the top. The height
Z of the quarter hollow cylinder is set to 3. The mesh has characteristic dimensions
∆θ = 1.38◦, ∆r = 90 and ∆z = 0.025, yielding a total of 507000 hexahedral trilinear
elements. A representation is shown in Figure 3.9(b). In all the numerical examples,
the maximum volume fraction of HCM, Φ, is set to 10 %.
3.5.1 Nominal longitudinal design
Here, we illustrate how our topology optimization framework generates optimized
fin designs for a reference case with a target energy fraction, Ψ, of 5 %. This will be
referred to as nominal diffusion design.
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Fig. 3.12. Objective history along the optimization in nominal conditions. Snapshots
of the design are shown at selected optimization iterations
The objective history obtained using the TM formulation along with snapshots
of the design at selected iterations is depicted in Figure 3.12. All the designs
presented in this chapter correspond to contour plots of the projected design variable
field, where only regions with s¯≥ 0.1 are shown. Also note that the same colorbar
shown in Figure 3.12 is used for all the results. The initial design corresponds to a
homogeneous material distribution s = 0.1 on the design domain ΩD. During the
first iterations, HCM concentrates in a region close to the internal tube, yielding a
large reduction of the objective. Then, the convergence rate slows down until some
conductive branches break the problem symmetry (iteration 30), which is when we
observe the second quick objective drop. The final optimized design is obtained after
100 iterations. It shows a quasi-periodic pattern along the radial coordinate every
∆θ = 45◦. Second-order branched structures alternate to unbranched fins. The fin
tips are roughly equally spaced along the angular coordinate every 15◦. Note that the
convergence to binary designs could be improved by further raising the penalization
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Fig. 3.13. Optimized designs obtained by sweeping the energy constraint
exponent in the conductivity interpolation using a continuation scheme. However,
this degree of convergence was considered satisfactory for diffusive structures. A
more aggressive penalization approach will be considered in Chapter 5, where the
convergence to binary designs is of crucial importance for the correct prediction of
the flow dynamics.
3.5.2 The trade-off between time and discharged energy
In this section, we explore the inherent trade-off between the discharge time, t∗f , and
the target energy fraction, Ψ. We solve the optimization problem using both the TM
and the EM approach.
First, we solve the TM problem (3.67) setting the target energy fraction, Ψ, to 2.5
%, 5 %, 10 %, 25 %, 50 % and 80 %. The optimized designs obtained are depicted
in Figure 3.13. Recall that the optimized design obtained for Ψ= 5 % corresponds
to the nominal case that was presented in the previous section. As the target energy
fraction, Ψ, increases, the characteristic length of the fins decreases to occupy a
smaller region close to the internal tube leaving a hot external shell. Post-processing
the designs optimized for Ψ= {80 ;50 ;25} % reveals that the maximum length of
the fins scales as lmax ∼
√
1−Ψ. This trend is not visible at smaller energy fractions.
Once the fins achieve the length corresponding to the radius of the external envelope,
the rate of the energy extraction is increased by moving HCM from the region close
to the internal pipe to the region close to the external shell. In the optimized designs
for Ψ = 10 % and Ψ = 2.5%, the internal tube is connected to fewer and thicker
branches, which ramify at a wider angle.
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Fig. 3.14. (a): Convergence to Pareto front with the TM and with the EM procedure;
(b): converged Pareto front
Then, the optimized final time obtained is set as a constraint for 6 optimization
runs using the EM formulation (3.66). The initial and final performance curves in
the objective space are shown in Fig. 3.14(a). The TM performance curve moves
along the time axis (i.e. from right to left) during the optimization convergence.
The EM performance curve moves along the energy axis (i.e. from top to bottom).
The two approaches converge to the same Pareto front, that is presented in Figure
3.14(b). A closer inspection reveals that the maximum relative deviation between
the two procedures is 2.75 %. This suggests that they can be used interchangeably to
answer two alternative design questions. However, in early studies we observed that
the EM formulation gives a poorer performance when setting a high final time. We
conjecture that this behavior can arise as a result of badly scaled sensitivities due to a
too flat energy history but we did not investigated this further. Also, we noticed that
it might be challenging to set a reasonable final time as a constraint if the fin layout is
unknown. The dynamics of the unit is largely influenced by the interpolation choice
and changes dramatically during the optimization convergence.
To exclude the possibility of convergence to poor local minima, we now cross-
check the performance of the TM designs with different residual energy targets
Ψ. Each design optimized for a certain Ψ is expected to perform better than the
other designs in that particular Ψ condition. For each optimized design, Figure
88
3.5 Numerical results and design trends
Fig. 3.15. Performance cross-check on the optimized designs. (a): EntireΨ spectrum;
(b): zoom over the low Ψ spectrum
3.15(a) plots the discharge time increase as compared to the optimized design for that
particular Ψ. It can be seen that the optimized designs perform as expected. We note
that either a badly designed or a badly utilized TES system can result in substantial
performance reductions, highlighting the importance of an accurate prediction of
the discharge dynamics during the design optimization process. For instance, if
the design optimized for Ψ = 80 % is used to discharge the tank up to Ψ = 10 %,
nearly a 600 % time increase is obtained as compared to what required by the design
optimized for that situation. Taking a closer look at the low energy region (depicted
in Fig. 3.15.(b)), which is the most meaningful for TES applications, we observe a
much more robust performance, i.e. the designs look slightly sensitive to changes in
Ψ. Our nominal design can be used for discharges down to Ψ= 10 % and Ψ= 2.5 %
with less than 1 % performance reductions as compared to the structures optimized
for those cases.
The results presented in this section demonstrate that topology optimization
allows the tracking of precise design trends along a Pareto front final time - final
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energy. The two design problem formulations give similar results but we reported
superior performance of the TM procedure in some specific cases. We also observed
that the proposed nominal design behaves robustly in the range of desired final
energy values of interest for the development of practical LHTES systems.
3.5.3 Towards a constant power output
This numerical example aims at showing how topology optimization can address
more complicated and interesting objectives for the design of LHTES units. Sensible
storage systems where the same material is used as Heat Storage Medium (HSM)
and HTF, e.g. domestic hot water storages, can deliver a high and constant thermal
power. This last feature is desirable in many applications in which the unit is directly
linked with downstream components such as refrigeration machines. In the LHTES
systems considered in this chapter, heat travels by diffusion from the internal pipe to
the PCM. As a result, the average temperature difference reduces exponentially in
time, yielding a similar trend for the thermal power output. To manipulate the energy
history and increase the steadiness of discharge, we adopt the optimization problem
formulation (3.70).
To investigate how the ideal discharge time affects both the optimized designs
and performance, we run four optimization cases with t∗fid = {1; 1.4; 1.8; 2.2}. The
performance of the optimized designs is shown in Figure 3.16. In the range of values
considered, we observe a trade-off between discharge time and steadiness. The
objective drops from the initial value of 6.1 when t∗fid = 1.0 to the final value of 2.6
when when t∗fid = 2.2. On the right y-axis of Fig. 3.16, we plot an alternative metric
to quantify steadiness: the dimensionless heat transfer drop. It is calculated as the
difference between the initial and the final heat transfer rate as follows:
∆q =
∫
Γd
−ki j ∂T
∗
∂x j
∣∣∣∣
t∗=0
ni dx′−
∫
Γd
−ki j ∂T
∗
∂x j
∣∣∣∣
t∗=t∗f
ni dx′. (3.84)
We observe that this second steadiness measure shows a trend comparable to the one
of the objective.
The optimized distribution of HCM for the four cases considered is shown in
Figure 3.17. The "quick" design (i.e. t∗fid = 1.0) looks very similar to the optimized
designs of the previous section for the low Ψ region. As the discharge time increases,
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Fig. 3.16. Trade-off between discharge time and steadiness of discharge
Fig. 3.17. Optimized designs obtained with the Steadiness Maximization approach
for different values of the ideal discharge time
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Fig. 3.18. Zoomed-in view of the region close to the internal tube.
more HCM is moved towards the external envelope through wide angle ramifications
and secondary branches. In the "slow" designs (i.e. with t∗fid = 1.8 and t
∗
fid = 2.2),
the fin base is not in contact with the internal tube and leaves a small PCM gap. For
better visualization of the fin base disconnect, Figure 3.18 shows a zoomed-in view
into the region close to the internal tube. This feature is effective in limiting the initial
heat transfer rate but complicates the fabrication of the fin. Manufacturability is not
considered in our optimization problem formulation and the practical realization of
the device is beyond the scope of this chapter. However, the design trends obtained
through this numerical study can still be useful to identify possible manufacturing
strategies for steady power structures. For instance, a high porous metal matrix
could be installed in the PCM gap to provide mechanical support to the fins. The
discharge histories of the four optimized designs is shown in Figure 3.19. To enhance
the readability, we plot on the x-axis the discharge time normalized with respect to
the ideal discharge time t∗fid . As the final time constraint is relaxed, the real energy
history gets closer to the ideal one. A large performance improvement is achievable
if the discharge time is increased from 1.0 to 1.4. Even the optimized design for
t∗fid = 2.2 does not perfectly match the desired discharge history.
To show that the fin disconnect increases the performance, we manually altered
the design optimized for t∗fid = 2.2 (referred to as disconnected design) and filled
the PCM gap with HCM to obtain the connected design shown in Figure 3.20(a),
hereafter referred to as connected design 1. The energy histories for the two designs
considered along with the ideal one are represented in Figure 3.20(b). The connected
design 1 yields a reduction of the total time needed for discharge. However, the
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Fig. 3.19. Normalized energy history during the discharge for the 4 optimized
designs
  
Fig. 3.20. (a): Connected version of the disconnected optimized design obtained for
t∗fid = 2.2; (b): comparison of the energy history during the discharge
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Table 3.3. Comparison of the connected and disconnected designs
Design
Performance Connected 1 Connected 2 Disconnected
Volume variation [%] + 1.710 - 0.001 0.000
Discharge time [-] 1.77 1.81 2.20
Objective [-] 14.63 14.21 2.68
disconnected design approximates better the ideal discharge curve. The area enclosed
between the ideal discharge curve and the one of the disconnected design, i.e. A1, is
smaller than the area enclosed between the ideal discharge curve and the one of the
connected design 1, i.e. A1+A2. This demonstrates that a superior objective value
is obtained with the disconnected design. Our manipulation of the design field to
close the PCM gap resulted in a geometry for which the maximum volume fraction
of HCM, Φ, is exceeded by 1.710 %. One may wonder whether this affects the
outcome of the previous analysis. For this reason, we iteratively raised the projection
threshold, η , in (2.40) to produce a third layout for which the amount of HCM
differs from the maximum allowed by only - 0.001 %. This geometry is referred to
as connected design 2. The objective value and the discharge time registered for the
three cases are reported in Table 3.3. The results show that the connected designs
result in similar performance and the amount of HCM slightly affects the achievable
steadiness when all the fins are attached to the inner tube.
This example demonstrated that it is possible to manipulate the discharge history
of the LHTES unit to obtain a steadier power output. The steadiness measure is
improved through the use of a small PCM gap in contact with the HTF pipe that
complicates manufacturing.
3.5.4 The effect of melting temperature and conductivity ratio
This section studies the effect of the PCM thermo-physical properties on both the
optimized design and performance. To build physical intuition, we first consider a
parametric analysis on the 1D problem presented in Figure 3.21. A bar composed
of a matrix material, B, and an insert material, A, is initially at temperature T ∗I = 1,
when suddenly comes in contact with a cold thermostat on the left boundary, Γd ,
at a temperature of T ∗d = 0. The right boundary, Γn, is insulated. We monitor how
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Fig. 3.21. Different setups used to investigate the effect of the melting temperature
on the discharge dynamics
Table 3.4. Parameters values used for the 4 cases considered in the 1D example
Parameter
Case KA CA L ∗A T
∗
mA KB CB L
∗
B T
∗
mB
1 sweeped 1 0 - 1 1 0 -
2 1 sweeped 0 - 1 1 0 -
3 1 0.66 0.66 sweeped 1 1 0 -
4 1 1 60 sweeped 1 31 0 -
different topology choices, i.e. the placement of the insert in contact with either the
left or right boundary, and different material choices affect the discharge time. As
for the nominal design, we consider Ψ = 5 %. The spatial discretization adopted
consists of 500 linear Galerkin elements; the time integration is performed with a 1st
order BDF scheme with ∆t∗ = 0.001.
The material combinations investigated are summarized in Table 3.4. Cases 1
and 2 consider A and B as two sensible materials, with no nonlinearity. The former
is intended to analyze the effect of the insert conductivity while the latter aims at
investigating the effect of its specific heat. Cases 3 and 4 consider A as PCM and
study the dynamics of nonlinear inserts embedded in a linear matrix for different
melting temperatures. Case 3 analyzes a PCM with a small nonlinearity while Case
4 considers a PCM with a large nonlinearity. To allow for meaningful comparisons,
materials A and B are taken with the same integral capacitance in the temperature
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range 0≤ T ∗ ≤ 1 such that :
∫ 1
0
(
C+
∂ f ∗
∂T ∗
L ∗
)
A
dT ∗ =CB. (3.85)
The results of this parametric analysis are summarized in Figure 3.22. The ratios
reported on the x-axis correspond to the properties of material A divided by the
properties of material B. From the examination of Case 1 and Case 2, it can be
concluded that:
• The conductivity of the insert plays a relevant role on the discharge dynamics
only when it is in contact with the Dirichlet boundary, i.e. in the region
characterized by high heat transfer.
• The specific heat of the insert influences remarkably the time required for the
discharge only when in contact with the Neumann boundary, i.e. in the region
characterized by low heat transfer.
• It is better to place high conductivity/high specific heat inserts close to the
Dirichlet boundary and low conductivity/low specific heat inserts close to the
Neumann boundary.
For Cases 3 and, 4 we observe the following:
• The melting temperature has some effects on the discharge time only if the
insert is placed on the right boundary, i.e. the low heat transfer region.
• The melting temperature influences the optimal topology of the bar. Low
melting temperature inserts are best placed close to the Neumann boundary
while high melting temperature inserts should be positioned close to the
Dirichlet boundary. For high melting temperatures, the insert quickly gets rid
of the latent heat during the high heat flux period (i.e. at the beginning of the
process) and for the remaining part of the process behaves as a low capacitance
material, that is best placed close to the Neumann boundary. On the other
hand, for low melting temperature inserts, the latent heat is withdrawn at the
end of the process in a period characterized by low heat transfer regimes. In
this latter case, it is better to choose the left boundary configuration, which
makes the discharge time nearly insensitive to the insert capacitance.
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Fig. 3.22. Results of the 1D parametric analysis
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Fig. 3.23. Effect of the melting temperature on the final design. The full linear
material is shown in black, the nonlinear material in white while intermediated
phases are in gray
• The magnitude of this effect increases with the nonlinearity of the insert: a
closer look at the y scale shows that the effect is negligible for Case 3 and
becomes dominant for Case 4.
Now we use topology optimization to find the optimal topology of material A and
B with the problem set-up considered in previous examples (Fig. 3.6). We choose
the materials considered for Case 4. Note that only for this example, the volume
fraction Φ is set to 0.5. Figure 3.23 shows the final designs obtained for 3 different
melting temperatures, i.e. 0.1, 0.5 and 0.9. The linear material is shown in black, the
nonlinear material in white while intermediate phases are in gray. For low melting
temperatures, the nonlinear material is aggregated towards the internal tube; for high
melting temperatures, it is confined on the external shell. The optimization with
T ∗m = 0.1 and T ∗m = 0.9 converges well to {0; 1} designs. On the other hand, the one
with T ∗m = 0.5 has still a considerable amount of gray material. The results obtained
with the 1D problem showed that at intermediate melting temperatures, T ∗m ∼ 0.5,
the latent heat slightly influences the optimal placement of the insert. Despite this
different degree of convergence, the layout obtained with T ∗m = 0.5 confirms the
findings of the 1D example: the optimized topology should be similar to the one
obtained with T ∗m = 0.9, i.e. internal linear material/external nonlinear material.
To exclude the eventuality of convergence to unsatisfactory local minima, we
perform a cross-check optimization run in which the optimized design for T ∗m = 0.1 is
used as a starting solution to the problem with T ∗m = 0.9. The objective history along
with snapshots of the designs at selected iterations is shown in Figure 3.24. Here,
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Fig. 3.24. Objective history along the optimization when the optimized design for
T ∗m = 0.1 is used as initial guess in the optimization problem with T ∗m = 0.9
the layouts are not clipped at s¯ = 0.1 to facilitate the visualization of the evolution.
We notice that it takes roughly 20 iterations to reverse the optimized design to a
nearly homogeneous distribution. From this point onward, the topology evolves
similarly to what we observed for the design at T ∗m = 0.9, where nonlinear material
is progressively concentrated towards the external insulated boundary.
In this section, we demonstrated that the melting temperature can be responsible
of topological changes for specific material choices. However, we noticed negligible
effects for material properties in the range of interest for practical TES applications.
This study also suggests that a topology optimization framework can be useful for
the design of multi-PCM systems.
3.5.5 3D designs
In this section, we consider the design optimization of three-dimensional structures
using the TM formulation.
The objective history and the design evolution along the optimization process
for the 3D design with Ψ = 5 % is shown in Figure 3.25. The layouts shown
corresponds to iso-surfaces of the design variable field at s = 0.1. The design is
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Fig. 3.25. Objective history and design evolution along the optimization process
for the 3D design example with Ψ = 5 %. (a): Initial guess; (b): iteration 20; (c):
iteration 40; (d): iteration 60; (e): iteration 100. The layouts shown corresponds to
iso-surfaces of the design variable field at s = 0.1
100
3.5 Numerical results and design trends
Fig. 3.26. Longitudinal 2D design obtained by extrusion (a) vs full 3D design (b)
initialized with a homogeneous design variable field as for all the 2D numerical
examples. During the first 20 iterations, HCM concentrates along the top, bottom
and symmetric boundaries and in a longitudinal region in contact with the HTF
pipe. From Iteration 20 to Iteration 60, these regions gradually evolve into well
defined HCM formations, yielding a large objective reduction. Then, these HCM
features grow to extend further towards the external envelope as visible in the design
at Iteration 100, resulting in only minor performance improvements.
The final 3D solution obtained after 160 design iterations is shown in Figure
3.26(b), which visualizes the main qualitative differences with the extruded 2D
nominal layout (Figure 3.26(a)). The optimized geometry in 3D is an interesting
mixture of some of the different fin concepts discussed in Section 3.1 such as
longitudinal fins, circular fins, and pin fins. Similar to circular fins, our 3D geometry
alternates cross-sections with large and small volume fractions of HCM, leaving
some PCM gaps along the z axis. Furthermore, most cross sections with high HCM
volume fraction show patterns similar to the 2D (longitudinal) design. Finally, the fin
tips closely resemble the disordered geometries of pin fins, elongating freely in the
three directions. These features yield a similar diffusion distance in all the directions,
suggesting that the optimized structure also exploits the third dimension for heat
transfer. To quantify the amount of heat transferred along the axial dimension, we
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Fig. 3.27. Visualization of the optimized 3D design. (a): Top view; (b): front view
adopted the following measure:
q˜z =
||∇¯zT ∗||2
||∇¯x,yT ∗||2
, (3.86)
where ∇¯ denotes the time-averaged gradient. Note that for every extruded 2D design
we have q˜z = 0 %. For the nominal 3D design, we obtain q˜z = 153 % meaning that a
large portion of heat is transferred along the axial direction. The front and top views
visible in Figure 3.27 display some additional details. As visible from the front view,
the distribution of HCM concentrates more at the center than at the top and bottom
boundaries. This agrees with the intuition that less HCM should be placed on the
boundaries since less energy has to be extracted. Despite these boundary features,
the design looks quasi-periodic along the z-axis. This suggests that structures with
improved performance can be expected to be obtained through optimization studies
that consider a shorter portion of the shell with a higher design resolution.
We revisit the energy versus time trade-off in 3D with 3 different values of the
energy fraction, Ψ, i.e. 25 %, 10 % and 5 %. Figure 3.28(a) shows a comparison
between the Pareto fronts for the 3D and the 2D cases. Exploiting the third dimension
allows the Pareto front to be shifted towards smaller times. Figure 3.28(b) presents
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Fig. 3.28. Performance improvement obtained by considering a full 3D optimization.
(a): Shift of the Pareto front; (b): summary of absolute and percentage improvements
the absolute and relative improvements achieved. We report an average discharge
time reduction between 18.0 % and 22.6 % with respect to the corresponding 2D
cases. In the range of values considered, the advantages of accounting for the third
dimension in design studies increase for smaller desired energy fractions, Ψ.
This section highlighted the need for full 3D optimization strategies when de-
signing TES systems with phase change. The optimized 3D designs not only show
some unexpected features but also outperform the 2D alternatives by roughly 20
% due to the increased design freedom. We expect similar design trends in other
volume-to-line/volume-to-area maximum access problems such as those investigated
in [477].
3.6 Conclusions
In this chapter, we demonstrated the use of topology optimization for heat transfer
enhancement in LHTES units. A graphical summary of the main application-oriented
advances is presented in Figure 3.29. The design studies in two dimensions using
the TM and the EM formulations converged on a smooth Pareto front residual
energy/process time. The trade-off among these design criteria manifests with highly
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Fig. 3.29. Graphical summary of the main application-oriented advances of the
chapter. (a): Design trend final energy/process time; (b): design features promoting
the power output steadiness; (c): 2D vs 3D geometries
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different layouts and performance (Figure 3.29(a)). By including a measure of power
output steadiness in the objective, we obtained fin layouts that are disconnected
from the HTF pipe (Figure 3.29(b)). A PCM gap smooths the initial heat transfer
peak but complicates the manufacturing process. Our investigations on the effect
of PCM properties on the optimized layouts revealed that the melting temperature
can be responsible of topological changes. However, those are expected to be
of practical interests only for design of multi-PCM systems. Finally, moving to
a 3D design domain yielded unintuitive features that were not not apparent in
reduced dimensionality (Figure 3.29(c)). The optimized layouts freely span the three
dimensions such that strong heat transfer is recorded along the direction parallel to
the HTF pipe. The increased design freedom led to an average 20 % reduction in the
discharge time.
The results presented were obtained using the assumption of negligible convective
transport. This assumption is relaxed in Chapter 5 and Chapter 6, in which natural
convection is considered in the analysis.
105
Chapter 4
Design of multi-scale conducting
structures
Engineered multi-scale structures offer exceptional design freedom. The material
properties at the microscopic level can be finely controlled such that the the per-
formance of devices is maximized for specific applications. Filling engineered
multi-scale metal structures with PCMs leads to composites with spatially-varying
conductivity and capacitance that could be used for thermal storage, temperature
control and thermal management applications. Recent advances in Additive Manufac-
turing (AM) boosted a large research interest in multi-scale structures across various
fields of engineering. However, important technological flaws of AM still hamper the
practical applications. In this chapter, we propose a topology optimization framework
to design assemblies of periodic cellular materials that can be fabricated by conven-
tional manufacturing technologies. We demonstrate a multi-scale and multi-material
framework in which the structure, the layout of the material subdomains and their
micro-structures are optimized concurrently. To limit the geometrical complexity
at the macroscopic scale and comply with manufacturing requirements, our design
model uses level-sets parametrized by geometric primitives.
The outline of the chapter is as following. In Section 4.1, we review the state-
of-the-art multi-scale heat transfer structures with a focus on the manufacturing
technologies and applications to LHTES units. Section 4.2 presents both the theory
and numerical model of our homogenization framework. The multi-scale and multi-
material design methods are described in Section 4.3 and 4.4, respectively, while
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the design models that use geometric primitives are discussed in 4.5. Section 4.6
presents and discusses the numerical results obtained for both a steady-state heat
sink and an LHTES unit. Finally, Section 4.7 summarizes the main findings and
identifies opportunities for future research.
Some of the contents of this chapter were presented at the 12th World Congress
of Structural and Multidisciplinary Optimisation [C1] and are included in a paper
draft in preparation for submission to Computer Methods in Applied Mechanics and
Engineering ([J6]).
4.1 Review of multi-scale heat transfer structures
Cellular solids can be classified according to the topology of the unit cell composing
their reticular structure. Stochastic foams cannot be characterized by a single cell
and the topology cannot be controlled [443]. Due to the absent design possibilities,
we refer to these geometries as non-engineered structures. Periodic structures are
characterized by a unit cell that is repeated in either two directions (prismatic
structures or Linear Cellular Alloys (LCA) [204]) or three directions (truss or lattice
materials) [443]. Although manufacturing constraints are present, in this latter case
the topology of the unit cell can be controlled to a certain extent. Recent advances
in manufacturing have led to a new class of cellular solids where the topology
of the reticular structure can be fully controlled with no need of periodicity. The
topology of the cell can be tailored to location-specific requirements. These are
generally referred to as architected cellular materials with ordered and location-
specific structure [371]. Since the last two categories allow a precise design, we
refer to both as engineered structures. Engineered and non-engineered multi-scale
structures can be further divided into open-cell and closed-cell. Open-cell structures
are composed of interconnected void regions, allowing a non-obstructed fluid flow
[199]. Closed-cells structures are composed of separated enclosures.
The technologies available for impregnating PCM within open-cell structures
are mature. The direct infiltration is a viable route but potentially yields a large
amount of air bubbles trapped within the composites. According to the recent review
of Zhang et al. [494], the most effective manufacturing method is the vacuum
impregnation. The fabrication of PCM-metal composites using cellular structures
with closed cells is also well-known. For instance, a possible approach is described
107
Design of multi-scale conducting structures
in [472], where the metal structure is slowly pressed into a mold occupied by the
liquid PCM. A process similar to vacuum impregnation with no active mechanical
agents was described in [264]. In the following sections, we will briefly review
the manufacturing technologies and LHTES applications of multi-scale structures.
Since the references mentioned above indicated that the fabrication methods of PCM-
metal composites are well-established, we will focus only on the manufacturing
technologies for empty cellular solids.
4.1.1 Non-engineered structures
Stochastic metal structures can be fabricated in a number of different ways. Banhart
[40] divided the available processes in four categories depending on the state of
matter of the metal during the fabrication. When using liquid metals, the most popular
manufacturing processes include foaming by direct gas injection or insertion of a
blowing agent, solid-gas eutectic solidification and investment casting [40]. Sintering
is no doubt the most popular manufacturing process when using metals in the solid
state. A large control over the pore size and distribution [301] can be achieved as
compared to liquid-based metal processes and open-cell structures are generally
obtained [403]. Finally, stochastic foams can be obtained by electro-deposition and
vapor deposition when the metal is in ionic and gaseous state [40]. Also in this latter
case, the manufacturing generally leads to open-cell structures [199]. Besides metals,
another popular stochastic structure for heat transfer applications is Compressed
Expanded Graphite (CEG). Natural graphite is first expanded by chemical and
thermal treatment such that a 99.8 % porosity material is obtained [296]. Expanded
graphite can then be mechanically compressed as desired to obtain high conducting
matrices that are then impregnated with PCM. The large stochastic complexity of
graphite matrix micro-structures in general leads to only moderate impregnation
ratios (∼ 80 % [296]).
Heat transfer enhancement in LHTES units using stochastic structures was an
active research field in the past decades. Cabeza et al. [72] compared the performance
of a commercial PCM-CEG composite to the one of stainless steel and copper
pieces dispersions. Their experiments revealed the superiority of the CEG-PCM
structure due to the presence of uninterrupted heat transfer paths. Mills et al. [300]
also focused on CEG-PCM composites and reported an increase in the thermal
conductivity from 20 to 130 times as compared to the pure PCM. Their results
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presented evidence that the typical uni-axial compression leads to large thermal
conductivity anisotropies. The anisotropy issue is not observed in metal foams
due to the different fabrication processes involved. This may be considered an
advantage with respect to CEG. Fleming et al. [140] investigated the use of a
commercial aluminum foam for both melting and solidification of water. Their
experimental results showed that the enhancement ranged from 100 % to 20 %
for melting and solidification, respectively. This difference has to be attributed
to the high thermal conductivity of the ice as compared to the liquid water. Tian
and Cui [103] considered copper foams as a possible enhancement strategy. Their
experiments revealed that the average heat transfer rate can be increased by 36 %
during charge when compared to a case with pure PCM. The study of Zhou et al.
[498] suggested that the utilization of metal foams may yield additional advantages.
The authors observed a large reduction of the super-cooling effect in hydrate salts
when embedded in metal stochastic structures. As early studies proved large benefits
of multi-scale structures for LHTES units, researchers are now investigating the effect
of some grade parameters such as the pore density (given in Pores Per Inch (PPI))
and porosity. The experiments performed by Atal et al. [36] had the aim of assessing
the effect of the porosity of aluminum foams on the performance of an LHTES
unit. They concluded that a lower porosity leads to a faster discharge and charge.
This trend is particularly noticeable at small heat transfer rates. Zhu and co-authors
[504] investigated the effect of the pore density of an aluminum foam for melting
of PCM in a cavity. They found that a higher pore density leads to faster discharge
dynamics due to the larger heat transfer area. The numerical results of Gao et al.
[153] suggested that this trend can be questioned as natural convection is suppressed
at high pore densities. The authors proposed an optimized structure with a porosity
of 94 % and a pore density of 45 PPI. Recently, the trade-off between conductive
and convective transport suggested an interesting novel design concept. Metallic
structures can be placed only in areas interested by strong diffusion heat transfer in
such a way to leave undisturbed flow in areas interested by strong convective heat
transfer. This reduces the costs by limiting the amount of HCM used. Xu et al. [475]
investigated this simple idea on a shell-and-tube LHTES unit. The authors proposed
a system in which the metal foam fills partially the shell and optimized the filling
height. In a subsequent study [474], more advanced configurations of the porous
insert were investigated. A similar research [505] was conducted in the context
of thermal management of electronics. The authors found through experiments
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that a partial fill may yield substantial costs savings at the expense of negligible
performance drops.
4.1.2 Engineered structures
A growing interest in engineered cellular structures is arising in recent years [199].
According to Tian et al. [420], periodic materials are superior to stochastic structures
for heat transfer applications and there is a large room for design-related advances.
Wadley [442] reviewed a wide range of fabrication processes for the mass production
of periodic cellular metals. The conventional hexagonal honeycomb structures can
be obtained by strip bonding of metal sheets and expansion [442]. The triangular
and square honeycombs are easily fabricated by assembling slotted metal strips
[442]. A wide variety of other topologies can be obtained by stacking corrugated
metal sheets or by extrusion [442]. In this regard, a revolutionary manufacturing
process was proposed in [91]. It consists of two steps. First, a metal oxide paste is
extruded through a die. Then, the extruded medium is dried and reduced in hydrogen
atmosphere so that the pure metal is recovered. A high flexibility in the distribution
of the shapes and sizes of the unit cells is obtained. In the context of cellular metals
with 3D periodicity, lattice micro-structures can be fabricated through investment
casting, folding of perforated metal sheets, weaving and braiding of metal wires
[442]. As noted by Williams et al. [462], these fabrication strategies have limited
geometrical freedom for shaping the macro-structure. Although in some specific
cases it is possible to customize its shape to a certain extent (e.g. by smartly cutting
metal panels and sheets in honeycomb and corrugated structures), in general this
can be done only by conventional subtractive manufacturing. Furthermore, all the
manufacturing processes mentioned so far yield a unique micro-structure within the
material. Periodicity is a fabrication requirement. Recent advances in manufacturing
led to a relaxation of this periodicity constraint. Thanks to a layer-by-layer building
process, AM allows a matchless geometric freedom: the topology of the cell can
be varied at the macro-scale according to location-specific requirements. However,
the adoption of metal-based AM is still hampered by its high costs, slow build
rates, residual thermal stresses and poor finishing of parts [462]. For these reasons,
Williams et al. [462] proposed to use metal oxide as a printed agent and then sinter
it in a reducing atmosphere to obtain a pure metal. This approach has similarities
with the extrusion process described in [91]. Mun et al. [305] used AM to fabricate
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a sacrificial pattern that was then used for molding and casting. This method allows
the clustering of patterns for mass production at the cost of unavoidable periodicity
of the 3D-printed parts. A similar method to combine AM and investment casting
was recently presented in [398]. In this case, the molds are directly printed without
the need for a sacrificial pattern.
One of the first studies considering engineered periodic structures for heat transfer
enhancement in LHTES units is the work of Hoogendoorn and Bart [208]. Moti-
vated by the high cost of finned tubes, the authors tested conventional honeycomb
layouts and aluminum thin strips. Their results revealed remarkable performance
improvements as compared to pure PCM. A few years later, Bugaje [71] conducted
some experiments to assess the performance of a star matrix obtained from expanded
aluminum. The authors observed that the enhancement effect is comparable but
slightly lower than the one of fins, due to the thermal contact resistance. Following
the advancements claimed by these seminal works, Tong et al. [422] conducted a
numerical study to asses the effect of convection in LHTES units filled by metal
matrices. The authors obtained that convective effects modify the system dynamics
in a significant manner only during melting. No noticeable effect was observed for
solidification. An order of magnitude increase in thermal conductivity was later
reported by Nayak et al. [309] with an aluminum matrix submerged into Eicosane. In
both the previous studies, the authors made no assumptions on the cellular topology:
the conductivity and permeability were obtained by semi-empirical equations for
porous media, similar to those adopted for the modeling of stochastic structures. A
specific cellular layout was investigated by Mesalhy et al. [299], who considered
an orthogonal grid of circular fibers. The macroscopic conductivity was obtained
analytically considering the micro-scale geometry. Their parametric study suggested
that high porosities and high thermal conductivities are desirable features for large
diffusion and convective transport in LHTES. Li and Wu [265] investigated a simi-
lar structure but considered HCM connections with rectangular cross-section. The
authors introduced no scale separation and the conductivity was obtained by direct
numerical simulation. This approach allowed studying the influence of the pore
density on the performance. However, no analysis nor discussion on the effect
of the cellular topology was presented. This topic was covered earlier by Fiedler
et al. [139] and Tian et al. [420] in the context of heat transfer enhancement for
electronics cooling. The authors investigated various cellular layouts and found that
the geometry plays a significant role for performance.
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Fig. 4.1. Conceptual representation of the design model considered in this chapter.
(a): Optimized periodic material; (b): optimized "machinable" assembly of periodic
materials; (c): optimized "machinable" structure
4.1.3 Literature/technology gaps and design opportunities
From the literature and technology overview presented in the previous sections, we
highlight three important facts:
1. A matchless control over the mechanical properties of devices is possible
through architected materials with spatially-varying micro-structures [371].
However, the current mass-scale manufacturing technologies for multi-scale
metal structures yield periodic cellular materials [91, 442, 305].
2. The macroscopic shape of the periodic structures fabricated by mass-production
technologies can be customized only by conventional machining [462], de-
manding for design procedures with a tight control over their geometrical
complexity.
3. The placement and macroscopic shape of multi-scale structures is crucial for
some applications, e.g. LHTES units [475, 474, 505].
In this chapter, we propose a design framework that creates optimized heat transfer
structures building on the previous observations. A conceptual representation is
given in Figure 4.1 for the dissipator geometry considered in Chapter 2. Inspired
by fact 1, we consider an assembly of a limited number of materials with local
periodicity. Given fact 2, we parametrize each material subdomain such that "well-
behaved" "machinable" shapes are obtained. We optimize all the micro-structures
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of the periodic materials as well as their aggregation layout. As the conventional
manufacturing technologies were demonstrated for a large number of microscopic
layouts, we do not limit their geometrical complexity. Finally, considering facts 2
and 3, we optimize also the "external" layout of the assembly, i.e. the structure, using
again a "machinable" parametrization. To our knowledge, a unique paper [261] dealt
with multi-scale topology optimization with movable material subdomains. The
authors of this recent valuable contribution used a discrete density-based description
at the macro-scale, which does not address fact 2. Furthermore, their heuristic
density threshold demands the optimization of micro-structures with predefined
volume fractions, which are free to evolve in our framework.
4.2 Homogenization
Computing system responses in highly heterogeneous media is of interest in many
fields of science and engineering. A direct numerical treatment is complicated by
the fact that the size of the period of the micro-structure, Y , is generally order of
magnitudes smaller than the size of the medium filling the macroscopic domain, ΩD.
Denoting by ε the ratio between the size of the period and the size of the medium, one
could identify the following scaling behavior for the number of degrees-of-freedom
to be solved for [18]:
Ndo f ∼ 1εNdim . (4.1)
Considering a typical multi-scale heat transfer structure (e.g. the 45 PPI foam
proposed in [153]) filling a square cube with side length equal to 1 m, one obtains
a scale ratio of ε = 0.00085. According to (4.1), the direct numerical solution of
a multi-scale heat transfer problem in 3D involves a 1.6 × 109 increase in degrees
of freedom as compared to the analysis conducted in Chapter 3. To overcome
this difficulty, one can first consider a microscopic description of the problem
and then formulate equivalent material models for the analysis at the macroscopic
scale. There exist at least two approaches to achieve this goal. A typical route in
engineering is the so-called Representative Volume Element (RVE) method. The
analyst considers a microscopic problem on a period T of size ||Y || ≪ ||T || ≪ ||ΩD||.
Then, a constitutive behavior is reconstructed by averaging the responses to a well-
chosen set of loads. As noted by Allaire [18], the averaged property may depend
on the sample size, load values and boundary conditions. The second method is
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Fig. 4.2. Two-scale expansion in periodic medium
referred to as homogenization. Differently from the RVE approach, it has rigorous
mathematical justifications. The homogenized properties are obtained from an
asymptotic analysis on the characteristic inhomogeneity dimension, ε . This is the
method of choice for the analysis of the multi-scale heat transfer structures adopted
in this thesis. Figure 4.2 shows a representation of the scale separation for a periodic
medium in 2D. We assign a coordinate system x in R2 to the macro-scale problem
in ΩD. The domain is composed by a set of periodic square cells with side length
εY . Following standard conventions, we assign a local coordinate system y = x/ε in
R2 to each of the cells. The factor 1/ε can be regarded as a "zoom" operator that
enlarges the size of the periodic cell such that it is comparable to the size of the
medium at the macroscopic scale [202]. The periodicity assumption involves that
the spatial variation of a generic physical property, e.g. the conductivity k, can be
described as follows [202]:
k(x+nY Y+y) = k(y), (4.2)
where nY is a diagonal translation matrix whose non-zero components, nii, are
arbitrary integers.
In the following section, we will briefly present the fundamentals of the homoge-
nization method. For the sake of brevity, we will not provide mathematical proofs.
We refer the interested reader to the large body of literature on the topic, for instance
[364, 118, 90, 18].
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4.2.1 Two-scale asymptotic expansion
The two-scale representation inspires an intuitive reflection. Any physical response
will present slow variations in x and fast variations in y. The key (heuristic) as-
sumption of the homogenization method is to consider a response function of the
form:
T (x)∼ T0(x,y)+ εT1(x,y)+ ε2T2(x,y)+ . . .+ ε∞T∞(x,y), (4.3)
where each term Ti is a function of both scales x and y and Y-periodic in y. For the
following derivations, we can truncate the series at the second order. Eq. (4.3) is
referred to as two-scale asymptotic expansion or ansatz. Hassani and Hinton [202]
noted that this technique was already used in the theory of vibrations. Using the
chain rule, we obtain the following derivation rule:
dTi
dx
=
∂Ti
∂x
+
1
ε
∂Ti
∂y
. (4.4)
Now consider a steady-state diffusion problem such as the one described by Eq.
(2.44). Here, we do not make any assumption on the boundary conditions and on the
conductivity tensor which is in general anisotropic. We obtain:
− ∂
∂xi
(
ki j(y)
∂T
∂x j
)
= qv. (4.5)
Since the medium is assumed as periodic, the conductivity depends only upon the
microscopic variable, y (Equation (4.2)). Casting the expansion (4.3) into (4.5) and
differentiating using the rule (4.4) leads to the following cascade of equations [18]:
− ε−2
[
∂
∂yi
(
ki j(y)
∂T0(x,y)
∂y j
)]
− ε−1
[
∂
∂yi
(
ki j(y)
(
∂T0(x,y)
∂x j
+
∂T1(x,y)
∂y j
))
+
∂
∂xi
(
ki j(y)
∂T0(x,y)
∂y j
)]
− ε0
[
∂
∂xi
(
ki j(y)
(
∂T0(x,y)
∂x j
+
∂T1(x,y)
∂y j
))
+
∂
∂yi
(
ki j(y)
(
∂T1(x,y)
∂x j
+
∂T2(x,y)
∂y j
))]
= qv.
(4.6)
Noting that a power series in ε (such as Eq. (4.3)) is zero for all ε if the coefficients
are zero [18], we can solve (4.6) by considering separate equations for each power
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of ε . Starting from ε−2, we obtain:
∂
∂yi
(
ki j(y)
∂T0(x,y)
∂y j
)
= 0, (4.7)
that is a periodic problem in the microscopic domain, Y . It can be shown that all
the solutions to (4.7) differ by a lift function in x. Hence, the important conclusion
brought by (4.7) is that T0 is independent of y so that we can write:
T0(x,y) = T0(x). (4.8)
Using (4.8), the second ε−1 term in Eq. (4.6) disappears. We obtain the following
equation for ε−1:
∂
∂yi
(
ki j(y)
(
∂T0(x)
∂x j
+
∂T1(x,y)
∂y j
))
= 0, (4.9)
which gives a relationship between T1 and T0. Since T1 is linear in the gradient of T0
with respect to x, without loss of generality it is possible to write:
T1(x,y) = ω(l)(y)
∂T0(x)
∂xl
+ T˜1(x), (4.10)
whichω(l) is a y-dependent linearity weight and T˜1 is a constant in y. The substitution
of (4.10) into (4.9) leads to the following equation:
∂
∂yi
(
ki j(y)
(
eˆ(l)j +
∂ω(l)(y)
∂y j
))
= 0, (4.11)
where eˆ(l)j is a unit vector in the "l" direction. Here, ω
(l) represents the "local
variation of temperature created by an average (or macroscopic) gradient", eˆ(l)j [18].
Augmenting the homogenization equation (4.11) with periodic boundary conditions
gives the so-called cell problem. The equation for ε0 reads:
− ∂
∂xi
(
ki j(y)
(
∂T0(x,y)
∂x j
+
∂T1(x,y)
∂y j
))
− ∂
∂yi
(
ki j(y)
(
∂T1(x,y)
∂x j
+
∂T2(x,y)
∂y j
))
= qv.
(4.12)
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Integrating (4.12) over Y simplifies things a lot. This a consequence of a fact that
is easy to verify [202]: the integral over the period of the derivative of a periodic
function is zero. Hence the second term in (4.12) disappears when taking the integral.
The substitution of (4.10) into (4.12) and integration leads to:
1
||Y ||
∫
Y
[
∂
∂xi
(
ki j(y)
(
∂ω(l)
∂y j
∂T0
∂xl
+
∂T0
∂x j
))
+qv
]
dy = 0, (4.13)
which can be simplified by commuting the integral and differential operator and by
rearranging the saturated indexes in the first term. These operations yield:
− ∂
∂xi
[
1
||Y ||
∫
Y
(
kil(y)
∂ω( j)
∂yl
+ ki j(y)
)
dy
]
︸ ︷︷ ︸
kHi j
∂T0
∂x j
= qv, (4.14)
where the term in bracket is the homogenized conductivity kHi j . Augmenting (4.14)
with the macroscopic boundary conditions gives the so-called homogenized problem.
The state field T0 computed by solving (4.14) can be corrected using T1 and T2 to
recover the oscillatory behavior. In this thesis, we neglect the correctors T1 and T2 in
our homogenized solution. This approach is valid in the case of small ε values [18]
as those of typical heat transfer structures. This assumption yields T = T0.
The homogenization framework can be easily adapted to the simplified phase
change model described in Chapter 3. One can modify the two-scale asymptotic
expansion (4.3) to allow for time-dependence:
T (t,x)∼ T0(t,x,y)+ εT1(t,x,y)+ ε2T2(t,x,y)+ . . .+ ε∞T∞(t,x,y). (4.15)
The time dependence does not yield any contribution in Equations (4.7) and (4.9) as
the chain rule (4.4) only contributes to the spatial derivatives without affecting the
temporal derivatives. The cell problem is thus the same as the steady-state version
(4.11). The homogenized macroscopic latent heat,L H , and specific heat, cHp , can
be computed through a simple integral averaging [18]:
cHp =
1
||Y ||
∫
Y
cp(y) dy, (4.16)
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L H =
1
||Y ||
∫
Y
L (y) dy. (4.17)
A similar conclusion could have reached by intuition. The capacitance of the medium
is a bulk property: it is not affected by the topology of the micro-structure but only
by the relative volume fractions of the material constituents.
4.2.2 Numerical solution of the cell problems
Solving the cell problems allows the components of the macroscopic conductivity to
be computed. A pseudo-algorithm is composed of two steps:
1. Solve (4.11) for all the Ndim independent unit gradients to obtain the periodic
responses, ω(i).
2. Post-process the periodic responses, ω(i), with the definition of the homoge-
nized conductivity in (4.14) to compute all the components of the tensor. Due
to the symmetry of the conductivity tensor, only 3 components are needed
when Ndim = 2.
Only in a few cases this procedure can be done analytically, e.g for rank laminate
composites [201]. For general microscopic structures, the homogenized properties
can be obtained by numerical means. In this thesis we follow the FE route. Detailed
derivations of FE formulations for (4.11) in the context of linear elasticity are
presented in [173, 201] while a concise Matlab implementation is reported in [29].
The weighted integral statement of the cell equation (4.11) over Y is written as:
∫
Y
wh
(
∂
∂yi
(
ki j(y)
(
eˆ(l)j +
∂ω(l)(y)
∂y j
)))
dy = 0, (4.18)
where wh represents an admissible weighting function. Integrating by parts and ne-
glecting the boundary integrals due to the periodicity condition leads to the following
weak form of the cell problem:
∫
Y
∂wh
∂yi
ki j
∂ω(l)
∂y j
dy+
∫
Y
∂wh
∂yi
ki jeˆ
(l)
j dy = 0. (4.19)
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The periodic response, ω(l), is approximated by the trial function, ω(l)h . The weight-
ing and approximation functions are taken from the following function spaces:
UY = {ω(l)h ∈H 1(Y ); ω(l)h is Y-periodic on ∂Y},
VY = {wh ∈H 1(Y ); wh = 0 on ∂Y},
(4.20)
where UY and VY are Hilbert spaces consisting of scalar functions with square
integrable first derivatives. We write the approximate periodic response as a product
between nodal values and spatially-varying shape functions as following:
ω(l)(y)≃ ω(l)h(y) =
Nn
∑
i=1
Ni(y)ω
(l)
i = N
Tω (l), (4.21)
where ω (l) denotes a column vector with nodal values of ω(l). The test functions
are taken equal to the shape functions as in the Galerkin method, i.e. wh = N. With
this assumption, the residuals, R(l)m , of the weak-form Galerkin model for the cell
equation read:
R(l)m = KYω (l)+ e(l) = 0, (4.22)
where KY has the same definition as in Eq. (3.42) but the integration is performed of
Y rather than over Ω and the load vector e(l) is defined as:
e(l) =
∫
Y
∂N
∂yi
ki jeˆ
(l)
j dy. (4.23)
Solving (4.22) is simple as it is a linear system. The unique care in the solution
procedure should be taken to deal with the periodic boundary conditions. In this
thesis, we adopt the method of Lagrange multipliers to enforce periodicity, using
multi-freedom linear constraints. The vector of unknowns is augmented with the
vector of Lagrange multipliers, one per each constraint. The microscopic conductivity
matrix, KY , is bordered to include the Lagrange multiplier contributions to the state
equations and the equations stating the connectivity between the degrees of freedom.
This method was preferred over a master-slave elimination because of the easier
implementation within the presented numerical framework. However, this approach
enlarges the dimensionality of the system matrix and its positive definiteness is
lost. For these reasons, elimination methods are generally preferred for numerical
homogenization as pointed out by the authors of [29].
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4.2.3 Verification through forward homogenization
Here, we test the accuracy of the FE micro-scale analysis framework described in
the previous section.
Perrins et al. [331] investigated hexagonal and square arrays of high conducting
cylinders embedded in a low conducting matrix material. They used a method
devised by Rayleigh [348] to compute the effective conductivity of the composite
material. Their analysis yielded analytical results in the form of a series expansion.
For square arrays, the conductivity expression obtained from the truncation of the
expansion at the third order reads [331]:
kHii = kiiBM
1−2Φ
σ +Φ− 0.075422Φ6σσ2−1.060283Φ12 − 0.000076Φ
12
σ
, (4.24)
where Φ is the volume fraction of the cylindrical inclusions and σ is a parameter
defined as:
σ =
1+ kˆ
1− kˆ , (4.25)
where kˆ is the conductivity ratio between the HCM cylinders and the BM matrix.
The considered microscopic layout yields an isotropic medium, hence k11 = k22 and
k12 = k21 = 0. We analyze a case with kˆ = 10 and kiiBM = 1 and compare the results
obtained for different volume fractions, Φ, of the HCM. For this choice of kˆ, the
analytical expression (4.24) retains a precision of the predictions to the fourth digit
up to a maximum volume fraction of Φ= 0.4 [331].
We solve the cell problem by FE analysis as described in the previous section.
We consider a square microscopic domain, Y , with a side of length L = 1, which is
discretized with quadrilateral bilinear elements. We use three alternative computa-
tional grids: a coarse mesh with 20 × 20 elements with characteristic size hy = 0.05,
an intermediate mesh with 50 × 50 elements with characteristic size hy = 0.02 and a
fine mesh with 100 × 100 elements with characteristic size hy = 0.01. The cylinders
are represented in the analysis through a density approach. Verifying the geometry
representation model is also of interest here since this computational framework will
be used for the multi-scale analysis and design through topology optimization. Each
node falling within the radius of the inclusions is assigned a microscopic design
variable of sm = 1, representing the HCM. A value of sm = 0 is assigned to the other
nodes and represents the BM. The elemental densities are obtained by filtering the
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Fig. 4.3. (a): Verification of the numerical homogenization framework through
comparison with analytical predictions of Perrins et al. [331]; (b): discontinuity of
the geometry representation with respect to the inclusion radius
nodal design variable field with (2.37) and projecting it using (2.40) with β = 1000.
The filter radius is calculated such that elemental densities are simple average of the
nodal design variable values. The steep projection applied helps to get rid of the
"gray" material. In case it exists, the conductivity is interpolated linearly. Figure 4.3
presents the homogenized conductivity obtained using the three meshes and the one
predicted using the analytical expression (4.24). The numerical curves approximate
well the analytical one. The absolute relative mean error and its standard deviation
are 0.022 and 0.044 for the coarse mesh, 0.009 and 0.012 for the intermediate mesh,
0.008 and 0.010 for the fine mesh. We notice that the accuracy of the prediction
slightly deteriorates for high volume fractions. Furthermore a step-wise trend is
visible for the coarse mesh curve. This is a result of the density-based geometry
representation. As visible in Figure 4.3(b), the geometry changes are not continuous
with respect to the radius of the inclusion. When the radius is increased from the
red circle to the blue circle, no geometry changes are observed. The same number
of nodes are contained within the circle. On the other hand, the geometry gets
modified when increasing the radius of the inclusion to create the green circle. This
phenomenon yields only minimal effects as the mesh is refined.
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4.3 Multi-scale analysis and design
In this section, we present multi-scale analysis and design approaches using topology
optimization. First, we introduce material design through inverse homogenization
and verify the developed optimization capabilities using the array of cylinders
considered in the previous section. Then, we present several multi-scale approaches
with particular focus on the one adopted in this thesis.
4.3.1 Material design
Homogenization allows the computation of effective macroscopic properties when
the periodic micro-structure is known. From early days in topology optimization,
researchers focused on inverse homogenization. This optimization problem addresses
the following design question: what is the microscopic layout required to obtain a
target macroscopic property? This branch of research is also referred to as material
design.
The first contribution to material design within the topology optimization com-
munity can be traced back to Sigmund [389]. The author formulated the problem
as a weight minimization with equality constraints prescribing the values of the
elasticity tensor components. His results demonstrated that extremal macroscopic
physical properties can be obtained if the micro-structure is carefully controlled.
In particular, materials with negative Poisson ratio were designed. This design
framework was later used for bulk modulus maximization in three-phase composites
[162] and for design of extremal (e.g. negative) thermal expansion [388] materials.
In the field of heat transfer, several works dealt with the inverse homogenization of
conductivity-like properties. Hyun and Torquato [214] explored the micro-structures
filling the gap between the HS bounds. Similarly, Zhou and Li [503, 501] used
topology optimization to find the micro-structures realizing the Milton-Kohn (MK)
bounds considering general three-phase anisotropic composites. Two-phase and
three-phase isotropic micro-structures lying on the theoretical bounds are found to
conform to Vigdergauz-like [435] formations [74]. Following these early contri-
butions, material design expanded rapidly to other fields such as the permeability
maximization in fluidic systems [181], design of functionally-graded materials [502],
multi-functional materials [112], and metamaterials [115]. A thorough review on
the use of topology optimization for material design was recently published by
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Cadman et al. [74]. According to the authors, two alternative optimization problem
formulations gained popularity among researchers. The first formulation aims at
obtaining extremal material properties. For instance, when seeking the composite
with minimal macroscopic conductivity the objective can be stated as:
z(sm) =
Ndim
∑
i=1
Ndim
∑
j=1
kHi j (sm), (4.26)
The second formulation aims at obtaining a target value for each component of
the conductivity tensor. In this case, the objective can be written using a quadratic
measure of the deviation from the target:
z(sm) =
Ndim
∑
i=1
Ndim
∑
j=1
(
kHi j (sm)− kH
∗
i j
)2
, (4.27)
where kH
∗
i j denotes the target conductivity tensor. Since material design will be a
fundamental building block of our multi-scale framework, we perform a verification
example. We consider the inverse version of the homogenization example of the
previous section. By imposing the target isotropic conductivity and the volume
fraction of the inclusion, we aim at recovering a square array of cylindrical inclusions
as those investigated by Perrins et al. [331]. We consider the same design domain, Y ,
adopted for the forward example and discretize it using the 100× 100 elements mesh.
A design variable, sm, is assigned to each node of the mesh. The density filter (2.37)
with r fm = 0.051 and the projection operator (2.40) with βm = 1 and ηm = 0.5 are
used to obtain the microscopic physical design variables, ρsm , defined at the element
level. The objective is defined as in Eq. (4.27) using the conductivities calculated
with Eq. (4.24) for a specified volume fraction, Φ, of HCM. The physical design
variable, ρsm , is used to interpolate the conductivity using a SIMP law (Equation
(2.28)). The microscopic penalization exponent, pm, is raised every 200 design
iterations using the following continuation scheme pm = {3; 5; 7}. As we wish to
recover a precise target volume fraction, the standard linear volume constraint (2.29)
is modified as follows: (∫
Y
ρsmdy−Φ
∫
Y
dy
)2
− εΦ ≤ 0, (4.28)
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Fig. 4.4. Verification of the current framework through inverse homogenization with
different volume fractions. (a): φ = 0.0804; (b): φ = 0.1256; (c): φ = 0.1809. The
red lines show the boundaries of the target HCM cylinders considered in Perrins et
al. [331]
where εΦ is a small number here set to 1 × 10−4. The micro-structure layout is
evolved using GCMMA with the same parameters listed in Table 2.1. The objec-
tive and constraints sensitivities are calculated using the discrete adjoint method
described in Section (2.3.2). Figure 4.4 presents the results obtained considering
inclusions or radius r = {0.16; 0.20; 0.24} corresponding to volume fractions of
Φ= {0.0804; 0.1256; 0.1809}. The red lines represent the boundary of the target
cylindrical inclusions. The acceptable qualitative agreement suggests that our topol-
ogy optimization framework for material design yields sufficiently accurate results
to be integrated in a multi-scale design optimization framework.
4.3.2 Multi-scale design
Material design yields tailored micro-structures with desired macroscopic properties.
However, their utilization in real macroscopic systems may be non-optimal due to
the complexity and variety of boundary conditions and performance metrics. For
this reason, the idea of integrating the design at both scales arises naturally. The
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designers can modify the micro-structure to tailor effective properties in such a way
that the performance of the macro-scale system is optimized.
The first contribution to multi-scale topology optimization is probably the hierar-
chical method of Rodrigues et al. [355]. For each element of the macroscopic FE
mesh a micro-structure is optimized. Hence, in general this multi-scale approach
yields Ne different micro-structures. The flow of computations is organized in two
nested loops. At the macro-scale (the outer loop), the optimal distribution of material
is sought to obtain maximum compliance under a volume constraint. At the micro-
scale (the inner loop), the topology of the micro-structure is modified to yield local
maximum strain energy. The micro-scale problems are also subject to a maximum
volume constraint, fixed by the amount of material allocated in the macroscopic
loop. This has clear similarities with the homogenization approach for topology
optimization that was proposed by Bendsoe and Kikuchi [55] in the early days of the
method. However, in that seminal work [55], the authors limited the design freedom
at the micro-scale to the angle and size of the rectangular holes. On the other hand,
in [355] full design freedom is allowed at the micro-scale through the use of a
density-based geometry description. The hierarchical approach was later extended
to the optimization of 3D structures [93] and utilized for a variety of applications
such as bi-material laminated composite design [96] and bone remodelling [95]. In
an interesting recent development, Coelho et al. [94] modified the original approach
considering a limited number of subdomains with a unique micro-structure. This is
in contrast with the "point-wise varying micro-structure" of the original method and
represents a step towards the practical manufacturing. The authors acknowledged
that "the optimal solution obtained will depend on the designer experience to define
a proper domain subdivision". For this reason, they first conducted some preliminary
multi-scale optimization runs using the original "point-wise" formulation; then, they
analyzed the distribution of the composites and heuristically selected a suitable
domain subdivision. A nonlinear version of the hierarchical method was recently pre-
sented in [308]. This paper introduced another modification to the original problem
formulation. In this case, no macroscopic design variable enters the optimization
routine. The material allocation at the macroscopic scale is entirely governed by the
microscopic design variables.
Although the hierarchical approach demonstrated to be effective in many cases,
the inner iteration loop modifies the micro-structures and in turn affects the macro-
scopic equilibrium. According to Xia and Breiktopf [469, 471], this "interface
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nonlinearity" yields to divergence when used in BESO frameworks for topology
optimization [212]. Hence, the authors adopted a FE2 strategy [138], where the
micro-scale design is treated as a generalized nonlinear behavior. The advantages of
this approach include an easy extension to problems with constitutive nonlinearities
at the micro-scale and a possible utilization of reduced order models, see e.g. [470].
Both the hierarchical and FE2 methods described so far are based on a clear decou-
pling between the optimization processes at the microscopic and macroscopic scales.
This allows a straightforward parallel implementation. However, the point-wise
strain energy maximization approach within the inner loop can hardly be extended to
problems beyond solid mechanics. Sivapuram et al. [397] recognized this difficulty
and proposed a general decomposition strategy based on the objective and constraints
linearization that is applicable to any design problem.
An alternative and rather "exotic" approach for multi-scale design is Free Material
Optimization (FMO), which dates back to the contributions [352, 52]. It consists of
solving design optimization problems at the two scales in a sequential manner [372].
The macro-scale problem is first solved using the constitutive properties as design
variables, e.g. the components of the conductivity tensor. Then, several material
design problems are solved to obtain the target properties. As noted by [397], a
strong limitation of this approach is that it may be hard to set physics attainability
constraints on constitutive tensors and conservative assumptions are required in most
cases.
Instead of using homogenization to bridge the scales, Alexandersen and Lazarov
[14, 15] used multi-scale FEM [119] for multi-scale design. Here, the structure is
completely resolved and no scale separation is introduced. This approach yields
three advantages: it takes into consideration the finite size of microscopic structures,
which is important when ε is not particularly small; it allows boundary effects to
be considered; it ensures the creation of fully connected microscopic structures.
Following a similar research direction in which the structure is fully resolved, Wu
and co-authors [468] recently considered the optimization of 3D-printed bone-like
structures. The micro-structures arise from the imposition of a p-norm aggregation
of local volume constraints, computed with a filtering procedure similar to (2.37).
Reticular structures were obtained also in the case of aligned principal stress di-
rections through the use of an anisotropic filter. Resolving the full structure yields
discrete problems, involving a large number of degrees of freedom. In [14], the
authors managed to limit the computational complexity by using the same spectral
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preconditioner for several design iterations and by enforcing a periodicity condition
on the micro-structures. Despite these advances, the extensions of the method to
complex multi-physics problems, requiring nonlinear and/or transient analysis, is
still considered a challenge.
Most of the multi-scale methods above can be seen as a "varying-gray" type of
optimizations. A point-wise varying micro-structure is optimized. This questions
the local periodicity assumption for homogenization and complicates manufacturing
[94]. Motivated by this latter argument, Liu and Cheng [274] developed a multi-scale
optimization procedure that considers a single periodic micro-structure within the
macroscopic design domain, ΩD. The placement of the periodic composite at the
macroscopic level is also optimized, yielding a concurrent material and structure
design optimization framework. Note that optimizing a unique material and seeking
its optimal placement does not fit within the hierarchical framework. When a unique
micro-structure is considered, the design changes at the macro-scale would be
prevented. The method is based on two sets of design variables:
• sm ∈ [0, 1] governing the micro-structure topology in such a way that ρsm(sm)=
1 denotes material and ρsm(sm) = 0 denotes BM or void in the microscopic
design domain, Y . The microscopic physical design variables, ρsm , are used to
interpolate the material properties when solving the cell problem (4.11) using
a conventional SIMP procedure such as (Equation (2.28)):
kmi j(ρsm) = ki jBM +(ki jHCM − ki jBM)ρ pmsm , (4.29)
where kmi j is the value of conductivity adopted in the micro-scale problem. In
the original paper [274], the authors adopted neither filtering nor projection at
the micro-scale such that ρsm = sm.
• sM ∈ [0, 1] governing the macro-structure topology in such a way that ρsM0 (sM)=
1 denotes composite and ρsM0 (sM) = 0 denotes BM or void in the macroscopic
design domain, ΩD. The macroscopic physical design variables, ρsM0 , are
used to interpolate the homogenized material properties when solving the
macroscopic problem. Considering the conductivity, we have:
ki j(ρsM0 ,ρsm) = ki jBM +(k
H
i j (ρsm)− ki jBM)ρ pMsM0 , (4.30)
127
Design of multi-scale conducting structures
  
Fig. 4.5. Graphical representation of the PAMP multi-scale design model
where pM is the macroscopic SIMP exponent; the homogenized conductivity,
kHi j , depends on the microscopic design variables, ρsm , through the utilization
of (4.29) when solving the cell problem (4.11). The subscript "0" in ρsM0
denotes the density field of the structure and is used to distinguish it from other
macroscopic density fields arising in our multi-material design optimization
framework. In the original paper [274], the authors adopted neither filtering
nor projection at the macro-scale such that ρsM0 = sM. Although Eq. (4.30)
can be regarded as a SIMP procedure at the macro-scale, the homogenized
properties are in general anisotropic. Hence, the authors [274] named the
material law (4.30) as Porous Anisotropic Material with Penalization (PAMP)
interpolation.
In contrast to the typical mono-scale topology optimization procedures where a
"black-white" design is sought and to the previously described "varying-gray" multi-
scale framework, this approach tries to obtain "gray-white" material configurations
[274]. A graphical representation of the PAMP design model for the dissipator geom-
etry considered in Chapter 2 is given in Figure 4.5. Both the set of design variables
are updated following a one-shot procedure without inner optimization loops. The
optimization problem can then be formulated without particular modifications with
respect to the mono-scale case. A simple augmentation of the design variable set
is required to include both sm and sM. In their seminal paper [274], Liu and Cheng
constrained the local volume fraction of the composite to comply with practical
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fabrication techniques. We did not find this fabrication requirement in the successive
works of their research group. The examples of application of this method span
different fields of engineering. For instance, Niu et al. [311] designed multi-scale
structures for maximized dynamic performance, Guo et al. [190] considered compli-
ance maximization under load uncertainties while in [113] the authors applied the
PAMP optimization procedure to thermoelastic problems.
The ability to optimize a single microscopic structure and to find the optimized
placement of this composite in the macroscopic domain is a unique feature of the
PAMP framework. Due to the manufacturing requirements highlighted in Section
4.1, we build primarily on this approach to develop our multi-scale design framework.
We extend the original method in two ways. First, instead of a unique micro-structure,
we consider a fixed number of different micro-structures filling different subdomains.
We control the geometry of the subdomains using a multi-material design framework
(see Section 4.4). Second, we parametrize both the structure and the subdomains
using geometric primitives to allow a higher control over the geometrical complexity
(see Section 4.5). The layout of the structure is evolved using a structure level set
field, φ0(sM). This geometry description is then mapped to the elemental density
field, ρsM0 , as described in Section 4.4.1
4.4 Multi-material analysis and design
The advances in topology optimization towards multi-material devices proceeded
in a number of different directions. Early developments along the density-based
route can be found in [388], [162] and [386]. Using material design through inverse
homogenization, the authors designed the micro-structure of a composite made
of two materials and void. Their approach requires two density fields. A generic
material property, (·), is interpolated as follows [388]:
(·) = ρ psM0
(
(1−ρ psM1 )(·)1+ρ
p
sM1
(·)2
)
. (4.31)
In Eq. (4.31), ρsM0 is used to define the transition between the structure and void
as done for single-material SIMP and is usually augmented with a (·)min to prevent
singularities in the solution of the physical problem. The second density variable
can be seen as a mixture coefficient such that ρsM1 = 1 denotes pure material 2 while
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ρs1 = 0 denotes pure material 1. The material interpolation law (4.31) was later
extended in [404] to allow an arbitrary number of material phases, Nm, through the
introduction of Nm−1 design variable fields. The generalization of (4.31) can be
written as follows [404]:
(·) = ρ psM0
(
Nm−1
∑
j=1
j−1
∏
i=1
ρ psMi
(
1−ρ psM j
)
(·) j +
Nm−1
∏
i=1
ρ psMi (·)Nm
)
. (4.32)
The authors noted that premature convergence to unsatisfactory local minima was
likely with a high number of material phases. Hence, both a modified penalization
strategy and an alternative weighting of the material properties were proposed.
This framework is referred to as Discrete Material Optimization (DMO). Another
approach that is worth of mention in the density direction is the one followed by Yin
et al. [481]. The authors used an exponential peak function model to describe the
transition between different materials. This allows the inclusion of any number of
materials if the "width" of the material peaks is sufficiently small. The advantage
of this method is that it requires the introduction of a single design variable field.
However, to our knowledge this approach encountered limited popularity.
The earliest level-set treatments of multiple material phases built on the partition-
ing level-set scheme. This method was developed in [497] to simulate the behavior
of bubbles and droplets in complex multi-phase flows. Each material domain, Ωi, is
parametrized by a unique level set field, φi, such that:
Ωi(x) = {x ∈Ω : φi(x)> 0}. (4.33)
The computational domain, Ω, is partitioned in a family of Nm material domains
{Ω1; Ω2; . . . ; ΩNm} such that:
Ω=
Nm⋃
i=1
Ωi, Ωi∩Ω j = /0 for i ̸= j. (4.34)
Using this approach requires Nm− 1 level-set fields since the BM or void is not
parametrized explicitly. In design optimization studies, the number of design vari-
ables, Ns, scales linearly with the number of materials as in multi-material SIMP.
Due to (4.33), this method requires no-overlap between the positive level-set regions.
This should be enforced in the optimization process yielding Nm− 2 constraints
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that may impact the regularity of the optimization problem and the computational
complexity of its solution procedure. A similar drawback is shared by the piece-wise
constant level-set model used in [266, 414, 282]. Although this approach has the
advantage of using a unique LSF, the material overlaps should be impeded explic-
itly in the optimization process. Wang and Wang [451] presented a multi-material
topology optimization method in which the level-sets do not directly represent the
material domains. This decoupling strategy allows the overlap of the positive level-
set regions, eliminating the need for non-overlap constraints. The interface between
all the materials, Γm, is obtained from the union of all the level-set zero contours:
Γm =
Nm⋃
i=1
Γi, Γi(x′) = {x′ : φi(x) = 0}. (4.35)
The material domains are then identified by all the regions bordered by Γm. This
means that the intersections of the positive level-set regions now represent additional
material domains. Collecting all the level-set functions in a unique vector φ =
[φ1, φ2, . . . , φNm−1]T , this material parametrization concept can be expressed in
vector form:
Ωi(x) = {x ∈Ω : H(φ ) = vi}, (4.36)
where vi is a constant vector with components vi j ∈ {0; 1} and H is a vector
Heaviside function. Since the authors took inspiration from a level-set framework
[434] developed for image processing, this multi-material treatment is commonly
referred to as "color" level-set. This approach yields Nm = 2Nφ material domains
with Nφ being the number of level-sets. The color level-set method was applied
successfully to several optimization problems, ranging from stress-based design
[189] to heat transfer [506] and metamaterial design [458].
Although this improved scaling behavior of Nφ with respect to Nm significantly
decreases the computational complexity, such a high number of material domains
may be undesirable. For instance, if one wishes to optimize the configuration of
five materials, three level-sets are needed and three redundant material phases are
created. A suitable rule should be identified to treat them in the analysis. For this
reason, Wang et al. [457] reverted to a linear Nφ - Nm scaling. The material domains
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are identified through the following rule:
Ωi(x)=

{x ∈ΩD : φi(x)< 0} for i = 1
{x ∈ΩD : φ j(x)> 0, φi(x)< 0} for i = 2, . . . , Nm−1, j = 1, . . . , i−1
{x ∈ΩD : φ j(x)> 0} for i = Nm, j = 1, . . . , Nm−1
.
(4.37)
With this approach, Nφ = Nm−1 level-sets are required to describe the arrangement
of Nm materials and no redundant material regions are created. Differently from the
partitioning level-set scheme [497], here the overlap between the positive level-set
regions is allowed without leading to the overlap between material domains. A
generic property, (·), can be computed using:
(·) =
Nm−1
∑
j=1
j−1
∏
i=1
H(φi)
(
1−H(φ j)
)
(·) j +
Nm−1
∏
i=1
H(φi)(·)Nm. (4.38)
It is useful to define Nm material indicator fields, χi, similar to the density variables
adopted for single-material density-based procedures. In our convention χi(x) = 1 if
x lies within Ωi and χi(x) = 0 otherwise. The material indicator field is defined as
follows:
χi =
∏i−1j=1 H(φ j)(1−H(φi)) for i = 1, . . . , Nm−1∏Nm−1j=1 H(φ j) for i = Nm . (4.39)
Using this definition, Eq. (4.38) can be simplified into:
(·) =
Nm
∑
i=1
χi(·)i. (4.40)
Since this is the multi-material model of choice in this thesis, we further illustrate
the method with a simple conceptual example. Consider the structure represented in
Figure 4.6, which is enclosed by the design domain boundary, ΓD, and composed
of three different materials, i.e. Ω1, Ω2 and Ω3. Two LSFs (φ1 and φ2) are needed
to describe this material configuration. The three material domains are defined as
follows:
Ω1(x) = {x ∈ΩD : φ1(x)< 0},
Ω2(x) = {x ∈ΩD : φ1(x)> 0,φ2(x)< 0},
Ω3(x) = {x ∈ΩD : φ1(x)> 0,φ2(x)> 0}.
(4.41)
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z
Fig. 4.6. Schematic of the multi-material level-set model adopted in this thesis (Wang
et al. [457])
Using (4.39), the material indicator functions for this case are computed as:
χ1 = 1−H(φ1),
χ2 = H(φ1)(1−H(φ2)) ,
χ3 = H(φ1)H(φ2).
(4.42)
As noted by the authors of [457], the explicit expression (4.38) facilitates the sen-
sitivity analysis. We add that another key advantage of (4.38) is that it allows a
straightforward integration with density-based analysis models. Although this ap-
proach has several similarities with the multi-material density-based mixture model
(4.31), a level-set description is here utilized. When using level-sets parametrized by
geometric primitives, we can benefit of an easier control on the geometrical com-
plexity of the material domains. This allows obtaining "well-behaved" "machinable"
shapes as those required by the conventional fabrication methods of multi-scale struc-
tures (see Section 4.1). Further details on the geometric primitive design framework
will be given in the Section 4.5.
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4.4.1 Density-based mapping of level-sets
In this chapter, we account for the level-set geometry description in the analysis
model by using a density-based procedure that allows an easy integration with the
macroscopic analysis framework described in Chapter 3. LSFs are first mapped into
the [0, 1] interval through the use of a trigonometric smoothed Heaviside projection
H˜ (Eq. (2.3)). Then, an elemental density is assigned to each FE of the mesh through
a direct point-wise mapping based on the position of each element centroid (Eq.
(2.4)). At the end of this procedure, the level-set field, φi, is converted to a density
field:
ρsMi = H˜(φi) for i = 0, . . . , Nm−1, (4.43)
where for i = 0 we obtain the density-based mapping of the structural level-set field
adopted in the PAMP interpolation (Eq. (4.30)). The density fields obtained for
i > 0 cannot be used directly as material indicator functions to weight the material
properties. Substituting (4.43) into (4.39) leads to the following relation between the
material indicators and densities:
χi =
∏
i−1
j=1ρsM j
(
1−ρsMi
)
for i = 1, . . . , Nm−1
∏Nm−1j=1 ρsM j for i = Nm
. (4.44)
The comparison of Eq. (4.44) with Eq. (4.32) shows that the obtained analysis model
corresponds to a generalized SIMP strategy with p = 1 and ρsM0 = 1. The utilization
of a smoothed Heaviside function yields regions with intermediate density within
the design domain. This shares some similarities with the inherent fuzziness at the
interfaces when using the density filter (2.37). Note that by modifying the Heaviside
smoothing half-bandwidth, ξ , we do not have the direct control on the size of the
smearing on the design domain. This depends also on the local gradient of the LSF at
the interface. When the level-sets are parametrized by nodal design variables, some
regularization techniques may be required to control the gradients near the interface
[427]. Otherwise the blurred region may extend dramatically where the gradients
are flat, leading to an anisotropic bias during design optimization procedures. Using
level-sets parametrized by geometric primitives allows LSF gradients to be obtained
analytically. A possible strategy is to rescale ξ based on local gradient information.
Since the macro-shapes adopted in this chapter are reasonably "well-behaved" and
ξ is computed such that the intermediate densities span over a few elements, we
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used a fixed ξ and did not observe any anisotropic effect on both the analysis and
design optimization. Furthermore, since intermediate density values are unavoidable,
we do not adopt any SIMP-like penalization here. In preliminary optimization runs,
we noted that penalizing the intermediate densities may yield the undesirable effect
that the length of the material interfaces is minimized, leading to poorly performing
configurations. The inaccuracies in the analysis due to intermediate non-physical
material may affect the outcome of the optimization. For this reason, some tuning
was necessary to select the value of the "smearing" parameter, ξ , in (2.3). The
optimized designs are then analyzed using ξ = 0 to make sure the layouts perform
as expected. Alternatively, one could project the density fields using (2.40) and
slowly raise the projection steepness parameter, β , along the optimization. Further
developments of this option are left for future studies.
As in Chapter 3, three material properties need to be interpolated at the macro-
scale, i.e. the conductivity ratio, K, the capacitance ratio, C, and the latent heat
switch, γ . Due to the multi-scale optimization framework described in Section
4.3, the conductivity at the macro-scale is in general anisotropic. Hence, each
component of the conductivity tensor, Klm, should be interpolated separately. We
use the multi-material formulation (4.38) to obtain the composite properties and the
PAMP interpolation (4.30) to switch between the composite and the BM. With this
approach, the conductivity ratio, Klm, is expressed as:
Klm(s) =
(
1−ρsM0
)
+ρsM0
Nm
∑
i=1
χi(sM)KHlmi(sm), (4.45)
where the vector of microscopic and macroscopic design variables are stacked in
s = [sTm sTM]T . In design studies in which we do not consider the design optimization
of the structure, we set φ0 > 0 so that we obtain ρsM0 = 1 everywhere in ΩD. Note
that for ρsM0 = 0 we obtain Klm(s) = 1 corresponding to the conductivity of pure
PCM in our dimensionless settings. For the purpose of computing the linear volume
constraint (2.29), it is useful to introduce a normalized density of HCM at the macro-
scale, corresponding to the ρs used in Chapter 3. To avoid confusion with the other
density-like variables, we will refer to this quantity as local volume fraction with
Φloc. This can be obtained as a generic property through weighting of the material
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indicator functions and the structural density field :
Φloc(s) = ρsM0
Nm
∑
i=1
χi(sM)Φmi(sm), (4.46)
where Φmi denotes the microscopic volume fraction of the HCM for each material:
Φmi =
∫
Y ρsmdy∫
Y dy
. (4.47)
The first term in (4.45) is not considered in (4.46) since Φloc = 0 in pure PCM
regions. As discussed in Section 4.2, the latent heat and capacity contributions do
not depend upon the microscopic layout. We can formulate their interpolation by
exploiting the definition (4.46). The latent heat switch is computed as:
γ(s) = 1−Φloc(s), (4.48)
while the capacitance contribution is computed as:
C(s) = 1+
(
(ρcp)HCM
(ρcp)PCM
−1
)
Φloc(s). (4.49)
4.4.2 Superposition of interfaces
Here, we present and discuss a possible issue which may arise during the superposi-
tion of the interfaces using a density-based mapping of the multi-material framework
(4.37). With this goal, we consider a simple 1D example.
Figure 4.7(a) shows a schematic representation of the example. A bar with length
L = 1 is composed of three materials, occupying Ω1, Ω2 and Ω3. The material
interfaces are positioned such that there is no overlap and a minimum thickness
of the material patches is guaranteed. In this example, we consider lΓ23 = 0.3 and
lΓ12 = 0.1. This geometry can be represented by using two level-set fields such as
φ1 and φ2 depicted in Figure 4.7. After discretizing the bar with 100 equal-length
FEs, we map the level-set fields on the piece-wise constant density fields, ρsM1 and
ρsM2 , based on the position of the element centroids. For this operation, we adopt
the smoothed Heaviside (2.3) using a smoothing half-bandwidth of ξ = 0.2. This is
a rather large half-bandwidth but serves for the purpose of enlarging the interface
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Fig. 4.7. (a): Multi-material bar configuration yielding no particular accuracy issues;
(b): level-set description and density-based mapping; (c): material indicator fields
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Fig. 4.8. (a): Multi-material bar configuration yielding accuracy problems at the in-
terface; (b): level-set description and density-based mapping; (c): material indicator
fields
smearing and magnifying its effect. The material indicator fields are computed from
the density fields according to (4.44). The results are shown in Fig. 4.7(c). Although
the smearing will affect the outcome of the prediction, this material configuration
is not responsible for particular accuracy problems. Each material indicator, χi, is
higher then zero only in the regions close to each Ωi patch.
Let us now consider a different material placement such as the one presented
in Figure 4.8(a). The material domain Ω3 is now shifted along the x-axis such that
the interfaces Γ12 and Γ23 are coincident and a material interface Γ13 is created. A
possible level-set multi-material description and the corresponding element-wise
constant density-based mapping is represented in Figure 4.8(b). The material indi-
cators obtained from the utilization of (4.44) are shown in Figure 4.8(c). Although
the material 2 is not connected to the interface Γ13, its material indicator field, χ2,
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experiences a peak there. This may modify considerably the material property fields
and consequently the numerical predictions. Furthermore, it is expected that the
optimization framework will try to leverage this flaw by creating and smartly placing
the unphysical overlapping interfaces within the design domain. It is possible to
reduce the peak width by acting on ξ . However, since this problem is inherent in the
density-based version of the multi-material description (4.37), it is not possible to
reduce the peak magnitude. Due to the highlighted computational inaccuracy, the
smoothing half-bandwidth, ξ , should be chosen carefully in multi-material design
studies. Furthermore, we always analyze the optimized designs using ξ = 0 to make
sure that layouts perform as expected.
4.5 Geometric primitives design model
In many cases of practical interest, it is desirable to obtain optimized layouts with
specific geometric requirements. According to the review on the manufacturing
options presented in Section 4.1, designers often wish to obtain cellular periodic
structures and assemblies of structures featuring "well-behaved" "machinable" shapes
with a limited geometrical complexity. Another example is the case in which a
truss-like structure should be manufactured by assembling a number of available
bars and one aims at obtaining optimized geometries with straight members. The
ground structure approach adopted in truss optimization allows a straightforward
treatment of this requirement. However, this capability is lost when moving to a
continuum setting. In typical nodal or elemental density-based topology optimization
procedures, it is hard to accommodate the geometric constraints. This issue motivated
the development of topology optimization using geometric primitives. The first work
in this research direction was conducted by Norato et al. [315]. The authors used
fixed-width fixed-thickness rectangular bars parametrized by the bar end-points. The
geometry in the design space, where the bars are defined, is mapped on the analysis
space through the concept of geometric projection [314]. The elemental density is
defined as a measure of the intersection between the structural member and the filter
kernel:
ρsM0 (x) =
||Ne∪Ωs||
||Ne|| , (4.50)
where Ωs indicates the region occupied by the structure. Under the assumption that
the structural member boundary is straight in the intersected region, the elemental
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density can be obtained analytically using a signed distance function of the element
centroid from the collection of bars. A Kreisselmeier Steinhauser (KS) function
[251] was used to aggregate the distance functions computed with respect to multiple
structural members. This framework was later extended to 3D problems [494], where
optimized plate structures are sought, and to stress-based topology optimization [493].
In [494], the authors introduced an additional sizing variable for each plate to allow
the optimizer for removal of the structural members. This was penalized using a
RAMP interpolation. Furthermore, an additional design variable field was introduced
to allow arbitrary-shaped holes and non-rectangular boundaries. Differently from
the initial idea presented in [315], in both [494] and [496] the authors smoothly
aggregated the density fields resulting from the different structural members rather
than aggregating the distance functions. They used a KS function in [496] and a
p-norm function in [494].
Other works using geometric primitives in topology optimization originated with
the primary aim of establishing a direct link between the geometry models used in
topology optimization and in Computer Aided Design (CAD) systems. In [188], the
authors referred to this approach as Moving Morphable Component (MMC) and
described it as an "adaptive ground structure approach" for topology optimization.
The layout was described using the level-set approach. The structural LSF, φ0, was
obtained as follows:
φ0(x) = max
i
(φpi(x)) , (4.51)
where φpi denotes the level-set field of each moving component. This corresponds
to a union operator on the structural members. Note that the authors did not assign
a sizing variable to each structural member as done in [494]. They noted that
the removal of geometric primitives is possible through a complete overlap of the
moving components. The LSF of each member, φpi , was defined using superellipses
parametrized by 5 design variables. This framework was later extended by the same
authors [187] to components with variable thickness and curved skeletons using a
simple coordinate transformation. This allows the parametrization of components
with complex shapes. Both contributions [188] and [187] employed an XFEM
analysis framework. Motivated by the need for increased computational efficiency,
in [495] the authors demonstrated topology optimization with geometric primitives
using the Ersatz material approach. A polynomially smoothed Heaviside function
was used to map the level-set field on the [0, 1] interval. Then, the elemental density
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was obtained as average of the structural LSF at the element nodes. Using the
Ersatz material approach, Zhang et al. [495] formulated an hybrid density/level-set
approach for the optimization of structures with embedded components. The latter
were described by geometric primitives. In a later development, the authors [493]
showed that the MMC design model allows geometric complexity to be controlled
with ease through the use of a component indicator function that depends explicitly
on the design variables. More recently, Sharma [381] developed an XFEM-based
design framework using geometric primitives. The author extended the approach
to 3D linear elastic problems and thermo-elasticity. Furthermore, he introduced an
anisotropic filtering scheme that yields smooth boundaries with no undesirable mass
losses.
4.5.1 Structure and materials parametrization
In this chapter, we adopt a geometric primitives design model based on level-sets
as done in [188]. The structural components and material domains are described by
combinations of rectangles, squares, ellipses or circles. We will refer to any of these
as patch. The level-set field of a patch, φpi , is defined using the level-set function of
a superellipse in R≥0. In 2D, we have:
φpi(x
⋆) = 1−
((
x⋆1
a
)pc
+
(
x⋆2
b
)pc) 1pc
, (4.52)
where the generalization of norm allows the degree of "cuboidness" of the component
to be tuned by modifying the norm exponent pc, a > 0 is the half-length, b > 0
is the half-width and x⋆ denotes the local coordinate system of the patch. The
transformation from the Cartesian coordinates to the local coordinates is obtained
using: [
x⋆1
x⋆2
]
=
[
cosθ sinθ
−sinθ cosθ
][
x1− xc1
x2− xc2
]
, (4.53)
where xc1 and x
c
2 are the coordinates of the patch center. Note that the sign choice in
(4.52) is motivated by the need to comply with the standard level-set parametrization
(2.2), where the structure fills the positive level-set region. The level-set field can be
evolved by acting on 5 design variables, i.e. {a, b, θ , xc1, xc2}. Hence, the patch can
stretch, elongate, rotate and move within the design domain.
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(a)
  
(b)
Fig. 4.9. (a): Smooth maximum function of level-set fields; (b): smooth union of
geometric primitive components into a structure
We combine multiple geometric primitives through a smooth union. This is
defined by a differentiable maximum operator on LSFs. We use the KS maximum
approximation [251]. The resulting LSF is obtained as:
φ = ˜maxKSφi =
1
βKS
ln
(
Np
∑
i=1
exp(βKSφpi)
)
, (4.54)
where Np is the number of patches and βKS is a parameter controlling the smoothness
of the approximation. We set this parameter to 20 in this thesis. The union of a
sufficient number of primitive components results in non-trivial geometries and
allows a reasonable design freedom in most cases. Eq. (4.54) provides an upper
bound to the hard maximum function and converges to it for βKS → ∞ [431]. The
obtained level-set field in Eq. (4.54) can be directly used as the structural level-set,
φ0. As the smoothed union of morphable components is one of the basic building
blocks of this chapter, a representative schematic is shown in Figure 4.9. Say one
wishes to describe a Mickey mouse structure by using only patch level-set functions.
Equations (4.52) and (4.53) can be used to obtain the LSFs representing the face
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  (a)
  (b)
Fig. 4.10. Parametrization of the multi-material Mickey mouse by using material
domains shaped as geometric primitives. (a): level-sets definition using patches; (b):
resulting multi-material configuration
(φp1), the left ear (φp2) and the right ear (φp3). Using the KS operator yields the LSF,
φ0, shown in Fig. 4.9. Each of the patch level-sets, φpi , defines a structural member
filling Ωpi . Using the KS maximum approximation corresponds to a smooth (i.e.
differentiable) union of the structural members as shown in Figure (4.9)(b), yielding
a structure that fills Ωs.
Using the operator (4.54), it is possible to define the material domains using
geometric primitives to obtain "well-behaved" shapes. Referring to the multi-material
framework (4.37), we define the level-sets as following:
φi = ˜maxKSφp j for j = 1, 2, . . . ,Nm− i. (4.55)
In words, the number of patches aggregated by the KS decreases when the level-set
index increases. To visualize the procedure, consider a multi-material version of the
Mickey mouse example. For simplicity, here the structural level-set, φ0, does not
play any role, i.e. consider φ0 = 1 everywhere. Using (4.55), we can write:
φ1 = ˜maxKS (φp1,φp2 ,φp3) ,
φ2 = ˜maxKS (φp1,φp2) ,
φ3 = ˜maxKS (φp1) .
(4.56)
These level-sets are represented in 4.10 (a). When using level-sets (4.56) in (4.37),
we recover the material configuration depicted in Figure 4.10(b).
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(a)
  
(b)
Fig. 4.11. Parametrization of the material domains with representation of the design
variables. (a): Floating patches; (b): finger agglomerate
4.5.2 Multi-material and structure configurations
In this chapter, we will consider a number of predefined configurations when opti-
mizing the material domains and the macroscopic structure. The first one is obtained
by simply filling the design domain with a varying number of patches, between 3
and 5, resulting in 4 and 6 materials, respectively. This configuration will be used
uniquely for the material domains parametrization. Figure 4.11(a) highlights the
design variables and shows a possible arrangement of the four materials obtained by
considering three rectangular patches as geometric primitives. In the patches-type of
configuration, we have NsM = 5Nφ macroscopic design variables. For the sake of the
material domains parametrization, we will also consider a particular agglomerate
of patches that takes inspiration from the petal configuration of Coffin and Maute
[97] . A circle (pc = 2) is centered at xc1 = 0, x
c
2 = 0. Since the rotation does not
modify the layout, its unique design variable is the radius rs = a = b. Some patches
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(a)
  
(b)
Fig. 4.12. Concurrent structure and material parametrization. (a): Structure finger
design; (b): structure finger design with patches background
are attached to the circle in such a way that their center coordinates are described by:
xc1 = rs cosθ ,
xc2 = rs sinθ .
(4.57)
Hence each of the attached patch is controlled by three design variables resulting in
a total of NsM = 1+3(Nφ −1) macroscopic design variables. We will refer to this
particular arrangement as "finger" design. Figure 4.11 (b) shows a multi-material
description obtained by using the finger-type of arrangement of geometric primitives.
Using both the PAMP-type interpolation (4.30) and the multi-material framework
(4.37) allows the decoupling of the structure and material parameterizations. In
design optimization studies considering also the optimization of the structure, we will
consider a finger-type of agglomerate for the φ0 definition. For the parametrization
of material domains, we will consider a patches-type of arrangement. This yields
a finger-like structure with patches background such as the one depicted in Figure
(4.12). The opaque regions in Fig (4.12)(b) indicate pure BM.
4.6 Numerical results and design trends
In this section, we present and discuss the numerical results obtained with our
multi-scale and multi-material design optimization framework based on geometric
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Fig. 4.13. Schematic of the steady-state diffusion heat sink design optimization
problem
primitives. First, we test the design capabilities on a simple numerical example.
Then, we provide the optimized multi-scale layouts for heat transfer enhancement in
LHTES units.
4.6.1 Steady-state diffusion heat sink
For the sake of demonstrating the optimization framework described in this chapter,
we consider an example with reduced physics complexity: a heat sink governed by
steady-state diffusion (Eq. (2.44)). A schematic of the design and computational
domain, ΩD, is presented in Figure 4.13. A rectangle with dimensions W = 3.5 and
H = 4 is loaded by a homogeneous heat generation qv = 400. A cold temperature
T = 0 is prescribed on the boundary Γc that is w = 0.1 wide. Symmetry is enforced
on Γsym. All the remaining boundaries are adiabatic. We aim at finding the optimal
multi-scale layout of HCM withinΩD such that the spatial integral of the temperature
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is minimized. This corresponds to the following optimization problem:
minimize
s
∫
ΩD
T dx
subject to
∫
ΩD
Φloc dx−V ∗ ≤ 0
s = [sTm, s
T
M]
T ∈ S = {RNs | smini ≤ si ≤ smaxi, i = 1, ...,Ns}
, (4.58)
where smini and smaxi denote the minimum and maximum values of the design
variable, si. The maximum volume of HCM is set to 20 % of the total. The
macroscopic design domain is discretized with 5600 bilinear quadrilateral elements
with characteristic size h = 0.05. The microscopic design and computational domain
is the one considered in Sections 4.2.3 and 4.3.1 for the verification of the forward
and inverse homogenization frameworks. We use the 50 × 50 discretization with
2500 bilinear quadrilateral elements. The thermal conductivity of HCM and BM is
set to 600 and 1 respectively. The optimization problems are solved using GCMMA.
As compared to the set-up summarized in Table 2.1, we modified the relative step-size
and the upper asymptote adaptivity to ∆s = 0.01 and α+ = 1.1.
Smoothed union of geometric primitives
The ability of aggregating geometric primitives through a smooth union operator is a
basic building block of our design framework. Here, we demonstrate this capability
on a mono-scale design example. We optimize the structure (by evolving φ0) of a
single fully solid material, i.e. the micro-layout is described by sm = 1 everywhere
in Y .
We start by considering the finger parametrization introduced in Section 4.5.2
for defining φ0. The complete list of design variable bounds and parameters for
this geometry description is presented in Table 4.1 The magnitude of the Heaviside
smearing largely affects the design sensitivities. The value reported in Table 4.1 was
selected after preliminary finite difference checks on the initial guess. Note that this
choice is problem-dependent and is not constant for all the problems considered
in this chapter. Furthermore, ξ modifies the amount of non-physical intermediate
material in the design domain. To allow for meaningful performance comparisons,
all the optimized objective values reported in this chapter are obtained using ξ = 0.
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Table 4.1. Finger design parameterization bounds and parameters for the heat sink
example
Description Symbol Value
Minimum circle radius rmin 1e-4
Maximum circle radius rmax 4
Minimum finger half-width amin 0.4
Maximum finger half-width amax 4
Minimum finger half-height bmin 0.4
Maximum finger half-height bmax 4
Minimum finger tilt θmin 0
Maximum finger tilt θmax π/2
"Cuboidness" parameter pc 2
Heaviside half band-width ξ 0.1
The evolution of the design along the optimization process is shown in Figure 4.14
for both a one-finger and a three-finger parametrization. The designs are evolved
using 4 and 10 macroscopic design variables, respectively. The objective and volume
constraint histories are shown in Figure 4.15. The objective is normalized with the
initial value of the one-finger example, z0 = 15933. This normalization parameter
will be adopted for all the objective values presented for the heat sink example. The
constraint is normalized with respect to the maximum volume, V ∗. The starting
guesses are shown in Figure 4.14(a). As visible from the constraint value presented
in Figure 4.15(b), the initial one-finger layout uses less HCM than V ∗. Instead, the
three-finger layout uses more HCM than allowed. In 7-8 optimization iterations, the
amount of HCM in the design domain changes until it hits the maximum bound.
This yields a constant decrease and increase of the objective for the one-finger and
for the three-finger design. No substantial layout modifications are observed in this
initial part of the optimization process. In Figure 4.14(b), the designs look simply
a "rescaled" version of the initial guess. From iteration 10 to iteration 60 (Figure
4.14(d)), the geometries are modified substantially. The fingers rotate such that their
tips point towards the angles of the design domain. These modifications yield a
large performance increase: the objective is reduced by 43.1 % and 59.3 % in the
one-finger and three-finger case. A further slight reduction is observed from iteration
60 to iteration 100. In Figure 4.14(e), the fingers look stretched along the chosen
direction and the internal circle looks moderately grown. We notice negligible layout
and performance changes in the last 20 iterations. The final normalized objectives
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(a) (b) (c) (d) (e)
Fig. 4.14. Design evolution along the optimization process for the one-finger and
three-finger examples. (a): Iteration 0; (b): iteration 10; (c): iteration 30; (d):
iteration 60; (e): iteration 100
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Fig. 4.15. Normalized objective (a) and volume constraint (b) histories along the
optimization process for the finger design examples
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Table 4.2. Patches design parameterization bounds and parameters for the heat sink
example
Description Symbol Value
Minimum patch half-width amin 0.2
Maximum patch half-width amax 2
Minimum patch half-height bmin 0.2
Maximum patch half-height bmax 2
Minimum x coordinate center xcmin 0
Maximum x coordinate center xcmin 3.5
Minimum y coordinate center ycmin 0
Maximum y coordinate center ycmin 4
Minimum finger tilt θmin 0
Maximum finger tilt θmax π/2
"Cuboidness" parameter pc 2
Heaviside half band-width ξ 0.1
are 0.296 for the one-finger layout and 0.205 for the three-finger layout. More
design freedom leads to a superior performance. Similar optimization solutions are
obtained for different initial guesses. However, we observed that all the geometric
primitives should be "visible" in the initial guess, meaning that a complete overlap
between fingers should be avoided. When an overlap occurs or a geometric primitive
exits the design domain completely, there is no chance to recover it. The objective
and constraint gradients with respect to the design variables through which it is
parametrized are zero.
To test the patches parametrization discussed in Section 4.5.2, we consider a
design example using a smoothed union of five patches. The layout is evolved using
25 design variables. The bounds and relevant parameters for this configuration are
reported in Table 4.2. In this design example, oscillations in the objective history
were observed after 20-30 iterations. For this reason, the maximum number of inner
iterations Nin of GCMMA was increased from the reference value of 2 (see Table
2.1) to 3. The snapshots of the design at selected optimization iterations along with
the objective history are presented in Figure 4.16. The initial guess corresponds to 5
circles of equal area positioned as displayed in Figure 4.16(a). This configuration
yields poor performance as no HCM is in contact with Γc. One of the circular patch
quickly migrates towards the cold boundary as visible in Figure 4.16(b). Once the
contact is established, the remaining patches start stretching and orientating in a such
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Fig. 4.16. Patches design example. Snapshots of layout at iteration 0 (a), iteration
10 (b), iteration 60 (c), iteration 100 (d) and iteration 193 (e). (f): Objective history
along the optimization process
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a way that a tree-like heat transfer structure is created (Figure 4.16(d)). Only minor
layout and performance modifications are observed from this point to convergence,
which is reached after 193 design iterations. The optimized layout is shown in Figure
4.16(e). Due to its larger design freedom, this geometry yields a higher performance
than the finger layouts. The calculated normalized objective is 0.0878.
This section demonstrated the use of the KS maximum function to aggregate
structural members defined using geometric primitives. The layouts converge to
"machinable" structures that are controlled by a limited number of design variables.
Optimizing the micro-structure
Here, we describe the results obtained when optimizing the microscopic layout of
the steady-state heat sink device. We consider a micro-scale problem with a single
material component, i.e. a unique topology of the microscopic layout is optimized.
No design freedom at the macroscopic level on the shape of the material domains and
structure is considered, i.e. φ0 > 0 and φ1 < 0 everywhere in ΩD. The microscopic
geometry is parametrized using nodal design variables, sm, that are converted into
elemental densities, ρsm , using the filtering and projection approach presented in
Chapter 2. The filter radius is set to r fm = 0.051. The microscopic SIMP exponent,
pm, and projection steepness parameter, βm, are slowly raised using the following
continuation scheme:
pm = {1; 2; 3; 3; 5},
βm = {1; 1; 1; 4; 8}.
(4.59)
The projection threshold is hold constant at ηm = 0.5. In our implementation, the
filter is non-periodic and truncated at the boundary. This ensures the evolution of the
micro-scale geometry also when the layout is initialized with a homogeneous design
variable field, sm. In this case, the homogenized properties and volume constraint
sensitivities with respect to the design variables located in the middle of the design
domain differ from those located close to the boundaries. This is not the case when a
periodic filter is adopted. For this reason, other authors initialized the micro-layouts
with either a random design variable field [28] or a specific initial configuration
[82]. The first step does not yield penalization when considering the linear volume
constraint of Eq. (4.58). Although in this design example a non-penalized step
could be avoided, in our experience this is essential in the multi-material design
examples considered next. It serves for the purpose of redistributing HCM among
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Fig. 4.17. Objective history with microscopic layout at selected iterations. (a):
Iteration 0; (b): iteration 100; (c): iteration 200; (d): iteration 300
materials domains. A premature convergence to poor local minima micro-layouts
was observed otherwise. The transition between continuation steps is performed
every 100 iterations. The convergence of the optimization process is verified only
after the completion of the final step. The normalized objective history alongside with
the evolution of the microscopic layout is presented in figure 4.17. The initial guess
corresponds to a homogeneous microscopic design variable field sm = 0.1. During
the first continuation step, HCM is homogeneously aggregated within the periodic
domain to reach to maximum HCM volume. This is responsible for a moderate
objective reduction. We notice no progress towards a binary {0; 1} geometry. A
layout starts appearing during the second continuation step, since the intermediate
design variables are penalized more strongly. A clear pattern is observed at iteration
200 (Figure 4.17(c)). However, large areas with intermediate "gray" material are
still present. Those disappear nearly completely at the end of the third continuation
step as visible in Figure 4.17(d). However, the layout boundaries are still blurred
by the filter. To improve the accuracy of the numerical homogenization predictions,
the steepness of the projection is increased in the last two continuation steps. This
yields negligible layout and performance modifications. The final optimized layout
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Fig. 4.18. (a): Optimized microscopic layout; (b): composite visualization using a
grid of 3 × 3 periods; (c): optimized fin layout
is shown in Figure 4.18(a). The normalized objective achievable with this geometry
is 0.193. To test the effectiveness of the initialization, we conduct an optimization
example with a pseudo-random initial distribution s = 0.2+10−3T , where T is a
random operator returning values in the range [−0.5, 0.5]. We obtain a layout that
performs 2.898 % worse than the one represented in Figure 4.18(a). In the remainder
of the chapter, we will always display a grid of 3 × 3 periods as the one depicted in
Figure 4.18(b). This visualization allows the HCM connectivity between contiguous
periodic cells to be visualized.
Although this optimization required for multi-scale analysis, the design variables
are defined only at the microscopic level. When density-like design variables are
defined only at the macroscopic level with no freedom on the material layout, one
recovers a fin layout optimization framework similar to the one considered in Chapter
3. To asses the advantage of switching to a multi-scale design optimization procedure,
we compute a reference fin layout. Also in this case, we consider a three-field density
strategy. The macroscopic SIMP exponent pM and projection steepness parameter
βM are varied following the continuation strategy (4.59). The macroscopic density
filter has radius r fM = 0.25. The final optimized design is shown in Figure 4.18(c).
The computed normalized objective for this case is 0.061. This result suggests that
fins are more effective heat transfer enhancers than engineered cellular structures
with a periodic and unique micro-structure.
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(a) (b) (c)
Fig. 4.19. (a): Materials configuration for the 2 × 2 grid example; (b): materials
configuration for the vertical stack example; (c): materials configuration for the 3 ×
2 grid example
Adding more materials
In this section, we consider the optimization of multiple material micro-structures.
As in the previous section, we allow no design freedom at the macro-scale: the
material domains are fixed and their shape is not optimized. The structure level
set, φ0, is positive everywhere in ΩD. We focus on three alternative configurations,
depicted in Figure 4.19. The first configuration (Figure 4.19(a)) consists of four
material domains ordered in a 2 × 2 grid. The second configuration (Figure 4.19(b))
consists of four materials domains ordered in a vertical stack. The last configuration
(Figure 4.19(c)) consists of six materials domains ordered in a 3 × 2 grid.
Figure 4.20 shows the evolution of the microscopic layouts for the 2 × 2 grid
configuration during the optimization convergence. The normalized objective his-
tories for all the configurations are shown in Figure 4.21. In all the design studies,
the microscopic design variable field is initialized as a homogeneous distribution
sm = 0.2 within Y . During the first 100 iterations, HCM is redistributed efficiently
among the material domains, concentrating in those that are in contact with Γc. We
observe no formation of microscopic features since the intermediate design vari-
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Fig. 4.20. Microscopic layouts evolution of the 2 × 2 grid configuration at selected
iterations. (a): Iteration 0; (b): iteration 100; (c): iteration 200; (d): iteration 300
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Fig. 4.21. Normalized objective histories along the optimization process for the three
material configurations
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(a)
(b)
(c)
Ω1 Ω2 Ω3 Ω4 Ω5 Ω6
Fig. 4.22. Optimized microscopic layouts for the 2 × 2 grid configuration (a), for
the vertical stack configuration (b) and for the 3 × 2 grid configuration (b)
able values are non-penalized during the first continuation step. During the second
continuation step, a large objective reduction is achieved through the formation of
well-defined micro-structures in Ω1, Ω2 and Ω3. At iteration 200, large regions with
"gray" material are still present in the microscopic layout of the material occupying
Ω4. Those disappear nearly completely during the third continuation step due to
a larger penalization effect. At the beginning of the fourth continuation step, the
objective of the 3 × 2 grid configuration grows. The increase of the projection
steepness parameter results in a volume constraint violation and a few optimization
iterations are needed to recover a design set within the feasible region.
The optimized microscopic layouts for all the configurations are shown in Figure
4.22. The microscopic layouts of the 2 × 2 grid configuration in Ω4 and Ω3 closely
resemble the ones of the 3 × 2 grid configuration in Ω6 and Ω5. However, some
microscopic layout differences are noticeable in the top portion of the design domain.
The utilization of more material domains allows a reduction of the normalized
objective by 19.3 %, from 0.092 of the 2 × 2 grid configuration to 0.074 of the 3 ×
2 grid configuration. Comparing the performance of the 2 × 2 grid configuration
with the one of the vertical stack configuration prompts additional reflections. Both
these designs use the same number of materials. However, arranging the materials
in a stack yields 8.0 % better performance than using a 2 × 2 grid. This suggests
that assuming a priori the materials arrangement is crucial for the performance of
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the optimized layouts. For this reason, in the next section we will avoid making this
assumption.
Note that all the optimized objective values obtained in this section are higher
than the one of the reference fins design. The best performing configuration (the
3 × 2 grid of materials) results in a 21.3 % larger objective. This suggests that a
multi-scale design optimization framework considering fixed material domains may
not yield any performance improvement as compared to a mono-scale analysis and
design strategy.
Moving the material domains
In this section, we increase the design freedom of our framework by considering
the optimization of material domains. The grid-like arrangements considered in the
previous section are now able to morph during the optimization. We consider the
multi-material patches configuration described in Section 4.5.2 with three and five
floating patches. The macroscopic design variable bounds and parameters are all
equal to those presented in Table 4.2 except for the "cuboidness" parameter which is
here set to pc = 10 and the Heaviside smoothing bandwidth here set to ξ = 0.05. A
reduction of ξ was necessary to limit the inaccuracies related to the superposition
of interfaces, as discussed in 4.4.2. This value was selected by trial-and-error on
preliminary optimization runs. No design freedom is considered as regards to the
structure, hence φ0 > 0 everywhere within ΩD.
Figure 4.23 presents the evolution of the material indicator fields and microscopic
designs during the optimization process for the three patches configuration. The
material level-sets are evolved using 15 macroscopic design variables. The objective
history is displayed in Figure 4.24. Since the material domains are accounted for in
the analysis model through a density-based representation, the material boundaries
are fuzzy in the analysis. Hence, we adopt a visualization in which the opacity
varies linearly with the magnitude of each material indicator field, χi. The same
visualization strategy will be used for all the movable material examples presented
in the remainder of the chapter. Recall that all the optimized objective values listed
are obtained with ξ = 0 such that the fuzziness effect does not affect the final
performance comparisons. The initial guess on the macroscopic design variables
is formulated such that a 2 × 2 grid of material domains is obtained, as in one of
the fixed domain examples of the previous section. The initial microscopic layout
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Fig. 4.23. Evolution of the microscopic and macroscopic layouts for the three
movable patches example at selected iterations. (a): Iteration 0; (b): iteration 100;
(c): iteration 200; (d): iteration 300; (e): iteration 500
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Fig. 4.24. Normalized objective histories along the optimization process when using
movable material domains
is a homogeneous sm = 0.2 field in Y . During the first continuation step, HCM
is just redistributed among material domains with no formation of binary {0; 1}
design features. The green material detaches from Γc and starts floating. This
creates a thin Ω1 region in contact with the bottom and left boundaries of the design
domain. Here, HCM is rapidly concentrated such that a homogeneous ρsm = 1 field
is obtained within Y . This yields a larger objective reduction as compared to the
first continuation step of the fixed 2 × 2 grid configuration. From iteration 100 to
iteration 200, noticeable design modifications are observed at both the macroscopic
and microscopic level. The microscopic layouts evolve into black-and white patterns.
The green floating domain grows and moves such that the shape of Ω1 changes
slightly while Ω2 and Ω4 are confined at the top and right boundaries, respectively.
Also during this step, the objective is reduced to a greater extent as compared to
the fixed material case. Only minor layout and performance variations are observed
during the last 300 iterations of the optimization process. The final optimized design
shown in 4.24(e) consists of two thin fully solid regions (i.e. fins) elongating on the
top and left boundaries and three multi-scale structures with diagonal HCM stripes.
The local volume fraction of the micro-structures, φloc, reduces when moving away
from Γc. The normalized objective value of the optimized configuration analyzed
with ξ = 0 is 0.055, corresponding to a 9.5 % objective reduction as compared
to the fins of Figure 4.18(c). This indicates that a multi-scale design optimization
framework may be convenient when the material domains are able to morph.
To analyze the effect of additional design freedom obtained through the intro-
duction of more moving materials, we consider a morphable version of the 3 × 2
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Fig. 4.25. Evolution of the microscopic and macroscopic layouts for the five movable
patches example at selected iterations. (a): Iteration 0; (b): iteration 100; (c):
iteration 200; (d): iteration 300; (e): iteration 500
grid configuration discussed in the previous section. This is obtained by using 5
patches that are evolved with 25 macroscopic design variables. Figure 4.25 presents
the evolution of the macroscopic and microscopic layouts at selected optimization
iterations. The objective history is plotted in Figure 4.24 together with the three
moving patches example. The initial guess consists of a 3 × 2 grid of material
domains with a homogeneous sm = 0.2 microscopic design variable field. During
the first continuation step, the redistribution of HCM largely relies on the motion of
the material domains. Ω2, Ω3 and Ω5 migrate close to the right and top boundaries
and a small φloc is attributed to these materials. More HCM is allocated in Ω4 and
Ω6, which are positioned close to Γc. The central region is occupied by Ω1, with
an intermediate ρsm layout. The material domains evolve rapidly also in the second
continuation step. Ω6 grows towards the center of ΩD to form a diagonal fin that
separates the design domain in three well-distinct regions occupied by Ω2, Ω3 and
Ω5. The remaining materials (Ω4 and Ω1) occupy a small portion of the design
domain and their microscopic layout is still homogeneous. Ω1 disappears from the
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design domain during the third continuation step. The disappearance of materials
is allowed in our design optimization framework. To avoid this event, we also
performed some numerical experiments with a minimum material volume constraint
but we obtained nearly unaltered performance of the optimized configurations. The
microscopic layout of Ω4 starts converging to a binary geometry during the last 200
iterations, when this material domain evolves into a triangular region of pure HCM.
The final layout (Figure 4.25) consists of a diagonal fin surrounded by laminates
with horizontal, vertical and diagonal HCM stripes. The optimized objective of
this layout is 0.052, yielding only a 5.4 % improvement as compared to the three
morphable patches layout. Since Ω6 and Ω4 have the same micro-structure, we
observe that a similar layout could be obtained also in the previous experiment using
only four materials. This suggests that the optimized configurations are at best local
minima. Although we found that using a large number of materials helps to prevent
the convergence to trivial solutions, we always rely on physical intuition to critically
assess the optimized designs.
Optimizing the structure on the foreground
In this section, we analyze the effect of using a structure level-set, φ0, to control
explicitly the external shape of the assembly of materials. The structure level-set is
defined as a finger-type of agglomerate of geometric primitives (see Section 4.5.2)
with three fingers. The design variable bounds and parameters for this agglomerate
are set as in Table 4.1 except for pc = 10 and ξ = 0.05. The material domains
are controlled using three patches with the same bounds and parameters as in the
previous section. The macroscopic layout is evolved using 25 design variables as for
the five movable patches example.
Figure 4.26 shows the evolution of both the microscopic and macroscopic layouts
along the optimization process. The normalized objective history is displayed in
Figure 4.27. To start from an unbiased layout, the initial material configuration is
chosen in such a way that all the material domains lie within the finger-type structure.
During the first continuation step, the external structure grows to occupy nearly the
entire design domain. Also in this case, the material domains are arranged in regions
of increasing distance from Γc, such that the HCM can be efficiently redistributed.
Only minor modifications (mainly at the macroscopic level) are observed during the
second continuation step. Ω4 grows substantially during the third continuation step
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Fig. 4.26. Optimized microscopic and macroscopic layouts at selected iterations
when optimizing the structure on the foreground. (a): Iteration 0; (b): iteration 100;
(c): iteration 200; (d): iteration 300; (e): iteration 500
0 100 200 300 400 500
Optimization iteration [-]
0.05
0.1
0.15
0.2
N
or
m
al
iz
ed
 o
bje
cti
ve
 [-]
Fig. 4.27. Normalized objective histories along the optimization process when
optimizing the structure on the foreground
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Table 4.3. Comparison of the performance when using the wave-like and the rank-1
laminate (straight) micro-structures
Micro-structure
Performance Wavy Straight
kH11 [-] 6.0728e+01 6.1661e+01
kH22 [-] 1.2354e+00 1.1124e+00
kH12 [-] -1.4648e-03 0.0000e+00
Normalized objective [-] 0.052636 0.053196
such thatΩ2 is lost from the structure. The convergence to binary {0; 1}microscopic
layouts is slower in this design example. A well-defined geometry for Ω3 is obtained
only during the last 200 iterations. The material domain Ω2 reappears during these
last continuation steps with no HCM in its micro-structure such that the shape of
the external assembly is further modified. The reappearance of material domains
is possible in our multi-material design optimization framework. The final layout
consists of a triangular fin oriented along the design domain diagonal surrounded
by two matrices with straight vertical and wave-like horizontal HCM stripes. In the
optimized configuration, the finger-like structure does not occupy the entire design
domain. The normalized objective value for this design case is 0.054, corresponding
to an intermediate performance between the three and the five moving patches design
examples considered in the previous section.
Finally, to test the effectiveness of the wave-like micro-structure in Ω3, we
consider a possible alternative. This consists of a rank-1 laminate with the straight
conducting paths aligned in the y1 direction and the same volume fraction of the
wave-like material. The homogenized material properties of this micro-structure are
obtained analytically following [477]. All the micro-structures are analyzed using
β = 1000 to avoid the possibility of bias due to intermediate microscopic density
values. The homogenized properties and the performance of the two structures are
summarized in Table 4.3. The results show that there are minor but non-negligible
differences between the two alternative materials. The wave-like material allows a
higher kH22 to be achieved at the cost of a reduction in k
H
11. Overall, using a rank-1
laminate with horizontal HCM stripes leads to a 1.06 % worse performance of the
macro-structure.
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Table 4.4. Patches design parameterization bounds and parameters for the LHTES
example
Description Symbol Value
Minimum patch half-width amin 0.1
Maximum patch half-width amax 1
Minimum patch half-height bmin 0.1
Maximum patch half-height bmax 1
Minimum x coordinate center xcmin 0
Maximum x coordinate center xcmin 1
Minimum y coordinate center ycmin 0
Maximum y coordinate center ycmin 1
Minimum finger tilt θmin 0
Maximum finger tilt θmax π/2
"Cuboidness" parameter pc 10
Heaviside half band-width ξ 0.05
4.6.2 Design of multi-scale structures for LHTES units
In this section, we use our multi-scale multi-material optimization framework to
design practical conducting structures for LHTES units. Phase change is modeled
through the purely diffusive physical model introduced in Chapter 3 and described
by the governing PDE (3.26). We focus on the discharge of the unit, modeled by
setting T ∗I = 1 and T ∗d = 0. The time stepping is stopped when the energy in the tank
drops below 5 % of the total energy capacity. The macroscopic governing equations
are discretized in space and time using the FE framework adopted in Chapter 3. The
microscopic homogenization equations are solved with the FE framework described
in Section 4.2 using the 20 × 20 elements mesh with 400 bilinear quadrilateral
elements. We aim at minimizing the time required for the complete discharge of the
unit. Hence, we adopt the optimization problem formulation (3.67). The thermo-
physical properties of the material constituents were listed in Table 3.1. Differently
from Chapter 3, here we consider a maximum volume fraction Φ of 20 %. The
macroscopic layouts are controlled using the parametrization options presented in
Section 4.5.2. The design variable bounds and parameters for the patches and for
the finger agglomerate are given in Tables 4.4 and 4.5. The SIMP penalization
exponents, pm and pM, and the projection steepness parameter, βm, are slowly raised
during the optimization process following the continuation scheme (4.59).
165
Design of multi-scale conducting structures
Table 4.5. Finger design parameterization bounds and parameters for the LHTES
example
Description Symbol Value
Minimum circle radius rmin 1e-4
Maximum circle radius rmax 1
Minimum finger half-width amin 0.1
Maximum finger half-width amax 1
Minimum finger half-height bmin 0.1
Maximum finger half-height bmax 1
Minimum finger tilt θmin 0
Maximum finger tilt θmax π/2
"Cuboidness" parameter pc 10
Heaviside half band-width ξ 0.05
To assess the advantage of switching to a multi-scale multi-material design
optimization framework, we will compare the performance of the optimized layouts
with the two reference heat transfer structures depicted in Figure 4.28. The first
one (Figure 4.28(a)) is a fin layout obtained considering no design freedom at the
microscopic level. This geometry is computed using the optimization framework
presented in Chapter 3. All the black portions of the design domain denote pure HCM
while the white portions denote pure PCM. The design differs with respect to those
analyzed in the previous chapter uniquely due to the modified maximum volume
fraction and continuation scheme on the penalization and projection parameters.
Using this geometry allows the unit to be discharged in t∗ = 0.272. Hereafter, we
will refer to this quantity as the reference discharge time, t∗re f . The second geometry
is a single-material multi-scale structure filling the entire shell. Using this optimized
structure yields the complete discharge of the tank in t∗ = 0.447, corresponding to
a 64.3 % increase with respect to the fins. This result suggests that filling the unit
with a unique periodic cellular structure, although optimized at the microscopic level,
may not be a convenient choice for heat transfer enhancement in LHTES units.
Adding more materials
Here, we relax the single material assumption and consider two alternative arrange-
ments of periodic structures in the LHTES unit. The material domains are fixed and
the HCM structure fills the entire shell.
166
4.6 Numerical results and design trends
(a)
(b)
Fig. 4.28. Reference mono-scale optimized designs. (a): Macroscopic layout of fins;
(b): microscopic layout of single-material metal matrix
Similarly to one of the alternatives considered in the heat sink numerical example,
the first material configuration consists of a 2 × 2 grid of material domains. This
configuration along with all the optimized micro-structures is represented in Figure
4.29(a). A reticular geometry occupies Ω4, which is contact with the HTF pipe.
Micro-structures with vertical, diagonal and horizontal HCM stripes evolve in Ω2,
Ω1, and Ω3, respectively. A smaller local volume fraction, Φloc, is obtained within
these regions. This agrees with intuition: smaller connections are required in the
regions far from the internal pipe since less heat is transferred there during the
entire process. The second material configuration (Figure 4.29(b)) consists of five
rings. The material interfaces are placed at r∗ = {0.2; 0.4; 0.6; 0.8}. Inspired by
the famous Russian baby-dolls, we will refer to this layout as Matryoshka circles
configuration. The optimized microscopic layouts consist of four reticular geometries
with varying local volume fraction. The amount of HCM reduces when moving
away from the Dirichlet boundary. Only diagonal HCM laminates emerge from the
optimization process in Ω1, which is the furthest the HTF pipe.
Figure 4.30 compares the energy history during the discharge of these units
with the one of the topology-optimized fins. The performances obtained with the
multi-material configurations are comparable to the one of the fins. The Matryoshka
option requires a 0.9 % longer time than the fin geometry for a complete discharge.
On the other hand, using the 2 × 2 grid configuration allows the discharge time to
be decreased by 3.3 %. A closer inspection of the energy curves reveals that the
discharge rate of the grid configuration is slightly slower at the beginning of the
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Fig. 4.29. Optimized microscopic layouts for two fixed materials configurations. (a):
2 × 2 grid; (b): Matryoshka circles
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Fig. 4.30. Normalized energy histories of the optimized fins and multi-scale struc-
tures with fixed material configurations
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process. To gain further insights behind these performance differences, it is useful to
study the liquid fraction evolution presented in Figure 4.31. The snapshots are taken
at 20 %, 40 %, 60 % and 80 % of the reference discharge time. When using the
topology-optimized fins, the solidification front advances rapidly following the fin
geometry. At t∗ = 0.4 t∗re f , the mushy PCM occupies uniquely the fins interstices and
a thin region in contact with the external envelope. Since most of the heat propagates
radially, the solidification from at the end of the process approximates well the
shell geometry. Different discharge dynamics are observed for the multi-material
layouts. In the grid configuration, solidification proceeds slowly at the beginning
of the process. At t∗ = 0.2 t∗re f , the amount of solidified material is less than the
alternatives. However, when the solidification front reaches Ω2 and Ω3, it rapidly
expands in the vertical and horizontal direction. This explains the limited heat transfer
drop registered for this structure. At t∗ = 0.6 t∗re f , only the mushy region occupying
Ω1 needs to be cooled away. Solidification in the Matryoshka configuration evolves
in a different manner. Since at fixed r∗ the micro-structure cannot change with the
angular position, the solidification front cannot evolve radially. Propagation along
the θ = π/4 direction is faster than along the θ = 0 and θ = π/2 directions. Hence,
the mushy PCM tends to be accumulated at the corners of the design domain. This
explains the limited heat transfer rate at the end of the discharge process.
Moving the material domains and the structure
The differences in performance between the alternative material configurations
considered in the previous section suggest that improvements of those layouts are
possible by adding design freedom at the macroscopic level. We consider three
alternative options for the macroscopic parametrization. The first one consists of
three floating patches (Section 4.5.2). The initial guess corresponds to a 2 × 2 grid
as in the fixed layout of the previous Section. Figure 4.32(a) shows the optimized
microscopic and macroscopic layouts for this design case. Similarly to what obtained
in the heat sink design example, pure HCM concentrates close to the bottom and
left boundaries to form two thin fins. The material domain Ω4 floats within the
design domain and is occupied by a metal matrix with thick diagonal HCM stripes.
This material domain is bordered by low volume fraction structures with thin HCM
stripes. The second parametrization of material domains consists of a finger-type
of agglomerate with three fingers (see Section 4.5.2). The optimized layout (Figure
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t∗/t∗re f = 20 %
t∗/t∗re f = 40 %
t∗/t∗re f = 60 %
t∗/t∗re f = 80 %
(a) (b) (c)
Fig. 4.31. Liquid fraction evolution of the optimized fin design and fixed material
configurations. (a): Fins; (b): 2 × 2 grid; (c): Matryoshka circles
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Fig. 4.32. Optimized macroscopic and microscopic layouts for three moving metal
matrices configurations. (a): Three patches; (b): three fingers; (c): finger structure
with patches background
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Fig. 4.33. Normalized energy histories of the optimized fin design and moving
material configurations
4.32(b)) is composed by an inner ring with a large volume fraction material. The
fingers are approximately equally spaced along the angular direction. The diagonal
finger is filled with a thick HCM reticular geometry. The materials occupying the
other fingers are composed by wave-like vertical and horizontal HCM stripes. The
material domain Ω1 occupies a thin region close to the external envelope and is
made of full PCM. The last option we considered is obtained by adopting different
parameterizations for the structure and material domains. The structure level-set, φ0,
is defined as the finger-type of agglomerate of geometric primitives. The material
domains are controlled by three patches. Figure 4.32(c) shows the optimized layouts
for this case. As for the moving patches configuration, two fins are created aligned
along the θ = 0 and θ = π/2 directions. The remainder of the structure is composed
only by two materials, as Ω2 disappears during the optimization process. Nearly
the same micro-structure is obtained in Ω3 and Ω4 such that this region can be
considered as occupied by a unique material. The structure layout approximates a
circle with a radius slightly smaller than the shell.
The energy histories during a complete discharge process for these three designs
are compared to the one of the topology-optimized fins in Figure 4.33. All the
alternatives yield performance improvements with respect to the fins. The discharge
time is reduced by 11.9 %, 23.7 % and 31.5 % when using the material finger layout,
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the material patches layout and the finger structure with material patches layout. A
similar trend would be obtained also for partial discharges. The gaps in performance
build gradually in time. Differently from what obtained for the heat sink example,
the choice on the macroscopic parametrization strongly affects the performance.
The liquid fraction evolution for all the layouts considered is presented in Figure
4.34. Note that the snapshots at t∗ = 0.8 t∗re f for the patches and finger-plus-patches
configurations are not shown since the discharge is already completed. As compared
to what observed in the previous section, the solidification fronts propagate more
concentrically with the internal pipe. This is well visible at t∗ = 0.6 t∗re f . For all
the designs, the mushy regions are well distributed close to the shell and corners
of the design domain. Different discharge dynamics are observed for t∗ < 0.6 t∗re f .
In the three patches layout and in the finger-plus-patches layout, the solidification
propagates rapidly following the two fins and resulting in a nearly triangular solidified
region at t∗ = 0.2 t∗re f . Then, in the patches design, solid PCM is rapidly created in
Ω4 morphing the solidification front towards the center. In the fingers-plus-patches
configuration, the front advances along the diagonal direction until it reaches the
border of the structure. The gap between the structure and the shell is then cooled
slowly due to the absence of HCM. In the finger configuration, the solidification
front first advances towards the center of the design domain following the central
finger Ω4. Then, the heat is transfered in the θ = 0 and θ = π/2 directions by
exploiting the particular micro-structures of the side fingers. Also for this case, a
large portion of time at the end of the process is used to cool the pure PCM gap close
to the external shell.
4.7 Conclusions
In this chapter, we developed a multi-scale multi-material optimization framework
to obtain "machinable" assemblies of periodic heat transfer structures. We first
demonstrated the approach on a steady-state heat sink example. Then, we applied
the method for the practical design of geometries for heat transfer enhancement in
LHTES units. A graphical summary of the main application-oriented advances for
LHTES units obtained in the chapter is presented in Figure 4.35. The optimization
results suggest that optimizing a single periodic structure yields a reduced perfor-
mance as compared to topology-optimized fin layouts. Improvements are possible
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t∗/t∗re f = 20 %
t∗/t∗re f = 40 %
t∗/t∗re f = 60 %
t∗/t∗re f = 80 %
(a) (b) (c)
Fig. 4.34. Liquid fraction evolution of the optimized fin design and fixed material
configurations. (a): Three patches; (b): three fingers; (c): finger structure with
patches background
174
4.7 Conclusions
Topological fins
D
is
c
h
a
rg
e
 t
im
e
-24 %
+ 1 %
+ 64 %
-32 %
Design freedom
Single material Multiple materials Multiple moving 
materials
Multiple moving 
materials & structure
Fig. 4.35. Graphical summary of the main application-oriented advances of the
chapter
by optimizing multiple structures within the design domain instead of a single one.
Whether this strategy fills completely the gap in performance is problem-dependent.
In the LHTES study, the discharge times of our fixed multi-material assemblies were
comparable to the one of fins. However, in the heat sink study, our best configu-
ration resulted in a 21.3 % larger objective. The choice of the aggregation layout
of the structure relies on the designer experience. Different assumptions lead to
large differences in performance. For this reason, we optimized both the micro-
structures and the aggregation layout of the periodic materials. This was achieved
by using geometric primitive level-sets so that reasonably "well-behaved" shapes
of the material domains are obtained. The resulting optimized configurations are
superior to the topology-optimized fins for both the design studies. We obtained
a maximum reduction of the objective of 14.8 % and 23.7 % for the heat sink and
for the LHTES unit, respectively. Inspired by the concurrent structure and material
PAMP design approach, we then extended the optimization framework to allow a
decoupled parametrization of the material domains and structure, both controlled by
geometric primitive level-sets. Although this strategy did not yield benefits in the
heat sink study, we obtained large gains in the LHTES unit. The optimized structure
has low geometrical complexity and allows the discharge time to be reduced by 31.5
% as compared to the topology-optimized fins.
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Chapters 3 and 4 relied on a simplified phase change model. Considering only
diffusion for design optimization studies is questionable. The convective effects
and fin layout are tightly connected and it is hard to assess whether convection can
be neglected if the design is unknown. Some recent design studies [46, 109, 436]
investigated the effect of specific layout features on convective transport. Different
conclusions were drawn for melting and solidification, suggesting that different
layouts may be required to enhance the two processes. In this chapter, we aim
at exploring how the optimized layouts are affected by fluid flow and identifying
what makes the structures optimized for melting different from those optimized for
solidification. The remainder of this chapter is organized as follows: in Section
5.1 we review possible methods for modeling convection in the liquid PCM; in
Section 5.2, we present, verify and validate our finite element numerical model
and implementation; Section 5.3 introduces the material interpolation strategies for
conjugate heat transfer and Section 5.4 discusses some issues that one may encounter
when choosing suitable continuation strategies to design devices relying on natural
or forced convection; finally, in Section 5.5 we examine and compare the topology-
optimized designs for melting and solidification and we present a possible approach
to reduce the layout complexity in the spirit of an easier manufacturing.
Some of the contents of this chapter were published in Applied Energy [J1] and
presented at the 2017 ASME Summer Heat Transfer Conference [C2].
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5.1 Modeling convection/diffusion phase change
In most of the phase change phenomena of practical interest, the fluid motion
yields a non-negligible contribution to the thermal response and has to be taken
into consideration in the analysis. Hence, the diffusive Stefan problem presented in
Section 3.2 needs to be modified accordingly. Considering a laminar incompressible
viscous flow, the Stefan problem is augmented with the Navier-Stokes equations in
the liquid domain, Ωl , as follows:
∂vi
∂xi
= 0 in Ωl, (5.1)
ρl
∂vi
∂ t
+ρlv j
∂vi
∂x j
=
∂σi j
∂x j
+Fi in Ωl, (5.2)
where vi is the velocity, Fi is a momentum source term, and σi j is the viscous stress
tensor. Equation (5.1) acts as a kinematic constraint in prescribing a divergence-
free flow. Equation (5.2) is the balance of momentum along the direction "i". The
constitutive equation for viscous, isotropic, incompressible fluids allows the stress
tensor to be written as [349]:
σi j =−pδi j +µl
(
∂v j
∂xi
+
∂vi
∂x j
)
, (5.3)
where µl is the dynamic viscosity of the liquid PCM. In isothermal melting or
solidification, the fluid-dynamic response can be computed considering a no-slip
condition vi = 0 at the (sharp) solid-liquid interface. The energy equation in the melt
(Eq. (3.2)) needs to be modified to include a convective contribution:
ρcpl
∂T
∂ t
+ρcpl vi
∂T
∂xi
=
∂
∂xi
(
kli j
∂T
∂x j
)
in Ωl. (5.4)
In Chapter 3, we discussed the numerical advantages of using a fixed grid
method instead of solving the full Stefan problem using a variable grid that conforms
with the interface. With a fixed grid approach, there is no need to satisfy the
interface conditions at the solid-liquid front [76]. Furthermore, the general fixed
grid formulation needs only minimal modifications for non-isothermal phase change
where a mushy region is present, as in metal alloys and organic PCMs. The extension
of the fixed-grid approaches presented in Chapter 3 for the transient nonlinear
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diffusion equation demands a proper modification of the momentum equation in
such a way that: (i) the velocities, and consequently the advective energy transport,
are zero in the solid region, (ii) the full set of Navier-Stokes equations (Equations
(5.1) and (5.2)) are recovered in liquid region, (iii) the dynamics in the mushy zone
is predicted accurately.
After the early developments of numerical methods for convection-diffusion
phase change, Voller et al. [437] identified three possible ways to modify the
momentum equation:
(1) switch-off techniques,
(2) variable viscosity,
(3) porosity.
The approach (1) as described by Morgan [303] is the most straightforward. The
nodal velocities are constrained to zero when the nodal temperature drops below
the liquidus temperature. Instead of using the liquidus temperature to identify the
non-convective regions, Voller et al. [437] generalized the formulation by using a
threshold liquid fraction. The author of [303] acknowledged that the approach is less
accurate than the alternatives (2) or (3). However, he advocated that it is simpler to
implement in explicit schemes. The inaccuracies of simple switch-off techniques
were later investigated by other authors, for instance Ma and Zhang [284]. It was
argued by these authors that the approach (1) is a simple numerical artifact and has
no physical significance. On the other hand, the approaches (2) and (3) are suitable
to model phase change with specific melting and solidification dynamics. Those are
discussed in more details in the following sections.
5.1.1 Variable viscosity method
This modeling strategy can be adopted for amorphous materials such as waxes or
glasses [441]. In this case, the solid is dispersed in melt pool such that both the solid
and liquid move at the same velocity. The viscosity of the mixture increases from
small values (PCM behaving like a fluid) to large values (PCM behaving like a solid)
during the transition from liquid to solid [321].
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The first work adopting this approach is the one of Gartling [155], who used a
temperature-dependent viscosity interpolating an arbitrary large value (representing
the solid viscosity) and the liquid viscosity. Voller et al. [437] and then Cao and
Faghri [76] later proposed:
µ = µl +B(1− f ), (5.5)
where µ is the effective viscosity and B→ ∞ is a large constant. The authors argued
that using a latent heat (or liquid fraction) formulation such as (5.5) might be more
convenient since isothermal phase change may be treated with equal ease. Another
approach is the one proposed in [56] where the effective viscosity is written using
the harmonic mean:
µ =
µl
f
, (5.6)
whose denominator needs to be modified for practical implementation to allow for a
minimum value such that the divisions by zero are avoided. The interpolations (5.5)
and (5.6) were compared in [437]. The arithmetic formulation was found to lead to
faster solidification as compared to the harmonic one.
5.1.2 Porosity method
This model is applicable when the solid PCM is separated from the melt [441] and
is not moving. Here, the mushy region is composed of columnar dendritic structures
with the base attached to solidified PCM and with the tip submerged in the melt pool.
As noted by Mehrabian and co-authors [297], this is a multi-scale type of problem.
The typical spacing of dendrite arms is three orders of magnitude lower than the
width of the mushy zone. Reference [297] is one of the first works proposing a Darcy
flow model to predict the interdendritic flow [43]. Ganesan and Porier [152] later
extended the porous media formulation by using a volume-averaging approach. They
obtained [47, 57]:
ρl
∂ v˜i
∂ t
+ρl v˜ j
∂ v˜i
∂x j
=− ∂ p
∂xi
+
1
f
∂
∂x j
(
µl f
(
∂ v˜i
∂x j
+
∂ v˜ j
∂xi
))
− f µl
κ
v˜i︸ ︷︷ ︸
Fipm
, (5.7)
where κ is the permeability and v˜i is the interdendritic velocity which is related
to the superficial (volume-averaged) velocity, vi, through the Dupuit-Forchheimer
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relationship [310]:
v˜i =
vi
εp
, (5.8)
where εp is the porosity of the medium. Note that in the mushy zone we can write
εp = f . The inclusion of the advective transport in the momentum equation for
flows in porous media led to some controversies in the engineering community.
For instance, Nield and Bejan [310] observed that this term is generally small and
can be safely neglected in numerical computations. Also, the authors argued that
the transient term can be dropped since it decays very rapidly [310]. However,
Gartling advocated that this is a reasonable approximation when porosity patterns
with evolutionary features are considered. The Darcy’s law allows the flow to
be reproduced faithfully at the dendrite base, where the porosity approaches zero.
However, when moving to the dendrite tip, the full Navier-Stokes equations need to
be recovered [154]. It is customary to group the last term of Eq. (5.7) in a porous
medium momentum sink, Fipm , that can be formulated directly as a function of
the liquid fraction, f . For (nearly) isothermal phase-change a linear relation was
proposed in [437] as:
Fipm =−Aml(1− f )vi, (5.9)
where Aml is a large constant. Eq. (5.9) has the advantage of yielding a limited
nonlinearity as compared to various alternative formulations [64]. A more popu-
lar approach consists in using a momentum sink inspired by the Kozeny-Carman
equation [64]:
Fipm =−AmKC
(1− f )2
f 3+ εm
vi, (5.10)
where AmKC is referred to as the mushy constant whose value depends mainly on the
morphology of the solid formations and εm is a small value to avoid the divisions by
zero. Eq. (5.10) was derived for packed beds of solid particles invested by a Darcy
flow [78]. In this case, the constant AmCK takes the form [310]:
AmKC =
D2h
180
, (5.11)
where Dh is the average hydraulic diameter of the particles obtained by probabilistic
sampling. The numerical value at the denominator was obtained through a best-
fit on experimental results [310]. The experimental evidence presented in [339]
recommended the Kozeny-Carman approach as the best choice for large liquid
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fractions. Furthermore, this approach has the advantage of having a clear physical
rationale that motivates its formulation. For this reason, this is the most widespread
approach in the literature nowadays, see for instance [473, 260, 220]. However, the
choice of the mushy constant, AmKC , introduces some arbitrariness that may invalidate
the advantage of using a physical-based model. Voller et al. [437], Shmueli et al.
[385] and later Kumar and Krishna [255] observed that the value of the mushy
constant largely affects the thermal and fluid-dynamic response of PCM systems.
Substituting (5.8) into Eq. (5.7) leads to an equation for the superficial velocity:
ρl
f
∂vi
∂ t
+
ρl
f 2
v j
∂vi
∂x j
=− ∂ p
∂xi
+
1
f
∂
∂x j
(
µl
(
∂vi
∂x j
+
∂v j
∂xi
))
+Fipm . (5.12)
The comparison of (5.12) with (5.2) shows that the advective, the diffusive and the
transient term needs to be modified to account for the varying liquid fraction in the
mushy region. However, Voller et al. [64] argued that the porosity sink "will dominate
over the transient, convective, and diffusive components" leading to the original
Kozeny-Carman equation [78]. Hence, authors simply adopted [437, 64, 441]:
ρ
∂vi
∂ t
+ρv j
∂vi
∂x j
=− ∂ p
∂xi
+
∂
∂x j
(
µ
(
∂vi
∂x j
+
∂v j
∂xi
))
+Fipm , (5.13)
with the momentum sink defined as in (5.10). Although the validity of the previous
assumption can be questioned (we found no quantitative assessment in this direction),
Eq. (5.13) represents a standard formulation in the phase change literature of today.
In most studies, see for instance [385, 30, 230, 3], a fitting of the mushy constant Am
with experimental results was done considering (5.13). For this reason, this is the
reference momentum equation for PCMs used throughout this monograph.
5.2 Numerical model
In this chapter, the design and computational domains need to be modified from the
ones presented in Chapter 3. Due to the effect of natural convection, the symmetry
along the y = 0 axis of the cross-section no longer applies. Figure 5.1 shows a
schematic of the design domain ΩD considered hereafter. It consists of a reflection
along the y= 0 axis of the design domain considered for the diffusive designs (Figure
3.6).
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A
Fig. 5.1. Design and computational domain
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Similarly to what we did in Section 3.3, here we rework the governing equations
to obtain a dimensionless setting. The dimensionless time, length and temperature
are equal to the ones adopted for the diffusion model (Eqs. (3.22) (3.23) and (3.24),
respectively). Considering fluid flow requires the introduction of:
• the dimensionless velocity
v∗i = vi/U, (5.14)
where U is a reference velocity,
• the dimensionless pressure
p∗ = p/(ρ0U2). (5.15)
where ρ0 is a reference density.
Recall that all the dimensionless quantities are marked with an asterisk. The reference
velocity is taken as the diffusion velocity, U , of the PCM calculated as:
U =
αtPCM
L
, (5.16)
where αtPCM is the thermal diffusivity of the PCM. The reference density, ρ0, is
taken as the average PCM density. The governing equations presented in 3.3.1
are augmented with the continuity and momentum equations formulated using the
standard porosity model (Eq. (5.13)). Under the assumption of constant fluid
properties, incompressible flow and negligible viscous dissipation we have:
∂v∗i
∂x∗i
= 0, (5.17)
∂v∗i
∂ t∗
+ v∗j
∂v∗i
∂x∗j
=−∂ p
∗
i
∂x∗i
+Pr
∂
∂x j
(
∂v∗i
∂x∗j
+
∂v∗j
∂x∗i
)
+F∗nci +F
∗
bi(s)+F
∗
pmi, (5.18)
where Pr is the Prandtl number, F∗nci is a volumetric term accounting for temperature-
induced buoyancy forces and F∗bi(s) is a design-dependent momentum source term
that will be discussed later. For incompressible non-isothermal flows with small
density variations, ∆ρ , as compared to the reference density, ρ0, natural convection
can be accounted by considering the density variations only in the buoyancy term as
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follows [350]:
ρgi = ρ0gi+∆ρgi ∼ ρ0gi+ρ0βT (T −T0)gi, (5.19)
where βT is the coefficient of thermal expansion and T0 a reference temperature.
Equation (5.19) is generally referred to as Boussinesq approximation and it is of
common use in the Computational Fluid-Dynamics (CFD) community. The con-
stant term, ρ0gi, can be absorbed into the pressure term to obtain a total pressure
accounting for the gravitational head [13]. Hence, using the dimensionless variables
previously introduced we obtain:
F∗nci =−Ra Pr egi T ∗, (5.20)
where egi is the unit vector in the direction of gravity and Ra is the Rayleigh number.
As discussed in the previous section, the porosity term, F∗pmi , ensures that the
velocities are zero in the solid PCM region and that accurate predictions are obtained
in the mushy region. The dimensionless version of (5.10) is written as:
F∗pmi =−
AmCK
ρ0U/L
(1− f )2
f 3+ εm
v∗i , (5.21)
where the constants are set as εm = 10−3 and Amushy = 108 kg/(m3 s) according to
[385].
The energy equation (3.26) is modified through the addition of convective trans-
port:
∂T ∗
∂ t∗
+ v∗j
(
1+ γ(s)L ∗
∂ f
∂T ∗
)
∂T ∗
∂x∗j
=
∂
∂x∗j
(
Ki j(s)
∂T ∗
∂x∗i
)
− γ(s)L ∗∂ f
∗
∂ t∗
. (5.22)
The term in brackets on the left-hand side accounts for the convective energy transport
in the form of both sensible and latent heat. Note that the latter is modeled with an
apparent heat capacity formulation (Section 3.2.2).
Moving to the boundary conditions, we prescribe an adiabatic boundary on the
external shell ΓN1 and a symmetry boundary condition on ΓN2 such that:
−Ki j ∂T
∗
∂x∗j
ni = 0 on ΓN1 ∪ΓN2 , ∀t∗. (5.23)
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The temperature is fixed at the internal boundary, Γd , to represent the contact with
the tube containing the HTF. Mathematically:
T ∗ = T ∗d on Γd, ∀t∗, (5.24)
where T ∗d is the dimensionless temperature of the HTF pipe, which takes different
values for charge and discharge. The interaction with the external shell and pipe
boundaries is modeled using a no-slip condition. Due to symmetry, only non-
penetration is prescribed on the boundary running along the y-axis. Mathematically:
v∗i = 0 on Γd ∪ΓN1 , ∀t∗, (5.25)
v∗i ni = 0 on ΓN2, ∀t∗. (5.26)
To obtain a well-posed incompressible Navier-Stokes problem in the enclosure, the
pressure p∗ = 0 is specified at point A (Fig. 5.1). This choice does not modify the
thermal and fluid-dynamic responses. The initial conditions are:
T ∗ = T ∗I in ΩD, at t
∗ = 0,
v∗i = 0 in ΩD, at t
∗ = 0,
p∗ = 0 in ΩD, at t∗ = 0.
(5.27)
5.2.1 Finite Element model
Equations (5.17), (5.18) and (5.22) are discretized in space using a mixed finite
element model. Denoting by Rc, Rm, Ren the residuals of the strong form of the con-
tinuity, momentum and energy equation respectively, the weighted integral statement
over the computational domain, Ω, is written as:∫
Ω
ηhRc dx = 0, (5.28)
∫
Ω
ξ hi Rmi dx = 0, (5.29)∫
Ω
whRen dx = 0, (5.30)
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where ηh and ξ hi are the weight functions of the continuity and momentum equations.
Integration by parts of the viscous term in Eq. (5.29) and of the diffusive term in Eq.
(5.30) allows the weak forms of the governing equations to be obtained.
The approximation and weighting functions for the temperature field were defined
in (3.36) and (3.37). The pressure and velocity fields are approximated using ph and
vh taken from the following function spaces:
Up = {ph ∈H 1(Ω); ph = p∗d on Γdp},
U = {vh ∈H 1(Ω); vh = v∗d on Γdv},
(5.31)
where Γdp and Γdv denotes generic Dirichlet boundaries for the pressures and veloci-
ties, respectively, and Up and U are Hilbert spaces consisting of scalar functions and
vector functions with square integrable first derivatives. Through the modification
of the Dirichlet boundary restrictions in (5.31), we obtain the weighting function
spaces as:
Vp = {ηh ∈H 1(Ω); ηh = 0 on Γdp},
V = {ξ h ∈H 1(Ω); ξ h = 0 on Γdv},
(5.32)
In Eq. (3.38), we showed how to write a spatial-temporal split to obtain the
approximate temperature field. Further, using the Galerkin method, the temperature
shape functions, N, were chosen equal to the weight functions, wh. Following a
similar route for the pressure and velocities leads to:
ph(x, t) =
Nn
∑
j=1
p∗j(t)η j(x) = η
hT p∗, (5.33)
vhi (x, t) =
Nn
∑
j=1
v∗i j(t)ξ j(x) = ξ
hT v∗i , (5.34)
where p∗j and v∗i j are time-dependent nodal pressure and velocity values and p
∗
and v∗i represent their collection in column vectors. In (5.34), we took the same
approximating function, ξ j, for all the velocity components. The asterisk indicating
the dimensionless variables is dropped for brevity hereafter. Recalling (5.20), p∗j and
p∗ represent the total pressure including the gravitational head. Substituting (3.38),
(5.33) and (5.34) in the weak form of the governing equations leads to the following
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unstabilized Galerkin model of the Navier-Stokes equations in matrix form [350]:
Rus,c = QTj v j = 0, (5.35)
Rus,mi = Mv˙i+Amvi+Di jv j−Qip−Fi = 0, (5.36)
where:
Q j =
∫
Ω
∂ξ h
∂x j
ηhdx, (5.37)
M j =
∫
Ω
ξ hξ h
T
dx, (5.38)
Am =
∫
Ω
ξ h(ξ h
T
v j)
∂ξ h
T
∂x j
dx, (5.39)
Di j =

∫
Ω
Pr
(
2∂ξ
h
∂xi
∂ξ h
T
∂xi
+ ∂ξ
h
∂xl
∂ξ h
T
∂xl
)
dx for j = i, l ̸= i
∫
Ω
Pr
(
∂ξ h
∂xi
∂ξ h
T
∂x j
)
dx for j ̸= i
, (5.40)
Fi =
∫
Ω
ξ h
(
Fnci +Fbi(s)+Fpmi
)
dx+
∫
ΓN
ξ h fi dx′, (5.41)
with fi being the traction on ΓN . The energy equation presented in (3.40) is modified
through the addition of a convective term as following:
Rus,e = CT˙+AT T+KT+ L˙+q = 0, (5.42)
where:
AT =
∫
Ω
N
(
1+ γL
∂ f
∂T
)
(ξ h
T
v j)
∂N
∂x j
dx. (5.43)
To avoid numerical instabilities, the discrete residuals are augmented with stabiliza-
tion terms as follows:
Rc = Rus,c+RcPSPG , (5.44)
Rmi = Rus,mi +RmiSUPG , (5.45)
Re = Rus,e+ReSUPG +ReGGLS , (5.46)
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where RcPSPG , RmiSUPG and ReSUPG are detailed in the following section, while ReGGLS
is the GGLS stabilization contribution to the residuals. A discussion on the GGLS
stabilization was given in Section 3.3.3, which includes the main motivations for
its use when modeling phase change systems and a numerical example showing its
effectiveness. The definition given in (3.45) for ReGGLS is here augmented with the
following advective contribution:
RGGLSA =
Ne
∑
e=1
∫
Ωe
∂N
∂xi
kτGGLS
∂
∂xi
(
vhj
(
1+ γL
∂ f
∂T
)
∂T h
∂x j
)
dx. (5.47)
5.2.2 Stabilization
The treatment of incompressible flows with finite element results in two different
types of instabilities [419]. First, the advective transport of both momentum and
energy for a high Peclet number, Pe, leads to oscillations in the predicted velocity and
temperature fields. This situation occurs in convection-dominated transport when
the downstream boundary conditions force rapid solution variations. Second, the
equal order interpolation for the velocities and pressure fails to satisfy the Babuska-
Brezzi condition, yielding instabilities in the pressure field. The pressure field
singularity exhibits as a checkerboard pattern with tight oscillations between positive
and negative values.
This first problem is well known also in the finite difference and finite volume
community [67]. The instabilities were observed to arise for Pe > 2 when the con-
vective flux is approximated by central differences [433]. A simple upwinding along
with more complicated hybrid schemes were proposed to solve the problem. The
underlying idea is to substitute the downstream node contribution to the advective
flux with the one of the current node. Intuitively, the convective fluxes are calculated
as if the transported field is shifted by one nodal position. This procedure lowers the
accuracy of the convection term approximation to the first order and the truncation
error to the second order. For this reason, the discretization error introduced by the
upwinding procedures (but not only) is commonly referred to as numerical diffusion.
It can be shown that the sum of a diffusion term with an artificial diffusivity k˜ = vh/2
and a convective term approximated by central differences results in the upwind
scheme [67]. Since the 1D Galerkin finite element method with piece-wise linear
shape functions yields the central difference approximation, the early developments
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in the finite element community tried to leverage the finite difference advancements.
According to Brooks and Hughes [67], three main paths were followed: artificial dif-
fusion, smart quadrature and Petrov-Galerkin weighting. The latter has the advantage
of yielding a consistent formulation. However, the extension to multi-dimensional
problems revealed a cross-wind diffusion that affects the solution accuracy also in
the direction normal to the flow propagation. Following the anisotropic artificial dif-
fusion idea developed in [238], Brooks and Hughes [67] proposed a Petrov-Galerkin
formulation with the following weighting function:
N¯ = N+ N˜, (5.48)
where N is the Galerkin shape function and N˜ is a perturbation defined as:
N˜ =
k˜
||v||2 vˆ j
∂N
∂x j
= τSUPGv j
∂N
∂x j
, (5.49)
where vˆ j is a normalized velocity component and τSUPG is a stabilizing term later
introduced by [418, 419]. Weighting the convective component with a perturbation
of the type N˜ is equal to a weak diffusion term with artificial diffusivity [67]:
k˜i j = k˜vˆivˆ j. (5.50)
Using the weight function (5.49) for the energy equation and a similar ξ˜ for the
momentum equation, we obtain the following Streamline Upwind Petrov-Galerkin
(SUPG) contribution to the residuals:
RmiSUPG =
Ne
∑
e=1
∫
Ωe
τSUPG(ξ
hT v j)
∂ξ h
∂x j
Rhmidx, (5.51)
RenSUPG =
Ne
∑
e=1
∫
Ωe
τSUPG(NT v j)
∂N
∂x j
Rhendx, (5.52)
where Rhmi and R
h
en represent the residual of the strong form of the momentum and
energy equation calculated using the trial functions presented in the previous section.
Adopting Petrov-Galerkin formulations to improve stability with no compromise
over consistency is the general idea that drove also the development of Pressure
Stabilized Petrov-Galerkin (PSPG) method. In an original paper on incompressible
Stokes flow [213], Hughes et al. developed a formulation able to circumvent the
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Babuska-Brezzi condition, removing all the restrictions on the shape functions choice.
Their error analysis led to the following perturbation function:
ξ˜ = τPSPG
1
ρ
∂η h
∂xi
, (5.53)
which yields the following contribution to the residuals of the continuity equation:
RcPSPG =
Ne
∑
e=1
∫
Ωe
τPSPG
1
ρ
∂η h
∂xi
Rhmidx. (5.54)
5.2.3 Adaptive time-stepping
The residuals of the semi-discrete momentum and energy equations are discretized
in time adopting a backward Euler scheme as described in Section 3.3.4. Differently
from what presented in Chapter 3, here the time-step size is changed using an
adaptive scheme. Extremely small time-steps are required to resolve the flow at
the initial instants of the process. Using a fixed time-stepping strategy would result
in prohibitively slow analyses. Adaptive time-stepping allows to take bigger steps
when the flow is developed. In addition, using adaptive time-stepping allows the
local control of the truncation error introduced by (3.50). The numerical methods
for time-step control developed in three main directions [425]:
• error estimates of the local truncation error based on a comparative error
analysis of two integration methods with similar order [170, 156],
• heuristics based on the physical insights of the analyst on the problem [463,
223],
• control theory methods such as the Proportional Integral Derivative (PID)
control [192, 399].
In this monograph, we adopt the approach suggested in [156] for its ease of imple-
mentation and proved accuracy for phase change problems. The adapted time-step
(∆t∗)(n+1)ad is controlled as follows:
(∆t∗)(n+1)ad = (∆t
∗)(n)
(
a
δt
d(n+1)
)b
, (5.55)
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where a = 2 and b = 1/2 for first order-schemes [156]. The parameter δt is a user-
specified error tolerance and d(n+1) is a local estimate of the truncation error defined
as:
d(n+1) =
(
1
Nd max(u)2
Nd
∑
i=1
(u(n+1)i −u(n+1)ip )2
)1/2
, (5.56)
where Nd is the number of degrees of freedom, u
(n+1)
i is the solution computed
through the implicit Euler scheme and u(n+1)ip is the degree of freedom computed
with the following extrapolation:
u(n+1)p = u(n)+∆t∗
(n)
u˙(n). (5.57)
Note that u collects all the degrees of freedom in a unique vector by stacking the
dimensionless pressures, velocities and temperatures as follows:
u =
pv
T
 , (5.58)
where in two dimensions we have:
v =
[
v1
v2
]
. (5.59)
In our implementation, we prescribe a maximum ratio between the consecutive
time-steps as well as a minimum and a maximum absolute time-step. To enforce the
final time constraint of (3.67), we refined the approach presented in Chapter 3. At
each time step, we estimate the remaining process time (∆t∗)(n+1)extr based on a linear
extrapolation of the energy history:
(∆t∗)(n+1)extr = (∆t∗)(n)
ΨE f c−E(n+1)
E(n+1)−E(n) . (5.60)
The fraction on the right-hand side is positive for both the charge and discharge
processes due to the monotonicity of the energy history. The time-step (n+ 1) is
then chosen as:
(∆t∗)(n+1) = min
(
(∆t∗)(n+1)ad ,(∆t
∗)(n+1)extr
)
. (5.61)
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The time solver is stopped when the the final time constraint of (3.67) is satisfied
within a specified relative tolerance, εt .
5.2.4 Nonlinear solution
The nonlinear system of equations arising from the spatial and temporal discretization
presented above are solved with the Newton method as done for the diffusive systems.
Following the procedure presented in 3.61, we split the Jacobian in a static and in a
dynamic contribution, Js and Jdyn. This operation simplifies the sensitivity analysis
of the transient problems as presented in Section 3.4.5. After stacking the momentum
residuals as we did in 5.59 for the velocities:
Rm =
[
Rm1
Rm2
]
, (5.62)
the static Jacobian of the mixed finite element model can be written in block form as:
Js =
Jcp,s Jcv,s 0Jmp,s Jmv,s JmT,s
0 Jev,s JeT,s
 , (5.63)
where:
Jcp,s =
∂Rc,PSPG
∂p
, (5.64)
Jcv,s =
[
QT1 Q
T
2
]
+
∂Rc,PSPG
∂v
, (5.65)
Jmp,s =−
[
Q1 Q2
]T
+
∂Rm,SUPG
∂p
, (5.66)
Jmv,s = diag(Am,Am)+
∂Am
∂v
v+D+
∂Rm,SUPG
∂v
, (5.67)
JmT,s =−
[
∂Fnc1
∂T
∂Fnc2
∂T
]T
+
∂Rm,SUPG
∂T
, (5.68)
Jev,s =
∂AT
∂v
T+
∂Re,SUPG
∂v
, (5.69)
JeT,s = AT +K+
∂Re,SUPG
∂T
. (5.70)
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The dynamic contribution to Jacobian has the following form:
Jdyn =
0 Jcv,dyn 00 Jmv,dyn 0
0 0 JeT,dyn
 , (5.71)
where:
Jcp,dyn =
1
∆t(n)
∂Rc,PSPG
∂ v˙
, (5.72)
Jmv,dyn =
1
∆t(n)
(
diag(M,M)+
∂Rm,SUPG
∂ v˙
)
, (5.73)
JeT,dyn =
1
∆t(n)
(
C+
∂L
∂T
+
∂Re,SUPG
∂ T˙
+
∂Re,SUPG
∂ L˙
∂L
∂T
+
∂Re,GGLS
∂ T˙
+
∂Re,GGLS
∂ L˙
∂L
∂T
)
.
(5.74)
Note that in this monograph we utilize a fully consistent Jacobian that includes
the derivative of the stabilization parameters τSUPG, τPSPG and τGGLS.
5.2.5 Verification and validation
To check the accuracy of the presented framework in predicting the response of the
convective systems, we proceed in three steps. First, we compare our predictions
with benchmark numerical solutions for steady-state natural convection in a square
cavity. Then, we demonstrate our model for phase change problems by comparing
our predictions with experimental results for melting in a rectangular cavity. Last, we
test the accuracy in the shell-and-tube unit considered in this chapter. With this aim,
we compare our results with those obtained with COMSOL Multiphysics [101] since
no benchmark numerical solution nor experimental study is available considering a
setup similar to the one that we adopt.
The thermally-driven cavity problem is a classical benchmark numerical example
first proposed by De Vahl Davis [110]. The results obtained by various research
groups were collected in [111]. A square cavity with adiabatic top and bottom
boundaries is differentially heated such that the left and right boundaries are kept
at T ∗ = 1 and T ∗ = 0. No-slip and no-penetration are imposed at all the walls.
Our predictions for Ra = {105; 106} are compared to those obtained by Mayne et
al. [295], Wan et al. [104] and to the ones obtained with COMSOL Multiphysics.
The results shown in Figure 5.2 indicate an acceptable qualitative agreement of our
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Fig. 5.2. Differentially heated cavity test. (a): Horizontal velocity at mid-width; (b):
vertical velocity at mid-height; (c): temperature at mid-height
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Fig. 5.3. Validation of the presented framework through comparisons with experi-
mental results on melting of gallium in a square cavity
framework with the previous literature studies. Our predictions on the maximum
horizontal velocity at mid-width and maximum vertical velocity at mid-height have
a maximum deviation of 0.7 % from the benchmarks. The horizontal velocity plot
reported in Figure 5.2(a) highlights an increase of the boundary layer predicted by
our framework. However, our results are in good agreement with those obtained
through COMSOL. The temperature profiles at mid-height also agree well with those
reported in [295]. The deviation of the maximum Nusselt number along the left
boundary is computed as 1.1 %. Note that the setup presented in [295] considers
T ∗ = 0.5 and T ∗ =−0.5 for the hot and cold boundaries. Hence, the temperature
field obtained by those authors was lifted for the sake of comparisons.
The melting of gallium in a rectangular cavity with vertical walls was investigated
experimentally by Gau and Vishkanta [157]. The left and right wall are kept at
T = 311.15 K and T = 301.3 K, respectively. The top and bottom boundaries are
insulated. The initial temperature of the enclosure is set to T = 301.3 K. Figure 5.3
shows a comparison of the melting front evolution between the numerical prediction
of our framework, the experimental results of Gau and Vishkanta [157] and the
numerical results of Pal and Joshi [324]. Visible discrepancies are observed only
in the central part of the melting front as this is the region interested by the highest
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Table 5.1. Comparison of the accuracy of the current framework with the one of Pal
and Joshy [324]
Numerical framework
Error Current Pal and Joshy [324]
Absolute mean [m] 0.0015 0.0017
Absolute max [m] 0.0058 0.0053
Table 5.2. Properties of the PCM considered
Description Symbol Value
Dimensionless latent heat L ∗ 20
Dimensionless melting temperature T ∗m 0.5
Rayleigh number Ra 105
Prandtl number Pr 30
convective transport due to the moderate velocities and large enthalpy gradients
close to the the interface. Small velocity and temperature differences can lead to
large deviations. The error can be attributed to our artificial smearing of the liquid
fraction (Eq. (3.27)) that has no physical rationale when modeling pure substances
with isothermal phase change. The deviation could be reduced by calibrating ξlog
and AmCK to the experimental data [385, 240, 30]. Table 5.1 shows a comparison
of the accuracy of the current framework with the one of Pal and Joshy [324]. The
error is computed in terms of the melt front position along the horizontal direction
at a specified height. To compare points at different heights, both the numerical
curves are interpolated linearly. The results show that the accuracy of the presented
numerical framework is similar to the reference numerical study of Pal and Joshy
[324]. For this reason, we consider our model reliable enough to predict the phase
change phenomenon.
We now verify our phase change model in the shell-and-tube geometry. We
consider the same PCM used in Chapter 3. The thermo-physical properties are
summarized in Table 5.2. The outer and inner shell radius are set to r2 = 1 and
r1 = 0.3 respectively. We perform a mesh convergence study, comparing three
different meshes with characteristic sizes ∆θ = {π/45; π/90; π/180} to a reference
mesh with ∆θ = π/360. The radial element size is calculated as ∆r = r∆θ . The
charge time deviations computed with respect to the reference mesh are summarized
196
5.3 Design optimization problem
Table 5.3. Mesh convergence verification. The deviation is calculated with respect to
a reference case with ∆θ = π/360
Mesh size ∆θ [-] Deviation [%]
π/45 5.24
π/90 1.01
π/180 0.48
Table 5.4. Time-stepping verification. The deviation is calculated with respect to a
reference case with δt = 0.005
Integration tolerance δt [-] Deviation [%]
0.04 3.74
0.02 1.38
0.01 0.21
in Table 5.3. A mesh with characteristic size ∆θ = π/180 with 12851 quadrilateral
elements is chosen to produce all the results presented in this chapter as it ensures a
limited deviation from the reference mesh. To verify the independence of the results
from the time-stepping strategy, we run four analyses with different values of the
integration tolerance, δt . The charge times obtained with δt = {0.04; 0.02; 0.01}
are compared to that of a reference case with δt = 0.005. Adopting an integration
tolerance of δt = 0.01 yields only a 0.21 % deviation from the reference case and
is found sufficient to ensure the time-step independence of the results. A summary
of this verification analysis is presented in Table 5.4. The evolution of the iso-
temperature contour at T ∗ = 0.5 obtained with δt = 0.01 and with ∆θ = π/180 is
shown in Figure 5.4 alongside with the results obtained with COMSOL Multiphysics
[101]. The qualitative agreement suggests that our modeling framework is able
to predict with fidelity the thermal and fluid-dynamic response in shell-and-tube
LHTES units.
5.3 Design optimization problem
In this chapter and in the next one, the optimization problem is formulated using
the TM approach presented in Chapter 3. The flow of computations for the transient
sensitivity analysis using the adjoint method are the same described in Section
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(a) (b)
Fig. 5.4. Accuracy test of the current framework against COMSOL Multiphysics.
Comparison of the T ∗ = 0.5 iso-temperature contour at t∗ = {1;2;3,4} for both
melting (a) and solidification (b)
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3.4. The material interpolation and regularization strategies require some additional
discussion, which is reported in the next sections.
5.3.1 Material interpolation
Although the concept of material interpolation is general in the field of topology
optimization, fluid mechanics requires a specific interpolation strategy that differs
from the one discussed in Section 3.4. The identification of the material property to
interpolate is non-trivial. The seminal paper of Borrvall and Petersson [63] borrowed
some concepts from lubrication theory. They considered a 3D flow confined between
parallel plates where the characteristic size of the plates, L, was order of magnitudes
larger than the channel separation distance, h. Due to slowly varying h and laminar
flow, the velocity field was assumed parallel to the plates with a Poiseuille velocity
profile in the direction orthogonal to the parallel plates. The analysis space was
then reduced from 3D to 2D, considering the plane at half separation distance. The
out-of-plane viscous effects were taken into account in the momentum equation
through an absorption term [322]:
Fpoisi =−12
µ
h2
vi, (5.75)
that can be obtained from the integration of the Cauchy stress tensor along the
out-of-plane direction. The plates distance, h, was used as piece-wise constant
physical design variable. This seminal study [63] focused on Stokes flow, i.e. with
no advective momentum transport. Arguing that most flows of engineering interest
result in Reynolds numbers Re>> 1, Gersborg-Hansen et al. [158] later extended the
method to practical Navier-Stokes problems. The authors also noted that augmenting
the Stokes model through a sink term of the form (5.75) corresponds to a Brinkman-
like model for flow in porous media with inverse permeability, αb, defined as:
αb = 12
µ
h2
. (5.76)
This observation led to research directions that progressively abandoned the original
parallel plates idea. In the lubrication-derived approaches presented above, a mini-
mum bound on the inverse permeability αb arises naturally from the definition of a
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maximum channel depth, hmax:
αbmin = 12
µ
h2max
. (5.77)
Olesen et al. [322] first considered the minimum inverse permeability as αbmin = 0.
Evgragov [127] later rigorously proved that the inclusion of zero and infinite perme-
ability results in a well-posed problem when considering dissipation minimization
with Stokes flow. However, he argued that this does not hold in general for other flow
conditions and/or objective functionals. In Ref. [126], the same author demonstrated
that ill-posed problems are generated when considering Navier-Stokes equations,
since the design-to-flow mapping is not continuous. Evgragov [126] proposed to
solve this issue by filtering and using a slightly compressible formulation. Another
step towards the abandonment of the original lubrication approach was the opti-
mization of 3D Stokes flow devices, first considered by Aage et al. [1]. Recall that
the lubrication approximation leads to a reduced dimensionality of the analysis and
optimization. We notice that in principle augmenting the momentum equations with
a Brinkman sink shares the criticalities listed in Section 5.1.2 for the porosity method
for phase change. However, this approach works well in practice and encountered
broad acceptance in the community. It was applied to Navier-Stokes equations in
both two [290, 13] and three dimensions [27, 16]. A complementary material interpo-
lation approach was followed by Guest and Prevost [180], who improved the original
Brinkman sink formulation with a Stokes-Darcy interpolation. This is useful when
optimizing devices with permeable solid materials. Furthermore, the analysis with
intermediate design variable values retains a physical interpretation. Despite these
advantages, the method did not encounter broad acceptance and applications were
mostly limited to multi-scale design of porous structures, where the permeability
tensor in the Darcy equation is obtained by homogenization procedures similar to
those described in Chapter 4, see for instance [179, 182].
The choice of the αb-s dependence was less debated. In [63], the authors noted
that a linear interpolation leads to a severe penalization of intermediate "gray" de-
signs, yielding convergence to local minima. However, only a linear interpolation
was found to guarantee the convergence to binary {0,1} layouts [63]. Hence, most
researchers adopted a continuation approach where a convex interpolation is slowly
morphed into a linear one. The choice of the continuation strategy is somewhat
heuristic and highly problem-dependent. In our experience, defining a proper con-
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tinuation strategy in conjugate heat transfer problems can be tricky. Some possible
issues are discussed in detail in Section 5.4.
In this monograph, we adopt the classical Brinkman sink approach. In our
dimensionless framework we have:
F∗bi(s) =−α∗b (s)v∗i , (5.78)
where the property α∗b physically corresponds to:
α∗b =
Pr
Da
, (5.79)
where Da is the Darcy number. Due to physics similarities, we adopt the interpolation
strategy proposed by Alexandersen et al. [13, 16] for natural convection problems:
α∗b (s¯) = α
∗
max
1− s¯
1+qα s¯
, (5.80)
where qα is a convexity factor used to control the shape of the interpolation function
at intermediate values of s¯, and α∗max is a large value approximating ∞. Note that a
nil Brinkman sink is obtained for s¯ = 1. In our implementation, s¯ = 1 denotes full
PCM while s¯ = 0 denotes full HCM. This agrees with [13, 16] but is opposite to
the density parameterization adopted in Chapters 3 ad 4. To maintain consistency
with [13, 16], the design-dependent conductance K(s¯) is written using the following
RAMP-like interpolation:
K(s¯) =
s¯(Ck(1+q f −1)+1)
Ck(1+q f s¯)
, (5.81)
where q f is a convexity factor and Ck = αtPCM/αtHCM is the diffusivity ratio between
the PCM and HCM. The latent heat factor, γ(s¯), is interpolated linearly, i.e. using a
SIMP approach with exponent p = 1.
5.3.2 Regularization
Early contributions [63] in the field of fluid topology optimization already reported
that regularization is non-necessary for minimum dissipation (or minimum pressure
drop) problems. This well agrees with the intuition that a minimum dissipation
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problem can be thought as a compliance maximization [180]. In our experience,
convective heat transfer problems for maximum thermal dissipation suffer from the
same lack-of-solution illness found for the compliance minimization of structures.
Hence, we adopt the three-field regularization strategy presented in Section 3.4.
5.4 Continuation strategies in conjugate heat trans-
fer
As discussed in Chapter 2 of this monograph, a popular (and heuristic) strategy to
obtain convergence to binary {0; 1} designs whilst avoiding unsatisfactory local
minima is to slowly ramp the penalization parameters and solve one optimization
problem per each continuation step. The optimized layout at each step is used as
initial guess for the next step. Although this demonstrated to be effective in many
problems of practical interest, selecting a proper continuation strategy in multi-
physics problem can be a non-trivial task. The physical design variables should
be always penalized such that the physics complexity is maintained in its entirety.
The results presented in this chapter and in Chapter 6 are obtained by raising the
convexity parameter, q f , (Eq. (5.81)) along with the projection parameter, β , in three
steps as follows:
β ∈ {1;2;4},
q f ∈ {1;10;102}.
(5.82)
The remaining material interpolation parameters of (5.80) are held constant at qα =
10 and αmax = 107. This strategy revealed to be able to avoid unsatisfactory local
minima in preliminary numerical tests that we conducted for both solidification and
melting enhancement.
The remainder of this section aims at showing and investigating possible issues
that may arise in coupled fluid-dynamic and heat transfer problems for an improper
selection of the continuation strategy. We limit the physics complexity for an easier
intuition. Hence, both the phase change and temporal dynamics are not considered.
We focus on two design examples: a natural convection heat sink and a forced
convection heat sink. Both the optimization problems are solved with the numerical
implementation framework presented in this chapter.
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Fig. 5.5. Schematic of the natural convection heat sink design optimization problem
5.4.1 Natural convection heat sink
Topology optimization of heat sinks cooled by natural convection was first studied
by Alexandersen et al. [13, 16]. Here, we adopt design and computational domains
similar to the ones described in their seminal 2D paper [13]. Figure 5.5 presents a
schematic of the problem considered. Two rectangle with dimensions W = 7, w = 4,
H = 4 and h = 2 are heated on Γhs having width whs = 0.2 with an inward heat
flux, q∗ = 90. A cold temperature T ∗ = 0 is set on the three boundaries denoted
with Γc. The two bottom boundaries indicated with Γa are adiabatic. No-slip and
non-penetration are prescribed on all the boundaries. We aim at finding the optimal
layout of HCM within the design domain, ΩD, such that the temperature on the
heated boundary is minimized. Hence, the optimization problem can be written as:
minimize
s
z =
∫
Γhs
T ∗ dx′
subject to
∫
ΩD
(1− s¯) dx−Φ
∫
ΩD
dx≤ 0
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (5.83)
where the design domain volume fraction, Φ, is set to 50 %. The portion of compu-
tational domain outside the design domain Ω\ΩD is set to full fluid. The problem
governing equations can be obtained through a slight modification of the more gen-
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eral framework we considered for phase change problems with natural convection.
The state-dependent Kozeny-Carman sink, F∗pmi , appearing in the momentum equa-
tion (Eq. (5.18)) is here set to 0. The phase transition contribution in (5.22) are
neglected by settingL ∗ = 0. The Prandtl number is set to unity while the diffusivity
ratio between fluid and solid, Ck, is set to 1 %. We discretize the domain with
quadrilateral bilinear element with characteristic size δx= 0.025 resulting in 180964
degrees of freedom.
To understand how the physics at the initial optimization iteration is affected
by the choice of the penalization parameters we proceed as follows. First, we set
a homogeneous design variable distribution s = 1−Φ everywhere in the design
domain, ΩD, that corresponds to our usual initial guess for topology optimization.
Then, we run a set of 40 analysis considering all the combinations of the penalization
parameters varied as follows:
qα = {1e0; 1e1; 1e2; 1e3; 1e4; 1e5; 1e6; 1e7}
q f = {1e0; 1e1; 1e2; 1e3; 1e4}
. (5.84)
Last, we compute an indicator function quantifying the amount of heat transferred
by convection with respect to the total within the design domain:
qˆconv =
∫
ΩD
||v∗i T ∗||2dx
∫
ΩD
∣∣∣∣∣∣∣∣Ki j ∂T ∗∂x∗j
∣∣∣∣∣∣∣∣
2
dx+
∫
ΩD
||v∗i T ∗||2dx
. (5.85)
The convection indicator qˆconv ∈ [0,1] so that 0 denotes a purely conductive contribu-
tion and 1 denotes a purely convective contribution. The computed qˆconv distribution
for different Rayleigh numbers is presented in Figure 5.6. White iso-contours are
plotted for qˆconv = {0.05; 0.95} such that is possible to identify three different re-
gions. The red region is dominated by convection, the blue region is dominated by
conduction. A balance between alternative heat transfer mechanisms is observed only
for the region enclosed by the iso-contours. When the Rayleigh number is increased,
the iso-contours are shifted to the left such that the the size of the convection region
grows while the one of the conduction region diminishes.
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Fig. 5.6. Convective transport indicator, qˆconv, distribution for different Rayleigh
numbers. (a): Ra = 1280; (b): Ra = 6400. The white iso-contours are plotted for
qˆconv = {0.05; 0.95}
205
Exploiting convective transport
  
Fig. 5.7. Schematic of the forced convection heat sink design optimization problem
5.4.2 Forced convection heat sink
Topology optimization of heat sinks cooled by forced convection was considered
in a few more studies than those considering natural convection heat sinks, see for
instance [248, 290, 317]. A schematic of the design example considered here is
presented in Figure 5.7. We consider square design and computational domains with
dimensions L = 0.11 and w = 0.02 and a volumetric heat generation q∗v = 5.56e4. A
cooling fluid flows from the inlet, Γin, to the outlet, Γout . We prescribe vanishing
normal and tangential stresses at the outlet σi jn j = 0. At the inlet we set both a
vanishing tangential velocity v∗i ti = 0 with ti being the unit tangent vector and a
normal stress niσi jn j = p∗in. No-slip and non-penetration are set on the remaining
boundaries. A cold temperature T ∗= 0 is prescribed at the inlet and a fully developed
condition with vanishing temperature gradients in the normal direction is prescribed
at the outlet. The remaining boundaries are adiabatic. We aim at finding the optimal
layout of HCM such that the integral temperature is minimized. The optimization
206
5.4 Continuation strategies in conjugate heat transfer
(a) (b)
Fig. 5.8. Convective transport indicator qˆconv distribution for different inlet pressures.
(a): p∗in = 0.1; (b): p∗in = 10. White iso-contours are plotted for qˆconv = {0.05; 0.95}
problem reads:
minimize
s
z =
∫
ΩD
T ∗ dx
subject to
(∫
ΩD (1− s¯) dx
Φ
∫
ΩD dx
−1
)2
− ε2V ≤ 0
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (5.86)
where the volume constraint is here written as a weak equality constraint such that
the amount of HCM differs from the maximum allowed at worst by a small number,
εV = 1e− 4. This was necessary to avoid trivial solutions with no HCM within
the design domain, which we observed arising in few optimization cases. Natural
convection is not considered in this study, hence we set Ra = 0. The computational
domain is discretized using bilinear quadrilateral elements with characteristic size
δx = 7.3e−4 yielding a total of 92412 degrees of freedom. Figure 5.8 displays the
distribution of the convection indicator, qˆconv, obtained by sweeping qα and q f as
described in the previous section. Also in this case, a negligible convective transport
is observed at small values of q f - qα while heat transfer is dominated by convection
at high values. Raising the inlet pressure has similar effects to an increased Rayleigh
number for the natural convection example.
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Fig. 5.9. Representation of alternative continuation trajectories
5.4.3 Possible continuation strategies
Through inductive reasoning, we can generalize the results described in the previous
sections and obtain the simplified schematic presented in Figure 5.9. For intermediate
design variable values, large qα and q f lead to an excessive penalization of conductive
heat transfer such that convection is the leading heat transfer mechanism. On
the other hand, small qα and q f values penalize convective transport too strongly
such that diffusion dominates. To understand what kind of physics is "felt" by
the "gray" regions during the optimization convergence, it is useful to plot the
continuation trajectories on this qα -q f representative space. We consider three
possible continuation alternatives:
• Continuation strategy (i) (indicated in red) is obtained from [13]. It consists
of the following steps:
q f = {1e0; 1e1; 1e2; 1e3; 1e4},
qα = {1e7; 1e7; 1e7; 1e7; 1e7}.
(5.87)
As this trajectory lies in the convective region, this strategy is likely to privilege
convective structures.
208
5.4 Continuation strategies in conjugate heat transfer
• Continuation strategy (ii) (indicated in blue) is a modified version of the one
presented in [16]. The penalization parameters are raised as follows:
q f = {0.881; 8.81; 88.1; 881; 881},
qα = {8; 8; 8; 98; 998}.
(5.88)
As the early continuation steps of this trajectory are positioned in the diffusive
region, this strategy is likely to privilege diffusive structures.
• Continuation strategy (iii) (indicated in green) is an alternative to the previ-
ous ones that aims at approximating the shape of the transition region such that
both the heat transfer mechanisms are present along the optimization process.
It consists of the following steps:
q f = {1e0; 1e1; 1e2; 1e3; 1e4},
qα = {1e4; 1e3; 1e2; 1e1; 1e0}.
(5.89)
For all the cases, we consider a fixed αmax = 1e7 as in [13]. Note that in [16],
the authors ramp also this parameter along the optimization process. The effect
of this parameter is considered separately in Section 5.4.5. Upon marching along
each continuation trajectory, the amount of gray material reduces. Due to the strong
non-convexity of the optimization problem, the geometry evolves into a particular
local minimum during the earliest continuation steps, and hardly escapes from it
during the following continuation steps. The radius of the circles in Figure 5.9
represents qualitatively the ability of each continuation step to morph the design into
an effective structure.
5.4.4 Comparison of performance
Figure 5.10 collects the optimized designs obtained with the three continuation
strategies for the natural convection example. Continuation strategy (i) yields op-
timized layouts that differ significantly from those obtained with the alternative
trajectories. The HCM aggregates in the center of the design domain in a branched
triangular structure. For higher Rayleigh numbers, some solid material is left at
the top corners of the design domain. Although the suspended solid material is not
physically realistic, our density-based topology optimization framework allows this
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(i)
(ii)
(iii)
(a) (b) (c)
Fig. 5.10. Optimized designs obtained with the three continuation strategies in the
natural convection example at different Rayleigh numbers. (a): Ra = 1280; (b):
Ra = 3200; (c): Ra = 6400
type of solution. The disconnected HCM yields a negligible contribution to the heat
dissipation through diffusion. This suggests that the floating features arise to manip-
ulate the flow such that high velocity streams come in contact with the triangular
structure. Continuation strategies (ii) and (iii) result in similar optimized structures.
Noticeable differences are visible at the intermediate Rayleigh number, for which
Continuation strategy (ii) presents diffusive-like branches at the top of the design
domain that are not observed in the optimized structure obtained with Continuation
strategy (iii). To cross-check the performance of the optimized structures presented
in Figure 5.10, the final design variable field is projected with a step Heaviside
function centered in s¯ = 0.5 such that pure HCM is obtained for s¯ ≥ 0.5 and pure
fluid is recovered for s¯ < 0.5. This ensures that the interpolation parameters have
no effect on the analysis. The performance of these modified layouts is reported in
Table 5.5. Continuation strategy (iii) yields always a reduced objective as compared
to the alternatives. Continuation strategy (ii) results in similar performance at low
Rayleigh numbers. Continuation strategy (i) is always the worst-performing choice
in the range of values considered.
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Table 5.5. Optimized objective in the natural convection example with the three
different continuation strategies
Rayleigh number
Continuation strategy 1280 3200 6400
(i) 6.48 6.11 5.55
(ii) 5.75 5.61 5.33
(iii) 5.72 5.37 4.39
Table 5.6. Optimized objective (x 102) in the forced convection example with the
three different continuation strategies
Inlet pressure
Continuation strategy 0.1 5 10
(i) 6.73 0.84 0.42
(ii) 2.75 1.53 1.02
(iii) 6.72 0.64 0.39
The optimized layouts obtained with the three continuation strategies in the
forced convection example are reported in Figure 5.11. Continuation strategy (ii)
leads to optimized designs that suppress fluid flow. The HCM is concentrated
close to the cold inlet so that the domain can be cooled by diffusion. At higher
p∗in, similar solutions are observed but the convergence to binary {0; 1} designs
is poor. This suggests that moving to a high qα at late continuation steps may
be unsatisfactory for some problems. Continuation strategies (i) and (iii) result in
similar layouts. A flow channel departing from the inlet bifurcates in a number
of different paths. With Continuation scheme (iii), the channels are concentrated
towards the outlet and the structure relies on HCM to cool the bottom corners of the
design domain. At high pressures, Continuations strategy (i) leads to a geometry
that is nearly symmetric with respect to the x-axis. This suggests that the diffusive
transport is slightly exploited. The Heaviside projection is again adopted to post-
process the optimized layouts before a cross-check analysis. The performance of the
projected layouts is summarized in Table 5.6. At p∗in = 0.1, Continuation strategy
(ii) leads to the best-performing design. When the fluid motion driving force is
too small, a diffusive structure connected to the inlet is convenient even if the flow
is completely suppressed. Continuation schemes (i) and (iii) did not reveal this
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(i)
(ii)
(iii)
(a) (b) (c)
Fig. 5.11. Optimized designs obtained with the three continuation strategies in the
forced convection example at different inlet pressures. (a): p∗in = 0.1; (b): p∗in = 5;
(c): p∗in = 10
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(a) (b)
Fig. 5.12. Effect of the maximum Brinkman constant on qˆconv. (a): αmax = 1e5; (b):
αmax = 1e9
optimized solution as the convective transport contribution was overestimated at
early design iterations. At higher inlet pressures, exploiting the flow for cooling
the domain becomes important. At p∗in = 5 and p∗in = 10, Continuation scheme (iii)
yields superior performance than the alternatives.
The results presented in this section demonstrate that the continuation trajectories
on the interpolation parameters are of primary importance in coupled flow and heat
transfer problems. Improper choices may lead to unsatisfactory local minima that do
not exploit sufficiently either convective or diffusive heat transfer.
5.4.5 On the effect of the maximum Brinkman constant
In this section, we investigate the effect of the maximum Brinkman constant, αmax.
For brevity, the results are presented only for the natural convection example. Similar
trends were observed for the forced convection example.
The computed maps of the convection indicator, qˆconv, at Ra = 100 for different
values of αmax = {1e5; 1e9} are presented in Figure 5.12. Recall that the results
for αmax = 1e7 were presented in Figure 5.6(b). Raising the maximum Brinkman
constant shifts the iso-contours to the right and enlarges the size of the diffusion-
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(a) (b) (c)
Fig. 5.13. Effect of the maximum Brinkman constant on the optimized designs of the
natural convection example at Ra = 100 obtained with Continuation strategy (iii);
(a): αmax = 1e5; (b): αmax = 1e7; (c): αmax = 1e9
Table 5.7. Optimized objective obtained using Continuation strategy (iii) in the
natural convection example with the three different values of αmax
αmax Objective [-]
1e5 6.02
1e7 4.47
1e9 5.51
dominated region. The convection in the "gray" regions of the design domain is
penalized more strongly with αmax = 1e9. The optimized layouts obtained through
Continuation strategy (iii) with different values of αmax are presented in Figure 5.13.
The optimized geometry obtained at small αmax resembles the triangular structures
observed in Figure 5.10 for Continuation strategy (i). Recall that the latter trajectory
is likely to lie on a qα -q f region dominated by convection. This favors the generation
of features that exploit convective heat transport. When αmax is raised, the optimized
structure evolves progressively into more conductive-like layouts. Figure 5.13(c)
has similarities with the designs presented in Figure 5.10 for Continuation scheme
(ii), whose trajectory lies in the diffusion region. To cross-check the performance of
the different designs, the design variable field is projected as done in the previous
sections. Differently from the convexity parameters q f and qα , the value of αmax
modifies also the response of the pure black-white designs. All the projected designs
are thus analyzed with αmax = 1e9 such that the fluid flow is maximally penalized in
the solid regions. The optimized objective function values for the different cases are
reported in Table 5.7. The optimized layout obtained by setting αmax = 1e7 during
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the optimization is largely superior to the alternatives. This suggests that the choice
of this parameter requires special care.
5.5 Numerical results and design trends
Here, we present and discuss the numerical studies conducted for both melting
and solidification enhancement in single-tube LHTES units. First, we compute a
reference design obtained neglecting fluid flow. This geometry is compared with
the convective layouts optimized for fastest melting and solidification. After the
verification of the identified design trends with body-fitted analyses, we compare
the performance of the optimized geometries with a longitudinal layout; then, we
present a method to reduce the complexity of the topology-optimized designs for
easier manufacturing and we test it on a real application.
The thermo-physical properties of PCM and the domain dimensions were intro-
duced in Section 5.2.5. As in the forced and natural convection heat sink studies, we
set the diffusivity ratio between PCM and HCM, Ck, to 1 %.
5.5.1 Diffusion design
In this section, we compute a reference solution where fluid flow is neglected. This is
referred to as diffusive design hereafter. Similar optimization studies were considered
in Chapter 3. However, the design interpolation strategies adopted here differ: a
higher penalization of the intermediate design variables is desirable to ensure the
convergence to binary {0; 1} designs. This is essential for the correct flow prediction
when natural convection is considered. Furthermore, also the design domain was
modified. We consider a charge process, which is reproduced with a hot Dirichlet
condition T ∗d = 1 and a cold initial temperature field T
∗
I = 0. The charge is considered
complete when the energy level in the tank reaches 95 % of the total capacity. Due
to the absence of convective effects, we obtained the same optimized design when
considering a discharge process from 100 % down to 5 % of the total capacity.
The objective history, normalized with respect to the initial value, along with the
design at selected iterations is shown in Figure 5.14. The initial design correspond
to a homogeneous distribution s¯ = 0.9. In Figure 5.14, the designs corresponds
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Fig. 5.14. Normalized objective history during the optimization of the diffusive
design. The design evolution is shown at selected iterations. The jumps in the
objective correspond to the updates of the continuation scheme
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to contour plots of the projected design variable field thresholded at s¯ = 0.9. The
evolution of the objective shows three well-distinct stages, which correspond to the
continuation scheme steps described in 5.4. In the first step, HCM concentrates in
a region close to the internal tube and converges after 22 iterations. The second
continuation step, which penalizes the intermediate design variables more strongly,
triggers a ramification (iteration 55) and converges to a structure with extremely thin
design features (iteration 120). During the third continuation step, those small design
details characterized by intermediate design variables disappear so that shorter and
thicker fins are created. Note the three continuation steps are necessary to achieve a
satisfactory convergence to binary {0; 1} designs. Despite a lower objective function,
the converged designs after the first and the second continuation step present large
non-physical "gray" regions. To quantify whether an optimized design converged
to a discrete solution, we adopt a measure of non-discreteness similar to the one
proposed by Sigmund [392]:
Mnd =
∫
ΩD 4s¯(1− s¯)dV∫
ΩD dV
, (5.90)
which intuitively represents the area fraction of the design domain in which the
projected design variable has not fully converged to either 0 or 1. When there are
no regions with intermediate design variables, Mnd is 0 %. If s¯ = 0.5 everywhere,
we would obtain Mnd = 100 %. The final optimized design obtained thresholding
the projected design variable field at s¯ = 0.5 is shown in Figure 5.16(a). The
calculated measure of non-discreteness Mnd for this layout is 1.44 %. Figure 5.15
shows how the optimized geometry depends on the threshold choice. The layout
obtained thresholding the design variable field at s¯ = 0.9 (Figure 5.15(a)) slightly
differs from the one obtained with a threshold of s¯ = 0.1 (Figure 5.15(b)). This
test qualitatively confirms that the amount of intermediate gray material is limited.
The optimized design is nearly symmetric with respect to the x-axis and shows
quasi-periodicity along the angular direction with period ∆θ = π/2. The structure
shows both longitudinal fins and Y-shaped (tree-like) fins around the HTF tube. The
formers are used extensively for heat transfer enhancement in LHTES, as discussed
in Chapter 3 of this monograph. Similarly to what obtained in Chapter 3, the
branched fins are alternated to non-branched ones.
This section presented the optimization of a fin layout without considering natural
convection during the analysis. This geometry will be used in the following sections
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Fig. 5.15. (a): Final layout obtained for the diffusive design thresholded at s¯ = 0.9;
(b): final layout obtained for the diffusive design thresholded at s¯ = 0.1
to benchmark the designs optimized considering fluid flow. Our diffusion geometry
presents similar features to those obtained in Chapter 3 of this monograph.
5.5.2 Melting design
In this section, we consider a melting process, i.e. the charge of a LHTES unit.
In this study, natural convection is considered. Referring to the boundary and
initial conditions discussed in (5.24) and (5.27), to mimic melting we consider a hot
Dirichlet condition T ∗d = 1 and a cold initial temperature field T
∗
I = 0. Similarly to
the diffusive design, the charge is considered complete when the energy level in the
tank reaches 95 % of the total capacity. The optimized design obtained for melting
is shown in Figure 5.16(b). In this case, we obtain a measure of non-discreteness
Mnd of 1.19 %. The melting design is profoundly different from the one obtained
in Section 5.5.1: the HCM concentrates in the bottom part of the storage unit to
form a conductive-like structure that occupies the shell sector parameterized by
−π/3 < θ < π/3. The top portion of the shell is slightly occupied by HCM to
leave room for fluid flow. To highlight the main layout differences between the two
cases, Figure 5.16(c) presents a superposition of the optimized designs for diffusion
and melting. The design here is represented by the contour of the projected design
variable at s¯ = 0.5. We observe three main features:
(i) the top portion of the unit shows only two short fins which are slightly offset
from the radial direction;
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Fig. 5.16. (a): Final layout obtained for the diffusive design; (b): final layout obtained
for the melting design; (c) superposition of the two designs with zoom-in of the
most relevant differences. The designs displayed were obtained by thresholding the
projected design variable field at s¯ = 0.5
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Fig. 5.17. Energy histories of the melting and diffusive designs during a melting test
(ii) two large and thick branches are visible at θ = −π/3 and θ = π/3 with
second-order bifurcations. These fins extend ∼ 37.8 % more in the radial
direction than those obtained in the diffusive design;
(iii) two thin branches elongates towards the bottom of the shell. These structural
components are ∼ 19.6 % longer that the diffusive fins obtained at the same
angular position.
The radial position of the two thick branches described in (ii) recalls the results ob-
tained in [452]. The authors observed that this particular configuration enhances heat
transfer through convective transport. However, differently from our configuration,
their design does not show any fin in the upper part of the unit and has a unique
longitudinal fin elongating towards the bottom.
The normalized energy histories of the diffusive and melting designs are com-
pared in a melting test. Here, both the layouts are analyzed for a charge of the unit
including fluid flow. The results are plotted in Figure 5.17. Initially, the melting
design shows a slower charge rate than the diffusive design. This is due to the fact
that diffusion is the dominant heat transfer mechanism during the initial portion
of the process. However, the heat transfer rate of the diffusive design slows down
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whereas the melting design maintains a fairly constant charge rate by exploiting the
onset of natural convection. If the desired degree of charge of the storage units, Ψc,
is above 80.2 %, the convective design is the best-performing choice. This limit is
specific to the particular design domain and material properties considered here. For
the nominal charge case in which Ψc = 95 %, we obtain that the diffusive geometry
demands 25.9 % more time than the melting design to complete the charge process.
Note that the particular choice of Ψc corresponds to an ideal utilization of the unit.
Partial charge-discharge cycles may occur in real systems. Figure (5.18) shows the
liquid fraction evolution at selected time instants of the melting test, corresponding
to 20 %, 50 %, 80 % and 100 % of the total charge time of the melting design, t∗fm .
At t∗ = 0.2 t∗fm , the liquid layer is thin and natural convection does not yield notice-
able modifications of the melting front. During this initial stage of the process, the
diffusive structure is more effective: thinner branches lead to more heat transfer area
as compared to the convective layout. As the fluid layer widens, natural convection
starts to modify the shape of the melting front (t∗ = 0.5 t∗fm) and becomes dominant
at t∗ = 0.8 t∗fm . The short fins of the melting design redirect the upward-moving
fluid layer in such a way that the liquid PCM quickly fills the upper portion of the
tank. The convective stream hardly reaches the region below the pipe, which is
heated by long diffusive-like branches. The diffusive design can hardly get rid of the
mushy region at the bottom of the tank. To better visualize the main heat transfer
mechanisms, the magnitude of the average convective heat transfer rate, q¯vi, and of
the conductive heat transfer rate, q¯ki, are depicted in Figure 5.19. These quantities
are calculated as:
q¯vi =
∫ t∗f
0
(
v∗i (T ∗+ γ f ∗L ∗)
)
dt∗
t∗f
, (5.91)
q¯ki =
∫ t∗f
0
(
−Ki j ∂T ∗∂x∗j
)
dt∗
t∗f
, (5.92)
where t∗f indicates the final time of the process of interest, set to t
∗
fm here as we
are dealing with melting. The melting design largely utilizes the top fins and a
portion of the pipe surface to enhance the convective heat transfer. This is confirmed
by considering the conductive heat transfer plot which shows a large conductive
contribution in the same region. A wide eddy maintains a high temperature gradient
at the interface: hot fluid is rapidly transported away leaving room for cold fluid
coming from the outer part of the shell. This mechanism can be better observed
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Fig. 5.18. Liquid fractions at selected time instants during melting. The left column
shows the diffusive design while the right column shows the melting design
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Fig. 5.19. Average conductive and convective heat transfer rate during melting. The
left column shows the diffusive design while the right column shows the melting
design
223
Exploiting convective transport
Fig. 5.20. Average velocity magnitude with streamlines during melting. The left
column shows the diffusive design while the right column shows the melting design
in Figure 5.20, where we show the average velocity magnitude alongside with
streamlines. From a careful examination of the velocity plot, it is clear that the
fins positioned above the pipe have the function of redirecting the flow towards the
external shell. In the region below the pipe, convection is negligible and heat is
transferred mainly by conduction. The ramification patterns of the diffusive design
inhibit the formation of large convective eddies. The conductive heat transfer plot of
the diffusive design shows a high average heat transfer rate at the fin tips indicating
that conduction takes place mainly in the radial direction.
This numerical study presents evidence that melting can be enhanced remarkably
through convective transport if the fins are designed with specific features, such as
short baffles in the top portion of the unit and a big diffusive structure at the bottom.
5.5.3 Solidification design
Here, we consider a solidification process corresponding to the discharge of the
LHTES unit. Also in this numerical example, we account for fluid flow. Solidification
is modeled by considering a cold internal tube T ∗d = 0 (Eq. (5.24)) and a hot initial
temperature field T ∗I = 1 (Eq. (5.27)). The discharge is considered complete when
the energy level in the tank reaches 5 % of the total capacity. The optimized design
obtained for solidification is shown in Figure 5.21(b). The calculated measure of
non-discreteness Mnd for this layout is 1.37 %. The optimized diffusive design is
shown again in Figure 5.21(a) to facilitate the comparisons. To highlight the main
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(i)
(ii)
(iii)
(iv)
Fig. 5.21. (a): Final layout obtained for the diffusive design; (b): final layout obtained
for the solidification design; (c) superposition of the two designs with zoom-in of
the most relevant differences. The designs displayed were obtained by thresholding
the projected design variable field at s¯ = 0.5
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layout differences between the two cases, Figure 5.21(c) shows a superposition of
the optimized designs represented by the projected design variable field contoured at
s¯ = 0.5. The solidification design closely resembles the one obtained considering
only diffusion. However, accounting for natural convection in the analysis results in
four small modifications:
(i) the branches elongating towards the top of the shell are ∼ 9.3 % longer than
those of the diffusive design;
(ii) the bifurcations of the intermediate branches are not visible;
(iii) the horizontal branches are ∼ 43.7 % longer than than those of the diffusive
design;
(iv) the branches elongating towards the bottom of the shell are ∼ 3.2 % shorter
than those of the diffusive design.
The aspects (i) and (iv) result in a higher concentration of HCM in the upper half
the shell. This feature agrees with the intuition that a larger heat transfer area
should be utilized in the regions where the solidification front lags behind. The
obtained design is similar to the many longitudinal fin layouts utilized in literature
and presented in Chapter 3. However, to our best knowledge no previous study in
literature considered a varying fin length along the angular position in the shell, as
we obtained thanks to features (i), (iii), (iv). The normalized energy histories of
the diffusive and solidification designs during the discharge of the unit are shown
in Figure 5.22. The solidification design outperforms the diffusive design for any
choice of the discharge fraction, Ψd . The energy histories are very close to each other
until t∗ ∼ 0.45, when they start to diverge. From this point onward, the temporal gap
between the two curves increases gradually in time. Overall, the diffusive design
demands 11.1 % more time than the solidification design to discharge the unit. The
liquid fraction evolution for the solidification test is shown in Figure 5.23 at 20 %, 50
%, 80 % and 100 % of the discharge time of the solidification design, t∗fs . The shape
of the solidification front has negligible differences for t∗ = 0.2 t∗fs and t
∗ = 0.5 t∗fs .
The snapshots taken at t∗ = 0.8 t∗fs and t
∗ = t∗fs show that the solidification design
allows maintaining the solidus line nearly concentric with the internal tube thanks
to the longer fins located above the pipe. In the meantime, the solidification front
of the diffusive design starts drifting downward. This asymmetry with respect to
226
5.5 Numerical results and design trends
20 50 80 100
Relative solidification time [%]
111
0 0.5 1 1.5 2 2.5 3
Dimensionless time [-]
0
10
20
30
40
50
60
70
80
90
No
rm
al
ize
d 
di
m
en
sio
nl
es
s e
ne
rg
y 
[%
]
Fig. 5.22. Energy histories of the solidification and diffusive designs during a
solidification test
the x-axis is responsible for the increased discharge time: the "left-over" mushy
region at the top of the shell has to be cooled away for the discharge completion.
Further insights can be gained by considering the average heat transfer rates in Figure
5.24, obtained from Eqs. (5.91) and (5.92) with t∗f = t
∗
fs . The conductive portion
in the diffusive design is concentrated at the fin tips similarly to what we observed
for the same geometry in the melting test. On the other hand, the solidification
design transports a non-negligible amount of conductive heat transfer along the fin
sides. This indicates that the solidification layout results in a more homogeneous
heat transfer distribution and a better utilization of the fin material. In this case, the
flow can penetrate close to the internal tube. The ramification patterns visible in the
diffusive design inhibit this mechanism, suppressing natural convection. From the
examination of the streamlines shown in Figure 5.25, we notice that the diffusion
geometry confines the fluid outside of the finned region. This creates a tall and thin
eddy with a high downward velocity which contributes to the asymmetry of the
solidus line discussed before. Conversely, the downward velocity in the solidification
design is limited because of the presence of the small interstitial eddies and the longer
horizontal fins. Figure 5.25 also shows that the velocities involved in solidification
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Fig. 5.23. Liquid fractions at selected time instants during solidification. The left
column shows the diffusive design while the right column shows the solidification
design
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Fig. 5.24. Average conductive and convective heat transfer rate during solidifica-
tion. The left column shows the diffusive design while the right column shows the
solidification design
Fig. 5.25. Average velocity magnitude with streamlines during solidification. The
left column shows the diffusive design while the right column shows the solidification
design
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Table 5.8. Charge time computed with a high-fidelity framework in COMSOL
Multyphysics
Performance
Design Ch. time [-] TopOpt dev. [%] TopOpt dev. (β = 1000) [%]
Thresh. melting 1.72 + 25.58 + 7.76
Thresh. diffusive 2.13 + 27.67 + 5.44
are significantly lower than those involved in melting (Fig. 5.20). This limits the
average heat transfer rate and results in a long time required for the discharge as
compared to the charge of the LHTES unit.
5.5.4 Verification of density-based physical model
This section questions the accuracy of the density-based physical model in predicting
the thermal and flow responses of our optimized LHTES units. We compare the
predictions of a density-based description to those of a body-fitted grid that allows an
explicit tracking of the materials interface. This a-posteriori cross-check is important
for two main reasons. First, the material interpolation strategy used in density-based
topology optimization does not allow to enforce no-slip conditions at the walls and
may result in unphysical fluid-dynamic response that can alter both the optimization
results and the identified design trends. Second, selecting a proper threshold for
converting a continuous density map to a sharp layout is crucial for manufacturing
and needs to be verified.
For the body-fitted studies, we consider two computational domains separated
by an interface that conforms to the s¯ = 0.5 iso-contour of the optimized design
variable field. These domains are then meshed using high resolution body-fitted
grids with 38976 and 32617 free quadrangular elements for the melting and diffusive
designs, respectively. A graphical representation of the meshed PCM domain in
the melting design is reported in Figure 5.26 along with a zoomed-in view that
allows the resolution at the boundary to be appreciated. The charge times obtained
with this high-fidelity framework are reported in Table 5.8. The results indicate
that the our density-based topology optimization framework predicts roughly a 26
% higher charge time as compared to the high-fidelity framework. Figure 5.27
reports the dimensionless diffusivity field along the red line depicted in Figure 5.26.
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Fig. 5.26. Meshed PCM domain of the post-processed melting design using a high
resolution body-fitted mesh in COMSOL
Table 5.9. Discharge time computed with a high-fidelity framework in COMSOL
Multyphysics
Performance
Design Disch. time [-] TopOpt dev. [%] TopOpt dev. (β = 1000) [%]
Thres. solidification 2.22 + 29.28 + 3.42
Thres. diffusive 2.49 + 27.71 + 2.37
The thresholding process eliminates the regions filled with intermediate density,
resulting in a higher average diffusivity. To investigate the effect of the non-physical
intermediate material on the performance, we analyze the topology-optimized layouts
using a large steepness parameter of the projection (2.40), β = 1000. As summarized
in Table 5.8, this procedure strongly reduces the computed deviation with respect
to the high-fidelity framework. This suggests that the artificial manipulation of the
fluid boundary layer due to the raster geometry representation yields a moderate
error. The same computations are repeated for the solidification design, leading to
the results reported in Table 5.9. In this case, the deviation is higher and smaller
when the designs are analyzed using the reference and the large β , respectively. This
is due to the leading role of conductive transport as compared to convective transport
in solidification. Hence, the deviations computed with the reference β depend largely
on the presence of the intermediate non-physical material. The flow prediction is
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Fig. 5.27. Dimensionless thermal diffusivity along the red line indicated in Figure
5.26
slightly affected by the raster geometry representation due to the small velocities
involved.
Instead of raising the projection steepness parameters, β , the performance differ-
ences between the body-fitted and density-based analysis models could be decreased
also by reducing the radius of the density filter (2.37). However, in our framework it
is not possible to eliminate completely the fuzziness of the geometry representation
by acting on r f . As we adopt nodal design variables, a minimum filter size is required
to ensure that an element-wise constant filtered density, s˜, is assigned to each element
of the FE mesh.
From the analysis presented in this section, it can be concluded that our topology
optimization framework is able to capture with sufficient accuracy the main physical
phenomena so that the design trends are preserved and the final manufactured fin
layouts perform as expected.
5.5.5 Comparison with longitudinal fins
To further question the effectiveness of our optimized layouts, we use the body-fitted
high-fidelity simulation framework discussed in the previous section to compare the
performance of our optimized geometries with a conventional longitudinal layout
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Fig. 5.28. High-fidelity comparison of energy histories between the topology-
optimized and longitudinal geometries. (a): Charge; (b): discharge
(Figure 5.30(b)). The latter is composed of 10 fixed-length fins equally spaced along
the angular direction. The fin length is computed as the average of those obtained for
a solidification layout with reduced geometric complexity (Figure 5.30(a)), that will
be discussed in Section 5.5.6. The energy histories during melting and solidification
are shown in Figure 5.28. Our optimized layouts yield a reduction of 25.7 % and
9.1 % of the charge and discharge time as compared to the conventional geometry.
We observe trends similar to the ones discussed when analyzing and comparing
the performance of the convective geometries to the one of the diffusive geometry.
In melting, the longitudinal fins yield a quick charge during the initial part of the
process. When the energy content reaches roughly 80 % of the total capacity, the heat
transfer rate drops dramatically. This is because the mushy region at the bottom of the
shell is slowly melted away, similarly to what we observed for the diffusive design
in Figure 5.18. The topology-optimized design allows a much steadier power output
to be maintained by exploiting the onset of convective transport. For this reason, it
yields a quicker charge for Ψc > 88.7 %. On the other hand, the solidification design
is superior to the longitudinal geometry for any choice of the target energy fraction,
Ψd .
These results demonstrate that the topology-optimized designs yield substantial
advantages as compared to the popular longitudinal layout. One could argue that per-
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formance gains are not enough to justify the increased manufacturing complexity. In
the next section, we will show a possible method to reduce the geometric complexity
without modifying the most relevant features of the optimized layouts.
5.5.6 Reduction of geometric complexity for a real application
In this section, we propose a method to reduce the geometric complexity of the
optimized designs in the spirit of easier manufacturing. We test the reduced ge-
ometries in a real-world application: a small-scale storage unit for DHNs. Due to
the high compactness of the LHTES, the unit can be installed at each thermal user
location in parallel to the building heat exchanger. We assume that the building is
heated by a low-temperature system. This allows the placement of the unit and heat
exchanger on the return line of the primary network, typically at 70 ◦C. We consider
this value as the Dirichlet boundary condition during charge. On the other hand,
the HTF temperature during discharge (and thus the Dirichlet boundary) is set to 20
◦C, corresponding to the temperature of the secondary network at the startup. The
material properties and the shell dimensions are the same used for the design study
presented in [375]. The radius of the HTF tube is here set to r1 = 0.0165 m to keep
consistency with the dimensions adopted in this chapter. Three designs are analyzed:
the optimized layout obtained with our topology optimization framework, a modified
version with reduced complexity that allows easier manufacturing and the classical
design with longitudinal fins. All the analyses are conducted using the high-fidelity
body-fitted framework adopted in the previous sections.
Figure 5.29 shows the procedure followed to reduce the complexity of the
topology-optimized layout. First, the optimized geometry (thresholded at s¯ = 0.5)
is interpolated over a 300 × 300 grid (Figure 5.29(a)). Then, a binary skeleton
(Figure 5.29(b)) is obtained through sequential thinning [340, 353]. The branch
junctions, bifurcations and extrema are then manually identified and linked with
line segments to obtain a straight skeleton (Fig. 5.29(c)). Finally, a uniform fin
thickness is calculated such that the HCM volume fraction is equal to the one of
the original design. The computed reduced layout is depicted in Figure 5.29(d).
The reduced layout obtained for the solidification case is depicted in Figure 5.30
alongside with the benchmark longitudinal layout. Note that the designs shown in
5.30(a) and 5.30(b) differ in terms of length and tilt angle of the fins. Figure 5.31
shows the performance of the analyzed geometries over a full charge and discharge.
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(a) (b) (c) (d)
Fig. 5.29. Reduction of complexity of the topological melting design for easier
manufacturing. (a): 300 × 300 pixelated geometry; (b): skeletonized geometry; (c):
straight skeletonized geometry; (d): final reduced geometry
(a) (b)
Fig. 5.30. (a): Reduced topological solidification geometry; (b): reference longitudi-
nal geometry
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When using the topology-optimized design, the charge of the unit can be completed
in 3076 s corresponding to a 37.3 % reduction of the discharge time as compared
to the unit equipped with the classical longitudinal fins. The simplification of the
geometry complexity presented in Figure 5.29 results in a layout that increases
the discharge time by 256 s, corresponding to a 8.23 % performance reduction.
However, the reduced geometry still yields a 32.3 % enhancement as compared to the
longitudinal one. Note that the use of longitudinal fins again yields a higher charge
rate at the beginning of the process. When tested during a discharge case (Figure
5.31(b)), the performance differences are less evident. The topology-optimized
design and its version with reduced complexity yield a 15.2 % and a 7.3 % reduction
in the discharge time as compared to the classical geometry. Although limited in
magnitude, the improvement achieved through the utilization of the design with
reduced geometric complexity highlights the importance of a variable length and
angular distance of the fins.
This section demonstrated a possible approach to reduce the geometric complex-
ity of topology-optimized results, facilitating manufacturing. This strategy allows
the main topology features to be preserved and was found to yield remarkable advan-
tages with respect to the classical longitudinal fins for both charge and discharge of
a real-world LHTES unit.
5.6 Conclusions
In this chapter, we extended the design and analysis framework developed in Chapter
3 to account for natural convection in the liquid PCM. We first presented some
issues that may arise in density-based topology optimization for conjugate heat
transfer problems. Our simplified numerical examples demonstrated that an improper
selection of the continuation trajectory on the penalization parameters may lead to
unsatisfactory configurations, which do not exploit sufficiently either the convective
or diffusive heat transfer. Then, we searched for heat transfer structures exploiting
convective transport for fastest melting and solidification in LHTES units.
A graphical summary of the main application-oriented advances is presented in
Figure 5.32. The results suggest that neglecting fluid flow in design optimization
studies leads to suboptimal configurations and proved that the heat transfer structures
optimized for melting are in general different from those optimized for solidification.
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Fig. 5.31. Energy histories during charge (a) and discharge (b) of a real-world
LHTES unit
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Fig. 5.32. Graphical summary of the main application-oriented advances of the chap-
ter. (a): Effect of natural convection on the optimized design and performance for
melting enhancement; (b): effect of natural convection on the optimized design and
performance for solidification enhancement; (c): layout and performance comparison
of simplified topological geometries for easier manufacturing
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A fast melting requires a nearly empty top of the shell such that sufficient room is
left for the upward fluid motion (Figure 5.32(a)). The diffusive fins concentrate in
the bottom portion of the unit. Using this layout allows the discharge time to be
reduced by nearly 26 % as compared to a benchmark design obtained considering
only diffusion. On the other hand, the geometry optimized for solidification presents
minor modifications with respect to the diffusive layout (Figure 5.32(b)). In this
case, considering natural convection in the analysis yields a layout responsible of an
11 % reduction in the discharge time. These design trends are not affected by our
density-based physical model, as verified through analyses with body-fitted grids
conforming to computational domains obtained from the thresholded optimized
design variable field. This high-fidelity framework was then used to compare the
topology-optimized geometries against a conventional longitudinal layout. The
results indicate that large performance enhancements for both charge and discharge
can be obtained through topology optimization. Last, we presented a method for
post-processing the optimized layouts into easily manufacturable geometries that
conserve the main topology features (Figure 5.32(c)). As compared to the benchmark
longitudinal layout, the obtained geometries yield a considerable reduction in the
time required for the complete charge and discharge of a storage unit for district
heating applications.
In this chapter, we focused on single-tube configurations that are popular in
lab-scale or small-scale facilities. However, most of the commercial installations
consist of multiple tubes immersed in a unique shell. The extension of these results
to multi-tube systems through a circular periodicity assumption is complicated by
the anisotropy of convective transport. For this reason, the design optimization of
multi-tube units merits an ad-hoc treatment and will be discussed in Chapter 6.
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Design of practical multi-tube units
The shell-and-tube units with multiple tubes distinguish from the other LHTES con-
figurations for their high compactness, large heat transfer area and easy integration
with multiple hydraulic loops, preventing the mixing between HTFs. However, a lim-
ited body of literature is devoted to the search of the optimal heat transfer structures
in this configuration. A popular approach to analyze and optimize multi-tube sys-
tems consists in simulating a single tube under the assumption of periodicity, see for
instance [256, 219, 218, 250, 42, 480]. Representing multiple tubes by a collection
of many single tubes surrounded by PCM rings only approximates the shell area and
does not account for boundary effects [50]. Natural convection further questions the
periodicity assumption. Agyenim et al. [7] found experimentally that the horizontal
multi-tube systems develop multiple convective cells with a complicated interaction.
Similar observations were drawn by the authors of [186] and [120], who proposed
specific features to exploit convective transport in this configuration. Bridging the
gap with the practical technology development of these units require more precise
insights on specific design issues. Four fundamental questions remain unanswered:
(i) For which range of material properties do convective features matter?
(ii) How does the periodicity assumption affect the optimized layouts and perfor-
mance?
(iii) Do systems with separate hydraulic loop require for ad-hoc geometries?
(iv) How are design and performance affected by the HCM and PCM choice?
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This chapter aims at shedding light on these practical design issues.
The outline of the chapter is as follows: in Section 6.1 we review the most
popular materials used as HCMs and PCMs in LHTES units; Section 6.2 presents
and verifies numerically a heuristic approach able to answer question (i); finally,
Section 6.3 answers questions (ii) through (iv) with specific numerical examples.
6.1 Overview of materials in LHTES units
When selecting a PCM for a particular application, a number of physical, technical
and economic requirements can be identified [296]. Physical criteria are used for a
primary selection. The ideal PCM features:
• a phase change temperature matching the application of interest;
• a high phase change enthalpy per unit volume, leading to a high energy density;
• a high thermal conductivity, allowing the charge and discharge of the unit in
time spans matching the applications requirements;
• no phase separation, leading to reversible cycles with no performance degrada-
tion;
• little subcooling, yielding charge/discharge cycles over a small temperature
range.
Technical requirements mainly concern the chemical properties of the PCM [39],
which should be chemically stable, compatible with the construction material to
avoid corrosion, non-toxic and non-flammable. Economic requirements deal with
the availability of storage material at low cost.
A storage material satisfying all these requirements has yet to be found. It is
possible however to categorize PCMs in such a way that classes with similar physical
and technical properties are identified. A possible classification strategy is depicted
in Figure 6.1. This option based on the chemical properties is rather popular in the
literature, see for instance [499, 402]. PCMs are subdivided into organic, inorganic
and eutectic mixtures. Organic PCMs can be further classified into paraffins, fatty
acids, alcohols and glycols. Inorganics include salts, salt hydrates and metallic
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Fig. 6.1. Classification of PCMs based on chemical properties
alloys. Eutectics are mixtures of different constituents and can be organic-organic,
organic-inorganic and inorganic-inorganic. In the following sections, we review the
most important organic and inorganic PCMs.
The melting temperature and the enthalpy of phase change are not independent.
Richardson first observed that melting and solidification yield a fixed entropy change
in conductor materials [296]. Considering an isothermal phase transition of a closed
thermodynamic system with negligible volume changes and gravitational forces we
can write [131, 296]:
∆S =
∆H
Tm
= constant, (6.1)
where S is the entropy, H is the enthalpy and Tm is the melting temperature. Richard-
son’s rule is restricted to metallic materials and the validity for other substances
is often questioned. However, Figure 6.2 shows that a rough correlation between
melting temperature and specific enthalpy of phase change is present. The storage
materials with high melting temperature such as salts feature a high energy density.
PCMs with low melting temperature are able to store a limited amount of latent heat
during the phase transition. Table 6.1 reports typical energy density ranges of PCM
along with those of popular sensible TES alternatives. For a reference temperature
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Fig. 6.2. Melting temperatures and enthalpies of different classes of PCMs [492]
difference of 20 ◦C, exploiting phase change allows reducing the storage unit size of
a water tank by at least a factor of 2. Agyenim [7] proposed a classification of PCMs
based on their melting temperature, arguing that this criterion is directly linked to
the applications. The storage materials with low melting temperatures, i.e. Tm ≤ 65
◦C, can be used for domestic heating and cooling, storage of off-peak electricity and
integration in building materials. This category includes water, water-salt solutions,
and all the organic PCMs. Due to the wide variety of possible applications, this
temperature range is the one that was investigated the most [7]. The materials melting
at intermediate temperatures (80 ◦C ≤ Tm ≤ 120 ◦C), such as some paraffins, sugar
alcohols and some salt hydrates are adopted for storage on the evaporator side of
LiBr-H2O absorption cooling systems or for storage in large district heating networks
[98]. The materials with high melting temperature (Tm > 150 ◦C) can be used in
storage units connected to CSP plants or industrial waste-heat recovery systems [77].
This temperature range includes salts, salt eutectics and metals.
6.1.1 Organic PCM
Organic PCMs include alcanes, fatty acids, glycols, alcohols and esters. To date,
alcanes (i.e. paraffins) are by far the preferred option at the commercial level [7].
This material class covers a wide melting temperature range. They are hydrocarbons
with general formula CnH(2n+2) with C being a carbon atom and H a hydrogen
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Table 6.1. Energy density ranges of the most popular storage materials
Material Energy density [MJ/m3] Reference Notes
Sensible
Water 84 [296] ∆T = 20 ◦C
Rocks 50 [296] ∆T = 20 ◦C
Organic oils 30-33 [23] ∆T = 20 ◦C
Salts 39-75 [23] ∆T = 20 ◦C
PCM
Paraffins 169-204 [23]
Salt hydrates 263-548 [23]
Salts 631-1584 [23]
Water 360 [296]
atom. The melting temperature raises with increasing length of the molecular chain
such that Tm ∼ ln(n). In practical applications, only materials with n > 14 are used.
Paraffins have large enthalpy of fusion with respect to mass and can fully solidify
with practically no subcooling. They are also well resistant to phase separation.
However, their thermal conductivity rarely exceeds 0.2 W/(m K). Furthermore, their
low density results in small volumetric energy densities as compared to alternative
PCMs with similar melting temperatures, such as salt hydrates. They are little
reactive at nominal operating temperatures and compatible with metallic materials.
At high temperatures, i.e. T > 200 ◦C, they become chemically unstable: the short
chain molecules break and evaporate yielding flammable mixtures.
Fatty acids respond to the general formula CH3CnH2nCOOH. As compared to
alcanes, one end of the paraffinic chain is substituted by a carboxyl group. These
PCMs have thermo-physical properties similar to those of paraffins [296]. Several
eutectic mixtures of fatty acids were experimented [484]. Eutetics generally decrease
the phase change temperature of pure acids with negligible modifications of the
enthalpy of phase change. A similar effect can be obtained through the esterification
reaction. Researchers mainly chose stearic acid and palmitic acid to obtain esters
with low melting temperature and high enthalpy of phase change. Some scholars
[368, 366, 367] reported only moderate thermal degradation after repeated cycling.
However, the authors of [484] argued that thermal stability of these storage materials
is strongly affected by the presence of impurities.
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Sugar alcohols belong to a material class that has received little attention by
researchers so far [23]. They are hydrogenated carbohydrate with general formula
CH2OH[CH(OH)]nCH2OH [296]. Their melting temperature ranges from 90 ◦ C
to 200 ◦ C making them good candidates for intermediate temperature applications.
Their high density and specific enthalpy of phase change results in high latent heat
per unit volume as compared to alternative organic PCMs. However, they require
subcooling for complete solidification. Furthermore, recent experimental results
[400] demonstrated that some sugar alcohols, e.g. galacticol, feature a poor stability
to thermal cycling. This suggests that much more research needs to be conducted
before this class of material can be used in real-world thermal storage applications.
In the category of glycols, Polyethylene glycol (PEG) is the most popular material
for thermal energy storage with phase change. It is a polymer composed of a long
dymetyhil ether chain, resulting in the general formula C2nH4n+2On+1 [296]. PEG
comes in various grades, i.e. from PEG400 to PEG10000, depending on its molecular
weight. Both the melting temperature and enthalpy increase with the length of the
molecular chains. PEGs have high chemical and thermal stability as demonstrated in
several experimental studies [336, 382].
6.1.2 Inorganic PCM
Inorganic PCMs include salt hydrates, salts, metals and metal alloys. They generally
have higher volumetric energy density than organic materials due to their higher
density [499]. However, they often require subcooling and some inorganic PCMs
may lead to severe corrosion of the container material [296].
Salt hydrates are inorganic salts containing a large amount of crystallized water.
They have a highly stable crystal structure that results in higher melting temperatures
than water [296]: they melt in the range 30 ◦C < Tm < 50 ◦C [23]. Some relevant
technical impediments prevented their widespread adoption for storage purposes.
First, phase separation is observed since all salt hydrates consist of several compo-
nents. This in turn affects the cycling stability. For this reason, gelling or thickening
agents to hinder sedimentation were considered [336]. Subcooling can also be a
major problem. Mehling and Cabeza [296] reported subcoolings as large as 80 ◦C
for some materials. Furthermore, high corrosion rates were observed for a few salt
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hydrates when in contact with metals such as copper, aluminum and brass [73, 307].
This restricts the spectrum of usable HCMs for heat transfer enhancement purposes.
Salts melt at temperatures higher than 150 ◦ C. They are considered as suitable
candidates for high temperature applications such as CSP [275]. The thermo-physical
properties vary substantially among nitrates, carbonates, hydroxides and clorides.
Zalba et al. [486] observed that only a few pure inorganic salts posses a high latent
heat of fusion. For this reason, double and ternary eutectic compositions were
largely investigated. In general, they feature a moderate thermal conductivity, limited
subcooling and high chemical and thermal stabilities [296]. However compatibility
problems of some salts with some common HCMs were reported [275, 384].
Metal and metal alloys were limited in applications for their high density, which
complicates the design of containers. However, their melting enthalpy per unit vol-
ume is comparable to the one of salts [77] for similar ranges of melting temperatures.
The high conductivity of metals yields fast charge and discharge kinetics with no
need for heat transfer enhancement systems. The authors of [486] reported that the
selection of metallic materials for storage purposes is complicated by the lack of a
comprehensive database able to solve some major discrepancies in thermo-physical
data obtained in the previous researches.
6.1.3 High conducting materials
The most common HCM options for extended surfaces in LHTES are aluminum,
graphite, copper and steel [405, 275, 77, 23]. The selection of the extended surface
material is a crucial step for obtaining cost-effective installations. However, it is
hard to extract fundamental selection guidelines from the available LHTES literature.
According to Ibrahim et al. [215], the relevant selection criteria are the thermal
conductivity, density, corrosion potential and cost. Steel is often excluded as en-
hancement material due to its high density and low thermal conductivity. However,
finned steel tubes are standard components in heat transfer equipment [405] and thus
they can represent an option in practice. For instance, finned steel tubes were used
recently in CSP [287] and refrigeration [163] applications. Copper is the second
most conductive metal after silver [75]. Hence, it is commonly considered as one
of the most effective enhancers. Examples of recent studies considering copper
fins are [306, 235]. However, we observe that its large density leads to bulky and
246
6.1 Overview of materials in LHTES units
Table 6.2. Thermo-physical properties and cost of most popular HCMs
Material
Property Graphite foil Aluminum Stainless steel Copper
Thermal conductivity [W/(m K)] 150 200 20 350
Specific heat [kJ/(kg K)] 0.7 0.9 0.5 0.4
Density [kg/m3] 1000 2700 7800 8880
Diffusivity [m2/s] (x106) 214.29 82.31 5.13 99.43
Cost per unit volume [k$/m3] 10 7 20 40
Cost per unit mass [k$/kg] 10 2.59 2.56 4.54
expensive installations. Furthermore, compatibility issues with fatty acids were
reported in [136]. Graphite and aluminum feature high conductivity, low density and
cost. For these reasons, they represent the most widespread options for heat transfer
enhancement in LHTES as demonstrated by the large number of studies recently
published, e.g. [380, 132, 487, 23]. Both graphite and aluminum yield no galvanic
corrosion when in contact with galvanized steel [275], a common material choice for
the HTF pipes. Graphite is preferred for high temperature applications [77] as it does
not get corroded by nitrates and nitrites. Below 330 ◦C, also aluminum fins can be
used since no long-term degradation was observed when in contact with those salts
[405]. The thermo-physical properties of these materials along with their estimated
cost per unit volume as obtained from [405] are summarized in Table 6.2.
The volumetric cost carries large uncertainty. It depends on the vendor pricing
scheme, on the quantity of the material purchased and on the specific industrial
process with which it was treated. In most cases, the cost is not publicly available
but it is a result of private trading. Since this parameter is of crucial importance for
some of the results presented in this chapter, we collected a number of alternative
references. To allow meaningful comparisons over data corresponding to different
years, all the values are normalized with respect to the volumetric price of aluminum.
As motivated in [75], the price fluctuations in time are rapid but the price ratios
among different materials tend to vary slowly. The work of Steinmann et al. [405]
was the only one we found listing the cost values for graphite foils. Table 6.3
summarizes the outcome of this literature review. The results suggest that we can set
the costs of HCM as those reported in [405] with sufficient confidence.
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Table 6.3. Review on the volumetric cost of HCMs. The reported values are
normalized with respect to the cost of aluminum
Material
Reference Graphite foil Aluminum Stainless steel Copper
[44] - 1 3.61 4.88
[35] - 1 - 3.84
[226] - 1 3.14 10.81
[75] - 1 1.96 3.55
[405] 1.42 1 2.85 5.71
6.2 A heuristic method to anticipate design trends
In some recent studies [436, 109, 46], specific layout features of extended surfaces
were proposed to enhance convective transport. Given the large differences in
material properties highlighted in the previous section, it is hard to extrapolate some
design guidelines valid for general LHTES units. It is desirable for designers to
estimate in advance whether these details are important or negligible for performance.
In the latter case, convection could be safely ignored during the design optimization
procedure. In this section, we first propose and then verify a heuristic method able to
provide rule-of-thumb indications.
6.2.1 The method of intersection of asymptotes
We are interested in anticipating for which combinations of material properties the
optimized design transitions from conduction-dominated to convection-dominated
structures. We found that the PCM-to-HCM diffusivity ratio, Ck, has the largest
effect on the optimized layouts. Some preliminary numerical studies showed that the
transition covers a small range of Ck values. To identify this range, we look for the in-
tersection of two extrema conditions, as shown in the schematics presented in Figure
6.3. For Ck → 0, the extended surface has the potential for a dramatic enhancement
through conductive transport. Hence, we conjecture that the optimal HCM structure
suppresses convective flows in order to create highly branched layouts, favoring diffu-
sion. If this is true, convection yields such a limited contribution to performance that
fluid flow can be neglected. We call this condition the diffusion-dominant asymptote.
For Ck → ∞, the fins limit the conductive heat transfer rate due to the low diffusivity
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Fig. 6.3. Schematic of the intersection of asymptotes method used to identify the
transition region from conductive-like designs to convective-like designs
of the HCM and impede the creation of beneficial convective currents. Hence, we
speculate that no HCM is present in the optimal configuration such that convective
transport is maximally exploited. We will refer to this condition as convection-
dominant asymptote. The choice of the HCM affects only the performance of the
diffusion-dominant asymptote: the time required for a complete charge/discharge
varies roughly as ∼√Ck. The performance of the convection-dominant asymptote is
constant with respect to Ck and depends exclusively on the Rayleigh number, Ra, of
the liquid PCM: a higher Ra yields a quicker process completion. The performance
curve of the optimal HCM structures lies always below the asymptotes because fins
can exploit both conduction and convection. For Ck → 0, the curve of the optimal
designs tends to the diffusion-dominant asymptote, while it tends to the convection-
dominant asymptote for Ck → ∞. The optimal structure continuously evolves from
a highly branched configuration to a virgin design domain (i.e. no HCM present).
We believe that the most visible design changes can be expected for Ck ∼C∗k , where
C∗k indicates the abscissa corresponding to the intersection of the two asymptotes.
We refer to the Ck range parametrized with C∗k − εk <Ck <C∗k + εk as the transition
region.
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A
Fig. 6.4. Schematic of the design domain considered in this chapter
6.2.2 Verification
Here, we verify numerically the method of intersection of asymptotes presented in
the previous section. We consider both charge (melting) and discharge (solidification)
including fluid flow in the analysis. To mimic melting, we consider a hot Dirichlet
condition T ∗d = 1 and a cold initial temperature field T
∗
I = 0. On the other hand,
solidification is reproduced with T ∗d = 0 and T
∗
I = 1. The charge and discharge are
considered complete when the energy level in the tank reaches 95 % and 5 % of the
total capacity, respectively. A schematic of the multi-tube design and computational
domains is given in Figure 6.4. We adopt the same governing equations, boundary
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(a) (b) (c)
Fig. 6.5. (a) Optimized diffusive design used to compute the diffusion asymptote;
(b): melting design optimized for Ck = 0.2 %; (c): solidification design optimized
for Ck = 0.2 %
conditions and numerical model presented for the single tube geometry in Chapter
5. The design domain has dimensions r1 = 0.125, r2 = 1, d1 = 0.35 and d2 = 0.7.
We use a free-quadrangular mesh with 15932 quadrilateral bilinear elements with
characteristic size h = 0.01.
The calculated asymptotic graphs for melting and solidification are given in
Figure 6.6. The diffusion-dominant asymptote was obtained by mapping the per-
formance of a reference diffusive layout (Figure 6.5(a)) for different values of Ck
in the range 0.1 %≤Ck ≤ 20 %. This geometry was obtained considering Ck = 0.1
% and without accounting for convection in the analysis. The convection-dominant
asymptote corresponds to the charge/discharge time of a storage unit without fins.
In the melting case, the two asymptotes intersect at C∗k ∼ 3.5 %. The performance
curve of the optimized designs is computed by running four optimization cases with
Ck = {0.2; 1.0; 2.0; 5.0} %. The transition region is investigated by studying the
design differences between the layouts optimized for Ck = 2 % and Ck = 5 %. In the
solidification case, no intersection was observed in the range of values considered.
Nevertheless, a similar analysis is performed to cross-check whether noticeable
design features are created or destroyed far from the intersection of the asymptotes.
From the examination of Figure 6.6, it is possible to obtain some preliminary in-
sights into the design trends. We notice that the optimized designs curve in melting
moves rapidly away from the diffusion-dominant asymptote. This indicates that the
optimized design is quickly morphing from a diffusive to a convective structure. This
trend is less evident in solidification indicating that smaller design changes can be
expected. The performance of the designs optimized for Ck = 0.2 % in both melting
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Fig. 6.6. Intersection of asymptotes for melting (a) and solidification (b) in multi-tube
storage units
and solidification is nearly coincident with the diffusion asymptote, anticipating large
similarities in the layouts. This is confirmed by the optimized geometries shown in
Figure 6.5(b) and 6.5(c).
Figure 6.7 shows three optimized designs obtained in the melting case for Ck ≥
1 %. Design (b) closely resembles design (a) exception made for a few details. The
fins become thicker and shorter due to the decreased diffusivity of the HCM. Design
(c) shows some fundamental design differences with respect to the previous cases.
The HCM fins surrounding the top tubes are now short structures with a completely
changed orientation. No HCM element elongates towards the top region of the
external shell. Large and thick fins stem from the bottom pipes towards the lower
portion of the unit. The optimized designs obtained in solidification are presented
in Figure 6.8. Designs (a) and (b) for solidification enhancement are qualitatively
similar. Design (c) presents thicker finning elements but no substantial modifications
of the fins orientation are observed.
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(a) (b) (c)
Fig. 6.7. Optimized designs for melting in the multi-tube storage unit. (a): Optimized
design for Ck = 1 %, (b): optimized design for Ck = 2 %, (c): optimized design for
Ck = 5 %
(a) (b) (c)
Fig. 6.8. Optimized designs for solidification in the multi-tube storage unit. (a):
Optimized design for Ck = 1 %, (b): optimized design for Ck = 2 %, (c): optimized
design for Ck = 5 %
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Fig. 6.9. Global of measure of design changes compared to the reference optimized
design with Ck = 1 %
To quantify the observed design changes, we consider the following global
criterion:
||∆s¯||=
∫
ΩD max(s¯− s¯re f ,0) dx
Φ
∫
ΩD dx
, (6.2)
which expresses how much HCM in the reference layout parametrized by s¯re f is
substituted by PCM in the optimized layout parametrized by s¯. Recall that s¯ = 0
denotes pure HCM and s¯ = 1 denotes pure PCM as discussed in Section 5.3.1.
We consider as reference designs the ones optimized for Ck = 1 %, i.e. design
(a) in Figure 6.7 for melting and design (a) in Figure 6.8 for solidification. The
values of ||∆s¯|| calculated for the layouts optimized for Ck = 2 % and Ck = 5 %
are shown in Figure 6.9. Both designs optimized for Ck = 2 % are very similar to
their reference layouts: the design changes amount to 18.63 % and 15.39 % for
melting and solidification, respectively. The melting design, which is close to the
asymptote intersection, morphs of an additional 49.12 % when moving to the case
with Ck = 5%. On the other hand, only an additional 14.79 % of design modifications
are calculated for the solidification case.
The liquid fraction evolution along the charge history is represented in Figure
6.10. For a meaningful comparison, the snapshots are taken at 20 %, 50 % and 80
% of their final charge time, t∗c . Note that t∗c is different for each of the geometries
analyzed. The shape of the melting front highlights that the designs exploit different
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Fig. 6.10. Liquid fractions during melting at selected fraction of the final charge
time, t∗c , of each case. Referring to Figure 6.7, the left column shows design (a), the
intermediate column shows the design (b), the right column shows design (c)
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strategies to fill the storage unit with liquid PCM. At 20 % of the process, no relevant
differences are visible. At 50 %, we notice that some liquid PCM starts dripping
upward from the bottom tube and merges with the melted region surrounding the top
tubes. Designs (a) and (b) are slower than (c) in this merging process. At 80 % of
the charge process, the melting front surrounding the structures (a) and (b) is fairly
concentric with the external shell. Design (c) shows a strongly advected liquidus
profile. The orientation of the fins relative to the position of the mushy PCM at
t∗ = 0.8 t∗c suggests the dominant heat transfer mechanism of the remaining part of
the process. For all the mushy areas visible in designs (a) and (b), it is possible to
identify a fin elongating towards them. On the other hand, the mushy PCM located
in the upper region of design (c) is not pointed by any fin. This indicates that the
latter structure relies on natural convection of the liquid PCM to complete the charge
process. The analysis of the liquid fraction evolution during solidification does not
provide meaningful insights. We observe negligible differences in the solidification
front shape across the three designs.
This study demonstrated the utilization of the method of the intersection of
asymptotes to identify the transition region from conductive-like to convective-like
designs. This approach helps to identify the ranges of material properties for which
neglecting fluid flow in the analysis would slightly impact on the outcome of the
optimization.
6.3 Numerical results and design trends
In this section, we describe the numerical examples and study the results obtained
for the practical design of multi-tube LHTES units. First, we question the periodicity
assumption and assess its impact on the outcome of design studies. Then, we optimize
a HCM structure for units with separate hydraulic loops. Last, we solve the problem
of choosing the best enhancer material under a fixed investment cost constraint. The
numerical model, material properties and design optimization problem are equal to
those adopted in Chapter 5. The design domain and its dimensions were presented
in Section 6.2. The HTF pipe placement adopted in Section 6.2.2 is here slightly
modified to obtain four circular quasi-periodic regions, needed for the first numerical
study. Hence, we set d1 = 0.414 and d2 = 0.828 such that the pipes are concentric
with the circles inscribed in each of the quarters of the cross-section.
256
6.3 Numerical results and design trends
(a) (b)
Fig. 6.11. Optimized designs obtained without (a) and with (b) the circular periodicity
assumption. Each of the red circles in (b) indicate the periodic region considered
6.3.1 The effect of the periodicity assumption
In this section, we optimize and analyze both a multi-tube and a periodic single-tube
geometry to investigate the effectiveness of the periodicity assumption. Fluid flow
is neglected such that the design differences are uniquely due to boundary effects.
For this reason, the gravitational source term in Eq. (5.18) is ignored in the analysis.
We focus on a discharge case, which is considered complete when the energy level
in the tank reaches 5 % of the total energy capacity. Solidification is reproduced by
considering a cold internal tube T ∗d = 0 (Eq. (5.24)) and a hot initial temperature
field T ∗I = 1 (Eq. (5.27)). Due to the absence of fluid flow, the same optimized
structure would be obtained considering a charge process with a target energy level
of 95 %.
The optimized layout obtained considering the entire geometry is compared to the
one obtained considering a circular periodicity assumption in Figure 6.11. The layout
optimized without periodicity presents 3 large and 2 small fins around each tube
which vary in length and tilt angle. The geometry is nearly symmetric with respect
to the x-axis which is in agreement with the isotropy of the conductive heat transfer
and the symmetry of the domain and boundary conditions. The layout optimized
considering a circular quasi-periodic region presents significant differences. Each
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Fig. 6.12. Energy histories during a discharge process for the full multi-tube and for
the periodic single-tube layouts
tube is surrounded by 12 fins without bifurcations elongating in the radial direction.
The higher number of fins yields a higher heat transfer area than the multi-tube design.
Figure 6.12 reports the energy history of the two designs during the discharge process.
The design obtained considering the full multi-tube geometry reaches the desired
energy level in 29.7 % less time than the layout obtained from the single-tube
periodic geometry. However, the latter would yield a faster discharge for partial
processes down to 18.8 % of the total energy capacity. The examination of the
liquid fraction evolution reported in Figure 6.13 allows this trend to be interpreted.
At the beginning of the process (t∗ = 0.24 and t∗ = 0.60), the solidification rate
is higher for the single-tube design due to a higher concentration of HCM close
to the HTF pipes and a larger heat transfer area. The solidification fronts advance
following concentric circles that quickly reach the external shell and merge with
those of the other tubes. This results in a drop of the discharge rate: only sensible
heat can be transferred along the directions in which the solidification fronts merge
or hit the shell. At t∗ = 1.21, four residual mushy regions are visible close to the
shell at θ = {0; π/2; π; 3π/2}. The solidification fronts in the multi-tube design
propagates with shapes that well approximates a quarter of the shell. No merging
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t∗ = 0.24
t∗ = 0.60
t∗ = 0.97
t∗ = 1.21
Fig. 6.13. Liquid fractions during the discharge at selected time instants. The left
column shows the full multi-tube design, the right column shows the design obtained
exploiting the circular periodicity assumption
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Cold stream
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Storage tank
Fig. 6.14. Schematic representation of a multi-tube system with separate loops
during charge (left), discharge (center) and simultaneous charge and discharge (right)
between the solidification fronts of different tubes is observed for t∗ < 0.97 and a
high heat transfer rate is maintained for the whole duration of the discharge process.
The results described in this section demonstrated that representing multi-tube
units with a single periodic cell in general leads to suboptimal designs due to
boundary effects.
6.3.2 Design of unit with separate hydraulic loops
This section deals with the optimization of multi-tubes units with two separate
loops for the HTFs such as the system considered by Allouche et al. [20]. The
separation of the HTFs yields various advantages such as the simpler mechanical
system design, operation without contact/contamination between the two HTFs
[279, 467], possibility of simultaneous charge and discharge [312] and operation
with different operating pressures. The latter is a practical design requirement for
the integration of LHTES units in DH systems. A schematic representation of the
separate loops concept is given in Figure 6.14. We consider a charge followed
by a discharge with target energy fractions of 95 % and 5 %, respectively. The
objective is to minimize the total time, given as the sum of the duration of the two
processes. We constrain the design variable field in such a way that a HCM layer
of thickness δ r = 0.02 covers the HTF pipes. This is necessary to correctly model
heat conduction in the pipe-covering material during the periods of inactivity. The
optimized design is represented in Figure 6.15(a). This layout shows no ramification
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(a) (b) (c)
Fig. 6.15. (a): Optimized design of a unit with separate hydraulic loops; (b):
optimized design of a single-loop unit for fastest charge; (c): optimized design of a
single loop unit for fastest discharge
pattern on the surface of the pipes. A single thick HCM path is created to connect
the top pipes with the bottom pipes. This feature allows the effective utilization of all
the HCM in the tank: the links ensure that no isolated HCM regions are created and
that the pipe-covering material is utilized during both charge and discharge. A closer
examination reveals that additional HCM is aggregated around the bottom pipes,
while the top ones have the prescribed minimum thickness value. This indicates that
the bottom region of the unit is more critical for performance. The geometries shown
in Figure 6.15(b) and 6.15(c) are single-loop designs optimized for fastest charge
and discharge, respectively. Figure 6.16 shows the energy histories obtained with the
three layouts. Design (b) and (c) require 171.3 % and 150.6 % more time than design
(a) to complete the cycle. The most critical process is discharge, accounting for 71.4
% and 72.0 % of the total delay accumulated. The charge of design (a) is slower than
the ones of the other geometries for t∗ < 0.742. The heat transfer rate of designs (b)
and (c) suddenly decreases when the unit has been charged up to roughly 70 % of
the total capacity. A look at the liquid fraction evolution presented in Figure 6.17
helps to interpret this event. The large heat transfer area of designs (b) and (c) allows
a quick melting of the bottom region of the shell. At t∗ = 0.74, the energy content of
the tank is approximately 40 % of the fully charged condition. However, the liquid
PCM is distributed unevenly and a large portion of the solid PCM is located far away
from the heated pipe. On the other hand, the melting front of design (a) is shifted
upward at the beginning of the process thanks to the HCM path linking the top and
the bottom pipes. From this point onward, the liquid is rapidly advected towards the
261
Design of practical multi-tube units
0 1 2 3 4 5 6
Dimensionless time [-]
0
10
20
30
40
50
60
70
80
90
100
N
or
m
al
iz
ed
 d
im
en
sio
nl
es
s 
en
er
gy
 [%
]
single loop design: charge
single loop design: discharge
separate loops design
(a)
0 2 4 6 8 10 12
Dimensionless time [-]
0
10
20
30
40
50
60
70
80
90
100
N
or
m
al
iz
ed
 d
im
en
sio
nl
es
s 
en
er
gy
 [%
]
(b)
Fig. 6.16. (a): Energy history during the charge process; (b): energy history during
the discharge process
top so that at t∗ = 1.48 the energy level of the tank reaches 63 % of the fully charged
condition. Roughly the same amount of time is required to feed the tank with the
remaining 32 % of energy: the absence of conductive fins makes it hard to melt away
the mushy area in the lower region of the tank.
The energy histories during the solidification process (Figure 6.16(b)) are very
similar for the three designs when t∗ < 1.304. Also in this case, layouts (b) and
(c) experience a sudden heat transfer drop. The reason for this behavior is visible
in Figure 6.18. By comparing the liquid fraction distribution of designs (b) and
(c) at t∗ = 0.99 and t∗ = 1.99, we notice that a fast energy retrieval is achievable
at the beginning of the process through the solidification of the upper part of the
shell. When the top half is fully solidified, the fins attached to the top tube lose
their functionality and the solidification of the lower portion of the tank fully relies
on diffusion through the solid PCM. The absence of branched structures in design
(a) suggests that, also in this case, the process is ruled by diffusion through the
PCM. However, at t∗ = 1.99, it is clear that the average diffusion length that has
to be traveled by the solidification front is shorter for design (a). The solidus line
propagates in a nearly concentric way with respect to the external shell. Note that
the higher performance gap between single-loop and separate loop layouts during
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t∗ = 0.74
t∗ = 1.48
t∗ = 2.22
t∗ = 2.96
Fig. 6.17. Liquid fractions at selected time instants during melting. The left column
shows design (a), the center column shows design (b) and the right column shows
design (c)
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t∗ = 0.99
t∗ = 1.99
t∗ = 2.98
t∗ = 3.98
Fig. 6.18. Liquid fractions at selected time instants during solidification. The left
column shows design (a), the center column shows design (b) and the right column
shows design (c)
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Fig. 6.19. Alternative geometry with double HCM connections between HTF pipes
Table 6.4. Performance of the alternative layout
Performance
Process Process time [-] Deviation from topological design [%]
Charge 3.31 + 12.99
Discharge 3.91 - 1.38
Charge-discharge 7.22 + 4.18
discharge is due to negligible convective transport. The upward fluid motion helps to
heat the top portion of the shell during the charge of the unit.
The examination of the optimized layout raised some doubts over the validity of
the numerical results: why a single and thick HCM connection? Why not increasing
the interface for higher heat transfer rate? To answer these questions and make sure
the optimized layout is not a poorly performing local minimum, we benchmarked
it with the geometry presented in Figure 6.19, which consists of four curved HCM
connections between the top and the bottom pipes. The performance of this configu-
ration is summarized in Table 6.4. The alternative layout yields a moderate increase
of the charge time, while discharge is slightly quicker. Overall, the completion of
the charge-discharge cycle requires 4.18 % more time than the topology-optimized
layout. To understand the physical reasons behind this performance gap, it is useful
to study the average velocity magnitude field shown in Figure 6.20. For both melting
and solidification, the topology-optimized design yields stronger convective currents
that expedite energy transport in the shell. On the other hand, the layout of the
alternative geometry suppresses fluid motion in the areas enclosed by HCM and
265
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(a)
  
(b)
Fig. 6.20. Average velocity magnitude of the two geometries during melting (a) and
solidification (b)
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prevents the formation of tall eddies. Weak convective streams concentrate in a
region close to the HCM structure. Velocity differences are large for charge: the
maximum average velocity is 10.02 for the topology-optimized design and 4.76 for
the proposed alternative. This suggests that the reduction of convective transport
is the main responsible for the longer charge time of the alternative geometry. On
the other hand, we observe small velocity differences for discharge. As discussed
in Chapter 5, convection contributes marginally to the discharge dynamics, which
is mostly ruled by diffusion. Hence, the reduction of convective transport of the
alternative geometry is more than compensated by the increase of diffusion due to
the larger heat transfer area. This explains why the alternative geometry leads to a
quicker discharge completion.
The numerical study described in this section presented the design optimization
of units with two separate hydraulic loops for the HTFs. The optimized structure
is extremely different from those optimized for single-loop units. Finned tubes
optimized for enhanced melting and solidification in single-loop units are found to
be efficient only in the initial part of the charge and discharge processes.
6.3.3 The effect of the HCM-PCM couple choice
In this section, we investigate how the optimized layouts and performance are
affected by the choice of materials to be used as PCM and HCM. We test both the
charge and discharge of the multi-tube unit. For charge, we consider T ∗d = 1 and
T ∗I = 0 while we set T ∗d = 0 and T
∗
I = 1 for discharge. The time-stepping in the two
processes is stopped when 95 % of a reference energy capacity (discussed below) is
charged and discharged, respectively.
We consider three alternative PCMs targeting different applications. PCM-11
is a salt hydrate with low melting temperature and moderate thermal conductivity
which has been considered in [417] for refrigeration systems. The Solar Salt (SS) is a
binary eutectic salt (NaNO3–KNO3 60–40 % wt.) with average melting temperature
of 230 ◦C that is used in many CSP systems, see e.g. [145, 338]. RT100 is a paraffin
wax that was considered in [98] for mid-temperature applications such as district
heating. The thermo-physical properties of these materials are summarized in Table
6.5. The conductivity, density and specific heat have been averaged between those of
the solid and liquid phase. For all the materials, we consider a mushy temperature
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Table 6.5. Thermo-physical properties of the considered PCMs
Material
Property PCM-11 SS RT100
Melting temperature [◦C] -11 230 100
Latent heat [kJ/kg] 250 110 140
Thermal conductivity [W/(mK)] 1.25 0.5 0.2
Specific heat [kJ/(kg K)] 2.5 1.6 2
Density [kg/m3] 1130 2000 800
Reference [417] [145] [98]
difference of 5 ◦ C between pure solid and liquid and calculate ξlog in Equation (3.27)
accordingly. For the purpose of converting the problem to dimensionless settings, we
consider Tmax = Tm+10, Tmin = Tm−10 and L = 0.05 m. Only the authors of [145]
reported the dynamic viscosity and thermal expansion coefficient of their PCM. We
could not find these properties for RT100 and PCM-11 elsewhere in the reviewed
literature. For this reason, we adopt a unique value of thermal expansion coefficient
for all the PCMs as β = 3.2e−4 1/K, which corresponds to the one adopted in [145].
Similarly, we set a unique dynamic viscosity to µ = 5.6e−3 Pa·s, which corresponds
to the viscosity of SS at its melting temperature computed using the property equation
listed in [145]. We investigate four different HCMs: aluminum, graphite, stainless
steel and copper. The thermo-physical properties and cost were presented earlier in
Table 6.2. For meaningful comparisons from a practical perspective, we consider
a fixed investment on fin materials. Hence, we set a different maximum volume
fraction for each HCM such that Φ = {0.10; 0.07; 0.035; 0.0175} for aluminum,
graphite, steel and copper respectively. Different volume fractions of HCM lead to
varying energy storage capacities of the unit complicating comparisons. During the
analysis, we consider a fixed amount of energy to be charged/discharged from the
unit, i.e. 95 % of a reference storage capacity, Ere f . This is taken as the capacity of
the aluminum configuration with Φ= 0.10. When comparing performances, we will
refer to a multi-objective space energy density versus process time. Note that the
energy density is not accounted for in the optimization problem formulation, which
corresponds to the TM procedure (3.67). This performance criterion is computed
considering the volume of PCM in the optimized structure. The cost of the PCM is
not considered in this analysis as the focus here is on the cost of the enhancement
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Charge: Aluminum
Charge: Copper
Charge: Graphite
Charge: Steel
(a) (b)
Fig. 6.21. Charge time of a RT100 unit with different HCMs. (a): Using unphysical
material properties obtained through the rule of mixtures; (b): using optimized heat
transfer structures obtained through topology optimization. The regions of dominated
materials are highlighted with gray boxes
device. However, for an average cost of PCM of 1 $/kg as indicated in [23], only
minimal changes in the prescribed volume fractions would be needed.
Before extending the analysis to other PCMs, we focus on finding the best HCMs
for melting enhancement of a unit with RT100. As a rough preliminary step for
material selection, we perform a set of 4 analyses considering volume-averaged
material properties between HCM and PCM using the rule of mixtures:
¯(·) = (·)HCMΦ+(·)PCM(1−Φ), (6.3)
where (·) denotes a generic material property and ¯(·) represents its volume-averaged
value. All the analyses are performed with αmax = 0 such that the unpenalized mo-
mentum equation is recovered. Although this correspond to an unphysical homoge-
neous and liquid material, we are interested in testing the ability of this simplification
to provide material selection guidelines. The performance of our four HCM-RT100
homogeneous mixtures in the energy density versus charge time space is reported
in Figure 6.21(a). Graphite and copper lie on a material Pareto front, meaning that
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Fig. 6.22. Charge and discharge times in the optimized configurations for different
HCM-PCM possible couplings
they are better than the alternatives with respect to at least one of the objectives.
Aluminum and steel are dominated materials as the computed objective is worse than
graphite or copper with respect to both objectives. Hence, the results obtained with
this preliminary analysis lead to the conclusion that both aluminum and steel are
not cost-effective options for melting enhancement of RT100. To check the validity
of assumption 6.3, we now optimize fin layouts using topology optimization. The
performance of the optimized layouts is reported in Figure 6.21(b). The stainless
steel geometry is dominated by the copper one in agreement with what we found in
the previous analysis. However, the optimized heat transfer structure using aluminum
now lies on the Pareto front with graphite and copper. This presents evidence that the
HCM cannot be chosen a-priori using averaged material properties if the fin layout
is unknown.
The performance of the topology-optimized heat transfer structures with different
HCMs and PCMs for both charge and discharge is summarized in Figure 6.22. For
each PCM and for each process, we draw the rectangle with minimum area that
encloses the computed values. This procedure highlights the ranges of energy density
and process time of the optimized configurations. Note that the charge and discharge
using the same PCM-HCM couple have nearly coincident energy densities since the
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same maximum volume fraction, Φ, is set when optimizing the two processes. We
observe the same trend identified for the structures enhancing melting of RT100 for
all the PCMs analyzed in both charge and discharge. Aluminum, copper and graphite
are cost-effective material choices while steel is a dominated material. Charge is
always faster than discharge due to the stronger convective motion. The benefits
due to convection are larger for the structures of copper and steel, for which melting
is 17 % faster than solidification on average. An average of 9 % improvement for
convective motion is computed for aluminum and graphite. Choosing a suitable
HCM seems to be more important for solidification than for melting. The discharge
using the optimized aluminum structures yields an average of 66 % time reduction
with respect to the steel structures. On the other hand, when using aluminum instead
of steel for charge, an average process time reduction of 53 % is computed. The high
latent heat and thermal conductivity of PCM-11 leads to LHTES units with larger
energy density and faster process dynamics than those with SS and RT100. For
this material, the trade-off between energy density and process dynamics can be of
interest to designers: the energy density of the unit can be increased by 23.30 MJ/m3
if charge and discharge are allowed to be 0.95 and 1.19 hours longer. Considering
this trade-off for RT100 is of minor importance: using copper instead of aluminum
allows the energy density to be increased by only 9.24 MJ/m3 but requires 3.05 and
4.22 hours more for the charge and discharge completion.
The layouts optimized for heat transfer enhancement in RT100, SS and PCM-11
are shown in Figures 6.23, 6.24, 6.25 respectively. All the aluminum structures
are qualitatively similar. The HTF pipes are surrounded by four fins with varying
length and tilt angle. We notice only minimal differences when comparing these
layouts to those we obtained in Section 6.3.1 without considering natural convection
in the analysis. This suggests that diffusion is the dominant heat transfer mechanism.
The diffusivity ratio Ck ranges from 0.15 % to 0.54 % for the different PCMs and
is far from the transition value of 3.5 % calculated in Section 6.2.2 for a case with
the same volume fraction of HCM. The absence of convective features makes the
layouts optimized for melting similar to those optimized for solidification. Analogous
trends are observed for the graphite geometries, which look like thinned versions
of the aluminum designs. The low volume fraction of the copper structures limits
the complexity of the design evolution so that the resulting layouts consist of two
short fins attached to the HTF pipes. The fins elongating towards the bottom of
the shell are generally longer than those directed towards the top for discharge and
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(a) (b) (c) (d)
Fig. 6.23. Optimized designs for charge (top) and discharge (bottom) with paraffin
RT100 as PCM. (a): Aluminum; (b): graphite; (c): copper; (d): steel
(a) (b) (c) (d)
Fig. 6.24. Optimized designs for charge (top) and discharge (bottom) with SS as
PCM. (a): Aluminum; (b): graphite; (c): copper; (d): steel
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(a) (b) (c) (d)
Fig. 6.25. Optimized designs for charge (top) and discharge (bottom) with PCM-11
as PCM. (a): Aluminum; (b): graphite; (c): copper; (d): steel
shorter for charge. The fins orientation around the top tubes is comparable in RT100
(Ck = 0.12 %) and SS (Ck = 0.15 %) but changes completely when considering
PCM-11 (Ck = 0.44 %). A similar modification of the tilt angle of the fins was
observed across the transition region identified in Section 6.2.2. This suggests that
the volume fraction of HCM modifies the position of the transition region along the
Ck axis of Figure 6.3. Reducing the amount of conducting material yields limited
possibilities of performance improvements through diffusion. Hence, exploiting
convective transport with ad-hoc design features can be convenient even at low
diffusivity ratios. The optimized layouts using steel as HCM present short and thick
structures. For melting of all the PCMs considered, the fins orientation around the
top tubes is similar to the one of Figure 6.7(c). This indicates that convection plays a
major role here due the large diffusivity ratios (2.45 % ≤Ck ≤ 8.69 %).
To produce all the designs presented, we adopted a constant filter size, r f despite
different maximum volume fractions, Φ, are prescribed for different materials. This
may overly penalize the designs with a small volume fraction, by preventing the
formation of thin conducting members. A reduction of the filter size below the
value adopted in this chapter requires the utilization of a FE mesh with a higher
resolution. In fact, r f was selected such that all the elements span at least a nodal
design variable and an element-wise constant filtered density, s˜, can be obtained. On
the other hand, there exist reasons for using a constant filter size. For instance, if the
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fins are fabricated through the same manufacturing process, it would be desirable to
obtain designs with an equal minimum feature size. Recall that in Section 2.4.2 we
showed how it is possible to prescribe a minimum feature size (corresponding to 2r f
in regions sufficiently far from the boundaries of the design domain) by using the
projection (2.40) with η = 0.
The results presented in this section showed that choosing a-priori the HCM
for heat transfer enhancement in LHTES may be ineffective if the fins layout is
unknown. Our forward analysis with volume-averaged material properties leads to
the conclusion that both aluminum and steel are not cost-effective materials. When
considering optimized structures instead, aluminum lies on a energy density versus
process time Pareto front along with graphite and copper. Furthermore, we found
that the optimized layouts made of graphite and aluminum are slightly sensitive to
the choice of the PCM and process to be enhanced due to a high volume fraction of
HCM and a low diffusivity ratio as compared to copper and steel.
6.4 Conclusions
In this chapter, topology optimization was used to answer four practical design
questions that still hamper the large-scale technology development of multi-tube
LHTES units. A graphical summary of the main application-oriented advances is
presented in Figure 6.26. We proposed a heuristic approach able to give rule-of-
thumb indications on the range of material properties for which convective features
matter for performance. The topology optimization results confirmed the anticipated
design trends. The results of our first numerical study suggested that representing
multi-tube units with a collection of circular quasi-periodic cells generally leads
to suboptimal configurations (Figure 6.26(a)). A premature merging of the phase
front was observed along specific directions, yielding a quick heat transfer rate drop.
The second study demonstrated that designing heat transfer structures for units with
separate hydraulic loops demands for ad-hoc optimization (Figure 5.32(b)). The
optimized layout consists of a thick HCM path linking the top to the bottom pipes,
which ensures a full utilization of the HCM during both the charge and discharge.
This design yields a dramatic acceleration of the complete charge-discharge cycle
when compared to geometries optimized for the operation with a unique hydraulic
loop. Our design optimization study under cost constraints revealed that aluminum,
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Fig. 6.26. Graphical summary of the main application-oriented advances of the chap-
ter. (a): Effect of the periodicity assumption on optimized design and performance;
(b): layout and performance comparison of geometries optimized for alternative
hydraulic loop configurations; (c): design trend energy density/process time for
different HCM choices
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graphite and copper lie on a Pareto front energy density versus process time but
steel was never found to be a cost-effective option (Figure 5.32(c)). The optimized
geometries with graphite and aluminum look slightly affected by the type of PCM,
suggesting that a modular fin layout may be efficient for practical installations.
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Chapter 7
Design and control of resilient
district heating networks
The large scale utilization of the locally available heat sources makes DH a rational
and efficient domestic heating option. This technology was coupled successfully to
high efficiency Combined Heat and Power (CHP) plants [447, 147], energy-intensive
industries [263, 373] and renewable generation plants such as solar [464], biomass
[426] and geothermal systems [476]. However, the fluid distribution networks
are critical infrastructures. Small perturbations can rapidly propagate and lead to
service failures. In this chapter, we use numerical optimization to improve the
resilience of a DHN. The resilience denotes the ability of a system to absorb
perturbations and quickly recover its functionality with a limited impact on the
service quality. We demonstrate both a robust design and a centralized control
optimization framework. Although control problems hardly fit within the context of
this thesis, our optimization model is constructed using mathematical tools of popular
use in topology optimization. The plan of the chapter is as follows. In Section 7.1,
we introduce a quantitative notion of resilience and we review the state-of-the-art
approaches for resilience improvements through design and control. In Section
7.2, we describe the governing equations and numerical model used to compute
the fluid-dynamic and thermal responses of DHNs. In Section 7.3 and 7.4, we first
introduce the optimization models adopted for robust design and centralized control;
then, we present and discuss the results obtained for a real case-study. Finally, the
main findings are summarized in Section 7.5.
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Fig. 7.1. (a): Resilience of infrastructures; (b): resilience gain through robust design;
(c): resilience gain through rapid control
Some of the contents of this chapter were published in Energy [J3] and in Journal
of Energy Resource Technology [J4] and presented at the ASME 2016 International
Mechanical Engineering Congress and Exposition [C3] and at the 29th International
Conference on Efficiency, Cost, Optimisation, Simulation and Environmental Impact
of Energy Systems [C5].
7.1 Towards resilient district heating networks
In the civil engineering community, Bruneau et al. [68] proposed a clear quantitative
metric to assess the resilience of infrastructures to seismic events. Figure 7.1(a) shows
a representative schematic of the authors idea. Let us represent the performance
of a system using a quality of service versus time plot. At time tp, the system is
suddenly perturbed by an event that decreases its functionality from Qn to Qe. Then,
efforts are taken to improve the level of service until the nominal conditions are
re-established at time tr. The time period tr − tp is referred to as the restoration
phase. Bruneau and co-authors [68] quantified the resilience as the blue area shown
in Figure 7.1(a). The resilience loss indicated in gray is commonly named "resilience
triangle "[37, 354, 210]. A resilient system shows three fundamental features:
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(a) Reduced probability that its functionality drops below acceptable limits, e.g.
Qmin in Figure 7.1(a). We will refer to this concept as reliability.
(b) Reduced impact of perturbation events, i.e. Qn−Qe in Figure 7.1(a). We will
refer to this concept as robustness.
(c) Reduced time span of the restoration phase, i.e. tr− tp in Figure 7.1(a). We
will refer to this concept as rapidity.
Note that the previous definitions are not universal. The distinction between relia-
bility, robustness and resilience is quite confused in the literature; often these terms
are used interchangeably, see e.g. [169]. In this chapter, we will consider explicitly
aspects (b) and (c) of the resilience in DHNs. The robustness is improved through
design optimization, by modifying the topology of existing networks so that external
perturbations are maximally absorbed. The rapidity is improved through control
optimization, to quickly recover an acceptable level of service after disruptive events.
The possible resilience improvements due to a robust design and rapid control are
shown conceptually in Figure 7.1(b) and (c). In the next sections, we review the most
widespread approaches and identify research opportunities for the resilient design
and control of fluid distribution systems.
7.1.1 Improving resilience through design
Here, we consider the literature advancements for the resilient design of fluid dis-
tribution infrastructures. From the previous definition, robustness and reliability
improvements are strictly connected. Although in this chapter we will focus only
on the robustness aspect of resilience, the reliability design approaches are also
briefly presented. In rare cases a Water Distribution Network (WDN) or a DHN can
be designed from scratch. For this reason, most of the scholars interest lies in the
improvement of the existing installations through the creation of loops. According
to Todini [421], looped topologies yield redundancy and allow local failures to be
overcome.
Reliability refers to the probability that the system "remains functional" [183].
In the context of WDNs and DHNs, the functionality includes both the demand
satisfaction in terms of flows to be supplied and the range of pressures and tempera-
tures at which these flows are provided [423]. Due to the stochastic nature of this
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metric, a direct quantification of reliability involves the probabilistic mapping and
integration of the failure region, which can be achieved with sampling approaches
such as Monte Carlo method [66] or using first and second-order approximations of
the failure surface [423]. Alternatively, researchers considered a variety of different
deterministic measures of reliability. For instance, Farmani et al. [133] proposed
a reliability indicator based on the minimum surplus pressure head. Based on con-
cepts borrowed by information theory, Tanyimboh et al. [415, 416] introduced the
notion of entropy for fluid networks. Although these ideas gained popularity in the
civil engineering community, whether these deterministic measures are capable of
accounting properly for the reliability strongly relies on the designer experience; it is
hard to extend the proposed methods and findings to a wide range of systems.
Robustness refers to the ability of the system to reduce the impact of "distur-
bances, e.g. fluctuations of design parameters or noise" [166]. Gohler et al. [193]
recently published an extensive review on the robustness metrics for engineering
design. The authors identified four different categories:
• sensitivity metrics, quantifying robustness as a measure of the performance
criteria gradients to noise factors;
• feasible space metrics, quantifying robustness as the size of the feasible set of
an optimization problem with a minimum performance constraint;
• expectancy and dispersion metrics, quantifying robustness as a combination of
statistical moments on performance criteria;
• probability of functional compliance metrics, quantifying robustness as the
probability that the performance criteria are within acceptable limits.
The quantification of robustness using the last two categories was considered by
many authors in the field of WDNs. For instance, Kapelan [233] and Babayan [38]
defined robustness as the probability to satisfy a minimum pressure constraint in
every node of the network. A hybrid approach between the two categories was
proposed by Giustolisi et al. [166], who introduced a robustness indicator based on
the distance between the expectancy of a performance criterion and a threshold value;
the authors quantified this distance using the number of multiples of the standard
deviation. Inspired by the classical robustness idea of Taguchi [413], Jung et al.
[228] quantified robustness using a coefficient of variation, computed as the ratio of
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the nodal pressure standard deviation to its average value. Within these robustness
categories, it is possible to include also the scenario-based approaches. For instance,
Cunha et al. [105] and later Marques et al. [291] approximated the expectancy
of their performance criterion using a weighted sum with addends calculated in
different scenarios; the sum weights were set equal to the scenarios probabilities.
This method was extended also to the calculation of the standard deviations in
[232]. All the previous approaches share common features with the reliability-
based optimization methods in that they require some form of characterization of
the input uncertainty, whether stochastic variable bounds or Probability Density
Functions (PDFs) or both. Gathering correct statistics for the noise factors of fluid
distribution networks is not trivial. As noted by Jung et al. [228], the probability
distributions of the most common noise factors are in general not known and the
literature lacks of an extensive database. Assumptions may have large impact
on the optimization results. Under this perspective, the sensitivity metrics are of
great interest. The robustness quantification is fully deterministic, reducing the
risk of an optimization bias due to the use of incorrect statistics. Despite its wide
acceptance across various engineering fields ranging from Micro-Electro-Mechanical
Systems (MEMSs) [198] to electromagnetics [243] and geotechnical design [167],
we found no design optimization study using sensitivity metrics in the WDN and
DHN communities.
Concerning the choice of the optimization algorithm, most of the reviewed
literature adopted heuristic or meta-heuristic global-search optimizers. Genetic
Algorithm (GA) in both its original form or in slightly modified versions is no
doubt the most popular choice [133, 233, 38, 166, 232, 228]. Other meta-heuristic
algorithms that were considered for the optimization of fluid networks include (but
are not limited to) Simulated Annealing (SA) [105, 291, 341], Scatter Search (ScS)
[269] and Particle Swarm (PS) [408]. If properly used, these techniques guarantee
a thorough exploration of the design space but require many system solutions per
design variable, leading to a critical curse of dimensionality [86]. The optimization
of large and complex DHNs with dynamic operation might be hardly tractable.
Furthermore, using sampling approaches to compute statistics on the performance
criteria further increases the computational burden. Banos et al. [41] acknowledged
that most of the researchers focused on small benchmark examples (e.g. the Anytown
WDN) and only a few applications considered real-world installations. Among the
reviewed papers, the one with largest design space [232] counts 85 design variables.
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This gives little hope to the use of practical optimization algorithms able to account
for both uncertainty and transient operation in real-world DHNs. For instance, the
Turin DHN counts more than 50000 pipe segments. The optimal design through
more efficient NLP algorithms was considered in the earliest developments of the
design methods for WDNs, such as in [149] and [429]. To our knowledge, only two
researches formulated the design of flow networks using a topology optimization
framework. Inspired by advances in truss structure optimization, Klarbring et al.
[246] adopted the ground structure approach to design flow networks with minimal
dissipation. The ground structure approach consists in selecting a large number of
potential pipe connections, whose capacity is altered by the design variables during
the optimization. Capacities hitting or approaching zero corresponds to topology
changes. Differently from the optimization problem in structural mechanics and even
for a simple Hagen-Poiseulle flow model, the fluid-dynamic response is nonlinear
with respect to the capacity variables (e.g. cross-sectional area or diameter of the
pipes) leading to non-convexity of the optimization problem. Arguing that in fluid
networks "we cannot loose convexity any longer", Evgragov [128] later considered
also the positions of the network nodes as design variables; the optimized layouts
were superior to those obtained using the classical ground structure approach with
fixed nodes. The gradient-based route was quickly abandoned for WDN design due
to both its continuous nature (that requires a post-processing of the optimization
results to obtain commercial diameters) and its convergence to local optima [125].
However, these methods allow a convenient scalability. If design sensitivities can be
obtained cheaply, e.g. through the adjoint method, the computational complexity is
slightly affected by the dimensionality of the design space. Back to 2003, Klarbring
[246] presented a flow network design example with 3206 design variables.
This literature review can be summarized with three facts:
1. The detailed probabilistic characterization of the uncertainties in fluid networks
is cumbersome in most cases and may greatly affect the optimization results.
2. The robust design based on sensitivity metrics is accepted in various engineer-
ing fields but was not considered for both WDNs and DHNs.
3. The heuristic and meta-heuristic optimization algorithms are popular for WDN
design but their application to large real-world systems is hampered by their
poor scaling properties.
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In this chapter, we introduce a computational design approach for DHNs based on
the previous facts. Given the facts 1 and 2, we design robustness using a sensitivity
metric that does require the characterization of the noise uncertainty. Given fact 3, we
formulate the design problem using topology optimization and update the network
layout with a gradient-based optimizer. The objective and constraint gradients are
computed by the discrete adjoint approach, which is computationally cheap and
nearly insensitive to the design space dimension.
7.1.2 Increasing resilience through control
Here, we discuss the advancements in WDNs and DHNs control and identify the
most promising approaches for resilience improvements. Controlling DHNs based
on distributed meter readings and providing a customizable service in real-time
are considered primary requirements for the energy grids of the future [281, 424].
Control can increase the rapidity of the infrastructures and is particularly important
in the case of accidents. In this situation, the service should be restored as quickly
as possible with a minimal impact on the customers comfort. Finding the optimal
operation strategy for these systems is a time-consuming and non-trivial problem.
The real-world installations often count several thousand users and multiple gen-
eration plants that are connected through complex fluid networks. The accurate
prediction of the fluid-dynamic and thermal responses demands the utilization of
complex simulation tools. The non-convexity of the optimization problems requires
global-search algorithms. Furthermore, the large number of moving and dissipative
components (i.e. valves and pumps) results in optimization problems with a high-
dimensional control space. The literature in the context of WDNs and DHNs control
can be divided into scheduling and real-time control.
Scheduling involves the day-ahead planning of devices (e.g. pumps) operation to
minimize specific performance criteria, e.g. the energy consumption or operational
cost [61]. Most frequently, the planning problems do not account for feedbacks
from the data acquisition systems. Due to the "day-ahead" type of deadline, the
execution time is rarely a strict constraint. Nevertheless, for the reasons discussed
previously, scholars developed methods to reduce the computational complexity of
the hydraulic and thermal analyses. Artificial Neural Network (ANN) surrogate
models met large acceptance among researchers. Broad et al. [65] demonstrated
the use of GA and ANN for pump scheduling in WDNs. A similar framework was
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later considered by Behandish et al. [49], who optimized the operation of both
the pumps and storage tanks. Within the context of DHNs, Guelpa et al. [175]
demonstrated the coupling of GA with Proper Orthogonal Decomposition (POD)
analysis. Following a parallel research direction, other authors adopted meta-heuristic
techniques with improved convergence rate in order to retain the full complexity
of the analysis model. Examples include Ant Colony Optimization (ACO) [280],
Limited Discrepancy Search (LDS) [159] and PS [407]. Other scholars proposed to
couple heuristic and deterministic algorithms. For instance, Giacomello et al. [161]
developed a hybrid scheme for pump scheduling by combining the Greedy algorithm
with standard Linear Programming (LP) routines.
The execution time is a primary constraint in real-time applications. A control
law needs to be obtained on-the-fly based on information gathered through the data
acquisition systems. The most typical real-time control strategies in WDNs and
DHNs aims at reducing the pumping power [456], leakages [465], operational costs
[165, 432] or emissions [365]. Due to the similarities in the nature of the optimiza-
tion problem, the analysis and optimization approaches developed for scheduling
were considered also for real-time control. Rao et al. [346] used the ANN-GA
approach to optimize both the pumps statuses and valve openings using a 24 hours
predictive framework. Kang [231] tackled a similar problem by modifying GA with
a "warm" initialization of the population that partially reuses the previous optimiza-
tion solutions. Differently from the context of planning, the optimization runs are
performed after each sampling action of the metering facilities. As noted by the
authors of [286] and [465], despite efforts towards a greater computational efficiency,
the previous approaches hardly meet the strict time requirements of real-time control
and are limited to small-scale applications. For this reason, the deterministic ap-
proaches are preferred. Examples of real-time control of WDNs using LP and NLP
algorithms can be traced back to [326] and [80]. After the seminal work of Sandou
et al. [365], the number of studies focusing on real-time control of DHNs grew fast
over the last years. For instance, Wang et al. [456] used the Generalized Reduced
Gradient (GRG) algorithm for optimization of both the pumps frequencies and valve
openings in a medium-size DHNs. Giraud et al. [165] adopted a Model Predictive
Control (MPC) framework based on Mixed Integer Linear Programming (MILP) to
minimize the operational costs through the regulation of the heat generators, supply
temperatures and pressures. A similar route was followed by Verrilli et al. [432],
who considered also the regulation of the thermal energy storages and user thermal
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loads. In rapidly-evolving systems, the utilization of standard MPC algorithms may
lead to inaccuracies. The control law is optimized based on outdated information
[171]. Hence it might be of more interest to obtain an approximate solution using the
most up-to-date information [171]. Building on advances in control theory [116], a
recent contribution [344] developed a method for real-time control using Sequential
Convex Programming (SCP) and the Real Time Iteration (RTI) method. Instead of
solving the optimization problem to full accuracy using fixed problem data, these are
updated at each optimization iteration using the feedback from the metering devices.
This method allows the straight-forward integration with the data acquisition systems
with little limitations on the minimum sampling frequency. This possibility was
considered in [466] and [465] in the context of WDNs.
Despite these valuable contributions, most of the commercial DH infrastructures
are still controlled using a decentralized strategy. Each thermal user can regulate
the flow based on its degree of discomfort. As a consequence, the failure events
may yield a large reduction in the service quality for some users; the restoration
rapidity is constrained by the time required to substitute the failed part. Hence,
centralized control strategies for increased resilience are urgently needed. To our
knowledge, no research considered control optimization under this perspective. In
this chapter, we propose a control strategy of DHNs after failure events that aims
at filling this literature gap. To cope with the strict execution time requirements,
the optimization is conducted using MMA, which shares similarities with the SCP
routines considered in [466]. The gradients of the objective and constraints with
respect to the control variables are computed using the discrete adjoint method,
which permits the scalability to real-world problems. Although we conduct only
numerical experiments, our approach is designed to fit within an RTI framework. RTI
can be of great interest for control during failure events, when the dynamics of the
system is so fast that a full MPC procedure may be too slow to react to disturbances.
7.2 Modeling fluid distribution networks
In this section, we present a modeling framework for computing the fluid-dynamic
and thermal responses of fluid distribution networks. We first simplify the governing
equations to derive integral 1D formulations. Then, we construct a numerical model
using a graph representation of the network.
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7.2.1 Integral form of governing equations
We assume a steady-state and incompressible flow with isotropic and constant
fluid properties and negligible viscous dissipation. The Navier-Stokes and energy
equations can be written as in (5.1), (5.2) and (5.4). Assuming that the flow velocity
and diffusion fluxes are aligned with the pipe direction, we can rework the governing
equations in 1D considering:
vi = 0 for i = 2, 3,
∂
∂xi
= 0 for i = 2, 3.
(7.1)
Using the simplifications (7.1) and writing the stress tensor following the constitutive
law (5.3), the governing equations can be stated as:
ρ
∂v1
∂x1
+ m˙ext = 0, (7.2)
ρ
∂v1
∂ t︸︷︷︸
(i)
+v1
∂v1
∂x1︸ ︷︷ ︸
(ii)
=− ∂P
∂x1
+2µ
∂v1
∂x1︸ ︷︷ ︸
(iii)
−Floc−F⊥, (7.3)
ρcp
∂T
∂ t︸ ︷︷ ︸
(i)
+ρcpv1
∂T
∂x1
+ m˙extcpT = k
∂ 2T
∂x21︸ ︷︷ ︸
(ii)
−q⊥, (7.4)
where m˙ext and Floc are mass and momentum sinks and P denotes the total pressure
that includes the effect of gravity. The fluid-dynamic response in fluid networks
governed by incompressible flow is in general much faster than the time frames of
interest to the analyst. Hence, we neglect the transient term (i) in the momentum
equation. We also consider two simplifications for the energy equation. First, as the
convective energy transport is dominant, we neglect term (ii). Second, we consider
only the steady-state version of (7.4) and neglect term (i). This assumption can be
justified in small distribution networks as small water volumes are involved. We
will relax this assumption when considering large networks in future studies. The
momentum and energy sinks indicated with the subscript "⊥" account for the effect
of the orthogonal contributions to the momentum and energy diffusion, which cannot
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Fig. 7.2. Control volumes considered to obtain the integral form of the governing
equations. (a): Pipe; (b): junction or bifurcation; (c): building and heat exchanger
be written explicitly in a 1D setting:
F⊥ =−
(
1−δ1 j
) ∂σ1 j
∂x j
, (7.5)
q⊥ =−
(
1−δ1 j
)
k
∂ 2T
∂x2j
. (7.6)
We now rework the simplified 1D governing equations in an integral form. Let
us consider a pipe filling Ωp with constant cross-section and no mass sinks as the
one depicted in Figure 7.2(a). Terms (ii) and (iii) in Eq. (7.3) disappear due to the
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continuity constraint (7.2). The integration over Ωp leads to:
Po−Pi =−∆p⊥−∆ploc, (7.7)
where both the terms on the RHS are modeled using semi-empirical equations of
standard engineering practice [25]:
∆p⊥ =
1
2
f⊥
L
D
ρv21, (7.8)
∆ploc =
1
2
βlocρv21, (7.9)
where f⊥ is the Darcy-Weisbach friction factor, D is the diameter of the pipe, L is the
length of the pipe and βloc is the local pressure drop coefficient accounting for the
effect of valves, bends and tees. Note that the phenomenological equations (7.8) and
(7.9) allow both the laminar and turbulent flows in pipes to be considered with ease.
The continuity equation (7.2) can be integrated over a control volume, Ω j, (Figure
7.2(b)) enclosing a junction and half of the connected pipes. We obtain:
Np
∑
i=1
Gini+Gext = 0, (7.10)
where Gext is an extracted mass flow rate at the junction, Np is the number of pipes
of the junction, ni is the outward pointing normal of pipe "i" and Gi is its mass flow
rate:
Gi = (ρvS)i , (7.11)
with S being the pipe cross section. Under this convention, the mass flow rates
exiting the control volume are positive and those entering the control volume are
negative. Integrating the energy equation (7.4) over Ω j leads to:
Np
∑
i=1
cpGiTini+ cpGextT =−Q⊥, (7.12)
where Ti is the temperature of pipe "i" at the boundary of the control volume, T is
the temperature of the junction where the mass flow rate extraction takes place, and
Q⊥ is the total energy loss due to the orthogonal temperature gradients. The latter is
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formulated using the following heat transfer correlation:
Q⊥ =
1
2
Np
∑
i=1
πDiLiUdg (T¯ −Tg) , (7.13)
where T¯ is the mean integral temperature of the control volume that we set equal to
the one of the junction T , Udg is the global heat transfer coefficient between the pipe
and the ground and Tg is the ground temperature.
The thermal response of each thermal user is computed using a steady-state
lumped-parameter approach that accounts for heat transfer across the heat exchanger,
heat transfer in the building delivery system and thermal losses. The static assumption
is valid for no external temperature variations and for fast control actions. Due to the
large building capacitance, weak thermal transients would be observed during the
controlled period. An integral energy balance across Ωu (Figure 7.2(c)) reads:
Gbcp(Ti−To) = KVV (Tb−Tamb), (7.14)
where Gb is the mass flow rate extracted at the building substation, Ti and To are the
water inlet and outlet temperatures of the heat exchanger, V is the building volume,
KV is the volumetric heat loss coefficient, Tb is the building temperature and Tamb is
the external ambient temperature. Eq. (7.14) introduces two additional unknowns,
To and Tb. The temperature Ti can be obtained from (7.12). As a closure equation,
we consider the following thermal balance across a control volume enclosing the
heat exchanger, Ωhe:
Gbcp(Ti−To) = (UA)
(
Ti+To
2
−Tb
)
, (7.15)
where (UA) is the global transmittance of the heat exchanger and of the heat delivery
system of the building. Its value for each of the building of the network is obtained
through fitting on experimental data. Note that instead of using a standard logarithmic
formulation, we linearize the characteristic temperature difference in (7.15) to benefit
from linearity.
289
Design and control of resilient district heating networks
  
Branches
Nodes
Users
Fig. 7.3. Schematics of the graph representation of the fluid network
7.2.2 Numerical model
The entire network is modeled using a graph representation [59], which is shown
schematically in Figure 7.3(a). The branches correspond to the pipe sections enclosed
by either junctions are bifurcations, represented as nodes. In the supply line of
DHNs, water is injected at the power plant and extracted at the user nodes. The
green branches (Figure 7.3(c)) are numerical artifacts that serve for the purpose of
calculating the thermal response of the users, as described in the previous section.
The degrees of freedom to be solved for include three state variables: the mass
flow rates, G, which are assigned to the branches, the total pressures, P, which are
assigned to the nodes and the temperatures, T, which are assigned to the nodes
and users. The network topology is uniquely represented by the incidence matrix
A : RNb → RNn , with Nb being the number of branches and Nn being the number of
nodes. Denoting with Z = {ζ1,ζ2, ...,ζNb} the set branches and ϒ = {υ1,υ2, ...,υNn}
the set of nodes, the incidence matrix, A, is defined as following:
Ai j =

+1 if υi is the inlet node of branch ζ j
−1 if υi is the outlet node of branch ζ j
0 otherwise
. (7.16)
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Using (7.16), the integral form of the continuity equation (7.10) can be casted in the
following form:
Rc = AG+Gext = 0, (7.17)
where Rc is the vector of residuals of the continuity equation and Gext is a vector
collecting the nodal mass flow rate extractions. The integral form of the momentum
equation (7.7) is written in matrix form as:
Rm = BG−AT P = 0, (7.18)
where Rm is the vector of residuals of the momentum equation and B is a diagonal
nonlinear operator, containing the fluid-dynamic resistance of each branch of the
network formulated using (7.8) and (7.9):
Bii(Gi) =
G
(
f⊥
D L+βloc
)
2ρS2

i
. (7.19)
The advective term of the integral form of the energy equations (7.12) contains the
temperatures of the cross-sections located at the branch half lengths. Due to our
graph-based representation, these are not degrees of freedom. Hence, the advective
transport needs to be reformulated as a function of the nodal temperature values. As
discussed in Section 5.2.2, instabilities arise in convection-dominated flows when
the advective flux is approximated by central finite differences. For this reason,
we use the upwind scheme [137] that guarantees unconditional boundedness [433].
Considering the generic branch shown in Figure 7.3(b), the temperature Ti in (7.12)
is written as:
Ti =
1
Gi
(
max(Gi,0)Tj−min(Gi,0)Tj+1
)
. (7.20)
Using (7.13) and (7.20), the integral form of the energy equation (7.12) and the
building integral balances (7.14) and (7.15) can be written in matrix form as:
Re = CT−q = 0, (7.21)
where Re is the vector of residuals of the energy equation, C is the conductance
matrix and q is the heat load vector, containing all the constant terms of the heat losses
in (7.13) and (7.14). The discretized governing equations are solved considering two
sets of boundary conditions. For the design studies, the mass flow rates extracted
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by the users are known. These values can be obtained from Eq. (7.14) by setting
Tb equal to the desired temperature level and Ti− To equal to a desired value of
temperature drop. With reference to Figure 7.3(a), we have:
Gexti = Gbi if xi ∈ Γ2,
Pi = Ppp if xi ∈ Γ1,
(7.22)
where Gbi is the mass flow rate requested by building "i" and Ppp is the design
pressure level at the power plant node highlighted in Figure 7.3(a). For the control
studies, the outlet mass flow rate is unknown as it depends on the valve openings at
the users substations. Hence, we prescribe an outlet pressure condition and an inlet
flow rate condition. Mathematically:
Gexti =−Gpp if xi ∈ Γ1,
Pi = Pout if xi ∈ Γ2,
(7.23)
where Gpp is the injected mass flow rate at the power plant and Pout is the outlet
pressure. To compute the thermal response, we prescribe the inlet temperature as
follows:
Ti = Tpp if xi ∈ Γ1, (7.24)
where Tpp is the water temperature at the power plant node.
The fluid-dynamic problem is solved through the SIMPLE algorithm [327] to
deal with the pressure-velocity coupling. At each SIMPLE iteration, the momen-
tum equation is solved through a damped fixed-point iteration method. Numerical
experiments showed that setting the damping parameter to 0.8 yields an acceptable
trade-off between convergence stability and computational cost. The outer iterations
are stopped when the L2 norm of the relative residuals drops below 1e− 9. The
presented analysis framework was verified and then validated with the experimental
results obtained from the Turin district heating network, see [175, 174].
7.3 Robust design
In this section, we present and demonstrate our robust design framework for im-
proved resilience of fluid distribution networks. We first describe the adopted design
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and optimization models and introduce an alternative formulation for benchmark
purposes. Then, we present the results obtained for several numerical examples
conducted on a portion of the Turin DHN. Here, we do not account for the thermal
response of the system in our optimization problem. Hence, we do not solve (7.21)
for T during the analysis.
7.3.1 Design and optimization models
Following [246, 128], the topology of the network is here parameterized using the
ground structure approach [54]. We start by populating the network with a large
set of additional connections between the nodes as potential or vanishing branches.
These are identified by enumeration of all the possible looping paths on the available
road-ways. The network layout is controlled by acting on the pipe diameters as
follows:
Di(si) = Dmin+(Dmax−Dmin)si, (7.25)
where 0≤ s≤ 1 is a vector of design variables, Dmax and Dmin represent the maximum
and minimum diameters, respectively. To describe topological changes, it is essential
to allow for Dmin = 0. However, this leads to non-solvable state equations. Hence,
we consider the so-called ε-perturbation of the original optimization problem by
setting a small and strictly positive bound on the pipe diameter, Dmin = ε . Here, we
assume that the ε-perturbed problem converges to the original problem for ε → 0.
Formal proofs of convergence for pressure loss minimization in networks governed
by the Hagen-Poiseuille flow are discussed in [246] and [128].
In robust district heating networks, the level of service should be slightly affected
by random perturbations such as fouling, chemicals deposition or leakages. We
quantify the level of service with the minimum pressure in the supply network, minP.
The random noise is modeled considering arbitrary variations of the local pressure
drop coefficient, βloc. We aim at maximizing the following measure of robustness:
z =
Nb
∑
i=1
zloci =
Nb
∑
i=1
Lˆi
d (min(P))
dβloci︸ ︷︷ ︸
(I)
, (7.26)
where Lˆi is the normalized branch length and zloci is the contribution of the branch
"i" to the objective, hereafter referred to as local robustness. Multiplying the noise
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sensitivities (term (I)) with Lˆi accounts for the fact that the magnitude and probability
of the fluid-dynamic noise are generally proportional to the branch length. Note that
our objective (7.26) is a fully deterministic sensitivity metric. Hence, it does not rely
on statistical moments of the system response, as discussed in Section 7.1.1. We
expect an agreement with conventional robust or reliability-based design approaches,
dealing with uniformly-distributed and tightly-bounded stochastic variables with
a linear objective-noise relation. To allow for differentiability, the hard minimum
function in (7.26) is approximated using the generalized p-mean:
minP≃ m˜inpmP =
(
1
Nn
Nn
∑
i=1
Ppri
) 1
pr
, (7.27)
where the exponent, pr, is set to −10. The approximation (7.27) provides an upper
bound to the hard minimum function and converges to it for pr →−∞. The robust-
ness measure (7.26) involves the sum over the gradient components of a criterion
computed with respect to Nb variables. As Nb is in general high, we compute the
noise sensitivities (term (I) in (7.26)) using the discrete adjoint method presented in
Section 2.3.2 for the computation of design sensitivities. Substituting the design vari-
ables, s, with the noise variables, β loc, and stacking the continuity and momentum
state variables and residuals in the vectors u = [PT , GT ]T and R = [RTc , RTm]T , the
noise sensitivities can be written as follows:
d
(
m˜inpm(P)
)
dβ loc
=
∂
(
m˜inpm(P)
)
∂β loc
−λ T1
∂R
∂β loc
, (7.28)
where the first term on the RHS vanishes due to a nil explicit dependence and λ 1 is
a vector of adjoint variables computed by solving the following adjoint equation:
Rλ =
(
∂R
∂u
)T
λ 1−
∂
(
m˜inpm(P)
)
∂u
= 0, (7.29)
where Rλ is the vector of residuals of the adjoint equation.
Instead of the standard linear volume constraint adopted in topology optimization,
we consider the following investment cost constraint:
Ns
∑
i=1
ci(si)Li−C∗ ≤ 0, (7.30)
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Fig. 7.4. Original and smoothed cost function
where C∗ is the maximum bound on the investment and ci is a specific cost per unit
length of the pipe. We obtain this quantity through a quadratic fit to real market data.
The computed formulation reads:
ci = a0+a1Di+a2D2i , (7.31)
with a0 = 63 e /m, a1 = 614 e /m2 and a2 = 8505 e /m3. Due to the fixed costs, a0,
Eq. (7.31) returns an investment higher than zero even for a pipe with a nil diameter.
Hence, we modify the cost function so that ci → 0 when Di → 0. This is achieved
by substituting a0 in (7.31) with the following smoothed term:
a˜0 = a0
(
2
1+ exp(−ξlogDi) −1
)
, (7.32)
where ξlog = 212 is the quasi-variance of the logistic function set in order to recover
99 % of the fixed term, a0, for D = 25 mm. This value is generally considered
a lower limit due to manufacturing considerations. The smoothed cost function
and its original version are represented in Figure 7.4. To sum up, the robustness
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maximization problem is formulated as:
Prob :

max
s
Nb
∑
i=1
d(m˜inpmP)
dβloci
Lˆi
s.t.
Ns
∑
i=1
ci(si)Li−C∗ ≤ 0
s ∈ S = {RNs | 0≤ si ≤ 1, i = 1, ...,Ns}
. (7.33)
To test the effectiveness of our robustness measure (7.26), we consider also a non-
robust design case. The objective to be maximized is the smooth minimum pressure
of the supply line. The alternative optimization problem reads:
PPmin :

max
s
m˜inpmP
s.t.
Ns
∑
i=1
ci(si)Li−C∗ ≤ 0
s ∈ S = {RNs | 0≤ si ≤ 1, i = 1, ...,Ns}
. (7.34)
The problem (7.34) corresponds to a minimization of the fluid-dynamic resistance of
the network.
The design sensitivities with respect to the investment constraint are readily
obtained since Eq. (7.30) is not state-dependent. Computing design sensitivities
with respect to the objective (7.28) involves an additional adjoint equation. We
can consider the standard formulation presented in Section 2.3.2 by constructing
new augmented vectors of the state variables and residuals u˜ = [PT , GT , λ T1 ]T and
R˜ = [RTc , RTm, RTλ ]
T . The objective sensitivities can then be obtained from:
dz
ds
=
∂ z
∂ s
−λ T2
∂ R˜
∂ s
, (7.35)
where the vector of adjoint variables λ 2 is computed by solving the linear system:
∂ R˜
∂ u˜
λ 2 =
∂ z
∂ u˜
. (7.36)
The design sensitivities with respect to the alternative objective adopted in Prob-
lem (7.34) are obtained using the formulation discussed in Section 2.3.2 with
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u = [PT , GT ]T and R = [RTc , RTm]T , as done to compute the robustness measure
(7.26).
7.3.2 Numerical results and design trends
In this section, we present the optimized layouts and discuss the performance and
design trends obtained through our robust design framework. First, we analyze the
convergence of a reference design case. Then, we study how the optimized layouts
and performance are affected by the allocated investment. Last, we benchmark
the results of our framework with those obtained by solving the non-robust design
optimization problem (7.34). The optimization problems are solved using MMA.
As compared to Table 2.1, we modify the upper asymptote adaptivity α+ = 1.2 and
the step-size ∆s = 0.01. Nin and ρminc are GCMMA-specific parameters and are not
needed here.
The Turin DHN counts around 6500 buildings connected for a total thermal
request of 1.3 GW in design conditions. The system is composed of a transportation
and 182 distribution networks. The transportation network connects the thermal
plants to each distribution network, which in turn supplies the heat to the users located
in the vicinity of the connecting node. In this chapter, we focus on a medium-size
distribution network that delivers thermal energy to 110 buildings. A representation
is given in Figure 7.5. This subnetwork consists of 231 branches and is designed to
satisfy a total thermal request of 17.6 MW. It is connected to the main transportation
network in two points, which are labeled as "Inlet 1" and "Inlet 2" in Figure 7.5(b).
In this design example, we consider the system as being alimented from Inlet 2.
This configuration yields the most severe pressure drops and the effect of random
noise can largely affect the level of service of the most remote users. The branches
present in the current configuration and the potential looping paths of the ground
structure are highlighted in Figure 7.5(b). The failure branches are considered only
for control optimization and are treated as normal connections in this section. All the
users are connected simultaneously and retrieve the thermal power corresponding to
their design thermal load. The extracted mass flow rate at each building substation,
Gexti = Gbi , is computed from Eq. (7.14), considering constant values for the design
outdoor temperature, Tamb, the design indoor temperature, Tb, and the temperature
drop across the heat exchanger, Ti−To. The values of the most relevant parameters
and properties are summarized in Table 7.1.
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Inlet
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(b)
Fig. 7.5. Overview of the subnetwork considered. (a): Representation on the Turin
city map; (b): looping branches and failures considered in this chapter
Table 7.1. Parameters and properties for robust design
Description Symbol Value Unit
Inlet total pressure Ppp 6.5 bar
Design outdoor temperature Tamb 265.15 K
Design indoor temperature Tb 293.15 K
Temperature drop across heat exchanger Ti−To 50 K
Dacy-Weisbach friction factor f 0.014 -
Water density ρ 1000 kg/m3
Maximum diameter Dmax 0.25 m
Minimum diameter Dmin 0.001 m
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Fig. 7.6. Fluid-dynamic response in design conditions. (a): Mass flow rates; (b):
pressures
Figure 7.6 shows the system response of the current network, in which no looping
branches are present. A total mass flow rate of 84.3 kg/s at 6.5 bar is injected from
inlet 2. In the northern portion of the network, the flow propagates mainly along a
unique path since no loops are present. This yields large pressure drops. A total mass
flow rate of 51.8 kg/s at 5.87 bar reaches node A (Figure 7.6(a)), where it is divided
in two roughly equal streams. Due to the presence of loops, the pressure drops are
limited in the southern portion of the network. Local minima of the pressure field are
observed in correspondence of some users, due to a bad sizing of the pipes in their
substations. This suggests that the maximum fluid-dynamic resistance can hardly be
reduced by the construction of looping branches. The computed minimum pressure
for this design case is 5.182 bar, corresponding to a maximum pressure drop from
the power plant node of 1.318 bar along the supply line. The computed robustness
measure amounts to -0.089 bar. To gain a physical understanding behind this value,
consider the following βloci perturbation field:
δβloci = fβlocLˆi, (7.37)
where fβloc is a constant multiplication factor. If the minimum pressure is linear in
δβloci , for every unit increase of fβloc the minimum pressure is reduced by 0.096 bar.
Hence, the pressure drop along the supply line is doubled for fβloc ≥ 1.318/0.089 =
14.809.
299
Design and control of resilient district heating networks
0.02 0.04 0.06 0.08 0.1
Diameter [m]
(a) (b) (c)
1
2
3
(d)
0 10 20 30 40 50 60 70 80 90 100
Optimization iteration [-]
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
N
or
m
al
iz
ed
 O
bje
cti
ve
 [-]
Fig. 7.7. Normalized objective history during the optimization of the nominal case.
The design evolution is shown at selected optimization iterations. (a): Iteration 0;
(b): iteration 30; (c): iteration 60; (d): iteration 100
Let us now consider a nominal robust design case with a reference investment
of 200 ke . Figure 7.7 shows the objective history alongside with snapshots of the
network layout at selected design iterations. The objective is normalized with respect
to its initial value. The design is initialized by setting a constant diameter to all the
branches of the ground structure, calculated in such a way that the investment cost
(7.30) hits the maximum bound C∗. In this case, we computed an initial diameter of
D = 0.0122 m. This initialization strategy is adopted for all the results presented in
this section. During the first 30 iterations, large robustness improvements (∼- 30 %)
are obtained by increasing the size of most of the branches in the northern portion
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of the network. Two pipes in the central region hit the minimum diameter bound.
Most of the grown connections in the top region feature a similar diameter value at
iteration 30. Differences start to emerge during the following 30 iterations. These
changes are responsible for another 7.1 % reduction in the objective. At iteration 60,
few preferred flow paths can be identified. Only minor objective improvements (-1.2
%) are registered during the last 40 iterations. However, we notice significant layout
modifications as the diameters of Branches 1, 2 and 3 (Figure 7.7(d)) are reduced
to the minimum value. The saved investment is reallocated nearly homogeneously
among the looping branches of the northern portion of the network. Negligible
objective improvements and layout modifications are observed after 100 iterations.
If the optimized design is thresholded at Dth = Dmin + 0.0001 m, the final layout
counts 15 branches out of the possible 24.
Now we investigate the trade-off between investment and robustness. The maxi-
mum investment bound, C∗, is increased in 16 steps from 20 ke to 1000 ke . For
each case, an optimization run is performed. To analyze how the topology of the
network evolves during the sweep, for each branch of the ground structure we com-
pute the minimum investment at which it is visible in the optimized configuration.
Formally, we define this quantity as follows:
C∗mini = min{C∗ ∈ R>0 : D∗i (C∗)≥ Dth}, (7.38)
where D∗i is the optimized value of diameter "i". This figure of merit is shown in 7.8.
At low investments (C∗ ≤ 60 ke ), four looping branches (4, 5, 6 and 7) are created
close to the inlet. A long additional path composed of Branches 8, 9 and 10 appears
on the optimized layouts for 60 ke <C∗ ≤ 100 ke . Then, the connectivity on the
eastern side is modified through the addition of three alternative paths (11, 12 and
13) in the range of investments 100 ke <C∗ ≤ 200 ke . For 200 ke <C∗ ≤ 400
ke , few other connections are created. No topology modifications are observed for
C∗ > 400 ke . Branch 14 is never convenient for C∗ ≤ 1000 ke . The robustness
and cost are antagonist in the range of values considered. The optimized objective
and the maximum investment lie on the Pareto front shown in Figure 7.9. According
to the previous observations, we can divide the front in two regions:
(i) The region of topology modifications (C∗ ≤ 400 ke ), where the Pareto front
is steep and large robustness improvements are achievable at limited costs: a
400 ke investment yields a 38.8 % increase in the objective.
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Fig. 7.8. Minimum investment C∗mini required for the existence of each branch in the
optimized configuration
(ii) The region of non-topology modifications (C∗ > 400 ke ), where the design
ground field is nearly saturated. This region corresponds to the flat portion of
the Pareto front. Here, only marginal robustness improvements are possible: a
600 ke growth of the investment yields only a 1.1 % increase in robustness.
The optimized layouts obtained with C∗ = {20; 200; 400; 1000} ke are shown
in Figure 7.9(a), (b), (c) and (d), respectively. For the minimum investment case, the
optimized layout consists of a unique short looping branch with D = 0.066 m. In
all the remaining branches in the ground structure, we obtain D < Dth. Despite the
limited investment and minor design modifications, this layout yields an increase of
our robustness measure of 5.42 % as compared to the network in use today. Large
differences in both the layout and performance are visible if the investment is raised
up to nominal value of 200 ke . The optimized layout counts 14 additional looping
branches. The connectivity is further modified when doubling the investment up to
400 ke . For this optimized layout, 8 other connections are visible and only Branch
14 has a diameter smaller than Dth. The size of the remaining branches grows
homogeneously such that this layout looks a rescaled version of the design case
optimized for C∗= 200 ke . For higher investments the topology of the network does
not change anymore. With C = 1000 ke , most of the design variables corresponding
to the pipes located in the eastern side of the network hit the maximum bound.
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Fig. 7.9. Pareto front with selected optimized layouts. (a): 20 ke ; (b): 200 ke ; (c):
400 ke ; (d): 1000 ke
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Fig. 7.10. (a): Optimized layout when solving PPmin with C
∗ = 200 ke ; (b):
difference between the solutions toPPmin andProb
Now we benchmark our robust design framework with both the optimized layout
and performance obtained from a minimum pressure maximization design example.
The optimization problem is formulated as in (7.34). The maximum investment is
set to C∗ = 200 ke as for the nominal case. Figure 7.10(a) shows the optimized
layout for this case. Figure 7.10(b) highlights the difference between the solutions
to the problemsPPmin andProb. The optimized network topologies are different.
When maximizing the minimum pressure, Branch 1 has an optimized diameter of
D1 = 0.048 m. However, the diameter of this pipe degenerated to the minimum
bound in our robust design framework. Furthermore, the diameters of Branches
10, 15 and 5 are increased by 0.017 m, 0.034 m and 0.018 m as compared to the
solution ofProb. The cost of these modifications is covered by reducing the size
of Branches 11 and 13. Slight modifications are observed for the remaining pipes.
The smooth minimum pressures, m˜inpmP, strict minimum pressures, minP, and
robustness measures calculated for both the solutions are compared in Table 7.2.
Although solvingPPmin yields an increase of the smooth minimum pressure with
respect to the robust design, the strict minimum pressure is lower. The overall
differences are below 0.5 % for both the strict minimum pressure and its smooth
approximation. The performance differences are non-negligible as regards to our
robustness measure: the solution ofProb allows an increase of 4.8 % as compared
to the solution ofPPmin .
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Table 7.2. Performance of the solutions toProb andPPmin
Design
Performance Robust Min pressure
Smooth minimum pressure [bar] 5.9718 5.9936
Strict minimum pressure [bar] 5.4381 5.4365
Robustness [bar] -0.0592 - 0.0622
0 20 40 60 80
loc  factor [-]
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
Sm
oo
th
 m
in
im
um
 p
re
ss
ur
e 
[ba
r]
Current network
Robust design
Min pressure design
(a)
0 20 40 60 80
loc  factor
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
St
ric
t m
in
im
um
 p
re
ss
ur
e 
[ba
r]
(b)
Fig. 7.11. Response of the solutions to Prob, PPmin and current network to fluid-
dynamic disturbances. (a): Smooth minimum pressure, m˜inpmP; (b): strict minimum
pressure, minP
To investigate how these solutions respond to fluid-dynamic noise, we analyze
the optimized designs in perturbed conditions. The local loss coefficients of the pipes
are increased as follows:
β˜loci = βloci +δβloci, (7.39)
where β˜loci is the perturbed local loss coefficient of pipe "i" and δβloci is the pertur-
bation defined according to (7.37). The multiplication factor, fβloc , is raised in 15
steps from 0 to 70. The results of this study are summarized in Figure (7.11), where
we show also the performance of the network in use nowadays. Both the design
formulations yields consistent improvements to the current situation. The differences
between the solutions toProb andPPmin are limited for small disturbances. How-
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ever, the gap between the two pressure curves increases gradually with fβloc . For a
multiplication factor of 70, considering our robustness measure yields an increase
in the smooth and strict minimum pressures of 164 % and 195 %, respectively.
Note that in all cases, the strict minimum pressure scales roughly linearly with fβloc .
This suggests that a probabilistic characterization of noise, e.g. obtaining stochastic
bounds to maximize the feasible set or obtaining PDFs to minimize variance [193],
may yield limited differences in this design example.
7.4 Centralized control
This section focuses on resilience improvements of DHNs through a centralized
control during failure events. We first define the control variables, objective function
and constraints of our framework. Then, we present a benchmark control strategy
inspired by the typical habits in use nowadays. Last, we present the results obtained
for several numerical experiments conducted on the same portion of the Turin DHN
considered in the previous section.
7.4.1 Control and optimization models
Most of the control actions in a DHN are taken at each user location. The flow within
the building heat exchanger can be adjusted through the manipulation of a valve.
Our centralized control strategy aims at optimizing the set-up of all the user valves
in the network. The vector of control variables, s, is used to interpolate the local loss
coefficient of the user control valves as follows:
βloci(si) = βlocmin +(βlocmax −βlocmin)si i = 1, . . . ,Ns−1, (7.40)
where βlocmin and βlocmax are the minimum and maximum local pressure drop co-
efficients and Ns is the number of control variables. The flow can be prevented
only for βloc → ∞ which leads to ill-conditioning of the state equations. Due to our
steady-state assumption, valve closures are not of interest here as a nil flow would
result in a nil thermal power transferred to the building connected. The modification
of the control valves affects the equivalent fluid-dynamic resistance of the network.
Setting a fixed inlet mass flow rate may yield a head drop higher than the one that
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can be sustained by the circulation pump. The fluid-dynamic equilibrium between
the network and the pump is obtained by modifying the inlet mass flow rate, Gin,
during the optimization process, in such a way to meet a pumping constraint. The
physical design variables set (7.40) is augmented with:
Gin(sNs) = G
(0)
in (χmax−χmin)sNs, (7.41)
where χmin and χmax are the minimum and maximum mass flow rates normalized
with respect to the design value, G(0)in .
When controlling DHNs after a mechanical failure event, the primary concern
is to guarantee the thermal comfort to all the connected users, so that the quality
of service is maintained above acceptable limits. We formulate the optimization
problem as a minimization of the discomfort of the most critical users. We quantify
the thermal discomfort, γi, of user "i" as follows:
γi =
(
Φi−Φspi
Φspi
)2
, (7.42)
where Φi is the real thermal power delivered to the user and Φspi is the ideal value,
which would be required to obtain the internal set-point temperature, Tsp. This
quantity is calculated as:
Φspi = KVVi(Tsp−Tamb). (7.43)
The term in brackets in Equation (7.42) represents the thermal power deficit
or surplus in relative terms. We will refer to this quantity as thermal mismatch,
∥∆Φi∥, hereafter. The quadratic formulation (7.42) equally accounts for both the
over-heating and under-heating. The thermal discomfort of the most critical users is
obtained through a smooth maximum approximation using the p-mean formulation
as in (7.27). The objective is written as:
z = ˜maxpmγ =
(
1
Nbg
Nbg
∑
i=1
γ pγi
) 1
pγ
, (7.44)
where Nbg is the number of buildings and pγ is the p-mean exponent. Eq. (7.44)
provides a lower bound to the hard maximum function and converges to it in the
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limit of pγ → ∞ [431]. The optimization problem is augmented with a pressure
head constraint to enforce the fluid-dynamic equilibrium with the circulation pump.
Mathematically:
(∆PPH −∆Pmax)2− ε2p ≤ 0. (7.45)
Using the constraint (7.45) results in a weakly-imposed fluid-dynamic equilibrium,
such that in the worst case the maximum pressure drop registered in the network
∆Pmax = max(P)−min(P) differs from the pump pressure head, ∆PPH , by a small
number, εp. To sum up, the optimization problem is formulated as:
PLMD :

min
s
˜maxpmγ
s.t. (∆PPH −∆Pmax)2− ε2p ≤ 0
s ∈ S = {RNs | 0≤ si ≤ 1, i = 1, ...,Ns}
. (7.46)
As solving Problem (7.46) corresponds to minimizing the maximum discomfort, we
will refer to this control strategy as Least Maximum Discomfort (LMD) Control.
The objective and constraint gradients with respect to the control variables, s, are
computed with the discrete adjoint method described in Section 2.3.2. To this aim,
the continuity, momentum and energy state variables and residuals are stacked in the
vectors u = [PT , GT , TT ]T and R = [RTc , RTm, RTe ]T .
In order to permit useful comparisons, we benchmark our centralized control
strategy with an alternative approach inspired by the current habits. This is labeled
as Conventional Control or C-Control in short. The decisions are taken from each
individual user based on the local degree of discomfort. There is an intrinsic hierarchy
in the control possibilities. The control actions of the over-heated buildings are
generally successful (a valve can always be closed more as long as βloc ≤ βlocmax).
The control actions of the under-heated buildings are limited by fluid-dynamic
constraints: even if the user valves are completely open, the incoming mass flow rate
may be inadequate to meet the thermal requirements. For this reason, we handle the
over-heated and under-heated buildings separately. For over-heated buildings, we
consider a criterion similar to (7.44):
˜maxpmγk, (7.47)
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but here the index "k" spans only those buildings in which:
Φk−Φspk ≥ 0. (7.48)
The corresponding control variables are updated with MMA, using the gradients
with respect to the criterion (7.47) and to the constraint (7.45). The control variables
corresponding to the under-heated buildings are updated using a heuristic recursive
relation of the form:
s(i+1)l = max
(
smin, s
(i)
l − fss(0)l
)
, (7.49)
where s(0)l is the control variable value at iteration 0, s
(i)
l is its value at the optimization
iteration "i" and fs is a constant multiplication factor here set to 0.2. The index l
runs over those buildings in which:
Φl−Φspl < 0. (7.50)
We stop the iterative procedure when the norm of the control variables change drops
below 1e−5 and the pumping constraint (7.45) is satisfied. This scheme revealed to
be effective in the numerical examples described in the next section. Oscillations of
the criterion (7.47) and pumping constraint (7.45) are severe only during the initial
iterations, when the heuristic update (7.49) is dominant.
7.4.2 Numerical results and control trends
This section presents and discusses the performance of our centralized control
framework in handling failure events. We focus on the same subnetwork considered
for the robust design (Figure 7.5). The values of the most relevant parameters
and properties are listed in Table 7.3. The failures are simulated by prescribing
the maximum local loss coefficient, βlocmax , to three selected branches, highlighted
in Figure 7.5(b). We first shed light on the LMD-Control procedure focusing on
a reference case with Inlet 1 and Failure 1, which is the combination with the
largest influence on the system performance. Then, we assess the effect of the
available pressure head for different failures and inlet positions. Last, we study
how the malfunctions in the main transportation network can be managed through
a centralized control of the considered distribution network. All the optimization
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Table 7.3. Parameters and properties for the centralized control
Description Symbol Value Unit
Relative outlet total pressure Pout 0 Pa
Inlet temperature Tpp 363.15 K
Dacy-Weisbach friction factor f 0.014 -
Water density ρ 1000 kg/m3
Water specific heat cp 4186 J/(kg K)
Volumetric heat transfer coefficient K 0.9 W/(m3 K)
Set-point internal temperature Tsp 293.15 K
Design outdoor temperature Tamb 265.15 K
Minimum local pressure drop coefficient βlocmin 0 -
Maximum local pressure drop coefficient βlocmax 1e7 -
Minimum relative inlet mass flow rate χmin 0.5 -
Maximum relative inlet mass flow rate χmax 1.5 -
problems are solved using MMA. Compared to the parameters set-up discussed in the
previous section, to produce the following results we set the constraint penalty as c1 =
10000. Recall thatPLMD (7.46) includes an inequality constraint (7.45) that weakly
enforces the fluid-dynamic equilibrium between the network and the circulation
pump. Since we devised our control framework to fit within an RTI system, we
would like to obtain a sequence of feasible solutions along the optimization process.
In preliminary numerical studies, we observed that using the reference constraint
penalty, c1 = 1000, was leading to constraint violations of unacceptable magnitude
along the optimization history. Raising c1 to 10000 fixed the issue.
The objective history for the reference failure case is shown in Figure 7.12. The
objective values are normalized with respect to the initial value, z(0). Convergence
is reached in 134 control iterations and required a total computational time of only
246.89 s on an old machine equipped with two Intel i7-870 Quad-Core processors.
This suggests that the developed framework is ideal for the integration within an
RTI control system. We study only the first 100 iterations as minimal objective and
thermal mismatch changes are observed after. The objective history is smooth and
the improvements are quick. The maximum discomfort measure drops by more than
60 % in the first 20 iterations and it takes 80 more iterations to obtain an additional
20 % reduction. The initial discomfort field peaks in those regions that are located
right downstream the malfunction. The thermal mismatch of this group of users is
rapidly increased by redirecting some of the mass flow rate of the neighbors. This
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Fig. 7.12. Normalized objective history during the optimization of the reference
failure case. The thermal mismatch field is shown at selected optimization iterations.
(a): Iteration 0; (b): iteration 20; (c): iteration 50; (d): iteration 100
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Fig. 7.13. Final thermal mismatch field. (a): LMD-Control; (b): C-Control
smoothing process progressively enlarges the area with a negative thermal mismatch,
which reaches the northern portion of the network after 20 iterations. At this point, it
is still possible to clearly distinguish among three different zones: a cold zone (blue),
an intermediate zone (green) and a warm zone (orange). The former two appear
mixed together after 50 and 100 iterations. Figure 7.13 shows a comparison of the
final thermal mismatch distributions obtained with the LMD-Control and C-Control.
Our centralized control strategy results in a nearly homogeneous thermal mismatch
field. On the other hand, the conventional operation strategy yields strong discomfort
peaks. The users located right downstream the broken pipe feel the highest thermal
discomfort. The head availabilities for these buildings are too low to provide mass
flow rates able to satisfy their thermal requirements. Overall, the utilization of the
LMD-Control yields a reduction in the global measure of discomfort of 96 % as
compared to C-Control.
Now we investigate how the inlet pressure head affects the performance of
both the control strategies. The pumping head, ∆PPH , in (7.45) is increased in
6 steps of 14 % over the design value. For each case, an optimization run is
performed. Figure 7.14 shows the evolution of the thermal mismatch distribution
for ∆PPH = {100; 142; 184} %. The snapshots are taken after 20, 50 and 100
iterations. Similar improvements are achieved within the first 20 iterations: the
thermal mismatch peaks are smoothed over the whole south-east portion of the
network. From iteration 20 to iteration 50, this "cold wave" expands to occupy
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Fig. 7.14. Evolution of the thermal mismatch distribution for ∆PPH = 100 % (a),
∆PPH = 142 % (b), ∆PPH = 184 % (c). The snapshots are taken at iteration 20,
iteration 50 and iteration 100
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Fig. 7.15. Effect of the inlet pressure head on the control strategy performance. (a):
LMD-Control. (b): C-Control
the whole southern portion, while the northern one looks still warm. Substantial
differences among the three cases are visible after iteration 50. At this stage, the
over-heated buildings contribute meaningfully to the objective and the optimizer tries
to blend the hot and the cold regions in a unique homogeneous field. The success
of this last step largely depends upon the value of ∆PPH . The final normalized
objective values obtained for the LMD-Control and the C-Control are reported in
Figure 7.15. Increasing ∆PPH yields moderate effects on the performance of our
centralized control strategy. It is possible to decrease the normalized objective from
18.0 % to 0.2 % with an 84 % increase in the pressure head. On the other hand,
Figure 7.15(b) indicates that a growth of the inlet pressure head is crucial when
using the conventional operation strategy. For all the values of ∆PPH considered,
the conventional strategy yields inferior performance with respect to the worst-
performing case of our centralized strategy. This suggests that a centralized control
strategy may be a valid alternative to the installation of a backup pumping system at
the inlet of the distribution networks.
To generalize the previous observations, we study the influence of the location of
the inlet and failure. With reference to Figure 7.5(b), the numerical experiments are
first repeated considering Failure 2 and Failure 3. We study the subnetwork when
alimented from Inlet 1. Figure 7.16(a) shows the outcome of this analysis. The trend
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Fig. 7.16. (a): Effect of the inlet pressure head on the control strategy performance
for different failure locations; (b): summary of the performance improvements
achievable with the LMD-Control compared to the C-Control for different failure
locations
for Failure 1 was already presented in Figure 7.15 and is reported here to facilitate the
comparisons. The three curves drop at different rates, indicating that the location of
the failure modifies the effect of the available pressure head on the discomfort peaks.
With no additional pressure head, Failure 1 yields the highest maximum thermal
discomfort. However, this case results in the best performance for ∆PPH = 184 %.
Figure 7.16(b) summarizes the improvements in the minimum thermal mismatch (i.e.
the discomfort of the most under-heated user) obtained with respect to the C-Control.
In all the cases considered, the performance gap between the control strategies drops
quadratically when the pressure head is increased. The effect of the inlet location
is shown in Figure 7.17. To obtain these results, we considered Failure 1 as in the
reference configuration. The two curves exhibit a nearly constant spacing along the y
axis and drop at the same rate. This suggests that the inlet position does not modify
the effect of the available pressure head on the discomfort peaks. The improvements
obtained with the LMD-Control with respect to the C-Control are summarized in
Figure 7.17(b). With no additional pressure head, the gains are higher with Inlet 1
than with Inlet 2. The improvements obtained with Inlet 1 and Inlet 2 scale linearly
and quadratically with ∆PPH , respectively. As a consequence, for ∆PPH = 184 %, the
LMD-Control yields larger benefits when water is injected at Inlet 2. These results
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Fig. 7.17. (a): Effect of the inlet pressure head on the control strategy performance for
different inlet locations; (b): summary of the performance improvements achievable
with the LMD-Control compared to the C-Control for different inlet locations
present evidence that the benefits of a backup pumping system depends largely on the
location of the failures and slightly on the inlet position. However, the improvements
of our control strategy with respect to the one in use today are observed to be more
affected by the position of the inlet than by the location of the failure.
Here, we test the ability of our centralized control strategy to handle failures in the
main supply line (transportation network) rather than in the controlled subnetwork.
The mainly supply line of the Turin DHN is represented in Figure 7.18(a). The
graph representation of this system counts 1373 nodes and 1389 branches. Hot
water is injected in six different positions highlighted with green indicators. Those
correspond to the location of the CHP plants, boilers and storage tanks. We consider
two malfunctions, labeled as Failure 4 and Failure 5. In both cases, the location of the
most critical distribution network, i.e. the one with the lowest available pressure head,
corresponds to the one indicated in Figure 7.18(a). For simplicity, we assume that
this critical subnetwork has the same topology and design specifications of the one
considered for the previous analyses. Water is injected in this distribution network
through Inlet 1, as in the reference case. The fluid-dynamic equilibrium lies at the
intersection between the characteristic curves of the transportation and distribution
networks. These curves are shown in Figure 7.18(b). All the values are normalized
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Fig. 7.18. (a): Overview of the transportation network; (b): intersection of the main
network characteristic curves with the subnetwork characteristic curves
with respect to the nominal operating conditions. The subnetwork control curves
are obtained by sweeping the pressure head, ∆PPH , in the nonlinear constraint (7.45)
from 40 % to 90 % of the design value in steps of 10 %. The LMD-Control curve of
the subnetwork intersects the main network characteristic curves in Point A and B.
Failure 4 has larger impact than Failure 5 on the fluid-dynamic response. In this case,
the system can be operated with 65.1 % of the design pressure head and 82.5 % of
the design inlet mass flow rate. Point B locates at 78.3 % and 90.0 % of the design
pressure head and inlet mass flow rate, respectively. When the subnetwork is operated
through the C-Control, the fluid dynamic equilibrium moves to Point A’ and B’, with
higher inlet mass flow rate and lower available pressure head with respect to A and
B. Figure 7.19 shows the thermal mismatch field ∥∆Φ∥ in Points A, B, A’ and B’. To
obtain these results, we performed four additional optimization runs in which the
maximum pressure head, ∆PPH , was set according to the interpolated pressure head
of the four points. The optimized inlet mass flow rates present negligible differences
from the ones predicted through the piece-wise linear trend shown in Figure 7.18(b).
For both Failure 4 and Failure 5, the LMD-Control yields a nearly "flat" thermal
mismatch field. In Points A and B, all the network users are equally under-heated
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Fig. 7.19. Final thermal mismatch field ∥∆Φ∥ for failures in the main network
Table 7.4. Smooth maximum discomfort z (×102) [-] obtained for failures in the
main network
Control strategy
Failure LMD Conventional
4 0.49 1.28
5 0.16 0.57
by roughly 7 % and 4 % so that the discomfort peaks are avoided. Operating the
network with the C-Control (Points A’ and B’) results in a strong thermal imbalance.
The users located in the northern portion of the system are more under-heated as
compared to those located in the southern portion. This can be explained by the
absence of loops in the northern portion, yielding a higher fluid-dynamic resistance.
Despite this general trend, the thermal mismatch distribution is highly oscillating
and presents multiple local minima and maxima. Whether a building thermal request
is satisfied depends on both the available and nominal pressure heads at each user
substation. The latter can vary substantially due to practical installation requirements.
Table 7.4 summarizes the normalized maximum discomfort in the 4 points analyzed.
Compared to the conventional operation strategy is use today, the LMD-Control
allows our global discomfort measure to be reduced by roughly 62 % and 72 % in
the two failure cases considered. These results suggest that a partial centralization of
the control system may yield benefits also when mechanical failures are not located
in the controlled area.
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7.5 Conclusions
In this chapter, we demonstrated a robust design and a centralized control framework
for increased resilience of DHNs. Robustness was defined using a sensitivity metric
that does not require any probabilistic characterization of the noise uncertainty. The
design problem was formulated using the ground structure approach for topology
optimization where realistic looping paths are selected as potential or vanishing
connections. Control aimed at minimizing a differentiable global measure of dis-
comfort after a pipe breakage event. The optimization problem was solved using
popular mathematical tools for topology optimization: MMA and discrete adjoint
sensitivities. Both the design and control frameworks were tested on a limited portion
of the Turin district heating network.
The most relevant application-oriented advances of this chapter are presented in
Figure 7.20. The robust design results (Figure 7.20(a)) indicate that our sensitivity
metric for robustness quantification well measures the ability to absorb fluid-dynamic
perturbations. When analyzed considering a distributed fluid-dynamic noise, the lay-
out optimized with our framework is superior to the one computed using a minimum
pressure maximization formulation. Robustness and investment were found to be
antagonist in the range of values considered. Large robustness improvements (+ 38.8
%) with a limited investment (400 ke ) are possible through topology modifications
of the network. Oversizing the pipes with no change of the connectivity leads to only
minor benefits. The outcomes of our control numerical examples (Figure 7.20(b))
show that the proposed framework allow mechanical failures to be quickly handled
with little impact on the level of service. The steep discomfort peaks that naturally
arise when taking non-centralized control actions are eliminated. In the nominal
conditions, the utilization of our centralized control framework yields a reduction
in the global measure of discomfort of 96 % as compared to the control strategy
in use today. Furthermore, we obtained improvements to the thermal deficit of the
most critical user between 5.89 % and 56.38 % in all the failure cases analyzed. The
inlet pressure head weakly affects the achievable performance. This suggests that
adopting a centralized real-time control system may yield considerable investment
savings on pumping equipment. Furthermore, a partially centralized system was
found to be beneficial also when failures are not located in the controlled portion of
the network.
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Fig. 7.20. Graphical summary of the main application-oriented advances obtained
in this chapter using: (a) our robust design framework; (b) our centralized control
framework
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Chapter 8
Design of flow fields in PEM fuel cells
PEMFCs are electrochemical devices used to directly convert the chemical energy of
hydrogen into electricity [79]. They represent an efficient power generation solution
for both stationary and moving power systems such as automotive, aerospace and
marine vehicles [461, 87, 9] because of their high power density, low operating tem-
perature, low weight and fast startups [254, 461]. However, their limited durability
and high cost are major obstacles to achieve a large scale commercialization [460].
The search for improved flow field geometries, yielding enhanced performance at
reduced costs, is a long-standing problem in the fuel cell community. However, as
observed for fins geometries in Chapter 3, most of the current literature deals with
improvements to specific design concepts that are heuristically proposed following
personal insights or intuition. The presence of a multitude of different solutions
suggests that the choice of the design concept is crucial for the final geometry.
Hence, also in this field, there is a urgent need for a thorough and affordable design
optimization route, allowing dramatic design changes. In this chapter, we develop
and demonstrate a topology optimization framework for the design of flow fields
in PEMFCs. To our best knowledge, a unique study [242] dealt with topology
optimization of fuel cells. This valuable contribution relies on overly simplified
electrochemical and mass transport models and does not consider all the optimization
criteria of practical interest for the development of these energy devices. Further-
more, the paper suffers from a limited resolution and convergence to well-defined
manufacturable layouts. These shortcomings motivate the work presented hereafter.
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Fig. 8.1. Representative exploded view of the cathodic section of a PEM fuel cell
The plan of the chapter is as follows. In Section 8.1, we review the most popular
technological solutions and identify room for improvements to the geometric design
of PEMFCs. In Section 8.2, we describe a method capable of reducing the problem
dimensionality and present the governing equations and numerical model used to
predict gas dynamics, transport of chemical species and electrochemistry. Section
8.3 introduces the optimization framework focusing on the objective, constraints
and material interpolation strategies. In Section 8.4, we calibrate and verify our 2D
analysis framework and present numerical results and design trends. Finally, Section
8.5 summarizes the main contributions of the chapter.
Some of the contents of this chapter were presented at the 18th U.S. National
Congress for Theoretical and Applied Mechanics ([C6]) and included in a paper
draft that was submitted for publication in Applied Energy ([J5]).
8.1 Overview of geometric design in PEMFCs
A schematic exploded view of the cathode of a typical PEMFC is shown in Figure
8.1. It is composed of three stacked layers: a BPP, a Gas Diffusion Layer (GDL), and
a Catalyst Layer (CL). The CL is positioned at the interface between the membrane
and the GDL and is responsible for the recombination of oxygen with protons
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through electrochemical reactions and mass transfer phenomena. The delicate
catalyst structure is protected by the porous GDL, which provides a path for the
reactants from the BPP to the CL and allows the transport of the electrons needed
for the electrochemical reactions. The BPP serves as an electronic interconnection
between adjacent cells and feeds the reactants to the electrode. A cross-section on
a horizontal plane, e.g. π1, reveals the presence of both solid and empty regions.
The former are referred to as ribs and are generally made of graphite. The latter
correspond to the channels in which the reactants flow. If a sufficient pressure
differential is available, the gas is allowed to flow under the ribs (moving on a
vertical plane, e.g. π2) and reach the contiguous channel. The BPP is a crucial
component, playing four major roles [32]:
(i) It should distribute the reactants homogeneously over the active sites. The
poor distribution of the reactants may be a consequence of an uneven flow
resistance of the channels caused by either a bad mechanical design or water
accumulation and fouling [289]. Nonuniform electrochemical reactions affect
water management [450] and yield water content and temperature inhomo-
geneities, leading to hygro-thermal stresses [10]. Delamination between the
GDL and the membrane [318] may occur at early stages of the operating life,
impacting on the durability.
(ii) It should guarantee a high power generation at minimal pressure drop
from the inlet to the outlet. Large pressure drops may require a non-negligible
parasitic power to drive external blowers. Furthermore, cross-leakages of
reactants, mechanical stresses and reversible voltage losses may also arise as a
consequence of excessive pressure drops [450, 268].
(iii) It should guarantee an effective water management; performance drops are
observed due to both dehydration and flooding. Dehydration refers to the
water depletion in the membrane and yields a reduced ionic conductivity and
risk of de-adhesion [84]. Flooding refers to the liquid water accumulation in
both the channels and GDL, which is manly due to a high rate of condensation
[289, 207]. In PEMFC, the phenomenon is critical at the cathode, where vapor
is produced due to the Oxygen Reduction Reaction (ORR) [9]. This leads to
the deterioration of the oxygen transport over the reactive sites and in turn
affects the performance. Flooding is seldom an issue in high temperature
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PEMFCs due to the increased vapor saturation pressure [83]. However, in
these systems different membranes are required to avoid dehydration [83].
(iv) It should provide a low electrical resistance and high mechanical stability
by creating a sufficient contact area between the BPP and GDL [258].
In summary, the geometry of the BPP grooves affects the transport of both the
reactants and electrons, reaction rate, pressure drop and water management [9].
These factors greatly influence the fuel cell performance [249]. Kahraman and
Orhan [229] estimated that crafted designs can yield improvements to the power
density as high as 50 %. For this reason, a vast body of literature investigated the
effect of various geometrical features of the BPP. Researches towards enhancement
techniques can be grouped in three categories: design of the channels and ribs,
utilization of obstacles and design of the flow fields.
The design of the channels and ribs was tackled at different levels of complexity,
ranging from the definition of the widths and depths to the shape optimization of the
channel cross sections and utilization of tapered conduits. The former was generally
considered using a channel-to-rib width ratio:
W˜ =
Wch
Wrib
, (8.1)
where Wch and Wrib represent the widths of the channels and ribs, respectively. Kumar
and Reddy [254] were among the first to investigate systematically the effect of W˜ on
performance. Their results indicate that there might be an optimum value of W˜ close
to 3. The authors did not model the transport of electrons and their layout may result
in a high electrical contact resistance. In this regard, the experiments conducted by
Yoon et al. [482] suggest that mass transport has larger impact on performance than
electric conduction. The authors considered layouts with 0.33≤ W˜ ≤ 2 and found
that thinner ribs always lead to a higher power generation. Later, the numerical study
by Ahmed and Sung [8] led to different conclusions. Their results indicate that at
high current densities, large performance degradations can be expected for W˜ ≥ 1.4
due to the increased ohmic losses. Many other studies were later conducted to assess
the effect of this parameter on performance, see e.g. [241, 445, 488]. Although
the specific "optimized "values are of little interest due to the high variability of
the test conditions, most of the findings suggest that increasing W˜ in general leads
to a higher ohmic resistance and pressure drop, enhanced reactant distribution and
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improved water management. As observed by Manso et al. [289], only a limited
number of studies focused on the effect of the channel depth, Hch. Afshari et al. [5]
reported increased current densities for smaller depths and suggested to adopt 1 mm
deep channels. The authors noted that a moderate increase of the pressure drop at
reduced depths is unavoidable but slightly affects the net performance of the system.
A recent numerical and experimental study reported in [445] revealed that reduced
channel depths and thinner ribs are always beneficial for water management. At
low operating voltages, these features prevent the accumulation of water in the GDL
through strong under-rib convection. At high operating voltages, water plugs in the
channels are eliminated thanks to large streamwise pressure gradients. All the studies
discussed so far considered channels with rectangular cross-sections. Many scholars
dedicated to the search of alternative channel configurations such as hemispherical,
triangular, trapezoidal and stepped cross sections. Ferng and Su [135] observed
that designing a proper channel cross-section is crucial for parallel flow fields but
yields minor effects in serpentine layouts. The authors of [254] suggested to use
triangular and hemispherical channels to obtain the most effective mass distribution
over the active sites but did not discuss any issue related to water management. Later,
the experiments conducted by Owejan et al. [323] revealed that the shape of the
channel cross-section has large effects on the two-phase flow dynamics. Differently
from rectangular channels, triangular ones were found to confine the accumulation
of water at the channel angles in contact with GDL, yielding a little impact on the
reactant distribution. Similar effects were reported in [148] for highly humidified
streams in trapezoidal channels. However, the authors noted that some issues related
to the membrane dehydration may arise when using dry streams due to an excessive
water removal. Zeng et al. [489] used GA to conduct a formal shape optimization
of trapezoidal channels by varying the width of the bottom and top edges. Their
optimized layout features a edge ratio of 1.45 and yields an increase of 8.09 %
in the output power compared to rectangular channels. Recently, Paulino et al.
[328] compared numerically rectangular, trapezoidal and stepped channels. The
authors confirmed the findings of Freire et al. [148] in regard to water management.
However, they pointed out that rectangular cross-sections guarantee an improved
electric performance and might be beneficial to intermittent applications, for which
water management issues do not appear. The findings of the previous researches
highlighted that water management and in turn reactant distribution are critical in the
regions of the cell located close to the outlet section. There, the high water content
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due to the upstream electrochemical reactions may quickly lead to flooding. The
regions connected to the inlet are rarely responsible for performance drops. Building
on these observations, many authors in the last decade focused on the design of
tapered channels, i.e. with a varying cross-section along the path from the inlet to the
outlet. The concept was first investigated numerically by Yan et al. [478] and Liu et
al. [272]. The authors reported performance improvements for both width tapering,
i.e. channel width increasing along the streamline direction, and height tapering, i.e.
channel height decreasing along the streamline direction. Liu et al [272] pointed
out that the advantages due to tapering are most visible at high current densities
and that the pressure losses are in generally negligible as compared to the gains in
power generation. Similar conclusions can be drawn from the experiments reported
recently in [444]. The tests conducted at low air humidity revealed a negligible
influence of tapering, suggesting that water management is the primary performance
benefit of this enhancement technique. Wang et al. [454] optimized the height of
the channels of a serpentine configuration using 5 design variables. Their optimized
geometry is composed of 3 tapered channels and a divergent channel connected
to the outlet. According to the authors, the convergent portions of the flow field
improve the advective transport of the reactants within the GDL. The divergent
portion serves for the purpose of minimizing the reactant cross-leakages to the outlet.
The authors reported an 11.9 % increase to the power generation as compared to
a conventional non-tapered configuration. Fontana et al. [144] later considered
a single convergent channel with constant inclination. Their results show that an
inclination of 0.75◦ leads to a 9.5 % increase in the power generation but requires
a 350 % higher pressure at the inlet. More recently, Mancusi et al. [288] reported
interesting insights on two-phase flow in tapered channels. The authors observed
a transition from a slug flow regime to a film flow regime at large tapering angles,
which may lead to a performance degradation due to the reduced oxygen transport.
This suggests that in general it is possible to identify an optimal tapering angle. The
main findings of the reviewed literature dealing with the design of the channels and
ribs in PEMFCs are summarized in Table 8.1.
Differently from tapering, blockages (also referred to as baffles or indentations)
are sudden variations of the channel cross-section, leading to partial or complete flow
obstructions. The proposal of these geometrical features for PEMFC performance
enhancement builds on advancements in the field of convective heat transfer [206].
The increased advective transport along the x direction (Figure 8.1) improves water
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Table 8.1. Summary of the reviewed literature on the channels and ribs design in
PEMFCs
Parameter Findings References
Width ratio W˜ • improved reactants distribution for higher W˜ ;
• larger ohmic losses for higher W˜ .
[254, 482, 8,
241, 445, 488]
Height Hch • improved water management for smaller Hch;
• moderate increase of pressure drop for smaller
Hch.
[34, 445]
Shape • best reactants distribution with triangular and
hemispherical channels;
• best water management with triangular channels;
• minimal ohmic losses with rectangular channels.
[254, 135, 323,
148, 489, 328]
Tapering • improved water management with both width and
height tapering;
• creation of water films impacting water manage-
ment at large tapering angles.
[478, 272, 454,
144, 288, 444]
management, thermal management and the homogeneity of the reactants distribution
[207]. However, this comes at the expense of increased pressure drops [160, 330].
This concept was early examined in the seminal paper of Liu et al. [273]. The
authors observed that the insertion of partial blockages is beneficial in particular at
low operating potentials. At high voltages, local current density reductions in the
regions located downstream the baffle may decrease the performance. The authors
of [206] studied how the performance is affected by the blockage ratio, defined as
the ratio of the obstructed to the total cross-sectional area of the channel. Their
results show that a 100 % blockage leads to a higher performance despite requiring
a higher fan power. Perng and co-authors [330] explicitly considered the effect of
blockages on pressure drop and searched for the optimal shape of trapezoidal baffles.
The authors reported that indentations with sides tilted by π/3 with respect to the
flow direction leads to a 90 % power increase as compared to a conventional non-
blocked design. Similarly, Ghanbarian et al. [160] compared the effects of alternative
indentation profiles. Their results indicate that a trapezoidal dent profile yields the
highest increase in the net power output as compared to a reference non-dented
channel. Rather than focusing on the geometry of a single indentation, Heidary et
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Table 8.2. Summary of the reviewed literature on the blockages design in PEMFCs
Parameter Findings References
Blockage ratio complete blockage is always superior to partial. [206]
Shape highest increase in power output with trapezoidal pro-
files.
[330, 160]
Distribution under-rib transport enhanced with staggered arrange-
ment
[206, 207]
al. [206, 207] studied how to distribute blockages in the flow field. Their numerical
and experimental results suggest that a staggered arrangement may be superior to
the most popular inline arrangement as both under-rib and under-block convection
are exploited. The inline arrangement of blockages leads to a negligible under-rib
transport due to the small pressure differentials among parallel channels. The main
findings of the reviewed literature dealing with the design of blockages in PEMFCs
are summarized in Table 8.2.
The search for the optimal flow field layout for PEMFCs is a long-standing
engineering challenge. The topology of the channels mainly affects the reactant
distribution, pressure drop and water management. The reviewed works presented in
the remainder of this section did not reveal a substantial influence on the electrical
resistance and mechanical stability as a minimum rib width is generally ensured. For
high temperature systems, the minimization of the pressure drop and the homoge-
neous mass transfer to the active sites are the primary design criteria since water
management is rarely an issue [491]. The variety of the heuristic solutions available
and the amount of seemingly unconnected published literature on the topic makes
this field quite similar to the design of heat transfer surfaces in the LHTES units
discussed in Section 3.1. The reviewed geometries can be roughly grouped in five
categories: serpentine, parallel, interdigitated, mesh and bio-inspired. Some repre-
sentative schematics are shown in Figure 8.2. The serpentine layout (Figure 8.2(a))
is no doubt the most popular solution among practitioners [268]. In this design,
water is forced through a unique channel that connects the inlet to the outlet, using a
tortuous path that covers the entire active surface. Water clogging is rarely a problem
and occurs mainly in U-bends at high current densities. The results presented by
Wang et al. [455] indicate that this layout is particularly convenient for scale-up to
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Fig. 8.2. Schematics of the most popular flow field geometries. The channels are
indicated in white, the ribs are indicated in black; (a): serpentine; (b): parallel; (c):
interdigitated; (d): mesh; (e): bio-inspired
commercial installations. An increase of the active area leads to a larger under-rib
transport as a result of the higher pressure differential among contiguous channels.
However, the recent experimental results of Chen et al. [85] suggests that this trend
cannot be extrapolated in general as there should be an optimal pressure difference
among contiguous channels for maximal power generation. The advantages of this
configuration come at the expense of large pressure drops. Furthermore, Kahraman
and Orhan [229] observed that the current density distribution may be critical due to
a premature reactant depletion. To cure the issues of the reference design concept,
research and technology developed in a number of different directions. A rather
popular option is to use a multi-serpentine configuration in which the gas flows in
a number of parallel serpentine-like paths [229]. An interesting alternative is the
one proposed by Monsaf et al. [302], who used a concentric spiral layout, yielding
increased mass transfer at reduced pressure drops. Alizadeh et al. [17] proposed a
cascade layout, where three serpentine channels with different geometrical parame-
ters are concatenated from the inlet to the outlet. In [234], an improved water removal
was observed with the addition of porous carbon pins attached to the rib surfaces.
Singdeo et al. [396] adopted a "compensated" arrangement, yielding a more uniform
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reactant concentration in the central region of the cell for higher durability. Other
authors, e.g. those of [376], reported an increased power density for serpentine wavy
channels with sinuisodal width or convergent-divergent sections [89].
The parallel flow field layout (Figure 8.2(b)) consists of a number of straight
channels aligned to the cell edges, connecting an inlet header to an outlet header. This
solution guarantees a minimal pressure drop but is largely susceptible to performance
degradations due to flooding [267]. As a result of an uneven flow distribution, water
tends to accumulate in paths with smaller velocities, leading quickly to the formation
of large stagnant areas [262]. The negligible pressure differentials among contiguous
channels yields a limited under-rib transport [234]. The results of Taccani and Zuliani
[412] for a high temperature PEMFC suggest that flooding might not be the only
issue responsible for performance drops. The authors conjectured that the ineffective
distribution of the reactants is mostly due to the creation of preferential flow paths.
Furthermore, Wang et al. [455] noticed that water management degrades rapidly
when the active area is increased, questioning the effectiveness of this layout for
practical scale-up. The authors focusing on improvements to the parallel flow field
concept are fewer in number than those that considered improved serpentine layouts
[268]. Johnson et al. [225] proposed to use alternating convergent and divergent
channels so that larger pressure differentials are created to boost under-rib convection.
Ramos-Alvarado et al. [345] designed a parallel distributor with multiple stages of
bifurcations leading to an improved power generation and reduced pressure drops.
Similarly, Lim et al. [268] reported improved performance with multiple stages of
distribution and Wang et al. [459] proposed to use small sub-channels connecting
parallel paths. In the view of the authors, this strategy improves the water removal.
Water management improvements in parallel flow fields were also considered by
Imbrioscia et al. [217], who designed crafted baffles to limit water clogging and
enhance the reactants distribution. Recently, Ashrafi et al. [34] showed that it is
possible to eliminate the water plugs by a proper definition of the inclination angle
of the channels.
Interdigitated flow fields (Figure 8.2(c)) can be seen as a modified version of
the parallel layout with dead-end channels, where blockages are positioned close to
the outlet and inlet headers in a staggered fashion. Recall that the blockages do not
impede the flow completely. Due to the presence of the GDL underneath, the top
horizontal header and the connected channels can be reached by under-rib motion
of the reactants [267]. This mass transport mechanism prevents water flooding at
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high current densities and yields a homogeneous reactants distribution [229]. The
linear region of the polarization curve is extended so that mass transfer deterioration
occurs at high current densities as compared to parallel and serpentine layouts [262].
However, a price should be paid in terms of large pressure drops and possible long-
term damage of the GDL [229]. The research and technology improvements for
interdigitated flow fields deal mainly with positioning and sizing of the blocking ribs.
The most relevant strategies were already reviewed in this section when discussing
the use of blockages for performance enhancement in PEMFC, see for instance
[206, 207]. Note that due to layout similarities, these novel geometries are referred
to as "modified parallel" or "modified interdigitated" with seemingly no distinction
in literature.
The mesh flow field layouts (also referred to as grid or pin flow fields) (Figure
8.2(d)) consists of a regular grid of pins protruding from the BPP that creates an
intricate groove of flow patterns when in contact with the GDL. Arvay et al. [32]
argued that mesh layouts can be considered as a special case of parallel layouts in
which the effect of water clogging is reduced without creating additional pressure
drops. However, the creation of preferential flow paths quickly leads to a poor
reactant distribution and water removal [229]. Furthermore, since in most cases
PEMFCs are operated in laminar flow regimes, stable recirculation zones appear
downstream each pin, creating regions with large reactant depletion [262]. Wang
[450] observed that the ineffective distribution of the reactants "is not inherent but
is a poor design." The authors [448] suggested to use different channel widths in
the streamline and crosswind directions so that the flooded regions can be easily
bypassed and large pressure differentials are created to remove the water plugs. Guo
et al. [184] optimized the channel widths in a pin-type flow field adopting a network
model similar to the one presented in Chapter 7. Their optimized design solved
issues related to the poor distribution of the reactants and dramatically improved
the performance of the reference mesh geometry. Lobato et al. [276, 277] pointed
out that pin-type flow fields may be convenient for a high temperature PEMFC,
where water management is not an issue. Their numerical and experimental analysis
revealed that the polarization performance of pin-type flow fields is close to that of a
serpentine flow field with slight drops at high current densities. The authors noted
that current density and temperature inhomogeneities are diminished, promoting the
durability of the cell [277].
331
Design of flow fields in PEM fuel cells
Recently, nature-inspired flow field designs started mimicking some flow distri-
bution systems that are found in nature such as lungs [247] and leaves [359, 106].
Roshandel et al. [359] were among the first to investigate the nature-inspired route
for the design of BPPs in PEMFCs. The authors compared a leaf-like design to a
lung-like design, reporting a higher performance for the first option. Later, Roshan-
del et al. [359] conducted a numerical study on a similar leaf geometry and revealed
an increase to the power density of 56 % and 26 % with respect to parallel and
serpentine layouts. Also Ruan et al. [361] proposed a "bio-mimetic" flow field
that builds on observations of leaves flow patterns. A simplified version of their
layout is presented in Figure 8.2(e). The diameters of the channels were selected
according to the Murray’s law. Their numerical experiments predicted an improved
current density, pressure drop and thermal and water management as compared to
serpentine and parallel layouts. The authors of [106] adopted a formal statistical
framework to analyze the flow distribution patterns in leaves and compared a single-
bifurcation layout with a double-bifurcation layout. Their results indicate that using
two bifurcations yields a more uniform reactants distribution and in turn improves
performance. However, the authors gave no indication on water management or
pressure drop issues. A different bio-inspired configuration mimicking leaf veins was
tested in [185] through numerical and experimental means. The results revealed a 25
% improvement to the power density with respect to a parallel layout. However, the
pressure drop was increased by a factor of 20. The authors compared a fixed-width
channel layout with a varying-width alternative obtained from the Murray’s law
and found that thickness plays only a minor role. Another leaf-like geometry was
recently tested experimentally by Saripella et al. [369]. The authors reported that the
interdigitated nature of their option leads to an effective water removal and a high
under-rib transport as compared to a conventional single serpentine design. Arvay et
al. [33] considered several pitchfork-like designs with branching patterns derived
from the Murray’s law. Their numerical results show that an increase of the number
of branches leads to smaller pressure drops with little influence on the generated
power. All their designs were found superior to conventional parallel and serpentine
alternatives.
To sum up, the main features of the flow fields reviewed in this section are
collected in Table 8.3.
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Table 8.3. Summary of the main features of the reviewed flow fields for PEMFCs
Geometry Features
Serpentine • reduced formation of water clogs;
• chance of premature reactant depletion;
• large pressure drop.
Parallel • performance degradation due to flooding;
• uneven reactants distribution;
• small pressure drop.
Interdigitated • flooding prevented;
• homogeneous reactants distribution;
• highest pressure drop.
Mesh • reduced consequences of flooding;
• poorest reactants distribution;
• minimal pressure drop.
Bio-inspired • many heuristic alternatives;
• generally improved water management and reactants distribution;
• leaf-like options superior to lungs-like ones.
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8.2 Physical model
Here, we give an overview of the theoretical and computational tools developed
to compute the fluid-dynamic and electrochemical response of the system. First,
we introduce the approach we used to reduce the analysis of a three-dimensional
problem in 2D. Then, we present the governing equations that rule mass transport
and electrochemistry along with the suitable boundary conditions. Last, we introduce
the spatial discretization and numerical solution methods that we adopted.
8.2.1 Depth-averaging
In this chapter, we consider only the cathodic portion of the cell, which is the one
showing the highest performance limitations [81]. We aim at finding an optimized
layout of rectangular gas channels of height Hbpp in the BPP. Due to its computa-
tional complexity, topology optimization greatly benefits from analyses in reduced
dimensionality. However, choosing a representative plane is not a trivial problem
since the 3D transport effects are non-negligible. Considering a plane that crosses the
GDL (such as π3 in Figure 8.1) does not allow the effect of the flow field geometry to
be considered. Choosing plane π1 (Figure 8.1) would result in an inaccurate fluid re-
sponse, as visible in Figure 8.3(a). The impermeable graphite ribs filling Ωrib would
suppress the flow across contiguous channels. However, as shown in Figure 8.3(c),
mass transport across contiguous channels in 3D is possible thanks to the under-rib
flow. For this reason, we use an averaging procedure that is inspired by [205]. Figure
8.3(c) shows a schematic representation of the process. We consider two RVEs
stretched along the z direction so that they span the entire depth of the GDL and BPP.
One comprises the channel and GDL, the other comprises the rib and GDL. We
aim at obtaining two equivalent two-dimensional porous media, yielding the same
transport response of the 3D system. This reduces to the calculation of the equivalent
porosity ε¯p, permeability κ¯ and species diffusivity D¯. Similarly to homogenization
(see Section 4.2), a formal averaging requires that the size of the RVE, T , is much
smaller than the size of the macroscopic domain, ΩD. This condition does not hold
here as the depth of our RVEs corresponds to the macroscopic dimension. For this
reason, in this chapter we follow a heuristic and simplified treatment following the
conventional engineering practices. This approach will be verified in Section 8.4.1.
For stratified media with the main transport direction aligned with the strata, we can
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Fig. 8.3. (a): 2D plane leading to incorrect transport predictions; (b): final analysis
and design domain; (c): averaging procedure
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consider a simple depth-weighted mean of the transport properties [351] κ¯ and D¯. As
the porosity is a bulk property (recall the discussion for cp andL homogenization
in Section 4.2), the same approach can be followed for the calculation of ε¯p. Hence,
for all the properties we write:
¯(·) = (·)gdl Hgdl +(·)bpp Hbpp
Hbpp+Hgdl
, (8.2)
where ¯(·) indicates a generic averaged property for each of the equivalent porous
media, H denotes the depth along the x direction and the subscripts "bpp" and "gdl"
denote the BPP and the GDL, respectively. The property of the BPP, (·)bpp, can
correspond to the one of the channels, (·)ch, or the one of the rib, (·)rib. In the former
case we obtain an averaged property corresponding to a "porous channel", ¯(·)pc; in
the latter case, we obtain an averaged property corresponding to a "porous rib", ¯(·)pr.
This procedure leads to the computational and design domain depicted in Figure
8.3(b). It is subdivided into two non-overlapping sub-domains, Ωpc and Ωpr, such
that ΩD =Ωpc∪Ωpr, where Ωpc and Ωpr refer to the portions of the design domain
occupied by the "porous channel" and the "porous rib", respectively.
8.2.2 Governing equations
The governing equations for the flow and transport in porous media can be derived
from a formal averaging of the conservation laws over a RVE, with size much larger
than the pore scale and much smaller than the characteristic dimensions of the
flow. Due to the presence of the solid phase, a distinction should be made between
two types of flow velocities. Averaging over a RVE that includes only the fluid
phase leads to the intrinsic velocity v˜i. Averaging over a RVE that includes both the
fluid and solid phases leads to the superficial velocity vi. The ratio between these
quantities is given by the porosity of the medium εp using the Dupuit-Forchheimer
equation (5.8). Considering a constant porosity and a steady-state incompressible
flow, the continuity equation in porous media can be written directly as a function of
the superficial velocity:
∂vi
∂xi
= 0, (8.3)
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The momentum equation considered for the liquid PCM (5.7) can be reworked into:
1
εp(s)2
(
ρv j
∂vi
∂x j
)
=− ∂ p
∂xi
+
1
εp(s)
(
∂
∂x j
(
µ
(
∂vi
∂x j
+
∂v j
∂xi
)))
+Fpoisi +Fbi(s) = 0,
(8.4)
where Fpois is a momentum sink accounting for the out-of-plane velocity gradients
(Equation (5.75)) and Fbi(s) is the design-dependent portion of the Brinkmann sink
(Equation (5.78)). Both terms were introduced in Section 5.3.1 when presenting
alternative material interpolation strategies for fluid topology optimization. Equation
(8.4) can be derived by restricting the averaging over the fluid portion of the RVE.
Note that the porosity of the medium εp(s) is a design-dependent property. The
material interpolation strategies are discussed in Section 8.3.2. The transport of
the chemical species in the cell is modeled through an advection-diffusion-reaction
equation:
Htotρvi
∂ωk
∂xi
= Htot
∂ jki(s)
∂xi
+Rk, (8.5)
where ωk is the mass fraction of the kth chemical species, jki(s) is a design-dependent
diffusive flux, Htot =Hch+Hbpp is the depth of the electrode and Rk is the rate of the
species generation due to electrochemical reactions. Eq. (8.5) is obtained considering
a RVE that includes both the solid and fluid phase. Diffusion is modeled through a
mixture-averaged formulation:
jki(s) = ρ fD(s)D
m
k
∂ωk
∂xi
+ρωk fD(s)Dmk
1
Mm
∂Mm
∂xi
, (8.6)
where fD(s) is a design-dependent diffusivity correction, Mm is the average molar
mass, and Dmk is calculated using the mixture-averaged diffusion model given by the
Wilke relation [236]:
Dmk =
1−ωk
ns
∑
k=1
k ̸= j
ωk
Dk j
, (8.7)
where ns is the number of chemical species involved and Dk j represents the Maxwell-
Stefan diffusivity tensor. The mixture-averaged diffusion model yields computational
savings as compared to the full Maxwell-Stefan formulation in that the diffusion
fluxes are explicitly dependent on the species gradients. Although Krishna and
Wesselingh [252] pointed out that Eq. (8.7) can be used only in case of stagnant
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non-transferring mixtures, it is rather popular in the fuel cell community [143].
The results presented in [270] suggest that the choice of the diffusion model for
the analysis of the PEMFC cathode yields negligible perturbations to the response
predictions. Anyway, we will test the validity of this assumption in Section 8.4.1.
We solve Eq. (8.6) for ns−1 species. The mass fraction of the remaining chemical
species is obtained using:
ωns = 1−
ns−1
∑
i=1
ωi. (8.8)
The reaction term in Eq. (8.5) is written as:
Rk =
Mkνkiloc
neF
, (8.9)
where Mk is the molar mass, νk is the stoichiometric coefficient of the reaction, ne
is the number of participating electrons, and F is the Faraday constant. The local
current density, iloc, is calculated through the Butler-Volmer equation [81]:
iloc = i0
CO2
CO2ref
(
exp
(
αC
RgT
Fηc
)
− exp
(
−1−αC
RgT
Fηc
))
, (8.10)
where αC is the cathodic charge transfer coefficients, T is the temperature, Rg is the
ideal gas constant, CO2 is the oxygen molar concentration and CO2ref its reference
value, i0 is the exchange current density referred to the area of the PEM, and ηc is
the cathode overpotential. Predicting the electrochemical response by (8.10) carries
the assumption that the concentration of protons, electrons and water does not limit
the reaction rate [319]. The cathode overpotential is calculated as follows [258]:
ηc =VOC−Vcell−Roiloc, (8.11)
where Vcell is the prescribed operating voltage of the cell, VOC is the open-circuit
voltage and Ro is the Ohmic resistance accounting for charge transport through the
membrane and both the electrodes. The relevant physical parameters and properties
are listed in Table 8.4. The boundary conditions and characteristic dimensions of the
considered domain are summarized in Figure 8.4. We prescribe a fully developed
flow at Γout and a symmetry boundary condition along Γsym such that:
− ∂ωk
∂xi
ni = 0 on Γout ∪Γsym, (8.12)
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Fig. 8.4. Design domain and boundary conditions
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Table 8.4. Relevant physical parameters and properties
Description Symbol Value Unit
number of chemical species ns 3 −
number of participating electrons ne 4 −
molar mass H2O MH2O 18 g/mol
molar mass N2 MN2 28 g/mol
molar mass O2 MO2 32 g/mol
stoichiometric coefficient H2O νH2O 2 −
stoichiometric coefficient N2 νN2 0 −
stoichiometric coefficient O2 νO2 −1 −
universal gas constant Rg 8.3144 J/mol K
Faraday constant F 96485.3 C/mol
where n is the outward-pointing normal. The chemical composition of the mixture at
the inlet section is known such that:
ωk = ωkin on Γin, (8.13)
where ωkin is the prescribed mass fraction at the inlet. A no-slip condition is pre-
scribed on the sealing gasket wall. Due to symmetry, only non-penetration is
prescribed along the symmetry axis such that:
vi = 0 on Γsg, (8.14)
vini = 0 on Γsym, (8.15)
where Γsg = Γtot/(Γsym∪Γin∪Γout) with Γtot representing all the boundaries of
the design domain. For our design optimization studies, a normal stress condition
augmented with a nil tangential velocity condition is prescribed at the inlet as follows:
niσi jn j = Fin on Γin, (8.16)
viti = 0 on Γin, (8.17)
where ti is a unit vector tangent to the boundary. Note that Eq. (8.16) well approxi-
mates an inlet pressure condition for low-viscosity fluids. For our calibration and
verification studies, we consider also an alternative inlet condition with fixed flow
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rate:
vini =
Vin
HtotWch
on Γin, (8.18)
where Vin is the inlet volumetric flow rate. The condition (8.18) is augmented with
the nil tangential velocity constraint (8.17). Vanishing normal and tangential stresses
are prescribed at the outlet such that:
σi jn j = 0 on Γout . (8.19)
8.2.3 Finite element model
Equations (8.3), (8.4) and (8.6) are discretized in space using a mixed finite element
model. Following the procedure described in Sections 3.3.2 and 5.2.1, the weak
form of the governing equations is obtained by multiplying the residual of the strong
form with a set of admissible test functions and integrating over the domain. The
approximation and weighting functions for pressure and velocities were defined
in (5.31) and (5.32). The approximation and weighting functions for transport of
chemical species, ωk, are defined in a similar way to what we have done for energy
transport in (3.36) and (3.37):
Uω = {ωhk ∈H 1(Ω); ωhk = ωhkin on Γin}, (8.20)
V = {wh ∈H 1(Ω); wh = 0 on Γin}, (8.21)
where ωhk represents the approximate mass fraction field, and w
h is the weighting
function of the advection-diffusion-reaction equation (8.6). The function spaces Uω
and V are Hilbert spaces consisting of scalar functions with square integrable first
derivatives. We write all the unknown fields as a product of spatially varying shape
functions and nodal values. For pressure and velocities we use (5.33) and (5.34) and
neglect time-dependence. For the mass fractions, we write:
ωhk (x) =
Nn
∑
i=1
ωkiNi(x) = N
Tω k, (8.22)
where ω k is the column vector of nodal mass fraction values of the chemical species
"k". The weight functions are chosen equal to the shape functions as in the Galerkin
method. With these assumptions, we recover the unstabilized Galerkin model of
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the Navier-Stokes equations presented in (5.35) and (5.36) with M j = 0 and where
the definition of Am, Di j and Fi is modified as follows to account for flow in porous
media:
Am =
∫
Ω
ρ
ε2p
ξ h(ξ h
T
v j)
∂ξ h
T
∂x j
dx, (8.23)
Di j =

∫
Ω
µ
εp
(
2∂ξ
h
∂xi
∂ξ h
T
∂xi
+ ∂ξ
h
∂xl
∂ξ h
T
∂xl
)
dx for j = i, l ̸= i
∫
Ω
µ
εp
(
∂ξ h
∂xi
∂ξ h
T
∂x j
)
dx for j ̸= i
, (8.24)
Fi =
∫
Ω
ξ h (Fpoisi +Fbi)dx+
∫
ΓN
ξ h fidx′. (8.25)
Considering nil boundary diffusion fluxes as motivated in the previous section, the
residual vector of the unstabilized Galerkin model of the advection-diffusion-reaction
equation (8.6) is written as following:
Rωus = Aωω k +Kklω l−Rk = 0, (8.26)
where:
Aω =
∫
Ω
HtotρN(ξ
hT v j)
∂N
∂x j
dx, (8.27)
Kkl =

∫
Ω
Htotρ fDDmk
(
1+ 1Mn
∂Mn
∂ωl
)
∂N
∂xi
∂NT
∂xi
dx for l = k∫
Ω
Htotρ fDDmk
1
Mn
∂Mn
∂ωl
∂N
∂xi
∂NT
∂xi
dx for l ̸= k
, (8.28)
Rk =
∫
Ω
NRk dx. (8.29)
We use four-node quadrilateral finite elements to discretize the computational
domain. The velocity, pressure and mass fractions are approximated by bilinear equal-
order interpolations. As discussed in Section 5.2.2, using equal-order approximation
functions for the velocity and pressure does not satisfy the Babuska-Brezzi condition
and leads to spurious oscillations in the pressure field [213]. Furthermore, high Peclet
numbers and sharp crosswind gradients may result in overshoots and undershoots in
the concentration field, leading to an non-physical response [419]. To prevent these
numerical instabilities, the residuals of the weak form of the governing equations
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are augmented with consistent stabilization terms corresponding to Galerkin Least
Squares (GLS) [203] and Cross-Wind Diffusion (CWD) [92]. Since in this chapter
we adopt a commercial code [101] for the analyses, we will not discuss further
details about the stabilization approaches. The nonlinear system of equations are
solved with a damped Newton’s method with damping coefficient set to 0.7. The
discretized nonlinear problem is considered converged if the absolute residual norm
drops below 10−7. The linear systems of equations arising at each Newton’s iteration
are solved with the MUltifrontal Massively Parallel sparse direct Solver (MUMPS)
[26].
8.3 Design optimization problem
In this section, we introduce the optimization problem formulation adopted for the
design of the PEMFC flow fields. First, we define and discuss the objective and
constraints. Then, we present our strategy to interpolate the material properties
between the values obtained through our depth-averaging procedure (8.2). Last, we
give details related to the numerical solution.
8.3.1 Objectives and constraints
We aim at distributing the reactant over the active sites in such a way that the most
homogeneous current density field is created and the highest power generation is
obtained at limited pressure drop. As discussed in Section 8.1, a non-uniform current
density distribution is responsible for thermal stresses of the membrane, leading to
both performance and material degradation [289, 32]. We consider two optimization
criteria: the standard deviation, θiloc , of the current density distribution and the power
output of the cell. We formulate the multi-objective optimization problem using a
penalty method as follows:
minimize
s
wθ
θ 0iloc
θiloc −
wW¯
W¯ 0
∫
ΩD
Vcelliloc dx
subject to
∫
ΩD
ρs dx≤V ∗
s ∈ S = {RNs | smin ≤ si ≤ smax, i = 1, ...,Ns}
, (8.30)
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where ρs = s¯ is the projected elemental design variable that is obtained from the nodal
abstract design variable field, s, using the linear filtering (2.37) and the exponential
projection (2.38) [176], wθ is the weighting factor for the standard deviation of the
current density, θ 0iloc is the initial standard deviation of the current density, wW¯ is
the weighting factor for the generated power, and W¯ 0 is the initial measure of the
generated power. Note that the maximization of power requires a negative sign for
the second term of the objective. The volume constraint prescribes that the total
volume occupied by the "porous channels" (Figure 8.3(c)) is less than a prescribed
value, V ∗. The design sensitivities are computed using the discrete adjoint method
presented in Section 2.3.2.
8.3.2 Material interpolation
A continuous transition from the "porous rib" to the "porous channel" (Figure 8.3(c))
is allowed using the physical design variable, ρs. We consider the "porous channel"
and the "porous rib" as represented by ρs = 1 and ρs = 0, respectively. The Brinkman
constant, αb, is interpolated using (5.80) [13, 16]. Differently from the problems
considered in Chapter 5, here αmax has a clear physical meaning. It serves for the
purpose of recovering a porous media flow in the "porous rib" portion of the design
domain. It is calculated as following:
αmax = α¯bpr =
µ
κ¯pr
, (8.31)
where κ¯pr is the equivalent permeability of the "porous rib" calculated using (8.2).
Since κ¯pc = ∞, we would recover αb = α¯bpc = 0 in the "porous channel" and there
is no need to account for a αmin. The design-dependent diffusivity correction, fD, is
interpolated using the SIMP law:
fD(ρs) = f¯Dpr +( f¯Dpc − f¯Dpr)ρ ps , (8.32)
where p is the SIMP exponent, f¯Dpr is the diffusivity correction factor of the "porous
rib" and f¯Dpc is the diffusivity correction factor of the "porous channel". These
quantities are computed using the averaging law (8.2). The diffusivity factor in the
GDL, fDgdl , is obtained from its porosity through the Bruggeman approximation
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[81]:
fDgdl = ε
3/2
pgdl . (8.33)
The porosity is interpolated linearly as follows:
εp(ρs) = ε¯ppr +(ε¯ppc − ε¯ppr)ρs, (8.34)
where ε¯ppr and ε¯ppc are the equivalent porosities of the "porous rib" and of the
"porous channel" calculated using (8.2).
8.3.3 Numerical implementation
The optimization problems presented in this chapter are solved using GCMMA. As
compared to Table 2.1, we modify the relative step-size to ∆s = 0.01. To discourage
oscillatory behaviors for a large curvature of the regularization, β , the position
of the initial asymptotes is modified using the formulation proposed by [178]. A
continuation on the convexity factors, qα and p, is used to ensure a smooth evolution
of the design and a stable convergence to satisfactory solutions. These parameters
are modified during the optimization convergence as follows:
p = {1; 2; 3; 5},
qα = {104;103;102;101}.
(8.35)
The projection steepness parameter is kept constant at β = 50. The transition to the
next continuation step is performed every 60 iterations. The optimization procedure
ends when all the continuation steps are completed. The convergence of the optimiza-
tion process is verified after the final step. The optimization problem investigated in
this chapter has similarities with the forced convection design example described in
Section 5.4.2. The continuation trajectories should be chosen carefully to avoid a
strong imbalance between convective and diffusive transport at all continuation steps.
For inlet pressures higher than Fin > 4 Pa, we observed that strategy (8.35) leads to
oscillations in the objective history; for Fin > 20 Pa we also obtained unsatisfactory
local minima. Skipping the first continuation step fixed the issue, yielding both a
stable convergence and solutions with superior performance. For this reason, for all
design studies with Fin > 4 Pa, only the last three continuation steps are considered.
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Table 8.5. Material properties and model parameters adopted from [197]
Description Symbol Value Unit
membrane length L 2.236×10−2 m
channel width Wch 1.8×10−3 m
channel depth Hch 1.8×10−3 m
GDL depth Hgdl 0.2×10−3 m
open-circuit voltage VOC 1.22 V
ohmic resistance Ro 7×10−5 Ω ·m2
cell temperature T 343.15 K
oxygen reference concentration CO2ref 30 mol/m
3
inlet flow rate Vin 2×10−6 m3/s
cathodic transfer coefficient αc 0.5 −
porosity of the GDL εGDL 0.8 −
inlet water mass fraction ωH2O 0.1 −
inlet oxygen mass fraction ωO2 0.9 −
dynamic viscosity µ 2.07×10−5 Pa · s
oxygen diffusivity in water DO2,H2O 5.88×10−5 m2/s
8.4 Numerical results and design trends
In this section, we present and discuss the numerical results and design trends ob-
tained. First, we calibrate a 3D physical model to a real system and verify the
accuracy of our depth-averaging procedure by comparing 2D and 3D predictions.
Then, we consider a reference design case with Fin = 5 Pa and compare its perfor-
mance with conventional flow field layouts. Last, we investigate the effect of the
inlet pressure and current standard deviation weight on the optimized designs and
performance.
8.4.1 Calibration and verification of the analysis model
For calibration and verification purposes, we consider the high temperature PEMFC
system investigated by [197]. It consists of the serpentine flow field with seven chan-
nels schematically shown in Figure 8.5. The relevant parameters and properties are
summarized in Table 8.5. The system is alimented by a mixture of oxygen and water
using a fixed flow rate. Hence, we set ns = 2 and the velocity inlet boundary condi-
tion according to (8.18). Also, it is not possible to exploit symmetry in this numerical
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Fig. 8.5. Schematic representation of the 3D numerical study conducted for calibra-
tion and verification purposes. (a): 3D view; (b): top view; (c): side view
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Table 8.6. Mesh convergence verification. The deviation is calculated with respect to
a reference case with ∆h = 1.8 mm
Mesh size ∆h [mm] 2D deviation [%] 3D deviation [%]
7.2 5.68 4.50
4.5 1.97 0.74
2.7 0.64 0.27
example, i.e. Γsym = /0. We developed both a full 3D model and a reduced 2D model
with properties computed through the averaging procedure described in Section 8.2.1.
The 3D and 2D computational domains are meshed using free tetrahedral and free
quadrilateral elements with characteristic size ∆h = 2.7 mm. This value is selected
after a convergence study on the outlet oxygen flow rate obtained with Vcell = 0.4
V by comparing the predictions against those computed on a reference mesh with
∆h = 1.8 mm. The results are summarized in Table 8.6. For the 3D numerical study,
the mesh characteristic size in the GDL is computed as ∆hgdl = max
(
∆h/25, Hgdl
)
.
In [197], the electrochemistry at the anode was modeled using the Butler-Volmer
equation and at cathode using a simplified Tafel equation [319]. To calibrate the
model, the authors fitted the exchange current density to their experimental results.
As our framework does not consider electrochemistry at the anode, we re-calibrate
the exchange current density to their numerical results using a least-square fitting.
For this process, we neglect the effect of the reactants concentration in (8.10). The
computed value is i0 = 0.17 A/m2. The polarization curves obtained using a full
3D and our reduced 2D analysis frameworks are compared to the numerical and
experimental results of [197] in Figure 8.6. This trend is obtained by sweeping the
operating voltage of the cell, Vcell , in 10 steps from 0.2 V to 0.9 V and computing
the average current density over the active area. Our 3D framework yields a mean
relative deviation from the experimental and numerical results of 11.53 % and 3.03
%, respectively. Most of the error is computed for Vcell ≥ 0.7 V, which is far from the
practical operating conditions of the cell targeting a peak power generation (Vcell ∼
0.4 V). For 0.3 V ≤Vcell ≤ 0.5 V , we observe a satisfactory match between our 3D
model and the numerical and experimental results of [197]. This indicates that our
calibrated model is able to predict the electrochemical response of a real cell with
sufficient accuracy in practical operating conditions. The polarization curve obtained
using the 2D model closely approximates the one obtained in 3D. Although at low
operating voltages we observe a slight overestimation of the generated current, we
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Fig. 8.6. Polarization curves obtained with the 2D and 3D models versus the
experimental and numerical results of [197]
report a mean relative deviation of 0.65 %. This suggests that the oxygen distribution
fields computed through the 2D and the 3D frameworks are comparable.
The most relevant state variable fields obtained using the 2D and 3D frameworks
are qualitatively compared in Figure 8.7, for Vcell = 0.4 V. In 3D, we show the
response distribution over two planes. In the portion of the domain occupied by
the ribs, we consider plane π3 (Figure 8.1) located at half-depth of the GDL. In the
portion of the domain occupied by the channels, we consider plane π1 located at
half-depth of the BPP (Figure 8.1). The oxygen mass fraction field (Figure 8.7(a))
computed with the two frameworks is qualitatively similar. The oxygen concentrates
mainly along the channels. Local minima are observed in correspondence of the
ribs since the limited convection and diffusion leads to a higher reactant depletion.
The 3D model predicts a minimum oxygen fraction on π3 of 0.72 in a GDL region
close to the outlet. Due to our depth-averaging procedure, this value is overestimated
in the 2D model, leading to a higher current density generation. This mild trend is
observable also in the polarization curve presented in Figure 8.6. The velocity fields
are compared in Figure 8.7(b). The predictions of our 2D framework qualitatively
match those of the 3D model. The ratio between maximum velocities in 2D and
3D is 67.9 %, approximating the theoretical ratio of average-to-maximum velocity
in plane Poiseuille flow of 66.6 %. Note that the 3D framework predicts velocity
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2D 2D (colorbar rescaled) 3D
(a)
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(c)
Fig. 8.7. Comparison of 2D and 3D responses. (a): Oxygen mass fraction field; (b):
velocity field; (c): pressure field
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reductions after U-bends that are not captured in 2D. Similar trends in 2D and 3D are
observed also for the pressure field shown in Figure 8.7(c). The pressure diminishes
gradually along the path from the inlet to the outlet. However, our 2D framework
underestimates the pressure drop by 16.5 %. To assess how this difference can affect
our fluid-dynamic predictions, we compute the characteristic curve of the cell by
sweeping the inlet flow rate Vin from 10 % to 150 % of the reference case. The results
are shown in Figure 8.8. The 3D model returns a super-linear pressure drop to flow
rate relation. This trend is not reproducible in 2D under plane Poiseuille assumptions.
We obtain a nearly linear relation using our 2D model. As the flow is laminar in
the range of values considered (8.7 ≤ Re ≤ 130.5), we conjecture that the super-
linear drag is connected to geometry features that invalidate the fully-developed flow
assumption, such as U-bends. Recall that we observed sudden velocity reductions
in Figure 8.7(c). To confirm this speculation, we compute the pressure drop over a
single channel (the one connected to the inlet) and multiply the result by the number
of channels to allow for comparisons. The 3D single-channel pressure drops closely
match the 2D predictions. A high-fidelity 2D modeling of the 3D dynamics in
serpentine flow fields would require the introduction of a quadratic Forchheimer
drag term in correspondence of U-bends, e.g. in the regions highlighted in Figure
8.8(c). There, the momentum equation (8.4) can be augmented with the following
sink [310]:
Ff ci =−ρα f c|vi|vi, (8.36)
where α f c is a multiplicative constant that can be calibrated by trial and error.
Figure 8.8(b) shows that the 2D predictions approximate better the 3D ones as α f ci is
increased. A value of α f c = 500 allows the super-linear drag effects to be reproduced
with a high degree of accuracy. However, this value is highly geometry-dependent
and hardly fits within an inverse design framework. For this reason, we neglect
super-linear drag in our analysis model. We observe that a similar issue may arise in
other 2D fluid topology optimization frameworks.
Figure 8.9 presents a comparison between the results obtained using a mixture-
averaged and a full Maxwell-Stefan diffusion model. For this study, we adopt our
2D framework and we consider the cathode as alimented by air such that multi-
component diffusion effects arise. The inlet mass fraction of the chemical species are
set as ωH2O = 0.023, ωO2 = 0.228 and ωN2 = 0.749 in agreement with [363]. The
polarization curves (Figure 8.9(a)) match well. The mixture-averaged framework
gives a mean relative deviation of 0.02 %. This indicates that the oxygen distribution
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Fig. 8.8. Comparison of pressure drop using the 2D and 3D models. (a): reduction of
3D effects by the analysis of a single channel in 3D; (b): introduction of a quadratic
Forchheimer drag term in 2D to account for 3D effects; (c): regions of the 2D
geometry interested by quadratic drag
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(a) (b)
Fig. 8.9. Comparison of responses using the mixture-averaged and Maxwell-Stefan
diffusion models. (a): Polarization curve; (b): outlet oxygen mass flow rate
is slightly affected by the choice of the diffusion model. Kee et al. [236] observed
that the mixture-averaged route may lead to species non-conservation. Figure 8.9(b)
shows the outlet oxygen flow rate as a function of the current density generation for
the two diffusion models. The results suggest that mass non-conservation is not an
issue when modeling the cathode of a PEM fuel cell through a mixture-averaged
diffusion model. The mean relative deviation is below 0.01 %.
8.4.2 Reference design
In this section, we present the design optimization results obtained for a reference
case with Fin = 5 Pa and compare its performance with conventional flow field
layouts. Here, we aim at maximizing only the generated power. Hence, we set
wθ = 0.00 and wW¯ = 1.00 in Eq. (8.30). The design and computational domain
corresponds to the one shown in Figure 8.4 with Win =Wout = 1.20 mm and L =
22.36 mm as in the previous section. The maximum volume of "porous channel"
material, V ∗, is set to 50 % of the total. The filtered elemental design variable
field, s˜, is computed from the nodal design variable field, s, using a filter radius of
r f = 0.35 mm. The material properties are the same adopted for the verification
study presented in Section 8.4.1. However, the channel and GDL depths are modified
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to produce all the topology optimization results. Since our analysis framework does
not account for either flooding or dehydration, there is a chance that the optimized
designs will not perform as expected. As highlighted in Section 8.1, there is evidence
that adopting small channel depths simplifies water management regardless of the
flow field layout [5, 445]. For this reason, we choose the configuration adopted in
[363], where Hgdl = 0.38 mm and Hch = 1.00 mm. Note that water management is
seldom an issue at higher temperatures [83]. Hence, the design results and trends
presented hereafter apply to high temperature PEMFCs with little risk of bias due to
our physics reduction.
The objective history along with snapshots of the projected design variable field
at selected iterations is shown in Figure 8.10. For all the designs presented in
this chapter, we will adopt the colorbar presented in Figure 8.10. The jumps in
the objective history correspond to the transitions between the continuation steps.
The initial design (Figure 8.10(a)) corresponds to a homogeneous projected design
variable field at ρs = 0.5. Within the first continuation step, the "porous rib" material
is retrieved from the regions close to the inlet and outlets and aggregated in two
central areas. Four wide "porous channels" start to appear at iteration 20 (Figure
8.10(b)), which then evolve into Y-shaped connections at iteration 60 (Figure 8.10(c)).
Some regions with intermediate ρs values are still present at the end of the first
continuation step due to the moderate penalization of both the diffusive and advective
transport. At iteration 100, as shown in Figure 8.10(d), the design converges to a
binary {0; 1} layout since a stronger penalization is applied on the intermediate
ρs values. From this point onward, limited objective and layout modifications
are observed. The final optimized design after 180 iterations is shown in Figure
8.11(a). This geometry shows features pertaining to different design concepts
presented in Section 8.1. As in the parallel configuration, our optimized layout
presents inlet and outlet headers that are connected by a number of alternative paths.
The intricate groove of the flow channels somehow recalls the layout of the mesh
flow fields. Furthermore, the width tapering of the main vertical channels and the
inclination angle of the diagonal connections make it similar to the bio-inspired
geometry proposed by [361] and schematically shown in Figure 8.2(e). For this
design optimization case, the need for the last continuation step could be questioned.
However, this last step is essential to ensure convergence to binary {0; 1} designs at
higher Fin values, as considered in the next section.
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Fig. 8.10. Objective history during the optimization process with design snapshots
taken at selected iterations. (a): initial guess; (b): iteration 20; (c): iteration 60; (d):
iteration 100
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Table 8.7. Average current density [A/m2] for the three layouts
topology-optimized parallel serpentine
2785 2635 1120
Figure 8.11 shows a comparison of our optimized design with conventional
flow channel layouts. Benchmark parallel and serpentine flow field layouts are
displayed in Figures 8.11(d) and 8.11(g). For these geometries, the width of the
channels, Wch, is calculated so that the volume constraint in (8.30) is satisfied. The
width of the inlet and outlets sections should be equal in all the layouts to allow
for meaningful comparisons. Since Wch < Win and Wch < Wout , in the serpentine
layout we created small convergent and divergent sections of length Wch at the
inlet and outlets, respectively. The average current density obtained with the three
designs is summarized in Table 8.7. The topology-optimized design yields superior
performance resulting in a 5.7 % and a 248.6 % increase in the average current
density as compared to the parallel and serpentine designs, respectively. The velocity
magnitude and the oxygen mass fraction field displayed in Figure 8.11 help to
identify the physical reasons behind these performance differences. The average
gas velocity in the serpentine layout is much smaller as compared to the other two
alternatives. This is due to a higher average fluid-dynamic resistance of the paths
linking the inlet to the outlets. Hence, the small amount of oxygen entering the cell
is promptly depleted in a region close to the inlet, resulting in a negligible amount
of power generation in the remainder of the cell. A premature reactant depletion
in single serpentine flow fields was also observed in [229]. In agreement with the
considerations of Taccani et al. [412], Figure 8.11(e) suggests that the reactants are
distributed ineffectively when using a parallel flow field. The uneven fluid-dynamic
resistance among the parallel paths yields regions with large oxygen depletion so
that the minimum oxygen mass fraction is 11.07 %. The flow distribution is more
efficient when using our topology-optimized design. The oxygen propagates in the
cell following tree-like paths that closely resemble the diffusive patterns of topology-
optimized fins for LHTES units presented in Chapter 3. This distribution strategy
helps to avoid local minima of the reactant mass fraction field. The minimum oxygen
mass fraction computed for the topology-optimized layout is 15.34 %.
To make sure that the design trends identified are not affected by our depth-
averaging procedure, we analyze the alternative geometries in 3D. The 3D version
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(a) (b) (c)
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Fig. 8.11. Performance comparison with conventional flow field layouts for Fin = 5
Pa. Topology-optimized design (a) with its velocity field (b) and oxygen mass
fraction (c). Parallel layout (d) with its velocity field (e) and oxygen mass fraction
(f). Serpentine layout (g) with its velocity field (h) and oxygen mass fraction (i)
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Fig. 8.12. 3D versions of the topology-optimized (a), parallel (b) and serpentine (c)
designs
Table 8.8. Performance of the the 3D versions of the three layouts
Design
Performance topology-optimized parallel serpentine
Average current density [A/m2] 2770 2661 1034
2D deviation [%] - 0.54 + 0.97 - 7.68
of the topology-optimized layout is obtained using channel walls described by the
ρs = 0.5 iso-countour. Views of the computed geometry and the 3D versions of the
parallel and serpentine layouts are shown in Figure 8.12. The three geometries are
analyzed using high-resolution body-fitted meshes with 444113, 431012, 468174
tetrahedral elements, respectively. The average current densities computed in 3D are
summarized in Table 8.8. The results show a satisfactory match between the 2D and
3D predictions for the topology-optimized and parallel design. A larger discrepancy
is computed for the serpentine layout due to the presence of quadratic drag effects in
correspondence of U-bends that are not captured in 2D (see Section 8.4.1).
The results obtained in the presented numerical example showed that topology
optimization allows optimized flow paths in PEMFC to be obtained without the need
for a close-to-optimal design to start with. The layout computed for a reference
pressure drop of Fin = 5 Pa is superior in terms of power generation to conventional
alternatives like the serpentine and parallel configurations. Furthermore, the 3D
results confirmed the design trends identified in 2D, suggesting that the depth-
averaging procedure described in Section 8.2.1 is a reliable approach for topology
optimization of electrochemical devices.
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Fig. 8.13. Pareto front current density versus pressure drop
8.4.3 The trade-off between pressure drop and power genera-
tion
In this section, we analyze how the optimized designs and power output are affected
by the choice of the inlet pressure, Fin. The model parameters and physical properties
are unchanged with respect to the reference design.
We consider 14 different values of the inlet pressure in the range 0.1 Pa ≤
Fin ≤ 40 Pa. Only minor design and performance differences are observed for
Fin > 40 Pa. For each case, a topology optimization run is performed. To benchmark
the effectiveness of our topology optimization framework, the serpentine and parallel
geometries are analyzed in the same conditions. The computed average current
density is shown in Figure 8.13. In the range of values considered, a reduction in
pressure drop can be obtained only at the expense of less power generation. Hence,
these two performance criteria are antagonist and the curve of the optimized values
in Figure 8.13 is an approximation of the multi-objective Pareto front. The layouts
obtained with our optimization framework are always superior to the conventional
alternatives. Improvements are large at low inlet pressures. The average current
density of the topology-optimized layout at Fin = 1 Pa is 83.21 % and 574.8 % higher
than the one obtained using the parallel and the serpentine flow fields, respectively.
This gap reduces for higher Fin so that the performance enhancement of the topology-
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optimized layout is only 0.89 % and 4.55 % at Fin = 40 Pa. This suggests that
the topology of the flow distributor slightly affects the performance at high inlet
pressures. The optimized layouts obtained at selected Pareto points are displayed in
Figure 8.14. When a higher inlet pressure is available, the geometry evolves more
freely resulting in unintuitive layouts. The number of connections increases and the
width of the channels decreases creating more and more complicated geometries. The
design optimized for Fin = 40 Pa shows similarities with the mesh design concept
(Figure 8.2)(d). To quantify the design modifications along the Pareto front, we study
the evolution of two performance metrics. The first one is the number of internal
holes, Nh, in the layout (filled by "porous rib" material) representing the complexity
of the flow channel topology. The values obtained for the different inlet pressures
are presented in the bar chart of Figure 8.15(a). The number of internal holes, Nh,
increases fast at low inlet pressures and levels-off at Fin = 25 Pa. From this point
onward, no topology modifications are observed. The second performance metric is
a perimeter measure, Γp, based on the total variation of the projected design variable
field [395]:
Γp =
∫
Ω
||∇ρs||2 dx, (8.37)
where || · ||2 indicates the L2 norm. The influence of the inlet pressure on the perimeter
measure of the optimized designs is shown in Figure 8.15(b). The perimeter length
increases monotonically in the range of values considered. At low inlet pressures,
i.e. Fin ≪ 25 Pa corresponding to the region of topological changes, a fast growth of
the perimeter measure is observed. For higher inlet pressure values, i.e. Fin > 25 Pa,
Γp is increased moderately as the perimeter modifications are obtained exclusively
through a higher arc-to-chord ratio of the connections, resulting in a higher tortuosity
of the channels.
To investigate how the optimized layouts perform when operated far from
their reference pressure drop conditions, we consider the designs optimized for
Fin = {0.1; 2.0; 5.0; 10.0; 40.0} Pa. For each geometry, we run five analyses corre-
sponding to different pressure drops, i.e. Fin = {0.1; 2.0; 5.0; 10.0; 40.0} Pa. This
cross-check also helps to exclude the possibility of convergence to unsatisfactory
local minima. The outcome of this investigation is summarized in Figure 8.16. The
results show that each layout performs better than the alternatives in the condition in
which it is optimized for. Furthermore, it shows that the geometries optimized for
Fin = 2.0 Pa and Fin = 5.0 Pa are slightly sensitive to changes in the operating inlet
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Fig. 8.14. Optimized designs obtained for different values of the imposed pressure
drop, Fin
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Fig. 8.15. (a): Effect of the inlet pressure on the number of internal holes of the
optimized layouts; (b): effect of the inlet pressure on the perimeter measure, Γp, of
the optimized layouts
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Fig. 8.16. Performance of the optimized layouts when operated far from their
reference pressure drop conditions
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pressure. The average current density drop in the cases analyzed is only 3.15 % and
3.34 %, respectively. On the other hand, the geometries optimized for Fin = 0.1 Pa
and Fin = 5.0 Pa yield large performance reductions when operated far from their
reference pressure drop condition.
This design study showed that the inlet pressure modifies consistently both the
optimized designs and performance. At low inlet pressures, the topology complexity
and power generation of the optimized designs increase fast. In this case, topology
optimization yields layouts responsible of large improvements as compared to con-
ventional flow fields. At high inlet pressures, the performance is slightly affected by
the layout of the gas distributors. The geometry changes are only due to tortuosity
modifications of the channels, yielding minor power generation enhancements.
8.4.4 Increasing the homogeneity of the current density distribu-
tion
In this section, we study the design trends obtained using the full penalty method,
i.e. wθ ̸= 0.00 and wW¯ ̸= 0.00. The optimization problem (8.30) is solved for five
values of the current standard deviation weight in the range 0.25≤wθ ≤ 7.50. Minor
design and performance differences are observed for wθ > 7.50. We consider the
reference inlet pressure case, i.e. Fin = 5 Pa and a fixed value of the power generation
weight wW¯ = 1.00. The model parameters and material properties are unchanged
with respect to the reference design. The optimized designs are shown in Figure
8.17 along with the reference design case obtained by setting wθ = 0.00. The results
show that there is a significant influence of the weighting factor wθ on the optimized
layouts. As wθ is increased, the geometries feature a higher concentration of "porous
rib" material close to the inlets while the "porous channels" migrate towards the
external edges and outlets. The vertical channel at the center of the cell get thinner
while two diagonal long and wide channels are created for wθ ≥ 5.00, linking the
inlet to the outlets. This suggests that more reactants are able to reach the regions
close to the outlets through convective transport. To demonstrate these design trends,
we consider the following performance metric:
V˜ =
∫
Ω2 ρs dx∫
Ω1 ρs dx
, (8.38)
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wθ = 0.00 wθ = 0.25 wθ = 0.50
wθ = 2.00 wθ = 5.00 wθ = 7.50
Fig. 8.17. Optimized designs obtained for different values of the current standard
deviation weight, wθ , with Fin = 5 Pa and wW¯ = 1.00
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Fig. 8.18. (a): Domain splitting in close-to-inlet region (Ω1) and close-to-outlets
region (Ω2); (b): effect of wθ on volume ratio V˜
where Ω1 and Ω2 are the portions of the design domain shown in Figure 8.18(a). The
parameter V˜ quantifies the "density" of channels in the regions close to the outlets
as compared to its value in the region connected to the inlet. We will refer to V˜ as
volume ratio hereafter. The influence of wθ on the volume ratio of the optimized
layouts is shown in Figure 8.18(b). In the range of values considered, V˜ increases
monotonically. When the power is the unique optimization criteria (wθ = 0.00),
the flow field complexity in Ω2 is comparable to that of Ω1 such that V˜ = 103.5 %.
Obtaining a more homogeneous current density distribution requires more channels
to be located close to the outlets. Setting wθ = 7.50 yields a layout in which the
total volume of the channels in Ω2 is 31.5 % higher than the one measured in Ω1.
Figure 8.19(a) shows that these design modifications are effective in lowering our
criterion of current density dispersion: θiCL is decreased from 86.87 A/m2 to 79.78
A/m2, corresponding to a 8.16 % reduction. The amount of power generated by the
optimized layouts reveals to be slightly sensitive to the choice of wθ (Figure 8.19(b)).
We obtain a reduction of only 0.28 % when raising wθ from 0.00 to 7.50, suggesting
that the power generation is marginally affected by the design features promoting
homogeneity. This indicates that the inclusion of current density dispersion measures
in flow field design optimization frameworks has the potential to indicate promising
routes for practical technological development.
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(a) (b)
Fig. 8.19. (a): Effect of wθ on the standard deviation of current density; (b): effect
of wθ on the average current density
8.5 Conclusions
This chapter demonstrated the use of density-based topology optimization for the
practical design of flow fields in PEMFCs. The objective function was formulated to
maximize both the power output and homogeneity of the current density distribution,
permitting reduced costs and higher durability. The gas dynamics, transport of chem-
ical species, and electrochemical interactions in the cathodic portion of the PEMFC
were computed using a 2D finite element model. The 3D transport effects were
accounted for in the 2D model through an original depth-averaging procedure, which
was verified against the predictions of a full 3D model calibrated using experimental
and numerical results available in literature. Our analysis model framework did
not account for liquid water transport. For this reason, the optimization results are
considered realistic mostly for high temperature systems, in which flooding is seldom
an issue [83].
A graphical summary of the main application-oriented advances is presented
in Figure 8.20. Topology optimization yielded layouts with unintuitive and non-
trivial features. Our reference flow field obtained considering an inlet pressure
of 5 Pa has similarities with various design concepts such as parallel, mesh and
bio-inspired geometries. Its performance was found to be superior to the one of
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Fig. 8.20. Graphical summary of the main application-oriented advances of the
chapter. (a): Performance comparison of the reference topology-optimized design
with the conventional geometries; (b): design trend pressure drop/power generation;
(c): design features promoting the homogeneity of the current density with minimal
impact on the power generation
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both parallel and serpentine flow fields, yielding a 5.7 % and a 248.6 % increase in
the average current density (Figure 8.20(a)). The smaller fluid-dynamic resistance
of our layout allows a much higher air flow rate as compared to the serpentine
geometry. Furthermore, its effective reactants distribution avoids the creation of
regions with a large oxygen depletion, which arise in the parallel geometry due
to the uneven fluid-dynamic resistance of the flow paths. The trade-off between
pressure drop and power generation was then explored to study the influence of the
inlet pressure on both the optimized designs and performance (Figure 8.20(b)). The
results showed that, at low inlet pressures, substantial power output improvements
are achievable through topological modifications of the flow distributor. In this case,
the optimization process yielded large enhancements with respect to the conventional
flow fields. At higher inlet pressures, no topology modifications were observed
and only moderate enhancements could be obtained through the increase of the
tortuosity of the channels. In this case, the performance was found to be slightly
sensitive to the flow field layout and the topology-optimized designs performed
similarly to the serpentine and parallel flow fields. Adding a measure of the current
density dispersion to the optimization objective led to design features capable of
decreasing the current density standard deviation by 8.16 % with negligible impact
on the amount of power generated (Figure 8.20(c)). This finding suggests a viable
route for the future development of these systems with the aim of increasing the
durability.
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Chapter 9
Conclusions
In this chapter, we summarize the work presented in this thesis, highlighting the main
research contributions. Finally, we give recommendations and identify directions for
future developments.
9.1 Contributions
This dissertation developed a systematic framework for the optimal design of energy
systems via topology optimization, yielding both method-related and application-
oriented advances. The method-related advances stem from the modification of
topology optimization approaches to allow practical improvements to LHTES, DHNs
and PEMFCs. The application-oriented advances comprise the identification of
geometries that greatly outperform the current industrial solutions and of design
trends and guidelines that could be of interest to design engineers. The research
objectives of this thesis were formulated according to the four fundamental research
questions discussed in Chapter 1. Here, we present how it is possible to address
them through the main contributions of our work.
Q1 How and how much can we improve the performance of LHTES units through
the design of high conducting structures?
We first developed a density-based topology optimization framework for the optimal
design of fins in shell-and-tube systems. We formulated the design optimization
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problem in order to respond to three design criteria of practical interest. The unit
dynamics was predicted using a simplified phase change model based on transient
nonlinear diffusion. Then, we proposed a multi-scale multi-material design frame-
work based on geometric primitive level-sets to obtain assemblies of periodic cellular
materials that can be manufactured using conventional machining techniques, permit-
ting reduced costs and mass production. To achieve this goal, the analysis and design
capabilities were extended using forward and inverse computational homogenization.
The topology optimization results demonstrated that the optimized layouts strongly
depend on the desired level of discharge of the unit and that there is room for ma-
nipulation of the energy history towards a steadier power output. Hence, powerful
design approaches are crucial in order to reduce costs and increase the efficiency of
this technology. Considering a reduced dimensionality led to suboptimal configu-
rations. The geometries optimized in three dimensions presented unique features
that were not apparent in 2D, yielding an average performance improvement of 20 %
with respect to the 2D layouts. The multi-scale optimization results indicated that
the performance of a limited number of cellular materials with optimized micro-
structure strongly depends on the designer assumptions on the materials aggregation
layout. Our tentative configurations yielded inferior performance with respect to the
topology-optimized fins. However, when the aggregation layout was also controlled
during the optimization, we obtained "machinable" structures responsible for sub-
stantial enhancements, ranging from a 12 % to a 31 % reduction in the discharge
time as compared to the topology-optimized fins.
Q2 How are optimized fin layouts and performance affected by natural convection,
storage unit configuration and materials choice?
To understand the effect of physics reductions in the analysis, we augmented the
finite element model to include the effect of natural convection in the liquid PCM.
Both the phase transition and geometry variations were accounted for in the flow
analysis using a porosity approach. The effect of the material interpolation strategies
and continuation trajectories on the penalization parameters was assessed by means
of simplified conjugate heat transfer examples, revealing that incorrect choices
may easily lead to unsatisfactory local minima. In the effort to produce results of
greater interest for practical installations, we then considered the design of units with
multiple tubes immersed in the shell. In this realistic setup, we investigated the effect
of the unit configuration (by analyzing systems with unique or separate hydraulic
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loops for the hot and cold HTFs) and of the materials choice (by considering different
popular combinations of PCMs and HCMs). The numerical results demonstrate
that accounting for fluid flow in the analysis is crucial for melting. The topology-
optimized layout allows unobstructed liquid motion in the regions subject to strong
convective currents. Diffusive-like geometries evolved in those regions that cannot
be reached by the fluid. This layout led to a 26 % reduction in the charge time as
compared to a benchmark diffusive geometry. For solidification, both the design and
performance differences with respect to the diffusive structure were moderate. The
structure optimized for solidification yielded only an 11 % reduction in the discharge
time. This indicates that a simplified phase change model may be a viable route
for the preliminary design of geometries enhancing solidification. When tested on
a real-world single-tube storage unit for DHNs, topological geometries, as well as
their post-processed versions for easier manufacturing, were found to be superior to
the conventional longitudinal fins, yielding enhancements between 7.3 % and 32.3
%. Multi-tube units with unique or separate hydraulic loops for the hot and cold
HTFs required ad-hoc designs. Using finned tubes optimized by considering circular
periodicity or a different loop configuration was found to lead to sudden degradations
of the heat transfer rate. The cost-constrained design studies conducted with different
HCM-PCM combinations revealed that using steel is never convenient in terms of
both the energy and power density of the unit. Furthermore, the optimized layouts
were found to be slightly sensitive to the choice of PCM, suggesting that a modular
fin configuration can be adopted for both low, intermediate and high temperature
installations.
Q3 How can we enhance the resilience of district heating infrastructures through
the design of the network layout and the control of user valves?
We considered improvements to the robustness and rapidity aspects of the resilience
of the infrastructure. We developed a topology optimization framework for the robust
design of looping paths in existing DHNs for maximized absorption of external per-
turbations. The robustness was quantified with a sensitivity metric computed through
adjoint calculus. This fully deterministic route did not require the characterization
of the input uncertainty, which may be hard to achieve in real-world installations.
The rapidity was improved using a centralized control framework of user valves
constructed with the MMA and discrete adjoint sensitivities. This was devised to
quickly restore acceptable levels of service after a disruptive mechanical failure
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event. The fluid-dynamic and thermal analyses at each optimization iteration were
conducted using a validated computational model based on a graph representation of
the network. The robust design results suggest that our sensitivity metric leads to lay-
outs that are more capable of withstanding fluid-dynamic noise than those obtained
using a minimum power dissipation formulation. Robustness and investment cost lie
on a Pareto front, where large resilience improvements (+ 38.8 %) are obtained at a
limited cost (400 ke ) by modifying the connectivity of the network. Our control
optimization studies reveal that a centralized management represents a substantial
progress with respect to the approach in use today. Among the different failure
cases analyzed, we obtained improvements to the thermal deficit of the most critical
user between 5.89 % and 56.38 %. All the mechanical failures simulated could be
handled to limit the impact on service with minimal backup pumping power. This
strategy is suitable for integration within an RTI framework, where a continuous
feedback from metering devices can be used to improve the accuracy of both the
forward and sensitivity analyses.
Q4 How and how much can we improve the efficiency and durability of PEMFCs
through the design of reactants flow paths?
We developed a density-based topology optimization framework for the design of
flow fields in PEMFCs to obtain efficient and durable devices. The physical response
of the system was predicted using a 2D finite element model, accounting for the fluid
dynamics, transport of chemical species and electrochemistry at the cathode. The
three-dimensional effects were reproduced in 2D using a depth-averaging procedure,
whose accuracy was verified against the 3D predictions. The efficiency was im-
proved by maximizing the power generation at a fixed pressure drop. The durability
was improved by minimizing a measure of dispersion of the current density so that
steep thermal gradients and stresses are avoided. The power maximization results
demonstrate that the topology-optimized layouts are superior to conventional flow
fields due to an increased reactants flow rate and improved distribution effectiveness.
For a reference design case with a pressure drop of 5 Pa, the topology-optimized
design led to a 5.7 % and a 248.6 % increase in the average current density com-
pared to the parallel and serpentine flow fields, respectively. When our measure of
homogeneity was included in the objective, we obtained design features that slightly
influence power generation. The optimization process led to a layout yielding a 8.16
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% reduction of the current density standard deviation with only a 0.28 % degradation
of the power generated.
9.2 Perspectives
This thesis answered a few research questions but raised many others. We foresee
and recommend future research in the following five areas.
Experimental validation of the optimization results
Various discussions with scholars within the applied heat transfer community re-
vealed that most practitioners are impressed by the topology optimization results but
seldom believe in the method for real-world problems. In our view, experimental
testing to validate the topology optimization results is essential to win over skepti-
cism and make a real step forward in innovating the outdated design methodologies.
Future researches should focus on assessing whether the optimized designs presented
in this thesis perform as expected and improving both the analysis and design mod-
els using feedbacks from experiments. In all the applications considered in this
thesis, we observed some basic principles and formulated preliminary technology
concepts. This collocates the proposed enhancement techniques to a Technology
Readiness Level (TRL) of 2 according the classification adopted by the European
Union [123]. Experimental testing and technology validation at the laboratory scale
has the potential to raise the optimized layouts to a TRL of 4.
Advances using the presented analysis and design framework
Here, we include the researches that can be conducted in the field of LHTES and
DHNs using the computational tools developed in this thesis. First, some recent
numerical results [477] show that needle-like HCM formations are superior to tree
structures for both thermal compliance and maximum temperature minimization.
Future researches should assess whether this trend is valid also for heat transfer
enhancement in LHTES systems by repeating our optimization studies with dif-
ferent initial guesses and periodicity assumptions. Second, the design studies that
considered natural convection in the liquid PCM were limited to two dimensions
and to the macroscopic scale. Combining heat transfer enhancements due to the
3D and convective design features with the developed multi-scale capabilities has
the potential for dramatic improvements to the structures in use today. We are
currently working in this direction. Furthermore, we speculate that the utilization of
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multi-scale structures allows a finer manipulation of the process dynamics. Hence,
the design of multi-scale structures may merit further investigations in view of the
applications that are particularly sensitive to the power level. Last, it may be of
interest to obtain optimized layouts and provide guidelines for mechanical design
under different conditions and configurations such as the melting of units with high
Rayleigh number, the simultaneous charge and discharge in multi-tube systems and
the enhancement of shell-and-tube units with a large number of immersed pipes.
The presented work in the field of district heating revealed that our demonstrative
robust design and centralized control framework may have interesting capabilities
on the small subnetwork considered. However, the method is better suited to larger
and more complex transportation networks due to it its scalability properties. Future
studies should consider this possibility.
Extensions of the analysis and optimization capabilities
Here, we include some possible extensions of the analysis and design tools developed
in this thesis that can greatly contribute to advances in the field of LHTES, DHNs
and PEMFCs. LHTES units are often operated with variable operating conditions
of the HTF and using a sequence of partial charge/discharge cycles. The design of
high conducting structures for stable performance with respect to different utilization
strategies and conditions is certainly of interest to commercial installations. For
this purpose, we plan on augmenting our design framework with computationally
efficient ways for analysis and design under uncertainty such as the Polynomial
Chaos Expansion (PCE) or perturbation methods. Advances in the topology opti-
mization of shape memory alloys with programmed dynamics [294] and some recent
experiments [200] for pool boiling enhancement are paving the way to the field of
deformable smart structures. Our numerical experiments suggested that the length of
the optimized fins increases with the amount of energy to be charged and discharged
into and from the unit. Designing fins with prescribed dynamics that open and close
like flowers by motion in the liquid PCM is a challenging but exciting possible
future development. Also advances in the field of DHNs and PEMFCs require the
development of additional analysis and optimization capabilities. First, the network
model for control applications should be augmented to account for dynamics. This
will allow to develop control algorithms based on formal MPC frameworks that are
suited to both daily planning and on-line control in ordinary operating conditions.
Second, neglecting water management in PEMFC may yield non-realistic results in
low temperature systems. For this reason, the model should be improved to account
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for multi-phase flow. Last, preliminary studies that were not presented in this thesis
suggest that the optimized 3D flow field layouts present unintuitive features able to
further boost performance. However, the physical model should also consider elec-
trical conduction since ohmic losses may become predominant in some geometric
configurations.
Advances in topology optimization for energy applications
Here, we discuss recommendations for future research in the field of topology
optimization that can increase its employability to solve energy problems. Most of the
optimization experiments presented in this thesis involved coupled flow and transport
phenomena. For these multi-physics problems, the selection of proper continuation
trajectories on the penalization parameters is by no mean a trivial task. Our analysis
demonstrated that improper choices may lead to poorly-performing local minima
due to an imbalance between transport mechanisms at early continuation steps. This
issue is generally solved by an endless and frustrating parameters tuning. Our study
provided insights into the methodological problem but did not identify any suitable
solution. We are convinced that future researches should look at rigorous methods
for the proper selection of the continuation schemes in coupled problems. The
accuracy of our novel multi-scale multi-material topology optimization framework
based on geometric primitive level-sets was found to be affected by the issue of
the interface superposition, which is inherent in the Ersatz material approach for
the geometry representation. Although this created limited problems in the design
examples considered in this thesis, we welcome future developments using design
models that retain a crisp definition of the interfaces, such as the XFEM level-set
approach. Last, we observed a wide acceptance among practitioners of our topology
optimization framework based on geometric primitives. Well-behaved shapes of
structures are easy to understand, fabricate and verify. Since the method is still in
its infancy, large efforts should be taken in the future to explore and improve this
promising route.
Broadening the range of energy problems
This thesis focused only on three representative energy applications. There is a large
number of high potential technologies in the energy field that demand advanced
design methodologies to reduce costs, improve the efficiency and increase the re-
silience. We plan on broadening the spectrum of energy applications to: the design
of 3D printed plastic blades for small hydro turbines; the design of flow fields in
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redox flow batteries; the design of ceramic multi-scale absorbers for volumetric CSP
receivers; the design and control of large electricity and gas distribution networks.
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