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Einleitung
Uniaxial anisotrope Antiferromagnete sind seit mehreren Jahrzehnten Gegenstand intensiver
theoretischer und experimenteller Forschung. Dabei sind vorrangig verschiedene geordnete mag-
netische Strukturen und Phasenübergänge sowie multikritische Phänomene von Interesse.
Ausgangspunkt dieser Arbeit sind neuere Untersuchungen zu antiferromagnetischen Kupraten,
insbesondere zu La5Ca9Cu24O41 , einem Kuprat in der Materialklasse der Telefonnummern-
Verbindungen [1, 2]. In den Kupferoxid-Ebenen der Materialien werden von Cu2+-Ionen mit
Spin S = 12 ferromagnetische Spinketten gebildet, die über einen antiferromagnetischen Aus-
tausch miteinander gekoppelt sind. Gleichzeitig existieren in den Ketten Cu3+-Ionen, die zum
Einen elektronische Löcher und zum Anderen unmagnetische Defekte, S = 0 , darstellen. Der
magnetische Austausch zwischen den Kupferoxid-Ebenen ist sehr schwach und kann für die im
Folgenden zu beschreibenden Eigenschaften vernachlässigt werden, so dass zweidimensionale
Systeme betrachtet werden. Eine erste interessante Eigenschaft, für die es experimentelle Hin-
weise gibt, sind von den Defekten gebildete Streifenstrukturen, bei denen die unmagnetischen
Defekte oder Löcher antiferromagnetische Domänen in den Kupferoxid-Ebenen voneinander
trennen. Die Streifenbildung folgt aus einemWechselspiel von Spin- und Ladungsfreiheitsgraden.
Die Streifenordnung kann durch ein äußeres Magnetfeld, H , oder durch Erhöhung der Tempera-
tur, T , zerstört werden. Neben diesem beispielsweise in Neutronenstreuexperimenten beobach-
teten Phasenübergang ﬁndet man aus Suszeptibilitätsmessungen im (H,T )-Phasendiagramm
von La5Ca9Cu24O41 eine weitere interessante Anomalielinie, die auf das Auftreten von lokal ge-
ordneten Spin-Flop-Strukturen zurückgeführt wird [3, 4]. Solche Spin-Flop-Strukturen werden
in uniaxial anisotropen Heisenberg-Antiferromagneten durch ein Magnetfeld stabilisiert. Beide
Phänomene, das Auflösen von Streifenstrukturen und die Spin-Flop-Anomalielinie, können in
zweidimensionalen Spinmodellen reproduziert werden. Es handelt sich um ein uniaxial aniso-
tropes Heisenberg-Modell mit eingefrorenen Defekten [5] und ein Ising-Modell mit beweglichen
Defekten [6]. Eine Modellierung von La5Ca9Cu24O41 über ein zweidimensionales uniaxial aniso-
tropes Modell ohne Defekte [7] erlaubte zwar, die gemessene Spinwellendispersion zu beschrei-
ben, gibt aber nicht experimentell bestimmte, thermodynamische Eigenschaften des Magneten
korrekt an [8]. In der Ising-Variante wird benutzt, dass ein Heisenberg-Magnet mit starker uni-
axialer Anisotropie näherungsweise einem Ising-Modell entspricht.
Diese Modelle sind im Rahmen dieser Arbeit aufgestellt bzw. modiﬁziert und genauer analysiert
worden. Das Ising-Modell mit beweglichen Defekten beschreibt die Bildung von Defektlinien
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senkrecht zu den Spinketten und einen Phasenübergang, in dem die Streifenordnung zerstört
wird. Das Modell wurde um ein Pinning-Potential erweitert [9], das periodisch angeordnete
Defektpositionen energetisch auszeichnet. In den Kupraten könnten die Kalzium- und Lanthan-
Ionen solche Pinning-Zentren hervorrufen, deren Anordnung relativ zu den Spinketten jedoch
unbekannt ist. In dieser Arbeit wird daher die Auswirkung alternativer Verteilungen, z. B. zu-
fällig angeordneter Pinning-Positionen auf die Streifenordnung systematisch untersucht.
Zur Beschreibung der Spin-Flop-Anomalie wird ein Heisenberg-Modell mit eingefrorenen De-
fekten vorgeschlagen und analysiert [5]. Das Modell zeigt kurzreichweitige antiferromagnetische
Ordnung, die bei der Erhöhung des Magnetfelds gegenüber ebenfalls nur lokal geordneten Spin-
Flop-Strukturen instabil wird. Die sorgfältige und realistische Modellierung der Wechselwirkun-
gen anhand experimenteller Ergebnisse ermöglicht, die Simulationsdaten mit den Messungen an
La5Ca9Cu24O41 quantitativ zu vergleichen.
Die Analysen zu den experimentell begründeten, zweidimensionalen, uniaxial anisotropen Hei-
senberg-Modellen [5, 7, 8] werfen grundlegende Fragen zu den Phasendiagrammen und kri-
tischem Verhalten solcher Systeme auf. Ein wichtiger Aspekt der vorliegenden Arbeit ist es,
hier Fortschritte zu erzielen. Ein generisches Modell ist das XXZ-Modell auf einem Quadrat-
gitter. Frühe Analysen [10] des klassischen Modells, in dem die Spins durch klassische Vek-
toren konstanter Länge dargestellt werden, haben bereits gezeigt, dass bei tiefen Temperatu-
ren und niedrigen Magnetfeldern die Spins langreichweitig antiferromagnetisch geordnet sind,
während in höheren Feldern eine Spin-Flop-Phase mit algebraisch abfallenden Korrelationen
auftritt [10]. Die Übergänge von der antiferromagnetischen bzw. Spin-Flop-Phase in die un-
geordnete, paramagnetische Phase liegen generell in der Ising- bzw. der Kosterlitz-Thouless-
Universalitätsklasse [10]. Ungeklärt blieb aber in der Folgezeit bis zu dieser Arbeit, wie die
beiden geordneten Phasen ineinander übergehen und wie der mögliche Tripelpunkt zwischen
der antiferromagnetischen, Spin-Flop- und paramagnetischen Phase zu charakterisieren ist. In
frühen Renormierungsgruppenrechnungen [11, 12] werden eine Reihe von möglichen Szenarien
diskutiert, z. B. mit einem bikritischen oder einem tetrakritischen Punkt als Tripelpunkt. Einige
der Vorhersagen für dreidimensionale Modelle sind jedoch vor Kurzem angezweifelt worden [13].
Die Anwendung auf zwei Dimensionenen kann zudem problematisch sein, da hier Phänomene
auftreten können, die bei der in den Renormierungsgruppenrechnung benutzten Entwicklung
um höhere Dimension nicht ohne Weiteres erfasst werden (z. B. schließt das Mermin-Wagner-
Theorem [14] einen bikritischen Punkt bei T > 0 in zwei Dimensionen aus).
Ein Aspekt, der in bisherigen Studien zum XXZ-Modell übersehen wurde (und in dieser Arbeit
betrachtet wird), ist die Existenz bikonischer Strukturen als bei einem kritischen Feld mit den
antiferromagnetischen und Spin-Flop-Strukturen entartete Grundzustände. In der Tat wird ge-
zeigt werden, dass bikonische Fluktuationen auch für das thermische Verhalten zwischen den
antiferromagnetischen und Spin-Flop-Phasen eine wichtige Rolle spielen.
Um die Bedeutung bikonischer Strukturen genauer zu analysieren, wird hier das zweidimensio-
nale XXZ-Modell um eine Ein-Ionen-Anisotropie1 erweitert werden. Je nachdem, ob der Term
mit der Uniaxialität konkurriert oder sie verstärkt, können im Grundzustand bikonische Struk-
1 single-ion anisotropy
3turen über ein endliches Feldintervall stabilisiert oder auch komplett unterdrückt werden. Die
hieraus resultierenden Phasendiagramme werden bestimmt und durch Vergleich Schlüsse für das
Phasendiagramm des XXZ-Modells gezogen. Insbesondere bildet sich bei konkurrierender Ein-
Ionen-Anisotropie zwischen der antiferromagnetischen und der Spin-Flop-Phase eine bikonische
Zwischenphase aus. Diese bikonische Zwischenphase ist simultan in den Spinkomponenten ent-
lang und senkrecht zur Anisotropierichtung geordnet [15]. Für das kritische Verhalten an den
Übergängen in die antiferromagnetische und die Spin-Flop-Phase existieren Vorhersagen der
Renormierungsgruppentheorie [16], die anhand von Simulationsdaten überprüft werden.
In der quantenmechanischen Version des XXZ-Modells mit Spin S = 12 werden ebenfalls die
Typen der Phasenübergänge und die Topologie des Phasendiagramms in der Übergangsregi-
on zwischen der antiferromagnetischen und der Spin-Flop-Phase analysiert. Wie seit vielen
Jahren bekannt ist das Modell äquivalent zu einem bosonischen Gittergas [17]. Experimente
mit Atomen in optischen Gittern [18] oder superﬂüssigen Helium-Filmen [15] können über das
Modell beschrieben werden. Das Spin-12 -XXZ-Modell auf einem Quadratgitter ist vor wenigen
Jahren insbesondere von einer Gruppe an der ETH Zürich mithilfe von Quanten-Monte-Carlo-
Simulationen untersucht worden [19, 20]. Die Simulationsdaten wurden dahingehend interpre-
tiert, dass ein direkter Übergang erster Ordnung zwischen der antiferromagnetischen und der
Spin-Flop-Phase stattﬁndet. Der Tripelpunkt zwischen der antiferromagnetischen, Spin-Flop-
und paramagnetischen Phase wird lokalisiert und als kritischer Endpunkt identiﬁziert. Auf der
Übergangslinie zwischen der antiferromagnetischen und der paramagnetischen Phase wird ein
trikritischer Punkt gefunden. Somit scheint das Phasendiagramm des quantenmechanischen
Modells deutlich von demjenigen des klassischen Modells abzuweichen. Diese Vorhersagen wer-
den hier mithilfe von Quanten-Monte-Carlo-Simulationen (Stochastische Reihenentwicklung)
höherer Genauigkeit und für größere Systeme als in der Züricher Studie überprüft.
Im Folgenden wird ein Überblick über die Struktur der hier vorgelegten Arbeit gegeben.
Die Untersuchungen der Modelle zu den Telefonnummern-Verbindungen beschreibt Kapitel 1.
Zu Beginn werden die experimentellen Befunde zusammengefasst, die für die Modellierung der
locharmen Spinketten in La5Ca9Cu24O41 wesentlich sind. Für das Ising-Modell mit bewegli-
chen Defekten werden zunächst bereits bekannte Resultate vorgestellt und dann um die neuen
Ergebnisse ergänzt. Die Diskussion zur Modellierung und den Monte-Carlo-Simulationen zum
uniaxial anisotropen Heisenberg-Modell mit Defekten beendet das Kapitel.
Den Hauptteil der Arbeit bilden die Kapitel 2 und 3 zum XXZ-Modell auf dem Quadratgitter.
Für die klassische Variante werden zunächst die Grundzustände und das Phasendiagramm in
der Feld-Temperatur-Ebene dargestellt. Die genauen Untersuchungen des Übergangsbereichs
zwischen der antiferromagnetischen und der Spin-Flop-Phase werden ausführlich diskutiert.
Die Simulationen der erweiterten Modellvariante mit einer Ein-Ionen-Anisotropie ergänzen die
Analysen und führen auf einen Vergleich der Phasendiagramme in der Übergangsregion. Das
quantenmechanische Modell wird in Kapitel 3 behandelt. Darin werden die Aussagen in [19] zu
der Topologie des Phasendiagramms geprüft und eigene, abweichende Ergebnisse begründet.
Eine Zusammenfassung der wichtigsten Ergebnisse schließt sich an. In den Anhängen werden
die Grundzustandsberechnungen sowie die verwendeten Monte-Carlo-Methoden erläutert.

Kapitel 1
Magnetismus der defektarmen
Spinketten in La5Ca9Cu24O41
Neuere Experimente liefern Hinweise, dass Streifenstrukturen in den so genannten Telefonnum-
mern-Verbindungen La5Ca9Cu24O41 existieren. In den CuO2-Ebenen der Materialien werden
von den Cu2+-Ionen mit Spin S = 12 ferromagnetische Kettensegmente gebildet, die über einen
antiferromagnetischen Austausch miteinander wechselwirken. In Abhängigkeit von der Dotie-
rung mit Lanthan werden in den Spinketten Cu3+-Ionen erzeugt, die einem unmagnetischen
Zustand, S = 0 , entsprechen und daher hier als Defekte bezeichnet werden. Sie könnten sich
senkrecht zu den Ketten in Linien anordnen, die antiferromagnetische Domänen voneinander
trennen, und so die Streifenbildung in den Kupraten verursachen. Mit der Erhöhung eines ex-
ternen Magnetfelds geht die Ordnung der Kettenebenen in einem Phasenübergang verloren.
Bei weiterer Steigerung der Feldstärke innerhalb der ungeordneten Phase zeigen Messungen ein
zweites Maximum in der Suszeptibilität, das durch eine Änderung der lokalen Ordnung von
antiferromagnetischen zu Spin-Flop-Strukturen erklärt wird.
Die Interpretation der experimentellen Ergebnisse motiviert, zwei klassische Spinmodelle zu
deﬁnieren, um einen möglichen Zusammenhang zwischen einer (Un-)Ordnung der Defekte und
der magnetischen Ordnung zu untersuchen. Die Modellierungen berücksichtigen die Kristall-
struktur der Kupfer-Spins, die mikroskopischen Wechselwirkungen und mögliche statische und
dynamische Konﬁgurationen der unmagnetischen Defekte in den CuO2-Ebenen der Kupferoxid-
Verbindungen. Die Analyse der Modelleigenschaften liefert mögliche Erklärungen der magne-
tischen Phänomene, die die defektarmen Verbindungen La5Ca9Cu24O41 bei tiefen Temperaturen
charakterisieren, und erlaubt z. T. quantitative Vergleiche mit den Messergebnissen.
Ein Ising-Modell mit Defekten [6] reduziert die Anisotropie der Wechselwirkungen in den Kupra-
ten auf eine Darstellung mit Ising-Spins. Es beschreibt die Bildung von Defektlinien senkrecht
zu den Spinketten und einen Phasenübergang, der die Streifenordnung zerstört. Über die ex-
perimentelle Motivation hinaus, zeigt das Modell aus theoretischem Blickwinkel, dass mobile
Defekte in einem Ising-Modell überraschende Eﬀekte hervorrufen: U. a. existiert eine Tieftempe-
raturphase mit algebraischer Ordnung, eine so genannte Kosterlitz-Thouless-Phase. Durch die
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Abbildung 1.1: Kristallstruktur von (Sr ,Ca ,La)14Cu24O41 in einer perspektivischen Darstel-
lung mit Blickrichtung entlang der kristallographischen c-Achse, d. h. entlang der Ketten
und Leitern. Aus [21].
magnetischen Kopplungen entstehen eﬀektiv attraktive Wechselwirkungen zwischen benachbar-
ten Defekten, die die Streifeninstabilität treiben könnten.
In einem Heisenberg-Modell mit statischen Defekten [5] unterdrückt die zufällige Anordnung der
Defekte jede langreichweitige magnetische Ordnung. Es bilden sich jedoch lokale antiferromag-
netische Domänen aus, die bei der Erhöhung eines externen Magnetfelds gegenüber ebenfalls
nur lokal geordneten Spin-Flop-Strukturen instabil werden. Dabei zeigt die Suszeptibilität ein
breites unkritisches Maximum, dessen Höhe und Position quantitativ mit den Messergebnissen
in den Telefonnummern-Verbindungen übereinstimmen.
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1.1 Experimentelle Ergebnisse
La5Ca9Cu24O41 gehört zur Materialklasse der Telefonnummern-Verbindungen, dotierten Ku-
praten mit der formalen Stöchiometrie (Sr ,Ca ,La)14Cu24O41, die seit Jahren Gegenstand in-
tensiver experimenteller Forschung sind; einen aktuellen Überblick bieten [1, 2]. Ihre elektro-
nischen und magnetischen Eigenschaften werden von zwei verschiedenen Kupferoxid-Struktu-
ren bestimmt, den Spinleitern und -ketten. Da die Leitern eine große Spin-Anregungslücke
von ≈ 400K aufweisen [22], dominieren die Kettenebenen das magnetische Verhalten der Tele-
fonnummern-Verbindungen bei tiefen Temperaturen. Außer den komplizierten, z. T. anisotropen
Kopplungen der Kupfer-Spins, S = 12 , innerhalb und zwischen den Ketten spielen unmagneti-
sche Kupfer-Plätze, S = 0 , vermutlich eine zentrale Rolle. Deren Anordnung könnte sowohl von
den magnetischen Wechselwirkungen als auch durch ein elektrostatisches Potential beeinﬂusst
werden, das von den eindotierten Strontium-, Lanthan- und Kalzium-Ionen erzeugt wird.
Kristallstruktur
Der Analyse magnetischer Eigenschaften der Telefonnummern-Verbindungen liegt die in Abbil-
dung 1.1 dargestellte Kristallstruktur [23, 24] des Schichtsystems zu Grunde: Die Materialien
bestehen aus zwei Typen von Kupferoxid-Ebenen, den Leitern- und den Kettenebenen, die ent-
lang der kristallographischen b-Achse alternierend geschichtet sind. Die dazwischen liegenden
Dotierungsebenen enthalten die Strontium-, Kalzium- oder Lanthan-Ionen. Die Kupferoxid-
Substrukturen sind Cu2O3-Leitern und CuO2-Ketten; die beiden strukturell eindimensiona-
len Systeme verlaufen entlang der kristallographischen c-Achse. Die Längen der Einheitszellen
innerhalb der beiden Kupferoxid-Ebenen unterscheiden sich nur in dieser c-Richtung, für die
Leitern werden cL = 3.9Å , für die Ketten cK = 2.75Å gemessen [23, 24]. Für das Gesamtsystem
ergibt sich mit dem Verhältnis 7cL ≈ 10cL die relativ große Einheitszellenlänge in c-Richtung
von c ≈ 27.5Å . Entlang der kristallographischen a-und b-Achsen sind die Einheitszellen der un-
terschiedlichen Subsysteme jeweils gleich lang, a ≈ 11.5Å und b ≈ 12.6Å.
Die für den Magnetismus relevanten Ketten bestehen aus kantenverknüpften CuO4-Plaketten,
so dass die Kupfer-Ionen über zwei, zueinander annähernd rechtwinklige Cu −O-Bindungen
miteinander verbunden sind (vgl. Abbildung 1.2). Die relative Verschiebung der Kupferoxid-
Ketten innerhalb einer Ebene ist vermutlich temperatur- und dotierungsabhängig. Vorläuﬁge
Streuexperimente [5, 25] deuten in den locharmen Verbindungen La5Ca9Cu24O41 darauf hin,
dass sich die Kupfer-Atome der Ketten in einem Rechteckgitter anordnen, vgl. Abbildung 1.2.
Elektronische Löcher bzw. magnetische Defekte
Bei der mikroskopischen Modellierung der Kettenebenen spielt die Existenz verschieden valen-
ter Kupfer-Ionen, d. h. Cu2+ und Cu3+ , in den Telefonnummern-Verbindungen eine zentrale
Rolle. Abzählen der Valenzen mit Sr2+ , Ca2+ und La3+ in den Dotierungsebenen führt auf
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Abbildung 1.2: Kettenebene in (Sr ,Ca ,La)14Cu24O41 mit einer schematischen, klassischen
Darstellung der Spins (Cu2+ ) und elektronischen Löcher bzw. magnetischen Defekte (Cu3+ )
sowie der eﬀektiven Wechselwirkungen zwischen den Kupfer-Ionen. Nach [4].
die formale Kupfer-Valenz von 2.25− (x/24) bei Lax(Sr ,Ca)14−xCu24O41 für die gesamte Ein-
heitszelle, d. h. für Leitern und Ketten. Durch die Dotierung mit Lanthan lässt sich daher die
Zahl der Elektronen bzw. elektronischen Löcher auf den Kupfer-Plätzen pro Formeleinheit in
einem weiten Bereich einstellen: (Sr ,Ca)14Cu24O41 enthält in der Einheitszelle 18 Cu2+- und
6 Cu3+-Ionen, La6(Sr ,Ca)8Cu24O41 ausschließlich Cu2+.
Während die Cu2+-Ionen jeweils einem eﬀektiven Spin-12 entsprechen, wird in den Kettensyste-
men auf den Kupferoxid-Plaketten mit Cu3+ ein lokalisierter, unmagnetischer Gesamtzustand
vermutet [26]: Mit den Elektronen der benachbarten Sauerstoﬀ-Atome bildet das elektronische
Loch ein Zhang-Rice-Singulett [27], d. h. einen unmagnetischen Defekt, S = 0.
Sowohl Experimente als auch Rechnungen legen nahe, dass die elektronischen Löcher nicht
gleichmäßig auf die beiden Subsysteme, d. h. auf Leitern und Ketten verteilt sind: die überwie-
gende Zahl beﬁndet sich in den Kettenebenen, wobei die Verteilung als schwach dotierungsab-
hängig angenommen wird. Z. B. können Messungen der optischen Leitfähigkeit in den Lanthan-
freien Verbindungen Sr14−xCaxCu24O41 mit 0 ≤ x ≤ 14 damit erklärt werden, dass bei der
isovalenten Ersetzung von Sr2+ durch Ca2+ sich die Zahl der Cu3+-Ionen in den Kettenebenen
verringert [28]. Messergebnisse mittels Röntgenabsorptions-Spektroskopie [29] und Elektronen-
spinresonanz [30, 31] werden dahingehend interpretiert, dass bei maximaler Kalzium-Dotierung
immer noch mehr als 80% der Löcher in den Ketten verbleiben. Eine theoretische Abschät-
zung der Madelung-Potentiale in den beiden Substrukturen [32] erklärt diesen Ladungstransfer
mithilfe einer Verzerrung des Kristallgitters, die durch den geringeren Ionenradius von Ca2+ ver-
ursacht wird. Die numerische Berechnung, der die Messung der Ionenpositionen gemäß [23] zu
Grunde liegt, reproduziert die experimentellen Befunde jedoch nur qualitativ: Für Sr14Cu24O41
werden lochfreie Leitern prognostiziert, d. h. alle Löcher befänden sich in den Ketten, während
sie in Ca14Cu24O41 vollständig auf die Leitern transferiert würden.
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Bei Dotierung mit Lanthan verringert sich der formale Lochgehalt des Gesamtsystems, z. B.
besitzt in der hier interessierenden Verbindung La5Ca9Cu24O41 nur eines der 24 Kupfer-Atome
pro Einheitszelle die Valenz Cu3+ . Die ungleiche Verteilung der Löcher zwischen den Subsys-
temen sollte jedoch analog zu den lochreichen Systemen mit Strontium und Kalzium erhalten
bleiben: Experimente weisen darauf hin [26], dass sich in LaxCa14−xCu24O41 die elektronischen
Löcher bzw. magnetischen Defekte überwiegend in den Ketten beﬁnden. Dies wird damit er-
klärt, dass die Ionenradien von La3+ und Sr2+ nur wenig voneinander abweichen und deshalb
eine Verzerrung des Kristallgitters vermieden wird, die als mögliche Ursache eines Ladungs-
transfers in die Leiterstrukturen gilt.
Zusammenfassend werden in La5Ca9Cu24O41 fast alle elektronischen Löcher in dem Subsystem
der Ketten erwartet. Da innerhalb einer Einheitszelle zehn Kupfer-Atome zu den CuO2-Ebenen
gehören, ergibt sich für eine Modellierung der locharmen Spinketten ein Defektanteil von≈ 10%.
Magnetische Eigenschaften
In Abbildung 1.2 ist die Kristallstruktur der CuO2-Ketten zusammen mit einer schematischen
Darstellung der Spins und Defekte gezeigt. Die magnetischen Wechselwirkungen zwischen den
Spins innerhalb der Ketten, auch über einen Defekt hinweg, werden als Superaustausch über
die Sauerstoﬀ-Ionen vermittelt. Bei nächstbenachbarten Cu2+-Ionen beträgt gemäß kristallo-
graphischer Daten [23, 24] der Bindungswinkel des Austauschpfades nahezu 90◦ , so dass die
Goodenough-Kanamori-Anderson-Regeln [33] eine ferromagnetische Wechselwirkung vorhersa-
gen. Dies wird in Experimenten bestätigt [4, 21]. Die Kopplung erweist sich u. a. in der Interpre-
tation der Messergebnisse der Suszeptibilität als schwach anisotrop mit der b-Achse als leichter
Magnetisierungsachse [3, 30, 34]. Die Stärke der Anisotropie kann aus den experimentell er-
mittelten Werten der Austauschintegrale und der Spin-Anregungslücke zu ≈ 2.5% abgeschätzt
werden [7].
Eine Wechselwirkung übernächster Nachbarspins wird in den CuO2-Ketten als antiferromag-
netisch erwartet [35]. Eine Quantiﬁzierung des Größenverhältnisses der Kopplungen nächster
und übernächster Nachbarn ohne den Einﬂuss von Defekten erhält man aus dem Vergleich mit
inhärent lochfreiem Li2CuO2 . Dessen CuO2-Ketten weisen dieselben Austauschpfade zwischen
Cu2+-Ionen bei ähnlichen Bindungswinkeln auf; die Messungen lassen sich an theoretische Vor-
hersagen zur Druckabhängigkeit der Kopplungen quantitativ anpassen, vgl. für eine ausführliche
Diskussion [36]. Die neuesten Abschätzungen der Parameter betragen ≈ 100K für eine ferro-
magnetische Wechselwirkung nächster und ≈ −35K für einen antiferromagnetischen Austausch
übernächster Nachbarn [5].
Sind innerhalb einer Kette zwei Spins durch einen Defekt voneinander getrennt, bleibt die Kopp-
lung übernächster Nachbarn antiferromagnetisch; sie wird jedoch als stärker als alle anderen
Wechselwirkungen angenommen. Eine plausible Begründung hierfür ist der geringere Radius
der Cu3+-Ionen, der einen größeren Überlapp der p-Orbitale der am Superaustausch beteiligten
Sauerstoﬀ-Atome ermöglicht. Erst eine Konﬁguration zwei aufeinander folgender Defekte ent-
koppelt wahrscheinlich die Spins der Cu2+-Ionen zu beiden Seiten voneinander [21].
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Abbildung 1.3: Links: Experimentelle Daten der Suszeptibilität parallel und senkrecht zur
leichten Magnetisierungsachse, der b-Achse, für La5.2Ca8.8Cu24O41 bei einer Temperatur
von 2.5K ; rechts: Phasendiagramm derselben Verbindung in der Feld-Temperatur-Ebene.
Nach [25].
Eine Abschätzung der Wechselwirkung über einen Defekt hinweg liefern die Messungen an
den lochreichen Ketten, (Sr ,Ca)14Cu24O41 , die einen Defektanteil von ≈ 60% aufweisen. Da
die vielen unmagnetischen Cu3+-Ionen die Zahl jener Cu2+-Spins stark reduzieren, die auf
unterschiedlichen Ketten nächstbenachbart und damit direkt gekoppelt sind, erscheint eine
eindimensionale Modellierung ausreichend. Die mittels Röntgen- und Neutronenstreuung ge-
messenen Überstrukturreﬂexe in diesen Verbindungen führen auf das mikroskopische Bild über
einen Defekt hinweg antiferromagnetisch gekoppelter Dimere, die ihrerseits durch zwei Defek-
te vom nächstbenachbarten Dimer getrennt und damit magnetisch entkoppelt sind [37, 38].
In diesem Bild ist eine Intradimerkopplung die einzig relevante Wechselwirkung. Ein System
aus freien antiferromagnetischen Dimeren kann analytisch gelöst werden, die Vorhersagen für
thermodynamische Größen, z. B. die Suszeptibilität stimmen qualitativ mit den experimen-
tellen Ergebnissen überein [26, 36]. Ein zusätzlicher, Curie-artiger Beitrag zur experimentell
gemessenen Suszeptibilität wird in dieser einfachen Modellierung erst durch die Existenz von
Trimeren und einzelnen freien Spins erklärt. Neuere Arbeiten [39], die den Grundzustand und
die Thermodynamik eindimensionaler Spinketten mit Defekten durch exakte Diagonalisierung
ermitteln, erlauben quantitative Vergleiche und eine genaue Bestimmung des interessierenden
Austauschintegrals zu ≈ 130K [40].
Insgesamt unterstützen sämtliche Untersuchungen das mikroskopische Bild, dass innerhalb ei-
ner locharmen Kette energetisch günstige Konﬁgurationen aus relativ kurzen, in Richtung der
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leichten Magnetisierungsachse ferromagnetisch geordneten Kettensegmenten bestehen, deren
Ausrichtung über einen Defekt hinweg alterniert. Die Kopplung zwischen Spins in benachbar-
ten Ketten wird aus experimentellen Analysen z. B. auch der lochfreien Verbindung [41] als
antiferromagnetisch und mit ≈ −25K deutlich schwächer als die Kopplungen in den Ketten
abgeschätzt.
Schließlich muss auch eine mögliche Wechselwirkung zwischen den Spins in benachbarten Ket-
tenebenen diskutiert werden. Allerdings werden aufeinander folgende CuO2-Ebenen von zwei
Dotierungs- und einer Leiterebene getrennt, vgl. die Kristallstruktur in Abbildung 1.1, und
daher vermutlich weitgehend entkoppelt. Aus experimentellen Ergebnissen wird die Kopplung
auch als mindestens eine weitere Größenordnung kleiner als die Zwischenkettenkopplung abge-
schätzt [21]. Sie kann daher für die hier zu beschreibenden magnetischen Ordnungsphänomene
vernachlässigt werden, so dass eine zweidimensionale Modellierung ausreichend ist.
Wegen der starken antiferromagnetischen Wechselwirkung über einen Defekt hinweg ist die
Anordnung der Defekte für den Magnetismus bei tiefen Temperaturen von Interesse. Außer
den magnetischen Wechselwirkungen könnten elektrostatische Potentiale die Defektkonﬁgura-
tionen in den Kupferoxid-Ketten beeinﬂussen. Z. B. könnten die positiv geladenen La3+- und
Ca2+- und Sr2+-Ionen in den Dotierungsebenen der Telefonnummern-Verbindungen Pinning-
Zentren, d. h. Minima eines eﬀektiven Potentials verursachen, in dem sich die unmagnetischen
Cu3+-Ionen bewegen. Experimentelle Resultate zu der Anordnung der unterschiedlich valenten
Lanthan-, Kalzium- bzw. Strontium-Ionen oder zu jenem eﬀektiven Potential fehlen bislang. In
der Modellierung der defektarmen Verbindungen in Ising-Modellen, vgl. Abschnitt 1.2, werden
daher unterschiedliche Pinning-Potentiale und -Stärken berücksichtigt und ihre Auswirkung auf
die magnetischen Eigenschaften der Materialien untersucht.
Tieftemperaturmagnetismus in La5Ca9Cu24O41
In dieser Arbeit stehen Untersuchungen zu den locharmen Ketten in Lax(Sr ,Ca)14−xCu24O41
mit x ≈ 5 , d. h. einer Lochkonzentration von ≈ 10% , im Vordergrund. Neutronenstreuexperi-
mente legen nahe, dass die Verbindungen bei tiefen Temperaturen und niedrigen Magnetfeldern
senkrecht zu den Ketten langreichweitig antiferromagnetisch ordnen [42], während sich in Ket-
tenrichtung ferromagnetische Segmente bilden [4]. Der direkte experimentelle Nachweis einer
Streifenordnung fehlt bisher, da z. B. eine regelmäßige Anordnung der Defekte wegen des resul-
tierenden mittleren Abstands von zehn Gitterkonstanten mit Neutronenstreuung nicht detek-
tierbar wäre. Wegen der starken Kopplung der ferromagnetischen Kettensegmente über einen
Defekt hinweg wird jedoch angenommen, dass sich senkrecht zur Kettenrichtung Defektlinien
ausbilden, die antiferromagnetische Domänen voneinander trennen. Erhöht man die Tempera-
tur, verschwinden im Nullfeld bei TN ≈ 10.5K alle Anzeichen magnetischer Ordnung. Hinweise
auf einen Phasenübergang zeigen sich ebenfalls in Messungen der Magnetisierungen, Suszepti-
bilitäten und der Speziﬁschen Wärme [4].
Das Verhalten der Materialien in externen Feldern ist stark anisotrop: Erhöht man bei konstan-
ter Temperatur das magnetische Feld B entlang der kristallographischen b-Achse, d. h. in Rich-
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tung der uniaxialen Anisotropie der Wechselwirkung, wird die antiferromagnetische Streifenord-
nung zunächst unterdrückt und vermutlich in einem Phasenübergang zerstört. In Magnetfeldern
senkrecht zur leichten Magnetisierungsachse, B ⊥ b , wird eine antiferromagnetische Ordnung
noch bei deutlich höheren Feldstärken detektiert, vgl. das Phasendiagramm in Abbildung 1.3.
Die Suszeptibilität in Abhängigkeit des Feldes B ‖ b weist zwei Maxima auf, vgl. Abbildung 1.3.
Das untere Maximum liegt bei denselben Feldstärken, bei denen die langreichweitige Ordnung
senkrecht zu den Ketten verloren geht. Dort zeigt sich ebenfalls eine deutliche Hysterese in den
Daten, die als Hinweis auf ein Wechselspiel von Spin- und Ladungsordnung interpretiert wird [4].
Berechnet man aus den eﬀektiven Kopplungsstärken das kritische Feld eines Übergangs von ei-
ner antiferromagnetischen zu einer Spin-Flop-Phase, erhält man Werte, die deutlich höher liegen
und eher der Feldstärke des zweiten Maximums entsprechen. In Experimenten wurden bisher
keine Anzeichen gefunden, dass La5Ca9Cu24O41 eine Spin-Flop-Phase aufweist, wie bei einem
anisotropen Antiferromagneten erwartet würde, vgl. Kapitel 2. Die Materialien zeichnen sich in
starken Magnetfeldern stattdessen durch kurzreichweitige antiferromagnetische Ordnung und
vermutlich eine zufällige, quasi statische Anordnung der Defekte aus [3]. Die zweite Anomalie
der Suszeptibilität könnte daher einen Wechsel von lokal antiferromagnetischen zu Spin-Flop-
Strukturen anzeigen.
Das Verhalten der defektarmen Spinketten in La5Ca9Cu24O41 in Magnetfeldern parallel zur kris-
tallographischen b-Achse konnte bisher im Rahmen üblicher Spinmodelle ohne Defekte nicht
konsistent beschrieben werden. Eine Modellierung in einem konventionellen anisotropen Hei-
senberg-Modell, dessen eﬀektive Wechselwirkungen aus Messungen der Spinwellendispersion [7]
gewonnen wurden, kann das Verhalten der thermodynamischen Größen, insbesondere der Sus-
zeptibilität, nicht reproduzieren [8, 43]. Darüber hinaus zeigt das Modell eine Spin-Flop-Pha-
se und erklärt deshalb weder die Unterdrückung der Spin-Flop-Ordnung noch die unkritische
Anomalie der Suszeptibilität. Die beiden in den folgenden Abschnitten 1.2 und 1.3 diskutier-
ten Modelle enthalten dagegen Defekte und beschreiben deren mögliche Auswirkungen auf eine
magnetische Ordnung.
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1.2 Ising-Modell mit Defekten
Bei tiefen Temperaturen sind die locharmen Systeme La5Ca9Cu24O41 senkrecht zu den Ketten
langreichweitig antiferromagnetisch geordnet. Die Experimente liefern darüber hinaus Hinwei-
se auf Streifenstrukturen, in denen sich unmagnetische Zhang-Rice-Singuletts in Defektlinien
anordnen und die antiferromagnetischen Domänen voneinander trennen. Bei Erhöhung eines
externen Magnetfelds entlang der Anisotropieachse wird die Streifenordnung zunächst unter-
drückt und schließlich in einem Phasenübergang zerstört.
Der vermutete Zusammenhang zwischen der magnetischen und der Defektordnung in den Tele-
fonnummern-Verbindungen wird in einem zweidimensionalen Ising-Modell mit Defekten unter-
sucht [6]. Die Modellierung beschreibt die uniaxial anisotropen Antiferromagneten mit Ising-
Spins und übernimmt sowohl die Kristallstruktur der Kettenebenen als auch die im Experiment
abgeschätzten Stärken der Kopplungen. Das Modell wurde bereits vor einigen Jahren vorge-
schlagen und eingehend analysiert [4, 6, 44]. Es beschreibt die Bildung von Defektlinien, die
senkrecht zu den Spinketten ausgerichtet sind und streifenförmige, magnetisch geordnete Domä-
nen einschließen. Indem die thermisch ﬂuktuierenden Defektlinien aufreißen, geht gleichzeitig
die magnetische Ordnung in einem Phasenübergang verloren.
In den Telefonnummern-Verbindungen könnten Coulomb-Wechselwirkungen zwischen den De-
fekten (Cu3+) und den ebenfalls positiv geladenen Lanthan- und Kalzium-Ionen in den Dotie-
rungsebenen bestimmte Konﬁgurationen der Defekte energetisch auszeichnen. Um die Auswir-
kungen eines zusätzlichen eﬀektiven Potentials auf die Streifenordnung zu untersuchen, ist das
Modell zunächst um ein Pinning-Potential auf äquidistanten Linien senkrecht zu den Spinketten
ergänzt worden [9, 45]. Im Rahmen dieser Arbeit wurden die Analysen des Modells auf eine
zufällige Anordnung der Pinning-Plätze ausgedehnt [46, 47].
Modell
Das Ising-Modell mit Defekten ist auf einem Quadratgitter deﬁniert, dessen horizontale i-Achse
mit der Kettenrichtung identiﬁziert wird. Jeder Gitterplatz (i, j) ist entweder mit einem Ising-
Spin, Si,j = ±1 , oder einem Defekt, Si,j = 0 , besetzt. Die Defektkonzentration entspricht dem
experimentell bestimmten Wert ϑ = 0.1 für La5Ca9Cu24O41 , wobei vereinfachend dieselbe Zahl
von Defekten in jeder einzelnen Kette angenommen wird. Die magnetischen Wechselwirkungen
des Modells, sind in Abbildung 1.4 skizziert und werden durch die folgende Hamilton-Funktion
beschrieben [6]:
H0 = −
∑
i,j
[
JSi,jSi+1,j + J0Si,jSi+2,j
(
1− S2i+1,j
)
+ JaSi,jSi,j+1
]
− H
∑
i,j
Si,j (1.1)
Die Kopplung nächstbenachbarter Spins innerhalb einer Kette ist ferromagnetisch, J > 0 , zwi-
schen den Ketten antiferromagnetisch, Ja < 0 . Über einen Defekt hinweg wechselwirken Spins
derselben Kette ebenfalls antiferromagnetisch, J0 < 0 . Die Energie einer (Defekt-)Konﬁguration
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Abbildung 1.4: Skizze der magnetischen Wechselwirkungen und lokalen Potentiale im Ising-
Modell mit Defekten. Die zwei Zustände der Ising-Spins, Si,j = ±1 werden durch + bzw.
− symbolisiert, Pinning-Plätze sind mit grauen Rechtecken hinterlegt.
wird zunächst ausschließlich von den magnetischen Wechselwirkungen bestimmt, wobei die De-
fekte einen Mindestabstand von zwei Gitterplätzen einhalten.
Die experimentellen Analysen legen nahe, dass die Kopplung zwischen den Ketten Ja das be-
tragsmäßig kleinste Austauschintegral aufweist. Die vereinfachte Variante des Ising-Modells mit
Defekten reduziert daher die Beschreibung auf perfekt ferromagnetisch geordnete Spinketten
zwischen je zwei Defekten, die über einen Defekt hinweg das Vorzeichen wechseln. Die Energie
einer Konﬁguration dieses Minimalmodells wird ausschließlich von den Positionen der Defek-
te bestimmt. Das Minimalmodell entspricht in der Hamilton-Funktion in Gleichung (1.1) dem
Fall |J | = |J0| =∞ und stellt insbesondere für niedrige Temperaturen eine gute Näherung für
das vollständige Modell dar. Die verwendeten Stärken der weiteren Kopplungen in den Ket-
ten [6] beruhen auf älteren experimentellen Daten und weichen leicht von den im Abschnitt 1.1
genannten Werten ab: In Einheiten von Ja gilt J = 10/3 Ja und J0 = −125/6 Ja [6].
In den Telefonnummern-Verbindungen könnte eine Coulomb-Wechselwirkung der Defekte mit
den Lanthan- und Kalzium-Ionen in den Dotierungsebenen ein Pinning der Defekte auf be-
stimmten Kupfer-Plätzen zur Folge haben. Um ein solches eﬀektives Potential Ep einzubeziehen,
wird die Hamilton-Funktion, Gleichung (1.1), um einen Term Hp erweitert,
Hp = − Ep
∑
(ip,jp)
(
1− S2ip,jp
)
,
wobei auf allen Plätzen (ip, jp) dieselbe Stärke des Pinnings, Ep , angenommen wird. Das Po-
tential Ep senkt die Energie einer Konﬁguration ab, wenn sich ein Defekt, Si,j = 0 , auf einem
Pinning-Platz (ip, jp) beﬁndet. Vereinfachend werden im Folgenden zwei Defektanordnungen
betrachtet, bei denen innerhalb jeder Kette gleiche Anzahlen von Defekten und Pinning-Plät-
zen vorliegen: Zum einen die zufällige Verteilung von ϑL Plätzen in jeder Kette und zum
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Abbildung 1.5: Typische Konﬁgurationen des Minimalmodells mit mobilen Defekten, Ep = 0
ohne externes Magnetfeld H = 0 ; dargestellt sind Ausschnitte aus Systemen der Grö-
ße L = 40. Die linke Konﬁguration illustriert die mäandernden Defektstreifen in der ge-
ordneten Phase (kBT = 0.8|Ja|), die rechte wurde bei kBT = 2.5|Ja| , d. h. oberhalb des
Phasenübergangs bei kBTc = 1.05|Ja| aufgenommen.
anderen eine Anordnung in ϑL äquidistanten Linien senkrecht zu den Ketten (Defektkonzen-
tration ϑ = 0.1). Folgende Szenarien werden unterschieden: Ohne Pinning-Potential, Ep = 0 ,
werden die Defekte als mobil, bei nicht verschwindenden Werten Ep > 0 als gepinnt bezeichnet.
In beiden Fällen können die Defekte sich weiterhin entlang der Ketten bewegen. Der Grenz-
fall Ep =∞ beschreibt statische Defekte, die auf den Pinning-Plätzen ﬁxiert sind.
Das Ising-Modell mit Defekten wird in Monte-Carlo-Simulationen (vgl. Anhang B) analysiert,
die von Rechnungen zu den Grundzuständen und den Korrelationsfunktionen, z. B. mithilfe
der Freien-Fermionen-Näherung [48] ergänzt werden. In den Monte-Carlo-Simulationen wer-
den diverse Messgrößen aufgenommen, darunter die üblichen thermodynamischen Größen wie
z. B. (Untergitter-)Magnetisierungen und die Speziﬁsche Wärme. Zur genaueren Analyse der
geordneten Phase und der Phasenübergänge werden die Korrelationsfunktionen in den Ketten
G1(r) =
1
L2
∑
i,j
〈Si,jSi+r,j〉
und senkrecht dazu
G2(r) =
1
L2
∑
i,j
〈Si,jSi,j+r〉
betrachtet. Um die mikroskopischen Strukturen des Modells genauer zu untersuchen, erweisen
sich spezielle Größen als hilfreich. Z. B. wird die Defektpaarwahrscheinlichkeit pd gemessen, d. h.
die Wahrscheinlichkeit, dass zwei in den Ketten benachbarte Defekte ihren Mindestabstand von
zwei Gitterplätzen einnehmen.
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Abbildung 1.6: Physikalische Größen im Minimalmodell mit mobilen Defekten, Ep = 0 , ohne
externes Magnetfeld H = 0 als Funktion der Temperatur; links: Speziﬁsche Wärme C ;
rechts: Häuﬁgkeit der Defektpaare in den Ketten pd.
Minimalmodell mit mobilen Defekten
Im Minimalmodell mit mobilen Defekten (Ep = 0) ohne externes Magnetfeld, H = 0 , ordnen
sich im Grundzustand, T = 0 , die Defekte in geraden Linien an, die senkrecht zu den Ketten
ausgerichtet sind. Dazwischen beﬁnden sich streifenförmige Domänen, die in den Ketten ferro-
magnetisch und senkrecht dazu antiferromagnetisch geordnet sind. Der Grundzustand ist hoch
entartet, da jede Konﬁguration der geraden Defektlinien mit Mindestabständen von zwei Git-
terplätzen dieselbe Energie besitzt. Kombinatorische Überlegungen zu den zufälligen Positionen
der Defektlinien ergeben, dass die Korrelationsfunktion parallel zu den Ketten, G1(r) , oszilliert
und dabei exponentiell mit dem Abstand r abfällt [6]. Senkrecht dazu alterniert die Korrela-
tionsfunktion mit konstanter, größtmöglicher Amplitude, G2(r) = (1− ϑ)(−1)r , und zeigt die
antiferromagnetische Ordnung senkrecht zu den Ketten an.
Erhöht man die Temperatur, T > 0 , ﬂuktuieren die Defekte und bilden zunächst weiterhin
zusammenhängende, mäandernde Linien, vgl. Abbildung 1.5. Die kleinsten thermischen Anre-
gungen der Defektlinien sind Kinken bzw. Kink-Antikink-Paare, so dass das Tieftemperatur-
verhalten des Minimalmodells beispielsweise demjenigen der Terrassen-Stufen-Kinken-Model-
le [49, 50] ähnelt, die Stufenﬂuktuationen auf vizinalen Oberﬂächen beschreiben. Im Vergleich
mit diesen Systemen, wird das untere, unkritische Maximum in der Speziﬁschen Wärme, vgl.
Abbildung 1.6, als Zeichen der Anregung von Kink-Antikink-Paaren in den Defektlinien inter-
pretiert.
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Abbildung 1.7: Korrelationsfunktion innerhalb der Spinketten, G1(r) im Minimalmodell;
Links ohne Pinning Ep = 0 bei den Temperaturen kBT = 0.9|Ja| (Kreise), kBT = 1.3|Ja|
(Quadrate) und kBT = 1.7|Ja| (Rauten); rechts bei Pinning auf äquidistanten Linien mit
der Pinning-Stärke Ep = |Ja| bei den Temperaturen kBT = 1.4|Ja| (Kreise), kBT = 1.8|Ja|
(Quadrate) und kBT = 2.0|Ja| (Rauten). Systeme der Größe L = 160.
Der Mindestabstand benachbarter Defekte verhindert, dass sich Defektlinien kreuzen und führt
zu dem ebenfalls aus den Oberﬂächenmodellen bekannten Phänomen der entropischen Repul-
sion [50]: Die thermisch ﬂuktuierenden Defektlinien stoßen sich eﬀektiv ab und nehmen einen
mittleren Abstand zueinander an, der durch die inverse Defektkonzentration gegeben ist. Mit
der Konzentration ϑ = 0.1 ergibt sich ein mittlerer Abstand der Defektlinien von zehn Gitter-
plätzen.
Das asymptotische Verhalten der Korrelationsfunktion parallel zu den Ketten, G1(r) , lässt
sich bei niedrigen Temperaturen in einer Freien-Fermionen-Näherung berechnen: Aus ihr folgt,
dass G1(r) parallel zu den Ketten oszilliert, wobei die Amplitude mit einem Potenzgesetz im
Abstand r abfällt. Dieses Verhalten der Korrelationsfunktion wird in Simulationen bestätigt,
vgl. Abbildung 1.7. Zusätzlich wird diese algebraische Ordnung auch in anderen physikalischen
Größen z. B. in der Systemgrößenabhängigkeit der Magnetisierung beobachtet [6].
Bei der Erhöhung der Temperatur geht die Ordnung in einem Phasenübergang verloren, in
dem die Defektlinien aufreißen und damit die antiferromagnetischen Domänen zerstören. Der
Übergang wird begleitet von einem starken Anstieg der Häuﬁgkeit von Defektpaaren, vgl. Ab-
bildung 1.6, d. h. Defekten derselben Kette, die den minimalen Abstand von zwei Gitterplätzen
einnehmen. Dieser Eﬀekt der Paarbildung resultiert aus eﬀektiv anziehenden Wechselwirkungen
benachbarter Defekte in einer Kette [6, 45]. Die Interpretation der Simulationsdaten legt nahe,
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dass die Bildung von Defektpaaren die ﬂuktuierenden Defektlinien destabilisiert und dadurch
die Streifenordnung zerstört. Der Phasenübergang zeigt sich ebenfalls in den thermodynami-
schen Größen, z. B. der Speziﬁschen Wärme C , vgl. Abbildung 1.6. Das zweite, obere Maximum
tritt bei jenen Temperaturen auf, bei denen die Defektlinien aufreißen. Es prägt sich mit zuneh-
mender Systemgröße immer stärker aus, so dass im thermodynamischen Limes eine Divergenz
erwartet wird. Eine Analyse der Korrelationsfunktion G2(r) senkrecht zu den Spinketten zeigt,
dass die Korrelationslänge endlich bleibt, so dass wahrscheinlich ein Übergang erster Ordnung
vorliegt [9, 45].
Ein externes Magnetfeld unterdrückt in qualitativer Übereinstimmung mit den experimentel-
len Ergebnissen die magnetische Ordnung [6, 45]. Für moderate Feldstärken |Ja| < H < 2|Ja|
wird die Entartung des Grundzustands reduziert: Die Defektlinien bilden für T = 0 Zick-Zack-
Strukturen und erhöhen dadurch ihre eﬀektive Breite in Kettenrichtung, so dass die Zahl von
Linienanordnungen gleicher Energie verringert wird. Die Korrelationsfunktion in den Ketten,
G1(r) , fällt weiter exponentiell mit dem Abstand r ab. Oberhalb einer Feldstärke von H = 2|Ja|
geht bereits im Grundzustand jede magnetische Ordnung verloren. Die vornehmlich ferromag-
netischen Konﬁgurationen bestehen dann aus einer zufälligen Anordnung von Defektpaaren.
Diese schließen jeweils einen einzelnen Spin ein, der entgegengesetzt zum Feld orientiert ist,
während alle anderen Spins in Feldrichtung zeigen.
Das Verhalten bei nicht verschwindenden Temperaturen, T > 0 , entspricht auch in hinreichend
schwachen Feldern H < 2|Ja| qualitativ dem Fall H = 0 : Die Defektlinien ﬂuktuieren zunächst
und reißen in einem Phasenübergang auf. Da das externe Feld die Bildung von Defektpaaren
begünstigt, erniedrigt sich mit steigendem Feld die Temperatur des Phasenübergangs. Das in
Monte-Carlo-Simulationen ermittelte Phasendiagramm zeigt Abbildung 1.8.
Minimalmodell mit gepinnten Defekten
Ein nichtverschwindendes Pinning-Potential, Ep > 0 , auf geraden, äquidistanten Linien, die
senkrecht zu den Ketten orientiert sind, hebt im Minimalmodell die Entartung des Grundzu-
stands auf. Bei T = 0 ordnen sich die Defekte auf den Pinning-Linien an, so dass der Grundzu-
stand langreichweitig geordnet ist. Bei nicht verschwindenden Temperaturen, T > 0 , bleibt die
langreichweitige Ordnung zunächst erhalten, da die Defekte um die Pinning-Linien ﬂuktuieren.
Der Unterschied zwischen algebraischer, Ep = 0 , und langreichweitiger Ordnung, Ep > 0 , zeigt
sich deutlich in den Korrelationsfunktionen innerhalb der Ketten G1(r) , die in Abbildung 1.7
für je eine Temperatur unterhalb, oberhalb und in der Nähe des Phasenübergangs dargestellt
sind. Bei Temperaturen unterhalb des Phasenübergangs fällt im Modell mit mobilen Defekten,
Ep = 0 , die Höhe der Maxima für große Abstände weiter ab und sättigt nicht. Mit Pinning,
Ep > 0 , oszilliert die Korrelationsfunktion dagegen für genügend große Entfernungen mit kon-
stanter Amplitude, wie bei langreichweitiger Ordnung erwartet wird.
Auch mit Pinning-Potential geht die Ordnung in einem Phasenübergang erster Ordnung verlo-
ren, in dem Defektpaare die Streifenordnung aufreißen. Die Temperatur des Übergangs steigt
mit zunehmender Pinning-Stärke Ep , da das Potential die Defektlinien stabilisiert. Der im
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Abbildung 1.8: Phasendiagramme der minimalen Variante des Ising-Modells mit mobilen,
Ep = 0 und verschieden stark gepinnten Defekten in der Feld-Temperatur-Ebene [9, 45].
vorigen Abschnitt beschriebene Einﬂuss eines externen Feldes auf die Streifenordnung bleibt
qualitativ erhalten; das Phasendiagramm für verschiedene Stärken des Pinning-Potentials in
der Temperatur-Feld-Ebene zeigt Abbildung 1.8.
Die Auswirkungen eines endlichen Pinnings auf zufällig verteilten Plätzen sind im Minimal-
modell bisher nicht untersucht. Ein unendliches Pinning-Potential, Ep =∞ , ﬁxiert die Defekte
im Minimalmodell auf den Pinning-Plätzen und führt auf statische Systeme: Im Fall äquidi-
stanter Pinning-Linien ist das Modell senkrecht zu den Spinketten perfekt antiferromagnetisch
geordnet, bei zufälliger Verteilung der Pinning-Plätze existiert keine Ordnung. Beide im Mini-
malmodell trivialen Szenarien sind im vollständigen Modell von Interesse.
Vollständiges Modell mit Defekten
Endliche Kopplungen in den Ketten, J = 10/3 Ja und J0 = −125/6 Ja , ermöglichen im vollstän-
digen Ising-Modell mit mobilen Defekten, Gleichung (1.1), zusätzliche Spinanregungen. Wegen
der starken Kopplung über einen Defekt hinweg, J0 , richten sich die Spins auf beiden Seiten
eines Defektes meist antiferromagnetisch aus, jedoch können zusätzliche Domänengrenzen in
den Spinketten zwischen zwei Defekten die Energie des Systems absenken. In Abhängigkeit von
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Abbildung 1.9: Phasendiagramm des vollständigen Modells mit statischen Defekten, Ep =∞
in der Feld-Temperatur-Ebene. Die Pinning-Plätze sind in äquidistanten Linien senkrecht
zu den Spinketten angeordnet [47].
den Stärken des Feldes und des Pinning-Potentials existieren eine Vielzahl unterschiedlicher
Grundzustände [45].
Im Fall mobiler Defekte, Ep = 0 , ohne ein externes Feld, H = 0 , zeigt auch das vollständige
Modell eine Streifenordnung, in der antiferromagnetische Domänen von Defektlinien getrennt
werden, die senkrecht zu den Spinketten verlaufen. Bei tiefen Temperaturen ﬂuktuieren zunächst
die Defektlinien, da wie im Minimalmodell die Kink-Antikink-Paare die niedrigsten thermischen
Anregungen sind. Bei weiterer Erhöhung der Temperatur treten zusätzliche Spinanregungen in
den Ketten zwischen den Defektlinien auf. Ein Phasenübergang zerstört auch in dieser Mo-
dellvariante die Streifenordnung. Der Übergang ist wegen der Spinﬂuktuationen schwieriger
nachweisbar als im Minimalmodell; sie führen z. B. in der Speziﬁschen Wärme zu einem breiten
Maximum, dass den kritischen Peak in kleinen Systemen verdeckt. Bei der Übergangstempe-
ratur wird wieder ein starker Anstieg der Häuﬁgkeit von Defektpaaren beobachtet, der wie
im Minimalmodell auf eﬀektiv attraktive Wechselwirkungen benachbarter Defekte hindeutet.
Dieser mikroskopische Mechanismus ist wahrscheinlich auch im vollständigen Modell dafür ver-
antwortlich, dass die Defektlinien aufreißen [6].
In Ergänzung der bisherigen Ergebnisse sind in dieser Arbeit auch die Auswirkungen statischer
Defekte, Ep =∞ auf das thermische Verhalten der Modelle genauer untersucht worden [47].
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Für äquidistante Pinning-Linien senkrecht zu den Spinketten ist der Grundzustand in niedrigen
Feldern langreichweitig antiferromagnetisch geordnet. In den Ketten wechseln die ferromagne-
tischen Segmente an jedem Defekt das Vorzeichen. Das Modell besteht aus streifenförmigen,
magnetischen Domänen, zwischen denen die geraden, statischen Defektlinien mit der starken
antiferromagnetischen Kopplung über einen Defekt hinweg Antiphasengrenzen darstellen. Bei
nicht verschwindenden Temperaturen bleibt die langreichweitige Ordnung zunächst erhalten.
Erhöht man die Temperatur weiter, nehmen die Spinﬂuktuationen in den magnetischen Domä-
nen zu, bis die Ordnung in einem Phasenübergang verloren geht. Eine Erhöhung des externen
Magnetfelds destabilisiert die Ordnung ebenfalls. Das Phasendiagramm in der Feld-Temperatur-
Ebene, ermittelt in Monte-Carlo-Simulationen, zeigt Abbildung 1.9.
Ein unendliches Pinning-Potential auf zufällig angeordneten Plätzen zerstört jegliche Ordnung
im Modell. Rechnungen für den Grundzustand zeigen, dass die starke antiferromagnetische
Kopplung über einen Defekt hinweg in energetisch günstigen Konﬁgurationen fast immer zu
Vorzeichenwechseln der benachbarten Spins führt und weitere Vorzeichenwechsel in den benach-
barten Ketten induziert. Wegen der zufälligen Anordnung der Defekte sind auch die Vorzeichen-
wechsel zufällig in den Ketten verteilt, so dass die Korrelationsfunktion G1(r) exponentiell mit
dem Abstand abfällt. Monte-Carlo-Simulationen zeigen, dass das Modell auch bei nicht ver-
schwindenden Temperaturen ungeordnet bleibt.
Die Ising-Beschreibung mit Defekten liefert eine Erklärung für den Magnetismus der locharmen
Spinketten bei niedrigen Feldern. Das Verhalten in höheren Feldern, bei denen in den Materia-
lien auch Spin-Flop-Strukturen auftreten, wird mithilfe eines Heisenberg-Modells untersucht.
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Abbildung 1.10: Skizze der magnetischen Wechselwirkungen im Heisenberg-Modell mit sta-
tischen Defekten. Die klassischen Spins sind durch Vektoren dargestellt.
1.3 Heisenberg-Antiferromagnet mit Defekten
In Magnetfeldern oberhalb des Phasenübergangs, in dem die Streifenordnung verloren geht,
sind in den locharmen Spinketten von La5Ca9Cu24O41 die Defekte vermutlich zufällig auf die
Kupfer-Plätze verteilt. Bei weiterer Erhöhung der Feldstärke zeigt die Suszeptibilität ein breites
nichtkritisches Maximum, vgl. Abbildung 1.3. In der Interpretation der Experimente wird es
darauf zurückgeführt, dass die kurzreichweitige antiferromagnetische Ordnung instabil wird und
zu ebenfalls nur lokal geordneten Spin-Flop-Strukturen wechselt.
Die Spin-Flop-Anomalie in den Kupraten ist in einem Heisenberg-Modell mit statischen De-
fekten [5] untersucht worden. Die Modellierung verwendet die experimentell gefundenen Werte
der Kopplungsparameter und eine zufällige Anordnung statischer Defekte. Die Monte-Carlo-
Simulationen reproduzieren nicht nur qualitativ den Wechsel der lokalen Ordnung sondern er-
möglichen auch den quantitativen Vergleich der Suszeptibilitätsdaten mit den experimentellen
Ergebnissen1.
Modell
Das Modell ist auf einem Quadratgitter deﬁniert, bestehend aus L Reihen, die mit den Ket-
ten identiﬁziert werden, und L Plätzen pro Kette, vgl. Abbildung 1.10. Jeder Gitterplatz (i, j)
ist mit einem Spin (entsprechend einem Cu2+-Ion) oder einem Defekt (entsprechend einem
Zhang-Rice-Singulett) besetzt. Die klassischen Spins sind normierte dreikomponentige Vekto-
ren ~Si,j = (Sxi,j , S
y
i,j , S
z
i,j) , |~Si,j | = 1 . Um die Verteilung der statischen Löcher auf dem Gitter
zu beschreiben, führt man Variablen pi,j ein, die den Wert pi,j = 1 annehmen, wenn ein Spin
1 Für die Modellierung war die Zusammenarbeit von Theorie, insbesondere R. Leidl, und Experiment, insbesondere
R. Klingeler, entscheidend wichtig. Die Monte-Carlo-Simulationen zu dem realistischen Modell wurden von R.
Leidl durchgeführt.
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Abbildung 1.11: Links: z-Komponente der lokalen Untergittermagnetisierung im Heisenberg-
Modell mit statischen Defekten als Funktion des Feldes bei der konstanten Tempera-
tur kBT = 0.25|Ja| , das Inset zeigt Vergleichsdaten der Größe für L = 20 im reinen Modell.
Rechts: Suszeptibilität der z-Komponente der (globalen) Untergittermagnetisierung. Solan-
ge keine Fehler eingezeichnet sind, sind sie kleiner als die Symbolgrößen.
den Gitterplatz (i, j) besetzt. Bei einem Defekt gilt sowohl pi,j = 0 als auch ~Si,j = 0.
Die realistischen magnetischen Wechselwirkungen, die den experimentellen Befunden so ge-
nau wie möglich entsprechen, sind in Abbildung 1.10 skizziert. Zusammen mit einem externen
Magnetfeld entlang der leichten Magnetisierungsachse, der z-Achse, wird die Energie einer Kon-
ﬁguration von der folgenden Hamilton-Funktion beschrieben:
H = −J
∑
i,j
[
Sxi,jS
x
i,j+1 + S
y
i,jS
y
i,j+1 + (1 +∆)S
z
i,jS
z
i,j+1
]
− J2
∑
i,j
pi,j+1~Si,j ~Si,j+2
− J0
∑
i,j
(1− pi,j+1) ~Si,j ~Si,j+2 − Ja
∑
i,j
~Si,j ~Si+1,j − H
∑
i,j
Szi,j
Die magnetischen Kopplungen, die allen im Folgenden gezeigten Daten zu Grunde liegen, sind
aus experimentellen Resultaten extrahiert und lauten in Übereinstimmung mit der Diskussi-
on im Abschnitt 1.1: J0/kB = −130K , J/kB = 100K , J2/kB = −35K und Ja/kB = 25K . Der
Anisotropieparameter beträgt ∆ = 0.0255 . Alle gezeigten Daten sind bei der experimentell mo-
tivierten Defektkonzentration von 10% in jeder Kette ermittelt.
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Resultate
Die zufällig angeordneten, statischen Defekte zerstören jede langreichweitige Ordnung bereits
im Grundzustand des Modells. In Analogie zum Ising-Modell mit Defekten, vgl. Abschnitt 1.2,
wechselt bei T = 0 entlang der Spinketten die Ausrichtung vornehmlich ferromagnetischer Ket-
tensegmente wegen der starken antiferromagnetischen Kopplung J0 an fast jedem Defekt. Da
die Defekte in den Ketten zufällig positioniert sind, fallen die Korrelationsfunktionen exponen-
tiell mit der Entfernung ab.
Das Modell bleibt auch bei allen nicht verschwindenden Temperaturen, T > 0 , ungeordnet. Im
Zusammenhang mit den Experimenten sind nun die kurzreichweitigen Ordnungsphänomene von
Interesse: In Abhängigkeit von der Stärke des externen Magnetfelds H weisen die Monte-Carlo-
Konﬁgurationen lokale antiferromagnetische oder Spin-Flop-Strukturen auf. Die kurzreichweiti-
gen Korrelationen können als Relikte der zwei thermisch stabilen Phasen interpretiert werden,
die im reinen Modell, d. h. mit denselben Kopplungen aber ohne Defekte, bei tiefen Temperatu-
ren auftreten: Unterhalb einer kritischen Feldstärke wird in dieser Modellversion senkrecht zu
den Ketten eine langreichweitige antiferromagnetische Ordnung erwartet, während in höheren
Feldern eine Spin-Flop-Phase existiert. Der Übergang zwischen den beiden magnetischen Ord-
nungen, bzw. die Spin-Flop-Anomalie, tritt auch in anderen, uniaxial anisotropen Heisenberg-
Antiferromagneten auf, vgl. z. B. [7, 10].
Bei nicht verschwindenden Temperaturen, T > 0 , lässt sich die kurzreichweitige Ordnung mit-
hilfe der z-Komponente der Diﬀerenz der lokalen Untergittermagnetisierungen,
M zst,loc =
1
4L2
∑
i,j
[
Szi,j −
1
2
(
Szi−1,j + S
z
i+1,j
)]2
,
untersuchen, die ein Maß für die lokale antiferromagnetische Ordnung senkrecht zu den Ketten
darstellt. Abbildung 1.11 illustriert die Feldabhängigkeit der Größe bei der niedrigen Tempe-
ratur kBT/|Ja| = 0.25 . Der glatte, monoton fallende Verlauf zeigt den graduellen Verlust der
lokalen antiferromagnetischen Ordnung beim Übergang zu Spin-Flop-Strukturen. Die maxima-
le Steigung wird im Bereich jener Feldstärken angenommen, bei denen das reine Modell von
der antiferromagnetischen in die Spin-Flop-Phase übergeht, vgl. Inset der Abbildung 1.11. Die
Analyse typischer Monte-Carlo Konﬁgurationen weist ebenfalls darauf hin, dass im Heisenberg-
Modell mit statischen Defekten bei der Erhöhung des Feldes lokal antiferromagnetisch geord-
nete Bereiche zu Spin-Flop-Strukturen reorientieren.
Der Wechsel der lokalen Ordnung zeigt sich zusätzlich in der Suszeptibilität der (globalen)
Magnetisierung, die bei jenen Feldstärken ein ausgeprägtes, unkritisches Maximum aufweist,
vgl. Abbildung 1.11. Der quantitative Vergleich der Simulationsergebnisse mit den experimen-
tellen Suszeptibilitätsdaten liefert gute Übereinstimmung sowohl bzgl. der Position als auch
der Höhe des Maximums [5]. Die Position des Maximums ist leicht temperaturabhängig, mit
steigender Temperatur verschiebt es sich zu höheren Feldern, vgl. Abbildung 1.11.

Kapitel 2
Klassischer anisotroper Heisenberg-
Antiferromagnet
Die Untersuchungen des Heisenberg-Modells mit Defekten zeigen, dass bei der Erhöhung eines
Magnetfelds zunächst antiferromagnetische und dann Spin-Flop-Strukturen auftreten. In der
Modellvariante ohne Defekte existieren, wie allgemein in uniaxialen Antiferromagneten erwartet
wird, bei niedrigen Temperaturen zwei stabile Phasen: in niedrigen Feldern eine antiferromag-
netische und in hohen Feldern eine Spin-Flop-Phase. Das kritische Verhalten insbesondere im
Übergangsbereich zwischen den beiden magnetischen Ordnungen soll nun in einem einfacheren
System genau untersucht werden.
Dazu wird das klassische Heisenberg-Modell auf dem Quadratgitter betrachtet, in dem nur
nächstbenachbarte Spins miteinander wechselwirken; die Kopplung ist antiferromagnetisch und
anisotrop. Dieses so genannte XXZ-Modell beschreibt die grundlegenden Eigenschaften uni-
axialer Antiferromagnete, z. B. lassen sich auch die komplizierteren Kopplungen des Heisenberg-
Modells aus dem vorigen Kapitel 1.3 näherungsweise zu einer eﬀektiven antiferromagnetischen
Wechselwirkung nächster Nachbarn zusammenfassen, vgl. die Illustration in Abbildung 2.1.
Abbildung 2.1: Schematische Darstellung der Abbildung der Wechselwirkungen in und zwi-
schen den Spinketten des Heisenberg-Modells aus dem vorigen Kapitel 1.3 auf eine eﬀektiv
antiferromagnetische Kopplung nächster Nachbarn auf dem Quadratgitter.
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Abbildung 2.2: Spin-Konﬁgurationen, die im XXZ-Modell und seiner erweiterten Variante,
vgl. Gleichungen (2.1) und (2.2), auftreten: antiferromagnetischer, Spin-Flop und bikoni-
scher Zustand (von links nach rechts). Die Konﬁgurationen werden symbolisiert durch die
Richtungen der Spins auf benachbarten Gitterplätzen, die perspektivisch dargestellten Krei-
se deuten die triviale Entartung in den xy-Komponenten an.
2.1 XXZ-Modell mit Ein-Ionen-Anisotropie
Die Theorie des Antiferromagnetismus geht auf die grundlegenden Arbeiten von Néel zurück.
Während die Heisenbergsche Theorie des Ferromagnetismus erfolgreich auf die 3d-Übergangs-
metalle Eisen, Kobalt und Nickel angewendet werden konnte, besitzt ein großer Teil der wei-
teren metallischen Elemente ein antiferromagnetisches Austauschintegral. Néel erkannte die
antiferromagnetischen Zustände als geordnete Phase, die oberhalb der inzwischen so genannten
Néel-Temperatur thermisch instabil wird. Eine Erweiterung der phänomenologischen Molekular-
feldtheorie, insbesondere durch van Vleck, auf uniaxiale Antiferromagneten erklärt die Existenz
von Spin-Flop-Strukturen [5153] in äußeren Magnetfeldern. Einen Überblick über die frühen
theoretischen Studien und einen Vergleich mit Experimenten geben [54, 55].
Eine einfache Form der Spinwechselwirkungen und damit ein generisches Modell, in dem anti-
ferromagnetische und Spin-Flop-Strukturen auftreten, ist das uniaxial anisotrope XXZ-Modell
H = J
∑
(i,j)
[
∆(Sxi S
x
j + S
y
i S
y
j ) + S
z
i S
z
j
]
− H
∑
i
Szi (2.1)
auf einem bipartiten Gitter im externen Magnetfeld H entlang der z-Achse. Im klassischen Fall
sind die Heisenberg-Spins ~Si = [Sxi , S
y
i , S
z
i ] normierte, dreikomponentige Vektoren. Ihre Wech-
selwirkung zwischen nächstbenachbarten Gitterplätzen (i, j) mit dem antiferromagnetischen
Austauschintegral J > 0 wird in den xy-Komponenten der Spins durch den Anisotropiepara-
meter ∆ abgeschwächt: 0 < ∆ < 1.
Das Modell zeigt in zwei und höheren Dimensionen bei niedrigen Temperaturen zumindest
zwei geordnete Phasen, vgl. z. B. das Phasendiagramm für das Modell auf dem Quadratgit-
ter in Abbildung 2.6: In schwachen Feldern ist eine antiferromagnetische Ordnung entlang der
Anisotropieachse stabil. In stärkeren Feldern existiert eine Spin-Flop-Phase, in der die Spins
gegenüber der z-Achse verkippt und in den transversalen Komponenten antiferromagnetisch
geordnet sind. Darüber hinaus treten bereits im Grundzustand des XXZ-Modells bikonische
Zustände auf, vgl. die Illustration der verschiedenen Strukturen in Abbildung 2.2. Diese führen
in komplizierteren Varianten, z. B. mit Wechselwirkungen übernächster Nachbarn zu einer ther-
misch stabilen Phase, die gleichzeitig sowohl in den longitudinalen als auch in den transversalen
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Spinkomponenten geordnet ist [15, 56].
In dieser Arbeit wird zur Analyse der Stabilität bikonischer Strukturen die Hamilton-Funktion
um eine lokale Ein-Ionen-Anisotropie D erweitert, die auf die z-Komponenten der Spins wirkt,
H = J
∑
(i,j)
[
∆(Sxi S
x
j + S
y
i S
y
j ) + S
z
i S
z
j
]
− H
∑
i
Szi − D
∑
i
(Szi )
2 . (2.2)
Im Fall D > 0 wird die uniaxiale Anisotropie des Modells verstärkt und dadurch die Existenz
bikonischer Strukturen bereits im Grundzustand unterdrückt. Eine negative Ein-Ionen-Aniso-
tropie, D < 0 , konkurriert mit der Anisotropie der Wechselwirkung und stabilisiert bei tiefen
Temperaturen eine bikonische Phase, die die antiferromagnetische von der Spin-Flop-Phase
trennt.
Bei Erhöhung der Temperatur geht die Ordnung der antiferromagnetischen und der Spin-Flop-
Phase in jeweils kontinuierlichen Übergängen verloren. Im Bereich zwischen den beiden Pha-
sen nähern sich die beiden Übergangslinien, die unterschiedliches kritisches Verhalten zeigen,
einander an. Für das XXZ-Modell wird zumindest im dreidimensionalen Fall erwartet, dass ein
Tripelpunkt der antiferromagnetischen, Spin-Flop- und paramagnetischen Phase bei endlichen
Temperaturen auftritt, in dem sich die Phasengrenzen treﬀen [57]. Unterhalb des Tripelpunktes
könnte dann ein direkter Spin-Flop-Übergang von der antiferromagnetischen in die Spin-Flop-
Phase existieren. In der erweiterten Variante mit einer stabilen bikonischen Zwischenphase wird
ein tetrakritischer Punkt erwartet, in dem sich vier kritische Linien treﬀen [15].
Wegen seiner möglicherweise multikritischen Eigenschaften gilt der uniaxial anisotrope Heisen-
berg-Antiferromagnet als ein fundamentales Modell der Theorie der Phasenübergänge und ist
seit mehr als drei Jahrzehnten Gegenstand intensiver Forschung: Umfangreiche Renormierungs-
gruppenrechnungen untersuchen die Stabilität und die Exponenten bikritischer und tetrakri-
tischer Fixpunkte [11, 12], die das asymptotische Verhalten an einem multikritischen Punkt
bestimmen könnten. Der Einﬂuss verschiedener zusätzlicher Anisotropien, z. B. mit kubischer
Symmetrie [16, 58], auf das kritische Verhalten ist auch im Hinblick auf experimentelle Realisie-
rungen von Interesse; einen aktuellen Überblick über die kritischen Phänomene geben [59, 60].
In diesem Kapitel wird das klassische XXZ-Modell, Gleichung (2.1), und seine einfache Er-
weiterung, Gleichung (2.2), auf dem Quadratgitter untersucht. Die Grundzustände lassen sich
explizit berechnen [56], vgl. Abschnitt 2.3. Frühe Monte-Carlo-Simulationen [10, 61] ermittel-
ten das Phasendiagramm ohne Ein-Ionen-Anisotropie in der Temperatur-Feld-Ebene, vgl. auch
Abschnitt 2.4, konnten jedoch im Rahmen der damals zugänglichen Rechenleistung zwischen
möglichen Szenarien für die Übergangsregion zwischen der antiferromagnetischen und der Spin-
Flop-Phase nicht entscheiden. Die umfangreichen Simulationen des Modells, die im Rahmen
dieser Arbeit durchgeführt wurden, ergeben, dass die beiden geordneten Phasen bis zu tiefen
Temperaturen von einer schmalen Zwischenphase getrennt werden [62], vgl. Abschnitt 2.5. Die
Untersuchungen zeigen darüber hinaus, dass bikonische Strukturen im Fall D = 0 sowohl im
Grundzustand als auch im Übergangsbereich auftreten [63]. In der erweiterten Variante mit
negativer Ein-Ionen-Anisotropie bilden die bikonischen Zustände eine stabile Phase, vgl. Ab-
schnitt 2.6. Das folgende Kapitel 3 behandelt den quantenmechanischen Fall mit Spin S = 12 .
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2.2 Simulationstechnik und Messgrößen
Das XXZ-Modell ist bei nicht verschwindenden Temperaturen vorwiegend mithilfe von Monte-
Carlo-Simulationen untersucht worden; die Grundlagen der Methode beschreibt Anhang B. Auf
das anisotrope Modell im Magnetfeld lassen sich Cluster-Algorithmen [64, 65] nicht anwenden,
so dass in sämtlichen Simulationen lokale Metropolis-Aktualisierungen [66] verwendet werden.
Wegen der langen Relaxationszeiten insbesondere im Übergangsbereich zwischen der antiferro-
magnetischen und der Spin-Flop-Phase betragen die Lauﬂängen der Simulationen mindestens
106MCS1, in Einzelfällen auch bis zu 108MCS . Üblicherweise werden zusätzliche 2 · 105MCS zur
Equilibrierung verwendet. Um zuverlässige thermische Erwartungswerte zu erhalten, werden die
Ergebnisse von mindestens 10 und bis zu 32 unabhängigen Monte-Carlo-Simulationen gemittelt
und aus den Abweichungen der Einzelläufe die Fehler der Mittelwerte berechnet. Diese Fehler
sind in den Darstellungen der Simulationsdaten entweder eingezeichnet oder aber kleiner als die
verwendeten Symbolgrößen.
Alle Daten sind auf Quadratgittern gleicher Kantenlängen, d. h. mit L× L Spins, und periodi-
schen Randbedingungen generiert worden. Um mit den Ergebnissen von Landau und Binder [10]
direkt vergleichen zu können, wurde für die Anisotropie der Wert ∆ = 0.8 gewählt.
In den Monte-Carlo-Simulationen und Grundzustandsberechnungen wird eine Vielzahl physi-
kalischer Größen ausgewertet, die die Analyse der thermischen Eigenschaften, insbesondere der
Phasenübergänge, und der mikroskopischen Konﬁgurationen ermöglichen.
Eine direkte Berechnungsvorschrift der Energie E einer Konﬁguration deﬁniert die Hamilton-
Funktion, Gleichung (2.1) bzw. (2.2); die Speziﬁsche Wärme C wird sowohl aus den Energie-
ﬂuktuationen
C =
(
J
kBT
)2 (
〈E2〉 − 〈E〉2
)
als auch durch die Ableitung der Energie E nach der Temperatur berechnet. Um den Typ eines
Phasenübergangs zu bestimmen, ist die reduzierte Kumulante vierter Ordnung der Energie
hilfreich,
V = 1 − 〈E
4〉
3 〈E2〉2 .
Diverse Magnetisierungen werden ausgewertet, darunter insbesondere die einzelnen Komponen-
ten der Gesamtmagnetisierung
Mα = L−2
∑
i
Sαi α ∈ {x, y, z}
und die Magnetisierungen in z-Richtung auf den einzelnen Untergittern A und B des (perfekten)
Antiferromagneten
M zβ = 2L
−2 ∑
i∈β
Szi β ∈ {A,B} . (2.3)
1 Monte-Carlo-Schritte, Deﬁnition im Anhang B
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Einen antiferromagnetischen Ordnungsparameter deﬁniert die Diﬀerenz der Untergittermagne-
tisierungen
M zst =
1
2
(M zA − M zB ) = L−2
( ∑
i∈A
Szi −
∑
i∈B
Szi
)
, (2.4)
die als alternierende Magnetisierung2 bezeichnet wird. In endlichen Systemen verschwindet
〈M zst〉 für alle Temperaturen, so dass wie üblich der Erwartungswert des Quadrates 〈(M zst)2〉
betrachtet wird. Analog zu Gleichung (2.4) berechnen sich auch die alternierenden Magnetisie-
rungen in den anderen Spinkomponenten. Die Spin-Flop-Phase wird mithilfe des Quadrates der
alternierenden Magnetisierung in der xy-Ebene untersucht, die in den Monte-Carlo-Simulatio-
nen in dieser Arbeit gemäß
〈(Mxyst )2〉 = 〈(Mxst)2〉 + 〈(Myst)2〉
zusammengefasst werden. Alternative Deﬁnitionen z. B. in [43] sind bei ausreichend langen
Monte-Carlo-Läufen äquivalent.
Die zu den Magnetisierungen in z-Richtung korrespondierenden Suszeptibilitäten χz und χzst
lassen sich in den Simulationen eﬃzient aus den Fluktuationen der betreﬀenden Magnetisierung
berechnen, z. B.
χzst = L
2 J
kBT
(
〈(M zst)2〉 − 〈|M zst|〉2
)
.
Zur Lokalisierung der Phasenübergänge ist die Auswertung der verschiedenen Binder-Kumu-
lanten [67] hilfreich, sie entsprechen den reduzierten Kumulanten vierter Ordnung der Vertei-
lungsfunktion der jeweiligen (alternierenden) Magnetisierung, z. B.
U zst = 1 −
〈(M zst)4〉
3 〈(M zst)2〉
2 .
In bikonischen Grundzustandskonﬁgurationen sind die Spins auf den beiden Untergittern des
Antiferromagneten unterschiedlich ausgerichtet. Ihre Kippwinkel mit der z-Achse, θA und θB ,
folgen dabei einem nichtlinearen Zusammenhang, der durch Gleichung (2.7) gegeben ist, vgl.
auch Abbildung 2.2. Bei nicht verschwindenden Temperaturen lassen sich Korrelationen von
diesem Typ in den mikroskopischen Histogrammen p(θm, θn) analysieren, die die Wahrschein-
lichkeit messen, mit der die Winkel zweier nächstbenachbarter Spins, ~Sm und ~Sn , die Werte θm
und θn annehmen.
Globale Kippwinkel ΘA und ΘB der gesamten Konﬁguration lassen sich mithilfe der Magneti-
sierungen auf den beiden Untergittern A und B, vgl. Gleichung (2.3) deﬁnieren; für das Unter-
gitter A:
ΘA = arccos
M zA√
(MxA)2 + (M
y
A)2 + (M
z
A)2
(2.5)
2 staggered magnetization
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und analog für das andere Untergitter B. Wie das mikroskopische Pendant p(θm, θn) berech-
nen sich die zweidimensionalen Wahrscheinlichkeiten der globalen Winkel, P (ΘA, ΘB)dΘAdΘB ,
indem in den Monte-Carlo-Simulationen die Häuﬁgkeiten ermittelt werden, mit denen die Wer-
tepaare (ΘA, ΘB) in den Konﬁgurationen auftreten. Ein eindimensionales Histogramm, P (Θ)
erhält man durch Integration über einen der Winkel, z. B. ΘB , wobei eine Umgewichtung den
Eﬀekt der unterschiedlich starken Entartung in den xy-Komponenten berücksichtigt:
P (Θ) = P (ΘA) =
∫
P (ΘA, ΘB)
1√
sinΘA sinΘB
dΘB .
Schließlich erweist sich eine Visualisierung der Monte-Carlo-Konﬁgurationen als hilfreich, um
die dominierenden mikroskopischen Strukturen zu identiﬁzieren.
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Abbildung 2.3: Grundzustands-Phasendiagramme des anisotropen Heisenberg-Antiferroma-
gneten auf dem Quadratgitter für die Anisotropie ∆ = 0.8 . Dargestellt ist auf der linken
Seite das vollständige Diagramm in der D-H-Ebene, die gepunktete Linie markiert den Fall
des XXZ-Modells, D = 0 . In die Ausschnittsvergrößerung der Region bikonischer Konﬁ-
gurationen (rechts) ist jene Linie gestrichelt eingezeichnet, auf der antiferromagnetische und
Spin-Flop-Strukturen gleiche Energien besitzen. Der Punkt bezeichnet die Parameterkom-
bination D = 0 ∧H = 2.4J , bei der der Grundzustand in antiferromagnetischen, Spin-Flop
und bikonischen Konﬁgurationen entartet ist.
2.3 Grundzustände
Die Grundzustände des Heisenberg-Antiferromagneten können für unterschiedliche Typen der
Anisotropie in einem großen Parameterbereich vollständig berechnet werden. In dem Modell mit
uniaxialer Anisotropie treten in Abhängigkeit von der Stärke des externen Feldes H entlang der
leichten Magnetisierungsachse antiferromagnetische, Spin-Flop- und bikonische Konﬁgurationen
auf, vgl. Abbildung 2.2. Frühe Arbeiten [6871] diskutieren vor Allem den Einﬂuss externer,
insbesondere auch transversaler Felder auf die verschiedenen Strukturen. Für die um den Ein-
Ionen-Term erweiterte Hamilton-Funktion in Gleichung (2.2) geben bereits Matsuda und Ts-
uneto [56] eine analytische Darstellung der kritischen Felder an, die gleichfalls im Anhang A
hergeleitet werden. Spätere Veröﬀentlichungen [72, 73] behandeln zusätzlich kompliziertere Er-
weiterungen der Hamilton-Funktion, z. B. um eine Dzyaloshinski-Moriya-Wechselwirkung, deren
Auswirkungen auf die Phasengrenzen z. T. nur approximativ angegeben werden können.
Für das klassische XXZ-Modell auf dem Quadratgitter, gegeben durch die Hamilton-Funktion
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in Gleichung (2.1), ist der antiferromagnetische Zustand stabil bei Feldern, die niedriger sind
als der kritische Wert
Hc1 = 4J
√
1−∆2 ,
während die Spin-Flop-Konﬁgurationen bei höheren Feldern die minimale Energie besitzen.
Direkt am kritischen Feld Hc1 beträgt der Kippwinkel θSF zwischen den Spins und der z-Achse,
vgl. Abbildung 2.2, in den Spin-Flop-Zuständen
θSF(H = Hc1) = arccos
√
1−∆
1 +∆
.
Erhöht man das Feld weiter, verringert sich der Winkel kontinuierlich, bis schließlich oberhalb
des zweiten kritischen Feldes Hc2 = 4J(1 +∆) alle Spins perfekt entlang der z-Achse, d. h.
ferromagnetisch ausgerichtet sind. Der Kippwinkel der Spin-Flop-Grundzustände, θSF , beträgt
in Abhängigkeit vom Magnetfeld H auf beiden Untergittern
θSF(H) = arccos
H
4J(1 +∆)
, Hc1 ≤ H ≤ Hc2 . (2.6)
Im Grenzfall des isotropen Modells, ∆ = 1 , verschwindet der Bereich antiferromagnetischer
Ordnung entlang der z-Achse, die Übergangsfelder lauten Hc1 = 0 und Hc2 = 8J . Im Ising-
Limes verschwindender Kopplung in den xy-Komponenten,∆ = 0 , entfällt die Spin-Flop-Struk-
tur; am kritischen Feld Hc1 = Hc2 = 4J geht der antiferromagnetische in den ferromagnetischen
Grundzustand über.
Im anisotropen Modell, 0 < ∆ < 1 , ist direkt am ersten kritischen Feld Hc1 der Grundzu-
stand in antiferromagnetischen, Spin-Flop und bikonischen Zuständen kontinuierlich entartet,
vgl. Abbildung 2.2. Letztere können mithilfe der zwei unterschiedlichen Kippwinkel θA und θB
zwischen den Spins auf den beiden Untergittern des Antiferromagneten und der z-Achse be-
schrieben werden. Für einen gegebenen Wert des einen Winkels, z. B. θA , wird der andere durch
den Zusammenhang
θB = arccos
( √
1−∆2 − cos θA
1 − √1−∆2 cos θA
)
(2.7)
eindeutig festgelegt. Anschaulich vermitteln die bikonischen Zustände zwischen dem anti-
ferromagnetischen und dem Spin-Flop-Zustand: Dazu betrachtet man eine antiferromagnetische
Konﬁguration, (θA = 0, θB = pi) und variiert, ausgehend von ihr, z. B. auf jenem Untergitter,
dessen Spins in die Feldrichtung weisen, den Kippwinkel von θA = 0 nach ±θSF(H = Hc1) . In-
dem sich der Kippwinkel des anderen Untergitters gemäß Gleichung (2.7) simultan von θA = pi
ebenfalls bis ∓θSF(H = Hc1) ändert, werden alle bikonischen Konﬁgurationen sukzessive durch-
laufen. Alle diese Zustände besitzen dieselbe, minimale Energie wie der antiferromagnetische
Anfangs- und der Spin-Flop-Endzustand. Zusätzlich zu dieser kontinuierlichen Entartung in
einem der beiden Kippwinkel weist der Grundzustand am kritischen Feld Hc1 die triviale Ent-
artung in der xy-Ebene der Spins auf, vgl. Abbildung 2.2. Dabei sind die xy-Komponenten
benachbarter Spins wie im Spin-Flop-Zustand antiferromagnetisch geordnet.
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Gleichung (2.7) ergibt im Grenzfall des isotropen Modells, ∆ = 1 , für das zugehörige Über-
gangsfeld Hc1 = 0 die erwartete Abhängigkeit der beiden Kippwinkel: θA = −θB . Die Spins auf
den beiden Untergittern sind antiferromagnetisch geordnet, wobei einer der Winkel, z. B. θA
frei gewählt werden kann. In diesem kontinuierlich entarteten Grundzustand ist keine Richtung
ausgezeichnet, d. h. er besitzt O(3)-Symmetrie. Dagegen entspricht die Entartung für ∆ < 1 kei-
ner vollen Rotationssymmetrie, unterschiedliche Kippwinkel treten mit unterschiedlichen Häu-
ﬁgkeiten auf, vgl. Anhang A. Im Ising-Limes, ∆ = 0 , ist für H = Hc1 = 4J eines der beiden
Untergitter perfekt entlang der z-Achse in Feldrichtung ausgerichtet, während jeder andere Spin
beliebig orientiert werden kann.
Nichtverschwindende Ein-Ionen-Anisotropie, D 6= 0
In den Grundzuständen der erweiterten Hamilton-Funktion, Gleichung (2.2), werden die bikoni-
schen Konﬁgurationen, die im XXZ-Modell am kritischen FeldHc1 auftreten, von der Ein-Ionen-
Anisotropie D entweder unterdrückt, D > 0 , oder in einem ausgedehnten Feldbereich stabili-
siert D < 0 . Für betragsmäßig hinreichend kleine Werte, 2J(∆− 1) < D < J∆ , existieren wei-
terhin der antiferromagnetische und der Spin-Flop-Grundzustand, vgl. das Phasendiagramm
für T = 0 in Abbildung 2.3. Die Grenzen, innerhalb derer die verschiedenen Zustände auftre-
ten, verschieben sich; explizite Ausdrücke für die kritischen Felder und die Kippwinkel der
Konﬁgurationen in Abhängigkeit von den Systemparametern sind im Anhang A angegeben.
Für positive Ein-Ionen-Anisotropie, D > 0 , sind die bikonischen Konﬁgurationen bei T = 0
stets instabil. Am kritischen Feld Hc1 , das die antiferromagnetische von der Spin-Flop-Phase
trennt, ist der Grundzustand nicht mehr kontinuierlich in den Kippwinkeln entartet.
Eine negative Ein-Ionen-Anisotropie, 2J(∆− 1) < D < 0 , senkt dagegen die Grundzustands-
energie der bikonischen Strukturen ab, so dass eine ausgedehnte bikonische Phase zwischen den
Grenzfeldern Hc1a und Hc1b auftritt, vgl. dazu die Ausschnittsvergrößerung des Grundzustands-
Phasendiagramms in Abbildung 2.3. Innerhalb der Zwischenphase werden die bikonischen Zu-
stände bei Variation des Feldes sukzessive durchlaufen, d. h. die Kippwinkel θA und θB gehen
z. B. bei Erhöhung des Feldes von Hc1a nach Hc1b stetig von der antiferromagnetischen in die
Spin-Flop-Konﬁguration über. Dabei sind die xy-Komponenten der Spins antiferromagnetisch
geordnet.
Die Situation ohne Ein-Ionen-Anisotropie, D = 0 , beschreibt demnach den Grenzfall zwischen
zwei qualitativ unterschiedlichen Szenarien, die beide keine nichttriviale Entartung des Grund-
zustands aufweisen.
Magnetisierungen im Grundzustand
Aus den Grundzustandsanalysen lassen sich die Werte aller Magnetisierungen im Grundzustand
bei Variation des Feldes H ermitteln; |Mxyst | undM z sind in Abbildung 2.4 exemplarisch für drei
Werte der Ein-Ionen-Anisotropie D = −0.2J , D = 0 und D = 0.2J dargestellt. Für D < 0 än-
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Abbildung 2.4: Magnetisierung in der Anisotropierichtung M z (oben) und Betrag der al-
ternierenden Magnetisierung |Mxyst | in den Spinkomponenten senkrecht dazu (unten) im
Grundzustand für die Ein-Ionen-Anisotropien D = −0.2 , D = 0.0 und D = 0.2 (von links
nach rechts), Anisotropie: ∆ = 0.8 . Die Punkte bezeichnen die Werte der physikalischen
Größen im kontinuierlich entarteten Grundzustand, vgl. Abschnitt A.2 im Anhang.
dern sich die Magnetisierungen an den beiden Grenzen der bikonischen Phase, Hc1a und Hc1b ,
stetig, da die bikonischen Zustände, die zwischen dem antiferromagnetischen und dem Spin-
Flop-Zustand vermitteln, sequentiell durchlaufen werden. Für D > 0 springen die Magnetisie-
rungen diskontinuierlich am Feld Hc1.
Im entarteten Grundzustand fürD = 0 können entlang der gestrichelten Linien in Abbildung 2.4
sämtliche Werte der Magnetisierungen auftreten. Wegen der nichtlinearen Abhängigkeit der
Kippwinkel θA und θB auf den beiden Untergittern, vgl. Gleichung (2.7), besitzen die verschie-
denen Ausrichtungen der Spins und damit auch die verschiedene Magnetisierungen unterschied-
liche Gewichte. Die Verteilungsfunktion der Kippwinkel im entarteten Grundzustand wird im
Anhang A.2 begründet. Daraus folgt eine Berechnungsvorschrift für die Mittelwerte der Ma-
gnetisierungen am kritischen Feld Hc1 , die in den Abbildungen eingetragen sind.
Die vollständige Grundzustandsanalyse zeigt einen u.U. unerwarteten [74], qualitativen Unter-
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schied zwischen zwei Varianten des anisotropen Heisenberg-Modells: Mit ausschließlicher Aniso-
tropie der Wechselwirkung, 0 < ∆ < 1 ∧ D = 0 , tritt am Feld Hc1 immer eine kontinuierliche
Entartung mit bikonischen Konﬁgurationen auf, während dort bei positiver Ein-Ionen-Aniso-
tropie, z. B. ∆ = 1 ∧ D > 0 , nur antiferromagnetische und Spin-Flop-Strukturen stabil sind.
Dies könnte zu unterschiedlichen Topologien der Phasendiagramme bei nicht verschwindenden
Temperaturen führen, vgl. auch Abschnitt 2.6.
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Abbildung 2.5: Phasendiagramm des XXZ-
Modells in Molekularfeldnäherung für die
Anisotropie ∆ = 0.8 . Durchgezogene Li-
nien bezeichnen wie üblich kontinuierli-
che Übergänge, gestrichelte Linien Pha-
senübergänge erster Ordnung.
Abbildung 2.6: Phasendiagramm des XXZ-
Modells, ermittelt in Monte-Carlo-Simu-
lationen für die Anisotropie ∆ = 0.8 . Die
gestrichelt eingezeichnete Linie markiert
die obere Schranke für die Übergangstem-
peraturen der Spin-Flop-Phase, die sich
aus einer harmonischen Näherung ergibt,
vgl. Gleichung (2.10).
2.4 Phasendiagramm des XXZ-Modells
Im XXZ-Modell, D = 0 , auf dem Quadratgitter führen die antiferromagnetischen und Spin-
Flop-Grundzustände bei niedrigen Temperaturen zu geordneten Phasen. Einen qualitativen Hin-
weis auf die thermische Stabilität der verschiedenen Strukturen liefert bereits die Molekularfeld-
theorie, innerhalb derer das Phasendiagramm in Abbildung 2.5 berechnet worden ist [15, 16, 75].
Bestimmt man aus den Ergebnissen der Näherung die Typen der Phasenübergänge, so erhält
man zwischen der antiferromagnetischen bzw. der Spin-Flop- und der paramagnetischen Phase
jeweils kontinuierliche Übergänge. Dagegen ändern sich die Magnetisierungen auf der Grenzlinie
zwischen antiferromagnetischer und Spin-Flop-Phase diskontinuierlich und zeigen einen Phasen-
übergang erster Ordnung an. Allerdings ist nicht garantiert, dass die dimensionsunabhängige
Molekularfeldtheorie die Phasenübergänge insbesondere in niedrigdimensionalen Systemen kor-
rekt beschreibt.
In Monte-Carlo-Simulationen [10] sind das Phasendiagramm, vgl. Abbildung 2.6, und die Ty-
pen der Übergänge in die paramagnetische Phase bestimmt worden. Im Gegensatz zur Moleku-
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larfeldtheorie treﬀen sich die Phasengrenzen nicht mehr stumpfwinklig in einem Tripelpunkt,
sondern nähern sich in der Übergangsregion zwischen den beiden geordneten Phasen mit mög-
licherweise asymptotisch identischen Tangenten, vgl. dazu auch den Ausschnitt des Phasendia-
gramms in Abbildung 2.11 sowie Abschnitt 2.5.
Die antiferromagnetische Phase ist langreichweitig geordnet, als Ordnungsparameter wird übli-
cherweise das Quadrat der z-Komponente der alternierenden Magnetisierung, 〈(M zst)2〉 , gewählt.
Bei niedrigen Feldern ist der Übergang in die paramagnetische Phase kontinuierlich und liegt
in der Universalitätsklasse des Ising-Modells. Die Spin-Flop-Phase ist in den xy-Komponenten
der Spins algebraisch geordnet und entspricht damit einer Kosterlitz-Thouless-Phase [76], die
aus dem zweidimensionalen XY-Modell bekannt ist. Der Übergang in die ungeordnete Phase ist
bei hohen Magnetfeldern ein Kosterlitz-Thouless-Übergang.
Im Folgenden werden die Analysen der Übergänge in die paramagnetische Phase anhand eigener
Simulationsdaten kurz vorgestellt.
Übergang von der antiferromagnetischen in die paramagnetische Phase
Die Grenze der antiferromagnetischen Phase lässt sich mithilfe verschiedener thermodynami-
scher Größen lokalisieren. In der Speziﬁschen Wärme C und der Suszeptibilität χzst treten in
endlichen Systemen Maxima in der Nähe des Phasenübergangs auf. Eine Extrapolation ihrer
Positionen z. B. bei festem Feld, T (Cmax) bzw. T (χmax) in den thermodynamischen Limes, führt
in hinreichend großen Systemen auf die kritische Temperatur TAF . Die Binder-Kumulante U zst
springt am Phasenübergang, da sie für L =∞ in einer antiferromagnetisch geordneten Phase
den Wert U zst(L =∞) = 2/3 annimmt, während sie in einer paramagnetischen Phase verschwin-
det, U zst(L =∞) = 0 . Der Sprung wird in endlichen Systemen abgerundet. Mit zunehmender
Gitterlänge L wird jedoch der Verlauf von U zst in der Umgebung des Übergangs immer steiler,
vgl. Abbildungen 2.7 und 2.19, so dass sich die Kurven verschiedener Systemgrößen L und bL
in Schnittpunkten Ucross(L, bL) schneiden. Deren Temperaturen T (Ucross) lassen sich ebenfalls
extrapolieren, um die kritische Temperatur zu ermitteln; hier wird stets das feste Systemgrößen-
verhältnis b = 2 betrachtet, d. h. die Schnittpunkte Ucross(L, 2L) . Dieselben Analysen werden
auch zur Auswertung von Simulationsdaten bei fester Temperatur durchgeführt, um die zuge-
hörigen kritischen Felder zu bestimmen.
Die verschiedenen Größen besitzen i. A. unterschiedliche Abhängigkeiten von der Systemgrö-
ße L , extrapolieren aber in hinreichend großen Systemen auf die Übergangsfelder bzw. -tempe-
raturen für L =∞ . Abbildung 2.7 zeigt exemplarisch für die feste Temperatur kBT = 0.5J die
Rohdaten der Suszeptibilität χzst und der Binder-Kumulante U
z
st sowie deren Extrapolation in
den thermodynamischen Limes.
Der Typ des Übergangs kann mithilfe des Ordnungsparameters der antiferromagnetischen Pha-
se, 〈(M zst)2〉 , identiﬁziert werden [10], den Abbildung 2.8 beispielhaft in der Umgebung der
kritischen Temperatur kBTAF ≈ 0.812J ohne äußeres Feld, H = 0 , zeigt. Bei Annäherung an
den Übergang aus der geordneten Phase, T < TAF , fällt die Magnetisierung 〈(M zst)2〉 in großen
Systemen stark ab. In der doppelt logarithmischen Auftragung über der reduzierten Tempera-
40 Kapitel 2. Klassischer anisotroper Heisenberg-Antiferromagnet
2.30 2.35 2.40 2.45 2.50
H/J
0
40
80
120
160
χz s
t
HAF
L=20
L=40
L=80
2.34 2.36 2.38 2.40 2.42 2.44
H/J
0.0
0.1
0.2
0.3
0.4
0.5
0.6
U s
tz
L=10
L=20
L=40
L=80
0.00 0.01 0.02 0.03 0.04 0.05
1/L
2.32
2.36
2.40
H
/J
Abbildung 2.7: Suszeptibilität der alternierenden Magnetisierung χzst (links) und Binder-
Kumulante U zst (oben rechts) bei der festen Temperatur kBT = 0.5J . Unten rechts: Extrapo-
lation der Positionen der Maxima der Suszeptibilität H(χmax) (Kreise) und der Speziﬁschen
Wärme H(Cmax) (Quadrate) sowie der Schnittpunkte der Binder-Kumulanten H(Ucross)
(Rauten) für dieselbe Temperatur kBT = 0.5J . Der ausgefüllte Kreis bezeichnet das resul-
tierende kritische Feld HAF = 2.355± 0.006J .
tur t = (TAF − T )/TAF , vgl. Abbildung 2.8, zeigen die Daten für größere Systeme immer besse-
re Übereinstimmung mit dem erwarteten asymptotischen Verhalten an einem Ising-Übergang.
Dieses ist im unendlichen System durch das Potenzgesetz 〈(M zst)2〉 ∝ t2β mit dem kritischen
Exponenten β = 1/8 gegeben [77].
Weitere physikalische Größen, die in den Monte-Carlo-Simulationen ausgewertet wurden, sind
bei niedrigen Feldern ebenfalls kompatibel mit einem Übergang in der Ising-Universalitätsklas-
se: Das Maximum in der Speziﬁschen Wärme C prägt sich für größere Gitter immer stärker aus;
seine Höhe wächst logarithmisch mit der Systemgröße L , Cmax ∝ lnL . Im Fall der Suszepti-
bilität χzst entspricht die Systemgrößenabhängigkeit der Höhe der Maxima bereits in in relativ
kleinen Systemen dem Potenzgesetz χmax ∝ L7/4 und zeigt daher, wie auch die Speziﬁsche
Wärme, das erwartete Verhalten an einem Ising-Übergang.
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Abbildung 2.8: Quadrat der alternierenden Magnetisierung in z-Richtung, 〈(M zst)2〉 , ohne
externes Feld, H = 0 . Links: Rohdaten in Abhängigkeit von der Temperatur T ; rechts:
doppelt logarithmische Auftragung als Funktion des Abstands von der kritischen Tempe-
ratur kBTAF = 0.812J , T < TAF . Die gestrichelte Linie illustriert das asymptotische Ver-
halten an einem Ising-Übergang. Die Systemgrößen sind in beiden Graphen mit gleichen
Symbolen bezeichnet.
Übergang von der Spin-Flop- in die paramagnetische Phase
Die Spin-Flop-Phase des Heisenberg-Antiferromagneten in zwei Dimensionen ist eine Kosterlitz-
Thouless-Phase. Benachbarte Spins sind in ihren xy-Komponenten vornehmlich antiferromagne-
tisch ausgerichtet, wobei es sich um algebraische Ordnung handelt: Der Betrag der Korrelations-
funktion 〈Sxi Sxi+r + Syi Syi+r〉 fällt für hinreichend großen Abstand r mit einem Potenzgesetz r−g
ab, dessen Exponent g temperaturabhängig ist. Das Verhalten am Übergang in die paramagne-
tische Phase wird durch die Theorie von Kosterlitz und Thouless [76] beschrieben.
Für den Ordnungsparameter der Phase 〈(Mxyst )2〉 wird wegen des Zusammenhangs mit den alge-
braisch abfallenden Spinkorrelationen erwartet, dass er im thermodynamischen Limes L→∞
für alle Temperaturen T > 0 verschwindet. Seine Abhängigkeit von der Systemgröße L ent-
spricht für hinreichend große Gitter dem Potenzgesetz
〈(Mxyst )2〉L ∝ L−g (2.8)
Der Exponent g nimmt an einem Kosterlitz-Thouless-Übergang den kritischen Wert g = 1/4
an und sinkt in der algebraisch geordneten Phase für niedrigere Temperaturen kontinuierlich
42 Kapitel 2. Klassischer anisotroper Heisenberg-Antiferromagnet
weiter ab. In der ungeordneten Phase gilt g = 2.
Die Monte-Carlo-Daten des XXZ-Modells in starken Magnetfeldern zeigen deutlich, dass die
Magnetisierung 〈(Mxyst )2〉 sowohl in der paramagnetischen als auch in der Spin-Flop-Phase mit
zunehmender Systemgröße immer weiter abfällt, vgl. Abbildung 2.9. Um die Systemgrößenab-
hängigkeit genauer zu untersuchen und mit den asymptotischen Vorhersagen, Gleichung (2.8),
zu vergleichen, wird ein eﬀektiver Exponent geﬀ deﬁniert,
geﬀ(L) = −
d ln
[〈(Mxyst )2〉L]
d lnL
.
Eine diskretisierte Variante, geﬀ(L0) , vergleicht die Daten zweier benachbarter Systemgrößen,
L1 und L2 > L1:
geﬀ(L0) = −
ln
[ 〈(Mxyst )2〉L2 / 〈(Mxyst )2〉L1 ]
ln [L2/L1]
(2.9)
mit dem geometrischen Mittel L0 =
√
L1L2 .
Die Monte-Carlo-Daten für den eﬀektiven Exponenten geﬀ , vgl. Abbildung 2.10, sind konsis-
tent mit dem durch Gleichung (2.8) beschriebenen Verhalten an einem Kosterlitz-Thouless-
Übergang: In der ungeordneten Phase, T > TSF , nimmt geﬀ für hinreichend große Systeme den
Wert geﬀ = 2 an. Nähert man sich dem Phasenübergang, z. B. für konstantes Feld durch Absen-
kung der Temperatur, fällt der Exponent rasch ab und erreicht nahe dem Übergang, T ≈ TSF ,
den Wert 1/4 . Innerhalb der Spin-Flop-Phase sinkt geﬀ weiter, wobei die Systemgrößenabhän-
gigkeit weitgehend verschwindet. Die Auswertung des Exponenten zeigt nicht nur, dass das
thermische Verhalten mit der Kosterlitz-Thouless-Theorie übereinstimmt, sondern erlaubt un-
ter dieser Annahme auch, die Temperatur des Phasenübergangs zuverlässig zu bestimmen.
Die Übergangstemperaturen können darüber hinaus mithilfe der Binder-Kumulante Uxyst er-
mittelt werden, die am Phasenübergang von der Spin-Flop- in die paramagnetische Phase in
endlichen Systemen stark abfällt und im thermodynamischen Limes springt. In Analogie zur
Analyse der antiferromagnetischen Phasengrenze mit der Kumulante U zst lassen sich die Posi-
tionen der Schnittpunkte extrapolieren, um die kritische Temperatur TSF zu bestimmen. Die
Ergebnisse stimmen gut mit den Werten für TSF überein, die sich mithilfe des eﬀektiven Expo-
nenten ergeben.
In den Simulationen der Publikation [10] werden die Übergangstemperaturen der Spin-Flop-
Phase aus dem Verhalten der Dichte von Vertexpaaren bestimmt [78]. Die Größe steigt bei
Annäherung an den Übergang aus der algebraisch geordneten Phase zunächst an, bevor sie
bei T = TSF stark abfällt, da sich die Vertexpaare an einem Kosterlitz-Thouless-Übergang tren-
nen. Mit dieser Analysemethode erhalten die Autoren deutlich höhere Übergangstemperaturen
als aus den beiden zuvor beschriebenen Kriterien folgen. Die Diskrepanz kann vermutlich da-
mit erklärt werden, dass in den in [10] verwendeten, relativ kleinen Systemen mit periodischen
Randbedingungen die Trennung von Vertexpaaren stark unterdrückt wird [79].
Eine weitere Größe, deren thermisches Verhalten den Vorhersagen der Kosterlitz-Thouless-Theo-
rie entspricht, ist die Speziﬁsche Wärme C . Die Monte-Carlo-Daten zeigen ein nichtkritisches
Maximum in der Nähe aber nicht direkt bei der kritischen Temperatur TSF . Selbstverständlich
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Abbildung 2.9: Quadrat der alternierenden
Magnetisierung in den xy-Komponenten,
〈(Mxyst )2〉 , im konstanten Feld H = 6J .
TSF bezeichnet die Übergangstemperatur
von der Spin-Flop- in die paramagnetische
Phase.
Abbildung 2.10: Eﬀektiver Exponent geﬀ ,
vgl. Gleichung (2.9), der Magnetisierung
〈(Mxyst )2〉 als Funktion der Temperatur
bei konstantem Feld H = 2.7J . Es wer-
den die Systemgrößen (L1, L2) = (10, 20) ,
(20, 30) , (30, 40) , (40, 60) und (60, 80)
(von unten nach oben) verglichen. Die ge-
strichelte Linie markiert den Wert des Ex-
ponenten an einem Kosterlitz-Thouless-
Übergang, g = 1/4.
lässt sich in Simulationsdaten endlicher Systeme die erwartete wesentliche Singularität in der
Freien Energie bzw. Speziﬁschen Wärme nicht nachweisen.
In hohen Feldern kann die Analogie der Spin-Flop-Phase mit dem XY-Modell ausgenutzt wer-
den, um mit einer harmonischen Approximation die kritische Temperatur TSF in Abhängig-
keit vom Feld H für die Grenze zur paramagnetischen Phase abzuschätzen [10]: Nimmt man
den Kippwinkel θSF des Grundzustands, vgl. Gleichung (2.6), als temperaturunabhängig an,
d. h. konstant für ein gegebenes Feld H , so kann das verbleibende System als ein XY-Modell
mit verkürzten Spinvektoren aufgefasst werden. Als Zusammenhang der Temperatur TSF im
XXZ-Modell mit der Übergangstemperatur kBTXY/JXY im ferromagnetischen XY-Modell mit
der Kopplung JXY und normierten zweikomponentigen Spins ergibt sich
kBTSF
J
=
kBTXY
JXY
∆
[
1 −
(
H
Hc2
)2]
. (2.10)
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Das Ergebnis der Abschätzung ist in das Phasendiagramm, Abbildung 2.6, eingetragen, wobei
für die Übergangstemperatur des XY-Modells der Wert kBTXY ≈ 0.8929JXY [80] verwendet
wurde. Wegen der Vernachlässigung der Fluktuationen in den z-Komponenten der Spins, stellt
Gleichung (2.10) lediglich eine obere Schranke für TSF dar [62]. In der Tat liegen die in Monte-
Carlo-Simulationen bestimmten Werte bei niedrigeren Temperaturen, vgl. Abbildung 2.6. Die
Näherung verliert auf jeden Fall bei den niedrigen Feldern ihre Gültigkeit, bei denen die Spin-
Flop-Phasengrenze sich dem Übergangsbereich nähert, dessen ausführliche Analyse der folgende
Abschnitt 2.5 behandelt.
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Abbildung 2.11: Ausschnitt des Phasendiagramms des XXZ-Modells, vgl. Abbildung 2.6, in
der Übergangsregion zwischen der antiferromagnetischen und der Spin-Flop-Phase, Aniso-
tropie ∆ = 0.8.
2.5 Übergangsbereich zwischen der antiferromagnetischen und
der Spin-Flop-Phase
Die Übergangsregion des Phasendiagramms, vgl. Abbildung 2.11, zwischen der antiferromag-
netischen und der Spin-Flop-Phase ist von besonderem Interesse. Dort nähern sich die beiden
kritischen Linien, die die geordneten Phasen begrenzen, einander an. Für die Lage und die mög-
licherweise multikritischen Eigenschaften eines Tripelpunktes, in dem sich die Phasengrenzen
treﬀen, existieren verschiedene Szenarien.
In den Renormierungsgruppenrechnungen [11, 12] ergeben sich allgemein für n-komponentige
Spins bei uniaxialer Anisotropie sechs Fixpunkte, von denen drei das multikritische Verhalten
beschreiben könnten: ein bikritischer, ein bikonisch tetrakritischer und ein entkoppelt tetrakriti-
scher Punkt. Letzterer ist erst für große n ' 11 relevant. Die beiden anderen könnten für n = 3
stabil sein und führen auf zwei mögliche Szenarien für die Übergangsregion im XXZ-Modell.
In einem bikritischen Punkt, der Heisenberg-Symmetrie besitzt, könnten die kritischen Linien
zusammenlaufen, die die antiferromagnetische und die Spin-Flop-Phase begrenzen. Bei Tempe-
raturen unterhalb des bikritischen Punktes würde ein direkter Phasenübergang erster Ordnung
zwischen den geordneten Phasen erwartet. Allerdings kann in einem zweidimensionalen System
wegen des Mermin-Wagner-Theorems [14] ein Heisenberg-Punkt nicht bei Temperaturen T > 0
auftreten. Der bikritische Punkt müsste daher in den Grundzustand verschoben werden, so
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Abbildung 2.12: Binder-Kumulante der al-
ternierenden Magnetisierung entlang der
z-Achse, U zst , bei der festen Tempera-
tur kBT = 0.3J oberhalb des Phasenüber-
gangs bei HAF ≈ 2.4155J .
Abbildung 2.13: Quadrat der alternieren-
den Magnetisierung entlang der z-Achse,
〈(M zst)2〉 bei festem Feld H = 2.41J . Die
beiden Übergangstemperaturen, an denen
unter Variation der Temperatur die Pha-
sengrenze durchlaufen wird (Reentrance-
Eﬀekt) sind eingezeichnet.
dass sich die Grenzen der Spin-Flop- und der antiferromagnetischen Phase erst dort, bei T = 0 ,
treﬀen. Es tritt in diesem Szenario in zwei Dimensionen daher kein direkter Übergang zwischen
den geordneten Phasen auf, die für T > 0 stets von einer Zwischenphase getrennt bleiben.
In einem zweiten Szenario laufen die beiden Phasengrenzen in einem tetrakritisch bikonischen
Punkt zusammen. Unterhalb dessen existiert eine Zwischenphase, die simultan sowohl in den
Spinkomponenten in Anisotropierichtung als auch senkrecht dazu geordnet ist und die antiferro-
magnetische von der Spin-Flop-Phase trennt. Ob diese bikonische Phase bis in den Grundzu-
stand reicht, lässt sich in den Renormierungsgruppenrechnungen selbstverständlich nicht klären.
Der tetrakritische Fixpunkt besitzt vom Heisenberg-artigen Verhalten an einem bikritischen
Punkt leicht abweichende kritische Exponenten.
Schließlich kann ein drittes Szenario ohne multikritischen Tripelpunkt auftreten, das in den
Renormierungsgruppenrechnungen nicht berücksichtigt wird: In einem trikritischen Punkt auf
einer der beiden Grenzen der geordneten Phasen wird diese zunächst kritische Linie zu ei-
ner Übergangslinie erster Ordnung. Im Tripelpunkt könnte die andere Phasengrenze in einem
kritischen Endpunkt enden, unterhalb dessen ein direkter Übergang erster Ordnung von der
antiferromagnetischen in die Spin-Flop-Phase existiert.
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Die Monte-Carlo-Simulationen des XXZ-Modells zeigen, dass der Übergang an der Grenze der
antiferromagnetischen Phase bis zu den tiefsten simulierten Temperaturen, kBT ≈ 0.255J , ein
kontinuierlicher Übergang in der Universalitätsklasse des Ising-Modells bleibt [62, 63]. Gleich-
zeitig sind die Daten für den Übergang der Spin-Flop-Phase kompatibel mit einem Kosterlitz-
Thouless-Übergang. Im Vergleich mit den drei möglichen Szenarien legen die Simulationen daher
nahe, dass die beiden geordneten Phasen im Temperaturbereich, der in Monte-Carlo-Simulatio-
nen zuverlässig analysiert werden kann, von einer Zwischenphase getrennt werden.
Zhou, Landau und Schulthess [81] gehen in der Interpretation ihrer Monte-Carlo-Daten deut-
lich weiter: Sie schlagen einen bei T = 0 verborgenen bikritischen Punkt vor, wie er im ersten
Szenario realisiert ist. In den Monte-Carlo-Simulationen bei endlichen Temperaturen zeigen
verschiedene physikalische Größen in der Tat ein (Finite-size-)Verhalten, das in der Nähe eines
solchen Punktes erwartet wird. Der Grundzustand besitzt jedoch nicht die volle Rotationssym-
metrie eines Heisenberg-Fixpunktes, vgl. Abschnitt 2.3, und in der Zwischenphase werden nicht
isotrope sondern bikonische Fluktuationen beobachtet [63].
Die Autoren aktueller feldtheoretischer Studien [82] vermuten, dass in zwei Dimensionen das
zweite Szenario eines tetrakritischen Punktes bei einer nicht verschwindenden Temperatur rea-
lisiert ist. Allerdings können in den Monte-Carlo-Simulationen des XXZ-Modells keine Hinweise
gefunden werden, dass eine bikonisch geordnete Zwischenphase existiert. Ein tetrakritischer
Punkt wird daher erst in der erweiterten Modellvariante mit negativer Ein-Ionen-Anisotropie
erwartet, in der eine stabile bikonische Phase die antiferromagnetische von der Spin-Flop-Phase
trennt, vgl. Abschnitt 2.6.
Das dritte Szenario wurde zwar anhand von Quanten-Monte-Carlo-Daten in der Modellvariante
mit Spin-12 identiﬁziert [19], jedoch ist die Interpretation der Simulationen in jener Publikation
z. T. fehlerhaft [63]. Die im Rahmen dieser Arbeit durchgeführten, umfangreicheren Analysen,
die nicht auf einen qualitativen Unterschied zwischen den Phasendiagrammen des klassischen
und des Modells mit Spin S = 12 hinweisen, wird in Kapitel 3 diskutiert.
Die Hinweise auf eine schmale Zwischenphase, die im klassischen XXZ-Modell die geordneten
Phasen voneinander trennt, basieren auf der folgenden Analyse des kritischen Verhaltens der
antiferromagnetischen Phasengrenze.
Grenze der antiferromagnetischen Phase
Die Übergangsregion im XXZ-Modell auf dem Quadratgitter für die Anisotropie ∆ = 0.8 ist
in Abbildung 2.11 dargestellt. Die Grenze der antiferromagnetischen Phase lässt sich weiterhin
mithilfe der Speziﬁschen Wärme C , der Suszeptibilität der alternierenden Magnetisierung χzst
und der Binder-Kumulante U zst lokalisieren.
Die Phasengrenze besitzt ein Maximum im kritischen Feld als Funktion der Temperatur und
nähert sich erst unterhalb dessen der Spin-Flop-Phase. Simulationen bei einem konstanten Feld
knapp unterhalb des Maximums durchlaufen unter Variation der Temperatur zweimal die Pha-
sengrenze (Reentrance-Eﬀekt). Dabei beobachtet man in großen Systemen stark asymme-
trisches Verhalten der alternierenden Magnetisierung 〈(M zst)2〉 : Der Ordnungsparameter der
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Abbildung 2.14: Suszeptibilität der alternierenden Magnetisierung in der z-Richtung, χzst ,
bei konstantem Feld H = 2.41J ; links: Rohdaten in Abhängigkeit von der Temperatur;
rechts: Höhe der Maxima als Funktion der Systemgröße L in einer doppelt logarithmischen
Auftragung. Die gestrichelte Linie entspricht dem asymptotischen Verhalten an einem Ising-
Übergang, χmax ∝ L7/4.
antiferromagnetischen Phase fällt bei Annäherung an die Spin-Flop-Phase deutlich stärker ab
als am Übergang in die paramagnetische Phase, vgl. Abbildung 2.13. In einem Szenario mit
einer Zwischenphase wären beide Übergänge kontinuierlich. Die Asymmetrie wird dahingehend
interpretiert, dass in der Übergangsregion der kritische Bereich, in dem sich das asymptotische
Verhalten der Phasengrenze zeigt, extrem schmal wird.
Unterhalb einer Temperatur kBT ≈ 0.35J lassen sich die beiden Phasengrenzen im Rahmen
der Genauigkeit von Monte-Carlo-Simulationen nicht auflösen, vgl. Abbildung 2.11. Eine expo-
nentiell dichte Annäherung der kritischen Linien wird in der Tat in der Nähe eines bikritischen
Punktes erwartet [83]. An einem tetrakritischen Punkt laufen die Phasengrenzen ebenfalls mit
asymptotisch identischen Tangenten zusammen [84, 85].
Die Asymmetrie der Magnetisierung 〈(M zst)2〉 und die fehlende Auflösbarkeit zweier Phasengren-
zen könnten auch auf einen direkten Phasenübergang zwischen der antiferromagnetischen und
der Spin-Flop-Phase bei tiefen Temperaturen kBT / 0.35J hindeuten. Jedoch zeigt keine der
physikalischen Größen, die in den Monte-Carlo-Simulationen aufgenommen werden, typisches
Verhalten für einen solchen Übergang erster Ordnung: Z. B. würde für die Energie-Kumulante V
erwartet, dass sie im thermodynamischen Limes in beiden geordneten Phasen 2/3 beträgt und
nur am Übergang, (T,H) = (TAF, HAF) = (TSF, HSF) , wegen der Koexistenz der beiden Phasen
einen abweichenden Wert V ∗ < 2/3 annimmt. In endlichen Systemen sollte in der Kumulan-
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te ein Minimum auftreten, dessen Wert Vmin für L→∞ gegen V ∗ strebt [86]. In den Daten
der Kumulante V lässt sich zwar ein Minimum im Übergangsbereich beobachten, dieses wird
jedoch in größeren Systemen immer ﬂacher. Die Extrapolation seiner Tiefe legt nahe, dass es
im Rahmen der Fehler der Monte-Carlo-Daten im thermodynamischen Limes verschwindet. In
Übereinstimmung mit diesem Hinweis auf einen kontinuierlichen Verlauf der Energie am Über-
gang tritt in den Histogrammen der Größe, p(E) , stets nur ein einzelnes Maximum auf. Für
das Verhalten der Binder-Kumulante U zst an einem diskontinuierlichen Übergang wird vorher-
gesagt [87], dass sie bei Annäherung aus der Spin-Flop-Phase ein Minimum aufweist. Dessen
Tiefe sollte mit steigender Systemgröße L proportional zu L2 anwachsen und im thermodyna-
mischen Limes schließlich divergieren. In der Nähe des Übergangs der antiferromagnetischen
Phase zeigt die Kumulante U zst zwar ein Minimum, dessen Tiefe jedoch in größeren Systemen
nicht anwächst, vgl. Abbildung 2.12. Insgesamt fehlen daher Anzeichen eines Phasenübergangs
erster Ordnung bzw. eines direkten Übergangs zwischen den beiden geordneten Phasen.
Stattdessen ergeben sich im Übergangsbereich Hinweise auf eine schmale Zwischenphase: Bis
zu den niedrigsten Temperaturen, die in aktuellen Simulationen zuverlässig analysiert werden
können, kBT ≥ 0.255J , ist die Grenze der antiferromagnetischen Phase ein kontinuierlicher
Übergang in der Universalitätsklasse des Ising-Modells. Dieses Ergebnis basiert vor Allem auf
einer Untersuchung der Systemgrößenabhängigkeit der Speziﬁschen Wärme C und der Suszep-
tibilität χzst.
Abbildung 2.14 zeigt die Maxima von χzst , die sich bei konstantem Feld H = 2.41J in der Nähe
der kritischen Temperatur kBTAF = 0.255J in endlichen Systemen ausbilden. Für die Abhän-
gigkeit der Höhe der Maxima, χmax von der Systemgröße L wird an einem Ising-Übergang in
hinreichend großen Systemen das Potenzgesetz χmax ∝ L7/4 erwartet. Die doppelt logarithmi-
sche Auftragung von χmax in Abbildung 2.14 stimmt sogar bereits in kleinen Systemen gut
mit dem asymptotischen Wert des Exponenten γ/ν = 7/4 überein. Dieses Verhalten der Sus-
zeptibilität χzst wird für alle Temperaturen kBT ' 0.255J entlang der antiferromagnetischen
Phasengrenze beobachtet.
Eine Analyse der Maxima, die die Speziﬁsche Wärme C an denselben Übergängen zeigt, bestä-
tigt die Universalitätsklasse des Ising-Modells: Die Systemgrößenabhängigkeit der Höhe Cmax
deutet auf eine logarithmische Divergenz im thermodynamischen Limes hin, vgl. z. B. Abbil-
dung 2.15.
Auch die Ordnungsparameter der beiden Phasen sind in der Übergangsregion analysiert wor-
den. Die Systemgrößenabhängigkeit der Magnetisierung 〈(M zst)2〉 ist kompatibel mit dem Ver-
halten an einem Ising-Übergang, das in hinreichend großen Systemen durch ein Potenzge-
setz 〈(M zst)2〉 ∝ L2β/ν mit dem Exponenten β/ν = 1/8 gegeben ist, vgl. Abbildung 2.16. Of-
fensichtlich wird bei den tiefen Temperaturen der kritische Bereich um die Phasengrenze sehr
schmal, da die Daten in der doppelt logarithmischen Auftragung die Steigung 1/4 nur in einem
sehr kleinen Parameterbereich annehmen.
Abbildung 2.16 zeigt ebenfalls das Quadrat der alternierenden Magnetisierung in den xy-Kom-
ponenten, 〈(Mxyst )2〉 , als Funktion der Systemgröße in der Nähe des Übergangs. Im Rahmen
der Temperaturauflösung sind die Monte-Carlo-Simulationen kompatibel mit einem Potenz-
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Abbildung 2.15: Speziﬁsche Wärme bei konstantem Feld H = 2.42J ; links: Monte-Carlo-
Daten in Abhängigkeit von der Temperatur; rechts: Höhe der Maxima als Funktion der
Systemgröße L in einer einfach logarithmischen Auftragung. Die gestrichelte Linie illustriert
das asymptotische Verhalten, Cmax ∝ lnL , das an einem Ising-Übergang erwartet wird.
gesetz 〈(Mxyst )2〉 ∝ L−1/4 , das für einen Kosterlitz-Thouless-Übergang erwartet wird, vgl. Ab-
schnitt 2.4.
Bikonische Strukturen
Die Untersuchungen legen nahe, dass zumindest oberhalb der Temperatur kBT ≈ 0.255J eine
schmale Zwischenphase die antiferromagnetische und die Spin-Flop-Phase voneinander trennt.
Ob die beiden Phasengrenzen sich erst bei T = 0 am kritischen Feld Hc1 treﬀen, lässt sich
anhand der Monte-Carlo-Daten nicht entscheiden. Interessanterweise treten in der schmalen
Phase genau die bikonischen Konﬁgurationen auf, die bereits den entarteten Grundzustand
bei H = Hc1 charakterisieren.
Bikonische Fluktuationen lassen sich in den mikroskopischen Histogramme p(θm, θn) nachwei-
sen, die die Wahrscheinlichkeit messen, mit der die Spins benachbarter Gitterplätzem und n die
Kippwinkel θm und θn annehmen. Die Histogramme weisen in der Nähe der Zwischenphase eine
Linie lokaler Maxima auf, die nahezu deckungsgleich mit der Abhängigkeit der beiden Winkel
im entarteten Grundzustand, Gleichung (2.7), verläuft, vgl. Abbildung 2.17. Die Fluktuationen
benachbarter Spins in bikonischen Konﬁgurationen bleiben in größeren Systemen erhalten, je-
doch treten sie dann in einem immer schmaleren Bereich um die Zwischenphase auf.
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Abbildung 2.16: Systemgrößenabhängigkeiten der Ordnungsparameter der antiferromagne-
tischen Phase, 〈(M zst)2〉 (links), und der Spin-Flop-Phase, 〈(Mxyst )2〉 (rechts), in doppelt
logarithmischer Auftragung bei dem festen Feld H = 2.41J . Gezeigt werden Daten für
Temperaturen in der Umgebung der Übergänge bei kBTAF ≈ kBTSF ≈ 0.255J . Die gestri-
chelten Linien illustrieren das asymptotische Verhalten, dass an einem Ising- bzw. einem
Kosterlitz-Thouless-Übergang erwartet wird.
Eine weitere Möglichkeit, bikonische Strukturen zu analysieren, bieten die Histogramme P (Θ) ,
die die Häuﬁgkeit messen, mit der ein globaler Kippwinkel Θ in den Monte-Carlo-Konﬁgura-
tionen auftritt. Die Verteilungen P (Θ) verändern deutlich ihre Gestalt, wenn das System z.B.
bei konstanter Temperatur unter Variation des Feldes von der antiferromagnetischen in die
Spin-Flop-Phase wechselt, vgl. Abbildung 2.18. Direkt in der Zwischenphase zeigen die Histo-
gramme keine ausgeprägten Maxima, die eine Zuordnung zu antiferromagnetischen oder Spin-
Flop-Konﬁgurationen erlauben. Interessanterweise ähnelt dort die Häuﬁgkeitsverteilung jener
Funktion, die sich für die Häuﬁgkeiten der Kippwinkel im entarteten Grundzustand ergibt, vgl.
Anhang A.2 mit Abbildung 2.18.
Einen zusätzlichen Hinweis auf den Einﬂuss bikonischer Konﬁgurationen in der Zwischenphase
liefert die Binder-Kumulante U zst , mit der die Grenze der antiferromagnetischen Phase unter-
sucht worden ist [62].
Im thermodynamischen Limes, L =∞ , beträgt der Wert der Kumulante U zst in einer anti-
ferromagnetisch geordneten Phase U zst(L =∞) = 2/3 , während sie in der ungeordneten Phase
verschwindet, U zst(L =∞) = 0 . Direkt an einem kontinuierlichen Phasenübergang nimmt die
Binder-Kumulante des unendlichen Systems einen charakteristischen Wert U∗ an [67]. Dieser
Wert hängt von der Universalitätsklasse des Übergangs aber zusätzlich auch von weiteren Mo-
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Abbildung 2.17: Wahrscheinlichkeit p(θm, θn),
mit der die Spins auf nächstbenachbarten
Gitterplätzen m und n die Kippwinkel θm
und θn annehmen. Histogramm für ein Sys-
tem der Größe L = 40 an den Phasenüber-
gängen bei kBTAF ≈ kBTSF ≈ 0.255J und
H = 2.41J . p(θm, θn) ist proportional zur
Skala der Graustufen. Die durchgezogene Li-
nie entspricht der Abhängigkeit der Kipp-
winkel im bikonisch entarteten Grundzu-
stand, vgl. Gleichung (2.7).
Abbildung 2.18: Histogramme P (Θ) des
globalen Kippwinkels Θ der Konﬁgura-
tionen für Felder in der Umgebung des
kritischen Wertes HAF ≈ 2.4155J bei
der Temperatur kBT = 0.3J für die Sys-
temgröße L = 40 . Die gestrichelte Linie
zeigt die Wahrscheinlichkeitsverteilung
der Winkel für den bikonisch entarteten
Grundzustand, vgl. Anhang A.2.
delldetails ab, z. B. den Randbedingungen, der Geometrie des Systems oder einer (räumlichen)
Anisotropie der Kopplungen [88, 89].
Aus den Daten endlicher Systemen lässt sich der asymptotische Wert U∗ mithilfe der Schnitt-
punkte der Kumulanten Ucross(L, bL) für je zwei verschiedene Systemgrößen L und bL ermit-
teln, vgl. Abbildung 2.19; im Folgenden wird wieder ausschließlich das Größenverhältnis b = 2
betrachtet. Die Extrapolation der Lage der Schnittpunkte in den thermodynamischen Limes,
L→∞ , liefert nicht nur einen Schätzwert für U∗ sondern ermöglicht auch, die Temperatur
bzw. das Feld des Phasenübergangs sehr genau zu bestimmen.
In Abbildung 2.19 ist die Höhe der Schnittpunkte Ucross(L, bL) entlang der Grenze der anti-
ferromagnetischen Phase als Funktion der Temperatur aufgetragen. Die Kurven der endlichen
Systeme bilden zwei Plateaus aus, die sich mit zunehmender Systemgröße deutlicher ausprägen,
während der Übergang dazwischen immer steiler wird. Bei hohen Temperaturen, d. h. bei den
zugehörigen niedrigen Feldern, liegt die Höhe der Schnittpunkte in der Nähe des Wertes U I , der
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Abbildung 2.19: Binder-Kumulante des antiferromagnetischen Ordnungsparameters, U zst ;
links: Rohdaten für verschiedene Systemgrößen bei konstanter Temperatur kBT = 0.4J ,
rechts: Schnittpunkte Ucross(L, 2L) = U zst(L) = U
z
st(2L) entlang der Grenze der antiferro-
magnetischen Phase als Funktion der Temperatur. Der ausgefüllte Kreis bei T = 0 markiert
jenen Wert, der sich für den am kritischen Feld Hc1 kontinuierlich entarteten Grundzustand
ergibt.
für den Phasenübergang des Ising-Modells mit räumlich isotroper Kopplung nächster Nachbarn
auf einem Quadratgitter mit periodischen Randbedingungen und gleichlangen Seiten berech-
net wurde U I(L =∞) ≈ 0.61062 [90]. Dies ist konsistent damit, dass der Übergang von der
antiferromagnetischen in die paramagnetische Phase in derselben Universalitätsklasse liegt, vgl.
Abschnitt 2.4. Ob sich aufgrund der Modelldetails die kritischen Kumulante U∗ im XXZ-Modell
von dem genannten Ising-Wert schon in dieser Region des Phasendiagramms leicht unterschei-
det, können Extrapolationen der Monte-Carlo-Daten in den thermodynamischen Limes, L =∞ ,
im Rahmen der Fehler bislang nicht nachweisen.
Das Plateau bei tiefen Temperaturen, d. h. im Übergangsbereich zwischen der antiferromagne-
tischen und der Spin-Flop-Phase, ist leicht temperaturabhängig und in den simulierten Sys-
temen weitgehend unabhängig von ihrer Größe. Seine Höhe Ucross ≈ 0.38 lässt sich als ein
weiterer Hinweis auf bikonische Fluktuationen in der Zwischenphase interpretieren: die Be-
rechnung der Kumulante im entarteten Grundzustand am kritischen Feld Hc1 , vgl. Anhang A
ergibt U∗(T = 0, H = Hc1) ≈ 0.3777 in guter Übereinstimmung mit der Extrapolation von Si-
mulationsdaten kleiner Systeme bei extrem tiefen Temperaturen. Wie die breite Häuﬁgkeitsver-
teilung in den Histogrammen P (Θ) legt auch dies nahe, dass in der schmalen Zwischenphase
alle bikonischen Zustände gleichzeitig auftreten, d. h. keine bestimmte bikonische Konﬁguration
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ausgezeichnet ist.
In der Publikation [81] schlagen die Autoren vor, dass sich die beiden Phasengrenzen erst im
Grundzustand in einem bei T = 0 verborgenen bikritischen Punkt treﬀen. Vorhersagen der
Renormierungsgruppentheorie zum asymptotischen Verhalten in der Nähe eines solchen iso-
tropen, Heisenberg-Punktes [83, 91] scheinen die Simulationsdaten verschiedener Magnetisie-
rungen, der Speziﬁschen Wärme C und der Suszeptibilität χzst in der Übergangsregion gut zu
beschreiben [81]. Auch die hier gezeigten Daten stimmen im Rahmen der Fehlerbalken mit den
Vorhersagen überein. Gegen diese Interpretation der Monte-Carlo-Daten spricht jedoch, dass
dem Grundzustand am Übergangsfeld Hc1 die Rotationssymmetrie fehlt, vgl. Abschnitt 2.3,
die einen Heisenberg-Punkt charakterisiert. Zudem erhält man mit der Isotropie der Kippwin-
kel einen leicht höheren Wert der Kumulante im Grundzustand, UBC(T = 0) = 0.4 [81], vgl.
Anhang A. Dieser Referenzwert sollte wegen der isotropen Spinﬂuktuationen in der Umgebung
des bikritischen Punktes auch im Übergangsbereich angenommen werden. Stattdessen liegen
die Werte der Binder-Kumulante U zst signiﬁkant tiefer, da bikonische Fluktuationen die Zwi-
schenphase dominieren. Im Vergleich mit den drei Szenarien für die Übergangsregion könnte
deshalb vermutet werden [63], dass ein multikritischer Punkt mit bikonischer Symmetrie in den
Grundzustand verschoben ist. Da dessen kritische Exponenten vermutlich nur sehr wenig von
den Heisenberg-Werten abweichen, könnte er u.U. ebenfalls das Verhalten der physikalischen
Größen im Übergangsbereich erklären.
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Abbildung 2.20: Phasendiagramme des anisotropen Heisenberg-Antiferromagneten, bestimmt
in Monte-Carlo-Simulationen, für die Anisotropie ∆ = 0.8 mit den Ein-Ionen-Anisotropien
D = −0.2J (links) und D = 0.2J (rechts). Durchgezogene Linien bezeichnen kontinuierliche
Phasenübergänge, gestrichelte Linien Übergänge erster Ordnung.
2.6 Einﬂuss der Ein-Ionen-Anisotropie auf das Phasendiagramm
Ergänzend zu den umfangreichen Analysen des XXZ-Modells sind die erweiterten Varianten,
vgl. Hamilton-Funktion in Gleichung (2.2), mit positiver und negativer Ein-Ionen-Anisotro-
pie D simuliert worden. In beiden Fällen bleiben bei niedrigen Temperaturen die antiferromag-
netische und die Spin-Flop-Phase erhalten, wobei sich die kritischen Felder im Vergleich mit
dem XXZ-Modell, D = 0 , leicht verschieben. Die Phasendiagramme in der Feld-Temperatur-
Ebene, die mithilfe von Monte-Carlo-Simulationen ermittelt wurden, sind in Abbildung 2.20
dargestellt.
Innerhalb der antiferromagnetischen Phase wird weiterhin langreichweitige Ordnung erwartet
und in Monte-Carlo-Simulationen bestätigt. Für die Phasengrenze zeigen die Daten bei nied-
rigen Feldern in beiden Varianten, D ≷ 0 , qualitativ dasselbe Verhalten wie das Modell ohne
Ein-Ionen-Anisotropie, D = 0 : Der Übergang ist zweiter Ordnung und bleibt in der Univer-
salitätsklasse des Ising-Modells, worauf u. a. die Systemgrößenabhängigkeiten der Speziﬁschen
Wärme C und der Suszeptibilität χzst hinweisen. Auch die algebraische Ordnung der Spin-
Flop-Phase bleibt erhalten: Bei hohen Feldern zeigen die Simulationen, dass die Abhängigkeit
der Magnetisierung 〈(Mxyst )2〉 von der Systemgröße in der geordneten Phase einem Potenzge-
setz folgt. Am Phasenübergang in die paramagnetische Phase ist der eﬀektive Exponent, vgl.
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Abbildung 2.21: Histogramme P (Θ) des globalen Kippwinkels Θ in der bikonischen Phase.
Gezeigt werden exemplarische Daten eines Systems der Größe L = 80 für die Ein-Ionen-
Anisotropie D = −0.2J bei der konstanten Temperatur kBT = 0.2J , die zugehörigen kri-
tischen Felder sind HSF ≈ 1.809J und HAF ≈ 1.835J .
Abschnitt 2.4, kompatibel mit dem charakteristischen Wert g = 1/4 , der für einen Kosterlitz-
Thouless-Übergang erwartet wird.
Qualitative Unterschiede ﬁndet man für die Modelle mit unterschiedlichen Ein-Ionen-Anisotro-
pien in der Übergangsregion zwischen der antiferromagnetischen und der Spin-Flop-Phase.
Negative Ein-Ionen-Anisotropie, D < 0
Wie bereits die Molekularfeldnäherung [15] und die Grundzustandsanalysen nahe legen, stabi-
lisiert eine negative Ein-Ionen-Anisotropie, D < 0 , die bikonischen Konﬁgurationen in einem
endlichen Feld- und Temperaturbereich: Zwischen der antiferromagnetischen und der Spin-Flop-
Phase tritt bei tiefen Temperaturen eine bikonisch geordnete Phase auf, vgl. Abbildung 2.20.
Wie im Grundzustand, vgl. Abschnitt 2.3, durchlaufen in dieser Phase die Kippwinkel der
Konﬁgurationen, z. B. unter Variation des Feldes von HSF bis HAF bei konstanter Temperatur,
sukzessive alle Werte zwischen der antiferromagnetischen und der Spin-Flop-Konﬁguration. Ab-
bildung 2.21 zeigt die Histogramme P (Θ) des globalen Kippwinkels Θ , vgl. Gleichung (2.5),
bei der konstanten Temperatur kBT = 0.2J und verschiedenen Feldern. Die Funktionen wei-
sen, ausgehend vom niedrigsten Feld, zwei ausgeprägte Maxima auf, deren Positionen unter
Erhöhung des Feldes oﬀenbar kontinuierlich zusammenlaufen. Dabei folgen die beiden Winkel
maximaler Häuﬁgkeit ausgehend von der antiferromagnetischen Konﬁguration der Relation für
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den Grundzustand, vgl. Gleichung (A.13), bis der Spin-Flop-Zustand mit gleichen Kippwinkeln
auf den beiden Untergittern angenommen wird. Die Position der Maxima in den globalen His-
togrammen P (Θ) ist weitgehend unabhängig von der Systemgröße, während die Peaks sich in
größeren Systemen immer schärfer herausbilden.
Bei der bikonischen Phase handelt es sich um eine Phase simultaner Ordnung in den Spinkom-
ponenten senkrecht und parallel zur Anisotropieachse des Systems [15]. Bereits die Histogram-
me P (Θ) legen nahe, dass bis zum oberen kritischen Feld, der Grenze zur Spin-Flop-Phase, die
z-Komponenten der Spins antiferromagnetisch korreliert sind. Die Ordnung in der z-Richtung
lässt sich mithilfe der alternierenden Magnetisierung 〈(M zst)2〉 analysieren. Die Größe sättigt für
die studierten Systemgrößen innerhalb der bikonischen Phase und verschwindet bei Erhöhung
des Feldes erst am Übergang in die Spin-Flop-Phase.
Die xy-Komponenten der Spins sind innerhalb der bikonischen Phase algebraisch geordnet.
Abbildung 2.23 zeigt die alternierende Magnetisierung in den Spinkomponenten senkrecht zur
Anisotropieachse, 〈(Mxyst )2〉 , bei der Temperatur kBT = 0.2J in Abhängigkeit vom Feld H .
Oﬀenbar sinkt auch innerhalb der bikonischen Phase der Wert der Magnetisierung mit zuneh-
mender Systemgröße L immer weiter ab. Dabei entspricht die Abhängigkeit von L für hinrei-
chend große Systeme dem Potenzgesetz, das in Abschnitt 2.5 für eine Kosterlitz-Thouless-Phase
diskutiert wurde, vgl. Abbildung 2.24. Senkt man das Feld ab, geht die algebraische Ordnung
in der xy-Ebene der Spins beim Übergang in die antiferromagnetische Phase verloren.
Für die Phasenübergänge an den Grenzen einer bikonischen Phase existieren Vorhersagen aus
Renormierungsgruppenrechnungen [16, 92]. Danach ist der Übergang in den höheren Feldern,
d. h. zwischen der bikonischen und der Spin-Flop-Phase, eine kritische Linie in der Universa-
litätsklasse des Ising-Modells. Der Übergang zwischen der bikonischen und der antiferromag-
netischen Phase sollte das kritische Verhalten eines XY-Modells zeigen. Ob die Rechnungen
auch für den zweidimensionalen Fall, d. h. mit algebraischer Ordnung der transversalen Spin-
komponenten und einem Kosterlitz-Thouless-Übergang, eine zuverlässige Vorhersage liefern, ist
apriori nicht zu klären [93]. Wie im Folgenden dargestellt wird, sind die Monte-Carlo-Daten
jedoch kompatibel mit dem beschriebenen Szenario.
Die Phasengrenze zwischen der bikonischen und der Spin-Flop-Phase, an der die antiferromag-
netische Ordnung verloren geht, lässt sich mithilfe der alternierenden Magnetisierung 〈(M zst)2〉 ,
der Binder-Kumulante U zst und der Suszeptibilität χ
z
st lokalisieren. Analysen der Systemgrößen-
abhängigkeit der Maxima von χzst deuten darauf hin, dass es sich um einen kontinuierlichen
Übergang in der Ising-Universalitätsklasse handelt. Abbildung 2.22 zeigt die Suszeptibilität χzst
in einer Umgebung des kritischen Feldes bei der Temperatur kBT = 0.2J . In der doppelt loga-
rithmischen Auftragung der Höhe der Maxima χmax als Funktion der Systemgröße L beobachtet
man, dass sich die Daten dem asymptotischen Verhalten an einem Ising-Übergang, χzst ∝ L7/4
immer weiter annähern. Das Inset in Abbildung 2.22 zeigt den eﬀektiven Exponenten (γ/ν)eﬀ ,
der in Analogie zu Gleichung (2.9) aus den Daten aufeinander folgender Systemgrößen berechnet
wird. Der Wert des Exponenten wächst in den betrachteten Systemen, 10 ≤ L ≤ 240 , immer
weiter an und könnte im thermodynamischen Limes, L→∞ , den Ising-Wert (γ/ν) = 7/4 an-
nehmen. Eine eindeutige Extrapolation scheint jedoch noch größere Systeme zu erfordern.
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Abbildung 2.22: Suszeptibilität der alternierenden Magnetisierung in z-Richtung, χzst , für die
Ein-Ionen-Anisotropie D = −0.2J bei konstanter Temperatur kBT = 0.2J . Links: Rohda-
ten in der Nähe des kritischen Feldes, rechts: Höhe des Maximums χmax als Funktion der
Systemgröße L in doppelt logarithmischer Auftragung. Die gestrichelte Linie illustriert das
asymptotische Verhalten χmax ∝ L7/4 , das an einem Ising-Übergang erwartet wird. Der ein-
geschriebene Graph zeigt den eﬀektiven Exponenten (γ/ν)eﬀ als Funktion von 1/L , (γ/ν)eﬀ
berechnet sich in Analogie zu Gleichung (2.9) aus den Höhen der Maxima aufeinander fol-
gender Systemgrößen. Der ausgefüllte Punkt markiert den Exponenten γ/ν = 7/4 , der an
einem Ising-Übergang erwartet wird.
Die algebraische Ordnung in den xy-Komponenten der Spins geht beim Übergang von der
bikonischen in die antiferromagnetische Phase verloren. Eine genaue Analyse des Typs des
Übergangs ermöglicht wieder der diskretisierte eﬀektive Exponent geﬀ , den Abbildung 2.24 in
Abhängigkeit vom Feld H bei der konstanten Temperatur kBT = 0.2J zeigt. Im Bereich der bi-
konischen Zwischenphase, d. h. zwischen den beiden markierten Übergangsfeldern HSF und HAF
bleibt geﬀ kleiner als der kritische Wert g = 1/4 , der an der Grenze zur antiferromagnetischen
Phase angenommen wird. Ein Kosterlitz-Thouless-Übergang an der unteren Grenze der bikoni-
schen Phase, HSF , ist daher mit den Daten kompatibel.
Die Renormierungsgruppenrechnungen legen nahe, dass sich alle vier kritischen Linien, vgl. das
Phasendiagramm in Abbildung 2.20, mit gleichen Tangenten in einem tetrakritischen Punkt
treﬀen [12, 16]. Eine genaue Lokalisierung des Punktes oder eine Analyse seines multikritischen
Verhaltens gehen über den Rahmen dieser Arbeit hinaus.
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Abbildung 2.23: Quadrat der alternieren-
den Magnetisierung in den xy-Komponen-
ten der Spins, 〈(Mxyst )2〉 , für die negative
Ein-Ionen-Anisotropie D = −0.2J bei der
konstanten Temperatur kBT = 0.2J .
Abbildung 2.24: Eﬀektiver Exponent geﬀ,
vgl. Gleichung (2.9), der Systemgrößenab-
hängigkeit der Magnetisierung 〈(Mxyst )2〉
als Funktion des Feldes für die Ein-Io-
nen-Anisotropie D = −0.2J bei der kon-
stanten Temperatur kBT = 0.2J ; es wer-
den jeweils aufeinander folgende System-
größen (L1, L2) verglichen.
Positive Ein-Ionen-Anisotropie, D > 0
Bei einer positiven Ein-Ionen-Anisotropie besitzen die bikonischen Zustände im Grundzustand
stets eine höhere Energie als antiferromagnetische und Spin-Flop-Konﬁgurationen, vgl. Ab-
schnitt 2.3. Sie führen daher bei tiefen Temperaturen zu keiner thermisch stabilen Phase. Ana-
lysen der Histogramme p(θm, θn) zeigen, dass im Übergangsbereich zumindest in kleinen Syste-
men bikonische Fluktuationen auftreten: Die Spins auf benachbarten Gitterplätzen richten sich
bevorzugt so aus, dass ihre Kippwinkel, θm und θn , dem Zusammenhang in Gleichung (A.13)
entsprechen. Allerdings werden die Beiträge der bikonischen Strukturen in größeren Systemen
immer geringer. Dies zeigt sich deutlich in den Histogrammen P (Θ) des globalen Kippwinkels Θ :
Es prägen sich in der Nähe des Übergangs von der antiferromagnetischen in die Spin-Flop-Pha-
se Maxima aus, die eindeutig einer der beiden thermisch stabilen Phasen zugeordnet werden
können, vgl. Abbildung 2.25. Die Höhe der Peaks wächst mit zunehmender Systemgröße wei-
ter an, während die Minima dazwischen, die den bikonischen Zuständen entsprechen, immer
stärker unterdrückt werden. Dies deutet auf die Koexistenz der antiferromagnetischen und der
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Abbildung 2.25: Histogramme P (Θ) des
globalen Kippwinkels Θ oberhalb und un-
terhalb des Phasenübergangs von der anti-
ferromagnetischen in die Spin-Flop-Pha-
se für die positive Ein-Ionen-Anisotropie
D = 0.2J . Gezeigt werden die Daten bei
konstanter Temperatur kBT = 0.3J für
die Systemgrößen L = 40 (gefüllte Symbo-
le) und L = 80 (leere Symbole); das kriti-
sche Feld beträgt HAF = HSF ≈ 2.798 .
Abbildung 2.26: Höhe des Maximums der
Suszeptibilität der alternierenden Magne-
tisierung in z-Richtung, χzst für die Ein-
Ionen-Anisotropie D = 0.2J bei konstan-
ter Temperatur kBT = 0.3J als Funktion
der Systemgröße L in doppelt logarith-
mischer Auftragung. Die gestrichelte Li-
nie illustriert die Systemgrößenabhängig-
keit χzst ∝ L2 , die an einem Phasenüber-
gang erster Ordnung erwartet wird.
Spin-Flop-Strukturen hin, die an einem direkten Übergang erster Ordnung zwischen den beiden
geordneten Phasen erwartet wird.
Auch die quantitativen Analysen der Systemgrößenabhängigkeit verschiedener physikalischer
Größen stimmen gut mit dem Verhalten überein, das allgemein [94] an einem Phasenübergang
erster Ordnung erwartet wird: In der Suszeptibilität χzst beobachtet man bei der Tempera-
tur kBT = 0.3J in der Umgebung des kritischen Feldes H ≈ 2.798J ein Maximum. Seine Höhe
nimmt proportional zum Quadrat der Systemlänge zu, χmax ∝ L2 , vgl. Abbildung 2.26. In der
Binder-Kumulante U zst zeigt sich bei Annäherung an den Übergang aus der Spin-Flop-Phase ein
Minimum, das in Übereinstimmung mit den Vorhersagen [87] für größere Systeme immer tiefer
wird und vermutlich im thermodynamischen Limes gegen −∞ divergiert.
Die Monte-Carlo-Simulationen sind daher kompatibel mit einem direkten Phasenübergang ers-
ter Ordnung unterhalb einer Temperatur kBT ≈ 0.3J . Welche Eigenschaften ein noch genau zu
lokalisierender Tripelpunkt aufweist, in dem sich die Phasengrenzen der antiferromagnetischen
und der Spin-Flop-Phase treﬀen, wird in dieser Arbeit nicht untersucht.
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Abbildung 2.27: Histogramme P (Θ) des globalen Kippwinkels Θ in der paramagnetischen
Phase: links für das XXZ-Modell, D = 0 , bei der Temperatur kBT = 0.38J und rechts für
die erweiterte Variante mit der Ein-Ionen-Anisotropie D = −0.2J und kBT = 0.47J . Die
gestrichelten Linien zeigen die Häuﬁgkeitsverteilung der Winkel gemäß Gleichung (A.15).
2.7 Schlussfolgerungen für das XXZ-Modell
Die Ergebnisse zu der erweiterten Variante mit einem Ein-Ionen-Term werden nun mit den Si-
mulationen des XXZ-Modells, D = 0 , verglichen.
Zunächst wird bestätigt, dass die Analyse der Suszeptibilität χzst in allen Modellvarianten zu-
verlässige Hinweise auf den Typ des Phasenübergangs an der Grenze der antiferromagnetischen
Phase liefert: Im Fall D > 0 zeigt die Systemgrößenabhängigkeit des Maximums von χzst den
Übergang erster Ordnung an, während sie sich für D < 0 dem erwarteten Ising-Verhalten im-
mer weiter nähert. Im XXZ-Modell ist die Übereinstimmung mit der Abhängigkeit an einem
Übergang in der Ising-Universalitätsklasse schon in sehr kleinen Systemen zu beobachten. Im
Vergleich mit den möglichen Szenarien in der Übergangsregion, vgl. Abschnitt 2.5, bestätigt
dies abermals, dass im XXZ-Modell die Zwischenphase bis zu den tiefsten simulierten Tempe-
raturen reicht.
Die Konﬁgurationen, die in der schmalen Zwischenphase auftreten, lassen sich anhand der
globalen Histogramme P (Θ) untersuchen. Dabei beobachtet man in den erweiterten Varian-
ten qualitativ unterschiedliche Szenarien: Für einen negativen Ein-Ionen-Term, D < 0 werden
die Kippwinkel innerhalb der bikonischen Phase oﬀenbar kontinuierlich durchlaufen, vgl. Ab-
bildung 2.21. Die Histogramme zeigen deutlich, dass bei einer Feld-Temperatur-Kombination
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eine bestimmte bikonische Konﬁguration vornehmlich angenommen wird. Bei positivem D > 0
werden die bikonischen Fluktuationen in hinreichend großen Systemen unterdrückt. Die Histo-
gramme zeigen am direkten Übergang von der antiferromagnetischen in die Spin-Flop-Phase
weit auseinander liegende Maxima, die eine Koexistenz der beiden Strukturen nahe legen, vgl.
Abbildung 2.25. Von beiden Szenarien abweichendes Verhalten wird im XXZ-Modell, D = 0 ,
beobachtet: Es werden keine bestimmten Konﬁgurationen ausgezeichnet, vielmehr scheint eine
kontinuierliche Entartung in bikonischen Konﬁgurationen aufzutreten: In den Histogrammen
der globalen Kippwinkel wird eine Verteilung angenommen, die den Häuﬁgkeiten der Konﬁ-
gurationen im entarteten Grundzustand weitgehend entspricht, vgl. Abbildung 2.18.
Qualitativ übereinstimmende Histogramme, d. h. eine ähnliche Entartung der Kippwinkel, er-
hält man sowohl im XXZ-Modell als auch seiner Erweiterung bei deutlich höheren Temperatu-
ren. Abbildung 2.27 zeigt Histogramme P (Θ) sowohl im XXZ-Modell als auch in der Variante
mit negativer Ein-Ionen-Anisotropie bei Temperaturen, bei denen die beiden Phasengrenzen
getrennt sind und oﬀenbar eine paramagnetische Phase auftritt, vgl. die Phasendiagramme in
den Abbildungen 2.11 und 2.20. In beiden Fällen stimmt die Häuﬁgkeitsverteilung in einem
zentralen Bereich der ungeordneten Phase mit der Funktion überein, die die Häuﬁgkeiten der
Kippwinkel in einem bikonisch entarteten Zustand beschreibt3, vgl. Anhang A.2. Die Ähn-
lichkeit der beiden gezeigten Winkelverteilungen mit den Histogrammen bei deutlich tieferen
Temperaturen, vgl. Abbildung 2.17, könnte darauf hinweisen, dass die schmale Zwischenphase
im XXZ-Modell wegen der kontinuierlichen Entartung in bikonischen Konﬁgurationen auch bei
tiefen Temperaturen ungeordnet bleibt.
Die Simulationen deuten insgesamt auf ein Szenario mit einer ungeordneten Zwischenphase hin,
in der die bikonischen Fluktuationen dominieren. Ob diese Zwischenphase bis in den Grundzu-
stand reicht, lässt sich anhand von (aktuellen) Monte-Carlo-Simulationen nicht entscheiden.
3 Im erweiterten Modell mit D = −0.2J existiert kein kontinuierlich entarteter Grundzustand. Die Verteilungs-
funktion bei kontinuierlicher Entartung in den bikonischen Konﬁgurationen lässt sich jedoch weiterhin berechnen,
indem die Systemparameter in Gleichung (A.15) eingesetzt werden.
Kapitel 3
Anisotroper Heisenberg-
Antiferromagnet mit Spin S = 12
Die Ergebnisse zum klassischen XXZ-Modell in zwei Dimensionen, in dem bis zu tiefen Tempe-
raturen eine schmale ungeordnete Phase zwischen der antiferromagnetischen und der Spin-Flop-
Phase existiert, sollen nun mit der quantenmechanischen Variante verglichen werden.
Schmid, Todo, Troyer und Dorneich [19] haben für das anisotrope XXZ-Modell mit Spin S = 12
und der Anisotropie ∆ = 2/3 das in Abbildung 3.1 dargestellte Phasendiagramm in Quanten-
Monte-Carlo-Simulationen des äquivalenten Hubbard-Modells (s.u.) ermittelt. Wie im klassi-
schen Fall sind bei tiefen Temperaturen antiferromagnetische und Spin-Flop-Strukturen ther-
misch stabil. Für den Übergangsbereich zwischen den beiden geordneten Phasen postulieren
die Autoren ein Szenario mit einem trikritischen Punkt bei kBTt ≈ 0.141J und einem direkten
Phasenübergang erster Ordnung zwischen der Spin-Flop und der antiferromagnetischen Phase
unterhalb eines kritischen Endpunktes bei kBTce ≈ 0.118J . Die Interpretation der Daten in der
Publikation [19], nach der im quantenmechanischen eine andere Topologie des Phasendiagramms
vorliegt als im klassischen Modell, wird in diesem Kapitel anhand eigener Simulationen über-
prüft. Die umfangreicheren Analysen können die Schlussfolgerungen der Autoren in [19] nicht
bestätigen sondern zeigen, dass auch in der quantenmechanischen Variante eine Zwischenphase
bis zu tiefen Temperaturen existieren könnte.
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Abbildung 3.1: Phasendiagramm des anisotropen Heisenberg-Antiferromagneten mit Spin-12
und dem Anisotropieparameter ∆ = 2/3 . Die Lage der Phasengrenzen ist weitgehend der
Publikation [19] entnommen, ausgefüllte Datenpunkte bezeichnen die Ergebnisse eigener
Simulationen. Im Ausschnitt (rechts) sind jene Temperaturen mit Pfeilen bezeichnet, an
denen Schmid et al. den trikritischen Punkt Tt und den kritischen Endpunkt Tce lokalisiert
haben. Fehlerbalken sind entweder eingezeichnet oder kleiner als die Symbolgrößen.
3.1 Das Modell
Das quantenmechanische XXZ-Modell auf dem Quadratgitter ist durch den Hamilton-Operator
H = J
∑
(i,j)
[
∆(Sxi S
x
j + S
y
i S
y
j ) + S
z
i S
z
j
]
− H
∑
i
Szi (3.1)
deﬁniert; (i, j) bezeichnet wieder nächstbenachbarte Plätze. Die Spins werden nun durch Opera-
toren ~S = [Sxi , S
y
i , S
z
i ] für Spin S =
1
2 dargestellt, deren Komponenten durch die Pauli-Matrizen
gegeben sind, die den üblichen Vertauschungsrelationen genügen.
Die Grundzustände des uniaxial anisotropen Modells, 0 < ∆ < 1 , sind antiferromagnetische
und Spin-Flop-Strukturen, deren Übergangsfelder Hc1 und Hc2 sich gegenüber dem klassischen
Modell leicht verschieben [9597]. Ob am kritischen Feld Hc1 bei T = 0 eine zusätzliche Entar-
tung in u.U. bikonischen Zuständen auftritt, ist bisher nicht bekannt.
Bei nicht verschwindenden Temperaturen zeigen die Molekularfeldtheorie, Quanten-Monte-Car-
lo-Simulationen des Spinmodells [98, 99] bzw. des äquivalenten Gittergases (s.u.) [19] und ein
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selbstkonsistentes Näherungsverfahren1 [101], dass bei niedrigen Temperaturen zwei geordnete
Phasen stabil sind, vgl. Abbildung 3.1: In niedrigen Feldern ordnen die Spins langreichwei-
tig antiferromagnetisch, die Phasengrenze ist ein kontinuierlicher Übergang in der Ising-Uni-
versalitätsklasse. In hohen Feldern existiert eine algebraisch geordnete Phase mit Spin-Flop-
Strukturen, deren Grenze ein Kosterlitz-Thouless-Übergang ist.
Äquivalenz zum bosonischen Hubbard-Modell
Das antiferromagnetische XXZ-Modell mit Spin-12 ist bis auf eine konstante Verschiebung der
Energieskala äquivalent zu einem bosonischen Hubbard-Modell im so genannten Hard-Core-
Limes, d. h. mit maximal einfacher Besetzung jedes Gitterplatzes [20]. Das Modell beschreibt ein
quantenmechanisches Gittergas, in dem Bosonen zwischen den Plätzen z. B. eines Quadratgitters
hüpfen können, wobei sie sich gleichzeitig über kurzreichweitige Coulomb-Wechselwirkungen
abstoßen. Der Hamilton-Operator lautet
H =
∑
(i,j)
[
−t
(
a†iaj + a
†
jai
)
+ V ninj
]
− µ
∑
i
ni ,
a†i und ai bezeichnen die Erzeugungs- bzw. Vernichtungsoperatoren für ein Hard-Core-Boson
am Gitterplatz i , ni = a
†
iai den Teilchenzahloperator. Das Hüpfelement t lässt sich in die Wech-
selwirkung in der xy-Ebene der Spins des Heisenberg-Antiferromagneten umrechnen: 2t = ∆J ,
die Coulomb-Wechselwirkung nächster Nachbarn V in diejenige der z-Komponenten: V = J .
Das chemische Potential µ ist mit dem Magnetfeld verknüpft: H = 2V − µ.
Wegen der Äquivalenz mit dem zweidimensionalen Gittergas sind die Ergebnisse für den ani-
sotropen Heisenberg-Antiferromagneten ebenfalls relevant für die Beschreibung von Cooper-
Paaren [102, 103], superﬂuiden Helium-Filmen [15, 17, 104] und Atomen in optischen Git-
tern [18, 105]. Die in der Erweiterung des klassischen Heisenberg-Modells gefundene bikonische
Phase entspräche in der Gittergasnotation dem Phänomen eines Superfestkörpers2, der simultan
kristalline und supraﬂüssige Eigenschaften aufweist [15].
Simulationen und Observablen
Die folgenden Ergebnisse beruhen auf Quanten-Monte-Carlo-Simulationen in der Variante der
Stochastischen Reihenentwicklung (SSE) [106]. Die Herleitung der Methode und die Anwendung
auf den anisotropen Heisenberg-Antiferromagneten in einem externen Magnetfeld wird im An-
hang C ausführlich dargestellt. Außerdem wird die Methode des Parallel Tempering [107, 108]
angewendet, um bei tiefen Temperaturen zuverlässige Daten zu erhalten: Die Methode ermög-
licht, dass die Simulationen besonders im Übergangsbereich deutlich häuﬁger die Energiebar-
rieren zwischen den Konﬁgurationen in verschiedenen Phasen überwinden, vgl. Abschnitt C.6.
1 pure-quantum self-consistent harmonic approximation [100]
2 supersolid
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Alle gezeigten Daten sind bei der Anisotropie ∆ = 2/3 simuliert, um mit den Ergebnissen von
Schmid et al. [19] direkt vergleichen zu können. Es werden ausschließlich quadratische Syste-
me, d. h. mit L× L Gitterplätzen betrachtet, wobei periodische Randbedingungen verwendet
werden. Mit der üblichen Deﬁnition eines Quanten-Monte-Carlo-Schrittes in der Stochastischen
Reihenentwicklung, vgl. Anhang C.3, betragen die typischen Lauﬂängen 106MCS , in großen
Systemen sogar bis zu 2 · 107MCS . Zur Equilibrierung werden mindestens 2 · 105MCS zusätz-
lich ausgeführt. Wie in den klassischen Modellen werden die thermischen Erwartungswerte und
deren Fehler aus einer Mittelung über mehrere, hier bis zu 32 Einzelläufe aufgenommen, um zu-
verlässige Daten zu erhalten. Die physikalischen Größen, die während der Simulationen ermittelt
werden, entsprechen denjenigen für das klassischen Modell, vgl. Abschnitt 2. Die im quanten-
mechanischen Fall i. A. komplizierteren Berechnungsvorschriften im Rahmen der Stochastischen
Reihenentwicklung sind im Anhang C hergeleitet.
3.2. Phasenübergang von der antiferromagnetischen in die paramagnetische Phase 67
0.00 0.04 0.08 0.12
Mz
0
4
8
12
16
20
24
p(M
z )
0.00 0.01 0.02 0.03
1/L
0.04
0.06
0.08
0.10
M
z (p
m
a
x)
Abbildung 3.2: Histogramme der Magne-
tisierung M z bei der festen Temperatur
kBT = 0.13J für die beiden Systemgrö-
ßen L = 32 (Kreise) und L = 150 (Qua-
drate) bei Koexistenz der beiden Phasen,
die durch die Felder H = 1.23075J bzw.
H = 1.232245J gegeben ist.
Abbildung 3.3: Positionen der Maxima der
Histogramme der Magnetisierung M z bei
der Temperatur kBT = 0.13J als Funk-
tion der Systemgröße. Die vollen Sym-
bole bezeichnen die Vergleichsdaten von
Schmid et al.. Die lineare Extrapolation
dieser Daten in [19] ist mit den gestrichel-
ten Linien dargestellt.
3.2 Phasenübergang von der antiferromagnetischen in die para-
magnetische Phase
Schmid et al. identiﬁzieren in ihren Analysen [19] einen Phasenübergang erster Ordnung von
der antiferromagnetischen in die paramagnetische Phase bei der Temperatur kBT = 0.13J und
in Folge dessen einen trikritischen Punkt auf der Grenze der antiferromagnetischen Phase. Das
Ergebnis basiert auf der Analyse der Histogramme p(M z) der MagnetisierungM z . Sie besitzen
in endlichen Systemen nahe dem Übergang zwei unterschiedliche Maxima, vgl. Abbildung 3.2,
die den beiden Phasen zugeordnet werden. Eine lineare Extrapolation der Peakpositionen für
Systeme bis zu einer Größe von L = 96 ließ die Autoren folgern, dass die beiden Maxima im
Limes L→∞ getrennt bleiben. Daraus ergäbe sich ein diskontinuierlicher Verlauf der Magneti-
sierung an der kritischen Temperatur, der auf einen Phasenübergang erster Ordnung hinweisen
würde. Allerdings können solche Doppelpeak-Strukturen auch in der Nähe eines Phasenüber-
gangs zweiter Ordnung in Histogrammen endlicher Systeme auftreten, während das unendliche
System am kritischen Punkt ein einzelnes Maximum zeigt.
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Um die Schlussfolgerung in [19] zu überprüfen, wurden in dieser Arbeit größere Systeme,
L ≤ 150 , als zuvor analysiert. Darüber hinaus wurden für alle Datenpunkte Simulationen mit
deutlich umfangreicherer Statistik durchgeführt, die zu genaueren Daten führen. Wie bei Histo-
grammanalysen an einem Übergang üblich werden die Häuﬁgkeiten der Magnetisierung M z bei
Koexistenz der beiden Phasen in endlichen Systemen aufgenommen. Dazu wird das Magnetfeld
bei fester Temperatur, hier bei kBT = 0.13J , für jede Systemgröße so eingestellt, dass die bei-
den Peaks gleiches Gewicht besitzen. Dabei wird angenommen, dass sich die Histogramme am
Übergang als die Summe zweier Gauß-Verteilungen darstellen lassen [94, 109], die den beiden
Phasen zugeordnet sind. Indem eine solche Funktion an die Monte-Carlo-Daten angepasst wird,
erhält man das Gewicht jeder Phase als Fläche unter der zugehörigen Gauß-Kurve.
Abbildung 3.3 zeigt die Abhängigkeit der Positionen der beiden Maxima von der inversen Sys-
temgröße. Die bereits in kleinen Systemen auftretende Krümmung der Daten wird für größe-
re Systeme immer stärker, so dass die beiden Peaks im unendlichen System zusammenlaufen
können. Dies legt nahe, dass der Übergang im Gegensatz zu den früheren Ergebnissen ein kon-
tinuierlicher Phasenübergang ist. Zumindest ist die lineare Extrapolation der Daten in [19]
oﬀenbar ungerechtfertigt, so dass nicht ohne Weiteres auf einen Übergang erster Ordnung bei
Temperaturen kBT ≈ 0.13J geschlossen werden darf.
3.3 Phasengrenze der antiferromagnetischen Phase in der Über-
gangsregion
Ein zweites Ergebnis der Simulationen von Schmid et al. [19], das auf einen qualitativen Unter-
schied der Phasendiagramme des klassischen und den quantenmechanischen Modells hinweisen
könnte, ist ein direkter Übergang erster Ordnung zwischen der antiferromagnetischen und der
Spin-Flop-Phase unterhalb des Tripelpunktes der Phasengrenzlinien bei kBTce ≈ 0.118J . Diese
Behauptung wird im Folgenden überprüft.
Für Simulationen bei dem Feld H = 1.225J ergibt sich aus der Binder-Kumulante U zst und den
Histogrammen der Magnetisierung eine Übergangstemperatur von kBTAF = 0.09625± 0.0005J ,
weit unterhalb des vermuteten Tripelpunktes, vgl. Abbildung 3.1.
Die Magnetisierung 〈(M zst)2〉 zeigt dort eine bemerkenswerte Abhängigkeit von der Systemgrö-
ße L : Sie fällt bei der Annäherung an die Phasengrenze unter Absenkung der Temperatur erst in
relativ großen Gittern sehr stark ab, vgl. Abbildung 3.4. Das Verhalten von 〈(M zst)2〉 als Funktion
der Systemgröße L bei Temperaturen in der Nähe des Übergangs zeigt Abbildung 3.4 in dop-
pelt logarithmischer Auftragung. Die asymptotische Systemgrößenabhängigkeit der Daten ist
mit dem Potenzgesetz 〈(M zst)2〉 ∝ L−1/4 kompatibel. Folglich könnte ein kontinuierlicher Über-
gang in der Universalitätsklasse des Ising-Modells vorliegen. Eine feinere Temperaturauflösung
und noch größere Systeme, deren Untersuchung die aktuell zur Verfügung stehende Rechenleis-
tung überfordert, könnten u.U. noch deutlichere Hinweise auf den Typ des Phasenübergangs
liefern.
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Abbildung 3.4: Quadrat der alternierenden Magnetisierung, 〈(M zst)2〉, für das konstante Feld
H = 1.225J ; links: Rohdaten als Funktion der Temperatur, rechts: Systemgrößenabhängig-
keit in doppelt logarithmischer Auftragung. Die gestrichelte Linie illustriert die erwartete
Systemgrößenabhängigkeit an einem kontinuierlichen Phasenübergang in der Ising-Univer-
salitätsklasse.
3.4 Phasengrenze der Spin-Flop-Phase in der Übergangsregion
Ein kontinuierlicher Übergang als Grenze der antiferromagnetischen Phase deutet darauf hin,
dass auch im quantenmechanischen Modell eine schmalen Zwischenphase bis zu tiefen Tempe-
raturen reicht. Anhand von Monte-Carlo-Daten lassen sich zwei Übergänge bei dem konstanten
Feld, H = 1.225J , jedoch nicht auflösen, keine der physikalischen Größen zeigt zwei Anomalien,
die den unterschiedlichen Übergängen zugeordnet werden könnten. Für die Spin-Flop-Phasen-
grenze wird daher dieselbe kritische Temperatur wie für die antiferromagnetische Ordnung,
kBTSF ≈ 0.09625J angenommen und in der folgenden Analyse bestätigt. Der Typ des Phasen-
übergangs lässt sich mithilfe der Spinsteiﬁgkeit ρs untersuchen.
Bei einem Übergang von der algebraisch geordneten in eine ungeordnete Zwischenphase würde
wie im klassischen Modell ein Kosterlitz-Thouless-Übergang erwartet, an dem die Spinsteiﬁg-
keit ρs ein charakteristisches, unstetiges Verhalten zeigt [110]. In den Quanten-Monte-Carlo-
Simulationen mit der Methode der SSE ist ρs mithilfe der Windungszahlen einfach und eﬃzient
zu ermitteln, vgl. Anhang C.
Für das Verhalten der Spinsteiﬁgkeit ρs am Kosterlitz-Thouless-Übergang sagt die Theorie vor-
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Abbildung 3.5: Spinsteiﬁgkeit ρs bei dem
konstanten Feld H = 1.225J als Funkti-
on der Temperatur, die gestrichelte Linie
zeigt den kritischen Wertes der Größe ge-
mäß der Theorie von Nelson und Koster-
litz [110], vgl. Gleichung (3.2).
Abbildung 3.6: Systemgrößenabhängigkeit
der Spinsteiﬁgkeit ρs , der kritische Wert
ρs(TKT, L =∞) = 0.0613 . . . für die kri-
tische Temperatur kBTKT ≈ 0.09625J ist
mit einem ausgefüllten Kreis hervorgeho-
ben. Die gestrichelten Linien illustrieren
ein asymptotisches Verhalten gemäß Glei-
chung (3.3) für verschiedene Werte des Pa-
rameters C0 = 4 , 5 und 6 (von unten nach
oben).
aus [110], dass ρs einen endlichen Wert in der algebraisch geordneten Phase besitzt und einen
universellen Wert am Übergang annimmt, der mit der Übergangstemperatur TKT verknüpft ist
ρs(T = TKT, L =∞) = 2
pi
kBTKT . (3.2)
In der ungeordneten Phase verschwindet die Spinsteiﬁgkeit, ρs = 0.
Im anisotropen Heisenberg-Antiferromagneten ergeben die Simulationen endlicher Systeme in
der Umgebung der kritischen Temperatur deutlich größere Werte der Spinsteiﬁgkeit als die
Theorie mit Gleichung (3.2) vorhersagt, vgl. Abbildung 3.5. Dies wird in [19] als eindeutiger
Hinweis auf einen Phasenübergang erster Ordnung gewertet. Wiederum ist jedoch eine genaue
Analyse der Systemgrößenabhängigkeit notwendig.
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Aus Renormierungsgruppenrechnungen [111, 112] ergibt sich am Phasenübergang für hinrei-
chende große Systeme
ρs(T = TKT, L) = ρs(T = TKT, L =∞)
(
1 +
1
2 lnL − C0
)
, (3.3)
wobei C0 eine nicht universelle Konstante ist. Diese lässt sich in Simulationen bestimmen, indem
man die folgende Größe [113] betrachtet:
C(L) = −2
[(
piρs
kBT
− 2
)−1
− lnL
]
. (3.4)
C(L) konvergiert für L → ∞ und T = TKT gegen den Wert C0 , wie man leicht sieht, wenn
man die Gleichungen (3.2) und (3.3) in den Ausdruck (3.4) einsetzt.
Für den betrachteten Übergang bei H = 1.225J , und kBTSF ≈ 0.09625J erhält man aus Extra-
polationen der Monte-Carlo-Daten die grobe Abschätzung C0 ≈ 5 . Setzt man den Wert für C0
wiederum in Gleichung (3.3) ein, so erhält man eine Vorhersage der Systemgrößenabhängigkeit
der Spinsteiﬁgkeit am Phasenübergang. Abbildung 3.6 zeigt den Vergleich der Simulationsda-
ten mit dem asymptotischen Verhalten, Gleichung (3.3), als Funktion der inversen Systemgröße.
Dabei wird deutlich, dass der asymptotische Ausdruck einen starken Abfall der Daten auf den
kritischen Wert ρs(TKT, L =∞) ≈ 0.0613 erst in sehr großen Systemen prognostiziert und die
hohen Werte in den Monte-Carlo-Simulationen erklären kann. Darüber hinaus wird die zuvor an-
genommene Temperatur des Übergangs kBTSF = 0.09625± 0.001J durch die Analyse bestätigt.
Insgesamt kann das Verhalten der Spinsteiﬁgkeit als ein Hinweis auf einen Kosterlitz-Thouless-
Übergang von der Spin-Flop- in eine schmale, ungeordnete Zwischenphase bei Temperaturen
weit unterhalb des vorhergesagten kritischen Endpunktes dieser Übergangslinie interpretiert
werden.
72 Kapitel 3. Anisotroper Heisenberg-Antiferromagnet mit Spin S = 12
0.09 0.10 0.11
kBT/J
-0.4
-0.2
0.0
0.2
0.4
0.6
U s
tz
TAF
L=  8
L=16
L=32
L=64
0.00 0.04 0.08 0.12
1/L
0.09
0.10
0.11
T(
U c
ro
ss
 )
0.00 0.04 0.08 0.12
0.0
0.2
0.4
U c
ro
ss
Abbildung 3.7: Binder-Kumulante der al-
ternierenden Magnetisierung in z-Rich-
tung, U zst , bei festem Feld, H = 1.225J .
Der Pfeil kennzeichnet die Übergangstem-
peratur der antiferromagnetischen Phase.
Abbildung 3.8: Systemgrößenabhängigkeit
der Schnittpunkte der Binder-Kumulan-
te U zst bei dem Feld H = 1.225J . Un-
ten: Temperatur der Schnittpunkte, die
kritische Temperatur der antiferromag-
netischen Phase, kBTAF ≈ 0.09625J , ist
durch den ausgefüllten Punkt markiert;
oben: Höhe des Schnittpunktes Ucross .
3.5 Vergleich mit der klassischen Variante
Die Quanten-Monte-Carlo-Simulationen zum XXZ-Modell mit Spin S = 12 legen nahe, dass
bis zu den tiefsten simulierten Temperaturen kBT ≈ 0.09625J die Phasengrenzen der antiferro-
magnetischen und der Spin-Flop-Phase getrennt bleiben. Das in [19] vorgestellte Szenario in der
Übergangsregion müsste daher, wenn es überhaupt realisiert ist, quantitativ korrigiert werden:
Sowohl der trikritische als auch der kritische Endpunkt würden zu deutlich tieferen Tempera-
turen kBT / 0.09625J verschoben.
Allerdings ergeben sich aus den Simulationen keinerlei Hinweise auf einen direkten Übergang
erster Ordnung zwischen der antiferromagnetischen und der Spin-Flop-Phase. Stattdessen äh-
neln die Ergebnisse der Situation im klassischen XXZ-Modell und deuten zumindest im Bereich
der simulierten Temperaturen auf eine schmale Zwischenphase und kontinuierliche Übergänge
hin. In beiden Fällen ist der kritische Bereich um die Phasenübergänge sehr schmal, so dass
extrem große Systeme notwendig sind, um das asymptotische Verhalten zu beobachten.
Ob in weiterer Analogie zum klassischen Modell in der quantenmechanischen Variante mit
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Spin S = 12 bikonische Konﬁgurationen auftreten, die zu den komplizierten Systemgrößenabhän-
gigkeiten der Observablen beitragen, ist bisher nicht geklärt worden. Die Binder-Kumulante U zst
könnte solche Hinweise liefern, ihr Verhalten in der Übergangsregion ist in Abbildung 3.7 bei
dem festen Feld kBT = 0.255J dargestellt. Bestimmt man, wie im Abschnitt 2.5 beschrie-
ben, die Schnittpunkte der Kumulanten verschiedener Systemgrößen L und 2L , so nähern
sich die zugehörigen Temperaturen T (Ucross) wie erwartet der kritischen Temperatur der anti-
ferromagnetischen Phase, kBTAF ≈ 0.09625J , vgl. Abbildung 3.8. Die Werte der Schnittpunk-
te Ucross zeigen als Funktion der inversen Systemgröße eine deutliche Krümmung und wer-
den erstaunlich klein, bzw. sogar negativ. Dies könnte, im Gegensatz zu obiger Analyse, viel-
leicht als Hinweis auf einen Phasenübergang erster Ordnung interpretiert werden. In jedem
Fall weicht die Kumulante in größeren Systemen deutlich von dem Wert ab, der für das klas-
sische Modell mit Anisotropie ∆ = 2/3 im bikonisch entarteten Grundzustand erwartet wird:
U∗(T = 0, H = Hc1) ≈ 0.3565 . Ob der Wert der Kumulante U zst auch im quantenmechanischen
Modell mit Spin S = 12 einen Hinweis auf die Existenz bikonischer Konﬁgurationen liefert, ist
jedoch bisher unbekannt. Welchen Einﬂuss die bikonischen Zustände haben und wie sie nach-
gewiesen werden können, könnte daher zunächst eine Analyse der Grundzustände klären.

Zusammenfassung
In dieser Arbeit ist das thermische Verhalten von zweidimensionalen Ising- und uniaxial aniso-
tropen Heisenberg-Magneten untersucht worden. Zur Beschreibung von neueren experimentellen
Ergebnissen an den Kupraten La5Ca9Cu24O41 sind Ising- und Heisenberg-Modelle mit Defekten
analysiert worden. Zur Klärung hiermit zusammenhängender, grundlegender Fragestellungen ist
der zweidimensionale XXZ-Antiferromagnet mit Erweiterungen untersucht worden.
Das Ising-Modell mit Defekten und seine Tieftemperaturnäherung, das Minimalmodell, sind
ursprünglich deﬁniert worden, um Experimente an den locharmen Spinketten der Telefon-
nummern-Verbindung La5Ca9Cu24O41 zu interpretieren, die in niedrigen Magnetfeldern eine
Streifenordnung zeigen. Die Modelle reduzieren die Anisotropie der Wechselwirkungen in den
Kupraten auf eine Beschreibung mit Ising-Spins und übernehmen die Kristallstruktur und die
mikroskopischen Wechselwirkungen der Kupfer-Ionen in den Materialien: Sie bestehen aus ferro-
magnetisch geordneten Spinketten, in denen sich unmagnetische Defekte bewegen können. Über
einen solchen Defekt hinweg und zwischen den Ketten ist die Kopplung der Spins antiferro-
magnetisch. Das Minimalmodell erlaubt ausschließlich Bewegungen der Defekte, während das
vollständige Modell zusätzlich Spinanregungen zulässt.
Beide Modelle zeichnen sich durch interessante magnetische Eigenschaften aus: Sie beschrei-
ben die Bildung von Streifenstrukturen, in denen sich die Defekte auf geraden Linien senk-
recht zu den Ketten anordnen und antiferromagnetische Domänen voneinander trennen. Bei
der Erhöhung der Temperatur wird die Ordnung in einem Phasenübergang zerstört, in dem die
Zwischenkettenkopplung eine attraktive Wechselwirkung der Defekte vermittelt, die zur Defekt-
paarbildung führt und die Linien aufreißt.
Es wird vermutet, dass in den Kupraten zusätzliche elektrostatische Wechselwirkungen die De-
fektanordnung beeinﬂussen, indem sie bestimmte Kupfer-Plätze energetisch auszeichnen. In den
Ising-Modellen wurden die Auswirkungen verschiedener Anordnungen solcher Pinning-Plätze
untersucht. Z. B. stabilisiert ein eﬀektives Pinning-Potential Ep , das auf äquidistanten Linien
senkrecht zu den Spinketten wirkt, die Streifenordnung: Bei tiefen Temperaturen ist das Modell
für Ep > 0 langreichweitig geordnet, während bei verschwindendem Pinning, Ep = 0 , eine alge-
braisch geordnete Phase auftritt. Die Streifenordnung wird auch in den Systemen mit Ep > 0 in
einem Phasenübergang zerstört, der durch die Bildung von Defektpaaren getrieben wird. Ana-
lysen der Korrelationslängen zeigen, dass für alle Pinning-Stärken Ep ≥ 0 ein Übergang erster
Ordnung vorliegt.
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Das thermische Verhalten der Ising-Modelle mit mobilen, Ep = 0 , und gepinnten, Ep > 0 , De-
fekten bleibt in einem moderaten Magnetfeldern qualitativ erhalten. Allerdings destabilisiert
das Feld die Streifenordnung, so dass sich die Übergangstemperaturen zu niedrigeren Werten
verschieben. In hohen Magnetfeldern wird in den Modellen die Ordnung zerstört, die Defekt-
paare sind dann zufällig angeordnet.
Die Untersuchungen wurden im vollständigen Modell auf eine statische Anordnung der Defekte
erweitert, die einem unendlichen Pinning-Potential, Ep =∞ , entspricht. Werden die Defekte
auf äquidistanten Linien senkrecht zu den Ketten angeordnet, zeigt das Modell antiferromag-
netische Ordnung in streifenförmigen Domänen, die bei der Erhöhung der Temperatur oder des
Magnetfelds in einem Phasenübergang verloren geht. Eine zufällige Anordnung der unbewegli-
chen Defekte unterdrückt dagegen jegliche magnetische Ordnung.
Insgesamt gilt, dass die Ising-Modelle magnetische Systeme mit Streifenstrukturen beschreiben,
die von mobilen, gepinnten und statischen Defekten gebildet werden. Ob der mikroskopische
Mechanismus der Defektpaarbildung für den Phasenübergang wesentlich ist, der in den Expe-
rimenten an den locharmen Spinketten der Telefonnummern-Verbindungen auftritt, bleibt zu
untersuchen.
Ebenfalls im Zusammenhang mit den Messungen an den Kupraten wurde ein anisotroper Hei-
senberg-Magnet mit zufällig angeordneten, statischen Defekten auf dem Quadratgitter analy-
siert. Die Modellierung beschreibt das Verhalten der Materialien in höheren Magnetfeldern, bei
denen keine Streifenordnung mehr vorliegt sondern quasistatische, zufällige Defektanordnungen
vermutet werden. Das Modell zeigt lediglich kurzreichweitige antiferromagnetische Ordnung,
die bei der Erhöhung eines Magnetfelds zu lokalen Spin-Flop-Strukturen wechselt. Dies führt
zu einem Maximum in der Suszeptibilität als Funktion des Feldes, dessen Höhe und Position
mit den Messergebnissen an La5Ca9Cu24O41 gut übereinstimmen.
Im Hauptteil der Arbeit ist der uniaxial anisotrope Heisenberg-Antiferromagnet auf dem Qua-
dratgitter sowohl in der klassischen als auch in der quantenmechanischen Version mit Spin S = 12
untersucht worden. Die Modelle zeigen bei tiefen Temperaturen zwei geordnete Phasen: Bei
niedrigen Feldern sind die Spins langreichweitig antiferromagnetisch geordnet, in höheren Fel-
dern existiert eine Spin-Flop-Phase, in der die transversalen Spin-Korrelationen algebraisch mit
dem Abstand abfallen. Bei Erhöhung der Temperatur geht die antiferromagnetische Ordnung
in einem kontinuierlichen Übergang in der Universalitätsklasse des Ising-Modells verloren. Die
Grenze zwischen der Spin-Flop- und der paramagnetischen Phase ist eine Linie von Kosterlitz-
Thouless-Übergängen. Die beiden kritischen Linien nähern sich in der Übergangsregion zwischen
den geordneten Phasen einander an.
Im XXZ-Modell existieren verschiedene mögliche Szenarien für die Topologie des Phasendia-
gramms in der Übergangsregion, zwischen denen bisherige Monte-Carlo-Simulationen nicht un-
terscheiden konnten. Die umfangreichen Rechnungen in dieser Arbeit ergeben, dass bis zu den
tiefsten simulierten Temperaturen eine schmale Zwischenphase die beiden geordneten Phasen
voneinander trennt. Dabei bleiben die Typen der Phasenübergänge erhalten: Die Grenze der
antiferromagnetischen Phase zeigt Ising-kritisches Verhalten, während die Spin-Flop-Phasen-
grenze weiterhin ein Kosterlitz-Thouless-Übergang ist.
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In der Übergangsregion spielen bikonische Strukturen eine wichtige Rolle: Bereits der Grund-
zustand ist am kritischen Feld zwischen der antiferromagnetischen und der Spin-Flop-Phase
kontinuierlich in bikonischen Konﬁgurationen entartet. Auch bei nicht verschwindenden Tem-
peraturen treten im Bereich der schmalen Zwischenphase bikonische Strukturen auf. Direkt bei
den Übergängen von der antiferromagnetischen in die Spin-Flop-Phase entsprechen deren Häu-
ﬁgkeiten der Verteilung, die auch im entarteten Grundzustand vorliegt. In den vergleichenden
Analysen der erweiterten Variante mit einer Ein-Ionen-Anisotropie, die im Grundzustand nicht
entartet ist, ergeben sich dagegen qualitativ abweichende Häuﬁgkeitsverteilungen. Die Simula-
tionen lassen daher vermuten, dass die Zwischenphase bis zu tiefen Temperaturen ungeordnet
bleibt. Ob die Grenzen der beiden geordneten Phasen erst im Grundzustand quasi in einem
tetrakritischen Punkt zusammentreﬀen, ist eine oﬀene Frage.
In der erweiterten Modellvariante sind die Phasendiagramme sowohl mit positiver als auch mit
negativer Ein-Ionen-Anisotropie D ermittelt worden. In beiden Fällen bleiben die antiferromag-
netische und die Spin-Flop-Phase stabil. Für D > 0 werden die bikonischen Fluktuationen in
der Übergangsregion unterdrückt und es existiert ein direkter Übergang erster Ordnung zwi-
schen den beiden geordneten Phasen. Eine negative Ein-Ionen-Anisotropie, D < 0 , stabilisiert
dagegen eine bikonische Zwischenphase, die simultan in den Spinkomponenten senkrecht und
parallel zur Anisotropieachse geordnet ist. Die algebraische Ordnung in den xy-Komponenten
der Spins geht an der Grenze zur antiferromagnetischen Phase in einem Kosterlitz-Thouless-
Übergang verloren. Der Übergang zwischen der bikonischen und der Spin-Flop-Phase ist ein
kontinuierlicher Übergang in der Universalitätsklasse des Ising-Modells.
In der quantenmechanischen Version des XXZ-Modells wurden die Interpretationen einer Grup-
pe an der ETH Zürich zu den dort gewonnenen Simulationsdaten überprüft, die ein Phasendia-
gramm mit einem trikritischen Punkt, einem kritischen Endpunkt und einem direkten Übergang
zwischen der antiferromagnetischen und der Spin-Flop-Phase ergeben hatten. Die Simulatio-
nen in der vorliegenden Arbeit, die zum Einen mit umfangreicherer Statistik genauere Daten
ermitteln und zum Anderen größere Systeme einbeziehen zeigen darüber hinaus, dass einige
Schlussfolgerungen fehlerhaft waren: Die Autoren ermittelten in [19] mit einer Analyse von
Magnetisierungshistogrammen einen Phasenübergang erster Ordnung von der antiferromagne-
tischen in die paramagnetische Phase. Die Simulationen größerer Systeme zeigen dagegen, dass
die lineare Extrapolation der Daten in den thermodynamischen Limes unzulässig ist und der
Übergang kontinuierlich ist. Auch für einen direkten Übergang von der antiferromagnetischen
in die Spin-Flop-Phase ﬁnden sich in den Simulationen keine Hinweise. Stattdessen legen die
Quanten-Monte-Carlo-Simulationen im Vergleich mit den ähnlichen Daten im klassischen Mo-
dell nahe, dass die Grenzen der beiden geordneten Phasen noch bei den tiefsten Temperaturen,
die zuverlässig simuliert und analysiert werden konnten, kontinuierliche Übergänge sind. Da-
her müssten in dem Züricher Szenario, sofern es überhaupt realisiert ist, der trikritische und
der kritische Endpunkt zu deutlich tieferen Temperaturen verschoben werden. Allerdings kann
im quantenmechanischen Modell nicht ausgeschlossen werden, dass in Analogie zur klassischen
Variante eine Zwischenphase die antiferromagnetische und die Spin-Flop-Phase trennt.

Anhänge

Anhang A
Grundzustände des klassischen
Heisenberg-Antiferromagneten
Die Grundzustände des klassischen, anisotropen Heisenberg-Antiferromagneten im Magnet-
feld H und mit Ein-Ionen-Anisotropie D , vgl. mit der Hamilton-Funktion in Gleichung (2.2),
können analytisch berechnet werden. In Abhängigkeit von den Systemparametern besitzen anti-
ferromagnetische, bikonische, Spin-Flop- oder ferromagnetische Konﬁgurationen die niedrigste
Energie bei T = 0 . Im Folgenden werden die Ergebnisse der Publikation [56] beschrieben und
im Fall des XXZ-Modells, d. h. für verschwindende Ein-Ionen-Anisotropie,D = 0 , erweitert: Die
kontinuierliche Entartung des Grundzustands am kritischen Feld Hc1 für D = 0 scheint in der
Literatur [10, 56] bislang übersehen worden zu sein. Für diesen Punkt des Grundzustands-Pha-
sendiagramms wird im Abschnitt A.2 eine Verteilungsfunktion der Magnetisierung hergeleitet,
mit denen sich physikalische Größen berechnen lassen.
A.1 Minimierung der Energie im Grundzustand
Zur Analyse der Grundzustände wird die Energie E als Funktion der z-Komponenten der Spins,
Szν = cos θν (θ bezeichne den Winkel zur z-Achse), auf den beiden Untergittern ν = A,B der
antiferromagnetischen Konﬁguration dargestellt. Dabei wird vorausgesetzt, dass jedes der bei-
den Untergitter für sich maximal geordnet ist, d. h. alle zugehörigen Spins sind gleich gerichtet.
Außerdem seien benachbarte Spins senkrecht zur leichten Magnetisierungsachse, d. h. in den
xy-Komponenten, perfekt antiferromagnetisch geordnet.
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Für ein beliebiges bipartites Gitter mit der Koordinationszahl z lautet die Energie1:
2E = −zJ∆
√
1− (SzA)2
√
1− (SzB)2 + zJSzASzB − H (SzA + SzB) − D
(
(SzA)
2 + (SzB)
2
)
(A.1)
Mit den Substitutionen 2m := SzA + S
z
B (Magnetisierung m ) und u := S
z
AS
z
B ergibt sich
2E = −zJ∆
√
(1 + u)2 − (2m)2 + zJu − 2Hm − D [(2m)2 − 2u] . (A.2)
Der Grundzustand ist das globale Minimum der Energie als Funktion von m und u . Dieses liegt
entweder am Rand des Deﬁnitionsbereichs oder ist ein lokales Minimum.
Lokale Minima: Notwendige Bedingung für ein lokales Extremum in der Energie des Systems
ist das gemeinsame Verschwinden der partiellen Ableitungen von Gleichung (A.2) nachm und u :
2
∂E
∂(2m)
= zJ∆
2m√
(1 + u)2 − (2m)2 − H − 4Dm = 0
2
∂E
∂u
= −zJ∆ 1 + u√
(1 + u)2 − (2m)2 + zJ + 2D = 0 (A.3)
Aus Gleichung (A.3) ergibt sich für zJ∆ < zJ + 2D ein Zusammenhang zwischen m und u:
mBC = ± 12
√
1− (zJ∆)
2
(zJ + 2D)2
(1 + uBC) := ± α2 (1 + uBC) . (A.4)
Außerhalb des Parameterbereichs zJ∆ < zJ + 2D existieren keine reellen Lösungen der Bedin-
gung (A.3).
Die beiden Lösungen unterschiedlichen Vorzeichens gehen durch simultanen Spinﬂip beider Un-
tergitter ineinander über. Die Lösung mit negativer Magnetisierung, mBC < 0 , ist für positives
Feld H > 0 immer ein lokales Maximum, die positive dagegen ein Minimum. Im Folgenden sei
daher H ≥ 0 ⇒ mBC > 0; diese lokalen Minima sind die bikonischen Konﬁgurationen. Deren
maximale Magnetisierung mc1b lautet gemäß Gleichung (A.4)
mc1b = SzA =
1
α
[
1−
√
1− α2
]
=
√
zJ + 2D − zJ∆
zJ + 2D + zJ∆
.
Randwerte: Auf dem Rand des Deﬁnitionsbereichs, −1 ≤ u ≤ 1 und −√u ≤ m ≤ √u , lie-
gen weitere mögliche globale Minima der Energie in Gleichung (A.2): Die antiferromagnetische,
mAF = 0 ∧ uAF = −1 , und die ferromagnetische Lösung, mFM = uFM = 1 , sowie die Schar
von Spin-Flop-Lösungen, mSF =
√
u . Alle anderen Randwerte sind keine potentiellen Grund-
zustände.
1 Gleichung (A.1) entspricht der Formel (3.2) in der Publikation von Matsuda und Tsuneto [56] mit den Entspre-
chungen H = H , B = z/2 , C = −D , D = z∆ .
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Die unterschiedlichen Lösungen werden in Gleichung (A.1) eingesetzt und verglichen. In Ab-
hängigkeit von der Magnetisierung m lauten die Energien der resultierenden Grundzustands-
konﬁgurationen:
• Die Energie des Antiferromagneten, mAF = 0,
2EAF = −zJ − 2D , (A.5)
• der bikonischen Konﬁgurationen, 0 < m < mc1b,
2EBC = −D (2m)2 + 2
α
(
zJ − zJ∆
√
1− α2 − αH + 2D
)
m − (zJ + 2D) , (A.6)
• der Spin-Flop-Zustände, mc1b ≤ m < 1 ,
2ESF =
1
4
(zJ + zJ∆− 2D) (2m)2 − 2Hm − zJ∆ (A.7)
• und des Ferromagneten, mFM = 1
2EFM = zJ − 2H − 2D . (A.8)
Da die Energie in Gleichung (A.7) eine konvexe Funktion der Magnetisierung ist, existiert genau
ein Spin-Flop-Zustand minimaler Energie
2ESF =
H2
zJ + zJ∆− 2D − zJ∆ (A.9)
mit der Magnetisierung
mSF =
H
zJ + zJ∆− 2D .
Zu einer gegebenen Kombination der Modellparameter erhält man die Grundzustandskonﬁgura-
tion, ihre Energie und ihre Magnetisierung, indem das Minimum der Gleichungen (A.5), (A.6),
(A.8) und (A.9) bestimmt wird. Da die Energie der bikonischen Konﬁgurationen je nach Vor-
zeichen der Ein-Ionen-Anisotropie D eine konvexe, lineare oder konkave Funktion der Mag-
netisierung ist, vgl. Gleichung (A.6), ergeben sich qualitativ unterschiedliche Grundzustands-
Phasendiagramme.
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Negative Ein-Ionen-Anisotropie, D < 0
Im Bereich D < 0 ist EBC , vgl. Gleichung (A.6), eine konvexe Funktion der Magnetisierung, so
dass für −zJ ≤ zJ (∆− 1) < 2D < 0 ein einziges lokales Minimum bei
mBC =
1
4Dα
(
zJ − zJ∆
√
1− α2 − αH + 2D
)
(A.10)
existiert, der Funktionswert beträgt
EBC =
1
4D
[
H −
√
(zJ + 2D)2 − (zJ∆)2
]2 − (zJ + 2D) .
Der Vergleich der Energien ergibt
m =

0 0 ≤ H ≤ Hc1a antiferromagnetisch
mBC Hc1a < H ≤ Hc1b bikonisch
mSF Hc1b < H ≤ Hc2 Spin-Flop
1 Hc2 < H ferromagnetisch
mit den Phasengrenzen
Hc1a =
√
(zJ + 2D)2 − (zJ∆)2
Hc1b =
(zJ)2 − (zJ∆− 2D)2√
(zJ + 2D)2 − (zJ∆)2
Hc2 = zJ + zJ∆− 2D (A.11)
Für 2D ≤ z (∆− 1) sind sowohl die antiferromagnetische als auch die bikonische Struktur ener-
getisch instabil, es verbleiben Spin-Flop- und ferromagnetische Strukturen:
m =
{
mSF 0 ≤ H ≤ Hc2 Spin-Flop
1 Hc2 < H ferromagnetisch
mit dem Feld Hc2 gemäß Gleichung (A.11).
Es ergibt sich das Grundzustands-Phasendiagramm in Abbildung A.1.
Positive Ein-Ionen-Anisotropie, D > 0
Für D > 0 ist die Energie der bikonischen Konﬁgurationen (Gleichung (A.6)) eine konkave
Funktion der Magnetisierung, so dass entweder der antiferromagnetische oder ein Spin-Flop-
Zustand das globale Energieminimum darstellen. Der im vorigen Abschnitt berechnete Extrem-
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Abbildung A.1: Grundzustands-Phasendia-
gramm für die negative Ein-Ionen-Ani-
sotropie D = −0.2J , berechnet mit der
Koordinationszahl z = 4 . Die gestrichel-
te Linie markiert das Feld Hc1 , auf der
Spin-Flop- und antiferromagnetische Kon-
ﬁgurationen gleiche Energien besitzen.
Abbildung A.2: Grundzustands-Phasendia-
gramm für die positive Ein-Ionen-Aniso-
tropie D = 0.2J , berechnet mit Koordi-
nationszahl z = 4.
wert mBC der Energie der bikonischen Konﬁgurationen ist für D > 0 ein lokales Maximum. Es
gilt
m =

0 0 < H ≤ Hc1 antiferromagnetisch
mSF Hc1 < H ≤ Hc2 Spin-Flop
1 Hc2 < H ferromagnetisch
mit den Phasengrenzen
Hc1 =
√
(zJ)2 − (zJ∆− 2D)2 (A.12)
Hc2 = zJ + zJ∆− 2D (wie oben).
Die beiden Phasengrenzen treﬀen sich bei
Dc =
zJ∆
2
⇒ Hc1 = Hc2 = zJ
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Für größere Ein-Ionen-Anisotropien, D > Dc ist der Spin-Flop-Zustand immer energetisch
ungünstig, es ﬁndet ein direkter Übergang zwischen dem Antiferromagneten und dem Ferroma-
gneten statt:
m =
{
0 0 < H ≤ zJ antiferromagnetisch
1 zJ < H ferromagnetisch
Das resultierende Phasendiagramm ist in Abbildung A.2 dargestellt.
Die Funktion der Phasengrenze Hc1 , vgl. Gleichung (A.12), beschreibt auch im zuvor disku-
tierten Fall negativer Ein-Ionen-Anisotropie das Magnetfeld, bei dem antiferromagnetische und
Spin-Flop-Strukturen gleiche Energien besitzen. Sie liegt, wie in Abbildung A.1 dargestellt, in
der Phase der bikonischen Strukturen.
Verschwindende Ein-Ionen-Anisotropie, D = 0
Im Grenzfall D = 0 ist der Grundzustand in dem Punkt des Phasendiagramms kontinuierlich
entartet, in dem die beiden Phasengrenzen der bikonischen Phase zusammenlaufen:
Hc1 = Hc1a = Hc1b = zJ
√
1−∆2
Der Vergleich der Energien ergibt
m =

0 0 < H ≤ Hc1 antiferromagnetisch
mBC H = Hc1 bikonisch, entartet
mSF Hc1 < H ≤ Hc2 Spin-Flop
1 Hc2 < H ferromagnetisch
,
wobei die kritischen Felder Hc1 und Hc2 weiterhin durch die Gleichungen (A.12) und (A.11)
gegeben sind. Insgesamt erhält man das Phasendiagramm in Abbildung A.3.
Winkel der bikonischen Zustände
Die bikonischen Zustände sind charakterisiert durch einen nichttrivialen Zusammenhang zwi-
schen den z-Komponenten der Spins Szν auf den beiden Untergittern ν = A,B . Folgende Rela-
tion der Variablen untereinander gilt für alle bikonischen Konﬁgurationen:
SzB =
α− SzA
1− αSzA
(A.13)
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Abbildung A.3: Grundzustands-Phasen-
diagramm für das XXZ-Modell, D = 0 ,
berechnet mit der Koordinationszahl
z = 4 . Die gestrichelte Linie markiert
das Feld Hc1 , bei dem der Grundzu-
stand in antiferromagnetischen, Spin-
Flop- und bikonischen Konﬁgurationen
entartet ist. Der Punkt markiert den
rotationssymmetrisch entarteten Punkt
des isotropen Modells.
Abbildung A.4: Abhängigkeit der Winkel zwi-
schen den Spins und der leichten Magneti-
sierungsachse auf den beiden Untergittern
des Antiferromagneten, θA und θB , im bi-
konisch entarteten Zustand für verschiedene
Anisotropien ∆ bei der Ein-Ionen-Anisotro-
pie D = 0 , Magnetfeld H = Hc1.
Abbildung A.4 zeigt die Abhängigkeit der beiden Winkel im entarteten Grundzustand fürD = 0
am kritischen Feld Hc1.
Der Zusammenhang mit der Magnetisierung mBC , vgl. Gleichung (A.10), lautet
mBC = α
1− (SzA)2
1− αSzA
,
woraus folgt:
SzA = mBC +
√
m2BC −
2(zJ + 2D)√
(zJ + 2D)2 − (zJ∆)2 mBC + 1
SzB = mBC −
√
m2BC −
2(zJ + 2D)√
(zJ + 2D)2 − (zJ∆)2 mBC + 1
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A.2 Physikalische Größen im entarteten Grundzustand
Für die Parameterkombination D = 0 und H = Hc1 ist der der Grundzustand des anisotropen
Heisenberg-Antiferromagneten in antiferromagnetischen, Spin-Flop und bikonischen Strukturen
kontinuierlich entartet. Wegen der nichtlinearen Abhängigkeit der Spins auf den beiden Unter-
gittern, vgl. Abbildung A.4, führt die Entartung für 0 < ∆ < 1 nicht zur Isotropie: Unterschied-
liche Ausrichtungen bzw. Werte der z-Komponenten der Spins, Sz , treten mit unterschiedlichen
Wahrscheinlichkeiten p(Sz) dSz auf.
Um eine explizite Darstellung für p(Sz) herzuleiten, betrachtet man zunächst die zweidimen-
sionale Wahrscheinlichkeitsdichte p(SzA, S
z
B) , mit der die Spins auf benachbarten Gitterplätzen
die Werte SzA und S
z
B annehmen. Im isotropen Modell, ∆ = 1 , ist p(S
z
A, S
z
B) entlang der li-
nearen Funktion SzB(S
z
A) = −SzA konstant2, man erhält für die z-Komponenten der Spins die
bekannte Wahrscheinlichkeitsdichte p(Sz) = 1/2 . Im anisotropen Fall ist die Abhängigkeit der
z-Komponenten der Spins auf den verschiedenen Untergittern nicht mehr linear, vgl. Glei-
chung (A.13). Es erscheint jedoch plausibel, die Funktion p(SzA, S
z
B) ebenfalls entlang der nun
gekrümmten Kurve SzB(S
z
A) als konstant anzunehmen, d. h. alle bikonischen Strukturen sind
gleich wahrscheinlich.
Diese Annahme wird von Monte-Carlo-Simulationen kleiner Systeme bei extrem tiefen Tempe-
raturen und bei konstantem Feld H = Hc1 bestätigt. Dazu werden die Histogramme p(Szn, S
z
m)
aufgenommen, die die Häuﬁgkeiten messen, mit der auf benachbarten Gitterplätzen die Wer-
te Szn und S
z
m in den Konﬁgurationen angenommen werden. Bei der Annäherung an den Ent-
artungspunkt (H = Hc1, T = 0) stellt sich in den Histogrammen p(Szn, S
z
m) eine Verteilung ein,
deren lokale Maxima auf der durch Gleichung (A.13) gegebenen Kurve liegen und eine konstante
Höhe besitzen. Dies weist auf die Gleichverteilung entlang der Kurve im entarteten Grundzu-
stand hin. Derselbe Befund ergibt sich mithilfe der in Abschnitt 2.5 diskutierten Histogramme
der Kippwinkel, wobei dann z. B. durch eine Umgewichtung der Wahrscheinlichkeiten die un-
terschiedliche Entartung in der xy-Ebene der Spins berücksichtigt werden muss.
Für die Wahrscheinlichkeitsdichte p(SzA, S
z
B) gilt im Grundzustand
p(SzA, S
z
B) =
 c S
z
B =
α− SzA
1− αSzA
0 sonst
,
wobei die Konstante c über eine Normierungsbedingung eindeutig festgelegt ist.
Da p(SzA, S
z
B) nur auf einer Linie nicht verschwindet, ist der Zusammenhang der Konstante c mit
den eindimensionalen Wahrscheinlichkeitsdichten p(SzA) und p(S
z
B) einfach durch das Produkt
gegeben,
c = p(SzA) p(S
z
B) . (A.14)
2 Im Heisenberg-Modell mit dreikomponentigen Vektoren erhält man wegen der zusätzlichen Entartung in der
xy-Ebene der Spins eine Gleichverteilung in den z-Komponenten, während z. B. im isotropen XY-Modell die
Winkel zwischen den Spins und einer der Koordinatenachsen gleiche Wahrscheinlichkeiten besäßen.
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Abbildung A.5: Binder-Kumulante der al-
ternierenden Magnetisierung in z-Rich-
tung in Abhängigkeit von der Anisotropie
∆ im kontinuierlich entarteten Grundzu-
stand des XXZ-Modells auf dem Quadrat-
gitter, D = 0 , H = Hc1 , z = 4 , berechnet
mit Gleichung (A.16). Für ∆ = 0.8 erhält
man den Wert U zst = 0.3777 . . . .
Abbildung A.6: Magnetisierungen in Ab-
hängigkeit von der Anisotropie ∆ im ent-
arteten Grundzustand des XXZ-Modells
auf dem Quadratgitter, D = 0 , H = Hc1 ,
z = 4 , berechnet mit Gleichung (A.16).
Oﬀenbar müssen wegen der Vertauschbarkeit der Untergitter die beiden Funktionen gleich sein:
p(SzA) = p(S
z
B) für S
z
A = S
z
B . Mit dem Zusammenhang der beiden Spins gemäß Gleichung (A.13)
ergibt sich durch die Ersetzung von SzB
p(SzA) = p(S
z
B)
dSzB
dSzA
⇔ p(SzA)
(1− αSzA)2
1− α2 = p(S
z
B) .
Indem man dies in die Bedingung in Gleichung (A.14) einsetzt, erhält man unabhängig vom
betrachteten Untergitter die Verteilung p(Sz):
c =
[
p(SzA)
]2 (1− αSzA)2
1− α2 ⇒ p(S
z) =
√
c
√
1− α2
1− αSz .
Aus der Normierungsbedingung für p(Sz) folgt der Wert der Konstante c∫ 1
−1
p(Sz) dSz = 1 ⇒ c = α
2
1− α2
[
ln
(
α− 1
α+ 1
)]−2
,
90 Anhang A. Grundzustände des klassischen Heisenberg-Antiferromagneten
so dass das Endergebnis
p(Sz) =
α
1− αSz
[
ln
(
α− 1
α+ 1
)]−1
(A.15)
lautet. Mit der Ersetzung θ = arccos(Sz) erhält man auch die Verteilung der Kippwinkel in den
entarteten Grundzuständen, die im im Kapitel 2 mit den Histogrammen des globalen Kippwin-
kels P (Θ) direkt verglichen wird.
Mit der Funktion p(Sz) können Erwartungswerte 〈A〉 , z. B. der verschiedenen Magnetisierun-
gen, für den entarteten Grundzustand berechnet werden. Die Wahl der z-Komponente der Spins
auf einem der beiden Untergitter des Antiferromagneten legt die Konﬁguration und damit den
Wert jeder physikalischen Größe A(Sz) eindeutig fest. Der Erwartungswert ist dann
〈A〉 =
∫ 1
−1
A(Sz) p(Sz) dSz = α
[
ln
(
α− 1
α+ 1
)]−1 ∫ 1
−1
A(Sz)
1− αSz dS
z . (A.16)
Die Abbildungen A.6 und A.5 zeigen beispielhaft das Verhalten verschiedener Magnetisierun-
gen und der Binder-Kumulante U zst in Abhängigkeit von der Anisotropie ∆ . Monte-Carlo-Si-
mulationen kleiner Systeme, die bei extrem tiefen Temperaturen und dem jeweiligen kritischen
Feld Hc1 für verschiedene Anisotropien ∆ durchgeführt wurden, bestätigen die Berechnungen.
Die numerisch ermittelten Zahlenwerte dienen bei höheren Temperaturen als Referenz für die
Simulationsdaten, in denen bikonische Fluktuationen auftreten, vgl. Abschnitt 2.5.
Anhang B
Grundlagen der Monte-Carlo-
Simulationen
Die in dieser Arbeit behandelten Spin-Modelle sind bei nicht verschwindenden Temperatu-
ren überwiegend mithilfe von Monte-Carlo-Simulationen analysiert worden. Das stochastische
Verfahren ermöglicht, thermodynamische Erwartungswerte eﬃzient zu berechnen. Im Folgen-
den werden die Grundlagen der Monte-Carlo-Methode und der Metropolis-Algorithmus vorge-
stellt, mit dem die klassischen Spinsysteme, vgl. Abschnitte 1.2, 1.3 und Kapitel 2, simuliert
worden sind; die Quanten-Monte-Carlo-Simulationen des Spin-12 -Heisenberg-Antiferromagneten
beschreibt Anhang C. Einen umfassenden Überblick über die Monte-Carlo-Methode und ihre
Anwendung auf Probleme in der Statistischen Physik geben die einschlägigen Lehrbücher [114
116].
Problemstellung
Thermodynamische Erwartungswerte 〈A〉 eines Vielteilchensystems berechnen sich in der Sta-
tistischen Physik als Summe über den vollständigen Konﬁgurationsraum. Jede Konﬁguration X
trägt im kanonischen Ensemble mit ihrem statistischen GewichtW (X) ∝ e−βE(X) bei, das durch
den Boltzmann-Faktor mit der inversen Temperatur β = 1kBT gegeben ist. In klassischen, dis-
kreten Spinmodellen ist eine Systemkonﬁguration X durch die Werte der Spins auf den Gitter-
plätzen gegeben, die zugehörige Energie E(X) legt die Hamilton-Funktion fest:
〈A〉 = 1Z
∑
{X}
A(X) e−βE(X) Zustandssumme: Z =
∑
{X}
e−βE(X) (B.1)
Für Modelle mit kontinuierlichen Freiheitsgraden gelten entsprechende Integrale, die Herleitung
der Methode verläuft analog zum diskreten Fall.
Monte-Carlo-Algorithmen sind nicht auf eine spezielle Wahl der Wahrscheinlichkeit W (X) der
Konﬁgurationen festgelegt, die hier zunächst proportional zum Boltzmann-Faktor ist. Die al-
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gorithmischen Grundlagen werden daher im Folgenden für eine allgemeine Wahrscheinlich-
keitW (X) hergeleitet und lassen sich daher im Kapitel C auf das quantenmechanische Problem
übertragen.
Importance Sampling
Eine Monte-Carlo-Simulation ermittelt den Erwartungswert 〈A〉 mithilfe der Methode des Im-
portance Samplings: Der Algorithmus erzeugt eine Folge von Konﬁgurationen, X1, . . . , XN
mit Xi ∈ {X} , in der jede Konﬁguration mit der Häuﬁgkeit auftritt, die ihrer Wahrschein-
lichkeit W (X) entspricht. Der Mittelwert der Funktion A(X) über die Folge approximiert den
zugehörigen Erwartungswert
〈A〉 =
∑
{X}
A(X)W (X) = lim
N→∞
1
N
N∑
i=1
A(Xi) (B.2)
Die Folgenglieder Xi werden sukzessive in einem stochastischen Verfahren generiert: In je-
dem Schritt i wird eine Konﬁgurationsänderung Xi → X˜ ∈ {X} vorgeschlagen. Mit der Über-
gangswahrscheinlichkeit P (Xi → X˜) wird die Versuchskonﬁguration X˜ als nächstes Folgen-
glied Xi+1 = X˜ akzeptiert, andernfalls, d. h. mit der Wahrscheinlichkeit (1− P (Xi → X˜)) , ist
das neue Folgenglied gleich dem alten Xi+1 = Xi . Die Wahrscheinlichkeiten P (Xi → X˜) sollen
nicht vom Schritt i sondern ausschließlich von den beiden Konﬁgurationen abhängen, so dass
eine Markov-Kette erzeugt wird.
Um Bedingungen an die Übergangswahrscheinlichkeiten herzuleiten, betrachtet man eine Viel-
zahl unabhängiger Folgen, die der Algorithmus erzeugt: Die Wahrscheinlichkeit, dass die Kon-
ﬁguration Y ∈ {X} im i-ten Schritt als Folgenglied auftritt sei w(Xi = Y ) . Oﬀenbar wird die
Gleichung (B.2) erfüllt, wenn w(Xi = Y ) gleich der Wahrscheinlichkeit der KonﬁgurationW (Y )
ist. w(Xi) ist damit unabhängig vom Schritt i , d. h. stationär, es gilt:
w(Xi = Y ) = w(Xi+1 = Y ) = W (Y ) (B.3)
Den Zusammenhang der w(Xi = Y ) mit den Übergangswahrscheinlichkeiten P (Y → Z) stellt
allgemein eine Mastergleichung her.
w(Xi = Y )− w(Xi+1 = Y ) =
∑
Z∈{X}
w(Xi = Y )P (Y → Z) −
∑
Z∈{X}
w(Xi = Z)P (Z → Y )
Anschaulich beschreibt darin die erste Summe alle Möglichkeiten, die Konﬁguration Y durch
einen Aktualisierungsschritt zu verlassen, während die zweite alle Wege repräsentiert, sie zu
erreichen. Mit Gleichung (B.3) erhält man eine Bedingung an die Übergangswahrscheinlichkei-
ten P (Y 
 Z):
0 =
∑
Z∈{X}
[
W (Y )P (Y → Z) − W (Z)P (Z → Y )
]
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Hinreichend ist, dass jeder einzelne Summand verschwindet; dies beschreibt die Bedingung des
detaillierten Gleichgewichts zwischen je zwei Konﬁgurationen.
P (Y → Z)
P (Z → Y ) =
W (Z)
W (Y )
Eine Wahl der Übergangswahrscheinlichkeiten, die obige Gleichung erfüllt, ist die des Metropo-
lis-Algorithmus [66].
P (Y → Z) =

1 W (Z) ≥W (X)
W (Z)
W (Y )
sonst
Mit der speziellen Wahl des Boltzmann-Faktors als statistisches Gewicht einer KonﬁgurationX ,
d. h. W (X) = Z−1 e−βE(X) , erhält man ein Kriterium für die Akzeptanz einer Monte-Carlo-
Konﬁguration
P (Y → Z) =
{
1 E(Z) ≤ E(Y )
e−β [E(Z)−E(Y )] sonst
. (B.4)
Um einen Monte-Carlo-Algorithmus zu implementieren, muss schließlich die Konﬁgurationsän-
derung festgelegt werden, mit der neue Konﬁgurationen vorgeschlagen werden, Xi → X˜ ∈ {X} .
Um korrekte Erwartungswerte zu bestimmen, muss der Änderungsalgorithmus ergodisch sein.
In einem Monte-Carlo Algorithmus bedeutet dies, dass ausgehend von einer beliebigen Konﬁ-
guration jede andere in einer endlichen Anzahl von Schritten erreicht werden kann.
In den hier betrachteten Modellen sind ausschließlich lokale Aktualisierungen der Spinkonﬁgu-
ration verwendet worden, die eine eﬃziente Berechnung der Energiediﬀerenzen ermöglichen.
Spezielle Konﬁgurationsänderungen im Ising-Modell mit Defekten
In der minimalen Variante des Ising-Modells mit mobilen und gepinnten Defekten ist eine Kon-
ﬁguration durch die Positionen der Defekte vollständig festgelegt, die Energie errechnet sich
gemäß Gleichung (1.1) aus den magnetischen Wechselwirkungen und dem Pinning-Potential.
In einem Aktualisierungsschritt des Monte-Carlo-Algorithmus wird daher versucht, einen ein-
zelnen, zufällig gewählten Defekt innerhalb seiner Kette um einen Gitterplatz zu verschieben.
Um eine gültige Konﬁguration zu erhalten, wird zum Einen der Mindestabstand der Defekte
beachtet und zum Anderen die antiferromagnetische Ausrichtung der Spins über den Defekt
hinweg beibehalten. Die Wahrscheinlichkeit, die neue Konﬁguration zu akzeptieren, deﬁniert
Gleichung (B.4).
Im vollständigen Modell sind zusätzlich Spinanregungen in den Ketten zwischen den Defekten
möglich, so dass ein zweiter Aktualisierungstyp notwendig ist. Es werden neue Konﬁgurationen
erzeugt, indem einzelne Ising-Spins geﬂipt werden. Wieder berechnen sich die Übergangswahr-
scheinlichkeiten gemäß Gleichung (B.4). Ob im jeweiligen Aktualisierungsschritt die Defektver-
schiebung oder ein Spinﬂip versucht werden, entscheidet ein einfaches Kriterium: Der Algorith-
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mus wählt zufällig einen Gitterplatz, dessen Besetzung mit einem Spin oder einem Defekt legt
den Typ der Konﬁgurationsänderung fest. In der vollständigen Variante mit statischen Defekten
entfallen die Defektbewegungen, die elementaren Anregungen im Modell sind ausschließlich die
Spinﬂips.
In der minimalen Variante des Modells entspricht ein Monte-Carlo-Schritt (MCS) einer Fol-
ge von ϑL2 Versuchen, einen Defekt zu bewegen (ϑ bezeichnet die Defektkonzentration, vgl.
Kapitel 1). Im vollständigen Modell werden dagegen pro Monte-Carlo-Schritt L2 Konﬁgurati-
onsänderungen versucht.
Konﬁgurationsänderungen bei kontinuierlichen Freiheitsgraden
Auch in Modellen mit kontinuierlichen Freiheitsgraden, z. B. den hier betrachteten Heisenberg-
Antiferromagneten, kann der Metropolis-Algorithmus verwendet werden. Die Übergangswahr-
scheinlichkeiten sind weiterhin durch Gleichung (B.4) gegeben.
Die Konﬁgurationsänderung muss ergodisch sein, d. h. jede mögliche Ausrichtung der Spinvek-
toren realisieren können. Eine lokale Aktualisierungsvorschrift schlägt daher im Heisenberg-
Modell in jedem Schritt für einen zufällig ausgewählten Spin eine neue, zufällige Richtung
vor. Dabei muss berücksichtigt werden, dass jede Richtung des normierten dreikomponentigen
Spins mit gleicher Wahrscheinlichkeit vorkommt. Diese Gleichverteilung von Vektoren auf der
Oberﬂäche einer Einheitskugel kann mit verschiedenen Berechnungsvorschriften sichergestellt
werden [116]. In dieser Arbeit werden dazu drei Zufallszahlen s˜x , s˜y und s˜z erzeugt, die die
kartesischen Koordinaten eines Vektors ~˜s darstellen. Normiert man den Vektor lediglich, er-
hält man nicht die erwünschte Gleichverteilung auf der Kugel, da die Ausrichtungen entlang
der Diagonalen des Koordinatensystems bevorzugt werden. Der Algorithmus verwirft daher alle
Vektoren ~˜s , die außerhalb der Einheitskugel liegen,
[
(s˜x)2 + (s˜y)2 + (s˜z)2
]
> 1 ; die verbleiben-
den Vektoren werden normiert und als neue, zufällige Spinvariablen verwendet.
Ein Monte-Carlo-Schritt ist wie üblich als eine Folge von L2 Konﬁgurationsänderungen in einem
System der Kantenlänge L deﬁniert.
Anhang C
Quanten-Monte-Carlo-Simulationen:
Stochastische Reihenentwicklung
Ein Quanten-Monte-Carlo-Algorithmus ermöglicht, für ein quantenmechanisches System, ge-
geben durch seinen Hamilton-Operator H , den thermischen Erwartungswert einer Messgröße,
deﬁniert über den Operator A , zu berechnen.
〈A〉 = 1Z Tr
(
A e−βH
)
(C.1)
β = 1kBT bezeichnet die inverse Temperatur, Z die Zustandssumme,
Z = Tr
(
e−βH
)
. (C.2)
Der Wert 〈A〉 soll mit einem Monte-Carlo-Verfahren, vgl. Anhang B, ermittelt werden, d. h.
durch Importance Sampling auf einem Konﬁgurationsraum. Dazu wird Gleichung (C.1) in eine
Summe über eine Menge von klassischen Konﬁgurationen {X} umgeschrieben, denen jeweils
eine Wahrscheinlichkeit W (X) und ein skalarer Messwert A(X) der Observablen A zugeordnet
ist, vgl. dazu Gleichung (B.1). Gemäß der Wahrscheinlichkeiten W (X) erzeugt eine übliche
Monte-Carlo-Simulation dann eine Folge von Konﬁgurationen Xi , so dass das arithmetische
Mittel über die Messfunktion A(Xi) dem quantenmechanischen Erwartungswert 〈A〉 entspricht:
〈A〉 !=
∑
{X}
A(X)W (X) = lim
N→∞
1
N
N∑
i=1
A(Xi) (C.3)
Über die Wahl des Konﬁgurationsraums und der Gewichtsfunktion können unterschiedliche
Quanten-Monte-Carlo-Formalismen speziﬁziert werden. Für eine konkrete Monte-Carlo-Simu-
lation werden dann mögliche Konﬁgurationsänderungen und deren Übergangswahrscheinlich-
keiten wie in Anhang B festgelegt.
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Im Folgenden wird die Methode der Stochastischen Reihenentwicklung (SSE1) beschrieben und
auf den in dieser Arbeit interessierenden Hamilton-Operator des Spin-12 -Heisenberg-Antifer-
romagneten angewendet. Die Umformung nach Gleichung (C.3) beruht in der SSE auf einer
Hochtemperatur-Reihenentwicklung der Exponentialfunktion in der Zustandssumme bzw. im
Erwartungswert, vgl. Gleichungen (C.2) und (C.1). Die Methode geht auf Handscomb [117, 118]
zurück, der einen Heisenberg-Ferromagnet ohne äußeres Magnetfeld analysierte. Nach der Er-
weiterung auf den isotropen Antiferromagneten [119, 120] wurde der Formalismus systematisiert
und lässt sich auf eine Vielzahl von Spinsystemen und z. B. auch das Hubbard-Modell anwen-
den [106, 121]. Eine deutliche Verbesserung der Eﬃzienz des Algorithmus in der Nähe von
Phasenübergängen leisten so genannte Schleifenaktualisierungen [122]; in dieser Arbeit wird die
Variante der SSE mit der gerichteten Schleifenkonstruktion2 [123] verwendet.
Eine mögliche Alternative zur SSE ist eine in den 70er Jahren des vorigen Jahrhunderts vor-
geschlagene Methode, bei der d-dimensionalen quantenmechanisches System auf ein d+ 1-di-
mensionales klassisches System mithilfe der Trotter-Suzuki-Formel [124] abgebildet wird. Die
Diskretisierung der zusätzlichen Raum-Richtung in den frühen Arbeiten [125128] erschwert
die Extrapolation in den thermodynamischen Limes des quantenmechanischen Systems, so dass
moderne Varianten [129131], so genannte Weltlinien-Simulationen, mit einer kontinuierlichen
Zusatzdimension arbeiten.
Die Methode der SSE mit Schleifenaktualisierungen ist für das XXZ-Modell mit Spin-12 mindes-
tens so eﬃzient wie die Weltlinien-Simulationen [122]. Sie lässt sich jedoch deutlich einfacher
implementieren, da der Konﬁgurationsraum diskret ist.
Im Folgenden wird die Methode zunächst für allgemeine Hamilton-Operatoren von Systemen
mit diskreten Zuständen beschrieben. Abschnitt C.1 diskutiert die mathematische Umformung
der Zustandssumme in eine Darstellung, die mit Monte-Carlo-Methoden behandelt werden kann.
Die in den Quanten-Monte-Carlo-Simulationen verwendeten Typen von Konﬁgurationsände-
rungen und deren Übergangswahrscheinlichkeiten, die der Bedingung des detaillierten Gleich-
gewichts genügen, beschreibt Abschnitt C.3. Schließlich wird die Methode auf den anisotropen
Heisenberg-Antiferromagneten im externen Magnetfeld angewendet und die Übergangswahr-
scheinlichkeiten werden explizit berechnet, vgl. Abschnitt C.5.
1 Stochastic Series Expansion
2 directed loop updates
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C.1 Hochtemperatur-Reihenentwicklung
Ausgangspunkt der mathematischen Umformung des quantenmechanischen Problems ist die
Entwicklung der Zustandssumme Z , vgl. Gleichung (C.2), bzw. der auftretenden Exponential-
funktion in einer Taylor-Reihe mit der inversen Temperatur als kleinem Parameter,
Z = Tr (e−βH) =
∑
{|α〉}
∞∑
n=0
βn
n!
〈α|(−H)n|α〉 , (C.4)
{|α〉} bezeichnet ein vollständiges Orthonormalsystem des diskreten Hilbert-Raums. Z. B. bie-
tet sich für ein Heisenberg-Spinsystem die Basis aus dem Produkt der Eigenvektoren zu den
z-Komponenten der Einzelspins an, vgl. Abschnitt C.5.
Die Berechnung der Summanden 〈α|(−H)n|α〉 lässt sich vereinfachen, indem man den Hamilton-
Operator in eine Summe über Bond-Operatoren Hb zerlegt, die Paarwechselwirkungen zwischen
zwei Teilchen bzw. Gitterplätzen i und j , d. h. entlang eines Bonds b := [b(1) := i, b(2) := j] be-
schreiben. Terme im Hamilton-Operator, die sich nicht als Summe von Zwei-Teilchen-Wechsel-
wirkungen schreiben lassen, sind der SSE zwar ebenfalls zugänglich, erfordern aber i. A. speziali-
sierte SSE-Algorithmen, z. B. für einen Ringaustausch über vier Spins [132]. Die Operatoren Hb
werden bzgl. der gewählten Orthonormalbasis {|α〉} in einen diagonalen, H(d)b |α〉 ∝ |α〉 , und
einen nichtdiagonalen Term, H(n)b aufgespalten. Einzelplatzpotentiale wie z. B. ein externes ma-
gnetisches Feld werden mit in den diagonalen Summanden aufgenommen, vgl. Abschnitt C.5
für das Heisenberg-Modell. Die neue Schreibweise des Hamilton-Operators
H = −
B∑
b=1
Hb = −
B∑
b=1
(
H(d)b +H(n)b
)
mit H(d)b |α〉 = cb |α〉 ∀ |α〉 ∈ {|α〉}
wird in die Zustandssumme, Gleichung (C.4), eingesetzt und die n-ten Potenzen werden mithilfe
des binomischen Lehrsatzes ausgeführt. Dabei hat sich in der Literatur die Notation mit einer
Summe über die geordneten Indexfolgen Sn = {[a1, b1], [a2, b2] . . . [an, bn]} mit al ∈ {(d), (n)}
und bl ∈ {1, 2, . . . , B} durchgesetzt [122, 123, 133]:
Z =
∑
{|α〉}
∞∑
n=0
∑
{Sn}
βn
n!
〈α|
n∏
l=1
Halbl |α〉 (C.5)
Die Menge {Sn} enthält, da die Halbl nicht notwendig kommutieren, alle Kombinationen von
n Folgengliedern aus {[al, bl]} .
Die Zustandssumme in Gleichung (C.5) legt die Voraussetzungen an einen Monte-Carlo-Algo-
rithmus fest: Der Konﬁgurationsraum {X} besteht aus allen Konﬁgurationen X = [|α〉 , n, Sn]
mit 0 < n <∞ , deren Wahrscheinlichkeiten durch
W ([|α〉 , n, Sn]) = 1Z
βn
n!
〈α|
n∏
l=1
Halbl |α〉
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gegeben sind.
Der thermische Erwartungswert eines Operators A , vgl. Gleichung (C.1), lautet [106]
〈A〉 = 1Z
∑
{|α〉}
∞∑
n=0
∑
{Sn}
βn
n!
〈α| A
n∏
l=1
Halbl |α〉 . (C.6)
Für jede physikalische Größe, die in der Monte-Carlo-Simulation berechnet werden soll, muss
daher eine skalare Messfunktion A([|α〉 , n, Sn]) gefunden werden, so dass
〈A〉 =
∑
{[|α〉,n,Sn]}
A([|α〉 , n, Sn])W ([|α〉 , n, Sn])
gilt. Für Operatoren A , die in der Basis {|α〉} diagonal sind, erhält man im Vergleich mit
Gleichung (C.6) den Ausdruck:
A([|α〉 , n, Sn]) = 〈α|A|α〉 (C.7)
Im Fall nichtdiagonaler Operatoren sind die Messfunktionen i. A. nicht so einfach zu ermitteln.
Insbesondere für Spinmodelle existieren jedoch eﬃziente Berechnungsvorschriften für eine Viel-
zahl üblicher Messgrößen [133, 134], vgl. auch Abschnitt C.4.
Insgesamt ist das quantenmechanische Problem, Gleichung (C.1), durch die Hochtemperatur-
Reihenentwicklung so umgeformt, dass es einer Monte-Carlo-Simulation zugänglich ist, vgl.
Gleichung (C.3).
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C.2 Stochastische Auswertung: Monte-Carlo-Simulation
Im Gegensatz zur systematischen Berechnung einer Hochtemperatur-Reihenentwicklung werden
in der SSE die Summen über den Konﬁgurationsraum, vgl. Gleichung (C.6), in einer Monte-
Carlo-Simulation approximiert, die die Konﬁgurationen X = [|α〉 , n, Sn] stochastisch erzeugt,
vgl. Anhang B.
Damit die Methode eﬃzient implementiert werden kann, werden im Folgenden die Wahrschein-
lichkeitenW (X) noch weiter umgeformt. Darüber hinaus ist nicht in allen Systemen garantiert,
dassW (X) tatsächlich die Eigenschaften einer Wahrscheinlichkeit besitzt, d. h. stets positiv ist.
Algorithmische Vereinfachungen
Eine Monte-Carlo-Simulation endlicher Lauﬂänge, die SSE-Konﬁgurationen [|α〉 , n, Sn] stochas-
tisch erzeugt, erreicht immer nur eine maximale Entwicklungsordnung nmax <∞ . Außerdem
stellt man fest, dass stets nur ein kleiner Bereich der Entwicklungsordnungen n mit signiﬁkan-
tem Gewicht zur Zustandssumme bzw. zu den Erwartungswerten beiträgt, d. h. sowohl sehr
große als auch kleine n in den Simulationen stark unterdrückt werden. Zur numerischen Aus-
wertung wird deshalb eine feste Obergrenze L > nmax eingeführt und die Reihenentwicklung
ohne systematischen Fehler bei diesem Term abgebrochen [106].
Eine eﬃziente Implementierung arbeitet mit Indexfolgen SL fester, maximaler Länge L . Da-
zu wird der Konﬁgurationsraum erweitert, indem (L− n) Einheitsoperatoren H(d)0 := 1 in das
Operatorprodukt in Gleichung (C.5) einfügt werden. Jede bisherige Konﬁguration [|α〉 , n, Sn]
wird in der neuen Darstellung durch
(
L
n
)
Konﬁgurationen [|α〉 , n, SL] repräsentiert. Die In-
dexfolgen SL bestehen aus n ursprünglichen Folgengliedern [al, bl] und (L− n) zusätzlichen
Einträgen [(d), 0] für die Einheitsoperatoren. Die Zustandssumme in Gleichung (C.5) lässt sich
dann umschreiben als
Z =
∑
{|α〉}
∑
{SL}
βn(L− n)!
L!
〈α|
L∏
l=1
Halbl |α〉 ,
eine analoge Umformung gilt für die Erwartungswerte.
Die Matrixelemente 〈α| . . . |α〉 über die Produkte von Bond-Operatoren können elementar be-
rechnet werden, indem man sie in ein Produkt von Matrixelementen über einzelne Bond-Ope-
ratoren umschreibt. Dazu werden propagierte Zustände |α(l)〉 eingeführt, die jeweils über
die Anwendung der l ersten Operatoren Ha1b1 . . .H
al
bl
auf den Zustand |α〉 deﬁniert sind (Die
Reihenfolge der Operatoren ist durch die Indexfolge SL gegeben):
|α(l)〉 :=
l∏
i=1
Haibi |α〉
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Es gilt |α(0)〉 = |α〉 = |α(L)〉.
Für zwei Zustände |α(l)〉 und |α(l − 1)〉 folgt direkt
|α(l)〉 = Halbl |α(l − 1)〉 .
Sie sind somit identisch, al = (d) , oder unterscheiden sich, al = (n) , im Zustand der zwei Teil-
chen oder Gitterplätze b(1)l und b
(2)
l des Bonds bl . Daher lässt sich die Zustandssumme in lokalen
Zuständen |αbl(l)〉 = |σb(1)l (l), σb(2)l (l)〉 darstellen, in denen σb(1)l (l) und σb(2)l (l) die Einzelplatzzu-
stände des Bonds bl aus dem Zustand |α(l)〉 bezeichnen. Die Gewichtsfunktion lautet in dieser,
endgültigen Schreibweise [106]
W ([|α〉 , n, SL]) = 1Z
βn(L− n)!
L!
L∏
l=1
〈αbl(l)| Halbl |αbl(l − 1)〉 . (C.8)
Das Vorzeichenproblem
Mit Gleichung (C.8) wird die Funktion W ([|α〉 , n, SL]) deﬁniert, die in der Quanten-Monte-
Carlo-Simulation als Wahrscheinlichkeit der Konﬁguration X = [|α〉 , n, SL] interpretiert wird.
A priori ist nicht garantiert, dassW ([|α〉 , n, SL]) die Eigenschaften einer Wahrscheinlichkeit be-
sitzt. In der Tat kann es vorkommen, dass die Funktion für einzelne Konﬁgurationen [|α〉 , SL]
negativ wird.
Dieses Vorzeichenproblem negativer Matrixelemente, 〈αbl(l)| Halbl |αbl(l − 1)〉 < 0 kann in der
SSE jedoch in vielen Systemen umgangen werden: Tritt es für diagonale Operatoren H(d)bl auf,
kann ein positives Vorzeichen erzwungen werden, indem eine Konstante E0 zum Hamilton-
Operator addiert wird. Diese Verschiebung der Energieskala des Systems bleibt ohne Auswir-
kungen auf die thermodynamischen Erwartungswerte. Vorzeichenprobleme mit Matrixelemen-
ten nichtdiagonaler OperatorenHal(n) lassen sich i. A. nicht so einfach lösen. Bei nicht frustrierten
Systemen auf bipartiten Gittern wie z. B. dem Heisenberg-Antiferromagneten lässt sich jedoch
zeigen [120], dass nichtdiagonale Operatoren mit negativen Matrixelementen paarweise auftre-
ten, so dass eine einfache Transformation das Vorzeichenproblem eliminiert, vgl. Abschnitt C.5.
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Um die Ausdrücke in Gleichung (C.6) bzw. (C.8) in einer Monte-Carlo-Simulation zu berechnen,
werden in Analogie zu Anhang B Konﬁgurationsänderungen speziﬁziert, mit denen der Algo-
rithmus Konﬁgurationen [|α〉 , n, SL] in potentielle Nachfolger überführt. Deren Übergangswahr-
scheinlichkeiten sollen der Bedingung des detaillierten Gleichgewichts genügen. Außerdem müs-
sen die Änderungen die Bedingung der Ergodizität erfüllen, d. h. mit Ihnen muss jeder Punkt des
diskreten Konﬁgurationsraums in einer endlichen Anzahl von Schritten erreicht werden. Dabei
sollen ausschließlich gültige Konﬁgurationen erzeugt werden, deren Gewicht W ([|α〉 , n, SL])
nicht verschwindet.
Die in dieser Arbeit verwendete Variante der SSE erfüllt die zwei Bedingungen mit zwei Typen
von Konﬁgurationsänderungen: Diagonale Aktualisierungen [106] ändern die Entwicklungs-
ordnung n und die Operatorfolge SL , während gerichtete Schleifenaktualisierungen [123] den
Zustand |α〉 und ebenfalls die Operatorfolge SL modiﬁzieren. Die Kombination beider ist ergo-
disch.
Diagonale Aktualisierungen
Diagonale Aktualisierungen, [(d), 0]
 [(d), bl] , ändern die Ordnung n der Hochtemperatur-Rei-
henentwicklung n um ±1 , indem in der Folge SL ein Einheits- durch einen diagonalen Operator
ersetzt wird oder umgekehrt, der Zustand |α〉 bleibt dabei erhalten. Um die Übergangswahr-
scheinlichkeiten P ([(d), 0]→ [(d), bl]) bzw. P ([(d), bl]→ [(d), 0]) herzuleiten, betrachtet man die
Konﬁgurationen [|α〉 , n, SL] und [|α〉 , n+ 1, S′L] , deren Indexfolgen sich im l-ten Glied unter-
scheiden: [(d), 0] ∈ SL vs. [(d), bl] ∈ S′L. In der Bedingung des detaillierten Gleichgewichts wird
über alle Möglichkeiten summiert, den Bond bl ∈ {1 . . . B} zu wählen.
W ([|α〉 , n+ 1, S′L]) P ([(d), bl]→ [(d), 0]) =
B∑
bl=1
W ([|α〉 , n, SL]) P ([(d), 0]→ [(d), bl]) (C.9)
Wählt man die Häuﬁgkeiten verschiedener Bonds bl gleich, p(bl) = B−1 , so erfüllen die Über-
gangswahrscheinlichkeiten
P ([(d), 0]→ [(d), bl]) = min
1, B β 〈αbl(l) | H
(d)
bl
| αbl(l)〉
L− n

P ([(d), bl]→ [(d), 0]) = min
1, L− n+ 1B β 〈αbl(l) | H(d)bl | αbl(l)〉
 (C.10)
die Bedingung (C.9).
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Abbildung C.1: Graphische Darstellung des Vertexnetzwerks zu einer möglichen Monte-Carlo-
Konﬁguration [|α〉 , Sn] in der Repräsentation der SSE für ein System mit vier Gitterplätzen.
Die vier lokalen Zustände σ0 bis σ3 können zwei verschiedene Werte annehmen, d. h. entspre-
chen z. B. jeweils einen Spin-12 . Die Entwicklungsordnung der Konﬁguration beträgt n = 6.
Schleifenaktualisierungen
Nichtdiagonale Operatoren können nicht einfach in die Operatorfolge SL eingefügt werden, da
dann u.U. Konﬁgurationen erzeugt werden, deren Gewicht verschwindet. Schleifenaktualisierun-
gen, [α, n, SL]→ [α′, n, S′L] , ersetzen daher mehrere diagonale und nichtdiagonale Operatoren
in der Folge SL , so dass wieder eine Konﬁguration vorliegt, deren Wahrscheinlichkeit nicht ver-
schwindet, W ([|α′〉 , n, S′L]) 6= 0 . Dabei werden die Zustände |αb(l)〉 und die Operatorfolge SL
geändert, während die Entwicklungsordnung n konstant bleibt.
Die Konstruktion der Aktualisierungsschleifen erfolgt in einer graphischen Darstellung der SSE-
Konﬁguration: Die in der Operatorfolge SL deﬁnierten Matrixelemente 〈αbl(l)| Halbl |αbl(l − 1)〉
werden als Vertizes aufgefasst [123], deren Beine3 die zugehörigen propagierten Einzelplatzzu-
stände σ
b
(1)
l
(l) , σ
b
(2)
l
(l) , σ
b
(1)
l
(l − 1) und σ
b
(2)
l
(l − 1) repräsentieren (vgl. dazu z. B. die Liste der
Matrixelemente für den Heisenberg-Antiferromagneten und deren Graphiken in Abbildung C.2).
Die Vertizes werden in jener Reihenfolge angeordnet, die von der Operatorfolge SL festgelegt
wird, vgl. Abbildung C.1. Indem die zugehörigen Einzelplatzzustände verbunden werden, bil-
den die Matrixelemente ein Vertexnetzwerk, in dem geschlossene Schleifen konstruiert werden:
Dazu wählt der Algorithmus eines der vier Beine eines beliebigen Vertex als Beginn der Schlei-
fe, σk0 . Gemäß einer Übergangswahrscheinlichkeit P ([α, n, SL], σk0 , σk1) wird zufällig eines der
vier Beine desselben Vertex als Ausgang σk1 der Schleife gewählt, um entlang des Netzwerks
den nächsten zu erreichen. Dieser Prozess wird so lange iteriert bis die Schleifenkonstruktion
nach m Schritten der Propagation durch die Konﬁguration wieder an ihren Ausgangspunkt,
σkm = σk0 zurückgekehrt ist. Entlang der geschlossenen Schleife werden sukzessive, d. h. wäh-
rend der Konstruktion alle lokalen Zustände σi = σb( · )l (l) und dadurch die Vertizes bzw. die
von ihnen repräsentierten Operatoren Halbl in der Folge SL geändert.
3 legs
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Ein eﬃzienter Monte-Carlo-Algorithmus beruht auf Übergangswahrscheinlichkeiten, die in je-
dem Schritt der Schleifenkonstruktion lokal ausgewertet werden können. Um sie zu berechnen,
betrachtet man zunächst das Verhältnis der Gewichte der kompletten SSE-Konﬁgurationen vor,
W ([|α〉 , n, SL]) , und nach der Schleifenaktualisierung, W ([|α′〉 , n, S′L]).
W ([α′, n, S′L])
W ([α, n, SL])
=
W ([α, SL]1, σk0 , σk1)
W ([α, n, SL], σk0 , σk1)
W ([α, SL]2, σk1 , σk2)
W ([α, SL]1, σk1 , σk2)
. . .
. . .
W ([α′, n, S′L], σkm−1 , σk0)
W ([α, SL]m−1, σkm−1 , σk0)
(C.11)
Das Gewicht W ([α, SL]i, σkj , σkj+1) entspricht dem Matrixelement des Vertex, den die Schleife
im i-ten Schritt durchläuft; [α, SL]i bezeichne die i-te Zwischenkonﬁguration, wobei Anfangs-
und Endkonﬁguration gegeben sind: [α, SL]m = [|α′〉 , n, S′L] und [α, SL]0 = [|α〉 , n, SL].
Die Bedingung des detaillierten Gleichgewichts für die Konﬁgurationsänderung lautet
P ([α, n, SL]→ [α′, n, S′L])W ([α, n, SL]) = P ([α′, n, S′L]→ [α, n, SL])W ([α′, n, S′L]) . (C.12)
Die Übergangswahrscheinlichkeiten P ([α, n, SL]
 [α′, n, S′L]) können als Summe über alle jene
Schleifen geschrieben werden, die die Konﬁgurationsänderung [α, n, SL]→ [α′, n, S′L] bewirken.
P ([α, n, SL]→ [α′, n, S′L]) =
∑
k0
P (σk0)P ([α, n, SL], σk0 , σk1) ·P ([α, SL]1, σk1 , σk2)
· P ([α, SL]m−1, σkm−1 , σk0)
P ([α′, n, S′L]→ [α, n, SL]) =
∑
k0
P (σk0)P ([α
′, n, S′L], σk0 , σkm−1) ·P ([α, SL]m−1, σkm−1 , σkm−2)
· P ([α, SL]1, σk1 , σk0)
P (σk0) ist die Wahrscheinlichkeit, σk0 als Startpunkt zu wählen. P ([α, SL]i, σki , σki+1) bezeich-
net die für die Implementierung des Monte-Carlo-Algorithmus gesuchte lokale Übergangswahr-
scheinlichkeit, im Zwischenzustand [α, SL]i den Ausgang σki+1 aus dem Vertex zu wählen, den
man über den Eingang σki erreicht hat.
Eingesetzt in das detaillierte Gleichgewicht, Gleichung (C.12), ergibt sich unter der hinreichen-
den Bedingung, dass jeder einzelne Summand verschwindet:
P ([α, n, SL], σk0 , σk1) ·P ([α, SL]1, σk1 , σk2) . . . ·P ([α, SL]m−1, σkm−1 , σk0)W ([α, n, SL]) =
W ([α′, n, S′L]) P ([α, n, S
′
L], σk0 , σkm−1) ·P ([α, SL]m−1, σkm−1 , σkm−2) . . . ·P ([α, SL]1, σk1 , σk0)
Fordert man, dass die Übergangswahrscheinlichkeiten P ([α, SL]i, σki , σki+1) lokale Größen sind,
d. h. nur vom Zustand des jeweiligen Vertex im Schritt i und dem gegebenen Eingang, σki ,
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abhängen, erhält man mit der Darstellung der Gewichte W ([α, n, SL]) aus Gleichung (C.11) die
Bedingung
W ([α, SL]i, σki , σki+1) P ([α, SL]i, σki , σki+1)
= W ([α, SL]i+1, σki , σki+1) P ([α, SL]i+1, σki+1 , σki) . (C.13)
Die Gewichte W ([α, SL]i, σki , σki+1) entsprechen den elementaren Matrixelementen der Opera-
torenHab in der Konﬁguration der beteiligten vier Spinzustände und lassen sich für ein gegebenes
Modell einfach berechnen, vgl. Abschnitt C.5.
Eine weitere Eigenschaft der lokalen Übergangswahrscheinlichkeiten ist die Normierung
1 =
∑
ki+1
P ([α, SL]i, σki , σki+1) , (C.14)
wobei bei gegebenem Eingang σki über alle vier möglichen Ausgänge σki+1 summiert wird.
Die Gleichungen (C.13) und (C.14) liefern für jedes Modell ein i. A. unterbestimmtes Glei-
chungssystem der Übergangswahrscheinlichkeiten. Die verbleibende Wahlfreiheit wird genutzt,
um die Eﬃzienz des Algorithmus zu erhöhen. Z. B. soll möglichst vermieden werden, dass die
Schleifenkonstruktion umkehrt, d. h. dasjenige Bein als Ausgang wählt, über das der Vertex
erreicht wurde, vgl. dazu Abschnitt C.5.
Simulationstechnik
Ein einzelner Monte-Carlo-Schritt besteht in der Methode der SSE aus einer Kombination von
diagonalen und Schleifenaktualisierungen: Zuerst wird die gesamte Indexfolge SL sequentiell
durchlaufen und bei jedem Folgenglied, das einen diagonalen oder einen Einheitsoperator re-
präsentiert, [(d), bl] oder [(d), 0] eine diagonale Aktualisierung versucht. Danach wird eine feste
Anzahl, M , von Schleifen konstruiert.
Die Simulationen werden mit einem zufälligen Zustand |α〉 und der trivialen Indexfolge SL ini-
tialisiert, die ausschließlich Einheitsoperatoren enthält. Die anfängliche Länge der Folge wird
üblicherweise klein gewählt, L ≈ 10 , und während der Equilibrierungsphase so angepasst, dass
sie üblicherweise 20-25% größer ist, als die maximal erreichte Ordnung [134]. Die Zahl der Schlei-
fenaktualisierungen M wird typischerweise in Abhängigkeit von der mittleren Schleifenlänge m
so eingestellt, dass jeder Operator der Folge SL pro Monte-Carlo-Schritt zwei bis drei Mal von
einer Schleife geändert wird.
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C.4 Messungen
Nach der Equilibrierung werden während der Simulation in regelmäßigen Abständen an den
generierten Monte-Carlo-Konﬁgurationen [|α〉 , n, SL] Messungen durchgeführt, um die thermi-
schen Erwartungswerte zu berechnen. Gemäß Gleichung (C.7) besitzen diagonale Operatoren A
eine skalare Messfunktion die ausschließlich vom Zustand |α〉 abhängt. Prinzipiell lässt sich die
statistische Aussagekraft der Einzelmessung erhöhen, indem über alle Zwischenzustände gemit-
telt wird:
A([|α〉 , n, SL]) = 1
L
L∑
l=1
〈α(l)|A|α(l)〉
Wegen der starken Korrelation der Zustände α(l) innerhalb einer Konﬁguration verringert sich
der Fehler des Erwartungswerts im Vergleich mit Gleichung (C.7) nur wenig. In den Simulatio-
nen dieser Arbeit wird daher auf diese aufwändige Messmethode verzichtet.
Statische Korrelationen der Einzelplatzzustände σi und σj berechnen sich gemäß
Cσi,σj ([|α〉 , n, SL]) =
1
L+ 1
L∑
l=0
〈α(l)|σi|α(l)〉 〈α(l)|σj |α(l)〉 ; (C.15)
durch Summation über geeignete Paare (i, j) erhält man die interessierenden Korrelationsfunk-
tionen C(r) =
∑
(i,j) Cσi,σj .
Für nichtdiagonale Operatoren A˜ , die sich als ein Produkt von Elementaroperatoren Hab des
Hamilton-Operators darstellen lassen, existieren ebenfalls einfache Messfunktionen. Es gilt
A˜ =
m∏
i=1
Hakbk ⇒ A˜([|α〉 , n, SL]) = (−β)−m
(n− 1)!
(n−m)! N([ak1 , bk1 ], . . . , [akm , bkm ]) ,
(C.16)
wobei N([ak1 , bk1 ], . . . , [akm , bkm ]) die Anzahl der geordneten Teilfolgen [ak1 , bk1 ], . . . , [akm , bkm ]
in der Indexfolge SL bezeichnet.
Die thermischen Erwartungswerte für die Energie E und die speziﬁsche Wärme C = ∂E/∂T
eines Systems ergeben sich gemäß Gleichung (C.16) aus der Entwicklungsordnung n der Monte-
Carlo-Konﬁgurationen
E = − 1
β
〈n〉
C = 〈n2〉 − 〈n〉2 − 〈n〉 = 〈(n− 〈n〉)2〉 − 〈n〉 .
Der Ausdruck für die speziﬁsche Wärme wird bei tiefen Temperaturen numerisch instabil, da
die Werte für C sehr klein werden, während die Entwicklungsordnung n stark anwächst.
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=W4 =
=W3 =
=W2 =
E0
J
− 1
4
+
H
4J
=W1 =
E0
J
− 1
4
− H
4J
E0
J
+
1
4
E0
J
+
1
4
=W5 =
∣∣∣∣−∆2
∣∣∣∣
=W6 =
∣∣∣∣−∆2
∣∣∣∣
〈↓↓ |H(d)b | ↓↓〉
〈↑↑ |H(d)b | ↑↑〉
〈↓↑ |H(d)b | ↓↑〉
〈↑↓ |H(d)b | ↑↓〉
∣∣∣〈↓↑ |H(n)b | ↑↓〉∣∣∣
∣∣∣〈↑↓ |H(n)b | ↓↑〉∣∣∣
Abbildung C.2: Matrixelemente des Heisenberg-Antiferromagneten, deren Beitrag Wµ zur
Zustandssumme nicht verschwindet. In der graphischen Darstellung der SSE-Konﬁgura-
tion werden der Spin-Up-Zustand, Sz
b( · )(l) =
1
2 =↑ , durch einen leeren und der Spin-Down-
Zustand, Sz
b( · )(l) = −12 =↓ , durch einen gefüllten Kreis repräsentiert.
C.5 Anwendung auf den Heisenberg-Antiferromagneten
Der Hamilton-Operator des anisotropen Heisenberg-Antiferromagneten, vgl. Gleichung (3.1),
wird um einen konstanten Term E0 ergänzt, um das Vorzeichenproblem negativer Matrixele-
mente diagonaler Operatoren zu umgehen.
H = J
∑
[i,j]
[
∆
(
Sxi S
x
j + S
y
i S
y
j
)
+ Szi S
z
j −
E0
J
]
− H
∑
i
Szi .
[i, j] bezeichnet die Summation über nächstbenachbarte Gitterplätze, ∆ den Anisotropiepara-
meter, J > 0 die Stärke der Wechselwirkung und H das magnetische Feld entlang der z-Achse.
Der Hamilton-Operator zerfällt in eine Summe diagonaler, H(d)b , und nichtdiagonaler, H(n)b ,
Bond-Operatoren,
H = J
∑
b
[
∆
2
(
S+
b(1)
S−
b(2)
+ S−
b(1)
S+
b(2)
)
︸ ︷︷ ︸ + Szb(1)Szb(2) − H4J
(
Sz
b(1)
+ Sz
b(2)
) − E0
J︸ ︷︷ ︸
]
=: −H(n)b =: −H(d)b
,
wobei die übliche Notation mit Leiteroperatoren S±i verwendet wird.
Als Basis für den SSE-Konﬁgurationsraum wird die triviale Basis gewählt, die aus dem direkten
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w51↑ w53↑ w55↑+ + =W5
w62↓ w64↓ w66↓+ + =W6 w61↑ w64↑ w66↑ =W6++
w52↓ w53↓ w55↓ =W5++
w46↑ w41↑ w44↑+ + =W4 w44↓w42↓w46↓ + + =W4
w35↓ w32↓ w33↓++ =W3 w31↑w35↑ w33↑++ =W3
w22↑w26↑ + + =W2w23↑ w24↑ w22↑w25↑ + + =W2
w15↓ w14↓ w11↓+ + =W1 w16↓ w11↓w13↓+ + =W1
w52↓ w54↓ w55↓ =W5++
w61↑ w63↑ w66↑ =W6++
w44↓w42↓w45↓ + + =W4
w36↑ w33↑++ =W3w31↑
w63↓ w66↓+ + =W6w62↓
w51↑ w54↑ w55↑+ + =W5
w45↑ w41↑ w44↑+ + =W4
w36↓ w32↓ w33↓++ =W3
w16↓ w11↓+ + =W1w15↓ w13↓ w11↓+ + =W1
w22↑w26↑ + + =W2w24↑ w23↑ w22↑w25↑ + + =W2
w14↓
Abbildung C.3: Graphische Darstellung der lokalen Konﬁgurationsänderungen, die eine Schleifen-
aktualisierung im anisotropen Heisenberg Modell vornehmen kann. Unter den Vertexsymbolen
ist das Gleichungssystem angegeben, das sich aus der Bedingung (C.14) für die Gewichte wµνSzki
ergibt.
Produkt der Zustände Szi auf den N Gitterplätzen gebildet wird, |α〉 = |Sz1Sz2 . . . SzN 〉 . Alle
elementaren Matrixelemente
〈αb(l)| Hab |αb(l − 1)〉 = 〈Szb(1)(l)Szb(2)(l)| Hab |Szb(1)(l − 1)Szb(2)(l − 1)〉
lassen sich in dieser Basis berechnen, für beliebige Kombinationen der Einzelplatzzustände er-
geben sich nur sechs nichtverschwindende Beiträge zur Zustandssumme. Die Gewichte, die im
Folgenden mit W1 bis W6 bezeichnet werden, und die graphische Darstellung der zugehörigen
Vertizes zeigt Abbildung C.2.
Für die diagonalen Beiträge, W1 bis W4 , ﬁndet sich für jede Wahl der Systemparameter ∆ ,
H und z immer ein Wert für E0 , so dass alle vier Matrixelemente positiv sind. Die nichtdia-
gonalen, W5 und W6 , sind zunächst negativ, jedoch lässt sich zeigen, dass in der Folge SL
einer gültigen SSE-Konﬁguration des Systems stets eine gerade Anzahl der zugehörigen Ope-
ratoren auftritt [120]. Eine einfache Lösung des Vorzeichenproblems ist, mit den Beträgen der
beiden Matrixelemente zu arbeiten. Dies entspricht einer Rotation Spins auf einem der beiden
Untergitter des Antiferromagneten in den xy-Komponenten um den Winkel pi.
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Übergangswahrscheinlichkeiten
Für die diagonalen Aktualisierungen, vgl. Abschnitt C.3, lassen sich die Übergangswahrschein-
lichkeiten direkt berechnen, indem die Gewichte Wµ in Gleichung (C.10) eingesetzt werden.
Um die Übergangswahrscheinlichkeiten der Schleifenaktualisierungen zu ermitteln, werden alle
möglichen Übergänge zwischen den sechs verschiedenen Vertizes mit den lokalen Konstrukti-
onsschritten identiﬁziert, vgl. Abbildung C.3. Eine verkürzende Schreibweise ersetzt die Terme
in Gleichung (C.13).
wµνSzki
= W ([α, SL]i, Szki , S
z
ki+1
) P ([α, SL]i, Szki , S
z
ki+1
) =
〈αb(l)|Hab |αb(l − 1)〉P ([α, SL]i, Szki , Szki+1) . (C.17)
Gleichung (C.14) lässt sich in dieser Notation ebenfalls kompakter darstellen.
Wµ =
∑
ν
wµνSzki
für jedes feste Szki ∈ {↑, ↓}
Die Bedingung deﬁniert das lineare Gleichungssystem für die wµνSzki
, das in Abbildung C.3
symbolisch und graphisch dargestellt ist. Die Abhängigkeiten (C.13) entsprechen Identitäten
der wµνSzki
, z. B. gelten
w15↓ = w51↑ und w35↓ = w53↓ ,
die das lineare Gleichungssystem in Abbildung C.3 auf ein unterbestimmtes mit sechs Gleichun-
gen und zwölf Variablen reduzieren. Setzt man die Gewichte Wµ ein und löst nach den sechs
verbliebenen wµνSzki
mit µ 6= ν auf, ergibt sich
w13↓ =
E0
J
− ∆
4
− H
8J
− 1
2
w11↓ − 12w33↑ +
1
2
w55↑
w23↑ =
E0
J
− ∆
4
+
H
8J
− 1
2
w22↑ − 12w33↓ +
1
2
w55↓
w15↓ = −14 +
∆
4
− H
8J
− 1
2
w11↓ +
1
2
w33↑ − 12w55↑
w25↑ = −14 +
∆
4
+
H
8J
− 1
2
w22↑ +
1
2
w33↓ − 12w55↓
w35↓ =
1
4
+
∆
4
+
H
8J
+
1
2
w11↓ − 12w33↑ −
1
2
w55↑
w35↑ =
1
4
+
∆
4
− H
8J
+
1
2
w22↑ − 12w33↓ −
1
2
w55↓ .
Die Wahlfreiheit der Umkehrgewichte wµµSzki
> 0 und des Energieparameters E0 werden ge-
nutzt, um positive Übergangswahrscheinlichkeiten P ([α, SL]i, Szki , S
z
ki+1
) zu garantieren. Um die
Eﬃzienz des Algorithmus zu maximieren wird darüber hinaus jene Lösung gewählt, die die Sum-
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me der Umkehrgewichte wµµSzki
minimiert.
Für den Heisenberg-Antiferromagneten mit uniaxialer Anisotropie erhält man unter den ge-
nannten Nebenbedingungen
E0
J
=
1
4
+
H
4J
+ 
w11↓ = 0 w22↑ =

0 für
H
J
≤ 2 + 2∆
−1
2
− ∆
2
+
H
4J
sonst
w55↑ = 0 w33↑ =
1
2
− ∆
2
+
H
4J
w55↓ = 0 w33↓ =

1
2
− ∆
2
− H
4J
für
H
J
≤ 2− 2∆
0 sonst .
Die Konstante  ist positiv zu wählen. Numerische Tests zeigen, dass ein optimaler Wert mit-
hilfe der Autokorrelationszeiten z. B. der Magnetisierung bestimmt werden kann [123]. In dieser
Arbeit wird üblicherweise der Wert  = 1/4 für verwendet. Alle weiteren Werte wµνSzki ergeben
sich aus dem Gleichungssystem in Abbildung C.3.
w13↓ =  = w14↓ = w31↑ = w41↑
w15↓ = 0 = w16↓ = w51↑ = w61↑
w23↑ =

H
2J
+  für
H
J
≤ 2− 2∆
1
4
− ∆
4
+
3H
8J
+  sonst
1
2
+
H
4J
+  für
H
J
≥ 2 + 2∆
= w24↑ = w32↓ = w42↓
w25↑ =

0 für
H
J
≤ 2− 2∆
−1
4
+
∆
4
+
H
8J
sonst
∆
2
für
H
J
≥ 2 + 2∆
= w26↑ = w52↓ = w62↓
w35↑ =
∆
2
= w36↑ = w45↑ = w46↑ = w53↑
= w54↑ = w63↑ = w64↑
w35↓ =

∆
2
für
H
J
≤ 2− 2∆
1
4
+
∆
4
− H
8J
sonst
0 für
H
J
≥ 2 + 2∆
= w36↓ = w45↓ = w46↓ = w53↓
= w54↓ = w63↓ = w64↓
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Die Übergangswahrscheinlichkeiten P ([α, SL]i, Szki , S
z
ki+1
) erhält man aus Gleichung (C.17):
P ([α, SL]i, Szki , S
z
ki+1
) = P (µ, ν, Szki) =
wµνSzki
Wµ
Messungen
Die Messfunktionen der thermodynamischen Variablen, mit denen der Heisenberg-Antiferroma-
gnet untersucht wird, erhält man durch Anwendung der Formeln im Abschnitt C.4.
Die Magnetisierung in den z-Komponenten der Spins ist durch einen diagonalen Operator ge-
geben, so dass sich die Messfunktion gemäß Gleichung (C.7) ergibt.
M z([α, n, SL]) =
∑
i
〈α|Szi |α〉
Für die z-Komponente der Diﬀerenz der Magnetisierungen auf den beiden Untergittern des
Antiferromagneten gilt
M zst([α, n, SL]) =
∑
i
γ(i) 〈α|Szi |α〉 ,
wobei die Funktion γ(i) die beiden Untergitter des Antiferromagneten unterscheidet.
γ(i) =
{
1 i ∈ Untergitter 1
−1 i ∈ Untergitter 2
Mit Gleichung (C.15) ergibt sich die Messfunktion der statischen Suszeptibilität der Magneti-
sierung in z-Richtung zu
χz([α, n, SL]) =
∂M z
∂H
=
∑
i
∑
j
[
β
L(L+ 1)
(
L∑
l=1
〈α(l)|Szi |α(l)〉
)(
L∑
l=1
〈α(l)|Szj |α(l)〉
)
+
β
(L+ 1)2
(
L∑
l=0
〈α(l)|Szi |α(l)〉 〈α(l)|Szj |α(l)〉
) ]
.
Die Suszeptibilität zu 〈M zst〉 lautet analog
χzst([α, n, SL]) =
∑
i
∑
j
γ(i)γ(j)
[
β
L(L+ 1)
(
L∑
l=1
〈α(l)|Szi |α(l)〉
)(
L∑
l=1
〈α(l)|Szj |α(l)〉
)
+
β
(L+ 1)2
(
L∑
l=0
〈α(l)|Szi |α(l)〉 〈α(l)|Szj |α(l)〉
) ]
.
Die Spinsteiﬁgkeit %s kann in Quanten-Monte-Carlo-Simulationen in der Repräsentation der
SSE sehr leicht mithilfe der Windungszahlen Wx und Wy gemessen werden [106]
%s([α, n, SL]) =
kBT
2
(
W 2x + W
2
y
)
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Die Windungszahlen selbst sind gegeben durch
Wα =
1
L
(
N+α − N−α
)
,
wobei N+α und N
−
α die Zahl der Operatoren S
+
i S
−
j bzw. S
−
i S
+
j in der Operatorfolge SL mit
dem Bond [i, j] in der α-Richtung, α ∈ {x, y}.
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Abbildung C.4: Maximum der Tunnelzei-
ten in Abhängigkeit von der Systemgrö-
ße L . Verglichen werden Daten bei der
festen Temperatur kBT = 0.13J und ver-
schiedenen Feldern, zum einen konventio-
nell simuliert (Kreise) und zum anderen
mit der Methode des Parallel Temperings
(Quadrate). Dabei wurden 16 Simulatio-
nen ober- und unterhalb des kritischen
Feldes parallel ausgeführt (vgl. Text).
Abbildung C.5: Eﬃzienz der Simulationen
mit Parallel Tempering, gezeigt werden
exemplarische Daten für verschiedene Sys-
temgrößen L bei der festen Temperatur
kBT = 0.13J . Dabei wurden 32 Simula-
tionen ober- und unterhalb des kritischen
Feldes parallel ausgeführt. Die durchgezo-
genen Linien sind Fits der Daten an Am-
dahls Gesetz, die gestrichelte Linie mar-
kiert die optimale Eﬃzienz.
C.6 Parallel Tempering
Bei der Annäherung an einen Phasenübergang sinkt i. A. die Eﬃzienz einer Monte-Carlo-Si-
mulation, da eine Vielzahl stark unterschiedlicher Konﬁgurationen mit ähnlichem Gewicht zu
den thermodynamischen Erwartungswerten beitragen. Im Übergangsbereich zwischen der anti-
ferromagnetischen und paramagnetischen bzw. der Spin-Flop-Phase des anisotropen Heisen-
berg-Antiferromagneten treten sehr lange Tunnelzeiten zwischen den beiden unterschiedlichen
Strukturen auf, d. h. die durchschnittliche Zahl der Monte-Carlo-Schritte, die eine Simulation
durchläuft, bevor das System von der einen in die andere Phase übergeht, wächst bei der An-
näherung an die Phasengrenzen stark an. Eine mögliche Begründung für dieses Problem ergibt
sich aus der der Analyse der Magnetisierungshistogramme (vgl. Kapitel 3), in der die ausge-
prägten Maxima der beiden Phasen von einem breiten Minimum getrennt werden. Vermutlich
führen die zu dem Minimum korrespondierenden, d. h. wenig wahrscheinlichen Konﬁgurationen
zu einer Energiebarriere, die vom Algorithmus überwunden werden muss, um von der antiferro-
magnetischen z. B. in die paramagnetische Phase und umgekehrt zu tunneln.
Das Problem lässt sich mithilfe der Methode des Parallel Tempering oder Exchange Mon-
te Carlo mildern, die bereits für klassische Spingläser [107] oder das Hubbard-Modell [108]
angewendet wurde. Dabei werden mehrere Monte-Carlo-Simulationen parallel ausgeführt, bei
denen sich die Systemparameter nur wenig voneinander unterscheiden. Im Heisenberg-Anti-
ferromagneten wählt man z. B. eine Sequenz von nur wenig unterschiedlichen Magnetfeldern
oberhalb und unterhalb des kritischen Wertes bei konstanter Temperatur. Nach einer festen
Anzahl von Monte-Carlo-Schritten wird versucht, die Konﬁgurationen benachbarter Simulatio-
nen i und i+1 gegeneinander auszutauschen. Die Akzeptanzwahrscheinlichkeit PPT(i→ i+ 1)
dieses neuen Typs einer Konﬁgurationsänderung ergibt sich direkt aus der Bedingung des de-
taillierten Gleichgewichts,
PPT(i→ i+ 1) = min
{
1 ,
Wi+1([α, n, SL]i)Wi([α, n, SL]i+1)
Wi([α, n, SL]i)Wi+1([α, n, SL]i+1)
}
,
wobei [α, n, SL]i die i-te Konﬁguration und Wi(. . .) die Auswertung der Gewichtsfunktion bzgl.
des Parametersatzes der i-ten Simulation bezeichnet.
In den Quanten-Monte-Carlo-Simulationen, die dieser Arbeit zu Grunde liegen, werden aus-
schließlich Parametersequenzen verwendet, in denen die Felder oder Temperaturen äquidistante
Abstände ∆H bzw. ∆T besitzen. Die Größe des Abstandes wird so gewählt, dass die Akzep-
tanzrate des Austausches der Konﬁgurationen im Mittel ≈ 80% beträgt. Dadurch ergeben sich
für kleinere Systeme größere Abstände der Parameter. Üblicherweise werden 16 oder 32 Simu-
lationen parallel ausgeführt, nach einer konstanten und für jede Konﬁguration gleichen Anzahl
von Monte-Carlo-Schritten wird die Kette der Simulationen sequentiell durchlaufen und für je-
des benachbarte Konﬁgurationspaar eine Aktualisierung versucht.
Die Methode ist trivial parallelisierbar, indem die unterschiedlichen Simulationen über eine Viel-
zahl von Prozessoren verteilt werden. Die Eﬃzienz der Parallelisierung wird nur wenig durch
den Austausch der Konﬁgurationen oder die Berechnung der Akzeptanzwahrscheinlichkeiten
vermindert. Vielmehr führen die stochastisch ﬂuktuierenden Längen der Schleifenaktualisie-
rungen zu einer schwer zu beherrschenden Lastverteilung über die einzelnen Prozessoren. Die
erreichte Eﬃzienzen für eine exemplarische Temperatur kBT = 0.13J und verschiedene System-
größen illustriert Abbildung C.5.
Abbildung C.4 vergleicht die maximalen Tunnelzeiten ttunnel mit und ohne die Methode des Par-
allel Tempering. Dazu wurden 16 Konﬁgurationen bei konstanter Temperatur und äquidistanten
Werten des Magnetfelds zu beiden Seiten des Phasenübergangs von der antiferromagnetischen
in die paramagnetische Phase bei der festen Temperatur kBT = 0.13J simuliert. Direkt in der
Nähe des Übergangs weisen die Tunnelzeiten ein deutliches Maximum als Funktion des Feldes
auf, dessen Höhe tmaxtunnel in Abbildung C.4 über der Systemgröße aufgetragen ist. Die Methode
reduziert die Tunnelzeiten am Übergang um mehrere Größenordnung und führt daher auf deut-
liche geringere Korrelationen zwischen aufeinander folgenden Messungen an den Monte-Carlo-
Konﬁgurationen.
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It was interesting to see how this
bicritical/tetracritical/biconical multicritical point
is still proving diﬃcult!
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