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Abstract
Let (Σ,ρ) be a one-sided symbolic space (with two symbols), and let σ be the shift on Σ . In this
paper, we prove that there exists a minimal set T ⊂ Σ such that σ |T is Wiggins chaotic, Martelli chaotic,
distributionally chaotic, strictly ergodic, topologically weakly mixing and has zero topological entropy.
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1. Introduction
There often appears interference or false phenomenon in dynamical systems. The important
dynamical properties of a system focus on its nonwandering set and a wandering set can be re-
garded as a kind of interference. From ergodic theory this view can be interpreted reasonably,
since a wandering set is a set of absolute measure zero [6] and the phenomena taking place on it
are unimportant or false, but not all the interference of the system occur on it. To obtain a sub-
system which not only can get rid of all interference but also can keep the important dynamical
properties of the original system invariant, Zhou [6] introduced the definition of the center of
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in the center of measure. He also pointed out that the center of measure of the minimal system is
itself [6]. Consequently, it is meaningful to discuss problems on the minimal subsystem.
Throughout this paper, X will denote a compact metric space with metric d .
Let f :X → X be a continuous map, denote the sets of periodic points, eventually periodic
points and recurrent points of f by P(f ), EP(f ) and R(f ), respectively. For any integer n 0,
we use f n to denote the nth iterate.
For every x ∈ X, the point y ∈ X is said to be an ω-limit point of x, if the sequence
f (x), f 2(x), . . . , has a subsequence converging to y. The set of ω-limit points of x is denoted
by ω(x,f ). Each point in the set
⋃
x∈X ω(x,f ) is called an ω-limit point of f .
The point x ∈ X is called uniformly recurrent for f , if for each ε > 0 there is k ∈ N such
that for each integer q  0, there is an integer r with q  r < k + q satisfying d(f r(x), x) < ε.
Denote by A(f ) the set of all uniformly recurrent points of f . Obviously,
A(f ) ⊂
⋃
x∈X
ω(x,f ).
The set Y ⊂ X is called a minimal set of f if for any x ∈ Y , ω(x,f ) = Y .
The function f :X → X is said to be topologically transitive if for each pair of nonempty
open sets U,V of X, there is k ∈ N such that f k(U) ∩ V = ∅.
The function f :X → X is said to be topologically weakly mixing if f × f is topologically
transitive.
For every x0 ∈ X, O(x0) is said to be unstable with respect to X if there is r(x0) > 0 such
that for each ε > 0 there are y0 ∈ X with d(y0, x0) ε and n ∈ N such that d(f n(y0), f n(x0)) >
r(x0).
The function f :X → X is said to be sensitive dependence on initial conditions if there is
r0 > 0 such that for each x0 ∈ X and each ε > 0 there are y0 ∈ X with d(y0, x0) ε and n ∈ N
such that d(f n(y0), f n(x0)) > r0.
Let ß denote the σ -algebra of Borel sets of X. Call a probability measure µ on (X,ß) invariant
under f , if µ(f−1(B)) = µ(B) for any B ∈ ß. The set of all the invariant measures of f will
be denoted by M(X,f ). µ ∈ M(X,f ) is said to be ergodic if for B ∈ ß, f−1(B) = B implies
µ(B) = 0 or 1. If µ is the only member of M(X,f ), then it must be ergodic [4]. In this case,
we call f uniquely ergodic. A minimal and uniquely ergodic map is simply said to be strictly
ergodic.
Let S = {0,1}, Σ = {x = x1x2 · · · | xi ∈ S, i = 1,2, . . .}. Define ρ :Σ × Σ → R as follows:
for any x, y ∈ Σ , if x = x1x2 · · · and y = y1y2 · · ·, then
ρ(x, y) =
{0 if x = y,
1
k
if x = y, and k = min{n | xn = yn}.
It is not difficult to check that ρ is a metric on Σ . The space (Σ,ρ) is compact and called the
one-sided symbolic space (with two symbols).
Define σ :Σ → Σ by
σ(x1x2 · · ·) = x2x3 · · · for any x = x1x2 · · · ∈ Σ.
σ is continuous and called the shift on Σ . Then (Σ,σ ) is a compact system. If Y ⊂ Σ is closed
and σ(Y ) ⊂ Y , then σ |Y :Y → Y is called a sub-shift of σ .
The main purpose of this paper is to construct a minimal subsystem on the symbolic space and
prove that the sub-shift on that minimal subsystem is Wiggins chaotic, Martelli chaotic, distribu-
tionally chaotic, strictly ergodic, topologically weakly mixing and has zero topological entropy.
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The Main Theorem. Let (Σ,ρ) be a one-sided symbolic space with two symbols and σ be the
shift on it. There exists a minimal set T ⊂ Σ with the properties
(P1) σ |T is Wiggins chaotic,(P2) σ |T is Martelli chaotic,(P3) σ |T is distributionally chaotic,(P4) σ |T has zero topological entropy,(P5) σ |T is strictly ergodic,(P6) σ |T is topologically weakly mixing.
2. Basic definitions and preparations
Definition 2.1. A continuous map f :X → X is distributionally chaotic provided that there exists
an uncountable set D ⊂ X such that for any different points x, y ∈ D,
(1) there exists ε > 0 such that
lim inf
n→∞
1
n
n∑
i=1
χ[0,ε)
(
d
(
f i(x), f i(y)
))= 0,
and
(2) for any t > 0,
lim sup
n→∞
1
n
n∑
i=1
χ[0,t)
(
d
(
f i(x), f i(y)
))= 1.
Definition 2.2. A continuous map f :X → X is distributionally chaotic in 〈pk〉 which is an
increasing sequence of positive integers provided that there exists an uncountable set D ⊂ X
such that for any different points x, y ∈ D,
(1) there exists ε > 0 such that
lim inf
n→∞
1
n
n∑
k=1
χ[0,ε)
(
d
(
f pk (x), f pk (y)
))= 0,
and
(2) for any t > 0,
lim sup
n→∞
1
n
n∑
k=1
χ[0,t)
(
d
(
f pk (x), f pk (y)
))= 1.
Definition 2.3. (See [2].) According to Martelli, a continuous map f :X → X is chaotic provided
that there exists x0 ∈ X such that
(1) ω(x0) = X, and
(2) O(x0) is unstable with respect to X.
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(1) f is topologically transitive in X, and
(2) f has in X sensitive dependence on initial conditions.
Lemma 2.1. Let X,ß,M(X,f ) be defined as in Section 1. The following are equivalent:
(1) There exists µ ∈ M(X,f ) such that for all x ∈ X, 1
n
∑n−1
i=0 δf i(x) → µ, where δy(B) is 1 if
y ∈ B and 0 otherwise for any B ∈ ß.
(2) f is uniquely ergodic.
For a proof see [4].
Call A a tuple (over S = {0,1}), if it is a finite arrangement of elements in S. If A =
a1a2 · · ·an, where ai ∈ S, 1 i  n, then the length of A is said to be n, denoted by |A| = n. Let
B = b1b2 · · ·bm be another tuple.
We say B occurs in A, if there exists i  0 such that
bj = ai+j for each j = 1,2, . . . ,m. (2.1)
Denote B ≺ A. The number of i satisfying (2.1) is called the occurrence number of B in A, and
is denoted by LB(A).
For any tuple B = b1 · · ·bn, denote
[B] = {x = x1x2 · · · ∈ Σ | xi = bi,1 i  n}, (2.2)
which will be called a cylinder generated by B .
From the definition, one can simply deduce the following two formulas:
LB(A) |A|, for any two tuples A and B, (2.3)
n∑
i=1
LB(Pi) LB(P1 · · ·Pn)
n∑
i=1
LB(Pi) + (n − 1)|B|, (2.4)
for all tuples B,P1, . . . ,Pn.
3. Proof of the Main Theorem
In this section we shall use the sub-shift formed in [1] to prove the theorem. For this we first
restate, for completeness, the construction of the sub-shift as follows.
Let A = a1a2 · · ·an be a tuple over S = {0,1}. Define the inverse of A to be A¯ = a¯1a¯2 · · · a¯n,
where for i = 1,2, . . . , n,
a¯i =
{
0 if ai = 1,
1 if ai = 0.
Take an arbitrary tuple A1. Let A2 be an arrangement of A1 and A¯1, say A2 = A1A¯1
(or A¯1A1). Define inductively the tuples A2,A3, . . . such that An is an arrangement of all the
tuples of the finite set
℘n−1 =
{
J1J2 · · ·Jn−1 | Ji ∈ {Ai, A¯i}, 1 i  n − 1
}
. (3.1)
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is a minimal set.
Choose an uncountable subset E in Σ such that for any different points x = x1x2 · · · , y =
y1y2 · · · , both xn = yn holds for infinitely many n and xm = ym holds for infinitely many m.
Such a subset exists, cf., e.g., [3].
Define
ϕ :E → Σ,
such that for any x = x1x2 · · · ∈ E,
ϕ(x) = B1B2 · · · ,
where for any i = 1,2, . . . ,
Bi =
{
Ai if xi = 1,
A¯i if xi = 0.
There exists k  0 such that the first mi coordinate vector of σk(a) is B1B2 · · ·Bi
(|B1B2 · · ·Bi | = mi) since for every fixed i, no matter how Bj (1 j  i) select, B1B2 · · ·Bi ≺
Ai+1 ≺ a. This shows that for every x ∈ E, ϕ(x) ∈ ω(a,σ ). Let D = ϕ(E), D ⊂ ω(a,σ ). D is an
uncountable set since E is an uncountable set and ϕ is an injection. So ω(a,σ ) is an uncountable
set. Let T = ω(a,σ ), then T ⊂ A(σ).
Now we give the proof of the theorem.
The proof of (P1). (1) It suffices to prove σ |T is topologically transitive. Actually it is obvious
since any minimal map is transitive.
(2) It suffices to prove σ |T has sensitive dependence on initial conditions. Let δ0 = 12 . For
any x ∈ T , V is its arbitrary neighborhood. If there exists y ∈ V such that x = y, let k =
min{n 0 | xn = yn}, then ρ(σ k(x), σ k(y)) > δ0. So we have just to prove the existence of y.
We discuss it from two aspects.
(i) Suppose that there exists n such that x = σn(a). Since x ∈ A(σ), by the definition of A(σ),
for any ε > 0, there exists l > 0 such that for any arbitrary q  0, there exists r , q  r  l + q ,
such that ρ(σ r(x), x) < ε, i.e., ρ(σ r(σn(a)), x) < ε. Let y = σ r(σn(a)) = σ r+n(a), then y ∈ T
and y = x. Otherwise, σ r+n(a) = σn(a), i.e., σn(a) ∈ P(σ) which is contradictory to that
ω(a,σ ) is an uncountable set. So for any r , there exists k such that the (k + 1)th symbols of
σ r+n(a) and x are different. Then ρ(σ k(σ r+n(a)), σ k(x)) = ρ(σ k(y), σ k(x)) = 1 > 12 .(ii) However if for any n, σn(a) = x, then there exists a sequence {mi}, mi → ∞, such that
x = limi→∞ σmi (a). For any ε > 0, we can choose i to be large enough and let y = σmi (a).
Since for any n, σn(a) = x, for any mi , there exists k(i) such that the (k + 1)th symbols of
σmi (a) and x are different. Then ρ(σ k(σmi (a)), σ k(x)) = ρ(σ k(y), σ k(x)) = 1 > 12 .
Above all, σ is Wiggins chaos on T .
The proof of (P2). (1) By the construction of T , ω(a,σ ) = T .
(2) From the proof of (1), we know that σ |T is sensitive dependence on initial conditions. By
the definitions, for a ∈ T , O(a) is obviously unstable with respect to T .
Above all, σ is Martelli chaos on T .
For the proofs of (P3) and (P4) see [1].
The proof of (P5) will be completed by proving the following proposition.
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To prove the proposition, we first give several lemmas.
Lemma 3.1. If B is any given tuple, then when n → ∞, the sequence LB(Jn)|Jn| converges to a real
number uniformly in Jn ∈ {An, A¯n}.
Proof. For a given tuple B , we put
qn =
∑
P∈℘n−1
LB(P ), rn = qn|An| .
Note that Q ∈ ℘n iff there exists P ∈ ℘n−1 such that Q = PAn or P A¯n. By using (2.4) repeat-
edly, we get
qn+1 =
∑
Q∈℘n−1
LB(Q)
∑
P∈℘n−1
LB(PAn) +
∑
P∈℘n−1
LB(P A¯n)
 2
∑
P∈℘n−1
(
LB(P ) + qn
)= 2(2n−1qn + qn)= (2n + 2)qn.
On the other hand, by the definition, for any n 2, |An| = |A¯n| = 2n−1|A1A2 · · ·An−1|, hence
|An+1| = 2n|A1A2 · · ·An| = 2n|A1 · · ·An−1| + 2n|An|
= 2 · 2n−1|A1 · · ·An−1| + 2n|An| = 2|An| + 2n|An| =
(
2n + 2)|An|.
Thus for each n 1,
rn+1 = qn+1|An+1| 
(2n + 2)qn
(2n + 2)|An| =
qn
|An| = rn.
So when n → ∞, the sequence {rn} admits a limit, denoted by dB .
We will prove that
lim
n→∞
LB(Jn)
|Jn| = dB uniformly in Jn ∈ {An, A¯n}.
For given ε > 0, there is N > 0 such that for any nN ,
|rn − dB | < ε2 and
(2n−1 − 1)|B|
|Jn| <
ε
2
.
The later can hold because |Jn| = 2n−1|A1 · · ·An−1| and |B||A1···An−1| → 0 as n → ∞. By (2.3),
qn =
∑
P∈℘n−1
LB(P ) LB(Jn)
∑
P∈℘n−1
LB(P ) +
(
2n−1 − 1)|B| = qn + (2n−1 − 1)|B|.
So
0 LB(Jn) − qn 
(
2n−1 − 1)|B|.
Moreover,∣∣∣∣LB(Jn) − rn
∣∣∣∣ (2n−1 − 1)|B| .|Jn| |Jn|
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∣∣∣∣
∣∣∣∣LB(Jn)|Jn| − rn
∣∣∣∣+ |rn − dB | < (2n−1 − 1)|B||Jn| +
ε
2
<
ε
2
+ ε
2
= ε.
The lemma is shown. 
Lemma 3.2. When n → ∞, LB(J1J2···Jn)
mn
→ dB uniformly in Ji ∈ {Ai, A¯i}, i = 1,2, . . . , where
mn = |A1A2 · · ·An| and dB = limn→∞ LB(Jn)|Jn| as shown in Lemma 3.1.
Proof. Since, by (2.3),
LB(J1 · · ·Jn−1) + LB(Jn) LB(J1 · · ·Jn) LB(J1 · · ·Jn−1) + LB(Jn) + |B|,
we have
LB(J1 · · ·Jn−1) + LB(Jn)
mn
 LB(J1 · · ·Jn)
mn
 LB(J1 · · ·Jn−1) + LB(Jn) + |B|
mn
. (3.2)
Noting that 0 LB(J1···Jn−1)
mn−1 
mn−1
mn−1 = 1 and for n → ∞, mn → ∞ and
mn−1
mn
→ 0, we have
LB(J1 · · ·Jn−1) + LB(Jn)
mn
= LB(J1 · · ·Jn−1)
mn
+ LB(Jn)
mn
= LB(J1 · · ·Jn−1)
mn−1
mn−1
mn
+ LB(Jn)
mn
→ dB (3.3)
uniformly in Ji ∈ {Ai, A¯i}, i = 1,2, . . . . Moreover,
LB(J1 · · ·Jn−1) + LB(Jn) + |B|
mn
= LB(J1 · · ·Jn−1) + LB(Jn)
mn
+ |B|
mn
→ dB (3.4)
uniformly in Ji ∈ {Ai, A¯i}, i = 1,2, . . . .
From (3.2)–(3.4), we see immediately that the conclusion follows. 
Proof of Proposition. For any tuple B = b1 · · ·bn, denote [B˜] = [B] ∩ Y , where [B] is as
in (2.2). Then all such [B˜] form a subalgebra of subsets of Y , which generate the σ -algebra
B(Y ). Write a = A1A2 · · · as a = a1a2 · · ·, ai ∈ {0,1}. Define µ :B(Y ) → R by
µ
([B˜])= lim
n→∞
1
mn
#{i mn; ai · · ·ai+|B|−1 = B},
where mn = |A1A2 · · ·An| is as in Lemma 3.2. By Lemma 3.1, µ([B˜]) = dB . In other words,
lim
n→∞
1
mn
mn−1∑
i=0
δσ i(a) = µ ∈ M(Y,σ |Y )
(see [4]). To show the proposition, by Lemma 2.1, we have to prove that for any tuple B ,
lim
N→∞
LB(ai · · ·ai+N)
N + 1 = µ(B˜) (3.5)
uniformly in i.
Let N  n. By the definition, for any n  1, a = A1A2 · · · is infinite arrangement of tuples
in ℘n, where ℘n is defined as in (3.1), hence we may decompose
ai · · ·ai+N = KPn1Pn2 · · ·Pnj Q, (3.6)
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N + 1 = |K| + |Q| + l · mn. By (2.4), we get
l∑
j=1
LB(Pnj )LB(ai · · ·ai+N) LB(K) + LB(Q) +
l∑
j=1
LB(Pnj ) + (l + 1)|B|. (3.7)
For any given ε > 0, we first take n large enough, such that
|B|
mn
<
ε
6
and
∣∣∣∣LB(Pn)mn − µ
([B˜])∣∣∣∣< ε3 for all Pn ∈ ℘n.
We then take N0  n, such that for N > N0,
2(µ([B˜]) + 1)
l(N)
<
ε
3
,
l(N) + 1
l(N)
< 2,
where l(N) = l is as in (3.6) (note that for given n, l(N) → ∞ as N → ∞).
Since, by (2.3), LB(K)  |K|  mn, LB(Q)  |Q|  mn, it follows from (3.7) that for any
N > N0 and all i  1,∣∣∣∣LB(ai · · ·ai+N)N + 1 − µ([B˜])
∣∣∣∣

∣∣∣∣∣ 1N + 1
l∑
j=1
LB(Pnj ) − µ
([B˜])
∣∣∣∣∣+ 1N + 1 (2mn + (l + 1)|B|)
 1
N + 1
∣∣∣∣∣
l∑
j=1
LB(Pnj ) − (N + 1)µ
([B˜])
∣∣∣∣∣+ 1N + 1(2mn + (l + 1)|B|)
 1
N + 1
∣∣∣∣∣
l∑
j=1
LB(Pnj ) −
(
l · mm + |P | + |Q|
)
µ
([B˜])
∣∣∣∣∣+ 1N + 1 (2mn + (l + 1)|B|)
= 1
N + 1
∣∣∣∣∣
l∑
j=1
LB(Pnj ) − l · mnµ
([B˜])
∣∣∣∣∣+ (|K| + |Q|)µ([B˜])N + 1 + 2mn + (l + 1)|B|N + 1
 1
l ·mn
∣∣∣∣∣
l∑
j=1
LB(Pnj ) − l · mnµ
([B˜])
∣∣∣∣∣+ 2mn(µ[B˜] + 1)l ·mn +
1
l · mn (l + 1)|B|
 1
l
l∑
j=1
∣∣∣∣LB(Pnj )mn − µ
([B˜])∣∣∣∣+ 2(µ([B˜]) + 1)l + l + 1l |B|mn
<
1
l
· l · ε
3
+ ε
3
+ 2 · ε
6
= ε.
Thus (3.5) is true and so the result follows. 
Since σ |T is minimal, from the proposition and the definition, σ |T is strictly ergodic.
To prove (P6), we firstly give the following lemmas.
Lemma 3.3. If (X,f ) is minimal and the maximal equicontinuous factor of (X,f ) is trivial,
then f is weakly mixing.
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Let PR(f, {pi}) = {(x, y) ∈ X × X | ∀ε > 0, there exists i ∈ N such that d(f pi (x),
f pi (y)) < ε}, and call it the proximal relation with respect to {pi}.
Let DR(f, {pi}) = X × X \ PR(f, {pi}), and call it the distal relation with respect to {pi}.
Let DCR(f, {pi}) = {(x, y) ∈ X × X | x, y satisfies (1) and (2) of Definition 2.2}, and call it
the distributionally chaotic relation with respect to {pi}.
The following lemmas are proved in [5] and belong to Runsheng Yang. We include the proofs
here for completeness.
Lemma 3.4. DCR(f, {pi}) ⊂ PR(f, {pi}).
Proof. If (x, y) ∈ DCR(f, {pi}), then ∀ε > 0,
lim sup
n→+∞
1
n
n∑
i=1
χ[0,ε)
(
d
(
f pi (x), f pi (y)
))= 1,
so there exists mk → +∞,
lim
k→+∞
1
nk
nk∑
i=1
χ[0,ε)
(
d
(
f pi (x), f pi (y)
))= 1.
For a large enough k,
1
2
<
1
nk
nk∑
i=1
χ[0,ε)
(
d
(
f pi (x), f pi (y)
))
<
3
2
,
and χ[0,t) = 0 or 1, then there exists i ∈ [1, nk) such that
χ[0,ε)
(
d
(
f pi (x), f pi (y)
))= 1,
i.e.,
d
(
f pi (x), f pi (y)
)
< ε,
so (x, y) ∈ PR(f, {pi}). 
Lemma 3.5. Let (X,d) be a compact metric space and (Y, δ) be a metric space. If π is the
topological semi-conjugacy from f :X → X to g :Y → Y , then
π × π(PR(f, {pi}))⊂ PR(g, {pi}).
Proof. For (X,d) is the compact metric space, (Y, δ) is the metric space and π :X → Y is contin-
uous, it is uniformly continuous. So ∀ε > 0, there exists η > 0 such that δ(π(x),π(y)) < ε when
d(x, y) < η. If (x, y) ∈ PR(f, {pi}), then there exists i > 0 such that d(f pi (x), f pi (y)) < η.
Consequently,
δ
(
gpiπ(x), gpi π(y)
)= δ(π(f pi (x)),π(f pi (y)))< ε,
i.e., (π(x),π(y)) ∈ PR(g, {pi}). 
Lemma 3.6. Let (X,d) be a compact metric space and f :X → X be minimal. If there exists a
subset D ⊂ X such that f is distributionally chaotic in some sequence of positive integer on D
and f (D¯) ∩ D¯ = ∅, then f is topologically weakly mixing.
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the factor map. Since f is minimal, g is minimal. If (Y, g) is nontrivial, then there is not fixed
point of g in Y , i.e., ∀y ∈ Y , g(y) = y. Since f is distributionally chaotic in some sequence of
positive integer on D and by Lemma 3.4, D × D ⊂ PR(f, {pi}). So by Lemma 3.5,
PR
(
g, {pi}
)⊃ π × π(PR(f, {pi}))⊃ π × π(PR(f, {pi}))⊃ π × π(D¯ × D¯).
Since f (D¯) ∩ D¯ = ∅, there exist x ∈ D¯ and f (x) ∈ D¯ such that
π × π(x,f (x))= (π(x),πf (x))= (π(x), g(π(x))) ∈ PR(g, {pi}).
However g is equicontinuous, so g is distal, i.e., ∀x, y ∈ X, x = y, it holds that
inf
{
d
(
gn(x), gn(y)
) ∣∣ n ∈ Z}> 0.
So
PR
(
g, {pi}
)= ∆(= {(y, y) | y ∈ Y}), PR(g, {pi})= ∆,
but g(π(x)) = π(x). This is a contradiction. So the maximal equicontinuous factor of (X,f ) is
trivial. By Lemma 3.3, f is topologically weakly mixing. 
The proof of (P6). By Definitions 2.1 and 2.2 and (P3), we know that σ |T is distributionally
chaotic in some sequence. Since T = ω(a,σ ) is a minimal set, by Lemma 3.6, σ |T is topologi-
cally weakly mixing.
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