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The detection loophole problem arises when quantum devices fail to provide an output for some of
the experimental runs. These failures allow for the possibility of a local hidden-variable description
of the resulting statistics; even if the correlations obtained from successful runs appear non-local.
This is of particular significance in device-independent quantum cryptography, where verifiable non-
locality is a necessary requirement for the security proof. For every scenario characterised by the
amount of devices, along with the number of inputs and outputs available to them, there is a
detection threshold - if the efficiency of the device falls below this no verification is possible. In
this work I present an intuitive local hidden-variable construction for all no-signalling distributions
with two parties and binary outcomes. This provides a lower bound on the detection threshold for
quantum measurements in the same scenario tighter than known previously. When both parties
have the same number of inputs into their device, this construction is shown optimal for small input
numbers. I finish with some interesting conjectures.
Due to the scales on which it operates, quantum
technology faces the challenge of single photons or
electrons being lost to the environment. This can result
in the devices failing to give any output. Ignoring these
failures leads to the “detection loophole” [1–3] security
flaw. This is where a preprogrammed “hidden-variable”
device can falsely appear to exhibit non-local behaviour.
Non-locality is necessary for the security proofs of
device-independent quantum cryptography [4–11],
therefore understanding and preventing the detection
loophole is an extremely relevant problem.
One important question to consider is how low the rate
of successful detection events (the efficiency) can be
before all observed correlations are describable by a local
realistic model. Knowing this threshold allows one to
set minimum requirements for commercial devices and
benchmark current technology. However, obtaining this
bound for quantum states is generally difficult due to
the infinite set of extremal quantum correlations, and
only a few optimal constructions are known [12, 13].
In this letter I present an intuitive local hidden-variable
construction for two parties, arbitrary inputs, and
binary outputs, which will be able to reproduce any
no-signalling distribution obtained by the successful
runs, up to a input-dependent detection efficiency. This
provides a lower bound on the threshold for quantum
measurements in the same scenario. When both parties
have the same number of inputs into their device, this
construction achieves the known threshold (for general
no-signalling distributions) leading me to conjecture it
is optimal for this symmetric case. I also explain the
significance of input numbers of the form 2n, and end
with some conjectures suggesting directions for further
research.
Bell’s seminal theorem [14] and its subsequent gener-
alisations [15–17] give fundamental constraints on the
correlations exhibited by any local realistic model; ones
that quantum theory can violate. This was subsequently
confirmed experimentally [18, 19]. Due to the tech-
nology however, to show Bell violations they relied on
a “fair-sampling” assumption; that the device failures
were non-malicious and the successful detections were
representative of the underlying system. This kind of
assumption leads directly to the detection loophole, and
is unacceptable in cryptographic protocols. It wasn’t
until much later that loophole-free violations were exper-
imentally demonstrated [20–22]. This demonstrates the
importance of obtaining the best theoretical thresholds
possible, so that minimal technological developments are
required to perform secure protocols.
One can express a general Bell inequality as a lin-
ear inequality
∑
a,b,x,y s(ab|xy)p(ab|xy) ≤ k, where
p(ab|xy) is our input-conditional joint distribution [23].
For a fixed number of measurements there is a finite
set of facet Bell inequalities; if all are satisfied by
p(ab|xy) it must have a local hidden-variable model
p(ab|xy) =
∫
Λ dλρ(λ)p(a|x, λ)p(b|y, λ). These distribu-
tions may always be expressed as convex combinations of
deterministic distributions p(ab|xy) = δa,axδb,by , which
are also finite in number. Geometrically, their structure
in probability space is a (finite) polytope, L.
The set of quantumly allowed correlations, Q, contains
this polytope but itself has an infinite number of
boundary points; making it more difficult to deal with
computationally. An important feature of these correla-
tions is that they are no-signalling; the choice of input
for one party does not affect the output statistics of the
other; this prevents faster-than-light communication.
Interestingly, there exist correlations which satisfy this
condition not realisable by quantum physics [24]. This
larger set is also characterised by a finite number of
extremal points, forming the no-signalling polytope, NS.
The typical detection loophole model; and the one con-
2mA
mB 2 3 4 5 6
2 2/3 2/3 2/3 2/3 2/3
3 4/7 5/9 5/9 5/9
4 1/2 1/2 1/2
5 4/9 *
FIG. 1. Cases for which the detection threshold of the larger
no-signalling set NS has been numerically calculated; these
provide a lower bound on the threshold for the quantum set.
The * indicates numerical evaluation was not attained [26].
sidered in this letter, is one in which the devices fail to
detect with equal probability independently [25]. Whilst
not completely general, it is how we would expect the
device to behave if the failures were “honest”; if we see
autocorrelations, or correlations between the joint fail-
ures; then we should be much more wary of adversarial
manipulation. This model adds an extra output to both
parties to alter the original distribution p(ab|xy) in the
following way:
pη(ab|xy) = η
2p(ab|xy),
pη(Fb|xy) = η(1 − η)p(b|y),
pη(aF |xy) = η(1− η)p(a|x),
pη(FF |xy) = (1− η)
2. (1)
As the local set is a polytope, one can check membership
by a linear program: maxw∈[0,1] P = wP
L + (1 − w)P′,
where PL is a local distribution and P′ is a general
no-signalling distribution. Furthermore, for a fixed η
the local weight w is convex in the original distribution
p(ab|xy). This allows one to obtain the detection
threshold for the entire set NS (and as such bound
the quantum threshold) by taking each extremal point
in turn and performing a binary chop algorithm on
the value of η, using w = 1 or w 6= 1 to improve our
upper bound / lower bound respectively. This was
performed in [26] on inputs ≤ 6 for both parties, until
the exponential growth of extremal NS points became
too large for numerical calculations.
Reproducing the table of thresholds from [26] in Figure
1, there are two patterns one observes immediately;
that for mA = mB = m the bound appears to match
4/(m + 4), and that, if one fixes mA, the bound
for mB decreases with each additional output until
mB = 2
⌈logmA⌉. In this letter I provide an explicit
construction bounding below the threshold at 4/(m+ 4)
for all mA = mB = m, and prove the NS threshold
remains constant for all mB ≥ 2⌈logmA⌉.
In order to understand our explicit construction, it is
first useful to understand a local hidden-variable con-
struction for the detection loophole introduced by [25].
Valid for any number of outputs, the construction is sim-
ple yet elegant. To understand the construction, we in-
troduce Alice and Bob as two parties trying to repro-
duce non-local correlations. Beforehand they may meet
and agree a strategy (the shared randomness) but cannot
communicate once they have received their input choices.
Between themselves, Alice and Bob first randomly choose
a leader, with bias towards Alice r ∈ [0, 1]; let us choose
Alice. They choose uniformly a prediction for Alice’s
input; say k. Finally they agree on an output a for Al-
ice according to her marginal probability p(a|k). When
separated, once Alice receives her input, if they have
guessed correctly she will return outcome a. If it does
not match, then she outputs a failed detection F . It is
clear this occurs with probability (mA − 1)/mA. Mean-
while, Bob receives his output and returns b according to
p(ab|ky)/p(a|k) regardless. Notice that they never jointly
output a failure, so in order to fully reproduce inefficient
statistics they must with some probability q agree to both
output F , regardless of input. This strategy gives rise to
the statistics:
pLHV (ab|xy) = (1− q)
(
r
mA
+
1− r
mB
)
p(ab|xy),
pLHV (Fb|xy) = (1− q)r
mA − 1
mA
p(b|y),
pLHV (aF |xy) = (1− q)(1 − r)
mB − 1
mB
p(a|x),
pLHV (FF |xy) = q. (2)
One can equate equations (1) and (2) to find this LHV
can reproduce statistics up to η ≤ mA+mB−2
mAmB−1
- one can
easily check for e.g. mA = mB = 3 this is not optimal.
I will look to improve this strategy on extremal binary-
output NS points, thereby bounding the threshold for
the entire space. To do this, we need to understand better
the extremal points themselves. Fortunately, for binary
outputs a complete characterisation has been provided in
[27]. One can see their general form in Figure 2. They
may also be expressed in the simple form
a⊕ b = F (x, y) =
2ny∑
i=1
Qi(x)Ri(y) ≡
2nx∑
j=1
Sj(y)Tj(x) (3)
where Qi(x) are polynomials in the binary digits [? ] of
x, x2, and Ri(x) are monomials in the binary digits of
y, y2. Similarly, Sj(y) are polynomials of y2 and Tj(x)
monomials. nx = ⌈log2mA⌉ is the length of x2 and sim-
ilarly for ny. The most famous example of this is the
(generalised) PR box [24], which has the form
p(ab|xy) =
{
1/2 a⊕ b = x2 · y2 mod 2,
0 otherwise.
(4)
For all numerically evaluated cases, this extremal point
achieves the boundary threshold.
In particular, given any extremal NS point, the con-
ditional output distribution for two input pairs either
3mB−2−g︷ ︸︸ ︷ g︷ ︸︸ ︷

S S S . . . S L . . . L
S A S/A . . . S/A L . . . L
S S/A S/A . . . S/A L . . . L
...
...
...
...
...
...
S S/A S/A . . . S/A L . . . L
K K K . . . K M . . . M
...
...
...
...
...
...
K K K . . . K M . . . M



mA − 2− h
 h
S =
(
1
2
0
0 1
2
)
A =
(
0 1
2
1
2
0
)
K =
(
1
2
1
2
0 0
)
L =
(
1
2
0
1
2
0
)
M =
(
1 0
0 0
)
FIG. 2. The structure of an extremal non-local distribution of NS , where g ∈ {0, 1, . . .mB − 2}, h ∈ {0, 1, . . .mA − 2}. If g or
h is non-zero, then the distribution is a lower input-number extremal point with local deterministic inputs appended to it. As
such, its detection threshold cannot be lower than that of the mA − h,mB − g case; and is not generally optimal for mA, mB
inputs.
match exactly or are exactly anti-matching. This allows
the following strategy: Alice and Bob with probability
r randomly choose a leader; let us choose Alice. They
choose uniformly a prediction for Alice’s input; say k1;
then another from the remaining mA − 1 choices a sec-
ond prediction, k2. They also with probability 1/2 decide
upon a matching or unmatching strategy. Finally, they
decide uniformly on a value for a, aL. Once Alice receives
her input, if it matches k1 she returns outcome aL. If she
receives k2, for the matching strategy she returns aL, and
if they are following the unmatching strategy aL ⊕ 1. If
her input does not match k1 or k2, then she outputs a
failed detection F . It is clear this occurs with probabil-
ity (mA − 2)/mA. Meanwhile, Bob receives his output
z and checks if F (k1, z) = F (k2, z). If they match, he
outputs aL ⊕ F (k1, z) if they chose the matching strat-
egy, and F otherwise, and if they are unequal he outputs
aL⊕F (k1, z) if they chose the unmatching strategy, and
F otherwise. They still with some probability q agree to
both output F , regardless of input. This gives statistics:
pLHV (ab|xy) = (1− q)
(
r
1
mA
+ (1− r)
1
mB
)
p(ab|xy),
pLHV (Fb|xy) = (1− q)
(
r
mA − 2
2mA
+ (1− r)
1
mB
)
p(b|y),
pLHV (aF |xy) = (1− q)
(
r
1
mA
+ (1− r)
mB − 2
2mB
)
p(a|x),
pLHV (FF |xy) = q + (1− q)
(
r
mA − 2
2mA
+ (1 − r)
mB − 2
2mB
)
.
(5)
The advantage of such a strategy becomes apparent in
the final term; to achieve the joint failure rate (1 − η)2,
they can devote fewer runs to deterministically output
FF , since their guessing strategy will also output a joint
failure some of the time; unlike the single input strategy.
Equating equations (1) and (5) one finds one can repli-
cate η ≤ 2(mA + mB − 8)/(mAmB − 16). In the case
where mA = mB = m, one can see this simplifies [? ] to
4/(m + 4). This is the bound conjectured from our nu-
merical results. This bound holds for general mA 6= mB,
although from the numerical evidence one can see it is
not tight.
Although I do not give a tight threshold formB > mA,
I prove the detection threshold does not decrease with
increasing mB after mB = 2
⌈log
2
mA⌉. One may ex-
press any extremal point as having p(ab|xy) = 1/2
when a ⊕ b = F (x, y) =
∑2nx
j=1 Sj(y)Tj(x), with
nx = ⌈log2mA⌉. In particular this implies there are at
most 2nx functions of x defined by the inputs of Bob.
Equivalently, it implies that for any extremal point
of mB > 2
nx if y > 2nx it must exactly replicate the
joint distribution of some y′ ≤ 2nx , ∀x. Therefore, if
one has a valid LHV strategy for mA,mB = 2
⌈log
2
mA⌉
inputs respectively with efficiency η; one also has a valid
strategy for all mA,mB > 2
⌈log
2
mA⌉ simply by treating
y > 2⌈log2 mA⌉ identically to y′ ≤ 2⌈log2 mA⌉.
As previously stated, for asymmetric input numbers
the above bound is not tight; in the case in mA = 3,
mB = 4, the true threshold is 5/9, whereas the above
strategy achieves a value of only 1/2. Surprisingly
though, there is a simple way to achieve the true
threshold; mix the two strategies! By choosing the first
strategy guessing a single input 20% of the time, and
the second strategy, predicting two inputs, 80% of the
time, and by choosing Alice solely as the leader for both
strategies one can achieve η ≤ 5/9. This mixing does
not provide the general optimal strategy though; for our
4Random Variable Abort Protocol Leader k1 k2 Match a
Distribution P (yes) = q P (Alice) = r U({1 . . .mL}) U({1 . . .mL}n{k1}) P (Match) = 1/2 U({0, 1})
Outcome of λ no Alice 2 4 Match 0
00 01 10 11
00 (N,0) (N,1) (N,N) (N,N)
01 (0,0) (0,1) (0,N) (0,N)
10 (N,0) (N,1) (N,N) (N,N)
11 (0,0) (0,1) (0,N) (0,N)
Legend
Joint distribution reproduced
One marginal reproduced
Both parties abort protocol
FIG. 3. An illustration of the improved local hidden-variable strategy. The table gives the distribution for each component
variable of the underlying randomness λ. The matrix highlights for which input pairs given to Alice and Bob they can
reproduce the output correlations successfully, and when they must abort, for an example λ. The detection threshold for which
can reproduce the correllations is found by averaging over all such possible λ outcomes.
other known bound mA = 5, mB = 6, no combination of
the two strategies beats the bound given by equation (5).
In order to tighten the bound for asymmetric cases,
one can consider a more general variation; in which the
leader (say Alice) chooses k1 . . . kn, n ≤ mA. In this
strategy, they must then pick a matching/unmatching
strategy for each k2 . . . kn; and it is clear the probability
of successful output scales as n
mA
1
2n−1 - which takes
its maximal value at n = 1, 2 only. Indeed numerical
optimisation for mA = 5, mB = 6 bears this out. This
suggests for the asymmetric case a more nuanced joint
strategy is required.
Of course; with the above LHV strategy I have only
bounded the threshold from below; apart from the
numerically evaluated cases, it is possible the true
threshold is some η∗ higher than ηc := 4/(m + 4).
In order to truly verify this bound, one would need
to provide a extremal NS distribution pNS, and
corresponding Bell inequality s(a′b′|xy), such that∑
a′,b′,x,y s(a
′b′|xy)pNSηc (a
′b′|xy) 6≤ k. Here I have used
a′, b′ to explicitly remind the reader that a′ ranges both
in both the original values of a and F ; that is, it is a
3-outcome inequality.
Provided in Appendix A are the the inequalities
verifying this bound for all numerically evaluated cases;
thus showing their tightness analytically. It is interesting
to note that for mA = mB = 2,mA = mB = 4, it is
sufficient to consider lifted inequalities; 2-outcome
inequalities where F is treated identically to one of the
valid outputs; in contrast mA = mB = 3 requires a
truly new 3-output inequality; something noted in [28].
Almost surely the inequality provided is new to the
quantum information community, since the facet Bell
inequalities of the 3-input, 3-output local polytope have
not been fully enumerated. It would be interesting to
understand when a lifting is sufficient. When limiting
oneself to lifted inequalities only, one reproduces a model
of the detection whereby one cannot distinguish between
output failures and a valid detection event, a model
applicable in e.g. single photon detector experiments.
The two known optimal low input-number quantum
states and measurements are both treated this way
[12, 13].
In this paper, I have exploited the structure of the
bipartite binary-output no-signalling polytope in order
to provide a lower bound on the detection loophole
threshold for an arbitrary number of inputs. I have done
this by constructing an explicit local hidden-variable
model valid for all extremal points. Numerical evidence
suggests that when Alice and Bob share an equal number
of inputs, this construction is optimal. It would be
useful to have a family of Bell inequalities verifying this.
In order to further this work, I would suggest inves-
tigating strategies optimal for the asymmetric case;
and further, to see if this approach generalises to a
larger number of outputs. Unfortunately, the vertices of
higher output no-signalling polytopes are not generally
known. Considering the results here, one would expect
a k-output scenario to scale as n
mA
1
kn−1
, which for k > 2
achieves optimal integer value only at n = 1. This
suggests for higher output number strategy the strategy
of [25], defining equation (2), may be optimal.
ACKNOWLEDGEMENTS
This work was supported, in part, by the DFG through
SFB 1227 (DQ-mat), the RTG 1991, and funded by the
Deutsche Forschungsgemeinschaft (DFG, German Re-
search Foundation) under Germanys Excellence Strategy
5EXC-2123 Quantum Frontiers 390837967. I would like
to thank Tobias Osborne, Reinhard Werner and Le Phuc
Thinh for useful discussions.
∗ thomas.cope@itp.uni-hannover.de
[1] Pearle, P. Hidden-variable example based upon data re-
jection. Phys. Rev. D 2 8, 1418-1425 (1970).
[2] Clauser, J. & Horne, M. Experimental consequences of
objective local theories. Phys. Rev. D, 10 526-535 (1974).
[3] Fine, A. Some local models for correlation experiments.
Synthese, 50 279 (1982).
[4] Mayers, D. & Yao, A. Quantum cryptography with im-
perfect apparatus. In Proceedings of the 39th Annual
Symposium on Foundations of Computer Science (FOCS-
98), 503–509 (IEEE Computer Society, Los Alamitos,
CA, USA, 1998).
[5] Barrett, J., Hardy, L. & Kent, A. No signalling and
quantum key distribution. Phys. Rev. Lett. 95, 010503
(2005).
[6] Ac´ın, A., Gisin, N. & Masanes, L. From Bell’s theorem
to secure quantum key distribution. Phys. Rev. Lett. 97,
120405 (2006).
[7] Vazirani, U. & Vidick, T. Fully device-independent quan-
tum key distribution. Phys. Rev. Lett. 113, 140501
(2014).
[8] Colbeck, R. Quantum and Relativistic Protocols For Se-
cure Multi-Party Computation. Ph.D. thesis, University
of Cambridge (2007).
[9] Pironio, S., Ac´ın, A., Massar, S., Boyer de la Giroday,
A., Matsukevich, D. N., Maunz, P. et al. Random num-
bers certified by Bell’s theorem. Nature 464, 1021–1024
(2010).
[10] Colbeck, R. & Kent, A. Private randomness expansion
with untrusted devices. Jour. Phys. A 44, 095305 (2011).
[11] Miller, C. A. & Shi, Y. Robust protocols for securely
expanding randomness and distributing keys using un-
trusted quantum devices. In Proceedings of the 46th An-
nual ACM Symposium on Theory of Computing, STOC
’14, 417–426 (ACM, New York, NY, USA, 2014).
[12] Eberhard, P. Background level and counter efficiencies
required for a loophole-free Einstein-Podolsky-Rosen ex-
periment. Phys. Rev.A 47, R747–R750 (1993).
[13] Ve´rtesi, T., Pironio, S. & Brunner, N. Closing the de-
tection loophole in Bell experiments using qudits. Phys.
Rev. Lett. 104, 060401 (2010).
[14] Bell, J. On the Einstein Podolsky Rosen paradox. Physics
1, 195–200 (1964).
[15] Clauser, J., Horne, M., Shimony, A. & Holt, R. Proposed
experiment to test local hidden-variable theories. Phys.
Rev. Lett. 23, 880–884 (1969).
[16] Froissart, M. Constructive generalization of Bell’s in-
equalities. Il Nue. Cim. B 64, 241–251 (1981).
[17] Brunner, N., Cavalcanti, D., Pironio, S., Scarani, V. &
Wehner, S. Bell nonlocality. Rev. Mod. Phys. 86, 419
(2014).
[18] Aspect, A., Grangier, P. & Roger, G. Experimental tests
of realistic local theories via Bell’s theorem. Phys. Rev.
Lett. 47, 460–463 (1981).
[19] Tittel, W., Brendel, J., Gisin, B., Herzog, T., Zbinden,
H. & Gisin, N. Experimental demonstration of quantum
correlations over more than 10 km. Phys. Rev. A 57,
3229–3232 (1998).
[20] Giustina, M., Versteegh, M., Wengerowsky, S., Hand-
steiner, J., Hochrainer, A., Phelan, K. et al. Significant-
loophole-free test of Bell’s theorem with entangled pho-
tons. Phys. Rev. Lett. 115, 250401 (2015).
[21] Hensen, B., Bernien, H., Dre´au, A., Reiserer, A., Kalb,
N., Blok, M. et al. Loophole-free Bell inequality violation
using electron spins separated by 1.3 kilometres. Nature
526, 682–686 (2015).
[22] Shalm, L. K., Meyer-Scott, E., Christensen, B., Bier-
horst, P., Wayne, M., Stevens, M. et al. Strong loophole-
free test of local realism. Phys. Rev. Lett. 115, 250402
(2015).
[23] Tsirelson, B. Some results and problems on quantum
Bell-type inequalities. Hadr. Jour. Supp. 8, 329 (1993).
[24] Popescu, S. & Rohrlich, D. Nonlocality as an axiom.
Found. Phys. 24, 3 379385 (1994).
[25] Massar, S. & Pironio, S. Violation of local realism vs
detection efficiency. Phys. Rev.A 68, 062109 (2003).
[26] Cope, T. & Colbeck, R. Bell inequalities From no-
Signalling distributions. Phys. Rev.A 100, 022114 (2019).
[27] Jones, N. & Masanes, L. Interconversion of nonlocal cor-
relations. Phys. Rev.A 72, 052312 (2005).
[28] Wilms, J., Disser, Y., Alber, G., Percival, I. Local re-
alism, detection efficiencies, and probability polytopes,
Phys. Rev.A, 78, 032116 (2008).
