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Evidence theory is traditionally traced back to a paper by A. Dempster 
followed by a seminal book [4] by G. Shafer. The latter was a Ph.D. student 
of the former at Harvard, and the book reflected much of that work. The 
approach proposed is one of assigning basic numerical values not just to 
single elementary events, but possibly to sets of such events. Probability 
can be viewed as assigning numerical ikelihoods to atomic events, and 
then providing certain methods for constructing the derived assignments 
(like joint or conditional). In the evidence model, often termed the 
Dempster-Shafer model, the assignment weights are, in effect, a probabil- 
ity distribution on the powerset. This analogy should not be carried very 
far, as the rules of combining and constructing new evidence values are 
quite different. 
This structure can be used to assign numerical values to sets of events 
for when we have only partial knowledge available. For example, we can 
say that P (red, blue) = 0.5 without having to make any commitment on 
P(red) and P(blue) individually. More important, we can carry out signifi- 
cant computations with such values in a rigorous manner. 
Viewed this way, the values attributed to the subsets represented are 
estimates of their likelihood and are termed basic ecidence assignments. 
They can serve in turn to define belief and plausibility values for arbitrary 
sets of events. This structure corresponds quite closely to several models 
which take the notion of belief as primary, and elaborate belief functions 
and measures. 
Probability can be also viewed as a subjective xpression of likelihood, a 
model espoused in the Bayesian theory. Now the question of updating the 
probability assessments arises, and in particular of combining probability 
distributions on the same space. The last aspect was particularly significant 
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to the originators of the theory--the initial Dempster-Shafer model was 
proposed to redress certain drawbacks of the Bayesian probability frame- 
work. 
Work in artificial intelligence is replete with reasoning and decision 
making under uncertainty. The advent of expert systems made it necessary 
to reexamine modes of reasoning that would correspond to a justifiable 
expert judgement. 
This review article was prompted by the arrival of Vol. 2 of J. Guan and 
D. Bell's Evidence Theory and its" Applications [1 ]. The reviewer considers it 
prudent to place it in context and also to mention Vol. 1. Together they 
make a formidable pair: Vol. 1 at 350 pages and about US$100, and Vol. 2 
at 670 pages and US$157. Still, that is only a quarter per page of a 
handsomely bound edition. 
The presentation is extremely detailed, and no effort is spared to 
document all the examples and calculations. This necessarily required 
many pages of rather complex formulae, which were not permitted to 
interrupt the informal explanatory text. We expect that a likely reader 
might equip himself with a fairly powerful calculator that could perform 
symbolic manipulations (such as an advanced HP) or simply a PC with a 
symbolic package (MAPLE, MATHEMATICA). 
The foundational and motivational issues are illustrated with a number 
of classical examples, originally proposed by Shafer in his book. Volume 1 
begins with the basic definition and relations among belief, plausibility, 
and mass of evidence functions, followed by discussion of Dempster's rule. 
It comprises the first four chapters. 
Chapters 5-7 deal formally with the question of decomposition of mass 
functions, a step much needed if certain complex formulae are to be 
applicable. All the main results are traced back to the original work of 
Shafer. 
Chapter 8 discusses one situation where computations can be made 
linear (they are exponential in general case). Chapters 9 and 10 cover 
certain extensions of the model and also some rules and formulae sug- 
gested for expert systems use. Again the detail and scope of computations 
is impressive. 
Volume 2 covers, in Chapters 11 15, the refining and coarsening of 
domains, operations, and mappings. The authors spare no effort to present 
detailed computations that were omitted in the aforementioned book of 
Shafer. This permits them to reproduce just about all the results of that 
much earlier book, either in the main text or in exercises. 
The rest of Vol. 2, Chapters 16-22, deals with methods and algorithms 
for local computations. These were initiated in a few technical reports (at 
the University of Kansas) by Shafer, Shenoy, and Logan. In due course 
these techniques were made popular through several journal articles and 
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major conferences. In the main they deal with the possibility of performing 
computations locally when revising the assessment of evidence. In this part 
of the book use of suitable software (a symbolic calculation package) 
would be helpful. For example, Section 20.2.6, with the main text and over 
13 pages of examples, has formulae as some 95% of its contents. We 
suggest he authors might consider developing some supporting software 
for the next edition. 
Some readers may wish to consult other books and articles. The original 
text by G. Shafer, A Mathematical Theory ofEL, idence, though published in 
1976, still remains about the most readable book length publication. It 
should be remembered that the author is a first class researcher in 
foundations of probability and statistics, and thus is well qualilifed to place 
his own evidence model in that context. 
Very recently there has been published [2] a collection Advances in the 
Dempster-Shafer Theory of Euidence, edited by R. Yager, M. Fedrizzi, and 
J. Kacprzyk. It contains everal very important contributions by the leading 
workers in the field. It is impossible to summarize the complete range 
covered--we only mention such topics as interpretation of the theory, 
beliefs and their updates, measures of uncertainty, relationships to rough 
sets and fuzzy sets, use in decision making and optimization, and the last 
nine chapters on applications to knowledge-based systems, including ques- 
tions on updating and algorithm complexity. 
For a general introduction the first three chapters hould suffice; local 
computations are described (by the originator of the method) in Chapter 
18. After reading these four sections, the reader will be prepared to look at 
more specialized topics, and again one of the best places is the very same 
volume. (No, the reviewer does not have a paper there.) 
Still, some very important authors are missing. We mentioned here only 
articles by R. Fagin and J. Halpern, by P. Gardenfors, by F. Voorbaark, 
and by G. Shafer himself (though he wrote an introduction). The papers by 
the first two are very important for understanding the difference between 
composing and updating of evidence, and then the question of belief as 
opposed to lower and upper probabilities. (All these papers, and many 
more, are cited in Chapter 3.) 
There are of course several books that deal with uncertainty, either 
wholly or in parts. Fairly easy reading is provided by the recent book by 
D. Shum, Euidential Foundations of Probabilistic Reasoning [3]. The author 
is careful to provide extensive discussion (with examples) of motivation, at 
the price of keeping the formulae simple. In particular, he discusses 
extensively the very important question of interpreting the resulting evi- 
dence assignments, belief values, and the like. 
More technical, with much deeper coverage within their scope, are the 
books by J. Pearl, Probabilistic Reasoning in Intelligent Systems [6], and by 
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P. Hajek et al., Uncertain Information Processing in Expert Systems [5]. Both 
contain chapters on evidence theory and its computational modeling. More 
importantly, they place this theory in the context of other approaches, thus 
making it easy for the reader to formulate his own judgements. As the 
main thrust of both books is in Bayesian inference methods, parallels and 
contrasts between various models are easily discernible. 
In Pearl's book the relevant part is Chapter 9. Alternatively, we recom- 
mend simply reading one of the journal papers by the same author. 
Coincidentally, in Hajek's book also Chapter 9 deals with Dempster-Shafer 
theory. It ranks as one of the best self-contained introductions to the 
underlying algebra and to local computations. Both texts have as their 
main orientation graph-based models of probabilistic inference, thus af- 
fording a good background for e'<aluating computational models of evi- 
dence. 
Today, most of the better texts on artificial intelligence contain a large 
segment on uncertainty modeling, with special attention to evidence the- 
ory. More energetic readers may turn directly to articles in such journals 
as the International Journal of Approximate Reasoning, Artificial Intelligence, 
1EEE Transactions on Systems, Man and Cybernetics, and several decision 
theory serials. There seems to be something for everyone. 
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