We prove the Lorentz symmetry of supermembrane theory in the light cone gauge to complete the program initiated by de Wit, Marquard and Nicolai. We give some comments on extending the formulation to the M(atrix) theory.
Introduction
After the discovery of the string duality, our perception of the string theory was drastically changed. What used to be the obscure inhabitants of the string theory, the p-branes, turned out to be the key ingredients of the non-perturbative physics. M-theory is supposed to be one of the most symmetric form of the "string" theory. However, because of our ignorance of the quantization of the p-branes, the very definition of the theory has been largely unknown.
By critical use of the simplification due to the infinite momentum frame, BFSS [1] proposed a constructive definition of the M-theory. The momentum along the eleventh dimension is identified with the zero-brane charge. The infinite boost kills the degree of freedom which has zero (fundamental string) and negative (anti-zero brane) charges. The resulting Lagrangian is made up only with the zero-branes described by the large N limit of the SU(N) Yang-Mills theory. BFSS have indicated two major evidences which support their idea.
The matrix theory Lagrangian coincides with that of supermembrane proposed by de
Wit, Hoppe and Nicolai (dWHN) [2] if one replaces the gauge group from SU(N) to the area preserving diffeomorphism (APD) in two dimensions.
2. The scattering of the zero-branes coincides with the prediction of the eleven dimensional supergravity.
As usual, the subtlety in the infinite momentum frame is the Lorentz symmetry. This problem is very difficult to analyze in the matrix theory since the momentum exchange in the eleventh dimension means the exchange of zero-brane charge. We need to treat the quantum process which changes the size of matrices 1 . On the other hand, the analysis of the similar problem in the dWHN model is accessible since we know the covariant Lagrangian in eleven dimensions. Indeed this program was nearly accomplished by de Wit, Marquard and Nicolai (dWMN) [4] . They defined the Lorentz generators and have shown that they commute with the Hamiltonian of the system. In their proof, they essentially used various identities of the APD tensors.
The purpose of this technical note is to complete this program, namely to give the direct computation of the algebra of the Lorentz generators. Our result supports the Lorentz symmetry after the cancellation among numerous non-trivial factors. We need to prove some additional identities of the APD tensors to finalize our result. In section two, we briefly review the result of dWMN to make this note self-contained. In section three, we summarize our proof of the Lorentz invariance. In section four, we give a discussion on the possible extension of our result to the M(atrix) theory. One of the generators of Lorentz algebra depends essentially on the metric of the membrane world volume. Therefore, it is not invariant under the APD and it causes some nontriviality. We argue that this fact might give a hint to eleven dimensional definition of M-theory. Explicit computations and technical comments are provided in the appendix. In appendix A, we describe the identities between the APD tensors. In appendix B, we summarize properties of the Clifford algebra of SO(9). The identities in these sections are used in appendices C and D to prove the Lorentz algebra.
2 Summary of dWHN model DWHN model [2] is defined as a 0 + 1 dimensional supersymmetric Yang-Mills system whose gauge group is the APD of a fixed two dimensional manifold. The Lagrangian (slightly modified from the original definition) is
where the definitions of the notation are following. X a (t, σ r ), θ α (t, σ r ) (a = 1, . . . , 9, α = 1, . . . , 16, r = 1, 2) are the quantum mechanical variables whose internal degree of freedom is described by two parameters σ. The indices a and α are respectively the vector and the spinor degrees of freedom of SO(9). w ij is the 2×2 metric tensor for the parameter space and w is its determinant. The curly bracket, {A, B} ≡ 
θ} , define the gauge transformation based on the APD,
The canonical Hamiltonian is
P denotes the canonical momentum conjugate to X. The non-vanishing Dirac brackets are
The Gauss law constraints associated with the APD can be written as ϕ(σ) ≈ 0 and ϕ λ ≈ 0 where
Φ (λ)r is the basis of the harmonic vectors in the parameter space [4] .
The light cone directions are expressed through
(X 10 ± X 0 ) where one of them is identified with the world volume time variable X + (τ ) = X + (0) + τ . The other one is defined by
The integrability conditions of this differential equation coincide with the Gauss law constraints. When integrated, it gives
where the integration constant satisfies (q − , P
This system has supersymmetry generated by
The Lorentz generators are defined by,
DWMN [4] proved that these generators satisfy,
namely the conservation of these charges. Although this is a nontrivial consistency check, it is obviously important to prove that the Dirac brackets between these charges indeed satisfy the Lorentz algebra. As in [4] , we carried out our computation by using mode expansion in two dimensional parameter space. To define the basis, we pick the covariant Laplacian in the parameter space and define the basis as its eigenfunctions,
where ω A > 0 2 . The index A will take value in positive integers. When we need to treat both zero-and non-zero modes we will use indices I,J. We may require them to satisfy the orthonormal condition,
The completeness condition is
All fields will be expanded in terms of Y I such as, X a (σ) = I X aI Y I (σ). The Green function which appeared in the definition of X − is then expanded as,
The structure constant of the APD is given by
We also define,
The tensor c ABC is motivated to express the mode expansion of the Green's function and is indispensable to express X − . Whereas the tensors f and d are invariant under APD, c is not invariant because it depends explicitly on the metric. DWMN have argued that there is no modification which makes it invariant. In this sense, it is a challenge to find the analogue of this constant when we treat the M(atrix) theory. We will come back to this issue later.
In terms of the coefficients of mode expansion, the Dirac brackets are rewritten as,
Let us write down the mode expansion of various conserved charges. The elements of the APD are given by,
2 We consider the case when the parameter space is compact and the spectrum is discrete.
As dWMN indicated, to describe Lorentz generators, it is convenient to separate the zeromode and others.
We write M −a in the following form,
where
3 Lorentz symmetry in supermembrane
In this section we summarize our proof of the Lorentz symmetry. The detail is explained in appendices C and D. What we want to do is to show that we have the eleven dimensional Lorentz algebra:
where the indices µ, ν, ρ and σ run the eleven dimensional space-time indices +, −, 1, · · · , 9. DWMN have shown
The RHS vanishes in the physical subspace. By using these relations and the Dirac bracket (q − , P 0 + ) DB = 1, we can easily prove the Lorentz algebra(22) except (M −a , M −b ) DB = 0, modulo the first class constraints.
Proof of the only nontrivial part (M −a , M −b ) DB = 0 goes as follows. By separating zero and non-zero modes we find
In the appendices C and D we will show that the following relations hold modulo the first class constraints,
Here we only quote the final result.
1. The first equation (29):
3 In this calculation we have used the relation:
2. The second equation (30):
In the physical subspace where ϕ A , ϕ λ ≈ 0 both of the equations vanish. This completes the proof of the Lorentz invariance of the dWHN model.
Discussion: Lorentz invariance of M(atrix) Theory
Although our computation is rather tedious, it has a merit that it can be carried out quite systematically. Therefore we are eager to speculate that such an analysis may be applicable to prove the Lorentz invariance of the M(atrix) theory in the large N limit.
Indeed there are well known correspondence between SU(N) in the large N limit and the APD. For the simpler part, the translation table is given as follows,
When we compute the anti-commutator of SO(9) supercharges to study the appearance of p-branes of various dimensions, these two theory were essentially the same [2] [5] except for the vanishing of the five brane charges in the supermembrane approach 4 . In such computation the corresponding generators of the M(atrix) theory are available after the use of above dictionary. It means the computation does not depend on particular geometry of the world volume.
For the calculation of the Lorentz invariance, on the other hand, we need to introduce the third tensor c ABC which depends explicitly on the metric of the parameter space and the direct translation becomes more involved. Of course, when the geometry of the parameter space is fixed (say the Riemann surface of genus g), we already know the non-commutative analogue of the surface which can be embedded in the large N limit of SU(N) [6] . In such a situation, the construction of the corresponding Lorentz generators in M(atrix) theory becomes possible. For that purpose, it is convenient to indicate an identity for the tensor c ABC (see the appendix E for the proof),
This formula shows that once the notion of the Laplacian is generalized to the M(atrix) theory we can construct the tensor c. Because we take the orthogonal basis Y I as the eigenfunction of the Laplacian, the basis of SU(N) should be also taken from eigenvectors that diagonalize such an operator. If the Laplacian thus defined have definite "classical" limit in N → ∞, the relations among the tensors f , d, c will also hold in this limit. This means we will recover the Lorentz invariance. We have now the second type of correspondence.
Let us illustrate the idea in a concrete example, namely the case of the (non-commutative) torus. In the APD case, the base of the mode expansion is nothing but the Fourier expansion,
On the SU(N) side the corresponding basis is
The analogue of the Laplacian in this theory may be picked up by using the adjoint action of Ω as,
In the large N limit, we restore the relation in the continuous limit lim
Obviously, in such a situation, one may define the matrix model analogue of the Lorentz generator in such a way that it gives the correct commutation relation. The message here is that we need to specify the Laplacian in the M(atrix) theory to define the Lorentz generators. It should be encoded in the eleven dimensional definition of M theory and have to be tightly restricted since otherwise the various identities discussed in appendix A will be violated and so is the Lorentz symmetry. The situation reminds us of the fact that the consistent string background is depicted by the conformal invariance which is closely related to the Lorentz symmetry in the light cone gauge. One might say that the background dependence of M(atrix) theory appear here as the choice of the Laplacian and the constraint on it comes from the Lorentz invariance as the tensor identities.
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A APD Identities
In this section we present several identities satisfied by the APD tensors. Let us recall the definitions of three tensors in (14) and (15):
From the above definitions it is evident that f ABC is totally antisymmetric and d ABC is totally symmetric. The basis functions Y A satisfy the completeness relations,
By using (40) and integrating by parts, the authors of [4] showed that the APD tensors satisfy several identities:
The first identity is nothing but Jacobi identity. In the last step to derive the third and fourth ones, they used the fact that the parameter space of the APD gauge group is two dimensional (Schouten's identity). The others are straightforward. They also found from (41) that
Besides these identities we have derived
They play very important roles in our computation in the following sections. Here we give their brief derivation. Using (40) and integrating by parts, we obtain
The combination of these relations gives (45). In order to derive (46) we rewrite the first term in the l.h.s. of (46) by using (41):
The completeness relation (40) and integration by parts enable us to rewrite the second term in the l.h.s. of (46):
From (51) and (52) we obtain
where H ABF E is defined by
When we antisymmetrize the indices A and B in (53), the second term in the r.h.s of (53) vanishes and the third term turns out to be
The derivation of this equation requires the identity
The combination of (53) and (55) gives (46). Next we derive (47). Eq.(40) and integration by parts give the following relation:
From this relation we find the identity (47). Finally we prove the identity (48) . By using (40) and integrating by parts we obtain
The first term in the r.h.s. vanishes by antisymmetrizing indices B, E and F .
B Some Identities of SO(9) Clifford Algebra
In this section we review some properties of SO(9) gamma matrices γ a αβ (a = 1, . . . , 9 ; α, β = 1, . . . , 16). We can take γ a αβ as real and symmetric matrices, i.e. 
From these gamma matrices we can construct an orthogonal complete basis of 16 × 16 real matrices (or bilinear products of real spinors) :
I, γ a and γ abcd are symmetric, and γ ab and γ abc are antisymmetric with respect to the spinorial indices.
The SO(9) gamma matrices satisfy several identities, such as
By multiplying (γ a ) δǫ (θ
These identities of gamma matrices are useful in carrying out our calculation.
In this section we show that (29) holds modulo the first class constraints ϕ A and ϕ λ . First we substitute (18) and (21) into the first and second terms in the r.h.s. of (27). The result is
where each C I (I = 1, . . . 6) is composed of the same type of polynomials in X, P and θ:
Next we calculate (M −a ,M −b ) DB . By using the definition of the generatorM −a in (21) and the Dirac brackets (16), we find
with B 1 , B 2 , ..., B 6 being given by:
In order to see the cancellation between C I and B I (I = 1, ..., 6), it is convenient to rewrite B I by using the identities in the appendices A and B. Eq.(47) reduces B 1 to
By using (42), (43) and (45) we rearrange B 2 and B 3 as
B 4 is rewritten by using (42), (43) and (47):
We adopt (42), (43) and (48) to rewrite B 5 as
Finally, rearrangement of B 6 requires (42), (43) and (63). The result is
We are now in a position to verify the cancellation of (27) modulo the first class constraints (ϕ A , ϕ λ ). For this purpose we separate (27) into three parts, namely,
After simple calculation we find
We see that C (1) and C (3) are already written in the form of linear combinations of ϕ A and ϕ λ . In order to show that C (2) is also linear in the constraints, we have to apply (46). The result is
Thus we have proved that all the terms in (27) sum up to give (31).
In this section we show that the relation (Q + ,M −a ) DB = 0 holds modulo the first class constraints. By using relations (16), we can write down the result in the following way,
After decomposing the products of gamma matrices into the complete basis (60), the identities (42) and (43) lead us to find that D 1 and D 2 vanish and
The third term in the r.h.s of (94) is rewritten as
The identity (63) and similar calculations enable us to rewrite this term as
We define the supercharge Q and the Dirac brackets between the canonical variables X, P , θ of M(atrix) theory in the same way as [5] . By using their defining relations, we obtain 
This result coincides with that of dWHN [2] except that Tr
term is automatically vanishing in the supermembrane calculation. The last two θ-bilinear terms in the r.h.s. of the above equation were absent in [5] . These two terms are originated from the second term in the r.h.s. of the following relation,
where D( j i ) is matrix valued quantity whose (k, p)-component is defined as
By keeping this term, we have recovered the θ-bilinear terms.
Here we should make a remark. The recoverd θ-bilinear terms cannot be observed even if we consider topologically nontrivial configurations such as winding sectors of {X a }. This is because these terms are originated from the second term of (105) which is expected to vanish in the configurations with a well-defined supercharge Q α . In this respect, it is proper to say that there is no discrepancy between the result of dWHN [2] and that of [5] , at least practically.
