A compact version of the Variation Evolving Method (VEM) is developed for the optimal control computation. It follows the idea that originates from the continuous-time dynamics stability theory in the control field. The optimal solution is analogized to the equilibrium point of a dynamic system and is anticipated to be obtained in an asymptotically evolving way. With the introduction of a virtual dimension--the variation time, the Evolution Partial Differential Equation (EPDE), which describes the variation motion towards the optimal solution, is deduced from the Optimal Control Problem (OCP), and the equivalent optimality conditions with no employment of costates are derived. Since the EPDE is suitable to be solved with the semi-discrete method in the field of PDE numerical calculation, the resulting Initial-value Problems (IVPs) may be solved with mature Ordinary Differential Equation (ODE) numerical integration methods.
I. INTRODUCTION
Optimal control theory aims to determine the inputs to a dynamic system that optimizes a specified performance index while satisfying constraints on the motion of the system. It is closely related to engineering and has been widely studied [1] . Because of the complexity, Optimal Control Problems (OCPs) are usually solved with numerical methods. Various numerical methods are developed and generally they are divided into two classes, namely, the direct methods and the indirect methods [2] . The direct methods discretize the control or/and state variables to obtain the Nonlinear Programming (NLP) problem, for example, the widely-used direct shooting method [2] and the classic collocation method [3] . These methods are easy to apply, whereas the results obtained are usually suboptimal [4] , and the optimal may be infinitely approached. The indirect methods transform the OCP to a Boundary-value Problem (BVP) through the optimality conditions. Typical methods of this type include the well-known indirect shooting method [2] and the novel symplectic method [5] . Although be more precise, the indirect methods often suffer from the significant numerical difficulty due to the ill-conditioning of the Hamiltonian dynamics, that is, the stability of costates dynamics is adverse to that of the states dynamics [6] . The recent development, representatively the Pseudo-spectral (PS) method [7] , blends the two types of methods, as it unifies the NLP and the BVP in a dualization view [8] . Such methods inherit the advantages of both types and blur their difference.
Theories in the control field often enlighten strategies for the optimal control computation, for example, the non-linear variable transformation to reduce the variables [9] . Recently, a new Variation Evolving Method (VEM), which is enlightened by the states evolving within the stable continuous-time dynamic system, is proposed for the optimal control computation [10] . The Partial Differential Equation (PDE), which describes the evolution of variables towards the extremal solution, is derived from the viewpoint of variation motion in typical OCPs. Using the well-known semi-discrete method in the field of PDE numerical calculation [11] , the PDEs are transformed to the finite-dimensional Initial-value Problems (IVPs) to be solved, with the mature Ordinary Differential Equation (ODE) integration methods. Because the extremums are guaranteed be the equilibrium point of the deduced dynamic system, the optimal solution will be gradually approached. However, in the work of Ref. [10] , besides the states and the controls, the costates are also introduced, which increases the complexity of the computation. In this paper, a compact version of the VEM that uses only the original variables is developed. The corresponding variation dynamic evolving equations, which may be re-presented in the PDE formulation, are derived.
Throughout the paper, our work is built upon the assumption that the solution for the optimization problem exists. We do not describe the existing conditions for the purpose of brevity. Relevant researches such as the Filippov-Cesari theorem are documented in [12] . In the following, first preliminaries that state the inspiration of the VEM are presented. Then the foundational VEM bred under this idea is demonstrated for the unconstrained calculus-of-variations problem. Next the compact VEM to solve the OCPs is established. During this course, the costate-free optimality conditions are derived, and it is proved equivalent to the traditional conditions. Later illustrative examples are solved to verify the effectiveness of the method. Besides, comparison between the evolution equation and that in Ref. [10] is presented at the end.
II. PRELIMINARIES
The VEM is a newly developed method for the optimal solutions. For a better understanding, its motivations are recalled. For a continuous-time autonomous dynamic system like
is its time derivative, and : n n → f is a vector function. Suppose that x is a asymptotically stable equilibrium point of system (1) that satisfies ( ) = f x 0, then from any initial condition 0 0
x within the stability domain D that contains x , the state x will tend to x over time t [13] . According to the Lyapunov theory, there is a continuously differentiable function :
, and then a feasible Lyapunov function can be constructed as
The dynamics given by ( ) f x determines that 0 V ≤ and x will converge to the equilibrium x . Fig. 1 sketches the trajectory of some state in the stable dynamic system and the corresponding Lyapunov function value. No matter whatever the initial condition 0 x is, as long as it falls into the stability domain D , the state x will approaches the equilibrium x gradually. In the system dynamics theory, from the stable dynamics of state x , we may construct a monotonously decreasing function ( ) V x , which will achieve its minimum when x reaches x . Inspired by it, now we consider its inverse problem, that is, from a performance index function to derive the dynamics that minimize this performance index. Consider the parameter optimization problem with performance index
where θ is the optimization parameter vector and : n h → is a scalar function. To find the optimal value θ that minimizes J , we make the analogy to the Lyapunov function and differentiate J , i.e., function h here, with respect to a virtual time τ , which is used to describe the derived dynamics.
To guarantee that J decreases with respect to τ , i.e., (5) where k is a positive constant. Under this dynamics, h will decrease until it reaches a extremum, and θ will approaches θ , the equilibrium point of system (5) , which satisfies
. This equilibrium condition is exactly the first-order optimality condition for the optimization problem (3).
A bolder idea further arises hereafter. If the optimization parameter θ can approach its optimal under the dynamics given by Eq.
(5), we can imagine a variable ( ) t x might also evolve to the optimal solution to minimize some performance index within certain dynamics. Fig. 2 illustrates the idea of the VEM in solving the OCP, and we formally introduce the virtual variation time τ , a new dimension orthogonal to the normal time t , to describe the variation evolution process. Through the variation motion, the initial guess of variable will evolve to the optimal solution. We will detail the implementation of the idea in the following. 
III. THE FOUNDATIONAL VARIATION EVOLVING METHOD
Calculus-of-variations problems may be regarded as OCPs with integrator dynamics. To start with, the foundational VEM, which was first demonstrated in Ref. [10] , is again presented for the unconstrained calculus-of-variations problem defined as Problem 1: For the following functional depending on variable vector ( )
where t ∈ is the time. The elements of y belong to 2 0
[ , ] 
Follow the idea of dynamics evolution to reduce some performance index, we anticipate that any initial guess of ( ) t y , whose elements belong to 2 0
[ , ] f C t t , will evolve to the minimum along the variation dimension. Like the decrease of a Lyapunov function, if J in Eq. (6) decreases with respect to the variation time τ , i.e., 0 J δ δτ ≤ , we may finally obtain the optimal solution. Differentiating (6) with respect to τ (even τ does not explicitly exist) produces 
where the column vectors
are the shorthand notations of partial derivatives, and the superscript " T " denotes the transpose operator. From an initial guess ( ) t y that satisfies the boundary conditions at 0 t and f t , then by enforcing 0 J δ δτ ≤ , we may set that
where K is a n n × dimensional positive matrix. The variation dynamic evolving equation (9) describes the variation motion of ( ) t y starting from ( ) t y , and it is proved that the motion is directed to the extremum [10] . It drives the performance index J to decrease until 0 J δ δτ = , and when J δ δτ = 0, this determines the optimal conditions, namely, the Euler-Lagrange equation [14] [15]
The variation dynamic evolving equation (9) may be considered from the view of PDE formulation, by replacing the variation operation " δ " and the differential operator " d " with the partial differential operator " ∂ " as
For this PDE, its right function only depends on the time t . Thus it is suitable to be solved with the semi-discrete method in the field of PDE numerical calculation. With the discretization along the normal time dimension, Eq. (11) is transformed to be IVPs with finite states. Note that the resulting IVP is defined with respect to the variation time τ , not the normal time t . In the previous work [10] , a demonstrative example is solved to verify the result.
IV. THE COMPACT VARIATION EVOLVING METHOD
In this section, we consider the following class of OCP that is defined as
subject to the dynamic equation (13) where t ∈ is the time. 
x (14) and the terminal states are free. Find the extremal solution ˆ( , )
x u that minimizes J , i.e.
In Ref. [10] , the problem is addressed by constructing an equivalent unconstrained functional problem that has the same extremum. This operation is practical but it introduces the costate vector, which has the same dimension as the state vector. To avoid the resulting complexity, here we will address Problem 2 directly. Consider the problem within the feasible solution domain o D , in which any solution satisfies Eqs. (13) and (14) . First we transform the Bolza performance index to the Lagrange type, i.e.
where t ϕ and ϕ x are the partial derivatives notated as before. Similarly we differentiate Eq. (16) with respect to the variation time (17) where t ϕ x and ϕ xx are second-order partial derivatives in the form of (column) vector and matrix, and Lemma 1 [16] : For the linear system ( )
with the initial value
is the control vector, ( ) x H u (20) where is the n m × dimensional ( , ) t s H is the impulse response function that satisfies
and ( , ) t s Φ is the n n × dimensional state transition matrix for the system from time point s to time point t .
According to Lemma 1, it may be derived that Eq. T  T  T  T  T  T  T   T  T  T  T  T  T 
By exchanging the order in the double integral, we may derive the following transformation as 
Thus, Eq. (23) may be reformulated as 
and for the terminal time as
( ) 
with respect to t . In the process, we will use the Leibniz rule [18] (
and the property of ( , )
where 1 is the n n × dimensional identity matrix. Then we have Similarly, we may use the partial differential operator " ∂ " and the differential operator " d " to reformulate the variation dynamic equations to get the following Evolution PDE (EPDE) and evolution differential equation as ( ) ( ) transformed to an IVP. The ODE integrator "ode45" in Matlab, with default relative error tolerance 1×10 -3 and default absolute error tolerance 1×10 -6 , was employed to solve the IVP. Even for this simple example, there is no analytic solution. For comparison, we thus computed the optimal solution with GPOPS-II [20] , a Radau PS method based OCP solver. We also discretized the time horizon 0 [ , ] f t t uniformly, with 61 points. Thus, a large IVP with 245 states (including the terminal time) is obtained. We still employed "ode45" in Matlab for the numerical integration. In the integrator setting, the default relative error tolerance and the absolute error tolerance are 1×10 -3 and 1×10 -6 , respectively. For comparison, the optimal solution is again computed with GPOPS-II. Fig. 7 gives the states curve in the x y relative coordinate plane, showing that the numerical results approach the optimal solution over time. For the optimal solution, the missile will intercept the target with a fairly small position error. The control solutions are plotted in Fig. 8 , and the asymptotical approach of the numerical results are demonstrated. In Fig. 9 Advantages of the EPDE over the AEPDE are listed as follows. i) The costates are not included and the evaluation on the second-order derivatives of H is avoided, which will relieve the computation burden. ii) The solution of the EPDE is more capable to reach a minimum, while the solution of AEPDE may halt at a saddle extremum. iii) Generally the EPDE requires the integration, and the differentiation, as displayed in the AEPDE, may be avoided. This is advantageous to reduce the numerical error in seeking solutions.
Regarding the disadvantages, i) currently the EPDE may only address OCPs with free terminal states. When the terminal states are constrained, which is common in the OCP formulation, it is not directly applicable. One may penalize the terminal boundary conditions in the performance index. However, this is not a satisfactory solution. ii) Moreover, it requires the initial solution to be feasible, which is also inflexible.
About the computation, both the right parts of the PDEs are only the functions of time t . This makes them suitable to be solved with the semi-discrete method in the field of PDE numerical calculation. Then they may be solved with the mature ODE integration methods. During the numerical calculation, techniques such as the Legendre-Gauss (LG), Legendre-Gauss-Radau (LGR) and
Legendre-Gauss-Lobatto (LGL) discretization, which have stronger approximation capacity, may further improve the accuracy and efficiency. The common deficiency that both equations face is the incapability to address the general state-and control-constrained OCPs. These are interesting topics for future studies. Return to the principle, since complex numerical computations are avoided, and the integration may be achieved with the simple analog circuit, the equations may provide a promising way of optimal control in the engineering.
VII. CONCLUSION
A compact version of the Variation Evolving Method (VEM) for the optimal control computation is developed. It introduces no extra variables in transforming the Optimal Control Problems (OCPs) to the Initial-value Problems (IVPs). The optimality conditions that use no information of the costates are derived and they are proved to be equivalent to the traditional optimality conditions. With the mature Ordinary Differential Equation (ODE) integration methods, the solution may reach the minimum of the OCP. Under the frame of IVP upon continuous-time dynamics, daunting task of searching reasonable step size and annoying oscillation phenomenon around the extremum, as occurs in the discrete numerical method, are eliminated. However, besides the incapacity on the general constrained OCPs, currently the method can only solve the OCP with free terminal states, and this restricts its application. Further studies will be carried out to address this issue.
