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Dans le monde de la recherche, l’analyse du signal et plus particulièrement d’image, est 
un domaine très actif, de par la variété des applications existantes, avec des problématiques 
telles que la compression de données, la vidéo-surveillance ou encore l’analyse d’images 
médicales pour ne prendre que quelques exemples. Le mémoire s’inscrit dans ce dernier 
domaine particulièrement actif.  
Le nombre d’appareils d’acquisition existant ainsi que le nombre de clichés réalisés, 
entraînent la production d’une masse importante d’informations à traiter par les praticiens. 
Ces derniers peuvent aujourd’hui être assistés par l’outil informatique.  
Dans cette thèse, l’objectif est l’élaboration d’un système d’aide au diagnostic, fondé sur 
l’analyse conjointe, et donc la comparaison d’images médicales. Notre approche permet de 
détecter des évolutions, ou des tissus aberrants dans un ensemble donné, plutôt que de tenter 
de caractériser, avec un très fort a priori, le type de tissu cherché. 
Cette problématique permet d’appréhender un aspect de l’analyse du dossier médical 
d’un patient effectuée par les experts qui est l’étude d’un dossier à travers le suivi des 
évolutions. Cette tâche n’est pas aisée à automatiser. L’œil humain effectue quasi-
automatiquement des traitements qu’il faut reproduire.  
Avant de comparer des régions présentes sur deux images, il faut déterminer où se situent 
ces zones dans les clichés. Toute comparaison automatisée de signaux nécessite une phase de 
recalage, un alignement des composantes présentes sur les clichés afin qu’elles occupent la 
même position sur les deux images. Cette opération ne permet pas, dans le cadre d’images 
médicales, d’obtenir un alignement parfait des tissus en tous points, elle ne peut que 
minimiser les écarts entre tissus. La projection d’une réalité 3D sur une image 2D entraîne des 
différences liées à l’orientation de la prise de vue, et ne permet pas d’analyser une paire de 
clichés par une simple différence entre images. Différentes structurations des clichés ainsi que 
différents champs de déformation sont ici élaborés afin de recaler les images de manière 
efficace. 
Après avoir minimisé les différences entre les positions sur les clichés, l’analyse de 
l’évolution des tissus n’est pas menée au niveau des pixels, mais à celui des tissus eux-
mêmes, comme le ferait un praticien. Afin de traiter les clichés en suivant cette logique, les 
images numériques sont réinterprétées, non plus en pixels de différentes luminosités, mais en 
motifs représentatifs de l’ensemble de l’image, permettant une nouvelle décomposition des 
clichés, une décomposition parcimonieuse. L’atout d’une telle représentation est qu’elle 
permet de mettre en lumière un autre aspect du signal, et d’analyser sous un angle nouveau, 
les informations nécessaires à l’aide au diagnostic. 
 
Cette thèse a été effectuée au sein du laboratoire LIPADE de l’Université Paris Descartes 
(équipe SIP, spécialisée en analyse d’images) en collaboration avec la Société Fenics 
(concepteur de stations d’aide au diagnostic pour l’analyse de mammographies) dans le cadre 





In the scientific world, signal analysis and especially image analysis is a very active area, 
due to the variety of existing applications, with issues such as file compression, video 
surveillance or medical image analysis. This last area is particularly active.  
The number of existing devices and the number of pictures taken, cause the production of 
a large amount of information to be processed by practitioners. They can now be assisted by 
computers. 
In this thesis, the problem addressed is the development of a computer diagnostic aided 
system based on conjoint analysis, and therefore on the comparison of medical images. This 
approach allows to look for evolutions or aberrant tissues in a given set, rather than 
attempting to characterize, with a strong a priori, the type of fabric sought. 
 
This problem allows to apprehend an aspect of the analysis of medical file performed by 
experts which is the study of a case through the comparison of evolutions. 
This task is not easy to automate. The human eye performs quasi-automatically 
treatments that we need to replicate. 
Before comparing some region on the two images, we need to determine where this area 
is located on both pictures. Any automated comparison of signals requires a registration 
phase, an alignment of components present on the pictures, so that they occupy the same 
space on the two images. Although the characteristics of the processed images allow the 
development of a smart registration, the projection of a 3D reality onto a 2D image causes 
differences due to the orientation of the tissues observed, and will not allow to analyze a pair 
of shots with a simple difference between images. Different structuring of the pictures and 
different deformation fields are developed here to efficiently address the registration problem. 
After having minimized the differences on the pictures, the analysis of tissues evolution 
is not performed at pixels level, but the tissues themselves, as will an expert. To process the 
images in this logic, they will be reinterpreted, not as pixels of different brightness, but as 
patterns representative of the entire image, enabling a new decomposition of the pictures. The 
advantage of such a representation is that it allows to highlight another aspect of the signal, 
and analyze under a new perspective the information necessary to the diagnosis aid. 
 
 
This thesis has been carried out in the LIPADE laboratory of University Paris Descartes 
(SIP team, specialized in image analysis) and in collaboration with the Society Fenics 
(designer of diagnosis aid stations in the analysis of mammograms) under a Cifre convention. 
The convergence of the research fields of those teams led to the development of this 
document.
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L’analyse d’images médicales est un domaine très actif de l’analyse d’images numériques 
par ordinateur. La détection et la caractérisation d’anomalies sont des sous-catégories 
importantes de ce domaine. La diversité des appareils d’imagerie, la complexité 
d’interprétation de ces images ainsi que leur multiplicité génèrent une charge de travail 
importante pour ceux qui doivent les interpréter. Pour traiter cette masse d’informations, les 
médecins peuvent aujourd’hui utiliser des systèmes d’aide au diagnostic (CAD : Computer 
Aided Diagnosis). Cette analyse produite automatiquement a pour but de faciliter le 
diagnostic posé par le praticien, de le rendre le plus objectif et le plus fiable possible en 
intégrant au mieux les sources d’informations disponibles.  
 
 
1.1  Le contexte de la thèse 
 
Cette thèse a été effectuée dans le cadre d’un contrat Cifre, elle a impliqué conjointement 
le laboratoire LIPADE de l’Université Paris Descartes et la société Fenics. Cette société a été 
créée, en 2003, pour développer un service d’aide au diagnostic du cancer du sein destiné aux 
radiologues et cancérologues. Le passage aux mammographies numériques a permis l’essor 
de solutions informatisées. 
La société Fenics est spécialisée dans le développement de solutions logicielles de pointe 
destinées au marché de l’interprétation des images médicales, et plus précisément dans le 
domaine de la mammographie (Système d’Aide au Diagnostic/CAD). La gamme de produits 
Fenics comprend : 
- Une solution pour l’optimisation du flux de dépistage organisé, 
- Une console de diagnostic intuitive et de haute performance, 
- Une solution innovante pour l’aide au diagnostic (CAD), 
- Un réseau d’expertise en mammographie. 
- Un système d’informations 
 
Première cause de mortalité chez les femmes de 35 à 70 ans, le cancer du sein touche 
aujourd'hui en moyenne une femme sur dix en France. Tous les pays riches ont mis en place 
des programmes de dépistage systématique des cancers du sein chez la femme de 50 à 74 ans 
(120 millions de femmes concernées, dont 8 millions en France). La détection précoce de ces 
pathologies conditionne l’efficacité du traitement. La mammographie est, à l’heure actuelle, la 
technique la plus performante et la plus reproductible pour le diagnostic précoce du cancer du 
sein. Les campagnes de dépistage du cancer du sein génèrent un nombre important de dossiers 
à analyser. Cette détection est délicate et fastidieuse pour l’expert humain qui s’appuie sur sa 
vision et son expérience. L’élaboration d’un système d’aide au diagnostic permettrait de 
distinguer les zones saines du cliché, des zones présentant une anomalie potentielle, et donc 
de faciliter le travail de l’expert. 
La mammographie est une image radiologique bidimensionnelle. Sur une 
mammographie, on peut observer le mamelon, le muscle pectoral (pour les incidences 
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obliques), du tissu fibro-glandulaire, le réseau vasculaire, les canaux lactifères et d’autres 




Figure 1.1 – Coupe d’un sein, vue anatomique 
 
 
Un examen mammographique comporte deux ou trois incidences par sein. Une femme va 





à gauche, une paire bilatérale en vue craniocaudale (CC),  
à droite une paire bilatérale en vue médiolatérale oblique (MLO) 




     
 
Figure 1.3 – Série temporelle d’une vue médiolatérale oblique du  
sein gauche d’une patiente à t0 et t0 + 1 an 




Un tel examen a pour but de détecter l’apparition de certaines structures. Suivant la 
classification ACR (American College of Riadiology), les indicateurs d’une anomalie 
médicale d’une mammographie sont les microcalcifications qui sont de petits dépôts 
calciques, les opacités régulières ou stellaires (zone plus claire dans l’image due à des tissus 
plus denses dans cette région), et les distorsions architecturales, c’est-à-dire des zones où les 
tissus du sein n’apparaissent pas régulièrement répartis (cf Fig. 1.4). 
 
 
                     
 
Opacité Microcalcifications Distorsion architecturale 
 
Figure 1.4 – Exemples d’anomalies tissulaires dans le cadre d’une mammographie 
 
 
Au début de cette thèse, le logiciel DiagnumLook de Fenics permettait l’affichage 
complet du dossier de mammographies d’une patiente, la segmentation des tissus du sein en 
zones cohérentes, sans pour autant les caractériser. L’objectif principal est de proposer une 
détection des zones à risques. Pour arriver à ce résultat, différents types de travaux ont dû être 
réalisés (détection de primitives anatomiques, structuration des données des images, recalage, 
comparaison …). Cette thèse regroupe l’ensemble de ces travaux qui permettent la détection 
de zones à risques. Ces zones devront ensuite être qualifiées comme anomalies avant d’être 
classées selon leur dangerosité. Pour cela, deux thèses ont été envisagées dans le cadre de la 
société Fenics, l’une en traitement d’image et l’autre dans le domaine de la fusion des 
informations (images et textes contenus dans le dossier patient).  
Le travail de recherche présenté dans ce document se trouve du côté du traitement des 
images avec l’objectif de fournir à la seconde thèse des informations sur les zones 
potentiellement à risque dans le but de les qualifier. 
 
 
1.2  La méthodologie 
 
Une des règles que nous nous sommes fixés est de ne pas limiter notre réflexion au seul 
problème des mammographies mais de l’étendre à l’étude de tissus mous dans lesquels 
peuvent apparaître des zones pathologiques. Les travaux du monde de la recherche sur les 
problématiques de recalage sont très nombreux. On peut citer comme applications la détection 
de la formation de tissus anormaux au niveau d'organes "mous" tels que le foie [Son10], les 




Trouver une zone suspecte peut être réalisé à partir de la caractérisation des tissus sains et 
de celle des tissus pathologiques. Le problème peut prendre deux formulations : 
 
- On peut considérer une phase de segmentation de l’image, puis chaque zone est 
labélisée.  
- On peut aussi chercher à extraire des zones ayant des caractéristiques spécifiques 
dans l’image (cf Fig 1.5). On peut citer des méthodes qui ont été développées pour 






Figure 1.5 – Chaîne générale de la détection d’anomalies 
 
 
Dans les travaux de recherche présentés dans cette thèse, nous avons décidé d’étudier un 
autre type d’approche, une approche permettant de tirer profit de la présence du dossier d’un 
patient qui, bien souvent, contient des images antérieures de la même zone. Le problème 
devient alors un problème de comparaison de deux images et de recherche des différences. 
D’où un travail en deux temps. En effet, deux clichés vont obligatoirement présenter de 
nombreuses différences, même dans le cas monomodal. Pour un couple de clichés donnée, il 
faut donc analyser les images afin de réaligner ce qui les compose. Une fois que chaque entité 
formant les tissus observés sur l’image occupe le même espace dans les deux clichés, une 




L’approche que nous avons choisie dans cette thèse est d’élaborer un cadre 
méthodologique permettant de recaler des images de tissus et permettant la détection de 
l’évolution tissulaire. L’analyse vise à localiser l’ensemble des anomalies possibles de 
manière à fonctionner comme un indicateur pour l’utilisateur du CAD, mettant en évidence 


















Etape 1 – Recalage Etape 2 – Analyse conjointe 
 
b- Exemple des mammographies 
 
Figure 1.6 – Etapes de la méthodologie élaborée pour l’analyse conjointe d’images médicales 
 
 
Plusieurs approches sont possibles pour traiter automatiquement l’information. On peut 
mettre en œuvre des boîtes noires qui tentent de reproduire le plus fidèlement possible les 
résultats obtenus par des experts ou bien on peut essayer de reproduire le mode de 
raisonnement des experts eux-mêmes. Dans cette thèse, les différentes méthodes élaborées 
s’inspirent du processus humain pour analyser et regrouper les données. Nous avons eu la 
chance, au sein de la société Fenics, de côtoyer des praticiens et de discuter avec eux de leur 
mode d’observation des images et de prise de décision. Lorsqu’un praticien examine un 
patient, il regarde l’ensemble du dossier médical, et ne compare pas une image isolée à un 
modèle empirique ou un modèle qui aurait été proposé dans la littérature. La nature des 
évolutions au cours du temps des différentes zones dans un organe, l’ampleur de cette 
évolution, ainsi que la vitesse d’apparition ou de croissance d’une zone, sont des données 
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cruciales pour poser un diagnostic. Ces informations ne peuvent donc pas être ignorées dans 
le traitement automatique d’images médicales.  
 
Par ailleurs, le praticien dispose d’images acquises selon différentes modalités pour un 
même organe et le suivi des patients génère donc de nombreuses images qui sont contenues 
dans le dossier de chaque patient. En étudiant conjointement plusieurs images représentant la 
même partie du corps, issues du même système d'acquisition ou non, l’analyse automatique 
sera fondée sur un contexte d'interprétation plus riche, s’appuyant sur la comparaison ou la 
fusion d’informations, et sera donc plus pertinente. Cette thèse a pour objectif de compléter 
un système CAD complet permettant l’analyse conjointe d’images de mammographies, telle 
qu’un praticien pourrait la faire, afin de caractériser l’état d’une patiente. 
 
 
Une telle approche pose de nombreux problèmes. Les évolutions entre deux clichés 
peuvent être dues au cadrage de l’image, à l’orientation des appareils, à un réglage différent 
des appareils, alors que les seules différences que l’on souhaite observer sont les évolutions 
tissulaires du patient. Pour qu'une telle analyse conjointe puisse être rendue automatique, les 
différents éléments constituant l’image doivent avoir la même position sur les différents 
clichés. A cette fin, il est nécessaire d'effectuer un recalage des images, c'est à dire 
d’appliquer différentes transformations à une des images afin de supprimer les différences de 
luminosité, de cadrages, d’orientation, ou encore les déformations dues à des contraintes 
mécaniques que l’objet observé aurait pu subir. Ces transformations ne doivent pas masquer 
les évolutions que l’on souhaite détecter par la suite. Le recalage des tissus mous est un 
problème complexe, d’autant plus lorsque le résultat doit être produit rapidement comme 
support d’aide au diagnostic attendue par le praticien. 
Après cette étape d’alignement, ou plus précisément, de minimisation des décalages 
observables entre composantes identiques sur deux images, l’analyse conjointe ne peut se 
limiter à une simple différence entre images. Les différences dues à l’évolution normale des 
tissus ou encore venant de la projection d’une réalité 3D sur une image en 2D suivant un 
angle légèrement différent, entraînent des différences entre les images que le recalage ne 
supprime pas toujours et qui se mélangent aux différences significatives entre tissus. Une 
comparaison pixel à pixel est donc peu pertinente. Dans cette thèse, l’analyse conjointe a pour 
objectif d’analyser une image afin de déterminer s’il y a présence de tissus anormaux sur cette 
image analysée, et où se situe cette anomalie en fonction des images déjà acquises du même 
organe. Pour atteindre cet objectif, la représentation des images sera modifiée pour assurer 
une meilleure focalisation sur les objets d’intérêt. Les images subiront une décomposition 
mieux adaptée, permettant l’utilisation d’entités génératrices du signal, entités plus 
signifiantes que le pixel et son niveau de gris. Cette représentation permet d’obtenir une 
classification plus signifiante des éléments constitutifs de l’image. 
L’analyse automatique d’un dossier d’images médicales comprend donc deux 
problématiques principales : le recalage et l’analyse conjointe des clichés.  
 
Nous nous intéressons à l’analyse des tissus mous, c’est-à-dire tous les tissus ou 
ensemble de tissus humains excepté les os. L’évolution naturelle des tissus et les contraintes 
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mécaniques (position du corps, respiration…) qu’ils subissent durant la capture de l’image 
entraînent des évolutions et des déformations de leur aspect. Dans le cadre d’images 
médicales, la finalité de nos travaux n’est pas de rendre les images identiques après recalage, 
mais d’étudier les différences significatives qui subsisteront et permettront la localisation ou 
le suivi d’une anomalie. Il faut pouvoir différencier les changements de forme, liés à la nature 
des tissus ou au système d'acquisition, et les changements de forme pouvant être liés à des 
évolutions fondamentales dans le tissu.  
 
 
1.3  Organisation du document 
 
Nous présentons dans le second chapitre de cette thèse une analyse bibliographique 
permettant d’appréhender les différents axes de réflexion ayant permis l’élaboration de la 
méthodologie présentée. Après avoir rappelé les principes généraux de l’analyse et de la 
représentation d’un signal, et plus particulièrement d’une image, nous traiterons du recalage 
des images, des différentes méthodologies existantes en mettant en évidence leurs atouts et 
leurs limites par rapport à notre cadre applicatif. La dernière section de ce chapitre est 
consacrée à la décomposition parcimonieuse du signal, permettant sa réinterprétation grâce à 
une nouvelle représentation.  
 
Dans le chapitre 3, nous analysons les spécificités liées au problème du recalage des 
tissus mous et nous présentons la méthodologie que nous avons conçue permettant de 
distinguer entre les déformations simplement liées aux images et celles liées au patient et que 
l’on veut observer. Dans une seconde partie nous montrons comment cette méthodologie peut 
être appliquée au cas spécifique des mammographies, les méthodes ainsi élaborées sont 
appliquées et évaluées afin d’envisager l’intégration d’une telle approche dans le CAD. 
 
Le chapitre suivant traite de l’analyse d’un couple d’images à l’aide d’une décomposition 
parcimonieuse du signal. Après avoir défini le cadre méthodologique d’une décomposition 
parcimonieuse, nous présentons les différentes méthodes mises au point, utilisant les atouts 
d’une telle représentation. Une étude est menée montrant l’impact des paramètres de ces 
approches. Le choix de l’ensemble de référence, les caractéristiques des nouvelles entités 
permettant de reconstituer les images, la mesure de similarité permettant de délimiter les 
ensembles d’entités constitutives, sont des paramètres cruciaux pour la mise en évidence de 
zones de l’image représentant des tissus ayant fortement évolué. Là encore nous appliquons la 
méthode sur des couples d’images temporelles de mammographies recalées, nous fixerons les 
paramètres en fonction des caractéristiques du recalage. 
 
Le dernier chapitre regroupe les conclusions et analyses découlant de ce travail, l’apport 
des méthodes, et du processus global effectué sur les dossiers traités. Les perspectives 
découlant de l’ensemble des recherches effectuées durant cette thèse concluent ce document. 
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Ce chapitre regroupe les points importants de la littérature concernant trois axes de 
recherche : les échelles d’observation utilisées en analyse d’images, les problématiques de 
recalage d’images et leurs analyses par décomposition parcimonieuse. 
 
La première section traitera des échelles d’analyse possible. On entend ici par échelle, le 
choix et la taille des éléments que l’on étudie. En effet, tout traitement d’image peut être 
fondé sur une analyse de pixels ordonnés ou non, d’un ensemble de pixels formant par 
exemple une droite ou une courbe, ou même une surface. Ce choix permet la sélection 
éclairée des primitives significatives relativement à un problème donné, dans notre cas deux 
études différentes sont envisagées, le recalage et l’analyse conjointe d’images médicales, 
l’application concernant plus particulièrement les images de mammographies. 
La deuxième section abordera donc le problème du recalage. Après une présentation 
générale des méthodes de la littérature, nous soulèverons les problématiques existantes et les 
axes de recherche qui en découlent. Nous discuterons ensuite des limites de ces méthodes 
dans le cadre applicatif traité dans ce document : l’analyse d’images médicales, et plus 
particulièrement les images de tissus mous. 
La troisième partie traite de l’analyse par décomposition parcimonieuse d’un signal. 
Après une présentation générale du principe de la décomposition parcimonieuse, et un rappel 
des méthodes explorées dans la littérature, nous ferons un point sur l’utilisation de la 
parcimonie dans le monde de l’imagerie médicale. 
 
L’objectif de cet état de l’art est de positionner les recherches présentées dans cette thèse, 
mais également d’élaborer un cadre méthodologique adapté à notre problématique et à la 
réalité pratique de notre cadre applicatif. 
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2.1  Image et représentation de l’information 
 
En informatique, une image est un signal numérique 2D. Une image peut être interprétée 
comme une matrice 2D de valeurs lumineuses ou de couleur. Une telle interprétation permet 
de représenter une image de différentes manières. En effet, les images peuvent être vues 
comme un ensemble de pixels, caractérisés par leur intensité lumineuse variable, représentant 
une scène concrète ou abstraite. Elles peuvent être modélisées comme une fonction f dont les 
valeurs f(x,y) varient selon les coordonnées spatiales. Une image est également un signal 2D, 
ou encore un ensemble de textures ou motifs agencés d’une manière spécifique permettant de 
décrire la scène. Ces différents points de vue sont autant de bases de représentation. Elles vont 
mettre en avant différents types d’informations qui conduisent à différents types d’analyse des 
images numériques. 
 
Les méthodes d’analyse ou de comparaison d’images ont une base commune : la 
caractérisation des images que l’on veut étudier, que cette caractérisation soit globale ou 
locale. Cette caractérisation passe par une analyse à l’échelle des pixels (histogrammes, 
matrices de cooccurrence), des formes (attributs géométriques) ou encore des régions (motifs, 
textures). A travers la présentation des propriétés de ces différentes échelles d’analyse, nous 
justifierons les choix effectués pour l’analyse et la comparaison d’images médicales, qui dans 
notre cadre applicatif sont des mammographies. Ce choix est naturellement guidé par la 
nature des images, mais également par la nature du résultat recherché.  
 
Notons qu’aucune méthode de classification ou de comparaison n’est infaillible. Même le 
cerveau humain peut avoir du mal à trancher entre deux classes quand il observe certaines 




Figure 2.1 – Duck-Rabbit 
publié en 1892 dans un journal satirique munichois Fliegende Blätter (auteur inconnu) 
 




2.1.1  Analyse à l’échelle du pixel  
 
Une image I est un ensemble A de pixels. Une possibilité pour caractériser I est de 
considérer les éléments de A sans prendre en compte une notion d’ordre ou d’agencement. 
Des notions statistiques telles que la moyenne, la variance, l’écart type ou la covariance sont 
des outils basiques très utilisés. De ces notions découle tout un ensemble d’outils. Le critère 
de Woods [Woo92], le rapport de corrélation [Roc98] ou l’information mutuelle (pour ne citer 
que les plus connues) sont des outils de mesures fondés sur le dénombrement et les 
proportions de pixels de différentes intensités lumineuses.  
En premier lieu, une image peut être caractérisée par l’histogramme des niveaux de gris. 
L’histogramme représente le nombre d’occurrences de chaque nuance de gris (ou de 
l’intensité de chaque couleur primaire de l’image). Dans l’histogramme, toute information sur 
la distribution spatiale des pixels est perdue. Néanmoins, l’histogramme peut être utilisé 





Figure 2.2 – Segmentation d’un objet basé sur le calcul de l’histogramme des niveaux de gris  
 
 
Ces attributs ne donnent pas d’informations sur l’emplacement ou l’organisation des 
différentes couleurs. De plus, deux images très différentes peuvent avoir le même 
histogramme (cf Fig 2.3), où deux ensembles différents (objet et fond de l’image par 












Figure 2.3 – Deux images ayant le même histogramme des niveaux de gris 
 
 
Le défaut des méthodes reposant sur l’histogramme est la pauvreté des informations que 
l’on peut extraire à cette échelle, une image étant bien plus qu’un "sac" de pixels sans 
organisation spécifique. Certains outils prennent en compte différentes formes de relations 
entre pixels (intensité ou position) comme les matrices de cooccurrence par exemple 
introduites par Haralick [Har73]. Une matrice de cooccurrence mesure la probabilité 
d’apparition des paires de valeurs de pixels situés à une certaine distance l’un de l’autre dans 
l’image. 
 
Soit I une image codée sur m niveaux de gris. Soit         la position d’un pixel de I, 
et           un vecteur. La matrice de cooccurrence    est une matrice     dont 
l’élément       indique le nombre de paires de pixels séparés par   et qui ont pour valeur de 
niveaux de gris i et j respectivement. 
 
              {              






Image traitée Matrice de cooccurrence t=(1,0) 
 
Figure 2.4 – Exemple d’une matrice de cooccurrence 
 




Haralick a généralement choisi pour vecteurs de translation, des vecteurs de norme unité 
dans toutes les directions. Il prend ainsi en compte les translations d’un pixel vers l’un de ses 
huit plus proches voisins. Les huit matrices de cooccurrence obtenues sont alors normalisées 
par le nombre total de paires de pixels considérées, puis sommées pour obtenir une matrice M. 
Elle permet d’estimer des propriétés des images relatives à des statistiques de second ordre. 
Les paramètres étudiés sur une telle matrice sont les paramètres de base (contraste, 
homogénéité…). Mais il a été prouvé [Con80] que ces paramètres sont très corrélés entre eux 
et que l’utilisation de seulement cinq d’entre eux suffit à donner de bons résultats de 
classification : homogénéité, contraste, corrélation, entropie et homogénéité locale. 
 
Ces méthodes caractérisent une image à partir de sa constitution ou de l’organisation des 
éléments constitutifs qui la composent. Ce type d’analyse permet de caractériser une image 
globalement ou localement. Pour qu’une méthode de classification puisse être élaborée à 
partir de ces méthodes, les variations intra-classe doivent être faibles. Dans un cadre applicatif 
comme l’imagerie médicale où on essaie d’extraire des zones (organes, tissus texturés) 
particulières, les variations inter-patients sont telles, qu’il n’est pas souvent possible de 
sélectionner des seuils pour les différents paramètres calculés permettant de classifier chaque 




2.1.2  Analyse de contours 
 
L’analyse de formes est la description d’une image par la recherche des différentes 
régions qui la composent, ou par la forme du contour de ces dernières. Cette analyse passe par 
une phase de délimitation des objets, appelée segmentation. On distingue les approches 
contours et les approches régions. 
La segmentation par frontières est basée sur le fait qu’il existe une transition observable 
entre les différents objets (cf Fig 2.5).  
 
 
                
 
Une image Détection des contours  
 (Sobel)  
 
Figure 2.5 – Détection de contours 
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Une fois le contour extrait, l’étude de la zone peut se baser sur l’aire de l’intérieur du 
contour, le périmètre, l’enveloppe convexe, l’allongement, la concavité, ou encore d’autres 
outils, comme la représentation par moments géométriques : 
 
     ∬  





L’expression est ici donnée dans un domaine continu et l’intégration se fait sur 
l’ensemble de la surface S intérieure au contour étudié.  
 
Le moment d’ordre 0 donne l’aire de l’objet, les moments d’ordre 1 caractérisent son 
centre de gravité et ceux d’ordre 2 les paramètres de l’ellipsoïde d’inertie. 
Une transformation peut également être appliquée sur le contour extrait. Celui-ci sera 
alors caractérisé par un vecteur de coefficients qu’il suffira par exemple de comparer à une 
liste de vecteurs modèles. Le contour peut ainsi être transformé à l’aide du codage de 
Freeman en chaînes de Freeman. Ce type de codage permet d’obtenir une description en une 






Codage du chemin de A à B :     2 2 1 6 7 7 2 2 2 0 0 0 0 6 4 4 5 0 
Figure 2.6 – Codage de Freeman, invariant par translation 
 
 
D’autres méthodes de codage sont très répandues comme les signatures de contour. Une 
forme est par exemple caractérisée par une fonction qui indique la distance entre chaque point 
du contour, indicé par son ordre sur le contour, et le centre de gravité de la forme. 
Enfin, nous pouvons citer le descripteur de Fourier. Il caractérise un contour fermé de 
contour   à partir de   points du contour équi-répartis. Leurs positions en   et   génèrent 
deux courbes     ,      que l’on peut aussi combiner :                     . On appelle 
alors descripteurs de Fourier, les coefficients de la transformée de Fourier discrète C de c : 
La fonction   peut être décomposée en série de Fourier (si le contour est un contour fermé) : 
 
      
 
 
  ∑                           (2.3) 
où v ∊ [ -N/2 +1 ; N/2] 
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Ce descripteur permet de mettre en avant différentes propriétés du contour : 
- C(0) est le centre de gravité,  
- Si C(0) = 0, la description est invariante par translation, 
- Si pour tout v   1, C(v)= 0, la forme est un cercle de rayon C(1), 
- La normalisation par |    | rend la forme invariante par homothétie, 
- Les valeurs v > 0 indiquent une déformation vers l’extérieur du contour, 
- Les valeurs v < 0 indiquent une déformation vers l’intérieur du contour, 
- … 
 
De nombreux outils permettent de caractériser un contour et d’effectuer des 
comparaisons, que ce soit pour identifier un objet inconnu ou comparer deux objets. Les 
caractéristiques des images utilisées dans notre cadre applicatif (des mammographies) ainsi 
que les caractéristiques de l’ensemble recherché (tissu anormal dans le sein) mais aussi plus 
généralement les caractéristiques de formes pas assez contrastées pour permettre l’extraction 
d’un contour, ne nous permettent pas l’utilisation de l’analyse des formes. En effet, on ne peut 
analyser la forme d’un objet qui n’est pas encore segmenté. De plus si certains objets, tel un 
papillon au repos ou une feuille d’arbre sans vent, peuvent être très bien caractérisés par leurs 
contours, ce n’est pas toujours le cas pour la projection en 2D d’une anomalie tissulaire dont 
la frontière reste incertaine. 
Bien qu’il soit possible de poser un diagnostic à partir du contour d’une zone, 
l’élaboration du diagnostic repose sur un ensemble d’informations plus riche en incluant des 
informations concernant la caractérisation des tissus, tissus qui se distinguent par des 
variations lumineuses propres. L’organisation des niveaux de gris et les structures que cela 
représente sur le cliché doivent être incluses dans l’étude. 
 
 
2.1.3  Analyse de régions 
 
Dans ce paragraphe, nous envisageons des analyses utilisant un sous-ensemble de 
l’image. Ce sous-ensemble n’est pas un "sac" d’intensités sans ordre, mais représente une 
surface organisée de variations lumineuses. L’analyse d’une image peut s’effectuer 
globalement, mais également région par région. Pour une telle analyse on trouve dans la 
littérature différentes méthodologies.  
L’analyse de régions peut reposer sur les mêmes principes que l’analyse de l’image à 
l’échelle du pixel. Dans ce cas, l’analyse est effectuée localement. Soit A, l’ensemble des 
pixels d’une image I, une région est un sous-ensemble de pixels connexes de l’ensemble A. 
Elle peut être carrée, circulaire, ou de toute autre forme pour une étude locale régulière. Les 
formes régulières vont permettre de générer un vecteur de descripteurs locaux, une forme plus 
complexe pré-segmentée permet d’analyser un ensemble cohérent, comme par exemple une 
zone texturée. Les différentes régions constituant l’image peuvent être regroupées durant une 
phase de classification. Les résultats locaux ainsi récupérés permettent d’obtenir une « carte » 
de la composition de l’image et donc de définir au mieux les sous-ensembles constitutifs de 
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l’image. On peut citer des méthodes comme la croissance de régions ou la méthode par 
division et fusion.  
D’autres méthodes plus complexes existent et intègrent davantage l’organisation des 
variations lumineuses, comme les transformées ou les champs de Markov ou l’analyse fondée 
sur l’étude de motifs dans l’image. 
 
 
Analyse temps fréquence 
 
Une image, tout comme un son, peut être analysée comme un signal S dont les valeurs 
prises évoluent (au cours du temps pour le son, ou suivant la position dans une image).  Un 









 Image I Signal S 
 
b – Représentation d’une image sous forme de signal 
 
Figure 2.7 - Représentation d’un signal 
 
 
Nous nous intéressons plus particulièrement aux images. Le signal 2D étudié (image en 
noir et blanc, un pixel est caractérisé par 8 bits) peut être représenté comme une fonction f 
telle que : 
 
f :  ℕ x ℕ  →  [0,255] (2.4) 
 (x,y) → f(x,y) 
où x et y donnent les coordonnées d’un pixel de l’image, 
 f(x,y) représente l’intensité lumineuse en ce point. 




Avec ce type de représentation, les analyses effectuées sont celles du domaine de 
l’analyse du signal. Elles sont basées sur la décomposition de l’intensité du signal. Les 
analyses fréquentielles telles que la transformée de Fourier ou les transformées en ondelettes 
sont très répandues. Ces transformées, très utilisées dans la décomposition de signal pour 
obtenir une représentation parcimonieuse, sont détaillées dans la section qui est consacrée à ce 
type d’analyse (paragraphe 2.3). 
 
 
Motifs et textures 
 
L’objectif de l’analyse à l’échelle d’un motif ou d’un élément de texture est de prendre en 
compte l’organisation des variations spatiales dans l’image en plus de l’intensité lumineuse.  
Dans ce document, nous définissons un motif comme un ensemble de pixels connexes de 
forme fixe (carré, disque, …). Pour ce qui est des textures, il n’existe pas de définition 
mathématique reconnue par tous. Une texture implique l’idée d’homogénéité et de répétitivité 
dans l’image afin de former la surface ou la structure interne de « l’objet » (au sens large) 
observée sur l’image. Maitre l’a définie comme suit [Mai03] : 
 
 « Une texture est un champ de l’image qui apparaît comme un domaine cohérent et 
homogène, c’est-à-dire formant un tout pour un observateur. » 
 
Nous utiliserons comme définition de texture celle de Haralick [Har79] :  
 
«  Une texture est décrite par un ensemble de base de primitives (ou motifs) ainsi que par 
leur organisation spatiale. » 
 
La caractérisation locale de tous les motifs constituant une image peut donc permettre de 
délimiter les différents ensembles cohérents, ou textures, d’une image, et ainsi localiser et 
délimiter les différents constituants d’une image. Une base de motifs peut décrire un type de 
texture quand on associe à ces motifs des règles d’agencement. Différentes bases peuvent 
permettre d’effectuer une classification et même une segmentation des différents phénomènes. 
Une telle base est appelée un dictionnaire. Un exemple de décomposition du signal dans une 
nouvelle base permettant la séparation d’images est illustré dans [Pey07]. 
 
 
2.1.4  Conclusion 
 
De ce paragraphe, il ressort que l’échelle et le type de primitives extraites ou analysées 
sont des choix cruciaux. Certaines images ou certaines applications ont des particularités qui 
doivent guider nos choix. Dans le cadre applicatif de l’imagerie médicale et plus 
spécifiquement des tissus mous, en particulier l’analyse conjointe de mammographies, le 
choix des primitives à rechercher pour effectuer le recalage des images tout comme l’échelle 
d’analyse choisie pour le traitement conjoint est un point crucial. Ce ne sont pas 
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nécessairement les mêmes primitives qui sont adaptées à la résolution de ces deux problèmes. 
Les paragraphes suivants de ce chapitre rappellent les différentes orientations permettant de 
traiter ces problématiques. L’analyse des travaux antérieurs et des spécificités des images que 
nous traitons, nous permettront de faire un choix éclairé pour le traitement des différentes 









2.2  Recalage 
 
Soit un couple d’images (I,J) représentant le même objet pris sous des angles différents 
et/ou à des moments différents et/ou avec des appareils différents. Le recalage est un 
traitement numérique qui consiste à "transformer" l’image J pour superposer chaque structure 
qui la compose avec celles de l’image I. Par "transformer" on entend différents traitements 
visant à supprimer les différences de luminosité, de cadrage, d’orientation, ou encore les 
déformations dues à des contraintes mécaniques que l’objet observé aurait pu subir. La 
superposition fait correspondre les entités communes présentes sur les deux clichés. Cette 
opération offre de multiples possibilités telles que la comparaison automatique de deux 
images ou encore la création d’une mosaïque formée de plusieurs images contiguës pour 
constituer un panorama. 
 Dans le cadre de l’imagerie médicale, l’outil informatique permet une aide au diagnostic 
fondée sur l’analyse d’une ou plusieurs images. Pour qu'une telle analyse conjointe puisse être 
rendue automatique et repose sur des mesures quantitatives, les différents éléments 
constituant l’image doivent avoir la même position sur les différents clichés. A cette fin, il est 
souvent nécessaire d'effectuer un recalage des images. 
La diversité des domaines d’application possibles, et la variété des déformations, font du 
recalage un problème très ouvert dans le domaine de la recherche et donc étudié sous 
différents points de vue. Nous nous intéresserons au recalage des tissus mous. Le recalage des 
tissus mous est un problème complexe, d’autant plus lorsque le traitement doit produire 
rapidement l’aide au diagnostic attendue par le praticien. Ces différents aspects sont pris en 
compte dans l’orientation critique de l’état de l’art que nous présentons ici. 
 
Après avoir précisé la définition de l’opération de recalage, nous aborderons dans ce 
chapitre les différentes voies explorées dans le cadre du recalage en général puis du recalage 
d’images médicales en particulier, afin de positionner nos travaux et de mettre en lumière les 
possibilités et les limites de ce type de traitement. Les méthodes existantes étant presque aussi 
nombreuses que les applications imaginables, nous mettrons en avant les différentes 
catégories de méthodes, leurs spécificités, afin de déterminer un cadre méthodologique précis 




2.2.1  Définition et terminologie 
 
Dans l’état de l’art dressé par Lisa Brown [Bro92], la problématique et la définition du 
recalage d’images sont les suivantes : 
 
 
“ The registration problem is the task involved in finding the optimal spatial and intensity 
transformations so that the images are matched with regard to the misregistration source. 
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The intensity transformation is frequently not necessary, except, for example, in cases where 
there is a change in sensor type or where a simple look up table determined by sensor 
calibration techniques is sufficient. ” 
 
 
 “ Image registration can be defined as a mapping between two images both spatially and 
with respect to intensity. If we define these images as two 2-dimensional arrays of a given size 
denoted by I and J where I(x,y) and J(x, y) each map to their respective intensity values, then 
the mapping between images can be expressed as: 
 
J (x,y) = g(  I( f(x,y) )  ) (2.5) 




L’image I, utilisée comme modèle, est appelée image de référence. L’image J qui va subir 




 Image Image Images  
 référence traitée superposées 
 
Figure 2.8 – Comparaison d’images avant (a) et après recalage (b) 
 
 
Recaler revient donc à estimer une transformation optimale t0 permettant, à partir de 
l’image référence I, d’appliquer une transformation (spatiale et/ou intensité lumineuse) à 
l’image traité J afin que les éléments qui composent ces images aient les mêmes coordonnées. 
Ces transformations sont généralement choisies parmi un ensemble restreint de 
transformations T. La problématique a été formulée mathématiquement dans [Bro92]. La 
fonction S représente une mesure de similarité entre deux images, et argmax correspond à la 
stratégie adoptée pour la résolution. 
 
t0 =   argmax t  T    S (  I  ,  t(J)  ) (2.6)   
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Cette formulation met en évidence les axes à étudier lorsque l’on veut concevoir une 
méthodologie pour le recalage. Les images I et J, leur nature, leurs points communs et leurs 
différences conditionnent les différents éléments de cette formule. Le recalage sera donc 
fortement dépendant de la relation existant entre les images I et J. La mesure de similarité S 
est également centrale. Une mesure de similarité permet une comparaison, mais encore faut-il 
définir ce qui doit être comparé dans les images. Les autres paramètres de cette formule sont t 
et T.  
On peut déjà remarquer que l’ensemble des paramètres sont dépendants les uns des 
autres. Le choix de l’ensemble des transformations possibles T, tout comme la mesure de 
similarité S, va dépendre de la relation entre I et J, et des a priori intégrés au processus. Ces 
paramètres entraînent une grande variété de traitements, allant de paire avec une très grande 
variété d’images pouvant être traitées par un tel processus.  
 
Dans les sections suivantes, nous présentons un état de l’art sur les méthodes de recalage 
en axant la réflexion sur ces questions. Nous considèrerons d’abord le cas général, puis plus 




2.2.2  Paramètres et champ de déformation 
 
La diversité des images à recaler, la variabilité des déformations pouvant relier deux 
images, ainsi que le bruit présent sur les images, font qu’il est impossible de concevoir une 
méthode de recalage universelle. Chaque méthode doit prendre en compte le type de 
déformation présumé ainsi que le bruit présent et enfin la précision nécessaire à la 
comparaison des images ou à l’application qui en sera faite. 
Les domaines applicatifs pouvant profiter des avantages d’une étape de recalage, dans le 
but d’effectuer une analyse conjointe d’images de manière automatisée, sont très nombreux. 
On rencontre des applications dans le cadre du suivi d’objet [Hei99], utile pour la surveillance 
vidéo [Kim05] par exemple ; ou dans la reconstitution de panorama par mosaïques d’images 
[Gos05], technique utilisée pour agencer des photos satellite ; et également dans l’élaboration 
de systèmes d’aide au diagnostic en imagerie médicale [Mod04]. L’ouvrage [Gos05] regroupe 
les avancées du recalage pour diverses applications, que ce soit en 2D ou en 3D. 
 
Le nombre croissant de publications sur ces problématiques, depuis plus de 10 ans, 
témoigne de l’utilité et l’intérêt portés à ces méthodes (cf Fig. 2.9). 
 
Bien que les applications soient très variées, les solutions de recalage élaborées reposent 
sur une procédure commune (cf Fig. 2.10). Ce modèle est ensuite adapté au cadre applicatif 











Figure 2.9 – Dénombrement des publications parues chaque année et répondant aux critères 
de recherche « image and registration and years » en bleu et 
« medical and image and registration and years » en vert dans IEEE Xplore et ScienceDirect 
 
 
Dans les états de l’art de référence dressés à ce jour [Bro92, Wes97, Mai98, Yuj05], les 
méthodes sont classifiées selon différents critères :  
- la dimension (1D, 2D, 3D et dimension temporelle), 
- la modalité des images (monomodales, multimodales), 
- l’objet recalé (tissu vivant sur une image médicale, bâtiments sur une image 
satellite…), 
- la relation existant entre les objets (inter-sujets, intra-sujet, atlas), 
- les primitives permettant d’évaluer la transformation nécessaire (extrinsèques, 
intrinsèques), 
- le niveau d’automatisation (automatique, semi-automatique ou manuel), 
- le type de déformation (rigides, non-rigides), 
- l’échelle des déformations (locales, globales, multiples), 
- la procédure d’optimisation (méthode permettant de converger vers le meilleur 
résultat). 
 
Comme il a été précisé dans la définition du recalage, certains critères sont inter-
indépendants. Les primitives choisies vont par exemple dépendre de la dimension et de la 
modalité des images ; le type de déformation dépend du type d’objet recalé, etc. Les relations 
de dépendances naturelles qui existent entre ces critères ont débouché sur l’élaboration de 
méthodes spécifiques à certaines combinaisons de critères. Ce document se fonde sur ces 
dépendances, partant du cadre général du recalage (cf Fig.2.10) pour ensuite mettre au jour les 












Figure 2.10 – Procédure de recalage 
 
 
Dans cet état de l’art, nous allons regrouper les différents critères en fonction des 
réponses apportées à certaines questions : 
 
- Quelles sont les caractéristiques des images I et J, et quel est leur lien ? (dimension, 
modalité, type d’objet …) 
- Quelles primitives extraire ? (points particuliers, ensemble de pixels …) 
- Quelle transformation ? (type et échelle de transformation) 
 
  
Relation entre les images 
 
Le premier critère qui guide le recalage repose sur les caractéristiques des images traitées 
ainsi que sur le type de relations qui existent entre les signaux. Ce critère conditionne le type 




Une procédure de recalage peut s’effectuer entre des signaux de différentes 
dimensionnalités. Les comparaisons s’effectuent dans la majorité des cas entre deux signaux 
de même nature : deux sons, deux images, ou deux volumes. Bien que des problématiques 
telles que le recalage d’une bande sonore sur une vidéo existent (recalage d’un signal 1D sur 
un signal 2D+t). La mise en relation d’une image avec un volume est possible et 
principalement pratiquée dans le domaine médical [Riv12]. La dimension temporelle peut être 
incluse dans la problématique.  
Les méthodes élaborées dans cette thèse sont conçues pour des paires d’images 2D 




Les images peuvent être issues d’une même modalité (captées avec le même type 
d’appareil) ou multimodales. Dans le premier cas, les images représentent un même objet à 
différents moments (suite temporelle) ou suivant différents angles (analyse multiposition). 
L’analyse temporelle permet la détection de mouvement dans un cadre de télésurveillance, ou 
encore la mise en évidence de l’évolution d’une tumeur dans un cadre médical [Mai98]. 
L’analyse multiposition permet de reconstituer des objets en 3D à partir d'images 2D 
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(plusieurs vues d’un même objet) ou de construire une mosaïque d’images, afin de créer  une 
image plus grande que ne le permet le capteur.  
Les images issues de différentes modalités permettent, quant à elles, de fusionner 
différents types d'informations. Dans un premier temps, le recalage était effectué à partir de la 
détection de points spécifiques. Woods a, par la suite, ouvert la voie de l’analyse fondée sur 
les intensités des images [Woo92]. Cette approche est fondée sur l’observation qu’il existe 
une relation entre les intensités lumineuses, même si cette dernière est plus complexe que 
dans le cas monomodal. La relation qui existe entre différents signaux peut être caractérisée, 
par exemple, par un histogramme joint. La mesure la plus utilisée est l’information mutuelle. 
Les pionniers de l’utilisation de ce type de méthodes sont Viola [Vio95] et Collignon [Col95]. 
D’autres applications utilisent ce même principe, pour la classification d’éléments dans des 




Les paramètres du recalage vont varier selon le type d’objet à recaler et également selon 
la relation qui existe entre les objets. Des clichés inter-objets présentent une similarité 
différente des clichés intra-objet. En effet, même lorsque les objets sont vus sous des angles 
différents, la comparaison de deux objets identiques offre plus de similarités que la 
comparaison de deux objets différents même s’ils font partie d’une même classe. Par ailleurs 
une image peut être recalée sur un atlas, l’image traitée est structurée en recalant chacune des 
entités qui la composent aux positions indiquées sur le modèle [Laz85, Chu04, Wan08]. Les 




Choix des primitives 
 
Dans toute méthode de recalage, le choix des primitives extraites (également appelées 
amers ou landmarks en anglais) est un des critères déterminants du succès.  
Selon la nature des primitives choisies, deux approches se distinguent [Bro92] : les 
méthodes géométriques (détection et appariement de points de repère épars), et les méthodes 




Les méthodes géométriques débutent par la détection et la caractérisation d’entités 
distinctives issues des deux images, appelées primitives (points, courbes, surfaces…). Leur 
caractérisation est nécessaire afin de superposer deux points représentant la même entité. Ces 
repères peuvent être intrinsèques au milieu observé (faisant partie de l’objet) ou extrinsèques 
(marqueurs, cadres stéréotaxiques…). Cette détection peut être effectuée manuellement par un 
expert ou par un algorithme. Ce choix fixe le degré d’automatisation de la méthode. Le choix 
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de ces primitives doit être guidé par certaines propriétés comme la robustesse de leur 
extraction (détection et position), leur répartition dans l’image, et le temps de calcul. 
 
 La précision du résultat obtenu augmente avec le nombre de points de repère et avec 
l’homogénéité de leur répartition. Toute erreur de localisation ou une mauvaise répartition 
dégrade la précision du recalage. L’impact de la précision de l’extraction des primitives sur le 
recalage est le point faible des méthodes géométriques. La moindre erreur de caractérisation 
de points de repère impacte très fortement le résultat. Cette sensibilité rend l’automatisation 
du recalage délicate si le processus de marquage n’est pas précis et robuste. Le choix des 
primitives doit être guidé par un certain nombre de propriétés [Zit03] : une détection facile et 
précise, une répartition des primitives sur l'ensemble de l'image, la robustesse au bruit, aux 
artefacts, et aux différents changements liés à l'acquisition.  
Après extraction des primitives, les images sont superposées en minimisant la distance 
entre primitives appariées. Des méthodes telles que celle des moindres carrés peuvent être 
utilisées, comme dans l’algorithme Iterative Closest Point (ICP) décrit dans [Bes92] et encore 
utilisé aujourd’hui [Mai12]. Une autre possibilité est d’utiliser des détecteurs spécifiques 
donnant des primitives étiquetées et donc déjà mises en correspondance. Pour cela il faut que 
leurs descripteurs soient totalement indépendants les uns des autres. Il est également possible 
de définir un descripteur pour analyser le voisinage d’un point afin de le décrire et de 
l’apparier avec le point qui lui correspond le mieux dans l’autre image [Low04, Mik05]. 
Prenons par exemple une méthode développée par Arnaud Le Troter visant à reconstituer 
en 3D un paysage urbain à partir de différentes vues [Let09]. Cette reconstitution est fondée 
sur une mosaïque de photos prises par un système embarqué géo-localisé de trois caméras. 
Ces caméras prennent des triplets de clichés, automatiquement mis en correspondance entre 
eux grâce à la connaissance de l’orientation des caméras les unes par rapport aux autres. Les 
différents triplets d’images doivent ensuite être recalés pour former une mosaïque qui 
permettra de composer itérativement le modèle 3D de la ville.  
Ce recalage s’effectue en deux étapes. La première consiste en un recalage initial à l’aide 
des données de positionnement GPS brutes. Cette étape fournit une estimation grossière de la 
position et de l’orientation de la caméra dans le repère géo-référencé du modèle 3D, pour 
chaque prise de vue. La seconde étape correspond au recalage automatique de triplets 
successifs de caméras par la résolution d’un système d’optimisation. Le premier triplet est 
précisément calibré puis recalé sur le modèle 3D. Pour estimer la position du triplet suivant, 
des points issus des deux triplets sont décrits et appariés à l’aide de la méthode SIFT. Cette 
méthode permet de caractériser un point par un descripteur multidimensionnel invariant aux 
facteurs d’échelle, aux rotations et à différentes luminosités. Les points issus de deux triplets 
différents sont mis en correspondance à l’aide d’une mesure performante de similarité. Pour 
chaque point d’intérêt d’une image, on cherche le point sur l’autre image le plus proche, au 
sens de la distance vectorielle. Après avoir vérifié que les appariements de points sont 
cohérents, leur position permet d’estimer les différentes transformations spatiales à appliquer 
au triplet d’images. Le second triplet est ainsi ajouté au modèle 3D. Cette opération est 
répétée itérativement jusqu’à avoir traité tous les triplets. 
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Méthodes iconiques 
Les méthodes iconiques utilisent différemment les informations contenues dans les 
images. Elles n’utilisent pas d’étape de réduction des données. N’ayant pas d’étape de 
segmentation du cliché, ces méthodes sont souvent entièrement automatiques. Elles utilisent 
l’ensemble de l’information, et effectuent une analyse de mesures statistiques de similarité 
(valeur des niveaux de gris, ordonnancement, distribution…). Il existe, dans le cas dense, 
différentes relations entre images, et donc différentes relations entre les intensités 
constitutives se correspondant. Quelques exemples de relations sont retranscrits dans la figure 
2.11.  
Soient   et  , deux intensités issues respectivement des images I et J, ces intensités 
représentant la même entité doivent être recalées aux mêmes coordonnées. Le critère de 
similarité utilisé dépend de la complexité de la relation qui existe entre les intensités 
lumineuses.  
Dans le cas monomodal, la relation la plus simple que l’on peut imaginer est que les 
points représentant la même entité aient la même intensité lumineuse sur les différents clichés 
(   ). On parle de relation identité. Le recalage peut alors être solutionné par une différence 
absolue des intensités de l’image I et de l’image J transformée. Une telle relation n’est que 
rarement vérifiée, un même objet pouvant être représenté avec des intensités différentes 
(phénomène dû à la luminosité ambiante ou au temps d’exposition). On parle alors de relation 
affine (      ) pouvant être évaluée à l’aide de la méthode de corrélation affine.  
Dans le cas d’un croisement d’informations multimodales, la relation entre les images, et 
donc entre les intensités lumineuses, est souvent plus complexe. Un exemple d’un tel 
traitement est donné pour des images PET, CT et MR du cœur en [Bat07]. Il convient alors 
d’assouplir les relations possibles entre   et  . La relation n’est plus seulement affine, mais 
fonctionnelle au sens large (      ) avec l’hypothèse qu’à une intensité   on peut associer 
une unique intensité  . Le rapport de corrélation permet ici de trouver la fonction  . Cette 
relation peut dans certains cas être encore moins restrictive. L’image est vue comme un 
ensemble de réalisations aléatoires dont il faut déterminer les dépendances entre couples      . 
Cette classification n’est plus stricte, on cherche donc à déterminer la probabilité que   






Conservation Relation affine Relation fonctionnelle Relation  
de l’intensité    statistique 
 
Figure 2.11 – Exemple de relations fonctionnelles entre les intensités contenues dans deux images 
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Le principal défaut de ces méthodes iconiques est qu’elles demandent un temps de calcul 
bien plus important que les méthodes géométriques à cause du volume de données traitées. Il 
faut également prendre en compte le fait qu’il n’est pas toujours trivial de trouver la relation 
reliant deux images dans le cas multimodal. Certaines approches basées sur une 
transformation affine ou polynomiale tentent de modéliser cette relation entre images [Gui01].  
 
Notons qu’il existe également des méthodes hybrides qui exploitent à la fois des 
primitives extraites afin d’avoir un recalage rapide et fiable, mais également les niveaux de 
gris constituant l’image afin d’affiner le résultat obtenu [Wan05, Sor06]. 
 
 
Type et échelle de déformation 
 
Les choix de la transformation t0 ainsi que de l’ensemble des transformations possibles T 
doivent être guidés. Il n’est en effet pas possible de tester l’infinité des transformations pour 
conserver la meilleure. Il faut déterminer quel type de déformation l’objet observé a pu subir 
pour appliquer une approximation de la transformée inverse.  
Dans les états de l’art dressés à ce jour, le type de déformation appliquée aux images est 
un facteur très important [Sur06]. Une méthode de recalage qui utilise uniquement des 
isométries (translations, rotations, réflexions) est dite méthode de recalage rigide. Si le 




Figure 2.12 – Types de transformations 
 
La combinaison de différentes déformations locales génère un "champ de déformation" 
qui transformera l’image recalée. Le choix du type de déformation va bien sûr dépendre du 
type d’images étudiées mais également du type de différences que l’on souhaite minimiser. 
 
 
Cette présentation des différents aspects et caractéristiques montre bien la variété des 
types de solution possibles. Nous avons également souligné l’importance du type d’images 
étudiées, des déformations qu’elles ont pu subir et de l’utilisation qui sera faite des images 
recalées. Ces choix dépendant fortement du type d’application traitée, nous allons donc 
spécialiser l’état de l’art afin d’avoir une vision plus précise des processus existant dans un 
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2.2.3  Recalage d’images médicales 
 
Il existe un très grand nombre d’applications où une étape de recalage est incluse. Les 
méthodes de recalage utilisées sont plus ou moins complexes. Cette complexité est à mettre en 
relation avec le type de déformation (ou différence) observé. Si certains cas nécessitent un 
simple repositionnement (translation et rotation), d’autres nécessitent un changement 
d’échelle, ou de luminosité, qui peut être traité par des transformations affines. Dans de 
nombreux cas, les déformations entre les images à recaler ne sont pas globales mais locales. Il 
faut dans ce cas utiliser des techniques de recalage non-rigide permettant des traitements plus 
localisés de l’image.  
En d’autres termes, il faut élaborer une méthode adaptée à l’application visée. Dans le 
domaine du traitement d’images médicales, nous pouvons mentionner les applications 
suivantes du recalage [Mal06] : 
- fusion d’informations des images de modalités différentes du même patient, 
- mesure d’évolution des images de même modalité du même patient, mais acquises à 
des instants différents, 
- comparaison des images de même modalité, mais de sujets différents, 
- superposition d’atlas avec des images de modalités différentes de sujets différents. 
 
L’étude bibliographique qui suit n'a en aucun cas pour vocation d'être exhaustive. Il s'agit 
ici de donner au lecteur une vue d'ensemble des différents types de méthodes proposées dans 
la littérature afin de mettre en évidence les problématiques relatives au recalage d'images et 
plus précisément au recalage d’images médicales. Le lecteur pourra se reporter aux ouvrages 
de références [Bro92, Wes97, Zit03] pour une bibliographie détaillée et à [Mai98] pour avoir 
un aperçu du nombre d’applications existant dans le domaine du recalage d’images médicales.  
 
 
Nous nous appuyons ici sur les trois mêmes critères que dans la section précédente afin 
de mettre en avant l’importance de ces facteurs dans le recalage :  
- la relation entre I et J,  
- le type des primitives, 
- le type de déformation appliquée. 
 
 
Relation entre les images 
 
Les applications du recalage dans le cadre de l’analyse d’images médicales sont 
multiples. Chaque croisement d'informations va utiliser un recalage spécifique. On entend par 
croisement, la relation entre les modalités, la dimension (espace et temps) qui existe entre les 
images. 
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L’analyse d’un couple d’images monomodales intra-patient permet la détection d’une 
évolution dans le cadre d’un suivi dans le temps ou encore des analyses post-opératoires 
[Mai98]. L’information complémentaire fournie par ce type d’analyse est donc la détection 
d’évolution, de différences caractéristiques, dans un contexte donné.  
L’analyse d’un couple d’images multimodales intra patient permet de fusionner différents 
types de données. Le type de fusion va bien sûr dépendre des différentes modalités utilisées. Il 
en existe deux familles : l’imagerie anatomique (telle que les échographies, IRM …) et 
l’imagerie fonctionnelle (scintigraphie, PET …). Ces différents types d’images permettent de 
donner des informations complémentaires, mais pas toujours facile à superposer. Les analyses 
multimodales sont fréquentes dans le monde médical car il est ainsi possible de superposer 
différents types de données fonctionnelles ou des données fonctionnelles à des données 
anatomiques (exemple du recalage CT-TEP, très utilisé en oncologie pulmonaire [Cha07, 
Mor08, Thi11]). On peut ainsi visualiser un phénomène tout en le localisant facilement 
[Bet09].  
Le recalage inter-patients est également utilisé. Les méthodes mises au point sont fondées 
sur la comparaison d’un ensemble de tissus sains, issus de un ou plusieurs patients (une base 
saine) avec une nouvelle image à expertiser. Cette base de tissus sains peut prendre différentes 
formes. Cela peut être un ensemble de textures caractéristiques ou ce qu’on appelle un 
« atlas ». Cet atlas est un modèle de la partie du corps traitée (modèle synthétique ou obtenu à 
partir de la fusion des caractéristiques de plusieurs images représentant des tissus sains). Les 
images des patients sont alors repositionnées sur ce modèle, permettant soit une analyse 
automatisée, soit une aide au diagnostic, effectuée par un expert. Un atlas constitue un a 
priori très fort sur les images à déformer puisqu’il s’agit de trouver un modèle applicable à 
plusieurs images de plusieurs patients. Cette méthodologie est par exemple régulièrement 
appliquée aux IRM cérébrales [Eva94, Nob05]. 
 
 
Le type de modalité utilisée est un paramètre important à prendre en compte. La 
radiologie va plutôt mettre en avant des éléments structurels comme les os, l’IRM ou les 
échographies permettent de délimiter les tissus mous, et l’histologie offre une observation 
anatomo-fonctionnelle de l’ensemble observé. Les choix dépendent donc de l’utilisation qui 
est faite des clichés. Pour obtenir une aide au diagnostic pertinente, il est intéressant de 
pouvoir étudier l’ensemble des données que l’expert humain aurait étudié. En effet, un 
praticien confronte souvent plusieurs clichés pour en extraire un diagnostic. Dans le cadre des 
mammographies, les experts analysent soit une série temporelle, soit une paire bilatérale afin 
d’effectuer une comparaison tissulaire. Bien qu’il existe des différences entre les algorithmes 
élaborés pour ces deux types de séries d’images, la plupart des procédés applicables aux 
paires bilatérales le sont également aux séries temporelles. L’inverse peut ne pas être vrai si 
les primitives utilisées sont des tissus internes du sein. Les similarités étant moindres sur une 
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Choix des primitives 
 
La difficulté de toute analyse de ce type augmente avec le degré d’automatisation du 
processus. L’extraction de points saillants, permettant de se repérer dans les images, est un 




Dans le cadre d’un recalage géométrique, les primitives sont soit extrinsèques, soit 
intrinsèques. On entend par primitives extrinsèques des marqueurs qui résultent d’un 
dispositif extérieur au patient, donnant des points de repère représentatifs de sa position dans 
l’espace, ajoutés au moment de l’acquisition des images et visibles dans les images à recaler. 
Ces marqueurs peuvent être des billes ou des pastilles autocollantes fixées sur la peau du 
patient (cf Fig. 2.13), des vis, ou encore un cadre stéréotaxique. Une fois les primitives 
extraites et mises en correspondance, le calcul de la transformation de ces points est 
immédiat. Le reste de l’image recalée est calculé par extension de la déformation à l'ensemble 
de l’image. Ce type de procédé permet de faciliter le repérage des primitives, puisqu’elles 
sont choisies pour leur détectabilité. Leur principal inconvénient est qu’elles sont souvent 
jugées comme invasives pour le patient. L’utilisation de primitives extrinsèques est 
néanmoins répandue dans le cas du recalage d’un couple d’images multimodales (par exemple 
entre images US et IRM [Pag00]). Ces primitives sont choisies pour être visibles sur les deux 





Figure 2.13 - Exemple de points de repère extrinsèques sur une radiographie du crâne [Tro08] 
 
 
Les amers intrinsèques sont des points de repère anatomiques remarquables (cf Fig. 2.14). 
Les méthodes reposant sur de tels points, dépendent, dans le cas d’un repérage manuel, de 
l’opérateur. Elles nécessitent une grande expérience pour l’utilisateur, particulièrement pour 
un recalage multimodal. Par ailleurs, ce pointage est une tâche fastidieuse, consommatrice de 
temps pour l’équipe médicale.  
 





Figure 2.14 – Exemple de points caractéristiques intrinsèques sur un cliché IRM 
 
 
Dans le cadre du recalage de mammographies, les primitives ne peuvent pas être 
extrinsèques. La nature déformable de la peau à la surface du sein ne permet pas l’utilisation 
de cette approche. Les seuls points détectables et qui peuvent être mis en correspondance de 
manière robuste, sont des repères anatomiques [Wir99]. Des points de repère comme le 
mamelon ou le centre d’une masse peuvent être utilisés pour repositionner deux images. Le 
repère le plus couramment utilisé est le contour du sein, ce point de repère étant le plus facile 
à extraire. Les recalages géométriques de mammographies se limitent souvent à superposer le 
contour des seins et les bords de l’image. Les résultats d’un tel recalage dépendent 
grandement du cadrage du cliché. Nous pouvons imaginer que deux praticiens faisant deux 
clichés avec quelques mois d’écart ne cadreront pas leurs épreuves de manière parfaitement 
similaire. D’autres primitives sont nécessaires à l’affinement du résultat. 
Le mamelon ou la courbure du contour sont utilisés dans plusieurs méthodes pour 
améliorer ce type de technique [Lau91, Mar00, Ric00a]. Lau et al. [Lau91] extraient trois 
points de courbure maximale du contour. Le plus souvent, ces points correspondent à la 
position du mamelon et aux deux points de rencontre du contour du sein et de la paroi 
thoracique. Ces trois points de contrôle permettent de calculer la transformation affine qui 
recalera les clichés. 
D’autres amers, comme la délimitation entre le muscle pectoral et le sein, peuvent être 
détectés à l’aide de la transformée de Hough [Fer00]. La délimitation générée est alors une 
droite, ce qui est une simplification de la courbure de cette délimitation. 
Certaines méthodes utilisent les centroïdes des anomalies détectées pour aider au recalage 
(macrocalcifications, masses). Des techniques d’extraction et de mise en correspondance de 
points internes ont été tentées. Elles sont basées sur l’application de différents filtres 
(Moravec, ondelettes, filtres d’orientation…) [Sal96, Sal97] ou sur la détection de structures 
internes (conduits lactaires, vaisseaux sanguins…) [Vuj97] à l’aide d’un détecteur de lignes. 
 
Le principal problème de ces méthodes est qu’on ne connaît pas les modifications 
qu’entraîne un aplatissement différent du sein d’un examen à l’autre. Les deux clichés 
peuvent donc présenter d’importantes différences, ce qui complique la phase de mise en 
correspondance des points extraits. C’est pour cette raison que la plupart des primitives 
utilisées dans la littérature sont des repères anatomiques. Dans une méthode recherchant des 
points saillants, il faut caractériser ces points et réussir à les mettre en correspondance. Si les 
points de repère sont des structures anatomiques, la mise en correspondance est automatique 
(mamelon sur mamelon, contour du sein sur contour du sein …). Cependant, la visualisation 
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obtenue varie grandement d’une patiente à l’autre et chaque primitive a une qualité 
d’extraction variable selon les couples de clichés. 
Bien qu’un grand nombre de combinaisons de points de repère existent dans la littérature, 
une comparaison des résultats de ces différentes combinaisons est une piste de travail 




Les méthodes de recalages iconiques n’utilisent pas de points de repère à proprement 
parlé. Elles sont basées sur l’évaluation de la similarité des images et une stratégie permettant 
de maximiser ce critère de similarité. Théoriquement, ces méthodes sont plus flexibles que les 
méthodes géométriques.  
 
Pour l’évaluation de la similarité, une mesure classique est l’information mutuelle (2.7) 
fondée sur l’entropie des images (2.8).  
 
IM(I,J) = H(I) + H(J) - H(I,J)  (2.7) 
H(I) =    ∑             (2.8) 
avec I et J les images traitées, C l’ensemble des n couleurs de l’image et i variant dans C.  
 
 
La maximisation de l’information mutuelle, consécutive à une transformation de l’image, 
s’apparente à un recalage [Wel96, Mae97]. D’autres mesures de similarité peuvent être 
utilisées comme la valeur absolue des différences, le carré des différences, un coefficient de 
corrélation ou encore le critère de Woods [Woo92]. 
 
Une méthode de recalage iconique est également fondée sur une stratégie de résolution. 
La seule stratégie permettant de trouver la solution optimale est une recherche exhaustive des 
solutions. Le temps de calcul nécessaire étant trop élevé, il faut déterminer des optimisations. 
Les méthodes les plus utilisées sont la descente de gradient, le recuit simulé, les algorithmes 
génétiques, etc. Une autre optimisation possible est la limitation des transformations 
appliquées à l’image ou encore des applications multiéchelles. 
Plusieurs méthodes de ce type ont été élaborées, comme des méthodes élastiques et 
hyper-élastiques [Ric00b, Ric03]. Ce modèle unifie dans un même cadre variationnel, deux 
approches : une première, fondée sur la segmentation des régions d’intérêt et une autre, basée 
sur les niveaux de gris. Plus précisément, les auteurs posent un problème de minimisation 
d’énergie sur la région du sein, avec des conditions aux bords qui sont dérivées d’une mise en 
correspondance préliminaire des contours des seins. L’énergie à minimiser est basée sur deux 
termes : le premier est une énergie qui vise à conserver une certaine régularité dans la 
transformation afin d’éviter les aberrations, le second est une énergie qui doit être 
itérativement diminuée afin de recaler un cliché sur le modèle. Cette technique donne de bons 
résultats, mais elle est très coûteuse en temps de calcul, puisque le calcul des énergies 
implique un traitement de l’ensemble des niveaux de gris de l’image. De plus, la diminution 
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de l’énergie se fait par paliers successifs. Pour converger vers la meilleure solution, il faut 
donc effectuer plusieurs tentatives, les évaluer, et les comparer entre elles, ce qui est coûteux 
en temps de calcul. 
 
 
Les méthodes géométriques sont plus rapides à exécuter. Les méthodes iconiques 
présentent l’avantage de ne pas utiliser de points de repère. La détection de ces points 
d’intérêt et leur caractérisation étant complexes, les deux types de méthodes offrent des 
perspectives intéressantes. 
Il est difficile de déterminer quel type de méthode donne les résultats les plus pertinents 
dans le cadre des mammographies, en raison du grand nombre d’articles publiés et de la 
variabilité des images utilisées pour évaluer les méthodes. Une liste non exhaustive des 
différentes méthodes élaborées est donnée dans [Sur06]. Le point important est de réussir à 
minimiser les déformations dues au changement d’orientation, de cadrage ou d’aplatissement 
du sein, sans modifier l’aspect des évolutions tissulaires que l’on veut étudier. 
Les méthodes géométriques semblent être limitées au niveau de la précision de la 
superposition, mais les méthodes iconiques sont longues à converger vers la meilleure 
déformation et peuvent même finir par gommer toute évolution tissulaire, ce qui n’est pas le 
but dans le cadre d’une recherche d’anomalie tissulaire. 
 
 
Type et échelle de déformations 
 
Le type de déformation subi par les tissus captés sur les images va avoir une grande 
influence sur le recalage de l’image. Quels que soient les tissus visualisés, il faut donc une 
méthodologie générale que l’on puisse contextualiser à chaque organe mais également, au 
phénomène que l’on souhaite observer ou comparer sur les images. La physique des tissus 
traités doit être maîtrisée. Un état de l’art sur la modélisation de tissus mous a été publié par 
[Del98]. L’implémentation des caractéristiques biomécaniques reste une difficulté de par la 
complexité et la diversité des comportements des tissus vivants. 
 
Les contraintes imposées (principalement le temps de calcul) ne permettent pas de tester 
un ensemble de transformations trop vaste. Un calcul du critère de déformation sur l’ensemble 
des pixels de l’image est également trop lent à effectuer (tel que celui effectué dans les 
méthodes dites iconiques). Bien qu’elles permettent certaines déformations locales plus 
précises, elles pourraient modifier la taille d’anomalies potentielles, masquant ainsi une 
évolution. De plus, encore aujourd’hui, les méthodes de recalage rigide continuent à être 
utilisées dans le monde de l’image médicale [Gre11, Xia11, Com12]. La grande simplicité et 
rapidité d’exécution garantissent des traitements efficaces pour une tâche spécifique. Il faut 
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2.2.4  Conclusion 
 
Dans le cadre de nos recherches, la finalité n’est pas de rendre les images identiques, 
mais d’étudier les différences significatives qui permettront la localisation ou le suivi des 
évolutions des anomalies. Toutes les différences que l’on observe (noté Diff) sont la somme 
des différences de cadrage et d’orientation (Diffcad), des déformations mécaniques de l’organe 
(Diffmecha) et des différences réelles dans le cadre de séries temporelles (Diffréel) (2.9). 
L’objectif du recalage d’images médicales est l’évaluation des anomalies, de leurs apparitions 
et de leurs évolutions, le recalage de tissus mous doit minimiser Diffcad et Diffmecha pour mettre 
en évidence les Diffréel  (2.10) : 
 
Diff (  I , J  )  =  Diffréel (  I , J  ) + Diffcad (  I , J  ) + Diffmecha (  I , J  ) (2.9) 
 
t0   =   argmin t∈ T    [    Diffcad (  I , t(J)  )   +   Diffmecha (  I , t(J)  )   ] (2.10) 
 
Le recalage ne doit pas modifier la taille d’anomalies potentielles, pouvant par exemple 
masquer la croissance d’une masse lors de l’étude d’une série temporelle de clichés. Il ne doit 
pas non plus pouvoir effectuer des déformations trop localisées au risque de masquer des 
modifications d’architecture dans les tissus. Il faut donc recaler les contours et délimitations 
des différents organes et ensembles de tissus sans pour autant complètement modifier 
l’organisation interne de ces tissus. 
 
 
Les méthodes élaborées doivent être robustes et efficaces. Le champ de déformation 
produit doit être pertinent et rapide à appliquer. Dans ce type de traitement complexe ayant 
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2.3  Décomposition parcimonieuse appliquée à l’analyse 
d’image 
 
Comme nous l’avons présenté dans la section 2.1, une analyse d’image se fonde sur la 
détection d’information d’un certain niveau. Le choix du niveau auquel est traité un signal est 
conditionné par le type d’images ainsi que par les informations que l’on souhaite mettre en 
évidence. Il est possible de rechercher différents types d’éléments dans un signal. Mais il est 
également possible de rechercher un espace de représentation adapté au problème à résoudre. 
Il s’agit de ré-encoder le contenu de l’image, et plus précisément, de l’exprimer dans un 
nouveau référentiel plus adapté à l’analyse. On entend par « plus adapté », que cette nouvelle 
représentation permette de faire ressortir l’information utile dans son environnement. Un 
changement d’espace permet d’obtenir une nouvelle représentation et ainsi d’analyser le 
signal sous un autre angle en révélant des propriétés inaccessibles dans le domaine original. 
Le principe de la parcimonie vise à trouver une représentation qui concentre l’information 
utile dans un petit nombre de paramètres non nuls, en comparaison du grand nombre de 
paramètres associés au référentiel utilisé.  
Pour un signal S donné, il existe de nombreuses représentations équivalentes, c’est-à-dire 
sans perte d’information, les plus utilisées sont sans doute les décompositions fréquentielles. 
L’utilisation d’une décomposition d’un signal dans un nouveau référentiel afin d’obtenir une 
représentation parcimonieuse a connu un essor considérable ces dernières années. La 
problématique de la parcimonie a fait l’objet de nombreux travaux concernant les signaux 
sonores mais aussi les images.  
Si les applications les plus connues sont du domaine de la compression (JPEG, MP3 …), 
cette notion est également très présente dans la représentation de fonctions [Hon07], ou le 
débruitage [Dab08]. Une telle méthodologie peut également servir pour la séparation de 
source [Bob99], ou de « type » de données. 
Dans cette section, nous rappellerons la définition ainsi que les différents travaux qui 
gravitent autour de la problématique de la décomposition parcimonieuse d’un signal. Dans le 




2.3.1  Définition 
 
Soit un signal S, composé d’un agencement d’éléments constituant dans un domaine E 
donné. Les éléments couramment utilisés pour les images en noir et blanc sont les niveaux de 
gris. Un tel signal peut être mathématiquement défini par : 
 
    ∑                           ∈  (2.11) 
où           représente un niveau de gris, ou les atomes constitutifs du signal, et        est le 
dirac en (i,j), il indique la distribution de cette primitive constitutive dans l’image. 
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Un signal S de dimension n est dit K-parcimonieux, si on peut représenter, ou 
approximer, le signal S avec K composantes (ou atomes) d’une base comportant n éléments 
(K<<n). Le but est de trouver les K éléments qui, en nombre restreint, représenteront au 
mieux le signal, dans un référentiel adapté. 
Dans la littérature, l’ensemble des atomes utilisés est appelé dictionnaire. Notons D, le 
dictionnaire, et        ∈ {     . Un signal S donné est représenté relativement au 
dictionnaire D par une juxtaposition linéaire des atomes    suivant un vecteur de 
décomposition   tel que : 
 
    ∑           
 
             avec     ∈ Rn (2.12) 
 
 
Un exemple d’une telle décomposition du signal est donné dans l’exemple des figures 




                            
 
Figure 2.15 – Exemple de décomposition d’un signal dans une base 
 
 
                                                
 
Figure 2.16 – Deux décompositions possibles d’un signal  
relativement à un dictionnaire redondant  
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Une telle décomposition est parcimonieuse dans le cas où le vecteur    est principalement 
constitué de 0. L’idée est de coder le signal étudié à l’aide d’un nombre réduit d’atomes 
fortement corrélés au signal S. Une approche permettant d’obtenir une représentation 
parcimonieuse est l’utilisation d’un dictionnaire redondant. On remarquera que la 
représentation du signal n’est pas unique avec un tel dictionnaire. La figure 2.16 montre deux 
exemples ( ’ et  ’’) de décomposition d’un signal S’ à l’aide d’un dictionnaire D’.  
Dans la plupart des cadres applicatifs, bien que l’entropie d’un signal naturel soit faible 
en comparaison de l’ensemble des signaux pouvant être imaginé, la décomposition exacte de 
S peut nécessiter un dictionnaire très important pour représenter toute sa richesse. Ce grand 
nombre d’atomes réduit l’efficacité de ce type de méthodologie. Si une reconstruction parfaite 
du signal est une bonne chose pour la compression par exemple (cf [Mat02] pour une étude de 
différentes compressions fondées sur la parcimonie), une problématique de classification 
n’aura pas besoin de ces mêmes paramètres. Il est donc parfois nécessaire de simplifier le 
signal, ou de regrouper certains constituants « proches » d’après le dictionnaire utilisé. Le 
signal est alors approximé, a un seuil   près.   représentera l’erreur maximum de 
reconstruction du signal tel que : 
 
‖          ‖        (2.13) 
avec la norme Lp définie par : ‖   ‖       ∑ |  |
    
 
 ⁄   
 
Les atomes constituant le dictionnaire peuvent prendre différentes formes : des sinusoïdes 
(cas de la transformée de Fourier), des gaborettes, des ondelettes ou encore des portions de 




 Image I Composants de l’image  Distribution des composants 
   (niveaux de gris) 
 





 Image I recomposée à Composants du dictionnaire  Distribution parcimonieuse  
partir des motifs ci-contre (motifs de 10 x 10 pixels)  des composants 
 
Figure 2.18 – Image construite à partir d’un vocabulaire de 
117 éléments dans un dictionnaire de 256
100
 possibilités (10 x 10 pixels de 256 niveaux de gris) 
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Cette section a pour but de retranscrire l’éventail des possibilités, les forces et les 
faiblesses, de ce type d’approche. Les paragraphes suivants traitent des différents points qui 
sont au cœur du changement de représentation du signal visant à obtenir une distribution 
parcimonieuse de ces atomes constitutifs. Pour arriver à un tel résultat, deux aspects 
principaux doivent être pris en compte : 
- le domaine de représentation des atomes (portion du signal, ondelettes …), 
- la méthode permettant d’élaborer un dictionnaire. 
 
Après un rappel des principaux espaces de représentation utilisés, ainsi que des 
algorithmes de décomposition du signal pour un dictionnaire donné, nous ferons un tour 
d’horizon des différents types de méthodes de décomposition du signal. 
 
 
2.3.2  Domaine de représentation 
 
Le dictionnaire est l’ensemble des entités, ou atomes, permettant de reconstituer ou 
d’approximer le signal. La définition du dictionnaire est un enjeu important dans une étude 
reposant sur la parcimonie du signal. Le choix du dictionnaire est au cœur du degré de 
parcimonie. Les différentes problématiques (compression, séparation de sources …) ainsi que 
la variété des signaux (musique, écho radar, photo, image médicale …) ne permet 
évidemment pas l’utilisation d’un dictionnaire universel. Il existe deux types de dictionnaires 
d’atomes :  
- atomes de synthèse : fondés sur des propriétés ou fonctions adaptées au signal étudié, 
- atomes réels : constitués d’une portion de données, comme les dictionnaires adaptatifs 
obtenus par apprentissage présentés dans [Pey07].  
 
Les constituants artificiels ont pour objectif de décomposer l’image traitée à l’aide d’une 
famille d’atomes simples. Ces atomes doivent être suffisamment élémentaires pour 
retranscrire une classe de fluctuation dans l’image. Les dictionnaires artificiels sont simples 
d’utilisation mais doivent être bien adaptés au signal traité pour obtenir une forte parcimonie. 
L’utilisation de représentations temps/fréquence est très répandue. La force de ce type de 
dictionnaire consiste en la possibilité de coder une portion du signal avec un élément du 
dictionnaire ayant subi une transformation. Le dictionnaire devient alors un ensemble pouvant 
générer de nouveaux atomes. Les atomes permettant de décomposer le signal dans des repères 
temps/fréquence les plus connus sont la transformée de Fourier, les ondelettes, ou encore, plus 
spécifiques, la transformée en Ridgelets, les Curvelets [Can02]. Afin de mieux appréhender ce 
type de représentation, l’élaboration d’un dictionnaire basé sur la transformée de Fourier et 
sur les ondelettes est détaillé ci-dessous.  
Les atomes réels sont des « patterns » extraits du signal lui-même. Dans le cadre du son, 
un signal court peut ainsi représenter une note, ou un ensemble de signaux peuvent 
représenter un instrument donné. Pour les images, une portion de signal revient à extraire une 
imagette sans limite de forme. Quelques exemples applicatifs sont retranscrits dans cette 
section pour illustrer les différentes possibilités de représentation du signal. 




Transformée de Fourier 
La transformée de Fourier est utilisée afin d’obtenir une représentation différente d’un 
signal, mieux adaptée à certains types d’analyses. Un son est un signal qui varie en fonction 
du temps (un signal   (t)). Les images ont un signal variant en fonction des coordonnées 
visées (un signal   (x,y)). La transformée de Fourier permet de décomposer ces données en 
fonction des fréquences qui les composent. Le signal est alors écrit comme une somme infinie 
de signaux sinusoïdaux, autrement dit sous la forme d’une somme de sinus et de cosinus (cf 
Fig  2.19). Le signal transformé est la représentation fréquentielle du signal de départ. Plus le 
nombre d’harmoniques utilisées est élevé, plus la reconstruction sera précise. En fonction des 




Figure 2.19 – Exemple sur un signal créneau 
 
 
Soit une fonction f de ℝ dans ℂ  On définit la transformée de Fourier d’une fonction 
continue f de carré intégrable par : 
 
      ∫               
  
  
  (2.14) 
 
Une des propriétés de la transformée de Fourier est qu’elle est inversible (sous certaines 
conditions), permettant ainsi de passer de la décomposition fréquentielle à la représentation 
habituelle du signal : 
 
      ∫               
  
  
  (2.15) 
 
La transformée de Fourier discrète permet d’appliquer la transformée aux signaux 
numériques. En deux dimensions, pour une image, cela donne la formule suivante : 
 






   ∑ ∑                    
   
    
     
 
           
 
   (2.16) 
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Notons qu’en pratique, une fois discrétisée, l’application de cette transformée est d’une 
complexité N². L’implémentation de cette méthode se fait aujourd’hui à l’aide de l’algorithme 
FFT (Fast Fourier Transform) [Coo68] qui réduit la complexité à N.     (N). 
 
La principale limite de la transformée de Fourier est qu’elle ne permet pas de localiser les 
différentes fréquences. Il n’est donc pas possible de connaître la localisation de ce qui varie 
rapidement ou lentement dans le signal, mais juste d’avoir une analyse globale de ce dernier.  
Il existe une transformée qui permet de contourner ces problèmes : la transformée de 
Fourier à fenêtre glissante, introduite par Gabor [Gab46]. Dans cette méthode, on considère le 
signal à analyser comme appartenant à une fenêtre de longueur fixe qui glisse sur le signal 
pendant la transformation. Cette approche permet d’avoir une meilleure résolution spatiale 
que la transformée de Fourier.  
Pour donner un exemple concret, Gramfort utilise la transformée de Gabor dans [Gra11] 
sur des images cérébrales fonctionnelles M/EEG, afin de localiser des sources d’activité 
cérébrale. La parcimonie des champs électromagnétiques est utilisée afin de séparer leurs 
sources. Des a priori spécifiques à ce type d’imagerie permettent de mettre en évidence la 
parcimonie des signaux électriques et de différencier leur origine (cortex parietal, cortex 
sensoriel…). 
Dans le cadre de certaines applications, le fait que le signal soit légèrement modifié peut 
être un atout, comme dans l’exemple du débruitage de musique [Ber94]. Si l’application vise 
à reproduire ou analyser des tissus vivants, tels que des tissus mous, pouvant être étirés ou 
compressés, davantage de souplesse sera nécessaire pour l’analyse. Les ondelettes permettent 
de contourner ces difficultés. 
 
 
Transformée en ondelettes 
Les ondelettes [Tru98] reposent sur le même principe que la transformée de Fourier mais 
permettent de conserver une information spatiale. Les transformations utilisées ont pour 
objectif de modifier la description d’un signal en le décomposant en « éléments 
d’informations » en général plus simples à interpréter.  
D’après la définition de Morlet et Grossmann [Gro89], une ondelette est définie à partir 
d’une fonction oscillante dont l’intégrale est nulle et décroissant rapidement vers l’infini (cf 
Fig.2.20).  Ces caractéristiques permettent aux ondelettes de décrire un signal localement. 
 
 
a- Chapeau mexicain b- Ondelette de Morlet c- Ondelette de Haar 
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La transformation en ondelettes continues est définie par : 
 
         ∫                
  
  
  (2.17) 
avec         ensemble des ondelettes conjuguées. 
 
Comme il a été dit précédemment, la force de ce type de représentation est de pouvoir 
enrichir le dictionnaire avec des transformées d’atome. La famille d’ondelettes est générée à 
partir d’une ondelette mère à laquelle on applique des coefficients : dilatation et translation (cf 
Fig. 2.21). Les ondelettes sont alors définies par : 
 
          
 
√ 
   
   
 
   (2.18) 
 
 
a- Ondelette mère  b- Ondelette fille a=2  c- Ondelette fille x=1 
 
Figure 2.21 – Paramétrisation des ondelettes (chapeau mexicain) 
 
 
Les paramètres de l’équation (2.18) sont x en 1D (ou x et y dans le cas 2D) pour régler la 
translation et donc la localisation de l’ondelette dans le signal transformé, et a, pour régler 
l’amplitude de l’ondelette. L’ensemble des ondelettes choisies pour reconstituer un signal est 
le dictionnaire d’éléments qui permettra de réécrire le signal comme une combinaison linéaire 
de ces éléments. 
 
Les applications les plus connues des ondelettes sont la compression et le débruitage. 
Cette méthodologie est utilisée dans le standard de compression des images numériques JPEG 
2000. Leur application à l’imagerie médicale date de 1992 et s’est largement répandue depuis. 
Dans ce contexte, les ondelettes sont utilisées également pour la compression et le débruitage, 
mais aussi pour l’analyse fonctionnelle de données médicales. La segmentation ou la 
description de textures permettent dans certains cas de fournir une aide au diagnostic.  
 
En pratique, les ondelettes, et les transformées en général, ont un inconvénient majeur, la 
paramétrisation. Il faut également déterminer quel type d’ondelettes utiliser. Ces choix 
nécessitent de nombreuses connaissances a priori sur les caractéristiques du signal analysé et, 
sont donc peu transposables sans modification. Le plus souvent les choix sont faits de manière 
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Selon le cas applicatif traité, une solution donnée ne sera pas assez robuste pour traiter 
l’ensemble des cas. Cela dépend de la variabilité que l’on peut observer dans le phénomène 
étudié. Les ondelettes décomposent très bien le signal mais restent une approximation à partir 
de signaux génériques adaptés à tout type de problème. De plus, une telle transformée 
nécessite du temps si la qualité de la recomposition désirée est élevée. On ne peut reproduire 
les signaux qu’à partir d’ondelettes choisies, mais qui ne seront jamais aussi bien adaptées au 
signal qu’une portion du signal lui-même. Dans certains cas, des portions du signal lui-même 
sont utilisées pour générer une approximation très spécifique et qui s’adaptera à toute 




Les paramètres permettant de choisir un dictionnaire sont avant tout le type de signal et le 
traitement qu’on souhaite lui faire subir, car le dictionnaire doit être aussi représentatif du 
signal traité que possible. Pour certaines problématiques, les transformées vues jusqu’à 
présent ne suffisent pas à bien représenter les données. On peut alors décider d’utiliser des 
portions de signaux réelles afin de caractériser ce dernier. L’élaboration d’un tel dictionnaire 
est basé sur des méthodes telles que des approches bayésiennes ou l’algorithme K-SVD (voir 
section "2.3.3 – Elaboration des dictionnaires"), traitant des portions des signaux de la même 
manière que les atomes vus précédemment. Les atomes sélectionnés représentent alors un a 
priori bien plus fort (et contraignant), et fortement représentatif de l’élément dont il est issu. 
Ce type de dictionnaire n’est pas adapté à des traitements effectués sur un jeu de données 
variées, mais pensé pour être appliqué à un signal de même type que ceux de la base 
d’apprentissage.  
Des dictionnaires composés de portions de signaux sont, par exemple, utilisés dans le 
cadre du débruitage [Aha08], ou de séparation de sources [Pey07]. G. Peyré sépare les sources 
d’images composées de la somme d’une image naturelle et d’une texture de type connu. La 
texture est caractérisée par deux dictionnaires, un dictionnaire D1 de transformées en 
ondelettes, et le dictionnaire D2, composé de motifs de taille l x h, caractérisant différemment 
la même texture (cf Fig. 2.22). 
 
 
Images Somme des Dictionnaires Signaux  
initiales images D1 et D2 séparés 
 
Figure 2.22 – Illustration de la séparation de source de G. Peyré [Pey07] 




2.3.3  Méthodes d’élaboration d’un dictionnaire 
 
On trouve dans la littérature de nombreuses méthodes d’élaboration de dictionnaires. Les 
méthodes regroupées dans ce paragraphe sont représentatives des méthodes existantes. Pour 
plus de précisions, A. Drémeau dresse un état de l’art précis de ces méthodes dans [Dre10]. 
 
Le dictionnaire peut avoir différents objectifs. Cela peut être une parcimonisation, une 
approximation ou une régularisation. Pour une parcimonisation, le but sera de minimiser le 
nombre d’atomes utiles à la recomposition du signal. Une approximation visera une certaine 
qualité de recomposition (seuil ε). La régularisation est une hybridation de ces deux 
approches. Ces méthodes ont une complexité et une adaptabilité variables. Les plus 




L’objectif est de classifier l’ensemble des éléments constituant le signal S, tout en ayant 
une représentation la plus parcimonieuse possible. La première idée est de chercher la 
meilleure base possible, celle qui donnera la décomposition la plus parcimonieuse. 
Soit S un signal donné, D le dictionnaire sélectionné, constitué de n atomes ai, 
décomposer S revient à estimer le vecteur   donnant la répartition la plus parcimonieuse 
possible telle que       (équation (2.12)) ou autrement dit, trouver le vecteur   ayant le 
plus de coefficients nuls possible. Ce problème de minimisation s’écrit : 
 
     ‖ ‖  avec          (2.19) 
où ‖ ‖  est le nombre de composantes non nulles de   
 
La résolution de ce problème est d’une grande complexité (NP-complet [Nat95]). Cela 
revient à tester l’ensemble des dictionnaires imaginables répondant aux propriétés 
sélectionnées.  
Afin de contourner cette difficulté, on étudie une mesure relâchée de la parcimonie, selon 
le critère que l’on souhaite fixer. Le problème retranscrit dans l’équation (2.19) est simplifié 
en utilisant une autre norme. Le problème devient alors : 
 
     ‖ ‖       avec          (2.20) 
où ‖ ‖  est la somme des coefficients de   
 
La minimisation de L1 est le problème appelé poursuite de base. La norme L1 entraîne une 
parcimonisation moins forte que la norme L0, cette nouvelle norme mesurant la somme des 
valeurs absolues des coefficients de  . La norme L1 donne un résultat moins optimal mais est 
très utilisée car elle permet de converger rapidement vers un résultat pertinent. 
 
 




Le matching pursuit (introduit par S. Mallat [Mal93]), tout comme le problème de la 
meilleure base, est une parcimonisation. Au lieu de rechercher une solution globale, 
l’algorithme va itérativement chercher la solution d’un sous-problème donné. L’algorithme 
cherche itérativement l’atome le plus corrélé au signal dans le dictionnaire. Sa contribution est 
ensuite supprimée du signal. On répète itérativement ce processus jusqu’à obtenir le niveau 
d’approximation voulu. Cette méthode utilise donc les atomes les plus courants dans l’image 
pour la coder, au détriment des plus rares. 
 
 
Algorithme : Matching Pursuit 
 
Soit   ,  le signal traité, 
 ,  le dictionnaire, 
  ,  un atome issu de , 
 ,  l’erreur de reconstruction, 
      , la contribution d’un atome x au signal y, 
 
    
S(0) = signal à décomposer 
Tant que         
                                    
                          




Plusieurs variations de cet algorithme existent. L’Orthonormal Matching Pursuit [Pat93] 
est une amélioration du Matching Poursuit qui consiste en l’ajout d’une étape 
d’orthogonalisation afin d’obtenir à chaque itération la meilleure approximation possible. Par 
la suite, des variantes et extensions de ces deux algorithmes ont été dérivées. Citons pour 
exemple les algorithmes Optimized Orthogonal MatchingPursuit (OOMP) [Reb02], 
Complementary Matching Pursuit (CMP) [Rat08] et Complementary Orthogonal Matching 
Pursuit (COMP) [Rat09]. Ces algorithmes entrent dans le cadre général des algorithmes 




Proposée par Aharon et al. dans [Aha06], cette méthode s’appuie sur une décomposition 
du signal en valeurs singulières (SVD) pour estimer le dictionnaire D. Après une estimation 
de vecteurs parcimonieux par un algorithme de recherche, les atomes du dictionnaire sont mis 
à jour successivement. La contribution de l’atome considéré, noté ai, est évaluée par une 
matrice d’erreurs de représentation correspondant à la différence entre la recomposition de Sj 
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Sj+ai. Les vecteurs obtenus forment une matrice dont on calcule ensuite la SVD. L’atome ai 
peut alors être estimé par le premier vecteur propre ainsi calculé. L’algorithme K-SVD 
présente de très bonnes performances en comparaison avec les autres algorithmes de la 
littérature. 
 
Bien d’autres méthodes existent. On peut citer l’approche Bayésienne qui pose le 
problème d’optimisation de dictionnaire dans un cadre probabiliste [Ji08, Dob09]. Ces 
analyses peuvent également être effectuées sur de multiples échelles. Le dictionnaire multi-
échelles permet alors l’analyse d’un signal à différentes échelles et ainsi d’en tirer un codage 
arborescent des informations extraites. En effet, dans l’analyse temps-fréquences d’un signal, 
différentes largeurs de fenêtres seront utilisées. Ce modèle est répandu en traitement de la 
musique, afin de disposer d’une bonne résolution temporelle et fréquentielle, suivant l’échelle 
choisie. 
Dans le cadre du codage par transformation, l’utilisation de dictionnaires redondants peut 
avoir des répercussions importantes sur le coût de codage des indices des atomes choisis pour 
la décomposition parcimonieuse. Une façon de réduire ce coût est d’introduire une certaines 
structure dans le dictionnaire, par exemple en considérant un ensemble de bases ou/et de 
référentiels. Cette structuration peut se traduire par des atomes rangés par classe, représentant 
chacun un type de signal (exemple dans [Pey07]) ou une organisation sous la forme d’un 
arbre permettant d’organiser le dictionnaire et d’atteindre plus rapidement un élément donné.  
 
 
2.3.4  Conclusion 
 
La décomposition parcimonieuse du signal permet d’obtenir une nouvelle représentation 
du signal. Les éléments constituant le dictionnaire apportent du sens à la décomposition par 
classe d’atomes. De plus, cette représentation conserve sous certaines conditions, un coup 
calculatoire acceptable du fait de la compressibilité du signal. La condition étant de générer 
un dictionnaire qui soit rapidement estimé, avec un nombre d’éléments aussi réduit que 
possible, tout en conservant une bonne représentabilité du signal. Ce tour d’horizon des 
possibilités que peut offrir la décomposition parcimonieuse, et surtout la possibilité de 
classifier les différentes composantes d’un signal, permet de déduire qu’un dictionnaire 
intelligemment constitué doit pouvoir caractériser une texture. Les différents atomes qui 
forment un dictionnaire ont leurs caractéristiques propres et peuvent donc être différenciés et 
classifiés. Les atomes peuvent être regroupés mais chaque atome peut aussi être considéré 
comme une classe à part entière du signal.  
Dans le cadre de l’étude d’un couple d’images médicales, la diversité des tissus, qu’ils 
soient sains ou malades, nous pousse à étudier une représentation basée sur des atomes réels. 
Le choix des atomes constituant le vocabulaire sera guidé par une élaboration rapide, et une 
représentativité forte avec peu d’atomes. Le principe de famille d’atomes générée à partir 
d’un mot du dictionnaire permettra une meilleure adaptabilité au signal tout en conservant un 
coup calculatoire faible. Dans un tel cadre méthodologique, l’évolution de la représentativité 
d’une classe de motifs est un indice d’évolution, et une méthode pour la quantifier. Une autre 
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piste sera de mesurer la distance entre chaque atome constituant l’image et les différents 
motifs du dictionnaire, afin de voir si la texture étudiée est bien représentée. Il devient alors 
possible de différencier ce qui est typique de ce qui est atypique comme nous le présentons 
dans le chapitre 4. 
  




2.4  Conclusion 
 
L’échelle d’analyse est centrale tout au long de cette thèse. Dans le cadre du recalage tout 
d’abord puis dans la comparaison d’informations issues de clichés différents, le choix des 
informations sélectionnées est crucial pour le résultat, mais également pour la logique de la 
méthodologie proposée. Certaines analyses se concentrent sur le pixel, information de base du 
signal image, d’autres essaient de caractériser des ensembles de points suivant leur forme ou 
leur composition. Les choix méthodologiques effectués dans cette thèse tendent toujours à 
rapprocher l’analyse, du comportement d’un expert, face à un problème de comparaison 
d’image médicale. Le choix des structures ciblées, la manière dont elles sont combinées et 
utilisées, découlent directement de l’état de l’art présenté dans ce chapitre, et des discussions 
avec des experts médicaux. 
Une analyse effectuée par ordinateur ne peut évidemment pas retranscrire toute la 
subtilité du jugement humain. Notre but est de donner du sens aux choix effectués, et de 
reproduire un processus global, visant à détecter ce qui a évolué. La présentation de la 
méthodologie élaborée pendant ces années de thèse, et ayant permis de mettre au point ce 
CAD, est effectuée dans les chapitres suivants. 
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La finalité de cette étape de recalage est de déformer une image J pour que chaque entité 
physique qui la constitue ait la même position que sur une image I appelée image référence. 
Comme il n’est pas possible d’effectuer un recalage parfait en tous points, étant donné qu’une 
image médicale 2D est la projection d’une réalité 3D (deux points distincts sur un cliché 
peuvent être confondus sur un autre), nous cherchons la transformation permettant de 
minimiser la distance entre l’information contenue dans une image et sa correspondance 
anatomique sur l’autre image. L’évaluation des méthodes de recalage permettra, dans la 
perspective de l’analyse des images, de définir la taille d’un voisinage d’exploration fondé sur 
la distance moyenne séparant deux coordonnées qui représentent les mêmes tissus. 
 
Comme nous l’avons souligné dans le chapitre précédent, le recalage peut être fondé sur 
l’extraction de primitives (recalage géométrique). Les méthodes de recalage géométrique sont 
robustes et présentent un bon compromis temps/précision, lorsque le nombre de primitives 
extraites est suffisant. Il faut prendre en compte les primitives les plus pertinentes, fondées sur 
l’anatomie même de l’organe à étudier, afin d’avoir une bonne robustesse d’extraction, et une 
localisation précise [Wir99]. Nous verrons dans ce chapitre comment structurer l’image à 
partir de ces primitives et comment une bonne combinaison de primitives permet d’améliorer 
les résultats. 
Le choix des méthodes doit être guidé par le type de clichés étudiés, par l’analyse prévue 
après le recalage, ainsi que par la connaissance des déformations pouvant être subies par ce 
qui est observé sur le cliché. Nous nous plaçons dans le cadre du recalage de tissus mous, 
recalage ayant pour objectif l’analyse des tissus de différents organes et l’observation de leur 
évolution. L’objectif est de minimiser les différences dues à la prise du cliché et aux forces 
mécaniques imposées aux tissus en respectant autant que possible la morphologie et la taille 
des zones dont on veut suivre l'évolution. Il faut donc replacer les différentes macrostructures 
présentes dans l’image en modifiant le moins possible les textures internes de chacune. Une 
étape d’extraction des primitives anatomiques est nécessaire afin d’identifier les tissus 
présents. Les tissus observés étant déformables, le recalage proposé doit permettre d’effectuer 
un ensemble de déformations qui constitue le champ de déformation. 
 
Pour satisfaire les contraintes de robustesse et de temps de calcul, les méthodes de 
recalage élaborées sont, soit des transformations rigides, soit une combinaison entre 
transformations rigides et transformations non rigides locales. Les transformations présentées 
dans ce chapitre reproduisent le mécanisme de la vision humaine qui effectue une observation 
pré-attentive, globale, avant d’étudier des détails de manière plus ciblée, et donc locale. Nous 
adoptons une approche en deux temps, une étape globale, suivie d’une étape plus fine. 
Ces choix permettent d’atteindre un coût calculatoire plus faible qu’avec des 
transformations uniquement non-rigides et des méthodes iconiques. Le cadre méthodologique 
développé dans cette thèse découle des contraintes applicatives, l’élaboration d’un CAD (aide 
au diagnostic) d’analyse de tissus mous rapide et pertinent. Les méthodes élaborées seront 
évaluées sur des mammographies.  
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3.1  Cadre méthodologique général 
 
Le recalage est traduit par une transformation, comme indiqué dans la définition (cf 
paragraphe 2.1.1), c’est l’application de la meilleure déformation possible pour un problème 
donné. Il faut donc pouvoir déterminer quel est ce « meilleur » choix. Pour ce faire, il est 
nécessaire d’adapter la transformation au type d’objet et au type de déformation que l’on va 
rencontrer dans une application donnée. En plus de la pertinence de la transformation choisie, 
il faut prendre en compte le coût calculatoire. Le recalage, bien qu’indispensable pour 
effectuer une comparaison, reste un pré-traitement, et doit donc minimiser au mieux les 
différences de positionnement des différentes structures formant les images, dans un temps 
aussi court que possible. 
 
Les méthodes ont été élaborées dans un cadre méthodologique commun en montrant 
comment il est possible de les adapter au contexte applicatif (cf Fig.3.1). Elles sont inspirées 
des techniques employées par les praticiens pour se repérer dans une image médicale. Pour 
comparer deux clichés, l’expert, dans un premier temps, repère les points saillants de l’image 
puis compare les primitives mises en correspondance. Cela correspond à la vision pré-
attentive humaine qui structure le contenu de l’image. Ensuite, l’expert se focalise sur un 
élément qui structure la portion d’image  proche du point qu’il veut analyser, et l’observateur 
va retrouver cette primitive dans l’autre cliché, puis le point à analyser par rapport à sa 
position relative au point de repère. La vision du praticien va également compenser 
d’éventuelles déformations des tissus observés (prise en compte de déformations élastiques). 
Cela correspond à la vision attentive. L’évaluation des déformations nécessaires doit donc être 
basée sur l’analyse de la morphologie et sur la segmentation des organes et tissus visualisés, 
et non sur l’analyse de la texture des tissus. L’ensemble des déformations effectuées est 
appelé "champ de déformation". 
Ce type d’approche permet d’appréhender rapidement les déformations nécessaires au 
recalage dans le cadre de la vision humaine et de construire un champ de déformation bien 
adapté au couple d'images. Un champ de déformation complexe agissant globalement puis 
localement peut ainsi être rapidement estimé. 
Notre approche s’appuie fortement sur les différentes étapes du processus effectué par 





Figure 3.1 – Approche méthodologique 
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La problématique est alors d’élaborer un champ de déformation à partir de différentes 
primitives. Le champ de déformation produit doit prendre en compte les différences 
d’orientation, de position ou encore, dans notre cas particulier, l’aplatissement du sein, dues 
au processus de prise de vue. 
Il est important de noter qu’une des limites du recalage d’images biomédicales 2D est 
l’effet de projection dû au passage du 3D au 2D lors de certaines acquisitions. Une image est 
la projection d’une réalité 3D, et deux points distincts sur un cliché peuvent être confondus 
sur une autre vue du même organe. Le problème, dans ce contexte se trouve donc être un 
problème mal posé. Il est impossible d’effectuer un recalage parfait sans introduire d’autres 
connaissances. 
La dernière contrainte est de trouver un bon compromis temps/précision, pour que le 
temps de traitement global (recalage plus le traitement effectué sur les images recalées) ne 
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3.2  Niveaux de structuration 
 
L’approche présentée dans cette section est développée dans le cadre méthodologique 
général. La méthode est conçue pour le recalage d’images médicales représentant des tissus 
mous. Ce paragraphe a pour but de montrer les différents niveaux de structuration possibles à 
partir des informations a priori sélectionnées. On entend par informations a priori, le type de 
déformation, les primitives anatomiques utilisées, ainsi que la manière de structurer le 
contenu de l’image à partir de ces points ou ensemble de points. Après un tour d’horizon des 
possibilités explorées (ci-dessous), la méthode sera contextualisée afin de s’adapter aux 
mammographies (section "3.3 - Application aux mammographies"). 
 
Les primitives et la manière dont ces dernières sont combinées, peuvent différer selon les 
applications. Certaines de ces primitives anatomiques sont ponctuelles, mais elles peuvent 
également se présenter sous la forme d’une courbe, d’un contour fermé, ou d’une surface. Ces 
primitives vont permettre d’élaborer un référentiel qui servira de support au recalage. L’image 
J subira des déformations plus ou moins complexes, déduites du référentiel élaboré à partir 
des primitives et étendues au reste de l’image pour simuler le plus efficacement possible les 
déformations élastiques subies.  
 
Après avoir présenté les types d’images relevant de cette méthodologie, nous énumérons 
les différentes primitives utilisées. Ces dernières vont permettre de structurer l’information 
contenue dans les images et permettre d’appliquer un champ de déformation adapté. 
 
 
3.2.1  Relation entre les images 
 
Dans le cadre de l’imagerie médicale, un couple ou une série d’images, peut être mono ou 
multimodale, une suite temporelle ou une paire bilatérale (pour les organes présents par 
paires) et également de différentes dimensions (2D ou 3D pour les images médicales). La 
relation qui existe entre les images étudiées est centrale car elle va déterminer le type de 
méthode et la complexité du recalage. Un recalage multimodal d’une image 2D dans un 
volume en 3D, n’utilisera pas la même approche que le recalage entre 2 images 2D de même 
modalité. Pour cette présentation théorique, nous nous plaçons dans le cadre d’un recalage 
monomodal d’images médicales 2D. 
 
 
3.2.2  Les primitives 
 
Les primitives extraites sont des points ou ensembles de points représentant une même 
entité sur les deux images. Plus elles sont précises, pertinentes, nombreuses, et uniformément 
réparties sur toute la surface de l’image, meilleur sera le résultat obtenu. 




Ces primitives peuvent être le cadre de l’image, un point ou un ensemble de points 
(nuage de points, ligne, courbe, surface). Il est évidemment préférable que ces points soient 
extraits des signaux à recaler. Dans le cas d’un recalage effectué sur des signaux de même 
dimension, un point sera mis en correspondance avec un point, une courbe avec une courbe, 
une surface avec une surface. 
 
 
3.2.3  Champs de déformation proposés 
 
Les primitives sélectionnées sont utilisées pour effectuer la transformation de l’image 
traitée. Le degré de dépendance de la transformation à certains éléments de l’image ainsi 
qu’une adaptation aux éléments présents dans l’image est très important. Les méthodes 
présentées ci-dessous ne sont pas créées pour une application particulière, mais doivent être 
choisies et adaptées aux primitives extraites, et surtout à leur nature, afin de montrer quelles 
améliorations peuvent être amenées par l’ajout ou la suppression d’un type de primitives. La 
complexité des champs de déformation qui sont déduits des choix de primitive, dans notre 
présentation, est croissante. Les processus sont basés soit sur une transformation globale, soit 
sur une transformation à deux niveaux, d’abord globale puis locale, modélisant d’abord une 
vision générale, puis un recalage de détails plus fins. Les méthodes présentées dans cette 
section sont : 
 
- La superposition (Id.), 
- La translation naïve, 
- Le recalage linéaire, 
- Le recalage orienté, 
- Le recalage polaire. 
 
 
Dans les différentes approches proposées ci-dessous, on note Ptra, le point de l’image J 
que l’on souhaite recaler afin qu’il soit superposé au point Pref sur l’image I. La méthode a 
pour objectif de déterminer quel point Pref de l’image référence doit être mis en 
correspondance avec Ptra. Le point Ptra sera recalé aux coordonnées de Prec = t(Ptra) dans 







La superposition brute des images consiste à considérer le cadre des images comme un 
repère pertinent du contenu des images. Le cadre de l’image est utilisé comme structure 
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extrinsèque. Aucune primitive n’est nécessaire. A tout point Ptra(x,y) de l’image J, on applique 
la transformation Id. La moindre différence de cadrage ou de position de l’objet observé ne 





La translation naïve tn consiste à considérer un point de référence dans les images et à se 
référer au bord de l'image. La structuration est liée à un point intrinsèque à l’image et au cadre 
de l’image (extrinsèque). 
Une seule primitive est ici utilisée : un point sur chaque image ciblant le même objet. Ces 
points O et O' sont mis en correspondance. O et O' peuvent être extrinsèques ou intrinsèques. 
Le référentiel utilisé quant à lui est extrinsèque et correspond à l’orientation des images 
étudiées. Pour les deux images, le repère est celui des pixels de l’image (une coordonnée x 
représentant une ligne de pixels, et une coordonnée y, une colonne). Il n’y a pas de rotation 
des images pour les réaligner. Tout point Ptra de l’image J va subir une translation, telle que : 
 
        ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗       ’⃗⃗⃗⃗⃗⃗  ⃗ 
 
 
Le champ de déformation est uniforme mais rarement satisfaisant. Néanmoins cette 
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Afin d’élaborer une approche donnant un résultat plus fin, il faut estimer le champ de 
déformation à appliquer à partir d’un ensemble de primitives plus riche. Dans ce cas nous 
considérons comme éléments extraits un point, une courbe et une orientation. Le point ou la 
courbe est intrinsèque à l’image étudiée. L’orientation fondée sur le cadrage des clichés est 
extrinsèque. 
La déformation globale repose sur la définition d'un point d’origine O, permettant de 
recadrer le contenu de l'image et d'une direction privilégiée liée à la nature de l'organe étudié, 
permettant de réorienter l'image (cf Fig 3.5). Un premier recalage global est limité à une 
translation permettant de faire coïncider les centres des deux images (translation naïve tn). Ce 
recalage est rigide. La seconde étape est un recalage non rigide r1. Pour effectuer cette étape 
du recalage géométrique, une primitive plus complexe est utilisée. Cette information 
supplémentaire va permettre d’élaborer la transformation à partir d’un contexte plus riche. Un 
contour, qu’il soit ouvert ou fermé, est nécessaire à cette étape. Evidemment cette courbe ne 
doit pas être trop complexe. 
Le référentiel utilisé est le cadre de l’image. Sur l’ensemble de l’image les pixels ne 
pourront être recalés que suivant une direction fondée sur le cadre de l’image. Chacune des 
droites parallèles orientées dans la direction sélectionnée va être étirée ou compressée afin de 
s’ajuster au nouveau contour dans lequel on souhaite recaler l’image (cf Fig 3.3). 
 
Dans le cas où Ptra est à l’intérieur d’un contour fermé (cf Fig 3.3), on effectue un 
recalage linéaire suivant la direction choisie. La position le long du segment traité sera donnée 
par celle du point Prec de mêmes coordonnées barycentriques sur [CrecC’rec] que Ptra sur      
[CtraC’tra] : 
 
        
         
    
        






Image référence Image traitée Image traitée recalée 
 
Figure 3.3 – Seconde étape du recalage linéaire avec un contour fermé (direction choisie : direction 
horizontale) 
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Si le contour est un contour ouvert (cf Fig 3.4), on reporte alors la distance entre le point 
traité et le contour extrait. Pour un point Ptra, et Ctra, point où le contour coupe la droite 
passant par Ptra suivant l’orientation choisie, le point Prec est défini comme suit : 
 





Image référence Image traitée Image traitée recalée 
 
Figure 3.4 – Seconde étape du recalage linéaire avec un contour ouvert  
(direction choisie : direction horizontale) 
 
 
Le point traité Ptra est ainsi recalé en Prec dans l’image traitée, point qui a les mêmes 





Figure 3.5 – Etapes du recalage linéaire horizontal  
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Le principal avantage de cette méthode est qu’elle effectue une meilleure mise en 
correspondance des contours de la forme étudiée, c’est à dire de l’élément structurant l’image. 
Cependant, les méthodes de recalage exposées jusqu’ici, ont pour principal défaut d’être 
fondées sur l’orientation du cadre de l’image, alors que le cadrage des tissus observés peut 
varier entre les deux clichés. Le cadre d’une image est une primitive que le système visuel 
humain utilise naturellement pour se repérer dans une image, mais celle-ci semble peu 
pertinente dans le cadre d’un recalage dès que la position de l’objet observé change par 
rapport à l’appareil de prise de vue. Une analyse plus fine de l’orientation de l’élément 
observé permettra d’inclure davantage d’informations a priori, et ainsi, d’être indépendant du 
cadrage du cliché. Les éléments de structuration choisis ci-dessous, ont été considérés pour 





Cette méthode est fondée sur l’estimation de l’orientation de l’objet étudié. La 
structuration est alors totalement intrinsèque à l’image. Il s'agit de réaliser dans un premier 
temps une déformation rigide t en constituant de manière classique des repères orthogonaux 





Figure 3.6 – Etapes du recalage orienté 
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Une origine et une orientation intrinsèques à l’image caractérisent ces repères. L’origine 
est un point saillant présent sur les deux clichés, l’orientation est celle de l’objet observé. Les 
images sont mises en correspondance par une translation (superposition des origines, 
translation naïve) et une rotation suivant les orientations extraites. Cette transformation t 
constitue le recalage pré-attentif du cliché. Le référentiel élaboré sera alors intrinsèque au 
tissu observé. 
 
Le recalage non-rigide r2, simulant l’affinement apporté par la vision attentive,  est 
ensuite linéaire comme dans le cas du recalage linéaire (voir ci-dessus), à ceci près que 
l’orientation n’est pas extraite du cadre de l’image, mais de l’objet observé. Ce choix permet 
d’effectuer un étirement ou une compression en suivant l’orientation de la structure étudiée 





Le recalage polaire repose sur une autre hypothèse de la structuration de l’objet que celle 
vue précédemment. La structure est modélisée de manière radiale à partir des primitives. Cela  





Figure 3.7 – Etapes du recalage polaire 
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La phase pré-attentive rigide est la même transformation t que celle décrite dans la 
structuration précédente. Pour le recalage localement non-rigide r3, un point de repère et un 
contour fermé sont nécessaires. Le recalage s’effectue de façon radiale autour d’un point O, 
inclus dans le contour fermé. Tout segment passant par le point de repère fixe O et un point Ai 
du contour fermé sera mis en correspondance avec le segment de même orientation sur l’autre 
cliché. Le segment traité sera ensuite étiré ou comprimé pour avoir la même taille et les 
mêmes extrémités que sur le cliché qui nous sert de référence (cf Fig.3.7). L’objet va donc 
être comprimé ou étiré à partir de l’origine du repère suivant des directions irradiant de O  
jusqu’à ce que les contours de l’objet segmenté sur les deux clichés aient la même forme et la 
même position. 
 
Ces méthodes produisent des champs de déformation qui visent à gommer les différences 
de prise de vue et d’étirement (ou compression) subies par l’objet. Le choix du nombre et du 
type des primitives ainsi que le choix du type de champ de déformation utilisé doit être guidé 




Récapitulatif des méthodes présentées 
 
Nous récapitulons dans cette partie les primitives extraites et les étapes des différentes 
méthodes exposées ainsi que les champs de déformation produits. 
 







gauche de l’image O 
 X Cadre de l’image  X - - 
Translation 
naïve 
Un point O X  
Origine : point O 
+ Cadre de l’image 
 X Translation - 
Linéaire  
Un point O 
+ un contour  
X  
Origine : point O 
+ Cadre de l’image 
 X Translation 
Déformation 
linéaire suivant 
une direction fixe 
Orienté 
Un point O 
+ une orientation 
+ un contour  
X  








une direction fixe 
Polaire 
Un point O 
+ une orientation 
+ un contour 
X  









I  :  primitives intrinsèques 
E  :  primitives extrinsèques 
 
Tableau 3.1 – Récapitulatif des méthodes présentées 
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Le tableau 3.1 fait ressortir deux classes de méthodes, d’une part les méthodes ayant peu 
de primitives intrinsèques au contenu de l’image (superposition, translation naïve et linéaire), 
et d’autre part les méthodes qui se fondent uniquement sur les données internes à l’objet 
(recalage orienté et polaire).  
Dans la section suivante, ces transformations vont être adaptées à notre contexte 
applicatif : les mammographies. Différentes primitives vont être extraites et combinées. Les 
résultats obtenus seront comparés et discutés afin d’établir la pertinence et le degré de fiabilité 
de chacune des primitives. 
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3.3  Application aux mammographies 
 
Dans cette section, les méthodes présentées ci-dessus vont être utilisées dans un cadre 
applicatif précis. L’objectif pratique de ces recherches est l’analyse de dossiers contenant 
plusieurs mammographies. Chaque tissu constituant le sein doit occuper le même espace sur 
chaque image pour être analysé de manière automatique. Il faut aligner les différentes 





Image I Image J Images superposées 
 
Figure 3.8 – Alignement des tissus mammaires en vue d’une analyse conjointe 
 
 
Comme il a été mis en avant dans la section 3.2, les points importants à déterminer sont : 
- Quelles relations lient les images étudiées ? 
- Quelles primitives vont être utilisées ? 
- Quel champ de déformation va être appliqué ? 
Ces trois points sont développés dans les sections 3.3.1 à 3.3.3 ci-après. 
 
Après avec exposé certaines spécificités de l’application traitée et des mammographies en 
général, différents choix seront proposés, pour le choix des primitives et des déformations, 
afin de proposer une méthode robuste, pertinente et rapidement exécutable. 
 
 
3.3.1  Caractéristiques et relation entre les images 
 
Dans le cadre applicatif étudié, les images traitées sont des mammographies, en vue 
oblique. Les images recalées sont issues d’un même dossier patient. Cette série d’images peut 
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constituer une suite temporelle d’un même sein, dans le cadre du suivi d’une patiente, ou une 
image du sein droit et une du sein gauche, afin de comparer les tissus (cf Fig.3.9). 
 
 
                             
 
a - Paire bilatérale b - Série temporelle 
 
Figure 3.9 – Différentes relations intra-patiente  
 
 
Le cliché représente des tissus élastiques, comprimés pour l’examen. Les différences de 
pressions ou de positionnement du sein au moment de la prise du cliché doivent être réduites 
lors du recalage, sans pour autant modifier la structure interne du sein. Il faut déplacer les 
tissus, simuler la transformation inverse à l’aplatissement sur l’image et non les déformer, 
pour éviter de trop modifier ce que l’on cherche à observer. 
 
L’analyse effectuée dans le cadre de l’étude d’un dossier de mammographies est un 
recalage intra-anatomique monomodal. Cela consiste à rechercher une transformation liant 
deux images de la même anatomie, acquises dans une même modalité. Ce type de recalage 
permet de suivre la déformation mécanique d’organes [Lor02] ou l’évolution d’une pathologie 
[Rey99], bien que ces déformations ne soient pas toujours séparables. 
 
L’étude de l’état de l’art, les observations effectuées sur les clichés, ainsi que les 
discussions effectuées avec des radiologues expérimentés, nous ont conduit à effectuer les 
choix exposés ci-dessous. 
 
 
3.3.2  Extraction de primitives 
 
La phase d’extraction des primitives est cruciale. Les primitives doivent être 
suffisamment nombreuses afin de retranscrire l’ensemble des déformations locales, et 
d’extraction robuste, car toute imprécision dans le positionnement des points extraits 
impactera directement la qualité du recalage. Il faut donc obtenir un maximum de points, sans 
pour autant inclure des points de repère dont la détection est peu précise ou peu robuste. La 
répartition des primitives n’est donc pas l’unique critère.  
78 Chapitre 3 
  
 
L’extraction et la mise en correspondance des points de la structure interne du sein 
peuvent être effectuées à l’aide d’un descripteur de points (comme le SIFT). De tels 
descripteurs sont peu fiables compte-tenu de la variabilité des tissus du corps humain dans le 
temps ou de la dissymétrie naturelle du corps.  
Dans le cadre du recalage de mammographies, d’après [Wir99], les repères anatomiques 
visibles, tels que le contour du sein, le mamelon, ou encore le muscle pectoral, sont les 
éléments de repère dont la détection est robuste, nous utiliserons donc ces primitives (cf 
Fig.3.10). Plus le nombre de points de repère anatomiques est élevé, et plus leur détection est 
fiable, meilleur sera le recalage.  
Chaque extraction de points de repère anatomiques utilise des méthodes différentes, 
donnant un taux de bonne extraction différent pour chacune de ces primitives. L’intérêt de 
chaque point de repère anatomique dans le cadre du recalage, varie en fonction de sa position 
et de sa taille. Il faut donc prendre en compte l’intérêt de chaque point de repère anatomique 
et la fiabilité de son extraction. 
Ainsi le contour du sein, le mamelon, le muscle pectoral sont des repères fiables et 
utilisables sur des séries temporelles et des couples bilatéraux [Wir99]. D’autres primitives 
anatomiques, comme le tissu fibro-glandulaire, le système vasculaire et les canaux lactifères, 
sont plus complexes à extraire et ne sont pas utilisables dans les couples bilatéraux à cause de 
la dissymétrie naturelle du corps humain. 
L’ensemble des structures recherchées dans nos travaux fait partie des points devant être 
présents sur une mammographie pour répondre au critère de qualité établi dans le monde 
médical. L’étude effectuée est axée sur le choix des primitives utilisées et sur les méthodes 
permettant de structurer l’information autour de ces points de repère. Les méthodes 




Figure 3.10 – Primitives anatomiques extraites 
 
Contour du sein 
Le contour du sein est extrait grâce à un seuillage des niveaux de gris, la délimitation 
obtenue est ensuite lissée. Ce processus n’est pas davantage détaillé dans cette thèse car il a 
été développé par la Société Fenics, qui en est propriétaire. 
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Mamelon 
Le mamelon est détecté après une étape d’apprentissage. Des caractéristiques telles que 
les niveaux de gris le constituant, sa position dans l’image ou encore la forme du contour à 
son voisinage, sont apprises pour localiser le mamelon le long du contour du sein, par un 
processus de Random Forest [Bre01]. Ce point a une réelle importance pour le contour. Il 
permet d’obtenir un point «  d’ancrage » commun permettant de savoir comment positionner 
le contour du sein. Tout comme la délimitation du contour de sein, cette méthode a été 




Pour la détection du muscle pectoral, la délimitation entre ce dernier et le sein peut être 
initialisée par un segment de droite détecté en utilisant une transformée de Hough [Hou62, 
Fer00].  
Deux méthodes de détection ont été mises au point. La première est fondée sur 
l’utilisation de contours actifs. Le contour est initialisé en utilisant la position moyenne de la 
délimitation muscle pectoral/sein sur 100 clichés. La délimitation initiale est itérativement 
transformée afin de minimiser deux énergies ; l’énergie interne, visant à lisser le contour, et 
l’énergie externe, basée sur la log-vraisemblance de l’aire du muscle pectoral ainsi que des 
intensités lumineuses qui le composent, permettant de séparer le muscle, zone plus claire sur 
l’image, du reste du sein [Bou09]. 
Une autre méthode possible consiste à rechercher des points voisins de l’initialisation, qui 
seront jugés comme meilleurs représentants de la délimitation grâce à un apprentissage 
effectué sur des contours annotés manuellement. Cet apprentissage est fondé sur les niveaux 
de gris et la forme du contour (propriété de Fenics). Une contrainte d’élasticité permet de 
conserver une certaine régularité au contour extrait. Cette approche offre un résultat plus 
proche des annotations humaines (voir évaluation de l’extraction des primitives à la fin de 
cette section) et est donc utilisée dans notre méthode. 
 
 





Figure 3.11 – Contour extrait, l’axe des abscisses est la droite 
frontière entre le muscle pectoral et le sein 
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Comme l’information pertinente est située dans le sein, nous allons localiser le haut et le 
bas du sein. Pour cela, la courbure du contour du sein est étudiée. Le contour est placé dans un 
repère orthonormé dont l’axe des abscisses est la droite délimitant le sein et le muscle pectoral 
(cf Fig 3.11). Dans ce nouveau repère, la limite du haut est le minimum local du contour du 
sein avant le mamelon, la limite du bas est le minimum local sur cette même courbe après le 
mamelon. 
 
D’après les critères de qualité fixés par les praticiens définissant une mammographie, ces 
points doivent être dans le cadre du cliché. Contrairement aux autres primitives, les limites 
haute ou basse du sein se retrouvent parfois hors cadre. 
Dans le cas où ils ne seraient pas visibles, la limite basse du sein serait alors le point le 
plus bas du sein sur le cliché. La limite haute du sein Hn, serait le point le plus haut sur le 
contour tel que la distance entre ce point et la frontière sein/muscle pectoral soit égale sur les 
deux clichés. Pour cela, nous prennons le plus grand des segments Hn, puis nous cherchons 
sur l’autre cliché le segment H’n de même longueur (cf Fig 3.12 et équation (3.1)).  
 
 
Image I Image J 
 
Figure 3.12 – Choix des bornes minimums pour qu’elles aient la même longueur 
 
 
Soit deux mammographies I et J, ΩI et ΩJ, les ensembles des segments S perpendiculaires 
à la frontière du muscle pectoral, compris entre la limite haute du sein et la perpendiculaire 
passant par le mamelon. Le choix des limites hautes est conditionné par leur longueur telle 
que : 
 
S1 est choisi tel que  
|  |        {       |  |       (|  |)      avec SI  I et   SJ  J 
 
S2 est choisi tel que : 
si  |  |         |  |  
 |  |   |  |      ∈        
 
si  |  |        (|  |) 
 |  |   |  |      ∈        
 (3.1) 
 
Champ de déformation pour tissus mous 81 
 
 
Evaluation de l’extraction des primitives anatomiques 
 
L’extraction de ces primitives a été évaluée sur une base de mammographies annotées par 
un expert. Les résultats obtenus grâce aux méthodes présentées ci-dessus sont comparés aux 
annotations effectuées par l’expert.  
Le contour du sein est parfaitement extrait sur toutes les images (jamais plus de 1mm 
d’écart entre le résultat et la vérité terrain sur une base de 100 mammographies).  
Le mamelon est localisé avec moins de 1cm d’erreur dans plus de 98 % des 
cas (évaluation effectuée sur 800 clichés).  
L’évaluation de la frontière du muscle pectoral est effectuée en comparant les résultats 
fournis par notre méthode et les délimitations tracées par un expert. Le rapport intersection / 
union des aires des surfaces du muscle fournies par un expert et par notre méthode doit être 
supérieur à 0,8 pour que le résultat soit validé. Avec cette évaluation, la méthode basée sur la 
log-vraisemblance donne 91% d’extractions réussies, la méthode basée sur l’apprentissage 
donne 95% de bons résultats (évaluation effectuée sur 100 clichés). 
 
Nous utilisons les primitives extraites du cliché afin de créer différents repères permettant 
de structurer l’ensemble de l’image, comme l’illustre la figure 3.13. Dans ces nouveaux 
repères, deux points de mêmes coordonnées représenteront deux points comparables sur les 









3.3.3  Recalage des mammographies 
 
Les méthodes présentées dans la section 3.2 vont ici être contextualisées afin d’effectuer 
le recalage de mammographies.  
 
Dans le cadre des mammographies, certaines contraintes se posent, comme la physique 
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[Chu08] ont permis de modéliser la physique interne des tissus mammaires. La figure 3.14 est 




Figure 3.14 – Modèle physique d’un sein subissant une compression mediolatérale. Le modèle de 
compression, et les différents points ayant permis son élaboration sont données dans [Chu08] 
 
 
Cette modélisation de la physique du sein est très proche des méthodes de recalage 
orienté et polaire, que nous avons élaborées dans la section précédente. Les tissus proches du 
muscle pectoral se déforment de manière linéaire, ce qui est approximé par le recalage 
orienté. La physique des tissus proches du contour du sein s’apparente au modèle polaire. 
Afin de vérifier cette hypothèse, l’ensemble des méthodes élaborées dans la section 
précédente vont être évaluées dans le cadre applicatif de la mammographie. Pour chacune des 
méthodes développées dans la partie 3.2, nous présentons les adaptations dues au contexte des 
mammographies : 
 
- La translation naïve, déformation simple donne une base de comparaison avec les 
résultats obtenus à l’aide des autres méthodes, 
- Le recalage linéaire horizontal inclut une déformation locale non-rigide, 
- Le recalage orienté simule l’aplatissement du sein de manière continue et orientée, 




Ces méthodes produisent des champs de déformation différents qui visent à simuler 
l’aplatissement du sein lors de l’examen et à reproduire les techniques qui permettent aux 
experts de se repérer dans de tels clichés.  
Nous récapitulons dans cette partie les primitives extraites et les étapes des différentes 
méthodes présentées dans cette section avant de les détailler (Tableau 3.2). 
 
 












Mamelon X  
Cadre de 
l’image 














Muscle pectoral  
Contour du sein 
X  
Basé sur le 
muscle 











Muscle pectoral  
Contour du sein 
X  
Basé sur le 
muscle 








I :  primitives intrinsèques 
E :  primitives extrinsèques 
 





La première idée est d’utiliser le point de repère fondamental pour les experts pour 
s’orienter dans la texture interne du sein, dans le cadre d’une mammographie, le mamelon. 
Nous utiliserons la transformation la plus simple, la translation (cf Fig.3.15). L’image est 
structurée à l’aide d’un repère cartésien (O,  ,   ), avec  , ayant pour direction l’horizontale du 
cliché, et  , la verticale. L’image traitée est translatée, dans le but de superposer le point de 
repère de cette image et de l’image référence. Les distances entre tissus comparables sont 
alors faibles dans le voisinage de ce point. Plus on s’éloigne, moins la mise en correspondance 
est fiable. Certains points du sein contenus dans l’image traitée peuvent même être recalés en 





Image référence Image traitée Image recalée 
 + Image référence 
 
Figure 3.15 – Recalage par translation naïve 




Cette méthode, très simple et très rapide, est uniquement utilisée ici comme base de 
traitement et de comparaison des résultats. Le champ de déformation produit est très rigide et 
donc peu adapté au recalage de tissus mous (cf Fig 3.22).  
 
 
Recalage linéaire horizontal 
 
Dans le cadre de mammographies, cette méthode de recalage utilise le mamelon, le 
muscle pectoral, ainsi que le contour du sein. Ces primitives anatomiques servent de points de 
repère pour le recalage. Le mamelon permet d’effectuer un recalage rigide, puis le contour du 
sein et le muscle pectoral sont utilisés comme contours de référence pour la partie non-rigide 
du recalage (cf Fig 3.16). Le champ de déformation produit est alors plus complexe que celui 





Figure 3.16 – Primitives et leur zone d’influence 
 
 
Cette méthode est fondée sur un recalage global rigide suivi d’un recalage local, 
permettant d’obtenir une transformation plus complexe et un recalage plus fin. Le recalage 
global est une translation du cliché traité afin que les mamelons aient les mêmes coordonnées 
(translation naïve).  
La seconde partie du recalage est une déformation linéaire sur chaque horizontale. Le 
référentiel utilisé est le cadre de l’image. Pour cette étape, le contour du sein et le muscle 
pectoral sont utilisés. Soit un point P, le point à recaler sur l’image traitée après l’étape de 
recalage global. D est alors la droite horizontale passant par P. Cette droite D coupe le 
contour du sein en C et la délimitation du muscle pectoral en M (Fig.3.16). Il existe toujours 
au moins un point C pour tout point du sein sur le cliché, M n’existe que dans la partie haute 
de l’image (cf Fig.3.16). 
 
La méthode a pour objectif de déterminer quel point Prec correspond à Ptra. L’ordonnée 
des points n’est pas modifiée durant cette étape, (Prec)y = (Ptra)y.  
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Pour l’abscisse, dans le cas où Ptra se situe dans la partie haute de l’image, on effectue un 
recalage linéaire. La position en x sera donnée par celle du point Prec de mêmes coordonnées 
barycentriques sur [        ] que Ptra sur [        ] (cf Fig. 3.17) soit tel que : 
 
        
        
   
        




Si le point Ptra se situe dans la partie basse de l’image, l’abscisse du point Prec mis en 
correspondance avec Ptra est définie par : 
 
        ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗    =         ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   
 
(3.3) 
Le point traité Ptra est ainsi recalé en Prec dans l’image traitée, point qui a les mêmes 





Image de référence I  Image J traitée Image J recalée 
 
Figure 3.17 – Seconde étape du recalage linéaire horizontal 
 (Ptra : point traité, Pref : point référence, Prec : point recalé) 
 
 
Les points de repère les plus utilisés par les experts sont inclus dans le processus, le 
rendant plus pertinent. Tous les points du sein traité sont mis en correspondance avec un point 
appartenant au sein référent. Cette méthode a néanmoins le défaut de ne pas proposer une 
déformation continue puisque le haut et le bas du sein sont traités différemment. De plus, les 
deux méthodes de recalage, exposées ci-dessus, sont fondées sur les orientations du cadre de 
l’image, qui n’est pas une primitive anatomique. Les méthodes de recalage suivantes 





Dans le cadre de l’application d’une méthode de recalage sur des mammographies, les 
primitives extraites sont le mamelon, le contour du sein (contour, limite haute et limite basse 
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du sein) et la frontière muscle pectoral/sein. Le mamelon est utilisé comme origine de repère 
O. L’orientation des deux axes principaux du référentiel utilisé sont la simplification de la 
frontière entre le muscle pectoral et le sein (P), et la perpendiculaire qui passe par le mamelon 
(DM). La structure obtenue est un repère cartésien (O,  ,   ), avec  , ayant comme direction 
l’orientation du sein, et  , la direction de la délimitation muscle pectoral / sein comme illustré 
dans la figure 3.18. 
 
L’ensemble des n droites qui suivent cette orientation sont notées (Dtra{i}) dans l’image 
traitée, et (Dref{i}) dans l’image référence. Les segments inclus dans les droites D, et 




Image référence  Image traitée Image référence  
+ Image recalée 
 







Figure 3.19 – Méthode de recalage orienté 
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Cette méthode [Bou10] débute par une étape globale. On effectue une translation et une 
rotation afin que les repères cartésiens, dans l’image traitée et dans l’image de référence, aient 
la même origine et la même orientation. 
L’étape suivante est un recalage non-rigide local. Les segments parallèles à [Stra] dans 
l’image traitée et à [Sref] dans l’image référence, sont mis en correspondance deux à deux 
selon leurs positions par rapport au haut du sein, à la droite (DM) et au bas du sein. La 
longueur de chaque segment parallèle à (DM) qui constitue le sein traité, va prendre la 
longueur du segment correspondant dans l’image référence. Les segments qui se situent au-
dessus (respectivement en-dessous) de la perpendiculaire passant par le mamelon, dans 
l’image traitée, sont mis en correspondance avec des segments qui sont au-dessus 
(respectivement en-dessous) de la perpendiculaire passant par le mamelon, dans l’image 
référence (cf Fig.3.19). Le recalage non-rigide est ainsi décomposé en une succession de deux 
étirements dans des directions orthogonales. 
Cette méthode permet le recalage de tout point du sein en utilisant uniquement des 





Dans le cadre de mammographies, les primitives anatomiques utilisées pour cette 
méthode sont le mamelon, le contour du sein (avec limite haute et limite basse) et la frontière 
entre le muscle pectoral et le sein approximé par une droite. Le référentiel permettant de 
structurer les images est un repère polaire dont l’origine est un point par rapport auquel le sein 
est étoilé. Cette représentation va permettre de recaler tout point du sein de la mammographie 
traitée à l’intérieur du contour du sein de la mammographie référence. Le champ de 
déformation produit par cette méthode est orienté et non-rigide (cf Fig 3.22). Cependant, la 
répartition des tissus est différente de celle produite par le recalage orienté ou le recalage 
linéaire. Le champ de déformation produit est celui qui correspond le mieux au modèle 
physique du sein [Chu08]. La restructuration des tissus corrige les différences de pression 




Image référence Image traitée Image référence  
+ Image recalée 
 
Figure 3.20 – Structure du sein pour un recalage polaire 




Soit C le mamelon, O est le projeté orthogonal de C sur la délimitation muscle 
pectoral/sein. O est l’origine du repère polaire (O, θ, r).  Le sein est divisé en secteurs 





Figure 3.21 – Méthode de recalage polaire  
 
 
Ces points sont : 
- le point de la délimitation du muscle pectoral le plus éloigné de l’origine noté A, 
- le point de la limite haute qui coupe le contour du sein noté B,  
- le point de la limite basse qui coupe le contour du sein noté D,  
- le coin supérieur gauche du sein sur le cliché E,  
- le mamelon C (cf Fig 3.20). 
 
Le recalage débute par une transformation rigide et globale de l’image : une translation et 
une rotation. Cette étape superpose les origines et les axes des deux référentiels.  
 
La seconde étape est un recalage non-rigide local. Elle consiste à recaler les différents 
rayons repérés grâce à l’angle qu’ils forment avec des axes passant par des points fixes 
(muscle pectoral, mamelon…), puis à effectuer le recalage linéaire de ces rayons par secteur 
angulaire. La longueur de chaque rayon de l’image traitée prendra la valeur de la longueur du 
rayon correspondant dans l’image de référence et on effectue sur ce segment un recalage 
linéaire. Par exemple, le rayon [Otra Atra] du cliché traité sera recalé pour prendre la forme et 
la position du rayon [Oref Aref] sur le cliché recalé. De plus chaque rayon compris dans le 
secteur angulaire          ̂  (x et y représentent A, B, C, D ou E), sera recalé sur le rayon 
appartenant au secteur angulaire          ̂  lui correspondant (cf Fig 3.20). Le recalage non-
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rigide est ainsi décomposé en une succession de deux types d’étirements, l’un dans le 
domaine angulaire, l’autre dans le domaine spatial. 
 
Cette méthode de recalage, comme la précédente, vise à modéliser les déformations 
subies par le sein lors de l’examen. L’évaluation de ces différentes méthodes permet de 
quantifier l’impact des choix effectués, que ce soit au niveau des primitives anatomiques 
sélectionnées ou des référentiels qui en découlent. 
 
 




Image Translation Linéaire Orienté Polaire 
traitée naïve horizontal 
 
Figure 3.22 – Champs de déformation proposés 
 
 
La figure 3.22 illustre les différents champs de déformation produits. On peut observer 
sur la représentation graphique du champ de déformation associé à la translation naïve que la 
déformation est uniforme et donc peu complexe. La méthode de recalage linéaire horizontale 
a pour principal défaut de déformer l’image uniquement horizontalement.  
 
Les transformations orientée et polaire offrent des champs de déformation plus 
complexes. Ces méthodes bénéficient d’une réorientation de l’image et également d’une 
information plus riche pour ce qui est du contour du sein. Les limites haute et basse 
« bornent » le contour et même le sein dans son ensemble. Les transformations produites par 
ces méthodes sont plus pertinentes car élaborées à partir du modèle physique du sein. Ces 
deux transformations visent à respecter au mieux la physique interne, et la compression subie 
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3.4  Evaluation des méthodes de recalage 
 
La validation joue un rôle primordial dans le domaine du traitement d'images et en 
particulier dans le domaine de l'imagerie médicale, du fait de l'application potentielle en 
routine clinique. Il est nécessaire de pouvoir évaluer quantitativement l'efficacité, la 
robustesse, et les limites des méthodes sur une base d'images. L'évaluation et la comparaison 
des méthodes, en particulier dans le contexte du recalage, sont des problèmes délicats, 
principalement liés au fait de l'absence de vérité terrain. La principale difficulté de cette étape 
est qu’il n’existe pas de protocole d’évaluation commun. L’utilisation qui est faite des images 




3.4.1  L’évaluation du recalage dans la littérature 
 
Les méthodes de recalage peuvent être évaluées à l’aide d’une mesure de similarité 
calculée sur les niveaux de gris de l’image (information mutuelle, information mutuelle 
normalisée…). Cette évaluation a l’avantage de tester l’ensemble des pixels de l’image, mais 
elle ne tient pas compte de la distance entre la position obtenue et la position souhaitée. De 
plus, une analyse des différences entre images suppose que le recalage est suffisamment 
efficace pour masquer toutes les différences entre deux clichés, même si ces différences sont 
dues à une évolution des tissus, et dans ce cas, elles faussent l’évaluation du recalage. Ce type 
d’évaluation nous paraît donc inadapté aux images de mammographies où l’analyse de 
l’évolution des masses constitue le principal objectif. 
 
Des critères de validation ont été définis par Janin et al [Jan02]. Ils nous donnent une base 
de réflexion pour l’élaboration d’une évaluation :  
 
Exactitude  :  la différence entre les valeurs trouvées et les valeurs théoriques, 
Fiabilité  :  la précision et la reproductibilité,  
Robustesse  : les performances de la méthode dans des cas particuliers,  
Uniformité  :  la différence entre la composition de plusieurs transformations  
   formant un circuit, et la transformation identité, 
Détection des défauts  :  la capacité de l’algorithme à évaluer automatiquement les  
  défauts, de façon à pouvoir avertir l’utilisateur en cas d’échec, 
Complexité et rapidité  :  la complexité de la transformation, le temps de calcul, le degré  
  d’automatisation. 
 
On peut également appliquer un protocole évaluant l’impact que le recalage aura sur 
l’utilisation qui est faite des images. La notion d'optimalité du recalage semble être 
étroitement liée à l'application qui en est faite [Cru03].  
Une approche simple de la validation est de faire effectuer un contrôle du résultat par un 
praticien qui visualise le résultat après fusion par différents moyens : vue en « échiquier » (les 
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cases noires et blanches sont remplacées par les deux modalités recalées), vue en 
transparence, vue en fausses couleurs, etc. La comparaison de deux clichés recalés par un 
expert est appelé "bronze standard" [Gla06]. Le défaut de ce genre d’approche est de fournir 
un jugement qualitatif sans pouvoir le quantifier précisément. Cela demanderait l’intervention 
d’un grand nombre d’experts. 
Une évaluation fournissant un résultat chiffré permet de comparer différentes méthodes 
appliquées à différents projets. Le seul jugement de différents experts permet de déterminer si 
une méthodologie est pertinente ou non, mais pas toujours de les comparer entre elles.  
De nombreux travaux sont évalués en comparant une image I avec cette même image 
ayant subi une transformation connue f afin d’évaluer un recalage t en comparant I et t(f[I]). 
Ce type de méthodes est appelé "gold standard" [Pen02]. 
 
D’autres types de validation ont été développés. Par exemple, l’université de Vanderbilt a 
constitué, dans le cadre de l’évaluation du recalage d’images cérébrales, une base d’images à 
mettre en correspondance, dont la référence est connue [Wes97]. Des marqueurs spécifiques 
qui servaient de repères, ont ensuite été effacés des images. Cette approche a l’avantage de 
permettre d’estimer la distance moyenne entre les tissus devant être superposés. Notre 
protocole d’évaluation se fonde sur cette idée, en remplaçant les repères externes par des 
repères internes (microcalcifications, macrocalcifications, agrafes …) annotés par un expert.  
 
Les évaluations effectuées visent à estimer l’erreur moyenne, ainsi que la variabilité de 
l’erreur de recalage qui subsiste après l’utilisation des méthodes élaborées. La méthode de 
validation la plus pertinente consiste à comparer le résultat à une référence, d’une part, et le 





Image référence Image référence 
+ Image à traiter + Image recalée 
 
  :   points de l’image référence 
  :   points de l’image à traiter ou recalée 
  
 d1 + d2   >   d1’ + d2’ 
 
Figure 3.23 – Evaluation métrique du recalage d’une image J comparée à une image référence I 
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Dans le cadre de nos recherches, les clichés analysés étant issus d’une même modalité, un 
couple de mammographies peut participer à l’évaluation du système, si ce couple représente 
la même incidence du même sein d’une même patiente. L’évaluation sera effectuée sur des 
séries temporelles de deux clichés, le plus récent étant recalé puis comparé au cliché le plus 
ancien qui sert donc de référence.  
L’évaluation sera fondée sur une mesure métrique : la moyenne des distances entre les 
points recalés, et la position qu’ils devraient occuper, comme l’illustre la figure 3.23. 
 
 
3.4.2  Evaluation des méthodes élaborées 
 
Les méthodes présentées ont été évaluées sur un échantillon de 34 paires de 
mammographies. Dans le cadre de notre évaluation, une paire est une série temporelle d’un 
sein en vue oblique. Sur chaque paire de clichés, 5 points repérables sur les deux images ont 
été annotés manuellement par un expert, et la distance moyenne qui sépare ces 5 points après 
recalage sera mesurée. Des exemples de points choisis par l’expert ainsi que des illustrations 
du recalage de ces points sont fournis en annexe 1 : Evaluation du recalage par repérage 
expert.  
La validation des résultats visant à évaluer la qualité d’une méthode de recalage et non la 
qualité de l’extraction de primitives, l’extraction des primitives anatomiques est réussie sur les 
34 paires de clichés de l’ensemble d’évaluation. 
 
Le tableau 3.3 regroupe la moyenne des distances moyennes, ainsi que le minimum, le 




Méthode Moyenne Ecart type Min Max 
Avant recalage 10,8 6,4 3,6 37,5 
Translation naïve 6,7 3,9 2,1 16,7 
Linéaire horizontal 6 3,9 1,4 18,4 
Orienté 6,8 3,1 1,6 13,2 
Polaire 6,8 3,3 1,4 14,8 
 
Tableau 3.3 – Récapitulatif des résultats sur l’ensemble des méthodes (en mm) 
 
 
Afin de mieux appréhender les forces et les faiblesses des méthodes élaborées, trois 
exemples extraits de la base d’évaluation sont détaillés ci-dessous. Le premier illustre un très 
bon résultat, le second un résultat dans la moyenne, et enfin le dernier exemple montre un 
recalage nécessitant un fort a priori pour être efficace. Ils ont été choisis pour leur 
représentabilité des résultats obtenus sur l’ensemble des expérimentations. Comme dans 
l’annexe 1 de cette thèse, les résultats sont montrés à travers la cartographie des points de 
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Images à traiter Images référence 
 
Figure 3.24 – Trois couples de mammographies (séries temporelles) 
 
 
Pour plus de lisibilité, la texture des mammographies n’est pas reproduite pour la 
comparaison de la position des points annotés, seuls les contours et les points extraits par 
l’expert sont représentés sur la figure 3.25 ci-dessous. Chacun des cas met en lumière les 
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Couple 1 superposé 
 
Avant  Recalage  Recalage Recalage Recalage 
recalage par translation linéaire horizontal orienté polaire 
 














11,1 2,5 2,3 2,5 1,5 
(en mm) 
Tableau 3.4 – Erreur de recalage moyenne sur 5 points (exemple 1) 
 
Dans la majorité des cas, le cadrage entre deux mammographies est « proche ». Cela est 
dû aux normes utilisées par les experts lorsqu’ils réalisent leurs clichés. De plus, sur le couple 
de mammographies 1, les tissus internes du sein sont compressés de manière comparable. 
Ainsi, le sein sur les deux clichés a la même forme, la même orientation, et une texture interne 
très proche. Dans ces conditions, les méthodes de recalage, de la plus simple à la plus 
complexe, donnent des résultats assez proches.  
 
 
Couple 2 superposé 
 
Avant  Recalage  Recalage Recalage Recalage 
recalage par translation linéaire horizontal orienté polaire 
 
Figure 3.26 – Les méthodes de recalage appliquées à l’exemple 2 
 













16,5 7 6,2 5,6 6,3 
(en mm) 
Tableau 3.5 – Erreur de recalage moyenne sur 5 points (exemple 2) 
 
Dans ce couple de mammographies, le cadrage reste très proche. Par contre, les tissus 
internes sont compressés différemment. En atteste le recalage par translation, qui est suffisant 
quand les tissus ont la même répartition sur les deux clichés (comme dans l’exemple du 
couple 1). Ici, bien que l’aplatissement soit différent, la différence est homogène sur 
l’ensemble du sein. Dans ce genre de cas, un recalage qui étire les tissus tel que les méthodes 
de recalage linéaire, orienté et polaire, donne de meilleurs résultats.  
 
 
Couple 3 superposé 
 
Avant  Recalage  Recalage Recalage Recalage 
recalage par translation linéaire horizontal orienté polaire 
 














7,4 12,6 8,2 4,8 4,3 
(en mm) 
Tableau 3.6 – Erreur de recalage moyenne sur 5 points (exemple 3) 
 
 
Dans le couple 3, le cadrage et le positionnement du sein est quasi identique. Pourtant, 
une translation ou un étirement horizontal ne suffit pas. Pire, ces transformations dégradent la 
distance moyenne entre tissus annotés. Les changements entre les deux clichés ne sont pas 
uniformes dans le cas du couple 3. Si la partie inférieure du sein occupe quasiment la même 
position, la partie supérieure du sein est positionnée différemment. Une méthodologie 
adaptative est donc nécessaire pour ce type de cas. Ce couple atteste de l’importance des 
primitives anatomiques utilisées pour le recalage. A la vue de ce résultat, l’orientation du sein, 
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ainsi que les limites haute et basse du contour du sein (cf Fig. 3.10, page 79) sont 
indispensables en plus du mamelon, du contour du sein et du muscle pectoral. Si des 
méthodes plus simples fondées sur un nombre limité de primitives peuvent suffire pour les cas 




Ces résultats montrent que les méthodes présentées ont des résultats relativement 
proches. On remarque que bien que le recalage linéaire horizontal obtienne l’erreur moyenne 
la plus faible, c’est le recalage orienté qui a l’écart type et l’erreur maximum la plus faible. 
Les résultats du tableau 3.3, ainsi que les exemples exposés ci-dessus prouvent qu’un recalage 
simulant une structure plus complexe du sein donne un résultat plus robuste qu’un recalage 
trop dépendant d’un seul point de repère ou du contour de l’image. L’adaptabilité des 
méthodes de recalage orienté et polaire leur permet de réduire l’ensemble des déformations 
dues au cadrage ou à l’aplatissement du sein. Il est difficile de déterminer laquelle de ces deux 
approches est la plus pertinente, les résultats obtenus étant très proches. Une étude mettant en 
relation la précision du recalage, suivant la position du point dans le sein pourrait permettre 
d’améliorer la méthode. Comme il est dit précédemment, le modèle physique du sein se 
rapproche du modèle orienté lorsque les tissus sont proches du muscle pectoral et du modèle 
polaire lorsque les tissus sont proches du contour du sein. Une hybridation de ces méthodes 
pourrait permettre d’améliorer les résultats obtenus. 
 
L’ensemble des méthodes présentées recale une image en moins de 4 secondes 
(programmé en Java, et exécuté sur Intel Core i3 2.27GHz), et permet ainsi une analyse du 















3,05 3,95 4,05 4,12 
Résultats en secondes obtenus sur Intel Core i3 2.27GHz 
 
Tableau 3.7 – Temps de recalage moyen par méthode 
 
 
Ces méthodes de recalage sont donc rapides et efficaces. Il faut néanmoins noter que le 
recalage n’est pas une fin en soi. Cette étape a pour objectif de minimiser la distance entre 
tissus comparables, d’obtenir une distance maximum entre tissus comparables, bornée par un 
seuil. Cette limite permettra d’utiliser les résultats tout en connaissant leur marge d’erreur. 
Pour tout point de l’image, on pourra alors dire que le point qui lui est associé sur l’autre 
image est à moins de un centimètre du point recherché. La connaissance de ce seuil est 
indispensable pour effectuer une analyse conjointe des clichés, pour savoir par quelle distance 
maximum, deux points à comparer sont séparés. 
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3.5  Conclusions et observations en vue de l’analyse des 
images traitées 
 
La méthodologie exposée explore différents compromis entre méthodes globales et 
méthodes locales, afin d’être adaptative comme peut l’être une méthode de déformation non-
rigide, tout en intégrant le processus humain d’une vision pré-attentive qui effectue une mise 
en correspondance rapide et globale, avant de traiter l’information plus localement et plus 
finement. De plus, ce cadre méthodologique permet un coût calculatoire plus faible que des 
méthodes analysant l’ensemble des pixels pour générer un champ de déformation complexe. 
La force de cette méthodologie est  
- son adaptabilité au type de primitives extraites de l’image, et  
- la variabilité des champs de déformations pouvant être estimés (linéaire, orienté, 
polaire). 
Dans l’application envisagée sur laquelle les évaluations ont porté, les méthodes les plus 
robustes sont le recalage orienté et le recalage polaire. Les distances entre les tissus que l’on 
souhaite comparer sont grandement diminuées. Ces résultats nous permettent de fixer une 
distance limite, un voisinage dans lequel on est certain que se trouve le point correspondant, 
pour l’analyse conjointe des clichés. La moyenne et l’écart type des résultats nous montrent 
que la majorité des points utilisés pour l’évaluation sont à moins de un centimètre de distance 
après recalage. Ce seuil pourra donc être utilisé dans l’analyse conjointe. 
 
Des améliorations peuvent être apportées sur certaines de ces méthodes de recalage. Les 
référentiels utilisés peuvent être améliorés afin de mieux modéliser les déformations subies 
par les tissus constituant le sein dans l’image traitée, en utilisant une structuration qui ne soit 
pas fondée sur des segments mais sur des courbes, par exemple. Les calculs seraient alors plus 
complexes, mais la structuration serait encore plus proche de la physique interne du sein 
[Chu08]. La distance moyenne séparant deux points censés être superposés pourrait ainsi être 
encore diminuée. Une distance moyenne plus faible permettra d’utiliser un plus grand éventail 
d’algorithmes pour l’analyse conjointe d’images.  
Bien qu’il subsiste toujours de nombreuses perspectives de recherche, les méthodes sont 
robustes, et la connaissance de leurs possibilités est suffisamment fine pour effectuer l’analyse 
conjointe des clichés. 
Quelle que soit la méthode de recalage utilisée, les tissus ne seront jamais parfaitement 
alignés. La problématique de la détection d’anomalies ne peut pas être résolue par une simple 
différence de niveaux de gris pixel à pixel. Il faut analyser les composantes des images sous 
un angle permettant de faire ressortir les différences caractéristiques. Les méthodes élaborées 
dans ce but sont présentées dans le chapitre suivant. 
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La problématique traitée dans ce chapitre est la détection d’évolutions tissulaires fondée 
sur la comparaison d’images médicales. Bien qu’applicable à d’autres problématiques, la 
méthodologie présentée dans ce chapitre a été grandement inspirée par l’analyse de dossiers 
de mammographies par un expert humain. Ce dernier ne se limite pas à l’observation d’une 
image isolée, mais, quand c’est possible, les médecins préfèrent comparer des clichés, soit des 
clichés acquis à des dates différentes, soit l’image du sein droit avec celle du sein gauche. 
Suivant la même logique que dans le chapitre précédent, notre objectif est d’élaborer un 
système d’aide au diagnostic dont les fondamentaux sont inspirés par les pratiques de l’expert 
humain. Il n’est pas ici question de créer une base permettant de délimiter certaines catégories 
d’anomalies pour certaines mammographies, mais d’élaborer un cadre méthodologique 
permettant de détecter toute évolution entre deux clichés, comme le ferait un expert (y 
compris une évolution vers la rémission). 
 
Un expert, face à deux images montrant une évolution, va effectuer une comparaison  
locale. Il compare une portion d’une image à la portion lui correspondant dans l’autre cliché. 
En effet, une comparaison pixel à pixel n’est ni réaliste, ni pertinente. Deux clichés médicaux 
ne permettent pas de visualiser les mêmes tissus au même endroit avec une précision de 
l’ordre du pixel, même après une étape de recalage. De plus, l’analyse d’un pixel isolé n’est 
pas significative. L’environnement, ou plus mathématiquement, le voisinage d’un point, 
permet d’extraire des informations sur les tissus ciblés, que ce soit pour l’expert ou par le 
CAD. Il faut donc élaborer une méthodologie permettant de pallier les imprécisions de 
positionnement résiduelles des tissus (dues aux limites du recalage), et permettant également 
d’analyser le signal à l’échelle d’un ensemble de points, afin de simuler le processus 
d’analyse de l’expert. 
 
Partant de ce postulat, l’analyse effectuée est pratiquée à partir d’une nouvelle 
représentation des images, ayant pour but de mettre en lumière des informations enfouies dans 
ces clichés et d’intégrer des processus du système de perception humaine. L’analyse va 
s’effectuer dans un nouveau référentiel. Ce dernier doit mettre en avant la parcimonie de la 
décomposition du signal, pour mieux en extraire les informations utiles au diagnostic. Le 
signal traité ne sera plus simplement représenté par des intensités lumineuses, mais par une 
suite de motifs, appelés dans la suite des atomes, qui forment le dictionnaire des éléments 
constituant le signal.  
 
 
Nous présentons dans ce chapitre les travaux de recherche que nous avons effectués afin 
de détecter les évolutions entre deux images d’une paire d’images médicales, par 
décomposition des images traitées dans un nouveau référentiel. Cette méthodologie a été 
élaborée dans le cadre de l’analyse conjointe de couples de mammographies. Après avoir 
défini la problématique de classification abordée dans ce chapitre, et présenté les spécificités 
des données traitées relativement à ce problème, nous exposerons les différentes approches 
applicables à ces données que nous avons développées. Les méthodes présentées se 
différencient par la manière de mettre en relation et de combiner les données traitées, par 
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l’échelle d’analyse, ou encore par le regroupement des différents tissus. Les paramètres des 
méthodes sont ensuite validés sur une base de mammographies. Les évaluations ainsi que 
l’analyse des résultats obtenus sont regroupées dans la section 4.5 afin de mieux appréhender 
les forces et les limites d’une telle approche dans le cadre de l’analyse d’images médicales, et 
plus particulièrement, des mammographies.  




4.1  Principe général de la méthode 
 
Dans le domaine de l’aide au diagnostic, l’analyse des données du patient peut s’effectuer 
en croisant différentes données. Cela peut être l’analyse d’une suite de symptômes ou 
d’image(s) que le système doit interpréter à partir d’informations a priori (apprentissage sur 
des données a priori fournies par un expert, paramétrisation d’un classifieur). Dans le cadre 
applicatif de cette thèse, nous limitons les informations utilisées à des paires de 
mammographies (bilatérales ou suite temporelle). L’étude présentée dans ce chapitre est donc 
fondée sur l’analyse et la comparaison d’images médicales préalablement recalées, suivant les 
modalités décrites dans le chapitre 3.  
 
Dans le cadre d’une analyse ayant pour objectif de fournir une aide au diagnostic sur une 
ou plusieurs images médicales, la caractérisation des textures peut être fondée sur une 
méthode générative de synthèse du signal (ondelettes, motifs ou autres éléments permettant de 
reconstituer le signal) ou sur une méthode plus statistique, la classification dans un espace de 
représentation permettant de discriminer les textures, les méthodes pouvant être génératives 
ou discriminantes. Pour permettre une meilleure évaluation de la confiance que l’on peut 
apporter à nos résultats, et pour augmenter la capacité à comprendre les décisions prises, nous 
avons choisi une approche générative plutôt que discriminante. Dans le cas d’une analyse par 
identification des éléments constitutifs, le dénombrement de ces éléments bien reconstruits est 
un indice précieux pour la détection d’évolution ou d’apparition d’éléments "exotiques". Une 
façon d'exploiter ces descripteurs locaux est la représentation par sac de mots ou "bag of 
words", proposée par Csurka et al. [Csu04]. Cette approche consiste à représenter le signal par 
l'histogramme du dénombrement des primitives constitutives. La problématique étudiée est 
donc la recherche du bon espace de représentation conduisant à la classification la plus 
pertinente des textures représentant les tissus étudiés. La décomposition du signal dans un 
nouveau référentiel permettra une représentation parcimonieuse la plus discriminante possible 
de ce signal comme illustré dans la figure 4.1, où les classes de niveaux de gris, deviennent 




Représentation initiale Nouvelle représentation Classification des atomes 
 Espace des atomes 
 
Figure 4.1 - Représentation et classification 
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Comme nous l’avons noté dans le chapitre 2, l’échelle d’analyse choisie doit être adaptée 
à l’échelle de ce que l’on souhaite déceler. Dans l’exemple de notre cadre applicatif, les 
phénomènes que nous voulons mettre en avant sont de différents types, comme une apparition 
de calcification (comme dans l’image 4.2), une modification architecturale, une apparition ou 
évolution d’une masse, ou encore une rémission. Toutes ces évolutions sont retranscrites sur 
le cliché par une modification dans la texture interne du sein. L’échelle que nous voulons 
choisir pour l’analyse est ici celle des textures et des motifs, échelle qui n’est pas facile à 
percevoir par l’expert médical lui-même. A une échelle trop grande ou trop petite, on ne 
différencie pas les tissus qui nous intéressent. La figure 4.2 illustre l’importance de l’échelle 
d’analyse, que cela soit pour le SVH ou pour un outil informatique. Cette figure représente 
deux lieux identiques dans deux mammographies d’un même sein à trois échelles différentes, 
les images étant prises à un an d’intervalle. 
 
     
     
 
    
     
 
   
     
 
Image à t0 Image à t0 + 1 an 
 
Figure 4.2 – Apparition de macrocalcifications chez une patiente 
(contraste augmenté de 75 % pour une meilleure visibilité) 
 
 
Le choix des méthodes de classification est dicté par le type d’informations analysées. 
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problème de comparaison de deux images permet de passer d’un problème de classification à 
un problème de représentativité d’un ensemble par rapport à un autre, l’image à traiter. On 
retrouve la distinction qui est faite dans le domaine de la biométrie entre problème de 
reconnaissance et problème d’authentification. Ce sont deux problèmes différents mais qui 
ont néanmoins une base commune. Des tissus ayant trop évolué ne pourront pas être 
authentifiés par rapport aux images enregistrées du patient. Dans notre cas, une classification 
entre "tissus n’ayant pas évolué" et "tissus ayant évolué" permet d’éliminer les régions ne 
présentant pas de nouveaux facteurs de risques médicaux et ainsi permet d’aider au mieux 
l’expert en allégeant d’autant son examen limité aux zones à risque.  
La problématique est donc dans un premier temps de choisir un ensemble d’atomes à 
partir d’un ensemble d’apprentissage. Cet ensemble d’atomes appelé dictionnaire représente 
le signal. Il doit compter le moins d’éléments possible, afin d’obtenir une décomposition 

























Figure 4.3 – Organigramme du cadre méthodologique de l’analyse conjointe d’images médicales 
 
 
La seconde problématique est l’utilisation de la décomposition dans ce nouveau 
référentiel pour caractériser une évolution tissulaire. Les images, couplées au dictionnaire 
constitutif, permettent d’élaborer différents types d’analyse, suivant la manière dont ces 
informations sont combinées : 
Création du dictionnaire 
  
- Choix du type d’atomes 
- Méthode d’élaboration 




- Choix des données utilisées 









Résultat pour le CAD 
Carte des anomalies 
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- Les données apprises peuvent être directement utilisées pour analyser une image, et 
ainsi effectuer une détection des zones typiques et atypiques du sein. Cette notion est 
directement liée à l’ensemble d’apprentissage. Les données de base peuvent 
représenter l’état connu de la patiente, en utilisant pour ensemble d’apprentissage la 
première image d’un dossier. 
- Dans une seconde approche, les clichés peuvent être analysés conjointement à travers 
un dictionnaire représentatif de l’ensemble, la constitution des mammographies est 
comparée relativement à ce référentiel commun.  
 
Ces deux axes possibles n’utilisent pas les informations fournies de la même manière, ni à la 
même échelle. Les informations utilisées ainsi que les différentes étapes du cadre 
méthodologique de ces approches sont retranscrites dans l’organigramme de la figure 4.3.  
 
Après avoir défini les atomes et les ensembles d’apprentissage pertinents, autrement dit, 
après avoir présenté la méthode de construction du dictionnaire dans le paragraphe 4.2, les 
méthodes d’analyse conjointe des mammographies par décomposition parcimonieuse sont 
présentées dans la partie 4.3. 
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4.2  Décomposition des mammographies 
 
Nous avons choisi de représenter les images traitées à partir de nouveaux éléments 
constitutifs, plus en accord que les pixels qui constituent une vison à une échelle trop précise, 
avec les éléments que nous voulons mettre en évidence dans les images. Après avoir défini les 
fonctions permettant de modéliser une telle image dans un cadre classique (image codée en 
niveaux de gris), nous définirons les nouveaux éléments constitutifs en intégrant les 
observations faites précédemment sur les mammographies et leur analyse. Les caractéristiques 
de ces éléments doivent prendre en compte les limites du recalage et l’analyse faite par les 
experts pour s’en inspirer. De plus, ces nouveaux éléments constitutifs doivent permettre 
d’obtenir une décomposition parcimonieuse des mammographies et doivent être sélectionnés 
dans un ensemble d’apprentissage adapté. Les caractéristiques de cette nouvelle 
décomposition sont discutées et définies dans cette section. 
 
 
4.2.1  Modélisation de l’image 
 
Dans cette section, nous présentons la méthode de décomposition parcimonieuse des 
images étudiées. Nous rappelons qu’une image est un signal, ou un ensemble de pixels dont 
nous noterons (i,j) les coordonnées, elles appartiennent à un domaine E. Les pixels sont 
caractérisés par une fonction f de niveaux de gris. Comme nous l’avons vu dans l’état de l’art, 
cette formulation du signal peut s’exprimer mathématiquement sous la forme suivante : 
 
S   =   ∑                      ∈  (4.1) 
où f permet la sélection d’une valeur parmi un ensemble ndg de niveaux de gris, et    est la 
distribution dans le domaine E, le dirac en x. 
 
Cette formule ne correspond évidemment pas à la perception humaine de l’image. En 
effet l’homme ne perçoit pas les pixels de manière indépendante. Il a une vision plus 
intégrative du contenu d’une image. Il procède par agglomérations successives de pixels. 
Certains ont modélisé ce phénomène par l’introduction de champs de Markov qui seraient 
associés à une image en fonction de la texture. 
Nous voulons modéliser cet aspect de la perception humaine par la création de zones 
d’influence. En chaque point ou pixel, le système de vision humain intègre le contenu d’un 
voisinage de ce pixel. A chaque position p de coordonnées (i,j) dans l’image est donc associé, 
non pas un niveau de gris mais un motif mp centré en p et contenant le voisinage du point. La 
taille du voisinage dépend du type de vision, globale ou attentive, et du contenu même de 
l’image. Ce voisinage peut avoir toutes les formes imaginables en fonction d’un a priori ou de 
connaissances déjà acquises. N’ayant aucun a priori, et aucune direction ne semblant être 
privilégiée dans l’image, nous avons choisi pour ces voisinages des fenêtres carrées     
incluant une hypothèse d’isotropie des textures, propriété majoritairement réalisée dans les 
images traitées. Nous aurions pu considérer des fenêtres sous forme de disques correspondant 
à un modèle euclidien de l’espace qui nous entoure. Dans un premier temps, nous avons 
Comparaison d’images fondée sur un dictionnaire 107 
 
choisi de considérer les voisinages les plus classiques en traitement d’images, des fenêtres 
carrées. Dans le cas des modifications d’architecture, cette hypothèse d’isotropie n’est pas 
remplie mais peut être contournée par un bon choix de la taille de la zone d’influence. 
L’utilisation de motifs comme éléments constitutifs est un changement de vision par rapport à 
une représentation fondée sur l’intensité lumineuse pixel à pixel. Une évolution tissulaire se 
traduisant par une évolution de la texture, ce changement d’espace permet d’utiliser un 





Images utilisées Dictionnaire élaboré 
pour l’apprentissage 
 
Figure 4.4 – Création du dictionnaire 
 
 
Les décompositions parcimonieuses usuelles reposant sur un ensemble de motifs, dont la 
taille équivaut à celle des voisinages que nous considérons ici, réalisent un partitionnement de 
l’image dont la représentation devient alors : 
 
      ∑                           ∈   (4.2) 
où         est choisi parmi un ensemble de motifs K possibles, E’ représente l’ensemble des 
blocs disjoints contenus dans le support de l’image.  
 
Dans les équations (4.1) et (4.2), le signe somme correspond à une union des motifs 
puisqu’on a un partitionnement de l’image, il n’y a jamais recouvrement des motifs. Par la 
suite, nous allons considérer des zones d’influence avec chevauchement, aussi, nous devons 
définir un nouvel opérateur sur les motifs, noté   A chaque atome a été associé une fonction 
qui précise les niveaux des gris des pixels du motif, on la note fa. Nous définissons 
                        , une image, définie par la fonction f à laquelle elle est associée, dont 
le support est inclus dans la réunion des supports respectifs des deux atomes a1 et a2, et qui 
vérifie :  
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  (4.3) 
où T est un opérateur à définir en fonction du contexte à modéliser, 0 désigne une valeur non 
observable. Dans le cas de la représentation classique d’une image, l’opérateur T prend la 
valeur 0. 
 
Il n’est pas question pour modéliser l’image de prendre l’ensemble des motifs qui la 
constitue, mais d’utiliser un sous-ensemble de ces derniers, composé de petit nombre 
d’éléments le plus représentatif possible. Ces motifs seront appelés des atomes et ils 
composeront le dictionnaire D, regroupant ces K éléments de base du signal. Notre problème 
de décomposition de l’image se traduit donc par la recherche d’un ensemble D de motifs, de 
cardinal minimal, qui permette de décomposer « au mieux » le signal S par :  
 
    ∑                      ∈                            ∈  
 
 (4.4) 
où         est choisi parmi les K éléments de D. 
 
Cette approche permet l’analyse d’un point fondée sur l’analyse de son voisinage. Une 
telle décomposition est parcimonieuse uniquement si l’on utilise un nombre K de motifs 
inférieur au nombre de composantes génératrices précédemment utilisées. Dans le cadre d’une 
image en noir et blanc, K est comparé à nb(ndg) = 256. 
 
Une analyse fondée sur une telle décomposition se réalise en plusieurs étapes. La 
première étape consiste à extraire ou générer des éléments représentatifs du signal. Nous 
présentons dans le paragraphe 4.2.2 la méthode d’élaboration de ce dictionnaire. C’est à ce 
niveau que les a priori intégrés au processus vont permettre d’obtenir la parcimonie de la 
décomposition. Au-delà des choix de forme et de taille de ces atomes, nous discuterons de la 
spécificité/universalité de l’ensemble d’apprentissage dans le paragraphe 4.2.3. L’ensemble 
d’apprentissage de ce nouveau référentiel détermine l’a priori inclus dans notre analyse. Le 
choix de l’échelle à laquelle s’effectue l’analyse est également central.  
 
 
4.2.2  Construction du dictionnaire 
 
L’élaboration du dictionnaire est cruciale pour la parcimonisation du résultat. Bien que de 
nombreux choix de paramètres soient possibles, toutes les méthodes d’élaboration suivent un 
schéma commun. A partir d’un ensemble d’apprentissage (EA), par exemple composé des 
motifs de taille     segmentés dans une ou deux images, une fonction de similarité permet 
de classifier ces différents éléments en clusters. Chacun des clusters aura un représentant, 
appelé atome, qui sera retenu comme élément stocké dans le dictionnaire et qui permettrait de 
reconstituer le signal, l’approche est en cela générative. L’ensemble des représentants de 
classe forme le dictionnaire. Le choix de la fonction de similarité conditionne le degré de 
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parcimonie de la décomposition du signal, le choix des représentants de classe conditionne la 
qualité de reconstruction du signal. Ces différentes étapes sont résumées dans le schéma de la 
figure 4.5. 
 























Figure 4.5 – Elaboration d’un dictionnaire à partir d’un ensemble d’apprentissage 
 
 
Notre approche n’est pas de décomposer le signal en différentes couches, comme dans le 
cas de la transformée en ondelettes. Nous allons utiliser des motifs carrés, de taille    , 
dont la taille la plus appropriée sera déterminée expérimentalement, elle dépend du problème 
traité (section "4.4.3 - Les paramètres de l’analyse"). Ces motifs sont extraits de l’ensemble 
d’apprentissage. A chaque coordonnée (i,j) est associé un motif de côté n. Une 
mammographie composée de x de pixels représentent le sein, sera décomposée en x motifs qui 
se chevauchent. La parcimonie de l’approche se trouve dans l’utilisation du dictionnaire 
contenant un nombre restreint d’atomes. 
Les choix effectués dans ce paragraphe et les suivants sur le type de dictionnaire et la 
classification des éléments à partir de cet ensemble d’atomes, sont au cœur de la 
représentativité et de la parcimonisation de notre nouvelle représentation. Les choix des 
éléments, du nombre d’éléments utilisés et de l’ensemble d’apprentissage d’où ils sont extraits 
sont primordiaux. Le but étant, pour le dictionnaire, d’être le plus représentatif possible, il 
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classiques observées dans une mammographie mais également synthétiser au mieux les tissus 
peu présents, voir atypiques, sur les clichés.  
 
 
4.2.3  Ensemble d’apprentissage 
 
Les méthodes élaborées dans cette thèse tentent de modéliser le processus d’analyse des 
experts. Or, ces derniers pour analyser une mammographie, comparent avant tout entre eux 
les clichés d’une patiente, et n’effectuent pas à proprement parler de comparaison universelle, 
ils ne comparent pas les tissus avec ceux d’autres patientes. Bien sûr, ils tiennent compte de 
leur expérience et de l’âge de la patiente, mais la variabilité inter-patientes est telle que 
l’utilisation d’un dictionnaire universel, c’est à dire valable pour l’ensemble des patientes, 
paraît peu réaliste. Comme l’illustre la figure 4.6, les différences de densités et de répartition 
des tissus présentent une variabilité trop forte pour caractériser les tissus d’une patiente X à 
partir des tissus d’une patiente Y.  
 
 
           
 
Figure 4.6 – Mammographies concernant trois patientes différentes 
 
 
Au vu de ces différents arguments, et afin de respecter le modus operandi des experts, 
l’ensemble d’apprentissage utilisé sera, comme pour les praticiens, extrait du dossier, tout ou 
partie des images du dossier de la patiente. En effet le dossier d’une patiente comprend de 
nombreuses images. Composé de clichés de face et d’oblique du sein droit et du sein gauche 
saisis à des moments différents, ce nombre croît donc avec les années (voir Chapitre 1). Cette 
étape de comparaison d’images est naturellement précédée d’une étape de recalage, de 
manière à maximiser les similitudes entre clichés pour mieux faire ressortir les évolutions 
pathogènes. Les images utilisées doivent avoir la même orientation (de face, noté CC pour 
cranio-caudale, et oblique externe, notée MLO, pour médio-latéral-oblique), et représenter des 
seins issus d’une même patiente. 
L’EA utilisé sera donc composé d’un ou deux clichés, issu(s) du même dossier, ayant la 
même orientation et représentant le même sein que celui de l’image à analyser.  
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L’EA, le type d’atomes utilisés, ainsi que la méthode permettant de sélectionner les 
atomes permettront d’élaborer un dictionnaire représentatif pertinent grâce à une technique de 
classification des motifs contenus dans l’EA.  
 
 
4.2.4  Classification 
 
La méthodologie du "Matching Pursuit" décrite dans le paragraphe 2.3.3 de l’état de l’art, 
est caractérisée pour sa capacité à produire rapidement un dictionnaire très fortement corrélé 
au signal. Il sélectionne l’élément le plus présent dans le signal S étudié pour l’ajouter au 
dictionnaire, les occurrences de cet élément sont ensuite supprimées de S. Puis, le reste du 
signal est itérativement parcouru et ce processus est répété jusqu’à l’obtention du nombre 
d’atomes voulu, ou d’un certain degré de précision de la reconstruction du signal. La forte 
corrélation des atomes choisis avec le signal permet une reconstruction fidèle des portions les 
plus présentes de S. Cette qualité peut également être un défaut pour certaines applications. 
En effet, dans le cadre de la détection et du suivi d’anomalies tissulaires, une classe comptant 
un petit nombre d’éléments peut être très importante. Si les atomes retenus dans le 
dictionnaire sont mal choisis, les représentants d’une telle classe seront répartis dans d’autres 
classes, et un certain type d’originalité dans les clichés est alors ignoré, noyé dans les autres 
classes. Il faut donc mettre en valeur dans le dictionnaire les textures originales. Pour ce faire, 
il est raisonnable d’inclure dans le dictionnaire un élément très simple, tel qu’un motif 
uniforme selon le contexte, puis de rechercher tout ce qui s’en éloigne. 
De manière à prendre en compte ces éléments, nous avons apporté les modifications 
suivantes à l’algorithme de base du Matching Pursuit.  
 
 
Algorithme d’élaboration d’un dictionnaire 
 
Soit    ,  l’ensemble d’apprentissage utilisé, 
 ,  le dictionnaire, 
  ,  un atome issu de , 
 ,  l’erreur de reconstruction, 
      , la contribution d’un atome x au signal y, 
 
    
      motif le plus uniforme de EA 
        EA -            
    
Tant que    n’est pas vide 
                             
                                 
      
 




Le dictionnaire est initialisé avec le motif le plus uniforme de l’EA. Les occurrences de ce 
motif sont ensuite supprimées de l’EA. Le reste du signal est itérativement parcouru. Pour 
accéder aux éléments représentant une texture originale, les motifs de l’EA sont sélectionnés 
s’ils sont suffisamment dissemblables des atomes précédemment sélectionnés. 
Il faut donc choisir un critère de similarité entre un motif et les atomes du dictionnaire, 
permettant de déterminer si un motif correspond à une classe préexistante, ou si ce motif doit 
devenir le représentant d’une nouvelle classe, et donc un nouvel atome du dictionnaire. Ce 
critère de similarité suit la définition classique de distance d’un point à un ensemble : 
 
Soit le dictionnaire D dont les éléments sont notés ak, et m0, le motif candidat. La distance 
dM mesurant l’écart entre m0 et l’atome du dictionnaire qui lui est le plus proche est définie 
par : 
            =   min   ∈                (4.5) 
 
Si dM est supérieur à un seuil ε donné, le motif m0 est ajouté au dictionnaire et devient 
donc un atome. Le choix de la distance d utilisée permet de choisir les informations qui vont 
être comparées. L’échelle choisie pour cette étude étant celle du motif et de la texture, une 
comparaison des niveaux de gris est la première possibilité envisagée. Comme dans tout 
mécanisme d’apprentissage de texture, l’invariabilité des motifs utilisés est un paramètre 
important, discuté dans le paragraphe suivant. 
 
 
Distance d et invariabilité 
Cette section regroupe les outils élaborés afin de mesurer la distance entre un motif testé, 
et le dictionnaire existant. Le choix de la distance d est central pour la classification dans tout 
problème de reconnaissance de formes [Bas89], et également pour la parcimonie de la future 
décomposition. Elle doit donc retranscrire une vérité, délimiter des classes de motifs qui 
doivent avoir du sens. Cette notion de distance peut être prise comme une différence pixel à 
pixel (dP équation (4.6)) ou dans notre cas, où on compare des textures stochastiques assez 
floues, absorber quelques déformations locales qui n’ont pas d’influence sur la nature des 
tissus (dH équation (4.7)). La caractérisation de la distance entre un atome et un motif peut 
donc être obtenue par la matrice des pixels mais également en considérant les motifs 
représentés dans un espace de caractéristiques. Ici des caractéristiques de forme ainsi que des 
statistiques sur les niveaux de gris sont bien adaptées à la nature des textures. 
Comme nous l’avons dit précédemment, une distance entre un motif et un atome de 
même taille,     pixels peut simplement être la différence pixel à pixel des niveaux de 
gris afin de comparer des formes définies précisément : 
 
                ∑    |                |    (4.6) 
 
La distance dP définie par l’équation (4.5) utilise l’agencement des pixels sans prendre en 
compte une invariance à une rotation ou légère déformation. Dans la figure 4.7 et le tableau 
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4.1, on peut observer qu’une même "tache claire" peut être apprise un grand nombre de fois 
avec une position qui change dans le motif. Sémantiquement, cette tache a toujours la même 





ak m0  m1  m2  m3  m4   m5  m6 
 
Figure 4.7 – Comparaison entre un atome ak et différents motifs 
 
 
Afin d’évaluer l’impact de ce facteur sur l’analyse effectuée, une mesure de similarité est 
utilisée. Nous la noterons dH comme une distance. Cette mesure est invariante par rotation et 
même au mélange des pixels au sein d’un même motif. Pour obtenir cette invariabilité, la 
distance n’utilise plus la distance pixel à pixel, mais nous considérons que le motif est 
représenté par son histogramme des niveaux de gris échantillonné en w = 5 classes, des plus 
foncés au plus clairs. Soit    , l’histogramme des niveaux de gris d’un motif à comparer aux 
histogrammes     des atomes du dictionnaire D. La distance dH est définie comme suit : 
 
                  ∑     |                 |  
 
    (4.7) 
 
Comme avec dP, si dH est supérieure à un seuil   donné, le motif m0 dont est issu     est 
ajouté au dictionnaire et devient donc un atome.   
 
Le tableau 4.1 montre les résultats obtenus en comparant un atome ak avec des motifs 
représentant des tissus : 
- très proche de ak : m0 et m1, 
- très proche de ak à une transformation rigide près : m2, m3, m4 et m5,  
- des tissus différents : m6.  
-  
Les motifs m0 et m1, représentant des tissus semblables, sont considérés comme proche de 
ak selon dP et dH, comparativement aux autres résultats. Pour dP, les motifs m2 à m5 sont 
considérés comme plus dissemblables à ak que m6. Ce résultat est cohérent pour ce qui est du 
positionnement des niveaux de gris au sein d’un motif, mais une telle subtilité n’est pas 
forcément un atout pour la classification élaborée. La mesure dH permet de délimiter les 
motifs m0 à m5 du motif m6. L’invariabilité engendrée par la mesure dH permet donc de 
regrouper ces éléments. L’impact sur les résultats du choix du mode de calcul des distances 
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  (m0,ak) (m1,ak) (m2,ak) (m3,ak) (m4,ak) (m5,ak) (m6,ak) 
dP 0,018 0,027 0,10 0,10 0,10 0,10 0,044 
dH 0,004 0,029 0,004 0,004 0,029 0,029 0,92 
 
Tableau 4.1 – Distance dP et dH entre un atome et différents motifs représentés figure 4.7 
 
  
La représentation sous forme d’histogramme fait perdre l’information spatiale, mais 
permet de regrouper bon nombre de motifs ayant la même représentation sous cette nouvelle 
forme. A travers ce choix, les déformations qui n’ont pas été rectifiées correctement par le 
recalage, de manière très locale, n’auront plus d’impact sur l’analyse effectuée. L’invariabilité 
entraîne un regroupement de certaines classes, qui permet d’effectuer une analyse plus 
pertinente. De plus, il devient possible d’effectuer une analyse avec des motifs plus grands, 
pour un temps de calcul identique. 
 
 
a – Atome carré     b – Caractérisation d’un  
(ici n = 19) atome sous forme d’histogramme 
 
Figure 4.8 – Atomes proposés 
 
 
Ce choix permettant l’invariabilité par rotation ou tout type de déformation est valide 
dans la mesure où les motifs choisis sont de l’ordre du millimètre. La taille des atomes carrés, 
qu’ils soient utilisés tel quels ou traités sous forme d’histogrammes, est une caractéristique 
importante. L’impact du choix de ces paramètres sera étudié dans la partie expérimentale.  
Une fois tout l’ensemble d’apprentissage parcouru, le dictionnaire obtenu contient 
l’ensemble des constituants des clichés étudiés de manière exhaustive mais avec une 
structuration en classe au lieu d’avoir une cohérence spatiale. Si le seuil ε est petit, le nombre 
de classes explose, et la simplification de la représentation sera inintéressante à exploiter. A 
contario, si ε est élevé, le nombre de motifs constituant le dictionnaire sera trop réduit et 
surtout les différents éléments regroupés entre eux seront trop différents pour être classés 
ensemble de manière pertinente. De plus, l’approximation sera trop importante et donc le 
signal analysé à travers un dictionnaire moins riche, il deviendrait impossible d’en extraire 
des informations intéressantes.  
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4.2.5  Représentants 
 
Un représentant peut être considéré comme « l’étiquette » d’une classe. Le choix du 
représentant d’une classe de motifs conditionne la qualité de recomposition du signal, mais 
correspond également à la représentativité du dictionnaire élaboré. Par exemple, si on utilise 
la méthode des k-means, chaque classe est naturellement représentée par un "élément moyen", 
calculé à partir de l’ensemble des éléments de la classe. Cet élément n’est pas obligatoirement 
le motif central d’une classe, son but est de minimiser l’erreur globale de représentativité. Une 
telle méthode vise une bonne reproduction des classes peuplées au risque d’avoir localement 
une forte erreur de recomposition, sur des atomes très peu représentatifs et pourtant 
potentiellement importants. Cette approche risque de masquer certaines évolutions marginales 
à l’échelle de l’image mais tout à fait significatives à l’échelle des tissus. Il faut donc choisir 
une distance qui permette de contrôler la distance maximum entre un motif de l’EA et l’atome 
du dictionnaire qui lui est le plus proche, son représentant. Le paramètre fixé dans le 
processus de classification n’est donc pas le nombre de classes comme pour le k-means, mais 
la distance entre deux classes. Cette approche permet de garantir la représentativité d’un 
atome, qui est séparés par une distance inférieure à   de chacun des motifs qu’il regroupe dans 
sa classe (cf Fig 4.9).  
 
Les représentants sont donc choisis au moment de l’initialisation d’une nouvelle classe. 
Lorsque qu’un motif m0 de l’EA a une distance dM (voir équation (4.5)) supérieure à un seuil 
   une nouvelle classe est créée et étiquetée avec le motif m0, qui devient ainsi le représentant, 
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A partir de ce modèle de représentation du contenu des images de référence, la méthode 
d’analyse conjointe doit permettre de cibler des zones suspectes dans un cliché à traiter. Cette 
analyse peut s’effectuer localement ou globalement, en fonction de l’échelle permettant de 
mieux mettre en avant l’information pertinente. Nous avons développé ces deux axes de 
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4.3  Analyse d’un couple de mammographies par dictionnaire 
 
Nous allons traiter ici, pour présenter la méthode, le cas d’un "dossier de 
mammographies", où les images sont traitées sont au nombre de deux. L’image référence I et 
l’image à traiter J, sont des vues obliques. Elles forment une paire bilatérale ou une série 
temporelle d’un même sein. Dans toutes les analyses qui suivent, ces deux clichés sont issus 
d’une même patiente. L’analyse effectuée est donc une analyse monomodale intra-patient par 
décomposition parcimonieuse du signal. 
Dans cette section nous commencerons par considérer une méthode de comparaison 
globale avant de définir une méthode d’analyse locale. Elles seront comparées dans la partie 
évaluation. La première méthode compare les motifs constituant l’image J avec les éléments 
du dictionnaire construit à partir de la première image. L’adéquation du dictionnaire à chaque 
motif de l’image va déterminer le degré "d’originalité" d’une région. La seconde approche 
consiste en une comparaison qui s’effectue de manière locale entre zones associées après 
recalage des images, elle permet de caractériser et localiser une évolution. 
 
 
4.3.1  Analyse globale 
 
Grâce à la représentation du signal par les atomes représentatifs de l’ensemble 
d’apprentissage, le cliché à traiter, l’image J, peut être analysé sous un nouvel angle, de 
manière globale, en mesurant l’adéquation du dictionnaire avec les éléments présents dans 
l’image J traitée.  
A tout point p positionné en (i,j) de l’image J, est associé une zone d’influence, son 
voisinage formant un motif mp de taille    . Tous les motifs de l’ensemble d’apprentissage 
sont normalisés afin de classifier les éléments d’après la dynamique des niveaux de gris, et 
non la luminosité moyenne. Le dictionnaire regroupant les motifs représentatifs, appelés 
atomes, est initialisé avec le motif le plus uniforme, représentant une classe d’éléments 
pauvres en information, à regrouper. Il est possible de comparer en tous points les motifs m 
constituant l’image J et les atomes du dictionnaire. La distance entre mp et le dictionnaire est 
calculée et on associe au point p l’atome ap qui lui est le plus proche pour recomposer le 
signal, le plus proche selon dM (équation (4.6)) ou dH (équation (4.7)) afin d’inclure une 
invariabilité à la position des pixels dans le motif ou non. La valeur de cette distance est notée 
dA et associée à l’atome a
p
 du dictionnaire, la différence soit pixel à pixel des niveaux de gris, 
soit classe à classe du nombre d’éléments de l’histogramme. 
 
              =   min       ∑    |                |    (4.8) 
ou              =           
    (4.9) 
avec p tel que                     ∑    |                |    
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Plus la distance entre l’atome ap et le motif mp est importante, plus le motif a
p 
est 
atypique selon le dictionnaire constitué jusqu’alors, et donc potentiellement anormal (Fig. 
4.10). Cette analyse permet d’élaborer une cartographie des zones potentiellement anormales 
de l’image J pixel p par pixel p. La méthode permet la visualisation de la cartographie des 
régions suspectes de l’image J. Les régions jugées comme sûres apparaissent en foncé, les 
zones ayant potentiellement évolué en clair. La fonction g permettant d’élaborer la 
cartographie est la suivante : 
 
          
                       
          
 (4.10) 
avec nb(ndg), le nombre de niveaux de gris souhaité pour la cartographie, et             la 
distance maximale entre un motif de l’image J traitée et le dictionnaire D. 
 





Image J Dictionnaire  Carte des tissus atypiques 
Figure 4.10 – Comparaison globale d’images 
 
 
Cette méthode mesure l’originalité d’un motif en comparaison de l’ensemble 
d’apprentissage utilisé pour élaborer le dictionnaire. Elle compare un signal à une base 
d’éléments constitutifs donnée. 
Cette méthode globale ne tient pas compte de la position d’un pixel p analysé lors de la 
recherche de l’atome correspondant dans le dictionnaire. Cette méthode est donc 
indépendante du recalage que nous avons introduit dans la première partie de la thèse, mais 
dépend seulement des déformations locales qui ont pu modifier les zones d’influence autour 
des pixels. Le recalage permet l’utilisation de traitements plus précis, utilisant la nouvelle 
décomposition du signal de manière locale. Cette nouvelle approche, incluant une 
comparaison locale des mammographies, permettra ainsi d’évaluer l’impact du recalage sur 
l’analyse conjointe de mammographies. 
 
 
4.3.2  Analyse locale 
 
L’objectif de notre étude est de détecter une évolution tissulaire et de la localiser. Pour 
cela nous allons effectuer une comparaison région à région. Pour ce faire, il faut dans un 
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premier temps que les mêmes tissus dans les différents clichés aient la même position sur les 
images. L’analyse conjointe des clichés doit donc être nécessairement précédée d’une étape 
de recalage, étude présentée dans le chapitre 3 (cf Fig 4.11). Une fois recalée, l’analyse 





Image I référence  Image J à traiter Image J recalée 
 
Figure 4.11 – Recalage d’une mammographie [Bou10] 
 
 
Dans cette approche, l’échelle d’observation n’est pas la même que dans la méthode 
précédente. L’échelle de comparaison n’est plus le motif seul, mais des régions Z, plus 
grandes, contenant chacune un ensemble de motifs qui vont caractériser Z grâce à sa 
composition. Chaque zone de taille      contient w² motifs, centrés aux points de 
coordonnées (i,j) ∊ Z, en tout point de Z. Les motifs se chevauchent donc. Le résultat de la 
comparaison des zones ZI et ZJ, toutes deux centrées aux coordonnées (i,j), sera retranscrit à 
ces coordonnées sur la cartographie des évolutions tissulaires.  
Le dictionnaire est élaboré de la même manière que de l’approche globale (voir section 
4.2.2), mais l’analyse ne s’effectue plus sur l’ensemble de l’image, mais sur des régions plus 
restreintes. L’évolution peut ainsi être évaluée pour une région de comparaison ZJ donnée. En 
sachant que cette région correspond à la région ZI dans l’image traitée, l’analyse ne s’effectue 
plus sur l’adéquation d’un motif avec la globalité de l’image, mais sur une portion plus 
localisée de l’image, permettant de caractériser un ensemble de tissus. La taille optimale de 
cette zone Z sera évalué dans la section "4.4.4 - Les paramètres de l’analyse". 
 
La décomposition du signal pour une région de comparaison Z donnée s’effectue grâce à 
l’analyse de zones d’influence (les motifs) avec chevauchement. Il s’agit de comparer deux 
représentations de la zone Z. La représentation du signal dans une zone Z donnée, noté SZ, 
dépend de la décomposition de Z en fonction d’un dictionnaire. Cela se traduit donc par la 
recherche d’un dictionnaire D d’atomes ak, qui permet de décomposer "au mieux" S par :  
 
                                ∈ 
                         ∈ 
 
 (4.11) 
où         est la zone de l’image centrée en (i,j).  
 




Pour deux zones ZI et ZJ que l’on souhaite comparer, issues des images I et J, l’analyse 
portera sur les distributions     et    . 
Comme pour l’élaboration du dictionnaire, la distance séparant un motif traité de l’atome 
qui lui est le plus proche dans le dictionnaire, qui permet de classer les motifs en classes, peut 
être choisie égale à dA (équation (4.4)), représentant la distance pixel à pixel entre motifs, ou à 





Figure 4.12 – Analyse d’une région Z dans un couple de mammographies recalées 
 
 
La distance permettant de constituer la cartographie des zones ayant évolué n’est plus 
fondée sur une différence entre motifs, mais sur une distance entre deux distributions. Le 
calcul de cette distance est spécifique à cette problématique. Il existe un grand nombre de 
distances entre deux distributions. La notion de distance entre histogrammes est souvent 
solutionnée par une intersection d’histogrammes [Swa91] ou une distance entre histogrammes 
cumulés [Str95]. Ces notions ne permettent pas de faire ressortir qu’une classe vide devient 
non vide, surtout dans le cas où elle reste peu peuplée. La distance choisie est issue du calcul 
de distances entre distributions. Nous avons choisi d’adapter le test statistique χ², test 
déterminant si deux distributions peuvent être issues de la même distribution de probabilités. 
Pour deux régions ZI et ZJ, soit     et     les histogrammes de la décomposition de ces 
régions, la distance dZ est définie par : 
d          ∑
|            
 |






 Image I                           Distribution des motifs 
                                              constituants ZI 
   Image J                            Distribution des motifs 
                                               constituants ZJ 
Comparaison 
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Ainsi, si une région de l’image I est définie par une certaine composition en éléments 
constitutifs, les anomalies et les évolutions tissulaires de l’image J dans cette même région 
(apparition de tissus originaux ou évolution de la représentativité de certaines classes) sont 
caractérisées par une distance dZ élevée. Cette distance est assignée au point central p(i,j) de la 
région Z. L’opération est effectuée pour chaque région Z centrée en un point de coordonnées 
(i,j) appartenant au sein dans l’image J. Tout comme pour les motifs qui les composent, il y a 
chevauchement des régions Z. Cela permet d’obtenir une valeur dZ pour chaque coordonnée 
(i,j) de l’image J. On obtient ainsi une cartographie de l’évolution des zones constituant 
l’image définie par la fonction g : 
 
                                (4.13) 
 
Cette distance met en avant les évolutions, même mineures, pour les classes peu 
peuplées, ainsi que les évolutions majeures dans la portion Z du signal. Cela permet de 
remarquer un petit changement qui caractériserait l’apparition d’un nouveau type de tissus 
dans cette région, sans bruiter le résultat en effectuant l’analyse à partir de la classification 
d’un nombre trop restreint de motifs, ou dans un ensemble trop grand, où une modification 
trop localisée sera noyée par le reste des tissus n’ayant pas évolué. 
 
 
Le principal paramètre de cette méthode est le choix de la taille des régions. Cette 
dernière dépend du phénomène que l’on souhaite observer, mais également du majorant de 
l’erreur de recalage si cette dernière valeur est connue. En effet si l’image J n’a pas été 
convenablement déformée pour se superposer au cliché I, les évolutions repérées seront le 
signe du mauvais repositionnement des tissus, et non de leur changement. D’autres 
paramètres ont leur importance. La méthodologie d’évaluation de ces paramètres est donnée 
dans la section suivante. Les résultats obtenus pour ces valeurs fixées des paramètres sur 
l’ensemble d’évaluation du CAD sont donnés en section 4.5.   
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4.4  Méthodologie d’évaluation et validation des paramètres 
 
Dans cette section, notre objectif est de paramétrer de manière optimale les méthodes. 
Après avoir précisément défini la base d’images étudiée, puis le modèle d’évaluation et de 
validation des paramètres, la section 4.4.4 regroupe la partie expérimentale concernant 
l’estimation des valeurs optimales. 
 
 
4.4.1  Base d’images utilisée 
 
La base d’images utilisée est composée de 68 paires de mammographies en vue oblique 
(MLO). Ces paires sont séparées en deux groupes, un groupe de 34 paires de validation est 
utilisé pour fixer les paramètres, présenté dans cette section, et un groupe de 34 paires 
d’évaluation de la méthode, section "4.5 - Evaluation des méthodes proposées". Chaque paire 
est constituée d’une série temporelle de deux clichés, pour lesquels les acquisitions sont 
espacées d’un an. Les mammographies sont bien entendu des mammographies numériques 
(1914   2294 pixels, avec une résolution de 1 pixel = 0.094mm). Une série temporelle est 
illustrée figure 4.13. 
 
 
             
 
Figure 4.13 – Exemple d’une série temporelle de clichés 
(sein gauche en vue MLO) 
 
 
4.4.2  Anomalies pour l’évaluation 
 
Dans le cadre de cette évaluation, le but est de détecter tout type d’évolution. Les cas de 
dégénérescence mais également les rémissions, ou l’absence d’évolution, doivent être évalués. 
Afin de mesurer la robustesse de notre approche, il faut également éprouver notre 
méthodologie avec des anomalies de différentes tailles et évoluant différemment. Au-delà de 
la variété des cas à étudier, les annotations humaines ont une reproductibilité limitée, qui ne 
permettent pas d’avoir une vérité terrain absolue. Afin de maîtriser tous ces paramètres, les 
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anomalies servant à effectuer l’évaluation seront dans un premier temps des anomalies de 
synthèse introduites dans des images réelles.  
Les anomalies de synthèse (bruit gaussien de faible amplitude dans une zone ciblée) ont 
été modélisées en utilisant les caractéristiques des anomalies étudiées par Burgess [Bur01]. 
Ses travaux définissent la loi de Burgess, loi qui stipule que le contraste d’une anomalie doit 
augmenter pour une anomalie plus grande (ou que le contraste diminue pour une plus petite) 
pour conserver une détectabilité constante. Cette loi permet de fixer un seuil de détectabilité. 
Une petite anomalie peut donc être détectable même avec une différence lumineuse de faible 
amplitude, alors qu’une grosse anomalie nécessitera un contraste plus grand. 
 
 
                      
 
Anomalie de  Anomalie de Anomalie de 
3mm de diamètre 1 cm de diamètre 1,5 cm de diamètre 
contraste 5% contraste 10% constraste 12% 
 
Figure 4.14 – Anomalies synthétiques de détectabilité constante suivant la loi de Burgess  
 
 
La détectabilité par notre méthodologie de ces anomalies respectant la loi de Burgess est 
évaluée en Annexe 2. Ces résultats permettent de démontrer que ce seuil de détectabilité par 
l’œil humain correspond également au seuil de détectabilité pour notre méthodologie. 
Le rapport diamètre/contraste des anomalies synthétiques va être utilisé pour évaluer 
l’apport des différentes méthodes à l’aide de deux types d’évolutions correspondant à 
l’apparition d’un phénomène nouveau et à l’évolution d’un phénomène déjà existant. Dans le 
cadre de la détection d’une apparition suspecte, le contraste du bruit est fixé à 10% du spectre 
lumineux appliqué à un disque de 1 cm de diamètre, cette zone est appelée Rt. Pour simuler 
une évolution, la taille de l’anomalie de l’image 1 sera de 3mm pour une amplitude de 5%. 
L’anomalie de l’image 2 sera de 1,5cm pour 12% d’amplitude. La détection d’une évolution 
sera évaluée dans les deux sens (rémission image I = image 2, image J = image 1 ; 
dégénérescence : image I = image 1, image J = image 2).  
 
 
4.4.3  Modèle d’évaluation 
 
Afin d’obtenir une évaluation quantitative des deux méthodes, différentes mesures entre 
zone Rt et zones qualifiées de zones à risque sont calculées : 
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- le nombre de pixels de Rt (PR), 
- le nombre de pixels n’appartenant pas à Rt (NR), 
- le nombre de pixels classés comme anormaux et appartenant à l’anomalie synthétique 
(VP),  
- le nombre de pixels classés comme anormaux et appartenant à une zone normale (FP). 
- le nombre de pixels classés comme normaux et appartenant à une zone normale (VN), 
- le nombre de pixels classés comme normaux et appartenant à l’anomalie (FN),  
 
Ces mesures sont utilisées pour calculer le rappel, la précision et le pourcentage de 
l’image que l’expert devra vérifier. En effet, pour un CAD, même si une tache de 1cm de 
diamètre est détectée avec beaucoup d’autres régions en plus, s’il ne reste que 10% de l’image 
à vérifier par l’expert, le gain de temps reste très intéressant.  
 
Rappel :     ⁄  (4.14) 
Précision :          ⁄  (4.15) 
Pourcentage éliminé :          ⁄  (4.16) 
 
Le pourcentage de l’image éliminé par le CAD représente la proportion de travail réalisée 
automatiquement pour l’expert. Ces régions sont notées RS. Il est important de noter que, dans 
le contexte de CAD, le taux de rappel et le pourcentage de l’image éliminé sont privilégiés par 
rapport au taux de précision.  
Nous ne donnerons pas de F-mesure car elle n’inclut pas la mesure de la zone sûre 
supprimée par nos méthodes. Il faut élaborer une mesure prenant en compte le rappel (R), la 
précision (P) et la portion de l’image déclarée comme sûre (RS). Ces trois valeurs sont 
comprises entre 0 et 1, 0 étant la moins bonne valeur et 1, la meilleure. En se basant sur la F-
mesure, nous proposons ici une P2R-mesure (pour Rappel - RS – Précision). La F-mesure, 
rapport entre la moyenne géométrique et la moyenne arithmétique, est rappelée en (4.17). La 
généralisation de cette mesure à 3 critères est la P2R-mesure présentée en (4.18). 
 
            
                   
           
 
 (4.17)
avec    un réel positif :  
si   = 1, P et R ont le même poids,  
si    > 1 le rappel a un poids plus lourd,  
si   < 1, la précision a un poids plus lourd.  
 
 
           
                            
                      
 
 (4.18) 
avec   et  , deux réels positifs :  
si   = 1 et   = 1, P, R et RS ont le même poids,  
si   > 1, le poids de P diminue,  
si   < 1, le poids de P augmente,  
si   > 1, le poids de R diminue, 
si   < 1, le poids de R augmente. 
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Nous rappelons ici que la précision nous semble être un facteur moins important que le 
rappel (pourcentage de l’anomalie détectée) ou RS (pourcentage de l’image que l’expert n’a 
plus à vérifier). Nous utiliserons donc comme pondération   = 2 et   = 1. 
 
 
4.4.4  Les paramètres de l’analyse 
Cette section regroupe les estimations expérimentales des valeurs optimales des 
paramètres. Dans notre cadre applicatif, les résultats obtenus correspondent à l’analyse 
conjointe de mammographies. Dans le cadre d’une comparaison d’une autre catégorie 
d’images, ces évaluations devraient être réalisées à nouveau pour adapter le choix au type de 
données. La méthode créée est ainsi fortement adaptative. 
Les paramètres sont évalués à partir d’une base de validation afin de calibrer les 
méthodes. Les images et tissus étudiés étant les mêmes pour la méthode globale et la méthode 
locale, nous faisons le choix de valider les paramètres à l’aide de l’analyse locale. L’ordre de 
validation de ces paramètres ne tient pas du hasard. Les paramètres sont évalués par ordre 
décroissant d’importance. Les paramètres liés aux atomes/motifs ont une grande importance. 
Le fait que la distance entre atomes/motifs inclut ou non l’organisation des pixels au sein de 
ces entités est fondamental. Viennent ensuite la taille de ces éléments et la distance séparant 
deux classes. Dans le cadre de l’analyse locale, la taille des régions de comparaison Z dépend 
grandement de la taille de l’élément de base de la représentation, et est donc évalué après 
celui-ci. Enfin vient le choix de l’ensemble d’apprentissage (I ou IJ). Ce choix est important 
mais d’un autre ordre.  
 
Afin d’obtenir des résultats lisibles, nous faisons le choix d’évaluer les paramètres un à 
un en fixant tous les autres. Les mesures effectuées pour évaluer le résultat sont le rappel 
(4.14), la précision (4.15), la proportion de l’image n’ayant plus à être analysée par l’expert 
(4.16), et le P2R, regroupant l’ensemble de ces mesures (4.18). 
 
 
Choix de la distance entre motifs 
 
Ce paramètre correspond au degré d’invariabilité spatiale des distances utilisées pour 
classifier les atomes/motifs. Au cœur de cette décomposition, ce paramètre conditionne la 
classification et le degré de parcimonie de la solution proposée. La représentativité et la 
logique de regroupement dépendent de ce choix. Une zone de quelques pixels de côté de 
l’image nécessite-t-elle que l’on considère l’organisation de ses constituants ? 
La distance séparant les motifs peut soit prendre en compte la position des pixels 
(distance explicitée dans l’équation (4.5)), soit comparer la composition en niveaux de gris 
des éléments, sans prendre en compte leur agencement (distance explicitée en (4.6)). Ce point 
est détaillé dans la section "4.2.4 – Classification". 
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 R P RS P2R 
Pas d’invariance 0,74 0,53 0,99 0,61 
Invariance spatiale 0,99 0,76 0,99 0,89 
 
Tableau 4.1 – Evaluation de l’impact de l’invariance spatiale 
Méthode globale, taille(motifs/atomes)=19, ε=0,03, taille(Z)=51, EA = IJ 
 
 
Les résultats du tableau 4.1 obtenus à partir du groupe de validation montrent clairement 
que, pour tous les autres paramètres fixes, le fait de ne pas considérer l’organisation des pixels 
dans les atomes/motifs, mais uniquement leur composition, donne une analyse plus pertinente. 
Ce résultat semble démontrer que la constitution des éléments de base, est plus pertinente 
dans le cadre de l’analyse conjointe de mammographies, que leur description 2D classique, 
avec ordonnancement.  
 
 
Taille des atomes/motifs 
 
Ce paramètre fixe la taille de ce qui est une entité constituante pour notre système, 
suivant le modèle élaboré dans la section "4.2.2 – Construction du dictionnaire". La 
méthodologie présentée est fondée sur l’hypothèse qu’une analyse effectuée à l’échelle du 
pixel n’est pas porteuse de suffisamment d’information. La taille de l’ensemble à traiter est 
déterminée grâce à l’évaluation effectuée dans cette section. En plus de la mesure P2R, le 
temps de calcul a été mesuré afin de déterminer quelle paramétrisation donnait la meilleure 
efficacité (cf Fig. 4.15). Les mesures permettant d’obtenir le P2R (rappel, précision, et zone 
restant à examiner) sont fournies en "Annexe 3 – Détail de l’évaluation des paramètres de 
l’analyse conjointe". 
 
            
P2R  Temps de calcul (en sec) 
obtenus sur Intel Core i3 2.27GHz 
 
Figure 4.15 – Evaluation du paramètre taille(atomes/motifs) 
Méthode locale, invariance spatiale, ε=0,03, taille(Z)=51, EA = IJ 
 
Ces résultats montrent que l’analyse s’améliore avec la taille du motif utilisée. 















7 11 15 19 23 27
P2R 
Taille des atomes/motifs Taille des atomes/motifs 
Temps (en sec) 
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compte. Afin de conserver un bon rapport précision/temps de calcul, la taille des 
atomes/motifs est fixée à 19 pixels (5mm), permettant d’obtenir 99,5% du P2R des 
évaluations effectuées avec des atomes plus grands, qui prennent deux fois plus de temps 
(voir résultats détaillés en annexe 3). 
 
 
Distance entre atomes/motifs 
 
Le paramètre ε représente le seuil délimitant deux classes de motifs (introduit dans la 
section "4.2.4 – Classification"). Après avoir évalué la taille optimale des motifs, la distance 
séparant deux classes permet de régler la précision du dictionnaire et le nombre d’éléments de 
ce dernier. Le temps de calcul est pris en compte car l’évolution de ce paramètre peut 
rapidement faire augmenter le nombre d’atomes du dictionnaire, et ainsi rendre plus long 
l’ensemble du processus d’analyse. Les mesures permettant d’obtenir le P2R (rappel, 
précision, et zone restant à examiner) sont fournies en "Annexe 3 – Détail de l’évaluation des 
paramètres de l’analyse conjointe". 
 
La figure 4.16 montre que les résultats évoluent peu selon la valeur de ce paramètre. Ce 
résultat s’explique par la méthode d’élaboration du dictionnaire, suffisamment discriminante 
pour séparer les classes les plus dissemblables même avec un nombre de classes réduit. En 
revanche, le temps de calcul augmente avec le nombre de classes. Le résultat n’évoluant plus 
pour ε   0,03, ε est donc fixé à 0,03. Pour cette valeur, dix atomes en moyenne composent le 
dictionnaire. On peut remarquer que faire augmenter ce nombre n’améliore pas le résultat. La 
décomposition testée semble donc fortement parcimonieuse. 
 
 
                
 
P2R Nombre de classes  Temps de calcul (en sec) 
obtenus sur  
Intel Core i3 2.27GHz 
 
Figure 4.16 – Evaluation du paramètre ε 
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Taille des régions Z 
 
Les régions de comparaison de la méthode locale, notées Z, sont décrites dans la section 
"4.3.2 – Analyse locale". Après avoir fixé les autres paramètres, nous faisons varier la taille de 
cette zone afin de déterminer la taille la plus pertinente.  
En plus de la mesure P2R, le temps de calcul est mesuré afin de déterminer le meilleur 
rapport précision du résultat/temps. Les mesures permettant d’obtenir le P2R (rappel, 
précision, et zone restant à examiner) sont fournies en "Annexe 3 – Détail de l’évaluation des 
paramètres de l’analyse conjointe". 
 
 
           
 
P2R Temps de calcul (en sec) 
obtenus sur Intel Core i3 2.27GHz 
 
Figure 4.17 – Evaluation du paramètre taille(Z) 
Méthode locale, invariance spatiale, taille(motifs/atomes)=19, ε=0,03, EA = IJ 
 
 
La figure 4.18 ci-dessous illustre les différentes cartographies obtenues pour trois 
paramétrages donnés. Cette visualisation de la cartographie permet de mieux comprendre les 
résultats retranscrits en figure 4.17. En effet, on observe que pour une zone Z trop petite, le 
nombre de motifs contenus dans une zone étant limité, l’information statistique, qui se fonde 
sur une classification utilisant moins d’éléments, donne de moins bons résultats qu’avec une 
taille de Z intermédiaire, contenant davantage de motifs. De plus cette évolution peut 
s’expliquer par l’erreur résiduelle de positionnent des tissus. En effet, même après une étape 
de recalage, un léger décalage peut subsister, et peut être compensé par une taille de fenêtre 
d’analyse plus grande. A contrario, si la taille devient trop importante, l’évolution recherchée 
est mélangée à trop de tissus n’ayant pas évolué, et la différence de distribution de ZI et ZJ est 
















21 31 41 51 61 71
Taille de Z Taille de Z 
P2R Temps (en sec) 




Largeur de Z :   21 51 71 
Largeur de m :   19 19 19 
 
Figure 4.18 – Rapport entre taille de la zone Z et précision de la cartographie obtenue 
 
 
Les résultats obtenus montrent qu’une taille fixée à 51 pixels donne les meilleurs 
résultats. Pour les petites tailles de Z, le P2R s’améliore lorsque la taille de la fenêtre 
augmente car les limites du recalage nécessitent une certaine souplesse (cf section "3.5 - 
Conclusions et observations en vue de l’analyse des images traitées"). Lorsque la taille de Z 
devient plus importante encore, les évolutions potentielles sont noyées dans le reste de la 





L’ensemble d’apprentissage fixe l’ensemble des motifs qui seront étudiés pour constituer 
le dictionnaire d’atomes représentatifs du signal (voir section "4.2.3 – Ensemble 
d’apprentissage"). Il a été précédemment établi qu’un EA universel ne permettait pas d’obtenir 
un dictionnaire suffisamment spécifique au cas traité. Les ensembles d’apprentissage évalués 
sont donc l’image I pour l’analyse d’une image J (représentant le même sein) ou les images I 
et J pour l’analyse de J. 
 
 R P RS P2R 
EA = I 0,99 0,75 0,99 0,88 
EA =  IJ 0,99 0,76 0,99 0,89 
 
Tableau 4.2 –Evaluation de l’ensemble d’apprentissage 
Méthode globale, invariance spatiale, taille(motifs/atomes)=19, ε=0,03, taille(Z)=51 
 
 
Les résultats montrent une vraie stabilité par rapport au choix de l’EA. Cela s’explique 







des distances  
entre zones 
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par le fait que les éléments qui constituent les tissus mammaires sont les mêmes sur les deux 





Les méthodes de comparaison de mammographies élaborées dans cette thèse produisent 
des cartes représentant les zones potentiellement anormales dans le sein. Cette cartographie 
est une image en noir et blanc, le blanc représentant une zone à vérifier par l’expert, et le noir 
une zone sûre (comme l’illustre la figure 4.19). Une telle analyse, quel que soit le choix des 
paramètres, contient toujours un certain nombre de faux positifs, pouvant par exemple être 
dus à une légère imprécision du recalage. Afin de réduire l’impact de ces erreurs de détection, 
une opération morphologique appliquée à la cartographie peut permettre de lisser le résultat 
obtenu. 
 
               
 
Image I Image t(J) Analyse locale 
 
Figure 4.19 -  Exemple de cartographie obtenue par analyse locale des régions potentiellement 
anormales sur des mammographies où une anomalie synthétique a été ajoutée 
 
 
Deux opérations sont évaluées. L’opération 1 est une fermeture suivie d’une ouverture 
par un élément structurant de l’ordre du millimètre afin d’évaluer la cartographie en ayant 
comblé les failles et trous dans la cartographie. L’opération 2 est une ouverture suivie d’une 
fermeture afin d’évaluer la cartographie après avoir supprimé les points isolés sur la 
cartographie. Les chiffres obtenus sont regroupés dans le tableau 4.5. 
 
 
 R P RS P2R 
Sans morphologie 0,99 0,76 0,99 0,89 
Opération 1 0,99 0,78 0,99 0,90 
Opération 2 0,99 0,75 0,99 0,88 
 
Tableau 4.3 –Evaluation de morphologie 
Méthode globale, invariance spatiale, taille(motifs/atomes)=19, ε=0,03, taille(Z)=51 
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Les résultats obtenus montrent clairement qu’une opération morphologique n’apporte 
aucune amélioration. La méthodologie appliquée produit une cartographie des évolutions 
naturellement floues, et donc une morphologie ne parvient pas à lisser davantage le résultat. 
En effet, les chiffres obtenus pour une zone Z1 de 51 pixels de côté, centrée en un point 
p1(x,y), seront très proches de ceux obtenus pour une zone Z2, centrée en un point p2(x+1,y). 
Cela découle directement du chevauchement des zones et donc d’un ensemble de motifs ayant 






Ces résultats nous permettent de fixer de manière optimale ces différents paramètres : 
- échelle d’analyse  locale, 
- distance entre atomes incluant l’invariance spatiale,  
- taille(motifs/atomes) = 19,  
- distance entre atomes/motifs : ε  = 0,03,  
- taille(Z) = 51,  
- l’ensemble d’apprentissage : IJ,  
- sans morphologie. 
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4.5  Evaluation des méthodes proposées 
 
Les résultats présentés dans les tableaux 4.4 et 4.5, regroupent les résultats obtenus 
respectivement, avec l’approche globale et locale, en utilisant les paramètres obtenus à partir 
de la base de validation. Nous avons considéré différentes possibilités d’évolution : la 
dégénérescence, la rémission, ou l’absence de changement. Ces différentes possibilités sont 
évaluées à partir des mesures effectuées après avoir introduit, supprimé, ou modifié, une 
opacité dans les images. Les colonnes Image I et Image J permettent de suivre les évolutions 




 Image I Image J Rappel Précision RS P2R 
Dégénérescence 
pas de tache 1 tache (1cm) 0,61 0,26 0,93 0,34 
1 tache (0,3cm) 1 tache (1,5cm) 0,65 0,35 0,94 0,43 
Rémission 
1 tache (1cm) pas de tache 0,63 0,22 0,93 0,32 
1 tache (1,5cm) 1 tache (0,3cm) 0,64 0,36 0,94 0,43 
Pas d’évolution 
pas de tache pas de tache - - 0,91 - 
1 tache (1cm) 1 tache (1cm) - - 0,90 - 
 




 Image I Image J Rappel Précision RS P2R 
Dégénérescence 
pas de tache 1 tache (1cm) 0,96 0,74 0,99 0,86 
1 tache (0,3cm) 1 tache (1,5cm) 0,97 0,81 0,99 0,90 
Rémission 
1 tache (1cm) pas de tache 0,95 0,65 0,99 0,81 
1 tache (1,5cm) 1 tache (0,3cm) 0,97 0,83 0,99 0,91 
Pas d’évolution 
pas de tache pas de tache - - 0,99 - 
1 tache (1cm) 1 tache (1cm) - - 0,99 - 
 
Tableau 4.5 – Evaluation de la détection d’anomalies par analyse locale (après recalage) 
 
 
A la vue des résultats obtenus, la méthodologie élaborée dans cette thèse permet 
d’éliminer une grande portion de l’image à analyser, tout en conservant une large proportion 
de l’anomalie recherchée. Nous notons que la méthode locale obtient des résultats bien plus 
précis. Cette approche, plus proche des opérations effectuées par les experts en comparant 
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l’image portion par portion, donne plus de sens à la décomposition, tout en profitant de 
l’avantage du recalage. La méthode locale permet donc de déterminer pour un couple (I, J) 
d’images monomodales, si l’image J présente une différence significative avec l’image I, pour 
une zone donnée. Le fait de mesurer les évolutions au sein d’une zone restreinte apporte une 
vraie finesse à l’analyse.  
Les méthodes élaborées permettent d’apprendre sur un seul dossier, et ne nécessitent pas 
de dictionnaire pré-appris. On ne se fonde pas sur un a priori mais sur ce qui nous est donné à 
observer. Cela permet d’avoir un dictionnaire toujours adapté, et rapide à construire. Un 
exemple de dictionnaire est retranscrit en figure 4.20. Dans cet exemple, la méthode inclut 
l’invariance à la position des pixels, et regroupe les niveaux de gris en 5 classes, chaque 
atome du dictionnaire est représenté sous la forme d’une suite de cinq cases. Chaque case 
représentant la cardinalité des classes de niveaux de gris. Le noir représente une classe vide, le 
blanc une classe regroupant tous les éléments de l’atome. La première case d’un atome 
représente les niveaux de gris les plus foncés, la dernière case la tranche des niveaux de gris 
les plus clairs. Ces atomes regroupent donc des motifs qui ont le même type de composition, 
le même degré d’uniformité dans la répartition des luminosités qui les composent. 
 
 
                       
 
Image I Image J Dictionnaire élaboré 
 
Figure 4.20 – Exemple de dictionnaire élaboré à partir des paramètres 
 évalués pour l’analyse conjointe de mammographies 
 
 
L’invariance spatiale est le second paramètre qui permet d’enrichir l’analyse. Bien 
qu’éliminant de l’information (perte de l’organisation des pixels au sein d’un motif), les 
classes produites sont plus pertinentes. Cela s’explique dans un premier temps par la 
compression du dictionnaire du fait de l’invariabilité créée. Ce dernier est alors plus efficace 
car les motifs identiques à une transformation près sont regroupés. Ce résultat tend également 
à montrer, que pour de petits ensembles, et pour le type de texture traitée, l’agencement a 
moins d’importance que la composition.  
Le dernier facteur crucial est la taille des éléments permettant l’analyse. La taille des 
atomes/motifs et des régions de comparaison Z doit être adaptée au type de tissus et à 
l’échelle d’acquisition. Ces paramètres doivent donc être appris pour chaque type d’images 
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traitées afin d’obtenir le meilleur calibrage possible. Les autres paramètres ont peu d’impact 
pour les raisons énoncées dans la section 4.4.3. 
 
Au-delà de la méthodologie d’analyse conjointe, c’est l’ensemble du CAD élaboré qui est 
évalué dans ce résultat. La même évaluation a été menée sans effectuer de recalage entre les 
clichés. Les résultats obtenus sont retranscrits dans les tableaux 4.6 et 4.7. Ils montrent des 
résultats relativement stables en comparaison de l’analyse comprenant une étape de recalage, 
bien que la précision diminue dans certain cas.  
Ces résultats sont donnés en pourcentage. La valeur V retranscrite, traduit l’évolution du 
résultat lorsque l’on passe de la méthode incluant le recalage, à celle qui ne l’inclut pas. Soit 
VA et VS, les valeurs, respectivement avec et sans le recalage. Les pourcentages des tableaux 
4.6 et 4.7 sont obtenus grâce à la formule suivante : 
 
     






 Image I Image J Rappel Précision RS P2R 
Dégénérescence 
pas de tache 1 tache (1cm) +3% -3% ±0 ±0 
1 tache (0.3cm) 1 tache (1.5cm) -2% -6% ±0 -4% 
Rémission 
1 tache (1cm) pas de tache -2% +8% ±0 +3% 
1 tache (1.5cm) 1 tache (0.3cm) ±0 -8% ±0 -5% 
Pas d’évolution 
pas de tache pas de tache - - ±0 - 
1 tache (1cm) 1 tache (1cm) - - ±0 - 
 




 Image I Image J Rappel Précision RS P2R 
Dégénérescence 
pas de tache 1 tache (1cm) -6% -12% ±0 -10% 
1 tache (0.3cm) 1 tache (1.5cm) ±0 ±0 ±0 ±0 
Rémission 
1 tache (1cm) pas de tache -6% -9% ±0 -9% 
1 tache (1.5cm) 1 tache (0.3cm) +3% -5% ±0 -1% 
Pas d’évolution 
pas de tache pas de tache - - ±0 - 
1 tache (1cm) 1 tache (1cm) - - ±0 - 
 
Tableau 4.7 – Effet du recalage sur la détection d’anomalies par analyse locale 
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Même si les résultats sont proches de ceux obtenus après un recalage, cette étape ne doit 
pas pour autant être considérée comme superflue. En effet, d’autres types d’images, ou 
d’autres dossiers de mammographies peuvent contenir des clichés dont l’écart entre les tissus 
est plus important, et qui nécessiteront un recalage pour ne pas passer à côté d’une 
information visible sur les images, mais mal analysée. Le cadre méthodologique élaboré dans 
cette thèse permet de traiter ces cas également. Ainsi, même si elle est ténue, l’amélioration 




                                 
 
Image I Image J Image I Image J recalée 
 et annotée 
 
Figure 4.21 – Analyse conjointe, entrée et sortie 
 
 
Cette étape permet au praticien d’afficher les images recalées, avec les anomalies en 
surbrillance. Le résultat est estimable en moins de une minute pour une paire de clichés sur 
des ordinateurs type Intel i5 ou i7. Il est illustré par la figure 4.22 ci-dessous. Des zones à 
contrôler sont ciblées pour l’expert, et de plus, l’ensemble des tissus sont alignés, ce qui 
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4.6  Conclusion 
 
La comparaison d’images comme les mammographies, qui ont des textures complexes, 
ne peut pas être traitée au niveau du pixel, même si les images ont déjà été recalées. Les 
méthodes doivent inclure des éléments d’une échelle et d’une représentation différente. Dans 
la méthodologie proposée, deux niveaux d’analyse sont utilisés, le niveau de la comparaison 
(région Z) et la taille des entités permettant de recomposer le signal (les atomes/motifs). Cette 
structure permet flexibilité et finesse d’analyse.  
En outre, la variabilité intra-individu est prise en compte en utilisant un dictionnaire 
adapté à chaque patiente. Pour construire ce dictionnaire, toutes les connaissances disponibles 
dans le dossier du patient peuvent être utilisées. Les différences obtenues peuvent être dues à 
du bruit sur l’un des clichés, à l’apparition de parties malades, ou encore à une rémission, ou 
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Cette thèse apporte des réponses théoriques et applicatives aux problèmes rencontrés dans 
le cadre de l’analyse conjointe d’images médicales. Le système d’aide au diagnostic proposé 
est composé d’un recalage et de l’analyse conjointe de clichés. Les problématiques traitées 
sont donc multiples. Les informations extraites, reliées entre elles, et l’échelle à laquelle le 
signal est analysé sont centrales dans cette thèse. 
 
Le cadre méthodologique présenté permet une décomposition des problèmes en sous 
étapes, plus rapides à traiter et permettant un affinement progressif du résultat. Le but fixé est 
de cibler l’information utile et de la mettre en avant. Dans le cadre du recalage d’images 
médicales, l’information est structurée autour des primitives anatomiques des 
mammographies. Pour l’analyse conjointe, l’information est mise en évidence à l’aide de 
l’étude de motifs constitutifs. 
 
Cette méthodologie, entièrement contextualisable, permet d’effectuer un recalage quasi 
instantané, et une aide pertinente, sans effectuer le diagnostic pour autant, part du traitement 
laissé volontairement à l’expert. 
 
 
Figure 5.1 – Le CAD complété 
 
 
Durant les 4 années de cette thèse, les différentes recherches, discussions et réflexions, 
ont mené à l’élaboration des différents modèles de pensée présentés dans ce document. Les 
contributions sont regroupées dans cette conclusion ainsi que les perspectives de recherche 
ouvertes par une telle vision du CAD en général, et de la comparaison du couple d’images 








5.1  Synthèse des contributions 
 
Les recherches présentées dans cette thèse découlent de l’analyse de certaines méthodes 
de l’état de l’art. Certains points caractérisent ce travail, ainsi que la philosophie de recherche 




Modèles de déformation 
Les modèles de déformation présentés sont applicables à différentes problématiques. 
L’utilisation d’a priori fort, sur les composantes des tissus observés, ainsi que sur la 
transformation inverse à utiliser permet l’application d’un modèle de recalage complexe dans 
un temps restreint. Le choix de limiter la souplesse des modèles proposés, en structurant très 
fortement les images à partir des primitives extraites, permet avant tout de ne pas masquer 
d’évolutions. Une méthode de recalage infaillible, qui aligne si bien les tissus qu’elle masque 
les évolutions de taille d’une masse n’étant pas le but recherché. Une méthode trop élastique 
pourrait, par exemple, masquer une distorsion architecturale dans le cadre des 
mammographies, facteur ô combien important pour la détection de tumeurs malignes. La 
plupart des travaux de recalage mentionnent le fait que la déformation doit être adaptée à 
l’analyse qui en découle. Cette thèse traitant de l’ensemble des étapes d’un CAD, a permis 
l’élaboration d’un modèle visant à une minimisation chiffrée des distances entre tissus, afin 
d’obtenir une fenêtre de comparaison signifiante. 
Point de jonction entre ce que sont les images et ce qui en est fait, les choix et les limites 
que l’on se fixe pour les transformations choisies, leurs limites, et les a priori sur lesquels 
elles sont fondées, sont primordiaux pour l’ensemble du CAD. 
 
 
Une analyse par décomposition d’éléments se chevauchant 
La comparaison de clichés est traitée dans cette thèse à deux échelles, soit une échelle 
locale à partir de motifs, soit une échelle basée sur des zones plus grandes, mais nécessitant 
une étape de recalage. Le principal apport de cette approche provient du chevauchement des 
motifs ou zones. En effet, cette méthode permet d’éliminer toutes discontinuités de l’analyse. 
Aucun post-traitement n’est nécessaire, cela permet d’obtenir une méthode fournissant un 
résultat dans un temps raisonnable. 
 
 
Un cadre méthodologique contextualisable 
Une des forces de l’ensemble de la méthodologie présentée est qu’elle est entièrement 
contextualisable. Même si la cadre applicatif a un impact dans les lectures et les réflexions qui 
ont mené à l’élaboration des méthodes proposées, les choix effectués l’ont toujours été dans 
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l’optique d’une multiplicité des documents traitables, que ce soit dans le cadre du recalage, ou 
de l’analyse conjointe. 
Les méthodes de recalage, proposant des méthodes plus ou moins complexes, ont toutes 
été pensées dans le but de minimiser les écarts entre tissus quelle que soit la méthode ou le 
type d’image utilisé. Bien que certaines méthodes soient davantage adaptées à un type 
d’image donné, les déformations sont suffisamment maîtrisées pour ne pas éloigner ce que 
l’on souhaite superposer.  
L’analyse conjointe quant à elle est adaptable à tout type d’image, pour peu que les 
paramètres soient évalués pour le type d’évolution recherché. 
 
 
Une aide au diagnostic 
Le modèle de déformation est élaboré en pensant avant tout au besoin du praticien face à 
un logiciel CAD : le besoin de détecter une évolution. Un expert doit trouver des évolutions 
non pas sur une image, mais pour plusieurs dossiers de patients, complexes et fastidieux à 
observer. La méthodologie élaborée permet de supprimer en moyenne, sur l’ensemble des 
couples traités, 99% de l’image ne comprenant pas d’anomalie. Au-delà de la précision de la 
délimitation de l’évolution, ce chiffre montre le gain de temps pour l’expert. 
Le but n’est pas ici de caractériser les tissus détectés par un algorithme, mais d’offrir une 
méthodologie d’aide pour la tâche fastidieuse de comparaison des images. Le terme d’aide au 
diagnostic est interprété, dans le cadre des travaux effectués dans cette thèse, comme le 
traitement des données les plus simples à évaluer, dans notre cas, les régions n’ayant pas 
évolué. Le reste du travail est à effectuer par l’expert qui n’a pas besoin d’être influencé par 
une réponse automatique. 
 
 
5.2  Perspectives 
 
Les recherches et le travail effectués pendant cette thèse ouvrent de très nombreuses 
possibilités. Comme dans tous travaux, des choix ont été faits afin d’élaborer une 
méthodologie la plus complète possible. Ces choix ont ouvert d’autres pistes de recherche qui 
n’ont pas encore été explorées. 
 
 
Base de test 
Dans le cadre de notre thèse, les anomalies permettant d’évaluer la méthodologie sont 
synthétiques. Ce choix a été fait pour faciliter l’évaluation des différentes évolutions 
possibles, tout en maîtrisant totalement la délimitation des zones à détecter. Evaluer cette 
méthodologie sur une base utilisée par le monde de la recherche telle que la base MIAS 






Modèle de déformation 
Les modèles de déformation présentés ont tous un degré de finesse différent. Ils ont été 
élaborés pour modéliser la déformation inverse subie par un organe entre deux images. Dans 
le cadre de la mammographie, d’autres modèles que le recalage orienté ou polaire sont 
envisageables. Un sein ne se déformant pas de façon rectiligne ou radiale, d’autres choix 
peuvent être faits pour ce qui concerne la structuration interne du sein. 
 
 
D’autres distances caractérisant les classes des composantes 
La distance permettant de délimiter les classes des composantes des images est 
primordiale. Comme mentionné dans l’évaluation de la méthode de comparaison d’images, 
l’impact de l’invariabilité spatiale des entités formant des groupes de tissus est très important. 
Si un carré sans aucune invariabilité ne permet pas de créer un dictionnaire de classes idéal, le 
fait de ne tenir aucun compte de l’ordonnancement des pixels est peut être une lacune, bien 
que sur de si petits ensembles, cela reste à démontrer. Cependant, l’inclusion d’une autre 
forme de motif, et une invariabilité plus modérée, devrait être évaluée afin de mieux 
comprendre ce qui caractérise une classe de tissus retranscrite sur une image. 
 
 
Comparer deux régions plus pertinentes 
La méthode de comparaison proposée offre de bien meilleurs résultats lorsque l’analyse 
s’effectue localement. La taille de cette zone impacte fortement le résultat, et surtout on peut 
l’imaginer, la taille des évolutions détectées. Un recalage encore plus fin, permettrait d’utiliser 
une zone de recherche plus petite et donc plus efficace sur les petits éléments. Dès lors, il sera 
possible d’imaginer une méthode multi-échelles, permettant d’être plus souple sur la taille des 
évolutions à détecter. Notons également que l’impact dans la constitution d’une zone pourrait 
être pondéré par la distance du motif au centre de la zone. En effet plus un motif est proche du 





Les images permettant l’évaluation de notre méthodologie sont directement issues du 
cadre applicatif de cette thèse Cifre qui est la création d’un CAD pour dossier de 
mammographies. L’utilisation de ce CAD sur des images d’autres organes (cerveau, cœur, 
foie …) ouvre une perspective intéressante pour évaluer l’adaptabilité de ce modèle. Cette 













Afin d’évaluer l’apport du recalage en terme de distance entre tissus, un expert a annoté 
plusieurs points sur des séries temporelles de mammographies. La distance entre les tissus 
devant occuper le même espace sur les deux clichés I et J est ainsi mesurée. Les illustrations 
de cette annexe sont toutes issues d’un couple de mammographies donné, une série temporelle 
illustré en figure A1.1.  
 
             
 
Image I Image J 
 
Figure A1.1 – Couple de mammographies utilisé dans cette annexe 
 
 
Les points choisis sont présents sur l’image référence et sur l’image à recaler comme le 
montre l’exemple de la figure A1.2. Ce sont des structures telles que des microcalcifications, 
macrocalcifications, ou des agrafes internes, facilement localisables et identifiables. 
 
 
                
 
Agrandissement de l’image I Agrandissement de l’image J 
 
Figure A1.2 – Points de repère dans une série temporelle de mammographies 




Ces annotations donnent une cartographie éparse de la position de points particuliers du 
sein. Les points sur l’image I référence sont notés pIi, et les points de l’image J, pJi. Après le 
recalage ces points sont recalés en t(pJi). Trois cartes de coordonnées sont ainsi obtenues, et 
retranscrites pour notre exemple en figure A1.3. 
 
 
                  
 
Image I  Image J  Image t(J) 
 
Figure A1.3 – Cartographie des points saillants 
 
 
La comparaison des cartes des images I et J, puis des cartes des images I et t(J) 
permettent de mieux appréhender l’impact de la méthode sur la distance entre points à mettre 
en correspondance (figure A3). 
 
 
                
a: Image I + J b: Image I + t(J)   
 : pIi  
 : pJi dans l’image a et t(pJi) dans l’image b  
 
Figure A1.4 - Evaluation fondée sur le calcul de la distance entre points annotés par un expert 
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La distance entre ces points est mesurée avant et après le recalage afin de mesurer la 
précision du recalage (tableau A1.1). 
 




dist(pI1, pJ1) 10.8 9.3 
dist(pI2, pJ2) 14.4 3 
dist(pI3, pJ3) 16.9 9 
dist(pI4, pJ4) 11.9 6.3 
dist(pI5, pJ5) 15.1 4.7 
Distance moyenne 13.8 6.4 
(en mm) 
 
Tableau A1.1 – Mesure métrique des effets du recalage 
 
Cette opération est répétée sur l’ensemble de la base de test pour obtenir les chiffres de 
l’évaluation du chapitre 3. L’ensemble des points annotés ont été choisis par un expert ne 
connaissant pas le processus de recalage. Les points ont uniquement été choisis pour la 
robustesse de leur mise en correspondance et pour leur répartition dans l’image. En effet afin 
de ne pas biaiser le résultat, les points ne sont pas choisis volontairement dans une zone 
spécifique, comme le montre la figure A1.5 qui regroupe dans un sein "atlas" l’ensemble des 
points servant à l’évaluation. Ces points étant des repères intrinsèques à l’image, les points 












Evaluation de la détectabilité des anomalies 






Nous avons fait varier la valeur du contraste et la taille d’une région synthétique afin de 
vérifier que notre approche détecte les bruits qui respectent la loi de Burgess. Les résultats des 
expériences avec la méthode de comparaison locale sur une image, montrent qu’une anomalie 
de synthèse reste détectable tant que son amplitude respecte le seuil de Burgess, comme le 
montre la figure 4.14. Nous considérons qu’une anomalie est détectable lorsque le taux de 
pixels détectés comme anormaux, qui la composent est supérieur à 50%. Ce seuil permet de 
vérifier qu’une anomalie sera au minimum, à moitié incluse dans la région détectée comme 
ayant évolué. Pour que cette approche soit valide, le détecteur d’anomalies doit respecter la 
loi de Burgess définie en fonction de la vision humaine : le contraste d’une opacité doit croître 
avec sa taille pour conserver une détectabilité identique.  
 
 
                     
Anomalie de  Anomalie de Anomalie de 
3mm de diamètre 1 cm de diamètre 1,5 cm de diamètre 
contraste 5% contraste 10% constraste 12% 
 
Figure A2.1  – Rappel relativement au contraste d’une anomalie 
(exemple calculé sur une paire de clichés) 
 
 
Comme on peut le remarquer Figure A2.1, le rapport contraste/diamètre de la taille 






























Différentes mesures de l’évaluation des paramètres de l’analyse conjointe des clichés 
(section "4.4.3 - Les paramètres de l’analyse") sont présentées dans la thèse uniquement sous 
la forme de graphe de l’évolution du P2R (équation (4.14)) pour une meilleure lisibilité. Les 
mesures du rappel, de la précision, de la zone restant à examiner par un expert, ainsi que les 





Taille des atomes/motifs 
 
 
  R P RS P2R 
7 0,79 0,51 0,99 0,63 
11 0,99 0,67 0,99 0,85 
15 0,99 0,72 0,99 0,87 
19 0,99 0,75 0,99 0,89 
23 0,98 0,77 0,99 0,89 
27 0,97 0,77 0,99 0,88 
 













Distance entre atomes/motifs 
 
 R P RS P2R 
0.05 0,95 0,68 0,99 0,82 
0.04 0,96 0,72 0,99 0,85 
0.03 0,99 0,76 0,99 0,89 
0.02 0,99 0,76 0,99 0,89 
0.01 0,99 0,76 0,99 0,89 
 
Tableaux A3.2 – Mesures pour l’évaluation de la distance séparant les atomes/motifs 
 
 
Taille des régions Z 
 
 R P RS P2R 
21 0,55 0,92 0,99 0,54 
31 0,56 0,95 0,99 0,59 
41 0,67 0,95 0,99 0,69 
51 0,99 0,75 0,99 0,89 
61 0,99 0,62 0,99 0,82 
71 0,99 0,41 0,99 0,66 
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Dans le monde de la recherche, l’analyse du signal et plus particulièrement d’image, est 
un domaine très actif, de par la variété des applications existantes, avec des problématiques 
telles que la compression de données, la vidéo-surveillance ou encore l’analyse d’images 
médicales pour ne prendre que quelques exemples. Le mémoire s’inscrit dans ce dernier 
domaine particulièrement actif.  
Le nombre d’appareils d’acquisition existant ainsi que le nombre de clichés réalisés, 
entraînent la production d’une masse importante d’informations à traiter par les praticiens. 
Ces derniers peuvent aujourd’hui être assistés par l’outil informatique.  
Dans cette thèse, l’objectif est l’élaboration d’un système d’aide au diagnostic, fondé sur 
l’analyse conjointe, et donc la comparaison d’images médicales. Notre approche permet de 
détecter des évolutions, ou des tissus aberrants dans un ensemble donné, plutôt que de tenter 
de caractériser, avec un très fort a priori, le type de tissu cherché. 
Cette problématique permet d’appréhender un aspect de l’analyse du dossier médical 
d’un patient effectuée par les experts qui est l’étude d’un dossier à travers le suivi des 
évolutions. Cette tâche n’est pas aisée à automatiser. L’œil humain effectue quasi-
automatiquement des traitements qu’il faut reproduire.  
Avant de comparer des régions présentes sur deux images, il faut déterminer où se situent 
ces zones dans les clichés. Toute comparaison automatisée de signaux nécessite une phase de 
recalage, un alignement des composantes présentes sur les clichés afin qu’elles occupent la 
même position sur les deux images. Cette opération ne permet pas, dans le cadre d’images 
médicales, d’obtenir un alignement parfait des tissus en tous points, elle ne peut que 
minimiser les écarts entre tissus. La projection d’une réalité 3D sur une image 2D entraîne des 
différences liées à l’orientation de la prise de vue, et ne permet pas d’analyser une paire de 
clichés par une simple différence entre images. Différentes structurations des clichés ainsi que 
différents champs de déformation sont ici élaborés afin de recaler les images de manière 
efficace. 
Après avoir minimisé les différences entre les positions sur les clichés, l’analyse de 
l’évolution des tissus n’est pas menée au niveau des pixels, mais à celui des tissus eux-
mêmes, comme le ferait un praticien. Afin de traiter les clichés en suivant cette logique, les 
images numériques sont réinterprétées, non plus en pixels de différentes luminosités, mais en 
motifs représentatifs de l’ensemble de l’image, permettant une nouvelle décomposition des 
clichés, une décomposition parcimonieuse. L’atout d’une telle représentation est qu’elle 
permet de mettre en lumière un autre aspect du signal, et d’analyser sous un angle nouveau, 
les informations nécessaires à l’aide au diagnostic. 
 
Cette thèse a été effectuée au sein du laboratoire LIPADE de l’Université Paris Descartes 
(équipe SIP, spécialisée en analyse d’images) en collaboration avec la Société Fenics 
(concepteur de stations d’aide au diagnostic pour l’analyse de mammographies) dans le cadre 
d’un contrat Cifre.  
