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Introducción
Las ecuaciones en diferencias juegan un importante papel en variados problemas científicos y de
ingeniería. Sin embargo, mientras que la expresión de las soluciones cuando los coeficientes de las
ecuaciones son constantes es ampliamente conocida, no ocurre lo mismo para coeficientes variables,
excepto en el caso más simple de las ecuaciones de primer orden.
En este trabajo presentamos un estudio de las ecuaciones en diferencias lineales de segundo orden,
en los casos infinito, semi–infinito y finito. También, para las ecuaciones en diferencias de segundo
orden en el caso finito, estudiamos los problemas de contorno asociados. Nuestro objetivo es desarro-
llar técnicas que sean análogas a aquellas que se usan en el análisis de las ecuaciones diferenciales y,
para el caso finito, las utilizadas en problemas de contorno.
A pesar de que nuestras técnicas, con las convenientes modificaciones, también se ajustan al caso
complejo, en este trabajo tratamos principalmente el caso real, es decir, el caso en el que todas las
funciones involucradas toman valores en el cuerpo de los números reales. Estudiamos en primer lugar
el caso de coeficientes constantes, presentando primero los resultados conocidos para acabar descri-
biendo las múltiples relaciones de las ecuaciones en diferencias de segundo orden con coeficientes
constantes con los polinomios de Chebyshev. Dichas relaciones nos permiten el cálculo de sus solu-
ciones de forma más directa y sencilla, sin necesidad de imponer condiciones sobre los valores de los
coeficientes de la ecuación.
Una ventaja añadida de resolver las ecuaciones con coeficientes constantes utilizando su relación
con los polinomios de Chebyshev, es que se puede extender la misma estrategia a las ecuaciones con
coeficientes variables, pudiendo expresar también sus soluciones en términos de las que denominamos
funciones de Chebyshev de dos argumentos. De esta forma, conseguimos una fórmula cerrada y de
cálculo directo.
En el caso particular de ecuaciones en diferencias lineales de segundo orden con coeficientes va-
riables que satisfacen propiedades de periodicidad, desarrollamos un procedimiento que reduce la
ecuación en diferencias con esta clase de coeficientes a otra ecuación del mismo tipo pero de coefi-
cientes constantes, así que, de nuevo pueden expresarse sus soluciones en términos de polinomios de
Chebyshev. Además, la relación entre estos polinomios y las ecuaciones en diferencias con coeficien-
tes periódicos puede también emplearse para caracterizar la existencia de soluciones periódicas, con
el fin de plantear la Teoría de Floquet correspondiente a estas ecuaciones discretas.
Dada la estrecha relación entre las ecuaciones en diferencias de segundo orden en el caso finito
y la inversión de matrices tridiagonales, en el último capítulo presentamos la aplicación de los resul-
tados antes mencionados para determinar la invertibilidad de dichas matrices y, en ese caso, obtener
explícitamente sus inversas.
V

Capítulo 1
Ecuaciones en diferencias lineales irreducibles y de segundo orden
1. Preliminares
A lo largo de este trabajo R denota el conjunto de los números reales, Z el de números enteros,
N el conjunto de los números naturales, y R∗ y N∗ los conjuntos R \ {0} y N \ {0}, respectivamen-
te. Además, I denota bien Z, el conjunto de los números enteros, o bien N o también el conjunto
{0, . . . , n + 1} para un cierto n ∈ N∗ y, entonces, nos referimos a I como al dominio infinito, semi–
infinito o finito, respectivamente. Por tanto,
◦
I es el conjuntoZ,N∗ o {1, . . . , n}, y δ(I) es el conjunto ∅,
{0} o {0, n+ 1}, respectivamente. Las diferentes situaciones quedan resumidas en la tabla siguiente:
Dominio I
◦
I δ(I)
Infinito Z Z ∅
Semi-Infinito N N∗ {0}
Finito {0, . . . , n+ 1} {1, . . . , n} {0, n+ 1}
En particular, siempre ocurre que 0 ∈ I.
El espacio vectorial de las funciones con valor en R y variable en un conjunto arbitrario H lo
denotamos por C(H) y, en particular, como C(I) si la variable está en I. Claramente, dada u ∈ C(I),
el conjunto u(I) = {u(k) : k ∈ I} ⊂ R es numerable. Para cualquier F ⊂ I, ε
F
denota su función
característica. En particular, la función característica de I será denotada simplemente por ε, mientras
que para cualquier m ∈ I, εm representará la función característica del conjunto {m}. Asimismo, 0
representa a la función constante cuyo valor es 0 en todo k ∈ I.
Si u ∈ C(I), el soporte de u es el conjunto supp(u) = {k ∈ I : u(k) 6= 0}. Si F ⊂ I,
denotaremos por C(F ) al conjunto de funciones cuyo soporte está contenido en F y por C∗(I) al
conjunto de funciones cuyo soporte es I; es decir, C∗(I) = {u ∈ C(I) : u(k) 6= 0 para todo k ∈ I},
y por Ω(I) el subconjunto de C∗(I) formado por las funciones positivas. Los elementos de Ω(I) se
denominan usualmente pesos.
Dado A ⊂ C(I) y σ ∈ C(I), denotamos por σA = {σu : u ∈ A}.
El subespacio de C(I) formado por las funciones que se anulan en δ(I), se denota por C(◦I).
Consideramos la función signo, s : R −→ R, definida como s(x) =
 1, x > 00, x = 0−1, x < 0 . En conse-
cuencia, s(x) = |x|−1x = x−1|x|, x ∈ R∗ y s(x) = −s(−x), x ∈ R.
Además, a lo largo de este trabajo, usamos el convenio habitual por el que el valor de sumatorios
vacíos y productorios vacíos valen 0 y 1 respectivamente; es decir,
m∑
s=k
as = 0 y
m∏
s=k
as = 1 cuando
m < k.
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Dada u ∈ C(I) y k,m ∈ I, definimos la integral de u entre k y m como el valor
(1)
∫ m
k
u(s)ds = s(m− k)
ma´x{k,m}∑
s=mı´n{k,m}+1
u(s) .
Por tanto, tenemos
∫ k
k
u(s)ds = 0,
∫ k+1
k
u(s)ds = u(k + 1) y
∫ k−1
k
u(s)ds = −u(k) para cualquier
k ∈ I. Más generalmente, para cualquier k,m ∈ I tenemos
∫ m
k
u(s)ds = −
∫ k
m
u(s)ds, y para
cualquier k,m, r ∈ I
(2)
∫ m
k
u(s)ds+
∫ r
m
u(s)ds =
∫ r
k
u(s)ds.
Por otro lado, la integral definida es una aplicación lineal y monótona, ya que para cualquier u, v ∈ C(I)
y para cualquier α, β ∈ R, se cumple
(3)
∫ m
k
(
αu(s)+βv(s)
)
ds = α
∫ m
k
u(s)ds+β
∫ m
k
v(s)ds y
∣∣∣∣∫ m
k
u(s)ds
∣∣∣∣ ≤ ∣∣∣∣∫ m
k
|u(s)|ds
∣∣∣∣ .
Si consideramos U(x) =
∫ x
k
u(s)d(s), entonces
U(x+ 1)−U(x) = u(x+ 1) y U(x)−U(x−1) = u(x), para todo x ∈ I tal que x+ 1, x− 1 ∈ I.
De forma inversa, obtenemos la siguiente versión del Teorema Fundamental del Cálculo.
PROPOSICIÓN 1.1 (TFC). Dada f ∈ C(I), entonces u ∈ C(I) satisface que u(k)−u(k−1) = f(k)
para cualquier k ∈ ◦I sii existe α ∈ R tal que
u(k) = α +
∫ k
0
f(s)ds, k ∈ I.
Demostración. El lado izquierdo de la igualdad u(k) − u(k − 1) = f(k) define una sucesión teles-
cópica y, por tanto, para cualquier k ∈ I∫ k
0
f(s)ds = s(k)
ma´x{k,0}∑
s=mı´n{k,0}+1
f(s) = s(k)
ma´x{k,0}∑
s=mı´n{k,0}+1
(
u(s)− u(s− 1))
= s(k)
[
u
(
ma´x{k, 0})− u(mı´n{k, 0})] = u(k)− u(0) = u(k)− α,
donde α = u(0). 
COROLARIO 1.2. Dado β ∈ R, entonces u ∈ C(I) satisface u(k)− u(k− 1) = β para cualquier
k ∈ ◦I sii existe α ∈ R tal que u(k) = α + βk para cualquier k ∈ I.
COROLARIO 1.3 (Integración por partes). Dadas u, v ∈ C(I), entonces para cualquier k ∈ I se
verifica que∫ k
0
u(s− 1)(v(s)− v(s− 1))ds = u(k)v(k)− u(0)v(0)− ∫ k
0
v(s)
(
u(s)− u(s− 1))ds.
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Demostración. En primer lugar, observamos que para cualquier k ∈ ◦I se cumple
(uv)(k)− (uv)(k − 1) = (u(k)− u(k − 1))v(k) + (v(k)− v(k − 1))u(k − 1)
. Aplicando el TFC para cualquier k ∈ I, obtenemos que∫ k
0
u(s− 1)(v(s)− v(s− 1))ds = u(k)v(k)− u(0)v(0)− ∫ k
0
v(s)
(
u(s)− u(s− 1))ds.

NOTA 1.4. En [49], se introduce una definición ligeramente diferente de la Integral definida (1),
en concreto, se define como
∫ m
k
u(s)ds = s(m − k)
ma´x{k,m}−1∑
s=mı´n{k,m}
u(s) . No obstante, ambas definiciones
conducen a resultados equivalentes.
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Dadas las funciones a, b, c ∈ C(I), para cualquier f ∈ C(I) una ecuación en diferencias de
segundo orden con coeficientes a, b, c y dato f es de la forma
(4) a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
y se trata de encontrar todas las funciones u ∈ C(I) que verifican la identidad.
Se denomina solución de la ecuación en diferencias a cada función u ∈ C(I) que satisface la
identidad anterior.
Claramente, las soluciones no dependen del valor de los coeficientes a, b y del dato f en δ(I). Por
tanto, podemos suponer, sin perdida de generalidad, que f ∈ C(◦I). Asimismo, cuando n + 1 ∈ δ(I),
los valores de c en n y n + 1 no tienen ninguna influencia en la Ecuación (4) y podemos imponer
que a(n + 1) = c(n) y c(n + 1) = a(n), identidades que asumiremos satisfechas en lo sucesivo
cuando n + 1 ∈ δ(I). En la próxima sección explicamos el porqué de esta imposición, que como se
ha señalado no tiene ningún efecto en la Ecuación (4).
El coeficiente a de la Ecuación (4) se denomina usualmente coeficiente principal. En las próximas
secciones mostraremos que juega un papel primordial en el estudio de las ecuaciones en diferencias
de segundo orden. La Ecuación (4) se denomina explícita o escrita en forma normal si y solo si su
coeficiente principal vale 1; es decir, a(k) = 1 para cualquier k ∈ I.
La ecuación
(5) a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ ◦I,
que corresponde a considerar dato nulo en la Ecuación (4) se denomina homogénea y nos referimos a
ella como la ecuación homogénea asociada a (4).
NOTA 2.1. Supongamos que I = {0, . . . , n + 1} y para algún 1 ≤ m ≤ n se satisface que
a(m) = 0. Entonces, u ∈ C(I) es solución de la Ecuación (4) sii
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), 1 ≤ k ≤ m− 1,
−b(m)u(m) + c(m− 1)u(m− 1) = f(m),
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), m+ 1 ≤ k ≤ n.
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Consideremos los conjuntos I1 = {0, . . . ,m}, I2 = {0, . . . , n − m + 1} y las funciones
aˆ, bˆ, cˆ, fˆ ∈ C(I2) definidas como aˆ(k) = a(m + k), bˆ(k) = b(m + k), cˆ(k) = c(m + k),
fˆ(k) = f(m + k), para cualquier k = 0, . . . , n − m + 1. Entonces, u ∈ C(I) es una solución de
la Ecuación (4) sii u(k) = v1(k), k = 0, . . . ,m y u(k) = v2(k −m), k = m + 1, . . . , n + 1, donde
v1 ∈ C(I1) y v2 ∈ C(I2) son soluciones de las ecuaciones
a(k)v1(k + 1)− b(k)v1(k) + c(k − 1)v1(k − 1) = f(k), 1 ≤ k ≤ m− 1,
aˆ(k)v2(k + 1)− bˆ(k)v2(k) + cˆ(k − 1)v2(k − 1) = fˆ(k), 1 ≤ k ≤ n−m,
que satisfacen −b(m)v1(m) + c(m − 1)v1(m − 1) = f(m) y, además, que v2(0) = v1(m) cuando
c(m) 6= 0.
Por tanto, cuando a(m) = 0, la Ecuación (4) se puede reducir a dos ecuaciones en diferencias,
que satisfacen condiciones adicionales, final e inicial, respectivamente. Las mismas consideraciones
se verifican cuando c(m) = 0, y también son ciertas en los casos infinito y semi–infinito. En conse-
cuencia, un estudio general de las ecuaciones en diferencias sólo requiere analizar el caso, llamado
irreducible, en el que los coeficientes a, c ∈ C(I) son no nulos en cada nodo de I, es decir, a, c ∈ C∗(I).
Por tanto, en lo sucesivo consideraremos los coeficientes a, b, c ∈ C(I) donde a, c ∈ C∗(I) y, además,
a(n+ 1) = c(n) y c(n+ 1) = a(n) cuando n+ 1 ∈ δ(I).
El primer resultado de esta sección establece las principales cuestiones sobre existencia y unici-
dad respecto las ecuaciones en diferencias de segundo orden. En particular, concluye que cualquier
solución está completamente determinada por su valor en dos nodos consecutivos.
PROPOSICIÓN 2.2. Dados m ∈ ◦I ∪{0} y x0, x1 ∈ R, para cualquier f ∈ C(I) la ecuación en
diferencias de segundo orden
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
tiene una única solución u ∈ C(I) tal que u(m) = x0, u(m+ 1) = x1.
Demostración. Claramente, una función u ∈ C(I) es solución de la ecuación en diferencias con dato
f sii
u(k + 1) =
b(k)
a(k)
u(k)− c(k − 1)
a(k)
u(k − 1) + f(k)
a(k)
,
u(k − 1) = b(k)
c(k − 1) u(k)−
a(k)
c(k − 1) u(k + 1) +
f(k)
c(k − 1)
para cualquier k ∈ ◦I. En particular,
u(m+ 2) =
b(m+ 1)
a(m+ 1)
x1 − c(m)
a(m+ 1)
x0 +
f(m+ 1)
a(m+ 1)
,
u(m− 1) = b(m)
c(m− 1) x0 −
a(m)
c(m− 1) x1 +
f(m)
c(m− 1) .
Razonando inductivamente, tanto regresiva como progresivamente, obtenemos que los valores de
u ∈ C(I) están determinados unívocamente por x0, x1 y f . 
El problema consistente en obtener la solución única de la Ecuación (4) que satisface las condi-
ciones de la anterior proposición, se conoce como el problema de valor inicial para la Ecuación (4)
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en m. Por tanto, acabamos de demostrar que cualquier problema de valor inicial para la Ecuación (4)
tiene solución y es única. Naturalmente, si u ∈ C(I) es solución de la Ecuación (4) y consideramos
m∈◦I∪{0} y los valores x0 = u(m) y x1 = u(m + 1), entonces u es la única solución de este pro-
blema de valor inicial. De este modo, determinar la solución de cualquier problema de valor inicial es
equivalente a obtener todas las soluciones de la Ecuación (4).
COROLARIO 2.3. Dada u ∈ C(I) que satisface
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ ◦I,
entonces u = 0 sii existe m∈◦I∪{0} tal que u(m) = u(m+ 1) = 0.
A partir de ahora denotaremos con S el conjunto de soluciones de la ecuación homogénea asociada
a (4) y llamaremos trivial a su solución nula. Por otro lado, para cualquier f ∈ C(I) denotaremos por
S(f) al conjunto de soluciones de la Ecuación (4) con dato f .
COROLARIO 2.4. El conjunto S es un espacio vectorial de dimensión 2, mientras que para cual-
quier f ∈ C(I) se verifica S(f) 6= ∅ y dada u ∈ S(f), se cumple S(f) = u+ S.
Nuestro próximo objetivo es caracterizar cuándo dos soluciones de la ecuación en diferencias
homogénea forman una base de S. Esto es posible gracias a los siguientes conceptos.
DEFINICIÓN 2.5. Llamamos wronskiano a la aplicación w : C(I)× C(I) −→ C(I) que asigna a
cualquier u, v ∈ C(I) la función w[u, v] ∈ C(I) definida como
w[u, v](k) = det
[
u(k) v(k)
u(k + 1) v(k + 1)
]
= u(k)v(k + 1)− u(k + 1)v(k), si k ∈ ◦I ∪{0},
y como w[u, v](n+ 1) = w[u, v](n), cuando n+ 1 ∈ δ(I).
Dadas u, v ∈ C(I), la función w[u, v] se denomina wronskiano de u y v.
El wronskiano es una aplicación bilineal antisimétrica. Por otro lado, para cualquier k ∈◦I∪{0} y
cualesquiera u, v ∈ C(I), se cumple que
w[u, v](k) = det
[
u(k) v(k)
u(k + 1)− u(k) v(k + 1)− v(k)
]
= det
[
u(k + 1) v(k + 1)
u(k + 1)− u(k) v(k + 1)− v(k)
]
.
PROPOSICIÓN 2.6. Dadas u, v ∈ S, entonces o bien w[u, v] = 0 o bien w[u, v] ∈ C∗(I). Es más,
u y v son linealmente dependientes sii w[u, v] = 0.
Demostración. Cuando u y v son linealmente dependientes, es obvio que w[u, v] = 0. Asumi-
mos ahora que existe m ∈ I tal que w[u, v](m) = 0. Si n + 1 ∈ δ(I) y m = n + 1, entonces
w[u, v](n) = w[u, v](m) = 0, por consiguiente podemos asumir que m ∈ ◦I∪{0}. Si v = 0, entonces
w[u, v] = 0 y u y v son linealmente dependientes. Entonces, podemos suponer que v es no nula y,
por lo tanto, el Corolario 2.3 implica que los valores v(m) y v(m + 1) no pueden ser simultánea-
mente nulos. Así que la hipótesis w[u, v](m) = 0 significa que los vectores
(
v(m + 1),−v(m)) y(
u(m), u(m + 1)
)
son ortogonales y, por tanto, existe α ∈ R tal que u(m) = αv(m) y u(m + 1) =
αv(m+1). En ese caso, la función z = u−αv satisface que z ∈ S y, además, z(m) = z(m+1) = 0,
lo que según el Corolario 2.3 implica que z = 0. En consecuencia u y v son linealmente dependientes
y esto, además, supone que w[u, v] sea nulo. 
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En la próxima sección demostraremos un resultado más preciso acerca de los valores del wrons-
kiano.
La noción de wronskiano nos permite expresar la solución de cualquier problema de valor inicial
para la ecuación homogénea de forma cerrada en términos de una base dada de S.
COROLARIO 2.7. Dada {u, v} una base de S, entonces para cualquier m∈ ◦I∪{0} y para cua-
lesquiera x0, x1 ∈ R, la única solución de la Ecuación en diferencias homogénea (5) que satisface
z(m) = x0 y z(m+ 1) = x1 viene dada por
z(k) =
1
w[u, v](m)
[(
x0v(m+ 1)− x1v(m)
)
u(k) +
(
x1u(m)− x0u(m+ 1)
)
v(k)
]
, k ∈ I.
Demostración. Naturalmente, z = a u + b v para ciertos a, b ∈ R. Por otra parte, z satisface las
referidas propiedades sii a y b son las soluciones del sistema lineal[
u(m) v(m)
u(m+ 1) v(m+ 1)
][
a
b
]
=
[
x0
x1
]
.
Entonces, según la Proposición 2.6 obtenemos[
a
b
]
=
1
w[u, v](m)
[
v(m+ 1) −v(m)
−u(m+ 1) u(m)
][
x0
x1
]
=
1
w[u, v](m)
[
x0v(m+ 1)− x1v(m)
x1u(m)− x0u(m+ 1)
]
de donde se obtiene el resultado. 
3. La ecuación adjunta
La ecuación en diferencias homogénea
(6) c(k)u(k + 1)− b(k)u(k) + a(k − 1)u(k − 1) = 0, k ∈ ◦I,
se denomina ecuación en diferencias adjunta asociada a (4). En particular, la Ecuación (4) se denomi-
na autoadjunta cuando c = a (recordemos que cuando n+ 1 ∈ δ(I) suponemos que a(n+ 1) = c(n)
y c(n+ 1) = a(n)); es decir, cuando las Ecuaciones (5) y (6) son iguales. El espacio de soluciones de
la ecuación adjunta se indica con S∗.
Naturalmente, la ecuación adjunta de la Ecuación (6) es la ecuación homogénea asociada a la
Ecuación (4), lo que implica S∗∗ = S. Además, cuando la Ecuación (4) es autoadjunta entonces
S = S∗. Más generalmente, como ilustraremos a continuación, los espacios S y S∗ están fuertemente
relacionados. Para demostrarlo, resulta útil introducir la función de acompañamiento ρ ∈ C∗(I)
definida para cualquier k ∈ I como
(7) ρ(k) =
ma´x{k,0}−1∏
s=mı´n{k,0}
a(s)
c(s)
s(k) .
Por tanto, ρ(0) = 1, ρ(k) =
k−1∏
s=0
a(s)
c(s)
cuando k > 0 y ρ(k) =
−1∏
s=k
c(s)
a(s)
cuando k < 0. Por otro lado,
cuando n + 1 ∈ δ(I), entonces ρ no depende de los valores de las funciones a y c en el nodo n + 1.
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Obsérvese que si ρ∗ denota la función de acompañamiento para la ecuación adjunta de (4), entonces
ρ∗ = ρ−1.
La principal propiedad de la función de acompañamiento se muestra en el siguiente resultado,
cuya demostración es sencilla.
LEMA 3.1. Se satisface que ρ(k)a(k) = ρ(k + 1)c(k), para cualquier k ∈ ◦I∪{0}. Además la
Ecuación (4) es autoadjunta sii ρ(k) = 1 para cualquier k ∈ I.
Tal y como anunciamos en la sección precedente, vamos a hacer más preciso el resultado de la
Proposición 2.6. En primer lugar, cuando n+ 1 ∈ δ(I), entonces a(n+ 1) = c(n) y, por lo tanto,
a(n+ 1)ρ(n+ 1) = a(n+ 1)
n∏
s=0
a(s)
c(s)
= a(n)
n−1∏
s=0
a(s)
c(s)
= a(n)ρ(n),
que a su vez implica que ρ(n+1)a(n+1)w[u, v](n+1) = ρ(n)a(n)w[u, v](n). Ahora demostraremos
que las igualdades anteriores son ciertas para cualquier k ∈ I cuando u, v ∈ S.
PROPOSICIÓN 3.2. Dadas u, v ∈ S, entonces a(k)w[u, v](k) = c(k − 1)w[u, v](k − 1) para
cualquier k ∈ ◦I. Por tanto, la función ρ aw[u, v] es constante en I y vale 0 sii u y v son linealmente
dependientes.
Demostración. Como u, v ∈ S, entonces
a(k)u(k + 1) = b(k)u(k)− c(k − 1)u(k − 1) y a(k)v(k + 1) = b(k)v(k)− c(k − 1)v(k − 1),
para cualquier k ∈ ◦I y
a(k)w[u, v](k) = u(k)
[
b(k)v(k)− c(k − 1)v(k − 1)
]
− v(k)
[
b(k)u(k)− c(k − 1)u(k − 1)
]
= c(k − 1)
[
v(k)u(k − 1)− u(k)v(k − 1)
]
= c(k − 1)w[u, v](k − 1).
Por lo tanto, multiplicando por ρ(k) ambos lados de la igualdad anterior y aplicando el Lema 3.1,
obtenemos que ρ aw[u, v] es constante en
◦
I∪{0} y, por tanto, en I. 
Ahora estamos preparados para obtener la anunciada relación entre los espacios S y S∗.
COROLARIO 3.3. S∗ = ρS y, además, {u, v} es una base de S sii {ρu, ρv} es una base de S∗.
Demostración. Si u ∈ C(I), entonces u ∈ S sii
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ ◦I,
o, equivalentemente, sii
ρ(k)a(k)u(k + 1)− ρ(k)b(k)u(k) + ρ(k)c(k − 1)u(k − 1) = 0, k ∈ ◦I .
Definiendo uˆ = ρu, la anterior identidad es equivalente a
ρ(k)a(k)
ρ(k + 1)
uˆ(k + 1)− b(k)uˆ(k) + ρ(k)c(k − 1)
ρ(k − 1) uˆ(k − 1) = 0, k ∈
◦
I .
Del Lema 3.1 tenemos que ρ(k − 1)a(k − 1) = ρ(k)c(k − 1) para cualquier k ∈ ◦I y, por tanto, la
identidad anterior es equivalente a
c(k)uˆ(k + 1)− b(k)uˆ(k) + a(k − 1)uˆ(k − 1) = 0, k ∈ ◦I;
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es decir, equivalente a uˆ ∈ S∗.
Finalmente, dadas u, v ∈ C(I), entonces para cualquier k ∈ ◦I∪{0}, se verifica
w[ρu, ρv](k) = ρ(k)ρ(k + 1)w[u, v](k).
Por tanto, w[ρu, ρv](k) = 0 sii w[u, v](k) = 0, verificándose la última afirmación del enunciado. 
Puesto que la función de acompañamiento que corresponde a la ecuación adjunta es ρ−1, dados
u, v ∈ S , entonces ρ−1cw[ρu, ρv] es constante en I. De hecho, en la demostración del anterior coro-
lario hemos comprobado que
(8) ρ aw[u, v] = ρ−1cw[ρu, ρv], para cualquier u, v ∈ S.
4. Función de Green y fórmula de Lagrange
Si conocemos una base del espacio de soluciones de la Ecuación en diferencias homogénea (5),
a partir del Corolario 2.4 y dado f ∈ C(I), para obtener todas las soluciones de la Ecuación (4)
es suficiente con obtener una solución particular. Más específicamente, como cada solución de la
Ecuación (4) puede considerarse como la única solución de un problema de valor inicial dado, si
fijamos m ∈ ◦I∪{0}, los valores x0, x1 ∈ R y f ∈ C(I), podemos fácilmente hacer más preciso el
resultado del Corolario 2.4.
PROPOSICIÓN 4.1 (Principio de Superposición). Si u ∈ C(I) es la única solución del problema
de valor inicial
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k); k ∈ ◦I, u(m) = x0, u(m+ 1) = x1,
entonces u = z + v donde z es la única solución del problema de valor inicial para la ecuación
homogénea
a(k)z(k + 1)− b(k)z(k) + c(k − 1)z(k − 1) = 0; k ∈ ◦I, z(m) = x0, z(m+ 1) = x1,
y v es la única solución del problema de valor inicial
a(k)v(k + 1)− b(k)v(k) + c(k − 1)v(k − 1) = f(k); k ∈ ◦I, v(m) = v(m+ 1) = 0.
Nuestro próximo objetivo es para cada dato f ∈ C(I) dado y fijado m∈ ◦I∪{0}, obtener la única
solución del último problema de valor inicial. El próximo concepto es la clave para alcanzar este
propósito.
DEFINICIÓN 4.2. Llamamos función de Green para la Ecuación en diferencias (4) a la función
g ∈ C(I×I) definida para cualquier s ∈ I como g(·, s) la única solución de la Ecuación en diferencias
homogénea (5) que satisface g(s, s) = 0 para cualquier s ∈ I y g(s+ 1, s) = 1
a(s)
cuando s ∈◦I∪{0}
o g(n, n+ 1) = − 1
a(n+ 1)
cuando n+ 1 ∈ δ(I).
La importancia de la función de Green reside en que nos permite obtener una solución particular
de la Ecuación (4) con dato f para cualquier f ∈ C(I).
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PROPOSICIÓN 4.3. Dados f ∈ C(I) y m ∈ ◦I∪{0}, entonces la función
u(k) =
∫ k
m
g(k, s)f(s)ds, k ∈ I,
es la única solución de la Ecuación (4) que satisface u(m) = u(m+ 1) = 0.
Demostración. Obviamente, u(m) = 0 y u(m+ 1) = g(m+ 1,m+ 1)f(m+ 1) = 0. Por otro lado,
dado k ∈ ◦I, aplicando la aditividad de la integral, es decir, la Identidad (2), obtenemos
a(k)
∫ k+1
m
g(k + 1, s)f(s)ds− b(k)
∫ k
m
g(k, s)f(s)ds+ c(k − 1)
∫ k−1
m
g(k − 1, s)f(s)ds
=
∫ k−1
m
[
a(k)g(k + 1, s)− b(k)g(k, s) + c(k − 1)g(k − 1, s)
]
f(s)ds
+
∫ k
k−1
[
a(k)g(k + 1, s)− b(k)g(k, s)
]
f(s)ds+ a(k)
∫ k+1
k
g(k + 1, s)f(s)ds
=
[
a(k)g(k + 1, k)− b(k)g(k, k)
]
f(k) + a(k)g(k + 1, k + 1)f(k + 1) = f(k). 
Dado que g(·, s) ∈ S para cada s ∈ I, la función de Green puede obtenerse a partir de una base
S, el espacio de soluciones de la ecuación homogénea.
PROPOSICIÓN 4.4. Dada {u, v} una base de S , entonces
g(k, s) =
−1
a(s)w[u, v](s)
[
v(s)u(k)− u(s) v(k)
]
, k, s ∈ I.
Por consiguiente, g(s, s+ 1) = − 1
c(s)
para cualquier s ∈ ◦I∪{0}.
Demostración. La primera parte, es una consecuencia directa del Corolario 2.7 cuando x0 = 0 y
x1 =
1
a(s)
, para s ∈ ◦I∪{0} y cuando x0 = −1
a(n+ 1)
y x1 = 0 cuando s = n + 1 ∈ δ(I). Por otra
parte, a partir de la expresión obtenida, para cualquier s ∈ ◦I∪{0}, se cumple
g(s, s+ 1) =
−[v(s+ 1)u(s)− u(s+ 1) v(s)]
a(s+ 1)w[u, v](s+ 1)
=
−w[u, v](s)
a(s+ 1)w[u, v](s+ 1)
= − 1
c(s)
,
donde hemos tenido en cuenta que, por la Proposición 3.2, c(k − 1)w[u, v](k − 1) = a(k)w[u, v](k)
para cualquier k ∈ ◦I. 
Teniendo ahora en cuenta el Principio de Superposición, el Corolario 2.7 y la Proposición anterior,
obtenemos a continuación la expresión de la solución única de cada problema de valor inicial para la
Ecuación (4).
TEOREMA 4.5 (Fórmula de Lagrange). Fijados m ∈ ◦I∪{0}, x0, x1 ∈ R y f ∈ C(I), la única
solución de la Ecuación (4) que satisface y(m) = x0 y y(m + 1) = x1 está determinada por la
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expresión
y(k) = z(k) +
∫ k
m
g(k, s)f(s)ds, k ∈ I,
donde z ∈ S satisface que z(m) = x0 y z(m+1) = x1. Además, si {u, v} es una base de S, entonces
y(k) =
a(m)ρ(m)
a(0)w[u, v](0)
[(
x0v(m+ 1)− x1v(m)
)
u(k) +
(
x1u(m)− x0u(m+ 1)
)
v(k)
]
− 1
a(0)w[u, v](0)
[
u(k)
∫ k
m
v(s)ρ(s)f(s)ds− v(k)
∫ k
m
u(s)ρ(s)f(s)ds
]
, k ∈ I.
Demostración. Basta observar que dada {u, v} una base de S, la función ρ aw[u, v] es constante en
I. 
Aunque en la Proposición 4.4 y en el Corolario 2.7 hemos utilizado una base específica de S,
{u, v}, para obtener tanto la función de Green como la única solución de cualquier problema de valor
inicial para la ecuación homogénea asociada a la Ecuación (4), naturalmente ambas, y, por tanto, la
función dada en la Fórmula de Lagrange no dependen de la base escogida. Por otro lado, podemos
usar también la base {u, v} para obtener la relación entre la función de Green para la Ecuación (4) y
la de su adjunta.
PROPOSICIÓN 4.6. Si g y g∗ denotan las funciones de Green para las Ecuaciones (4) y (6),
respectivamente, entonces
g∗(k, s) = −g(s, k), para cualquier k, s ∈ I.
Demostración. Si consideramos {u, v} una base de S, entonces según el Corolario 3.3 sabemos que
{ρu, ρv} es una base de S∗. Además, conforme a la Proposición 4.4 y teniendo en cuenta la Identidad
(8), para cualquier k, s ∈ I se obtiene que
g∗(k, s) =
−ρ(s)ρ(k)
c(s)w[ρu, ρv](s)
[
v(s)u(k)− u(s) v(k)
]
=
−ρ(k)
ρ(s)a(s)w[u, v](s)
[
v(s)u(k)− u(s) v(k)
]
=
ρ(k)
ρ(k)a(k)w[u, v](k)
[
u(s) v(k)− v(s)u(k)
]
= −g(s, k),
donde hemos considerado que ρ(s)a(s)w[u, v](s) = ρ(k)a(k)w[u, v](k). 
5. Solución de ecuaciones desacopladas
Aunque en las secciones anteriores se ha descrito la estructura del conjunto de soluciones de una
ecuación en diferencias lineal de segundo orden e irreducible, en general no es sencillo encontrar
explícitamente tales soluciones. De hecho, uno de los objetivos de este trabajo es precisamente el
determinar fórmulas cerradas para las soluciones de estas ecuaciones y a ello dedicaremos varios
capítulos. No obstante, existen ecuaciones para las que la determinación de una base de soluciones
de la ecuación homogénea no requiere de técnicas adicionales. Nos ocuparemos a continuación de
uno de estos tipos de situaciones. Recordemos que una vez determinada una base de soluciones de
la ecuación homogénea, podemos determinar la función de Green del problema y, por tanto, la única
solución para cada problema de valor inicial.
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En esta sección analizaremos la estructura de las soluciones de las ecuaciones denominadas des-
acopladas que son las ecuaciones de la forma (4) en las que el coeficiente b es nulo; es decir, las
ecuaciones
(9) a(k)u(k + 1) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
donde a, c ∈ C∗(I) y f ∈ C(I).
Antes de probar el resultado fundamental de esta sección, recordemos que para x ∈ R, bxc es el
mayor entero no superior a x y dxe es el menor entero no inferior a x. Recordemos también que la
función de acompañamiento de la ecuación es
ρ(k) =
ma´x{k,0}−1∏
s=mı´n{k,0}
a(s)
c(s)
s(k) , k ∈ I.
Para simplificar la presentación, definimos las funciones φ, ψ ∈ C(I)
(10)
φ(k) =
1
2
[
1 + (−1)k
]
(−1)b k2 c
ma´x{d k2 e,0}−1∏
s=mı´n{d k
2
e,0}
c(2s)
a(2s+ 1)
s(k) , k ∈ I,
ψ(k) =
1
2
[
1− (−1)k
]
(−1)b k2 c
ma´x{d k2 e,1}−1∏
s=mı´n{d k
2
e,1}
c(2s− 1)
a(2s)
s(k) , k ∈ I.
Observar que si k ∈ I, entonces ψ(k) = 0 sii k es par, mientras que φ(k) = 0 sii k es impar. Por otra
parte, φ(0) = ψ(1) = 1, lo que implica que w[φ, ψ](0) = 1.
PROPOSICIÓN 5.1. Dadas a, c ∈ C∗(I), el conjunto {φ, ψ} es una base de soluciones de la ecua-
ción homogénea a(k)u(k+ 1) + c(k− 1)u(k− 1) = 0, k ∈ ◦I y, además, ρ(k)a(k)w[φ, ψ](k) = a(0).
En particular, la función de Green de la ecuación está determinada por la identidad
g(k, s) =
ρ(s)
a(0)

φ(s)ψ(k), k, s ∈ I, k impar y s par,
−ψ(s)φ(k), k, s ∈ I, k par y s impar,
0, k, s ∈ I, k, s de la misma paridad.
Aplicaremos ahora la Fórmula de Lagrange para determinar la expresión de las soluciones de los
problemas de valor inicial para las ecuaciones desacopladas.
TEOREMA 5.2. Dados m ∈ ◦I∪{0}, x0, x1 ∈ R y f ∈ C(I), la única solución del problema de
valor inicial
a(k)u(k + 1) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I, u(m) = x0, u(m+ 1) = x1,
está dada, para cada k ∈ I, por
u(k) =
1
a(0)
[
ψ(k)
∫ k
m
φ(s)ρ(s)f(s)ds− φ(k)
∫ k
m
ψ(s)ρ(s)f(s)ds
]
+
a(m)ρ(m)
a(0)
{
x0ψ(m+ 1)φ(k) + x1φ(m)ψ(k), m par,
−(x0φ(m+ 1)ψ(k) + x1ψ(m)φ(k)), m impar.
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Como caso particular, describiremos las soluciones en el caso de ecuaciones desacopladas con
coeficientes constantes. En capítulos posteriores obtendremos esta misma expresión como aplicación
de la teoría general de resolución de ecuaciones en diferencias de segundo orden y con coeficientes
constantes.
COROLARIO 5.3. Supongamos que a(k) = a y c(k) = c, para cada k ∈ ◦I, entonces las funciones
φ(k) =
1
2
[
1 + (−1)k
]
(−1)b k2 c
[ c
a
]d k
2
e
, ψ(k) =
1
2
[
1− (−1)k
]
(−1)b k2 c
[ c
a
]d k
2
e−1
, k ∈ I,
son base de soluciones de la ecuación desacoplada au(k+ 1) + cu(k− 1) = 0 en ◦I. En particular, la
función de Green de la ecuación está determinada por la identidad
g(k, s) =
1
a

(−1) s2 (−1)b k2 c
[a
c
]s [ c
a
] s
2
[ c
a
]d k
2
e−1
, k, s ∈ I, k impar y s par,
−(−1) k2 (−1)b s2 c
[a
c
]s [ c
a
]d s
2
e−1 [ c
a
] k
2
, k, s ∈ I, k par y s impar,
0, k, s ∈ I, k, s de la misma paridad.
Además, para cada m ∈ ◦I∪{0} y x0, x1 ∈ R y f ∈ C(I), la única solución del problema de valor
inicial
a(k)z(k + 1) + c(k − 1)z(k − 1) = 0, k ∈ ◦I, z(m) = x0, z(m+ 1) = x1,
está dada, para cada k ∈ I, por
z(k) =
[a
c
]m

x0(−1)bm+12 c
[ c
a
]dm+1
2
e−1
φ(k) + x1(−1)m2
[ c
a
]m
2
ψ(k), m par,
−
(
x0(−1)m+12
[ c
a
]m+1
2
ψ(k) + x1(−1)bm2 c
[ c
a
]dm
2
e−1
φ(k)
)
, m impar.
6. Ecuaciones en diferencias semejantes y congruentes
Cualquier ecuación en diferencias (irreducible) determina su espacio de soluciones S. Equivalen-
temente, dados b ∈ C(I) y a, c ∈ C∗(I) que satisfacen a(n + 1) = c(n) y c(n + 1) = a(n) cuando
n + 1 ∈ δ(I), el espacio S está completamente determinado. El principal objetivo de esta sección es
estudiar si el espacio S determina o no la Ecuación homogénea (5). Esta cuestión motiva los siguientes
conceptos respecto de la relación entre ecuaciones homogéneas.
Consideramos b, bˆ ∈ C(I), a, aˆ, c, cˆ ∈ C∗(I) tales que a(n + 1) = c(n), c(n + 1) = a(n),
aˆ(n+ 1) = cˆ(n) y cˆ(n+ 1) = aˆ(n) cuando n+ 1 ∈ δ(I), las ecuaciones en diferencias homogéneas
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0,(11)
aˆ(k)u(k + 1)− bˆ(k)u(k) + cˆ(k − 1)u(k − 1) = 0,(12)
para cualquier k ∈ ◦I y S y Ŝ sus correspondientes espacios de soluciones.
DEFINICIÓN 6.1. Las ecuaciones (11) y (12) se denominan semejantes si Ŝ = S, y congruentes
si existe una función σ ∈ C∗(I) tal que Ŝ = σS y, en tal caso, la Ecuación (12) se denomina
σ–congruente a la Ecuación (11).
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Naturalmente, ambas definiciones, semejanza y congruencia, establecen una relación de equi-
valencia en el conjunto de las ecuaciones en diferencias irreducibles. Por otra parte, cada clase de
equivalencia de tal relación de equivalencia tiene un representante autoadjunto; es decir, cualquier
ecuación en diferencias de segundo orden irreducible es semejante a una ecuación autoadjunta. De
manera más precisa, tenemos el siguiente resultado.
COROLARIO 6.2. La Ecuación homogénea (5) es semejante a la ecuación autoadjunta
ρ(k)a(k)u(k + 1)− ρ(k)b(k)u(k) + ρ(k − 1)a(k − 1)u(k − 1) = 0, k ∈ ◦I,
donde ρ es la función de acompañamiento. Además, si g es la función de Green de la Ecuación (4),
entonces la función de Green de la ecuación en diferencias autoadjunta semejante está dada por
g(k, s)ρ(s)−1 para cualquier k, s ∈ I.
Demostración. Como ρ ∈ C∗(I) para cualquier k ∈ I, u ∈ C(I) es una solución de la Ecuación (4)
sii
ρ(k)a(k)u(k + 1)− ρ(k)b(k)u(k) + ρ(k)c(k − 1)u(k − 1) = 0, k ∈ ◦I,
y se obtiene el primer resultado teniendo en cuenta que según el Lema 3.1 ρ(k − 1)a(k − 1) =
ρ(k)c(k − 1) para cualquier k ∈ ◦I.
Como dos ecuaciones semejantes tienen el mismo espacio de soluciones, la relación entre las
funciones de Green está determinada por el resultado de la Proposición 4.4 
El Corolario 3.3 determina que cualquier ecuación en diferencias es congruente a su ecuación
adjunta, o de forma más precisa, que su ecuación adjunta es ρ–congruente a la ecuación homogénea
dada.
Nuestro objetivo es caracterizar cuándo las dos Ecuaciones en diferencias (11) y (12) son seme-
jantes o congruentes. Para conseguirlo, primero demostraremos que el espacio de soluciones de una
ecuación en diferencias homogénea determina los coeficientes de la ecuación salvo multiplicación
por funciones de C∗(I).
PROPOSICIÓN 6.3. Consideramos u, v ∈ C(I) tales que w[u, v] ∈ C∗(I). Entonces, dados b ∈
C(I) y a, c ∈ C∗(I) tales que a(n + 1) = c(n) y c(n + 1) = a(n) cuando n + 1 ∈ δ(I), el conjunto
{u, v} es una base del espacio de soluciones de la ecuación homogénea
a(k)z(k + 1)− b(k)z(k) + c(k − 1)z(k − 1) = 0, para cualquier k ∈ ◦I
sii
b(k)
a(k)
=
[
u(k − 1)v(k + 1)− u(k + 1)v(k − 1)]
w[u, v](k − 1) y
c(k − 1)
a(k)
=
w[u, v](k)
w[u, v](k − 1)
para cualquier k ∈ ◦I.
Demostración. Obviamente, u y v son soluciones de la ecuación homogénea sii[
u(k + 1)
v(k + 1)
]
=
1
a(k)
[
u(k) −u(k − 1)
v(k) −v(k − 1)
][
b(k)
c(k − 1)
]
para cualquier k ∈ ◦I o, equivalentemente, sii[
b(k)
c(k − 1)
]
=
a(k)
w[u, v](k − 1)
[
−v(k − 1) u(k − 1)
−v(k) u(k)
][
u(k + 1)
v(k + 1)
]
. 
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COROLARIO 6.4. Las Ecuaciones (11) y (12) son semejantes sii existe ν ∈ C∗(I) tal que aˆ = νa,
bˆ = νb en
◦
I y, además, cˆ(k − 1) = ν(k)c(k − 1) para cualquier k∈
◦
I. En particular, cada ecuación
en diferencias es semejante a una única, ecuación autoadjunta, salvo constante multiplicativa.
Demostración. Si existe ν ∈ C∗(I) que satisfaga la propiedades enunciadas, entonces ambas ecua-
ciones son claramente semejantes.
Recíprocamente, sea {u, v} una base de S = Ŝ. Por la Proposición 6.3 sabemos que
b(k)
a(k)
=
bˆ(k)
aˆ(k)
=
[
u(k − 1)v(k + 1)− u(k + 1)v(k − 1)]
w[u, v](k − 1) y
c(k − 1)
a(k)
=
cˆ(k − 1)
aˆ(k)
=
w[u, v](k)
w[u, v](k − 1)
para cualquier k ∈ ◦I. Entonces, basta con considerar ν = a−1aˆ.
Asumamos ahora que las ecuaciones (11) y (12) son semejantes y autoadjuntas. Entonces, a = c,
aˆ = cˆ y, por tanto,
ν(k − 1)a(k − 1) = aˆ(k − 1) = cˆ(k − 1) = ν(k)c(k − 1) = ν(k)a(k − 1), para cualquier k ∈ ◦I,
lo que implica que ν es constante en
◦
I ∪{0}. 
El siguiente resultado, de gran utilidad, es una consecuencia directa del anterior Corolario.
COROLARIO 6.5. Cualquier ecuación en diferencias es semejante a una ecuación explícita y,
además, existe exactamente una ecuación en diferencias explícita en cada clase de equivalencia
de la relación de equivalencia. Por otro lado, cualquier par de funciones u, v ∈ C(I) tales que
w[u, v] ∈ C∗(I) determinan una única ecuación en diferencias escrita en forma normal. Además, da-
do a ∈ C∗(I), existe una única ecuación en diferencias cuyo coeficiente principal es a en cada clase
de equivalencia de la relación de equivalencia.
COROLARIO 6.6. La Ecuación (12) es σ–congruente a (11) sii es semejante a la ecuación
σ(k)
σ(k + 1)
a(k)u(k + 1)− b(k)u(k) + σ(k)
σ(k − 1) c(k − 1)u(k − 1) = 0 para cualquier k ∈
◦
I.
Demostración. Sabemos que u ∈ Ŝ sii σ−1u ∈ S y, por tanto, sii para cualquier k ∈ ◦I se satisface
a(k)
u(k + 1)
σ(k + 1)
− b(k)u(k)
σ(k)
+ c(k − 1)u(k − 1)
σ(k − 1) = 0 ,
obteniéndose el resultado multiplicando esta igualdad por σ(k). 
Según la Proposición 4.4, la función de Green para una ecuación en diferencias homogénea da-
da es determinada por una base del espacio de sus soluciones, así que de los resultados anteriores
podemos obtener fácilmente la relación entre las funciones de Green de ecuaciones semejantes o
congruentes.
PROPOSICIÓN 6.7. Supongamos que g ∈ C(I × I) es la función de Green de una ecuación
en diferencias explícita. Entonces, el conjunto de funciones de Green para todas sus ecuaciones en
diferencias semejantes viene dado por g(k, s)a(s)−1, k, s ∈ I, donde a ∈ C∗(I) es el coeficiente
principal de la ecuación semejante. Por otra parte, si σ ∈ C∗(I), la función de Green de una ecuación
σ–congruente cuyo coeficiente principal es a viene dada por σ(k)g(k, s)a(s)−1σ(s + 1)−1, k ∈ I,
s ∈ ◦I∪{0} y por σ(k)g(k, n+ 1)a(n+ 1)−1σ(n)−1, k ∈ I, cuando n+ 1 ∈ δ(I).
7. Caracterización de las funciones de Green 15
Demostración. Sea {u, v} una base de S, el espacio de soluciones de la ecuación en diferencias
explícita. De acuerdo con la Proposición 4.4, g(k, s) =
−1
w[u, v](s)
[
v(s)u(k) − u(s)v(k)], mientras
que la función de Green para la ecuación en diferencias semejante cuyo coeficiente principal es a
viene dada por g(k, s)a(s)−1.
Por otro lado, puesto que {σu, σv} es una base de soluciones de cualquier ecuación σ–congruente,
entonces si a es el coeficiente principal de dicha ecuación, su función de Green es
gσ(k, s) =
−1
a(s)w[σu, σv](s)
[
σ(s)v(s)σ(k)u(k)− σ(s)u(s)σ(k)v(k)]
=
−σ(k)
σ(s+ 1)a(s)w[u, v](s)
[
v(s)u(k)− u(s)v(k)], k ∈ I, s ∈◦I,
mientras que cuando n+ 1 ∈ δ(I), obtenemos
gσ(k, n+ 1)=
−1
a(n+ 1)w[σu, σv](n+ 1)
[
σ(n+ 1)v(n+ 1)σ(k)u(k)− σ(n+ 1)u(n+ 1)σ(k)v(k)]
=
−σ(k)
σ(n)a(n+ 1)w[u, v](n+ 1)
[
v(n+ 1)u(k)− u(n+ 1)v(k)],
ya que
w[σu, σv](n+ 1) = w[σu, σv](n) = σ(n)σ(n+ 1)w[u, v](n) = σ(n)σ(n+ 1)w[u, v](n+ 1). 
7. Caracterización de las funciones de Green
En las secciones anteriores hemos demostrado que cualquier ecuación en diferencias (irreducible)
determina su función de Green. Equivalentemente, dados a, b, c ∈ C(I) tales que a, c ∈ C∗(I) y que
satisfacen a(n+1) = c(n) y c(n+1) = a(n) cuando n+1 ∈ δ(I), existe una única función de Green
de la ecuación en diferencias cuyos coeficientes son a, b y c. El principal objetivo de esta sección
es mostrar que, recíprocamente, dada g ∈ C(I × I) que satisface unas determinadas propiedades,
entonces existe una única ecuación en diferencias tal que g es su función de Green. Equivalentemente,
demostraremos que la función de Green determina completamente los coeficientes de la ecuación en
diferencias.
Recordemos que en la sección anterior demostramos que si se conoce una base del espacio de
soluciones, queda determinada una única ecuación en diferencias explícita y homogénea. Puesto que
la expresión de la función de Green está relacionada con el coeficiente principal, esperamos que toda
función de Green sea capaz de fijar su ecuación en diferencias. Por otro lado, nos será útil utilizar que
si para ciertos m, mˆ ∈ I las funciones g(·,m), g(·, mˆ) son linealmente independientes, entonces para
cualquier s ∈ ◦I∪{0} la función g(·, s) puede expresarse como una combinación lineal de g(·,m) y
g(·, mˆ). En primer lugar analizamos cuándo estas funciones son linealmente independientes.
LEMA 7.1. Si g ∈ C(I × I) es la función de Green de una ecuación en diferencias de segundo
orden, entonces dados m, mˆ ∈ I las funciones g(·,m) y g(·, mˆ) son linealmente independientes
sii g(m, mˆ) 6= 0. En particular, g(·, s) y g(·, s + 1) son linealmente independientes para cualquier
s ∈ ◦I∪{0}.
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Demostración. Sean x = g(·,m) y z = g(·, mˆ). Si a es el coeficiente principal y {u, v} es una base
del espacio de soluciones de la ecuación en diferencias homogénea, por la Proposición 4.4 sabemos
que
x =
−1
a(m)w[u, v](m)
[
v(m)u− u(m)v] y z = −1
a(mˆ)w[u, v](mˆ)
[
v(mˆ)u− u(mˆ)v];
lo que implica que
w[x, z] =
−v(m)u(mˆ)w[u, v]− u(m)v(mˆ)w[v, u]
a(m)a(mˆ)w[u, v](m)w[u, v](mˆ)
=
(
u(m)v(mˆ)− v(m)u(mˆ))
a(m)a(mˆ)w[u, v](m)w[u, v](mˆ)
w[u, v]
=
−g(m, mˆ)
a(m)w[u, v](m)
w[u, v],
donde hemos tenido en cuenta que el wronskiano es bilineal y antisimétrico. El resultado es conse-
cuencia de la Proposición 2.6. 
El siguiente resultado nos permite caracterizar qué funciones son funciones de Green de algu-
na ecuación en diferencias y, cuando se satisfacen las condiciones, determinar la única ecuación en
diferencias de la cual la función dada es su función de Green.
TEOREMA 7.2. Dada g ∈ C(I×I), entonces g es una función de Green sii satisface las siguientes
propiedades:
(i) w[g(·, 0), g(·, 1)] ∈ C∗(I).
(ii) g(k + 1, k) 6= 0 para cualquier k ∈ ◦I∪{0} y g(n, n+ 1) 6= 0 cuando n+ 1 ∈ δ(I).
(iii) g(k, s) =
g(s+ 1, s)
w[g(·, 0), g(·, 1)](s)
[
g(s, 0)g(k, 1) − g(s, 1)g(k, 0)
]
, para cualquier s ∈ ◦I∪{0} y
cualquier k ∈ I.
(iv) g(k, n+1) =
g(n, n+ 1)
w[g(·, 0), g(·, 1)](n+ 1)
[
g(n+1, 1)g(k, 0)−g(n+1, 0)g(k, 1)
]
para cualquier
k ∈ I, cuando n+ 1 ∈ δ(I).
Además, g(k, k + 1) 6= 0 para cualquier k ∈ ◦I∪{0} y g es la función de Green de la ecuación en
diferencias con coeficientes a, b, c ∈ C(I) definidos como
a(k) =
1
g(k + 1, k)
, para cualquier k ∈ ◦I∪{0}
y por
b(k) =
g(k + 1, k − 1)
g(k + 1, k)g(k, k − 1) y c(k) =
−1
g(k, k + 1)
, para cualquier k ∈ ◦I.
Demostración. La Definición 4.2 de función de Green, la Proposición 4.4 y el anterior Lema 7.1 de-
terminan que si g es una función de Green, entonces debe satisfacer todas las propiedades enunciadas.
Recíprocamente, si g satisface (i)–(iv), entonces definiendo u = g(·, 0) y v = g(·, 1), u y v
satisfacen la hipótesis de la Proposición 6.3 y, en consecuencia, {u, v} es una base del espacio de
soluciones de una ecuación homogénea
a(k)z(k + 1)− b(k)z(k) + c(k − 1)z(k − 1) = 0, para cualquier k ∈ ◦I,
donde
b(k)
a(k)
=
[
u(k − 1)v(k + 1)− u(k + 1)v(k − 1)]
w[u, v](k − 1) y
c(k − 1)
a(k)
=
w[u, v](k)
w[u, v](k − 1)
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para cualquier k ∈ ◦I.
Ya que (iii) y (iv) enuncian que para cualquier s ∈ I, g(·, s) es una combinación lineal de u y v,
concluimos que g(·, s) es una solución de la ecuación anterior y, además, satisface que g(s, s) = 0.
Además, cuando s ∈ ◦I∪{0}, el valor del lado derecho de la Identidad (iii) en k = s + 1 coincide
con g(s + 1, s), mientras que cuando n + 1 ∈ δ(I) , el valor del lado derecho de la Identidad (iv) en
k = n coincide con g(n, n+1). Por tanto, según la Proposición 6.7, las expresiones a la derecha de (iii)
y (iv) determinan la función de Green cuyo coeficiente principal viene dado por a(k) =
1
g(k + 1, k)
para cualquier k ∈ ◦I∪{0} y, por consiguiente, los coeficientes de la ecuación en diferencias vienen
expresados por
b(k) =
a(k)
[
u(k − 1)v(k + 1)− u(k + 1)v(k − 1)]
w[u, v](k − 1)
=
[
g(k − 1, 0)g(k + 1, 1)− g(k + 1, 0)g(k − 1, 1)]
g(k + 1, k)w[u, v](k − 1)
=
g(k + 1, k − 1)
g(k, k − 1)g(k + 1, k) ,
c(k − 1) = a(k)w[u, v](k)
w[u, v](k − 1) =
w[u, v](k)
g(k + 1, k)w[u, v](k − 1) =
−1
g(k − 1, k) ,
para cualquier k ∈ ◦I . 
COROLARIO 7.3. Dada g ∈ C(I × I), entonces g es la función de Green de una ecuación en
diferencias autoadjunta sii satisface las siguientes propiedades:
(i) w[g(·, 0), g(·, 1)] ∈ C∗(I).
(ii) g(k + 1, k) 6= 0 y g(k + 1, k) = −g(k, k + 1) para cualquier k ∈ ◦I∪{0}
(iii) g(n, n+ 1) 6= 0 cuando n+ 1 ∈ δ(I).
(iv) g(k, s) =
g(s+ 1, s)
w[g(·, 0), g(·, 1)](s)
[
g(s, 0)g(k, 1) − g(s, 1)g(k, 0)
]
, para cualquier s ∈ ◦I∪{0} y
cualquier k ∈ I.
(v) g(k, n+1) =
g(n, n+ 1)
w[g(·, 0), g(·, 1)](n+ 1)
[
g(n+1, 1)g(k, 0)−g(n+1, 0)g(k, 1)
]
para cualquier
k ∈ I, cuando n+ 1 ∈ δ(I).
Por otro lado, cuando esto ocurre g es antisimétrica.
PROPOSICIÓN 7.4. Si g ∈ C(I × I) es la función de Green de una ecuación en diferencias de
segundo orden, entonces la función de acompañamiento para la ecuación viene dada por
ρ(k) = (−1)k
ma´x{k,0}−1∏
s=mı´n{k,0}
g(s, s+ 1)
g(s+ 1, s)
s(k) , para cualquier k ∈ I
y, además, ρ(s)g(s, k) = −ρ(k)g(k, s), para cualquier k, s ∈ I. En particular, los valores de la
función de Green para k < s+1 dependen solo de los valores de la función de Green para k > s+1.
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Demostración. La expresión precedente de la función de acompañamiento se obtiene a partir de su
Definición (7) teniendo en cuenta que a(k) =
1
g(k + 1, k)
y c(k) = − 1
g(k, k + 1)
para cualquier
k ∈ ◦I∪{0}.
Por otra parte, si {u, v} es una base del espacio de soluciones de la ecuación homogénea, entonces
g(k, s) =
−[v(s)u(k)− u(s) v(k)]
a(s)w[u, v](s)
=
ρ(s)
[
u(s) v(k)− v(s)u(k)]
ρ(k)a(k)w[u, v](k)
= −ρ(s)
ρ(k)
g(s, k), k, s ∈ I,
donde hemos aplicado que ρ aw[u, v] es constante. 
Concluiremos este capítulo mostrando que el Lema 7.1, junto con el Teorema 7.2, permite obtener
las soluciones de cada problema de valor inicial directamente desde la función de Green. Concreta-
mente, tenemos la siguiente versión de la Fórmula de Lagrange.
TEOREMA 7.5. Si g ∈ C(I× I) es la función de Green de una ecuación en diferencias de segundo
orden, entonces para cada m ∈ ◦I∪{0}, x0, x1 ∈ R y f ∈ C(I), la única solución de la ecuación en
diferencias con dato f que satisface y(m) = x0 y y(m+ 1) = x1 está determinada por la expresión
y(k) =
x1
g(m+ 1,m)
g(k,m) +
x0
g(m,m+ 1)
g(k,m+ 1) +
∫ k
m
g(k, s)f(s)ds, k ∈ I.
Apéndice: Ecuaciones en diferencias lineales irreducibles de primer orden
Aunque el objetivo de este trabajo es el análisis de las ecuaciones lineales de segundo orden,
describiremos a continuación la expresión de las soluciones de las ecuaciones lineales irreducibles
de primer orden. De hecho, alguno de los resultados que obtendremos a continuación ya han sido
utilizados implícitamente, especialmente al describir la expresión de la función de acompañamiento,
que está caracterizada como la única solución de un problema de valor inicial para una ecuación de
primer orden.
En esta sección seguiremos un tratamiento similar al efectuado en las secciones anteriores para
ecuaciones de segundo orden, lo que nos permitirá no mencionar las motivaciones de las definiciones.
Dadas las funciones a, c ∈ C∗(I), para cualquier f ∈ C(I) una ecuación en diferencias de primer
orden con coeficientes a, c y dato f es de la forma
(13) a(k)u(k)− c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
y se trata de encontrar todas las funciones u ∈ C(I) que verifican la identidad.
Se denomina solución de la ecuación en diferencias a cada función u ∈ C(I) que satisface la
identidad anterior.
Al igual que para ecuaciones de segundo orden, las soluciones no dependen del valor del coefi-
ciente a y del dato f en δ(I). Asimismo, cuando n+ 1 ∈ δ(I), los valores de c en n y n+ 1 no tienen
ninguna influencia en la Ecuación (13) y podemos imponer que a(n + 1) = c(n) y c(n + 1) = a(n),
identidades que asumiremos satisfechas en lo sucesivo cuando n+ 1 ∈ δ(I).
La Ecuación (13) se denomina explícita o escrita en forma normal si y solo si a(k) = 1 para
cualquier k ∈ I.
La ecuación
(14) a(k)u(k)− c(k − 1)u(k − 1) = 0, k ∈ ◦I,
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que corresponde a considerar dato nulo en la Ecuación (13) se denomina homogénea y nos referimos
a ella como la ecuación homogénea asociada a (13).
El siguiente resultado muestra que cualquier solución de la Ecuación 13 está completamente de-
terminada por su valor en un nodo. En definitiva, mostramos que cada problema de valor inicial para
una ecuación lineal irreducible y de primer orden tiene una única solución.
PROPOSICIÓN 7.6. Dados m∈ ◦I∪{0} y x0 ∈ R, para cualquier f ∈ C(I) la ecuación en diferen-
cias de primer orden
a(k)u(k)− c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
tiene una única solución u ∈ C(I) tal que u(m) = x0. En particular, si f = 0, es decir, si u es
solución de la ecuación homogénea asociada, entonces u = 0 sii existe m∈◦I∪{0} tal que u(m) = 0.
DEFINICIÓN 7.7. Llamamos función de Green para la Ecuación en diferencias (13) a la función
g ∈ C(I×I) definida para cualquier s ∈ I como g(·, s) la única solución de la Ecuación en diferencias
homogénea (14) que satisface g(s, s) =
1
a(s)
para cualquier s ∈ I.
Es muy sencillo obtener la función de Green para una ecuación lineal de primer orden. Concreta-
mente, tenemos que
(15) g(k, s) =
1
a(s)
ma´x{k,s}−1∏
j=mı´n{k,s}
c(j)
a(j + 1)
s(k−s) , k, s ∈ I.
TEOREMA 7.8 (Fórmula de Lagrange). Para cada m ∈ ◦I∪{0}, cada x0 ∈ R y cada f ∈ C(I), la
única solución del problema de valor inicial
a(k)u(k)− c(k − 1)u(k − 1) = f(k); k ∈ ◦I, u(m) = x0,
está determinada por la identidad
u(k) = x0
ma´x{k,m}−1∏
j=mı´n{k,m}
c(j)
a(j + 1)
s(k−m) + ∫ k
m
f(s)
a(s)
ma´x{k,s}−1∏
j=mı´n{k,s}
c(j)
a(j + 1)
s(k−s) ds, k ∈ I.
Observar que cuando a(k) = c(k) = 1, la ecuación (13) se reduce a u(k) − u(k − 1) = f(k),
k ∈ ◦I, cuya función de Green es g(k, s) = 1, k, s ∈ I, de manera que dado x0 ∈ R, la única solución
del problema de valor inicial u(0) = x0 está determinada por
u(k) = x0 +
∫ k
0
f(s)ds,
expresión que coincide con la proporcionada por el Teorema Fundamental del Cálculo.
Finalizaremos la seción con la particularización del resultado anterior al caso en el que los coefi-
cientes son constantes en
◦
I; es decir, cuando a(k) = a, c(k) = c para cada k ∈
◦
I, donde a, c ∈ R∗.
COROLARIO 7.9. Si a, c ∈ R∗, para cada m ∈ ◦I∪{0}, cada x0 ∈ R y cada f ∈ C(I), entonces la
única solución del problema de valor inicial
au(k)− cu(k − 1) = f(k); k ∈ ◦I, u(m) = x0,
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está determinada por la identidad
u(k) =
[ c
a
]k [
x0
[a
c
]m
+
1
a
∫ k
m
f(s)
[a
c
]s
ds
]
, k ∈ I.
Capítulo 2
Operadores y ecuaciones de Schrödinger en un camino
1. Operadores Laplaciano y de Schrödinger en un camino
En este capítulo analizamos las ecuaciones en diferencias lineales e irreducibles de segundo orden
desde una perspectiva diferente que en el anterior. Adoptamos ahora una visión funcional en vez de la
algebraica que hemos desarrollado en el capítulo anterior. Además, este punto de vista ilustra por qué
nuestro análisis de las ecuaciones en diferencias de segundo orden discurre en paralelo al estudio de
las ecuaciones diferenciales ordinarias de segundo orden. Cuando los coeficientes a y c de la Ecuación
(4) son positivos, la parte principal del operador en diferencias asociado es un operador elíptico, ver
[18] y, entonces, este análisis funcional puede concretarse en el uso de las técnicas provenientes de la
Teoría del Potencial, ver por ejemplo [4, 16].
Empezamos definiendo el análogo discreto a un intervalo continuo, es decir, el dominio equiva-
lente al de los coeficientes de una ecuación diferencial ordinaria. Por supuesto, el análogo discreto de
un intervalo continuo es la noción de camino, que pertenece al campo de la combinatoria. Además,
el papel del coeficiente principal de una ecuación diferencial ordinaria lo representa la conductancia
del camino, que lo convierte en lo que en combinatoria se denomina camino pesado y, en general,
dirigido.
A lo largo de este capítulo utilizaremos la notación del capítulo anterior y consideramos fijo el ca-
mino cuyo conjunto de vértices es I y donde dos vértices son adyacentes si y solo si son consecutivos;
es decir, k ∼ m sii o bien m = k − 1 o bien m = k + 1, o de manera equivalente sii |k −m| = 1.
El camino es el camino infinito cuando I = Z, el semi–infinito cuando I = N y el camino de n + 2
vértices cuando I = {0, . . . , n + 1}. De este modo, si definimos el grado de un vértice como el nú-
mero de vértices adyacentes a él, tenemos que el grado de cualquier vértice en
◦
I es 2, mientras que el
grado de cualquier vértice en δ(I), cuando esta frontera es no vacía, es 1. En lo sucesivo, asumiremos
la anterior relación de adyacencia e identificaremos I con el camino y nos referiremos a él como el
camino subyacente.
Si q ∈ C(I), podemos considerar el operador lineal denominado diagonal, Dq : C(I) −→ C(I),
que a cada u ∈ C(I) le asignaDq(u) = qu. En particular,Dq es un isomorfismo sii q ∈ Ω(I) y, en este
caso, D−1q = Dq−1 . Es claro que C(I) puede ser identificado con la clase de operadores diagonales y
C∗(I) con la clase de operadores diagonales e invertibles.
Si u, v ∈ C(I), denotaremos por u ⊗ v a la función u ⊗ v : I× I −→ R que a cada k,m ∈ I le
asigna el valor (u⊗ v)(k,m) = u(k)v(m).
Denotamos por C0(I) el subespacio de C(I) formado por las funciones con soporte finito. Natural-
mente, C0(I) = C(I) cuando I = {0, . . . , n+ 1}, pero C0(I) ⊂ C(I) en otro caso.
Si u ∈ C0(I), el valor
∑
s∈I
u(s) se denota tanto por
∫
I
u como por
∫
I
u(s)ds. La aplicación
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(16)
〈·, ·〉 : C0(I)× C0(I) −→ R
(u, v) −→
∫
I
uv
determina un producto interno en C0(I). Es más, la expresión
∫
I
uv tiene también sentido cuando sólo
una de las entradas pertenece a C0(I), mientras que la otra está en C(I)
NOTA 1.1. Si I = {0, . . . , n + 1}, para cada u ∈ C(I) no debe confundirse
∫
I
u con
∫ n+1
0
u ya
que se tiene la siguiente relación ∫
I
u = u(0) +
∫ n+1
0
u.
Si F : C(I) −→ C(I) es un operador lineal, la función K : I× I −→ R definida como K(k, s) =
〈εk,F(εs)〉 se denomina Núcleo del operador y, claramente, F(u)(k) =
∫
I
K(k, s)u(s)ds, para
cada k ∈ I y cada u ∈ C0(I). Recíprocamente, cada K : I× I −→ R define un operador lineal
F : C0(I) −→ C(I) cuyo núcleo es K. Además, si para cada k ∈ I se satisface que K(k, ·) ∈ C0(I),
entonces su operador lineal asociado puede definirse en C(I). En particular, si q ∈ C(I), el núcleo del
operador diagonal Dq está determinado por K(k, s) = q(k)εs(k) para cada k, s ∈ I y, claramente,
para cada k ∈ I satisface que K(k, ·) ∈ C0(I).
El operador lineal F : C(I) −→ C(I) se denomina local si F(u) ∈ C0(I) para cada u ∈ C0(I). Si
K es el núcleo de F , entonces F es local sii K(·, s) ∈ C0(I), para cada s ∈ I. Claramente, Dq es un
operador local para cada q ∈ C(I).
Supongamos ahora que F : C(I) −→ C(I) es un operador lineal que satisface que
∫
I
F(u)v = 0
para cada u ∈ C(V ) y cualquier v ∈ C0(V ). Entonces, si para cada k ∈ I consideramos v = εk, la
identidad anterior implica que 0 =
∫
I
F(u)εk = F(u)(k) y, en definitiva, que F es el operador nulo.
Esta propiedad justifica la siguiente definición.
DEFINICIÓN 1.2. Si F : C(I) −→ C(I) es un operador lineal, denominamos adjunto de F al
operador lineal F∗ : C(I) −→ C(I) caracterizado por la siguiente identidad∫
I
F(v)u =
∫
I
F∗(u)v, para todo u ∈ C(V ) y cualquier v ∈ C0(V ).
Diremos que F es autoadjunto si F∗ = F .
Si F1,F2 : C(I) −→ C(I) son operadores lineales, entonces
(F1 ◦F2)∗ = F∗2 ◦F∗1 . Además, para
cada q ∈ C(I) el operador Dq es autoadjunto. Por otra parte, si K y K∗ son los núcleos de F y de F∗,
aplicando la identidad de la definición a u = εs y a v = εk, k, s ∈ I, resulta que
(17) K∗(k, s) =
∫
I
F∗(εs)εk =
∫
I
F(εk)εs = K(s, k).
Después del comentario precedente a la definición anterior, es claro que si existe el adjunto de
un operador, entonces es único. Además, la bilinealidad de la aplicación (16) y la linealidad de F
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implican queF∗ es lineal y, además, que la igualdad
∫
I
F∗(u)v =
∫
I
F(v)u se satisface para cualquier
u ∈ C(I) y v ∈ C0(I) sii
(18) F∗(u)(k) =
∫
I
F∗(u)εk =
∫
I
F(εk)u, para todo u ∈ C(I) y cualquier k ∈ I.
En particular, la anterior identidad muestra que todo operador local tiene adjunto.
DEFINICIÓN 1.3. Llamamos conductancia (en el camino I), a cualquier función γ : I× I −→ R
tal que γ(k, s) 6= 0 sii |k − s| = 1. El conjunto de conductancias en el camino se denota con Γ(I).
Si γ ∈ Γ(I), denominamos adjunta de γ a la conductancia γ∗ definida como γ∗(k, s) = γ(s, k)
para cualquier k, s ∈ I. Además, γ se denomina simétrica cuando γ∗ = γ. El conjunto de conduc-
tancias simétricas se denota como Γs(I).
Una conductancia γ se denomina no–negativa sii γ(k, s) > 0 cuando |k − s| = 1. El conjun-
to de conductancias no–negativas se denota con Γ+(I) mientras que el conjunto de conductancias
simétricas y no–negativas se denota como Γs+(I).
Para cada γ ∈ Γ(I), el par (I, γ) se denomina camino pesado, dirigido y con conductancia γ.
Cuando γ ∈ Γs(I), el par (I, γ) se denomina camino pesado, no dirigido y con conductancia γ.
Si γ ∈ Γ(I), la función κγ ∈ C(I) definida como κγ(k) =
∑
s∈I
γ(k, s) se denomina grado asociado
a γ.
Observar que
(19) κγ(k) =

γ(0, 1), si k = 0 y 0 ∈ δ(I),
γ(k, k − 1) + γ(k, k + 1), si k ∈ ◦I,
γ(n+ 1, n), si k = n+ 1 y n+ 1 ∈ δ(I).
En todo el trabajo denotaremos por τ a la conductancia simétrica definida como τ(k, s) = 1
cuando |k − s| = 1. En combinatoria, el par (I, τ) se denomina simplemente camino no dirigido y
suele denominarse grafo. Además, κτ (k) = 2 si k ∈
◦
I, mientras que κτ (k) = 1 si k ∈ δ(I).
Como veremos a lo largo de este capítulo, las conductancias que se expresan básicamente como
producto tensorial de funciones tienen un papel relevante en el estudio de operadores Laplacianos
en el camino. Este tipo de conductancias están definidas de la siguiente manera: Si µ, ν ∈ C∗(I),
entonces γ = τ · (µ ⊗ ν) ∈ Γ(I). Más generalmente, si γ ∈ Γ(I), entonces α = γ · (µ ⊗ ν) ∈ Γ(I)
para cada µ, ν ∈ C∗(I). Además, si γ ∈ Γs(I), entonces α ∈ Γs(I) sii µ = λν, con λ 6= 0.
NOTA 1.4. En este trabajo, consideramos el concepto conductancia en sentido genérico, ya que
no imponemos a priori ni que sea simétrica ni que sea no–negativa. En combinatoria, el concepto
habitual de conductancia y, por tanto, de los correspondientes caminos pesados y dirigidos, remite a
las conductancias no–negativas, o incluso al caso más específico de conductancias simétricas y no–
negativas y, por tanto, a caminos pesados no dirigidos. De hecho, la mayor parte de las citas de este
trabajo en este ámbito, se refieren a este último caso y habitualmente omiten la expresión no dirigido,
[4] parece ser la única notable excepción. En definitiva, en este trabajo, la apelación a caminos pesados
se referirá siempre al caso en el que la conductancia es simétrica y no–negativa.
Definiremos a continuación los operadores lineales básicos asociados a cada conductancia sobre
el camino. Este tipo de operadores constituyen nuestro principal objeto de estudio y representan una
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generalización, en el sentido apuntado en la Nota anterior, de los considerados habitualmente en el
tratamiento de redes o grafos pesados, ver por ejemplo, [8, 9, 13, 21, 22, 29, 30, 48, 50].
DEFINICIÓN 1.5. Dada una conductancia γ ∈ Γ(I), el Laplaciano determinado por γ es el
operador lineal Lγ : C(I) −→ C(I), que a cada u ∈ C(I) le asigna la función Lγ(u) definida como
Lγ(u)(k) =
∑
s∈I
γ(k, s)
(
u(k)− u(s)) = κγ(k)u(k)−∑
s∈I
γ(k, s)u(s), k ∈ I.
Para cualquier q ∈ C(I) llamamos operador de Schrödinger asociado a γ y con potencial q, al opera-
dor Lγq : C(I) −→ C(I) que a cada u ∈ C(I) le asigna la función Lγq (u) = Lγ(u) + qu.
Por analogía con la terminología de operadores en derivadas parciales, en ocasiones nos referi-
remos a Lγ como la parte principal del operador de Schrödinger Lγq . Por tanto, el Laplaciano Lγ
corresponde al operador de Schrödinger Lγq con potencial nulo.
En la definición de operador de Schrödinger, cada potencial q ∈ C(I) está implicitamente identi-
ficado con el operador diagonal Dq : C(I) −→ C(I) y, por tanto, Lγq = Lγ +Dq.
Por otra parte, el núcleo determinado por el del operador de Schrödinger con parte principal Lγ y
potencial q ∈ C(I) está determinado por las identidades K(k, s) = −γ(k, s) si k, s ∈ I con k 6= s y
K(k, k) = q(k) +κγ(k) para cada k ∈ I. En consecuencia, K(k, ·), K(·, k) ∈ C0(I), para cada k ∈ I,
lo que, en particular, implica que Lγq es un operador local.
NOTA 1.6. Puesto que utilizamos el concepto de conductancia en sentido genérico, el concepto de
Laplaciano se presenta aquí en sentido amplio, ya que γ puede tomar valores negativos. Sin embargo,
si asumimos que γ ∈ Γ+(I), entonces tenemos una conductancia en sentido estricto y, por tanto, el
concepto habitual de Laplaciano para un camino pesado y dirigido. Si además la conductancia es
simétrica, es decir, γ ∈ Γs+(I), entonces obtenemos el concepto común de Laplaciano de caminos
pesados y no dirigidos.
LEMA 1.7. Si γ ∈ Γ(I), entonces Lγ es singular, concretamente, Lγ(ε) = 0. Además,
Lγ(εk) =

γ(0, 1)ε0 − γ(1, 0)ε1, si k = 0 y 0 ∈ δ(I),
κγ(k)εk − γ(k − 1, k)εk−1 − γ(k + 1, k)εk+1, si k ∈
◦
I,
γ(n+ 1, n)εn+1 − γ(n, n+ 1)εn, si k = n+ 1 y n+ 1 ∈ δ(I).
En particular, dado q ∈ C(I), se satisface que Lγq = 0 sii γ = 0 y q = 0.
Demostración. Las expresiones para Lγ(ε) y Lγ(εk), k ∈ I son prácticamente inmediatas de la
definición del Laplaciano.
Por otra parte, es claro que si γ = 0 y q = 0, entonces Lγq = 0. Recíprocamente, si Lγq = 0,
entonces 0 = Lγq (ε) = qε = q. Asimismo, para cada k ∈
◦
I, resulta que
0 = Lγ(εk) =
(
γ(k, k − 1) + γ(k, k + 1))εk − γ(k − 1, k)εk−1 − γ(k + 1, k)εk+1,
de manera que γ(k − 1, k) = γ(k + 1, k) = 0 para cada k ∈ ◦I, lo que concluye la demostración para
el caso infinito. Si el camino es semi–infinito, entonces 0 ∈ δ(I), lo que implica que
0 = Lγ(ε0) = γ(0, 1)ε0 − γ(1, 0)ε1 = −γ(1, 0)ε1,
de manera que también γ(1, 0) = 0. Un razonamiento análogo muestra que cuando n + 1 ∈ δ(I),
entonces γ(n, n+ 1) = 0, lo que concluye la demostración para el caso finito. 
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El resultado anterior implica que los operadores de Schrödinger y, por tanto, los Laplacianos están
completamente caracterizados por su potencial y su conductancia. Concretamente, si γ1, γ2 ∈ Γ(I),
q1, q2 ∈ C(I), como Lγ1q1 − Lγ2q2 = Lγ1−γ2q1−q2 , del lema anterior obtenemos que Lγ1q1 = Lγ2q2 sii γ1 = γ2 y
q1 = q2.
Como cada operador de Schrödinger es local, tiene adjunto. Para determinarlo, será conveniente
introducir previamente algunos conceptos.
DEFINICIÓN 1.8. Dada γ ∈ Γ(I), el potencial asociado a γ es la función pγ = κγ−κγ∗ , mientras
que la función de acompañamiento asociada a γ es ργ ∈ Ω(I) definida como
ργ(k) =
ma´x{k,0}−1∏
s=mı´n{k,0}
γ(s, s+ 1)
γ(s+ 1, s)
s(k) , k ∈ I.
La conductancia simetrizada de γ es γˇ ∈ Γ(I) definida como γˇ(k, s) = ργ(k)γ(k, s), para cada
k, s ∈ I.
Las siguientes propiedades, relativas a las funciones que acabamos de definir, son de comproba-
ción prácticamente inmediata.
LEMA 1.9. Si γ ∈ Γ(I), entonces se satisfacen las siguientes propiedades:
(i) pγ∗ = −pγ y, además, pγ = 0 sii γ ∈ Γs(I).
(ii) ργ∗ = ρ−1γ y, además, ρ = ε sii γ ∈ Γs(I).
(iii) ργ = ργ(ω⊗ω) para cada ω ∈ C∗(I).
(iv) γˇ ∈ Γs(I) y, en particular, γˇ = γ sii γ ∈ Γs(I). Además, γˇ∗(k,m) = γ(m, k)ργ(k)−1 para
cada k,m ∈ I.
(v) Lγˇ = Dργ ◦ Lγ = ργLγ .
A continuación mostraremos que el adjunto de un operador Laplaciano es, en general, un operador
de Schrödinger y determinaremos su expresión.
PROPOSICIÓN 1.10. Si γ ∈ Γ(I), entonces
(Lγ)∗ = Lγ∗pγ = Dργ ◦ Lγ ◦ D−1ργ = Lγˇ ◦ D−1ργ .
En particular, (Lγ)∗∗ = Lγ y Lγ es autoadjunto sii γ ∈ Γs(I).
Demostración. Por la Identidad (18), para cada u ∈ C(I) y cada k ∈ I
(Lγ)∗(u)(k) =
∫
I
Lγ(εk)u.
Teniendo en cuenta las identidades del Lema 1.7, para cualquier v ∈ C(V ) obtenemos que∫
I
Lγ(ε0)u = γ(0, 1)u(0)− γ(1, 0)u(1) = γ(1, 0)
(
u(0)− u(1))+ pγ(0)u(0),
cuando 0 ∈ δ(I),∫
I
Lγ(εk)u = κγ(k)u(k)− γ(k − 1, k)u(k − 1)− γ(k + 1, k)u(k + 1)
= γ(k − 1, k)(u(k)− u(k − 1))+ γ(k + 1, k)(u(k)− u(k + 1))+ pγ(k)u(k),
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cuando k ∈ ◦I, mientras que∫
I
Lγ(εn+1)u = γ(n+ 1, n)u(n+ 1)−γ(n, n+ 1)u(n) = γ(n, n+ 1)
(
u(n+ 1)−u(n))+pγ(n+ 1),
cuando n + 1 ∈ δ(I), lo que, claramente, implica que (Lγ)∗ = Lγ∗pγ . Además, Lγ es autoadajunto sii
Lγ = (Lγ)∗, lo que aplicando nuevamente el Lema 1.7, ocurre sii γ = γ∗; es decir, sii γ ∈ Γs(I).
En particular, si consideramos la conductancia γˇ, obtenemos que
Dργ ◦ Lγ = Lγˇ = (Lγˇ)∗ = (Lγ)∗ ◦ Dργ ,
lo que implica que (Lγ)∗ = Dργ ◦Lγ ◦D−1ργ . Finalmente, las identidades anteriores implican, a su vez,
que (Lγ)∗∗ = (Lγˇ ◦ D−1ργ )∗ = D−1ργ ◦ Lγˇ = Lγ . 
NOTA 1.11. Obsérvese que el adjunto del Laplaciano asociado con la conductancia γ no coincide,
salvo que ésta sea simétrica, con el Laplaciano asociado con la conductancia adjunta γ∗, ya que el
primero es, de hecho, un operador de Schrödinger con potencial pγ . Recordemos que esto ocurre
también en el caso diferencial: Si L(u) = au′′ + bu′ + cu, entonces
L∗(u) = (au)′′ − (bu)′ + cu = au′′ + (2a′ − b)u′ + (a′′ − b′ + c)u,
ver por ejemplo [23]. Por tanto, para operadores diferenciales de segundo orden, el adjunto implica
también la modificación del coeficiente de orden 0, excepto cuando b = a′ que es precisamente la
condición necesaria y suficiente para que L sea autoadjunto.
Finalizamos esta sección mostrando la versión discreta de una identidad popular en el ámbito
diferencial y que no representa más que la generalización de la Fórmula de Integración por Partes.
PROPOSICIÓN 1.12 (Identidad de Green). Sean γ ∈ Γ(I) y q ∈ C(I). Entonces, para cada k ∈ I,
m ∈ ◦I tales que k ≤ m y cada u, v ∈ C(I) se satisface que∫ m
k
vLγq (u)−
∫ m
k
u(Lγq )∗(v) = γ(m+ 1,m)w[u, v](m)− γ(k + 1, k)w[u, v](k)
+
(
γ(m+ 1,m)− γ(m,m+ 1))v(m)u(m+ 1)
− (γ(k + 1, k)− γ(k, k + 1))v(k)u(k + 1)
y, por tanto,
∫ m
k
uLγq (v) =
∫ m
k
v(Lγq )∗(u) si, además, u(k) = v(k) = u(m+ 1) = v(m+ 1) = 0.
Demostración. Claramente, se satisface que∫ m
k
vLγq (u)−
∫ m
k
u(Lγq )∗(v) =
∫ m
k
vLγ(u)−
∫ m
k
u(Lγ)∗(v),
de manera que podemos asumir, sin pérdida de generalidad, que q = 0. Además, podemos suponer
también que k < m, pues cuando k = m ambos lados de las identidades coinciden con 0 y, por tanto,
que m ∈ ◦I.
Si u, v ∈ C(I), teniendo en cuenta que para cada s ∈ ◦I
Lγ(u)(s) = (γ(s, s− 1) + γ(s, s+ 1))u(s)− γ(s, s− 1)u(s− 1)− γ(s, s+ 1)u(s+ 1),
(Lγ)∗(v)(s) = (γ(s, s− 1) + γ(s, s+ 1))v(s)− γ(s− 1, s)v(s− 1)− γ(s+ 1, s)v(s+ 1),
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resulta que∫ m
k
vLγ(u) =
m∑
s=k+1
(
γ(s, s− 1) + γ(s, s+ 1))v(s)u(s)− m∑
s=k+1
γ(s, s+ 1)v(s)u(s+ 1)
−
m∑
s=k+1
γ(s, s− 1)v(s)u(s− 1)
=
m∑
s=k+1
(
γ(s, s− 1) + γ(s, s+ 1))v(s)u(s)− m+1∑
s=k+2
γ(s− 1, s)v(s− 1)u(s)
−
m−1∑
s=k
γ(s+ 1, s)v(s+ 1)u(s)
=
∫ m
k
u(Lγ)∗(v)− γ(m,m+ 1)v(m)u(m+ 1) + γ(k, k + 1)v(k)u(k + 1)
− γ(k + 1, k)v(k + 1)u(k) + γ(m+ 1,m)v(m+ 1)u(m)
=
∫ m
k
u(Lγ)∗(v) + γ(m+ 1,m)w[u, v](m)− γ(k + 1, k)w[u, v](k)
+
(
γ(m+ 1,m)− γ(m,m+ 1))u(m+ 1)v(m)
− (γ(k + 1, k)− γ(k, k + 1))u(k + 1)v(k).
El resto de conclusiones se deducen inmediatamente de la primera identidad. 
NOTA 1.13. Observar que la igualdad de la Proposición anterior también puede expresarse como∫ m
k
vLγq (u)−
∫ m
k
u(Lγq )∗(v) = γ(m,m+ 1)w[u, v](m)− γ(k, k + 1)w[u, v](k)
+
(
γ(m+ 1,m)− γ(m,m+ 1))u(m)v(m+ 1)
− (γ(k + 1, k)− γ(k, k + 1))u(k)v(k + 1).
COROLARIO 1.14. Sean γ ∈ Γs(I) y q ∈ C(I). Entonces, para cada k ∈ I,m ∈ ◦I tales que k ≤ m
y cada u, v ∈ C(I) se satisface que∫ m
k
vLγq (u)−
∫ m
k
uLγq (v) = γ(m,m+ 1)w[u, v](m)− γ(k, k + 1)w[u, v](k)
y, por tanto,
∫ m
k
uLγq (v) =
∫ m
k
vLγq (u) si, además, u(k) = v(k) = u(m+ 1) = v(m+ 1) = 0.
2. Potenciales y Transformaciones de Doob
En el tratamiento de los operadores de Schrödinger que hemos realizado en la sección anterior,
no se ha exigido ninguna propiedad sobre los potenciales. En esta sección introduciremos una clase
específica de tales funciones, concretamente, para las ecuaciones de Laplace, que corresponden a
potencial nulo, se puede generalizar al caso en el que el potencial está asociado con una función que
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toma un valor no nulo en cada nodo. Específicamente, dada una función ω ∈ C∗(I), definimos el
potencial determinado por ω, respecto de γ como la función qγω = −ω−1Lγ(ω); es decir, la función
dada por
(20) qγω(k) = −κγ(k) +
1
ω(k)
∑
s∈I
γ(k, s)ω(s), k ∈ I,
o, más explícitamente, como
qγω(k) =

γ(0, 1)
ω(0)
(
ω(1)− ω(0)), si k = 0 ∈ δ(I),
−κγ(k) + 1
ω(k)
[
γ(k, k + 1)ω(k + 1) + γ(k, k − 1)ω(k − 1)
]
, si k ∈ ◦I,
γ(n+ 1, n)
ω(n+ 1)
(
ω(n)− ω(n+ 1)), si k = n+ 1 ∈ δ(I).
Un potencial q ∈ C(I) se denomina potencial de Doob, respecto de γ si existe ω ∈ C∗(I) tal que
q = qγω; es decir, si q es el potencial determinado por una función de C∗(I).
Aunque el resultado que mostramos a continuación es habitual en el caso continuo y en el contex-
to de Formas de Dirichlet, en el ámbito discreto apareció por vez primera en [9] y está aún lejos de
ser una herramienta de uso común a pesar de la repercusión de sus aplicaciones. Por ejemplo, fue una
herramienta clave en la caracterización de las matrices simétricas e invertibles como inversas resisti-
vas, ver [11], resultado que generaliza los obtenidos por M. Fiedler, ver [33]. Hemos introducido aquí
la novedad importante de definir potenciales de Doob asociados a funciones de C∗(I), ya que hasta
la fecha este tipo de potenciales sólo se había asociado a pesos y, de hecho, a pesos normalizados;
es decir, a funciones positivas en cada vértice y normalizadas para que la integral de su cuadrado sea
igual a 1. Como en este trabajo permitimos caminos infinitos o semi–infinitos, no utilizaremos una
normalización de estas características.
PROPOSICIÓN 2.1 (Transformación de Doob). Si ω ∈ C∗(I), entonces
Lγ
qγω
= D−1ω ◦ Lγ(ω⊗ω) ◦ D−1ω .
Demostración. De las definiciones de Laplaciano y potencial de Doob, resulta que para cada k ∈ I
Lγ
qγω
(u)(k) = κγ(k)u(k)−
∑
s∈I
γ(k, s)u(s)− κγ(k)u(k) + u(k)
ω(k)
∑
s∈I
γ(k, s)ω(s)
=
∑
s∈I
γ(k, s)
(ω(s)
ω(k)
u(k)− u(s)
)
=
∑
s∈I
γ(k, s)ω(s)
(u(k)
ω(k)
− u(s)
ω(s)
)
=
∑
s∈I
γ(k, s)ω(s)
(u(k)
ω(k)
− u(s)
ω(s)
)
=
1
ω(k)
∑
s∈I
γ(k, s)ω(k)ω(s)
(u(k)
ω(k)
− u(s)
ω(s)
)
;
es decir, Lγ
qγω
(u)(k) =
(D−1ω ◦ Lγ(ω⊗ω) ◦ D−1ω )(u)(k). 
La transformación de Doob permite reducir el estudio de las propiedades de los operadores de
Schrödinger con potenciales de Doob al de operadores Laplacianos. Es de interés por tanto, determi-
nar qué potenciales son potenciales de Doob. La resolución completa de esta cuestión, en los términos
en los que está planteada, excede los objetivos de este trabajo. En secciones posteriores de este ca-
pítulo detallaremos tal caracterización al menos para el caso finito y con condciones para el resto.
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Nos limitaremos ahora a describir algunas propiedades relevantes de los potenciales de Doob y de su
relación con el núcleo de los correspondientes operadores de Schrödinger.
Observemos primero que si ω ∈ C∗(I), entoncesLγ
qγω
es singular y, además,Lγ
qγω
(ω) = 0. Por tanto,
si q ∈ C(I), entonces q es un potencial de Doob, respecto de γ, si y sólo si existe ω ∈ C∗(I) tal que
q = qγω; es decir, sii el operador de SchrödingerLγq es singular y, además,Lγq (ω) = 0. En definitiva, los
potenciales de Doob aparecen asociados a los operadores de Schrödinger singulares tales que poseen
autofunciones, respecto del autovalor 0, que no se anulan en ningún vértice del camino.
NOTA 2.2. Para cada conductancia γ ∈ Γ(I) se satisface que qγε = 0 y, si consideraremos la
función ε¯ definida como ε¯(k) = (−1)k, para cada k ∈ I, también que qγε¯ = −2κγ . Además, es claro
que dados ω ∈ C∗(I), λ ∈ R∗ y ωˆ = λω, entonces qγωˆ = qγω. Por otra parte, si ω, µ ∈ C∗(I), entonces
aplicando la Transformación de Doob tenemos que
(21) Lγ(µ⊗µ)
(ω
µ
)
= µLγ
qγµ
(ω) = µLγ(ω) + µqγµω = ωµ(qγµ − qγω)
y, por tanto, qγµ = q
γ
ω sii Lγ(µ⊗µ)(µ−1ω) = 0 o, equivalentemente, sii Lγ(ω⊗ω)(ω−1µ) = 0. Obsérvese
que la identidad (21), también implica que
(22) qγ(µ⊗µ)µ−1ω = µ
2(qγω − qγµ).
3. Operadores Laplaciano y de Schrödinger generalizados en un camino
En la primera sección de este capítulo hemos introducido los operadores lineales básicos en un
camino, desde el punto de vista del Cálculo discreto aunque, de hecho, el tipo de operador analizado
representaba ya una generalización respecto de los habitualmente utilizados en el ámbito discreto,
ya sea en el caso de redes finitas como infinitas. Esta generalidad provenía de la consideración de
conductancias en sentido amplio y, por tanto, no necesariamente no–negativas. A pesar de ello, el
tratamiento formal de los operadores involucrados era idéntico al que habitualmente se utiliza para
analizar tanto el Laplaciano como los operadores de Schrödinger correspondientes. Sin embargo, este
tipo de generalizaciones no son las únicas que pueden considerarse. Desde hace aproximadamente
dos décadas se ha hecho un intensivo estudio sobre el denominado Laplaciano sin signo de un grafo
o una red, ver por ejemplo [25]. Comenzaremos esta sección presentando una generalización de este
operador similar a la efectuada en la sección anterior para el Laplaciano.
DEFINICIÓN 3.1. Dada una conductancia γ ∈ Γ(I), el Laplaciano sin signo determinado por γ
es el operador lineal Qγ : C(I) −→ C(I), que a cada u ∈ C(I) le asigna la función Qγ(u) definida
como
Qγ(u)(k) =
∑
m∈I
γ(k,m)
(
u(k) + u(m)
)
, k ∈ I.
Como vemos, en la definición del Laplaciano sin signo aparecen con signo positivo todos los
sumandos que en el Laplaciano aparecían con signo negativo. Así pues, su núcleo es la función
K
S
: I× I −→ R definida como K
S
(k,m) = γ(k,m) si k,m ∈ I con k 6= m y K
S
((k, k) = κγ(k)
para cada k ∈ I. En general, el análisis de este tipo de operadores es radicalmente diferente del co-
rrespondiente al Laplaciano. Por ejemplo es conocido, ver [18], que a diferencia del Laplaciano, el
Laplaciano sin signo no es necesariamente singular, a menos que el grafo subyacente a la red sea bi-
partito. Como un camino es un grafo bipartito, en nuestro caso esa diferencia entre ambos operadores
no es detectable.
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Si analizamos las expresiones tanto del Laplaciano como del Laplaciano sin signo observamos
que han sido construidos asignado un signo, negativo en el caso del Laplaciano y positivo en el del
Laplaciano sin signo, a cada rama, es decir, a cada par {k, s} de vértices adyacentes, del grafo. Po-
demos generalizar esta situación asignando a cada rama del camino un signo positivo o negativo
independientemente del asignado a otra rama. En este sentido el Laplaciano y el Laplaciano sin signo
representan los casos extremos de estas asignaciones. El primer análisis sistemático de esta generali-
zación se realizó en [18], trabajo que ha inspirado algunas de las técnicas desarrolladas aquí.
Para asignar un signo a cada rama del camino introduciremos un tipo concreto de conductancias
que denominaremos ley de signos. Como veremos, en el caso de caminos este tipo de conductancias
están íntimamente relacionadas con las denominadas funciones de partición.
DEFINICIÓN 3.2. Diremos que σ ∈ C(I) es una función de partición en el camino si satisface
que σ2 = ε y, además, σ(0) = 1. Denotaremos por CP (I) al conjunto de funciones de partición en el
camino.
Es claro que σ ∈ CP (I) sii σ ∈ C∗(I) y, además, σ(0) = 1 y σ−1 = σ.
Obsérvese que en el caso finito; es decir, cuando n+ 1 ∈ δ(I) y, por tanto, I tiene n+ 2 vértices,
existen exactamente 2n+1 funciones de partición diferentes en el camino. En los casos infinito o semi–
infinito, existe una cantidad no numerable de funciones de partición en I.
Las funciones de partición fueron introducidas en [18] en un contexto más general, aunque allí no
se impuso condición alguna sobre el valor en ningún vértice. Su denominación está justificada por el
siguiente resultado.
LEMA 3.3. La función σ ∈ C(I) es una función de partición sii existen I0, I1 ⊂ I tales que 0 ∈ I0,
I = I0 ∪ I1, I0 ∩ I1 = ∅ y, además, σ = εI0 − εI1 .
Claramente, ε ∈ CP (I) y está caracterizada por ser la única función de partición en la que I1 = ∅,
y ε¯ ∈ CP (I) y, además, ε¯ = ε
I0
− ε
I1
donde I0 = {k ∈ I : par} y I1 = {k ∈ I : impar}, que no hace
más que reconocer el carácter bipartito del camino.
DEFINICIÓN 3.4. Una ley de signos en el camino es cualquier conductancia simétrica que sólo
toma los valores −1, 0, 1; es decir, θ ∈ Γs(I) tal que θ2 = τ . Si θ es una ley de signos, definimos
εθ ∈ C∗(I) como
(23) εθ(k) =
ma´x{k,0}−1∏
j=mı´n{k,0}
θ(j, j + 1), k ∈ I.
Obsérvese que ετ = ε, ε−τ = ε¯ y que para cada ley de signos, θ, se satisface que εθ ∈ CP (I),
motivo por el que se la denomina función de partición de θ. De hecho, tenemos la siguiente caracte-
rización.
LEMA 3.5. Si σ ∈ CP (I), entonces θ = τ · (σ⊗ σ) es una ley de signos cuya función de partición
es σ. Recíprocamente, si θ es una ley de signos, entonces θ = τ · (εθ ⊗ εθ). En particular, el conjunto
de leyes de signos en un camino está identificado con CP (I), el conjunto de funciones de partición.
Demostración. Si σ ∈ C∗(I), entonces θ = τ · (σ ⊗ σ) es una conductancia simétrica en el camino,
cuya expresión está determinada por la identidad
θ(k,m) =
{
σ(k)σ(m), si |k −m| = 1,
0, en otro caso.
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Claramente, θ es una ley de signos cuando σ2 = ε, pues entonces θ2 = τ 2(σ2⊗σ2) = τ · (ε⊗ ε) = τ .
Además, como σ(0) = 1,
εθ(k) =
ma´x{k,0}−1∏
j=mı´n{k,0}
σ(j)σ(j + 1) = σ(k), k ∈ I.
Recíprocamente, si θ es una ley de signos, entonces τ · (εθ ⊗ εθ)(k,m) = 0 si |k − m| 6= 1,
mientras que
τ · (εθ ⊗ εθ)(k, k − 1) = εθ(k)εθ(k − 1) =
ma´x{k,0}−1∏
j=mı´n{k,0}
θ(j, j + 1)
ma´x{k−1,0}−1∏
j=mı´n{k−1,0}
θ(j, j + 1).
Si k = 0, el término de la derecha se reduce a θ(−1, 0) = θ(0,−1). Si k ≥ 1, el término de la derecha
se expresa como
k−1∏
j=0
θ(j, j + 1)
k−2∏
j=0
θ(j, j + 1) = θ(k − 1, k) = θ(k, k − 1),
mientras que si k < 0, entonces el término de la derecha queda
−1∏
j=k
θ(j, j + 1)
−1∏
j=k−1
θ(j, j + 1) = θ(k − 1, k) = θ(k, k − 1).
Un razonamiento análogo prueba que τ · (εθ⊗ εθ)(k, k+ 1) = θ(k, k+ 1), para cada k ∈
◦
I ∪{0}. 
Claramente, cuando n + 1 ∈ δ(I), existen exactamente 2n+1 leyes de signos diferentes sobre el
camino, mientras que en los casos infinito o semi-infinito, existe una cantidad no numerable de leyes
de signos en I.
DEFINICIÓN 3.6. Dada una conductancia γ ∈ Γ(I), un Laplaciano generalizado asociado con γ
es cualquier operador lineal Lγ,θ : C(I) −→ C(I), que a cada u ∈ C(I) le asigna la función Lγ,θ(u)
definida como
Lγ,θ(u)(k) =
∑
s∈I
γ(k, s)
(
u(k)− θ(k, s)u(s)), k ∈ I,
donde θ es una ley de signos en el camino.
Por otro lado, para cualquier q ∈ C(I) llamamos operador de Schrödinger generalizado asociado
con γ, con parte principal Lγ,θ y potencial q, al operador Lγ,θq : C(I) −→ C(I) que asigna a cualquier
u ∈ C(I) la función Lγ,θq (u) = Lγ,θ(u) + qu.
Nuevamente, identificando el potencial con un operador diagonal tenemos que Lγ,θq = Lγ,θ +Dq.
Asimismo, es claro que los operadores de Schrödinger generalizados son operadores locales.
Observamos que la elección θ = τ , o lo que es equivalente σ = ε, corresponde al Laplaciano
determinado por γ, mientras que la elección θ = −τ o, equivalentemente, σ = ε¯, corresponde al
Laplaciano sin signo determinado por γ. Cualquier otro Laplaciano generalizado asociado a la con-
ductancia γ corresponde a diferentes elecciones de la función de partición y, como vemos a conti-
nuación, puede considerarse como una cierta combinación del Laplaciano y del Laplaciano sin signo:
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para cada u ∈ C(I) y para cada k ∈ I tenemos que
(24) Lγ,θ(u)(k) =
∑
s∈I
θ(k,s)=1
γ(k, s)
(
u(k)− u(s))+ ∑
s∈I
θ(k,s)=−1
γ(k, s)
(
u(k) + u(s)
)
, k ∈ I,
de manera que el Laplaciano corresponde a no considerar ningún sumando de la derecha, mientras
que el Laplaciano sin signo corresponde a no considerar ningún sumando de la izquierda.
Debido a la equivalencia entre leyes de signos y funciones de partición, cualquier Laplaciano
generalizado asociado con γ puede expresarse como
(25) Lγ,σ(u)(k) =
∑
s∈I
γ(k, s)
(
u(k)− σ(k)σ(s)u(s)), k ∈ I,
donde σ ∈ CP (I), de hecho, σ = εθ. Así pues, cada Laplaciano generalizado está caraterizado por su
conductancia y su función de partición, de manera que cuando n+1 ∈ δ(I), existen exactamente 2n+1
Laplacianos generalizados diferentes asociados con γ. En el resto del trabajo, utilizaremos esta últi-
ma expresión para los Laplacianos generalizados y sus correspondientes operadores de Schrödinger,
donde la conductancia y la función de partición están claramente identificadas.
De la identidad (25), deducimos que para cada u ∈ C(I) y cada k ∈ I, tenemos que
Lγ,σ(u)(k) = γ(k, k+1)(u(k)−σ(k)σ(k+1)u(k+1))+γ(k, k−1)(u(k)−σ(k)σ(k−1)u(k−1))
para cada k ∈ ◦I, mientras que
Lγ,σ(u)(0) = γ(0, 1)(u(0)− σ(0)σ(1)u(1)), si 0 ∈ δ(I),
Lγ,σ(u)(n+ 1) = γ(n+ 1, n)(u(n+ 1)− σ(n)σ(n+ 1)u(n)), si n+ 1 ∈ δ(I).
LEMA 3.7. Todos los Laplacianos generalizados en un camino son singulares. Concretamente, si
Lγ,σ es el Laplaciano generalizado asociado con γ y la función de partición σ, entonces Lγ,σ(σ) = 0.
Demostración. Para cada k ∈ I tenemos que
Lγ,σ(σ)(k) =
∑
s∈I
γ(k, s)
(
σ(k)− σ(k)σ2(s)) = ∑
s∈I
γ(k, s)
(
σ(k)− σ(k)) = 0.

Como una consecuencia del resultado anterior, obtenemos que el Laplaciano sin signo asociado
a la conductancia γ es singular. Concretamente, como Qγ = Lγ,ε¯, resulta que Qγ(ε¯) = 0, propiedad
que también puede probarse directamente.
Como veremos a continuación, si permitimos conductancias generalizadas, es decir, no necesaria-
mente no–negativas, entonces podemos reducir el estudio de Laplacianos u operadores de Schrödinger
generalizados al de operadores de Schrödinger. Concretamente, tenemos el siguiente resultado.
PROPOSICIÓN 3.8. Si γ ∈ Γ(I) y σ ∈ CP (I), entonces para cada q ∈ C(I) se satisface que
Lγ,σq = Dσ ◦ Lγq ◦ Dσ = Lγ(σ⊗σ)q−qγσ .
En particular, para cada ω ∈ C∗(I), tenemos que
Lγ,σ
qγω
= Lγ(σ⊗σ)
qγω−qγσ = L
γ(σ⊗σ)
q
γ(σ⊗σ)
σω
.
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Demostración. Como σ2 = ε, si u ∈ C(I), entonces para cada k ∈ I tenemos que
Lγ,σ(u)(k) =
∑
s∈I
γ(k, s)
(
u(k)− σ(k)σ(s)u(s)) = ∑
s∈I
γ(k, s)
(
σ(k)2u(k)− σ(k)σ(s)u(s))
= σ(k)
∑
s∈I
γ(k, s)
(
σ(k)u(k)− σ(s)u(s)) = (Dσ ◦ Lγ ◦ Dσ)(u)(k).
Además, como Dσ ◦ Dq ◦ Dσ = Dqσ2 = Dq, resulta que Lγ,σq = Dσ ◦ Lγq ◦ Dσ.
Por otra parte, aplicando la Transformación de Doob, resulta que
Lγ(σ⊗σ) = Dσ ◦ Lγqγσ ◦ Dσ = Dσ ◦ L
γ ◦ Dσ +Dσ ◦ Dqγσ ◦ Dσ = Dσ ◦ Lγ ◦ Dσ +Dqγσ ,
lo que implica que
Lγ,σq = Dσ ◦ Lγq ◦ Dσ = Dσ ◦ Lγ ◦ Dσ +Dq = Lγ(σ⊗σ) −Dqγσ +Dq = Lγ(σ⊗σ)q−qγσ .
Finalmente, si q = qγω con ω ∈ C∗(I), aplicando la identidad (22), resulta que qγω − qγσ = qγ(σ⊗σ)σω ,
con lo que se concluye. 
Observar que tomando ω = ε, la identidad qγω − qγσ = qγ(σ⊗σ)σω concluye que qγσ = −qγ(σ⊗σ)σ y,
por tanto, que Lγ,σ = Lγ(σ⊗σ)
q
γ(σ⊗σ)
σ
. El siguiente resultado engloba los resultados sobre la singularidad
de Laplacianos y Laplacianos generalizados expresados en los Lemas 1.7 y 3.7 y, también, en el
comentario posterior a la Transformación de Doob.
COROLARIO 3.9. Dados γ ∈ Γ(I), σ ∈ CP (I) y ω ∈ C∗(I), el operador Lγ,σ
qγω
es singular, concre-
tamente, Lγ,σ
qγω
(σω) = 0.
El comentario posterior al Lema 1.7, establece que todo operador de Schrödinger está comple-
tamente caracterizado por su conductancia y su potencial. Como la proposición anterior reduce el
estudio de los operadores de Schrödinger generalizados a operadores de Schrödinger, tiene sentido
plantearse si aquéllos también pueden caracterizarse completamente por su conductancia, su función
de partición y su potencial. Veremos a continuación que tal caracterización no es posible, excepto
que se introduzcan hipótesis adicionales sobre la igualdad de o bien las conductancias, o bien las
funciones de partición, o bien los potenciales.
PROPOSICIÓN 3.10. Consideremos γ1, γ2 ∈ Γ(I) dos conductancias sobre el camino, σ1, σ2 dos
funciones de partición y q1, q2 ∈ C(I) dos potenciales. Entonces, son equivalentes
(i) Lγ1,σ1q1 = Lγ2,σ2q2 .
(ii) γ1(σ1 ⊗ σ1) = γ2(σ2 ⊗ σ2) y, además, q1 − q2 = κγ2 − κγ1 .
Demostración. Aplicando la Proposición 3.8, sabemos que Lγi,σiqi = Lγi(σi⊗σi)qi−qγiσi , i = 1, 2. Aplicando el
comentario al último resultado del Lema 1.7, resulta que Lγ1,σ1q1 = Lγ2,σ2q2 sii γ1(σ1⊗σ1) = γ2(σ2⊗σ2)
y, además, q1− q2 = qγ1σ1− qγ2σ2 . Teniendo en cuenta la identidad (20) y que γ1(σ1⊗σ1) = γ2(σ2⊗σ2),
para cada k ∈ I se satisface que
qγ2σ2(k) = −κγ2(k) + σ2(k)
∑
s∈I
γ2(k, s)σ2(s) = −κγ2(k) + σ1(k)
∑
s∈I
γ1(k, s)σ1(s)
= −κγ2(k) + κγ1(k) + qγ1σ1(k);
es decir, qγ1σ1 − qγ2σ2 = κγ2 − κγ1 . 
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COROLARIO 3.11. Consideremos γ1, γ2 ∈ Γ(I) dos conductancias sobre el camino, σ1, σ2 dos
funciones de partición y q1, q2 ∈ C(I) dos potenciales. Se satisfacen las siguientes propiedades:
(i) Si σ1 = σ2, entonces Lγ1,σ1q1 = Lγ2,σ2q2 sii γ1 = γ2 y q1 = q2.
(ii) Si γ1 = γ2, entonces Lγ1,σ1q1 = Lγ2,σ2q2 sii σ1 = σ2 y q1 = q2.
(iii) Si el camino es semi–infinito o finito y q1 = q2, entoncesLγ1,σ1q1 = Lγ2,σ2q2 sii σ1 = σ2 y γ1 = γ2.
Demostración. Recordemos que la Proposición 3.10 determina que Lγ1,σ1q1 = Lγ2,σ2q2 sii γ1(σ1⊗σ1) =
γ2(σ2 ⊗ σ2) y, además, q1 − q2 = κγ2 − κγ1 .
(i) Si σ1 = σ2, la primera igualdad implica que γ1 = γ2, que a su vez implica que κγ1 = κγ2 y,
por tanto, que q1 = q2.
(ii) Si γ1 = γ2, entonces κγ1 = κγ2 y, por tanto, q1 = q2. Por otra parte, la identidad γ1(σ1⊗σ1) =
γ2(σ2 ⊗ σ2) implica que σ1 ⊗ σ1 = σ2 ⊗ σ2 o, equivalentemente, que σ2 = λσ1 y, necesariamente,
λ = 1 ya que σ1(0) = σ2(0) = 1.
(iii) Si q1 = q2, entonces κγ1 = κγ2 . Como en ambos casos, finito y semi–infinito, sabemos que
0 ∈ δ(I), la igualdad κγ1(0) = κγ2(0) es equivalente a la igualdad γ1(0, 1) = γ2(0, 1). Entonces,
evaluando la identidad γ1(σ1 ⊗ σ1) = γ2(σ2 ⊗ σ2) en (0, 1), obtenemos que σ1(1) = σ2(1) y, por
tanto, evaluando ahora la identidad γ1(σ1⊗σ1) = γ2(σ2⊗σ2) en (1, 0), resulta que γ1(1, 0) = γ2(1, 0).
Sea k ≥ 0 y supongamos que para cada 0 ≤ j ≤ k se satisface que
γ1(j, j + 1) = γ2(j, j + 1), γ1(j + 1, j) = γ2(j + 1, j), σ1(j) = σ2(j) y σ1(j + 1) = σ2(j + 1).
Si k+ 1 ∈ ◦I, la igualdad κγ1(k+ 1) = κγ2(k+ 1), junto con la hipótesis de inducción, implica que
γ1(k+1, k+2) = γ2(k+1, k+2). Evaluando la identidad γ1(σ1⊗σ1) = γ2(σ2⊗σ2) en (k+1, k+2)
y aplicando la hipótesis de inducción, obtenemos que σ1(k + 2) = σ2(k + 2) y evaluando ahora la
identidad en (k + 2, k + 1), obtenemos que γ1(k + 2, k + 1) = γ2(k + 2, k + 1). 
4. Ecuaciones de Schrödinger en un camino
En esta sección reescribimos los resultados principales del Capítulo 1 en un marco funcional; es
decir, en el lenguaje de los operadores de Schrödinger.
DEFINICIÓN 4.1. Dado F un operador de Schrödinger generalizado, para cualquier f ∈ C(I)
llamamos ecuación de Poisson en I con dato f , a la identidad F(u) = −f . En particular, la ecuación
F(u) = 0, se denomina ecuación de Poisson homogénea en I.
Llamamos solución de la ecuación de Poisson, respectivamente solución de la ecuación de Poisson
homogénea, a cualquier función u ∈ C(I) que satisface F(u) = −f en I, respectivamente F(u) = 0
en I.
El análisis de las ecuaciones de Poisson cuando δ(I) 6= ∅, será abordado en secciones posteriores
de este trabajo, en el marco del estudio de los Problemas de Contorno. En esta sección estaremos
interesados en el siguiente problema.
DEFINICIÓN 4.2. Dado F un operador de Schrödinger generalizado, para cualquier f ∈ C(I)
llamamos ecuación de Schrödinger en I, asociada a F y con dato f , a la identidad F(u) = −f
en
◦
I. En particular, la ecuación F(u) = 0 en
◦
I, se denomina ecuación de Schrödinger homogénea,
asociada a F , en ◦I.
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Llamamos solución de la ecuación de Schrödinger, respectivamente solución de la ecuación de
Schrödinger homogénea, a cualquier función u ∈ C(I) que satisface F(u) = −f en ◦I, respectiva-
mente F(u) = 0 en ◦I. Si el potencial de F es nulo, entonces F es un Laplaciano generalizado y,
entonces, las correspondientes ecuaciones se denominan ecuaciones de Laplace en
◦
I.
Denotaremos por SF al conjunto de soluciones de la ecuación de Schrödinger homogénea asocia-
da a F y llamaremos trivial a su solución nula. Por otro lado, para cualquier f ∈ C(
◦
I) denotaremos
por SF (f) al conjunto de soluciones de la ecuación de Schrödinger asociada a F y con dato f . Si
F = Lγ,σq , SF será denotado por Sγ,σq y para cada f ∈ C(
◦
I), SF (f) será denotado por Sγ,σq (f).
Nuestro próximo objetivo es relacionar las ecuaciones de Schrödinger y las ecuaciones en diferen-
cias. Como muestra de esta relación, mencionamos la siguiente versión del Corolario 2.4 del Capítulo
1: El conjunto SF es un espacio vectorial, mientras que para cualquier f ∈ C(
◦
I) se verifica SF (f) 6= ∅
y dada u ∈ SF (f), se cumple SF (f) = u+ SF .
Para nuestros propósitos será útil definir los siguientes conceptos.
DEFINICIÓN 4.3. Consideremos γ ∈ Γ(I) y σ ∈ CP (I). Denominaremos coeficientes de la con-
ductancia γ, respecto de la función de partición σ, a las funciones aγ,σ, cγ,σ ∈ C∗(I) definidas como
aγ,σ(k) = γ(k, k + 1)σ(k)σ(k + 1) y cγ,σ(k) = γ(k + 1, k)σ(k)σ(k + 1), si k ∈ ◦I ∪{0},
y como aγ,σ(n+1) = cγ,σ(n) y cγ,σ(n+1) = aγ,σ(n), cuando n+1 ∈ δ(I). Cuando σ = ε, omitiremos
el superíndice relativo a σ.
Para cada q ∈ C(I), denominaremos coeficiente del potencial q, respecto de la conductancia γ, a
bγq = q + κγ .
Observar que la función de acompañamiento asociada a γ se expresa como
ργ(k) =
ma´x{k,0}−1∏
s=mı´n{k,0}
γ(s, s+ 1)
γ(s+ 1, s)
s(k) =
ma´x{k,0}−1∏
s=mı´n{k,0}
aγ,σ(s)
cγ,σ(s)
s(k) =
ma´x{k,0}−1∏
s=mı´n{k,0}
aγ(s)
cγ(s)
s(k) , k ∈ I.
El siguiente resultado establece la relación entre las ecuaciones de Schrödinger y las ecuaciones
en diferencias, y descubre un escenario funcional para estudiar este tipo de problemas.
PROPOSICIÓN 4.4. Las ecuaciones de Schrödinger determinan todas las ecuaciones en diferen-
cias lineales de segundo orden e irreducibles y la misma relación se satisface para las correspondien-
tes ecuaciones homogéneas. Además, siF es el operador de Schrödinger generalizado cuya ecuación
de Schrödinger determina una ecuación en diferencias dada, la ecuación adjunta es la ecuación en
diferencias determinada por F∗.
Demostración. Si F es un operador de Schrödinger generalizado, existen γ ∈ Γ(I), σ ∈ CP (I) y
q ∈ C(I) tales que F = Lγ,σq , lo que significa que para cada u ∈ C(I) y cada k ∈
◦
I,
Lγ,σq (u)(k) = κγ(k)u(k)−
∑
s∈I
γ(k, s)σ(k)σ(s)u(s) + q(k)u(k)
= bγq (k)u(k)− aγ,σ(k)u(k + 1)− cγ,σ(k − 1)u(k − 1),
36 Cap. 2. Operadores de Schrödinger y ecuaciones de Schrödinger en un camino
que implica que la ecuación de Schrödinger Lγ,σq (u) = −f es la ecuación en diferencias lineal, de
segundo orden e irreducible:
aγ,σ(k)u(k + 1)− bγq (k)u(k) + cγ,σ(k − 1)u(k − 1) = f(k), k ∈
◦
I .
Recíprocamente, consideremos a, b, c ∈ C(I) tales que a, c ∈ C∗(I) y, además, a(n+ 1) = c(n) y
c(n+ 1) = a(n) cuando n+ 1 ∈ δ(I), y la ecuación en diferencias irreducible y de segundo orden
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I .
La anterior ecuación es equivalente a
a(k)
(
u(k)−u(k+1))+(b(k)−a(k)−c(k−1))u(k)+c(k−1)(u(k)−u(k−1)) = −f(k), k ∈ ◦I .
Por tanto, si definimos q ∈ C(I) y γ : I× I −→ R como
q(k) =

b(0)− a(0), si k = 0,
b(k)− a(k)− c(k − 1), si k ∈ ◦I,
b(n+ 1)− c(n), si k = n+ 1 ∈ δ(I);
γ(k, s) =

a(k), si s = k + 1,
c(k − 1), si s = k − 1,
0, en otro caso,
entonces la ecuación en diferencias coincide con la ecuación de Schrödinger Lγq (u) = −f en
◦
I.
Aplicando el resultado de la Proposición 1.10, tenemos que (Lγq )∗ = Lγ
∗
q+pγ , cuyos coeficientes
están determinados por las identidades
aγ
∗
(k) = γ∗(k, k + 1) = γ(k + 1, k) = cγ(k), k ∈ ◦I ∪{0},
cγ
∗
(k) = γ∗(k + 1, k) = γ(k, k + 1) = aγ(k), k ∈ ◦I ∪{0},
bγ
∗
q+pγ (k) = q(k) + pγ(k) + κγ∗(k) = q(k) + κγ(k) = b
γ
q (k), k ∈ I,
y por aγ∗(n+ 1) = cγ∗(n) = aγ(n) = cγ(n+ 1) y cγ∗(n+ 1) = aγ∗(n) = cγ(n) = aγ(n+ 1), cuando
n+ 1 ∈ δ(I), que resultan ser los coeficientes de la ecuación adjunta a la de coeficientes a, b, c. 
Ahora podemos reproducir los principales resultados respecto existencia y unicidad de las solu-
ciones para las ecuaciones en diferencias dados en la Proposición 2.2 y el Corolario 2.3 del Capítulo
1 en términos de las ecuaciones de Schrödinger.
PROPOSICIÓN 4.5. Si F es un operador de Schrödinger generalizado, dimSF = 2 y dados
m ∈ ◦I∪{0} y x0, x1 ∈ R, para cualquier f ∈ C(I), existe una única u ∈ C(I) tal que F(u) = −f en
◦
I y, además, u(m) = x0, u(m + 1) = x1. En particular, si F(u) = 0 en
◦
I, entonces u = 0 sii existe
m ∈ ◦I∪{0} tal que u(m) = u(m+ 1) = 0.
Si denotamos por C(◦I) al espacio de funciones con soporte en
◦
I y consideramos F un operador
de Schrödinger generalizado, entonces F determina el homomorfismo F : C(I) −→ C(◦I) que a cada
u ∈ C(I) le asigna la restricción de F(u) a ◦I.
La existencia de soluciones de la ecuación de Schrödinger descrita en la Proposición 4.5, implica
que el homomorfismo anterior es sobreyectivo y, por otra parte, su núcleo coincide con SF que no es
más que el espacio de soluciones de la correspondiente ecuación homogénea.
Para cada m ∈ ◦I∪{0} consideraremos el subespacio vectorial de C(I) definido como
Vm =
{
u ∈ C(I) : u(m) = u(m+ 1) = 0}.
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LEMA 4.6. Si F es un operador de Schrödinger generalizado, entonces para cada m ∈ ◦I∪{0} se
satisface que
C(I) = SF ⊕ Vm
y, por tanto, F : Vm −→ C(
◦
I) es un isomorfismo.
Demostración. La unicidad de solución de cada problema de valores iniciales para la ecuación de
Schrödinger; es decir, la última parte de la Proposición 4.5 determina que SF ∩ Vm = ∅.
Si u ∈ C(I) y consideramos f = −F(u)|◦I, x0 = u(m) y x1 = u(m+1), entonces u es la única so-
lución de la ecuación de Schrödinger F(u) = −f en ◦I que satisface que u(m) = x0 y u(m+1) = x1.
El Principio de Superposición, Proposición 4.1 del Capítulo 1, determina que u = z+v, donde z ∈ SF
y v ∈ Vm. 
DEFINICIÓN 4.7. Si F es un operador de Schrödinger generalizado, para cada m ∈ ◦I∪{0} de-
nominaremos operador de Green del problema de valores iniciales enm al operador Gm =
(F|Vm)−1.
Si consideramos g : I× I −→ R la función de Green del problema de valores iniciales para la
ecuación en diferencias cuyos coeficientes son los coeficientes del operador F , entonces para cada
m ∈ ◦I∪{0} tenemos que
(26)
Gm : C(
◦
I) −→ Vm
f −→
∫ k
m
g(k, s) f(s) ds.
Observar que, tanto en el caso infinito como en el semi–infinito, cada operador de Green Gm no es
local: Si u = Gm(f) ∈ C0(I), entonces u(k) = u(k+ 1) = 0 para algún k ∈
◦
I ∪{0}, lo que implicaría
que u = 0 y, por tanto, que f = 0.
Por otra parte, en cualquier caso, infinito, semi–infinito o finito, como fijado k ∈ I, sabemos
que g(k, ·) es solución de la ecuación homogénea, por la misma razón anterior, resulta que g(k, ·) no
puede anularse en dos índices consecutivos. En definitiva, mientras que los operadores de Schrödinger
generalizados son locales, lo que es coherente con ser el análogo de un operador diferencial, sus
correspondientes operadores de Green no lo son, y representan el análogo discreto de operadores
integrales, de hecho, de operadores de Volterra de primera especie, cuyo núcleo es el opuesto a la
función de Green del problema de valores iniciales.
La relación entre la función de Green para el problema de valores iniciales y la correspondiente a
la ecuación adjunta, determina que dado m ∈ ◦I∪{0}
(27)
G∗m : C(
◦
I) −→ Vm
f −→ −
∫ k
m
g(s, k) f(s) ds
y, en particular, que Gm es autoadjunto sii g es antisimétrica.
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5. Ecuaciones de Schrödinger con potenciales de Doob
En esta sección abordaremos la resolución de las ecuaciones de Schrödinger en el caso especial
en el que el potencial es un potencial de Doob. Equivalentemente, resolveremos un tipo específico de
ecuaciones en diferencias lineales e irreducibles de segundo orden, para las cuales hay una relación
concreta entre el coeficiente b y los coeficientes a y c.
En la sección consideraremos fijada una conductancia γ ∈ Γ(I), ω ∈ C∗(I) y, también, la función
ζγω ∈ C(I) definida como
(28) ζγω(k) =
∫ k
0
ds
ργ(s− 1)γ(s− 1, s)ω(s− 1)ω(s) , k ∈ I.
Consideraremos también la correspondiente función de acompañamiento de γ; es decir,
ργ(k) =
ma´x{k,0}−1∏
s=mı´n{k,0}
γ(s, s+ 1))
γ(s+ 1, s)
s(k) , k ∈ I.
Nuestra intención en esta sección es, para cada σ ∈ CP (I), resolver la ecuación de Schrödinger
Lγ,σ
qγω
(u) = −f en ◦I, donde f ∈ C(
◦
I). De acuerdo con los resultados previos, es preciso determinar
previamente una base de soluciones de la ecuación de Schrödinger homogénea y, entonces, construir
la función de Green para el problema de valores iniciales, correspondiente a la ecuación en diferencias
equivalente a la ecuación de Schrödinger dada.
PROPOSICIÓN 5.1. Para cada σ ∈ CP (I) el conjunto {σω, σωζγω} es una base de soluciones de
la ecuación de Schrödinger homogénea
Lγ,σ
qγω
(u) = 0, en
◦
I .
Demostración. Observemos primero que
ζγω(0) = 0 y ζ
γ
ω(1) =
1
γ(0, 1)ω(0)ω(1)
,
lo que implica que w[σω, σωζγω](0) = σ(1)γ(0, 1)
−1, de manera que si σω y σωζγω son soluciones de
la ecuación de Schrödinger en
◦
I, necesariamente son base de soluciones.
Por otra parte, aplicando la Proposición 3.8 y, posteriormente, la Transformación de Doob resulta
que
Lγ,σ
qγω
= Lγ(σ⊗σ)
q
γ(σ⊗σ)
σω
= D−1σω ◦ Lγ(ω⊗ω) ◦ D−1σω ,
donde hemos hecho uso de la identidad γ(σ⊗σ)(σω⊗σω) = γ(ω⊗ω), puesto que σ2 = ε. Por tanto,
u ∈ C(I) satisface que Lγ,σ
qγω
(u) = 0 en
◦
I sii u = σωv, donde v ∈ C(I) satisface que Lγ(ω⊗ω)(v) = 0
en
◦
I o, equivalentemente,
0 = γˇ(k, k + 1)
(
v(k)− v(k + 1))+ γˇ(k − 1, k)(v(k)− v(k − 1)), k ∈ ◦I,
donde γˇ(k, s) = ργ(k)γ(k, s)ω(k)ω(s), para cada k, s ∈ I.
Si definimos Φ ∈ C(I) como Φ(k) = γˇ(k, k + 1)(v(k) − v(k + 1)) para cualquier k ∈ ◦I∪{0} y
por Φ(n+ 1) = Φ(n) cuando n+ 1 ∈ δ(I), entonces la ecuación anterior se expresa como
Φ(k)− Φ(k − 1) = 0, k ∈ ◦I .
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Aplicando el Teorema Fundamental del Cálculo, obtenemos que Φ es constante y, por tanto, que
existe β ∈ R tal que Φ(k) = −β para cada k ∈ I o, equivalentemente,
v(k)− v(k + 1) = − β
γˇ(k, k + 1)
, k ∈ I;
es decir,
v(k)− v(k − 1) = β
γˇ(k − 1, k) , k ∈
◦
I .
Aplicando nuevamente el Teorema Fundamental del Cálculo, resulta que existe α ∈ R tal que
v(k) = α + β
∫ k
0
ds
γˇ(s− 1, s) = α + β
∫ k
0
ds
ργ(s− 1)γ(s− 1, s)ω(s− 1)ω(s) , k ∈ I,
y, por tanto, u = ασω + βσωζγω . 
COROLARIO 5.2. Si el camino es finito o semi–infinito, entonces Lγ,σ
qγω
(u) = 0 en I sii u = ασω,
donde α ∈ R.
Demostración. Si Lγ,σ
qγω
(u) = 0 en I, entonces u es solución de la ecuación de Schrödinger en
◦
I y, por
tanto, u = σω
[
α + βζγω
]
, donde α, β ∈ R.
En consecuencia, como u(0) = αω(0) y u(1) = σ(1)
[
αω(1) +
β
γ(0, 1)ω(0)
]
, resulta que
Lγ,σ
qγω
(u)(0) =
γ(0, 1)
ω(0)
(
ω(1)u(0)− σ(1)ω(0)u(1)) = − β
ω(0)
,
de manera que Lγ,σ
qγω
(u)(0) = 0 sii β = 0 y, por tanto, sii u = ασω. El Corolario 3.9, determina que si
n+ 1 ∈ δ(I) también se satisface que Lγ,σ
qγω
(u)(n+ 1) = 0. 
Teniendo presente la Fórmula de Lagrange, podemos caracterizar completamente las soluciones
de las ecuaciones de Schrödinger con potenciales de Doob.
TEOREMA 5.3. Para cada σ ∈ CP (I) la función de Green para la ecuación en diferencias equi-
valente a la ecuación de Schrödinger en
◦
I está determinada por la identidad
g(k, s) = σ(k)ω(k)σ(s)ω(s)ργ(s)
∫ k−1
s−1
dt
ργ(t)γ(t, t+ 1)ω(t)ω(t+ 1)
, k, s ∈ I.
Por tanto, dados m ∈ ◦I∪{0}, x0, x1 ∈ R y f ∈ C(I), la única solución del problema de valor inicial
Lγ,σ
qγω
(u) = −f en ◦I, u(m) = x0, u(m+ 1) = x1,
está dada por
u(k) = σ(k)ω(k)
[
x1
σ(m+ 1)
ω(m+ 1)
+ ργ(m)γ(m,m+ 1)
(
x1σ(m+ 1)ω(m)− x0σ(m)ω(m+ 1)
) ∫ k−1
m
dt
ργ(t)γ(t, t+ 1)ω(t)ω(t+ 1)
+
∫ k
m
(
σ(s)ω(s)ργ(s)f(s)
∫ s−1
k−1
dt
ργ(t)γ(t, t+ 1)ω(t)ω(t+ 1)
)
ds
]
, k ∈ I.
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Demostración. Como {σω, σωζγω} es una base de soluciones de la ecuación de Schrödinger homo-
génea, y teniendo en cuenta que ργ(s)aγ,σ(s)w[σω, σωζγω](s) es constante, por la Proposición 4.4 del
Capítulo 1 obtenemos que
g(k, s) =
ργ(s)
γ(0, 1)σ(1)w[σω, σωζγω](0)
[
σ(s)ω(s)σ(k)ω(k)ζγω(k)− σ(s)ω(s)ζγω(s)σ(k)ω(k)
]
= σ(k)ω(k)σ(s)ω(s)ργ(s)
∫ k
s
dt
ργ(t− 1)γ(t− 1, t)ω(t− 1)ω(t)
= σ(k)ω(k)σ(s)ω(s)ργ(s)
∫ k−1
s−1
dt
ργ(t)γ(t, t+ 1)ω(t)ω(t+ 1)
.
Por otra parte, aplicando el Corolario 2.7 del Capítulo 1 resulta que la única solución de la ecua-
ción de Schrödinger homogénea en
◦
I que satisface las condiciones iniciales es
z(k) =ργ(m)γ(m,m+ 1)σ(k)ω(k)
[
x0σ(m)ω(m+ 1)ζ
γ
ω(m+ 1)− x1σ(m+ 1)ω(m)ζγω(m)
+
(
x1σ(m+ 1)ω(m)− x0σ(m)ω(m+ 1)
)
ζγω(k)
]
=ργ(m)γ(m,m+ 1)σ(k)ω(k)
[
x0σ(m)ω(m+ 1)
(
ζγω(m+ 1)− ζγω(k)
)
+x1σ(m+ 1)ω(m)
(
ζγω(k)− ζγω(m)
)]
=ργ(m)γ(m,m+ 1)σ(k)ω(k)
[(
x1σ(m+ 1)ω(m)− x0σ(m)ω(m+ 1)
)(
ζγω(k)− ζγω(m+ 1)
)
+
x1σ(m+ 1)ω(m)
ργ(m)γ(m,m+ 1)ω(m)ω(m+ 1)
]
, k ∈ I.
El resultado se concluye con la aplicación del Principio de Superposición. 
Concluiremos esta sección analizando cuándo los potenciales de Doob, respecto de la conductan-
cia γ, están caracterizados por la función ω ∈ C∗(I) que los determina, una cuestión que dejamos
pendiente cuando introdujimos estos potenciales.
COROLARIO 5.4. Si µ ∈ C∗(I), entonces qγµ = qγω sii µ =
[
α+βζγω
]
ω, donde α, β ∈ R y, además,
se satisface una de las condiciones siguientes.
(i) Si 0 ∈ δ(I); es decir, cuando el camino es finito o semi–infinito, necesariamente β = 0.
(ii) Si 0 /∈ δ(I); es decir, cuando el camino es infinito o bien β = 0 o bien β 6= 0 y −αβ−1 /∈
ζγω(Z).
Demostración. Basta aplicar la Proposición 5.1 y el Corolario 5.2 a la Identidad (21). 
Observar que cuando I = Z, como ζγω(Z) = {ζγω(k) : k ∈ Z} es numerable, siempre existen
α, β ∈ R con β 6= 0 tales que −αβ−1 /∈ ζγω(Z).
La ambigüedad que se muestra en la caracterización del potencial de Doob a partir de la función
ω ∈ C∗(I) que lo determina, puede evitarse normalizando ω. En el caso del camino finito es habitual
tomar funciones unitarias respeto de la norma inducida por el producto interno (16). Tal y como
comentamos en su momento, esa normalización no es en general posible cuando el camino es semi
infinito o infinito, motivo por lo que normalizaremos las funciones imponiendo que ω(0) = 1 cuando
0 ∈ δ(I), es decir, cuando el camino es o bien finito o bien semi infinito, o que ω(0) = ω(1) = 1
cuando 0 /∈ δ(I); es decir, cuando el camino sea infinito.
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Supongamos µ, ω ∈ C∗(I) son tales que qγµ = qγω, µ(0) = ω(0) = 1 y, además, µ(1) = ω(1) = 1
cuando 0 /∈ δ(I) . Entonces, si 0 ∈ δ(I), necesariamente µ = αω y, por tanto, µ = ω, mientras que si
0 /∈ δ(I), necesariamente µ = [α+βζγω]ω y, por tanto, α = 1 y, además, 1 = α+βζγω(1) = 1+βζγω(1),
lo que implica que β = 0.
Obviamente, un operador de Schrödinger generalizado cuyo potencial es un potencial de Doob
coincide con el Laplaciano combinatorio si y solo si el potencial es nulo. A continuación hacemos
una relectura del Corolario anterior para describir cuándo se verifica esta propiedad.
COROLARIO 5.5. Un potencial de Doob, respecto de γ, es nulo en
◦
I sii está determinado por
ω = α + βσ donde |α| + |β| > 0 y −β−1α /∈ ζγω(I) cuando β 6= 0. Además, cuando 0 ∈ δ(I), el
potencial es nulo en I sii β = 0; es decir, sii ω es constante.

Capítulo 3
Ecuaciones en diferencias lineales de segundo orden con coeficientes constantes
1. Caracterización y ejemplos de ecuaciones en diferencias con coeficientes constantes
En este capítulo nos centraremos en el estudio de la Ecuación (4) cuando sus coeficientes son
constantes y, en consecuencia, I = Z. Por supuesto, siempre asumimos que la ecuación es irreduci-
ble. Naturalmente, si consideramos la ecuación de Schrödinger equivalente a (4), entonces la hipótesis
de coeficientes constantes es equivalente a considerar que el potencial q es constante y que la con-
ductancia γ es constante en el sentido de que existen aγ, bγ, cγ ∈ R tal que γ(k, k + 1) = aγ ,
γ(k + 1, k) = cγ y q = bγ − κγ para cualquier k ∈ Z. Nótese que cuando los coeficientes de la
ecuación homogénea asociada con la Ecuación (4) son constantes, entonces u es una solución de la
ecuación
a0u(k + 1)− b0u(k) + c0u(k − 1) = 0, k ∈ Z,
donde b0 ∈ R y a0, c0 ∈ R∗ si y solo si para cualquier a ∈ C(Z) u es una solución de la ecuación
a(k)a0u(k + 1)− a(k)b0u(k) + a(k)c0u(k − 1) = 0, k ∈ Z.
El razonamiento precedente motiva la siguiente definición que identifica las ecuaciones en dife-
rencias con coeficientes constantes con sus ecuaciones equivalentes con coeficientes variables.
DEFINICIÓN 1.1. Consideramos a, b, c ∈ C(Z) tales que a(k), c(k) 6= 0 para cualquier k ∈ Z, la
ecuación en diferencias irreducible homogénea
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ Z,
y el espacio de sus soluciones S. Entonces, la ecuación anterior tiene coeficientes constantes cuando
se verifica la siguiente propiedad: u ∈ S sii
a(0)u(k + 1)− b(0)u(k) + c(0)u(k − 1) = 0, k ∈ Z.
Tras la definición anterior, estamos preparados para caracterizar las ecuaciones en diferencias
con coeficientes constantes en términos de las traslaciones de sus soluciones. Específicamente, dada
v ∈ C(Z) para cualquier s ∈ Z consideramos su s–traslación; es decir, vs ∈ C(Z) definida como
vs(k) = v(k + s) para cualquier k ∈ Z.
PROPOSICIÓN 1.2. Consideramos a, b, c ∈ C(Z) tales que a(k), c(k) 6= 0 para cualquier k ∈ Z,
la ecuación en diferencias irreducible homogénea
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ Z,
y el espacio de sus soluciones S. Entonces, la ecuación tiene coeficientes constantes sii para cualquier
v ∈ S, se satisface vs ∈ S para cualquier s ∈ Z.
Demostración. En primer lugar, recordemos que v ∈ S sii
v(k + 1) =
b(k)
a(k)
v(k)− c(k − 1)
a(k)
v(k − 1), para cualquier k ∈ Z.
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Si suponemos que para cualquier v ∈ S su (−1)–traslación satisface v−1 ∈ S, entonces
v(k + 1) = v−1(k + 2) =
b(k + 1)
a(k + 1)
v−1(k + 1)− c(k)
a(k + 1)
v−1(k) =
=
b(k + 1)
a(k + 1)
v(k)− c(k)
a(k + 1)
v(k − 1), para cualquier k ∈ Z,
lo que implica que
0 = v(k)
[
b(k + 1)
a(k + 1)
− b(k)
a(k)
]
+ v(k − 1)
[
c(k − 1)
a(k)
− c(k)
a(k + 1)
]
, para cualquier k ∈ Z.
Consideramosm ∈ Z y u, z ∈ S caracterizados por satisfacer u(m−1) = 1, u(m) = 0, z(m−1) = 0
y z(m) = 1, respectivamente. Entonces, aplicando la identidad anterior obtenemos que
0 =
b(m+ 1)
a(m+ 1)
− b(m)
a(m)
=
c(m− 1)
a(m)
− c(m)
a(m+ 1)
y, por tanto, b(k) =
b(0)
a(0)
a(k) y c(k) =
c(−1)
a(0)
a(k + 1). En consecuencia, existe b0 ∈ R y c0 ∈ R∗
tales que b(k) = b0a(k), c(k) = c0a(k + 1) para cualquier k ∈ Z.
Puesto que v ∈ C(Z) obtenemos que
a(k)v(k + 1)− b(k)v(k) + c(k − 1)v(k − 1) = a(k)[v(k + 1)− b0v(k) + c0v(k − 1)], k ∈ Z,
y, entonces, v ∈ S sii v(n+ 1)− b0v(n) + c0v(n− 1) = 0 para cualquier n ∈ Z. Tomando n = k+ s
obtenemos que v ∈ S sii vs ∈ S. 
Una de las consecuencias inmediatas del resultado anterior es que para conocer la única solución
de cada problema de valores iniciales de una ecuación de Schrödinger homogénea que satisface las
hipótesis precedentes, basta resolver el mismo problema de valores iniciales en k = 0 y k = 1. Desde
otro punto de vista, la ecuación de Schrödinger puede considerarse como el homólogo discreto de una
ecuación diferencial autónoma.
COROLARIO 1.3. Supongamos que existen q0 ∈ R y a0, k > 0 tales que aγ(n) = a0kn y
q(n) = q0k
n, para cada n ∈ Z. En particular, fijados x0, x1 ∈ R, si v ∈ C(Z) es la única solu-
ción de la ecuación de Schrödinger homogénea que satisface que v(0) = x0 y v(1) = x1, entonces
para cada s ∈ Z, la función definida como z(n) = v(n − s), n ∈ Z, es la única solución de la
ecuación de Schrödinger homogénea que satisface que z(s) = x0 y z(s+ 1) = x1.
Si tenemos en cuenta la definición de la función de Green para los problemas de valor inicial,
resulta que con las hipótesis anteriores es muy sencillo determinar tal función.
DEFINICIÓN 1.4. Supongamos que existen q0 ∈ R y a0, k > 0 tales que aγ(n) = a0kn y
q(n) = q0k
n, para cada n ∈ Z. Entonces, la única solución de la ecuación de Schrödinger homogé-
nea tal que φ(0) = 0 y φ(1) = 1 se denomina Solución Fundamental de la Ecuación de Schrödinger.
COROLARIO 1.5. Supongamos que existen q0 ∈ R y a0, k > 0 tales que aγ(n) = a0kn y
q(n) = q0k
n, para cada n ∈ Z y consideremos φ la solución fundamental de la ecuación de Schrö-
dinger. Entonces, la función de Green del problema de valores iniciales cuyos coeficientes son los del
operador de Schrödinger es gq(n, s) =
1
a0ks
φ(n− s).
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Finalizamos esta sección con el análogo discreto de la Fórmula de Lagrange para ecuaciones
lineales de segundo orden y con coeficientes constantes.
TEOREMA 1.6. Supongamos que existen q0 ∈ R y a0, k > 0 tales que aγ(n) = a0kn y
q(n) = q0k
n, para cada n ∈ Z y consideremos φ la solución fundamental de la ecuación de Schrö-
dinger y {z, v} una base de soluciones de la ecuación de Schrödinger homogénea. Dados m ∈ Z,
x0, x1 ∈ R y f ∈ C(Z), entonces u ∈ C(Z) definida para cada n ∈ Z como
u(n) =
1
w[z, v](m)
[(
x0v(m+ 1)− x1v(m)
)
z(n) +
(
x1z(m)− x0z(m+ 1)
)
v(n)
]
+
1
a0
∫ n
m
φ(n− s)k−sf(s)ds,
es la única función de C(Z) que satisface Lγq (u) = −f y u(m) = x0, u(m+ 1) = x1.
A partir del Teorema 7.5 del Capítulo 1, la Fórmula de Lagrange obtenida puede escribirse en
términos de gq la función de Green y, por tanto, también en función de φ la solución fundamental de
la ecuación de Schrödinger
u(n) =
x1
gq(m+ 1,m)
gq(n,m) +
x0
gq(m,m+ 1)
gq(n,m+ 1) +
∫ n
m
gq(n, s)f(s)ds
=
x1
φ(1)
φ(n−m) + x0
φ(−1) φ(n−m− 1) +
1
a0
∫ n
m
φ(n− s)k−sf(s)ds.
Las ecuaciones en diferencias con coeficientes constantes aparecen frecuentemente en muchas
aplicaciones, principalmente relacionadas con una clase especial de polinomios ortogonales que ana-
lizaremos en una próxima sección. Finalizamos ésta presentando a continuación algunas ecuaciones
con coeficientes constantes de tipo especial. Por ejemplo, cuando la Ecuación (4) tiene coeficientes
constantes y es autoadjunta, es decir, cuando c = a, entonces se denomina ecuación de Chebyshev. Por
otro lado, cuando c=-a, entonces la Ecuación (4) con coeficientes constantes se denomina ecuación
de Fibonacci.
A las ecuaciones de Chebyshev les dedicamos en próximas secciones un estudio pormenorizado,
pero adelantamos aquí algunas de sus características que nos permitirán presentar algunos ejemplos
más de ecuaciones en diferencias de segundo orden con coeficientes constantes.
Una sucesión de Chebyshev es una sucesión de polinomios {Qn(x)}n∈Z que satisface la recurren-
cia
(29) Qn+1(x) = 2xQn(x)−Qn−1(x), para cada n ∈ Z.
La recurrencia (29) es una ecuación en diferencias de segundo orden, en concreto, la ecuación de
Chebyshev que hemos mencionado arriba, y sus coeficientes son constantes en el sentido de que no
dependen de n. Además esta recurrencia muestra que cualquier sucesión de Chebyshev está unívo-
camente determinada por la elección de los correspondientes polinomios de orden cero y orden uno,
Q0 y Q1 respectivamente. En particular, las sucesiones {Tn}+∞n=−∞ y {Un}+∞n=−∞ denotan los polino-
mios de Chebyshev de primera y segunda especie y se obtienen cuando se elige T0(x) = U0(x) = 1,
T1(x) = x, U1(x) = 2x.
De hecho, la recurrencia de Chebyshev (29) abarca todas las recurrencias de segundo orden con
coeficientes constantes, véase [2], tal como abordaremos más detalladamente en la penúltima sección
de este capítulo. No obstante, podemos considerar otras recurrencias particulares, como los números
de Horadam {Hn(r, s)}∞n=0, donde r, s ∈ R y s 6= 0, definidos como la solución de la recurrencia
Hn+2 = rHn+1 + sHn, H0 = 0, H1 = 1,
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y que, además, están relacionados con otras sucesiones notables. Nótese que para cualquier n ∈ N∗,
Hn(1, 1) = Fn, el enésimo número de Fibonacci, Hn(2, 1) = Pn, el enésimo número de Pell,
Hn(1, 2) = Jn, el enésimo número de Jacobsthal, y Hn(2,−1) = Un−1(1) = n.
2. Ecuaciones en diferencias de segundo orden autoadjuntas con coeficientes constantes
La ecuación en diferencias autoadjunta asociada a (4) con coeficientes a, b ∈ C(I), donde
a(k) 6= 0 para cualquier k ∈ I, se denomina ecuación en diferencias con coeficientes constantes
cuando I = Z y las funciones a y b son constantes; es decir, cuando existen a, b ∈ R con a 6= 0, tales
que para cualquier f ∈ C(Z), la ecuación autoadjunta asociada a (4) se expresa como
(30) a u(k + 1)− b u(k) + a u(k − 1) = f(k), k ∈ Z.
Equivalentemente, si consideramos q = 2a− b, entonces para cualquier dato f ∈ C(Z), la Ecua-
ción (30) puede reescribirse como
(31) −a(u(k)− u(k + 1))− a(u(k)− u(k − 1))+ q u(k) = f(k), k ∈ Z,
y, por tanto, puede considerarse como la ecuación de Schrödinger en el camino infinito con coeficien-
tes y potencial constantes.
NOTA 2.1. En ese caso, podemos asumir, sin pérdida de generalidad, la positividad del coefi-
ciente a; es decir, que a > 0 y, por consiguiente, la ecuación anterior viene dada por el operador de
Schrödinger en sentido estricto.
En esta sección consideramos fijados a, b ∈ R, tal que a > 0, y la ecuación en diferencias
homogénea a u(k + 1) − b u(k) + a u(k − 1) = 0. Naturalmente, si consideramos el valor p = b
2a
,
entonces u ∈ C(Z) es una solución de la anterior ecuación en diferencias homogénea si y solo si
satisface que
(32) u(k + 1) = 2p u(k)− u(k − 1), k ∈ Z.
Y por esa razón denotamos por Sp al espacio de sus soluciones.
LEMA 2.2. Si u ∈ Sp, entonces para cualquier k ∈ Z se satisface que
1
2
[
u(k)− u(k − 2)] = u(k)− p u(k − 1) = p u(k − 1)− u(k − 2).
El siguiente resultado, cuya demostración se obtiene de forma directa, aplica la propiedad carac-
terística de las ecuaciones en diferencias con coeficientes constantes mostrada en la Proposición 1.2,
que es la clave para el análisis de este tipo de ecuaciones.
PROPOSICIÓN 2.3. Dada u ∈ Sp, entonces para cualquier s ∈ Z, la función v ∈ C(Z) dada por
v(k) = u(k − s) satisface que v ∈ Sp. En particular, fijados x0, x1 ∈ R, para cualquier m ∈ Z, la
única solución del problema de valor inicial
2p v(k)− v(k − 1)− v(k + 1) = 0, v(m) = x0, v(m+ 1) = x1,
viene dada por v(k) = u(k −m), donde u ∈ C(Z) es la única solución del problema de valor inicial
2p u(k)− u(k − 1)− u(k + 1) = 0, u(0) = x0, u(1) = x1.
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Visto que la propiedad anterior caracteriza las ecuaciones en diferencias con coeficientes constan-
tes, la peculiaridad de ser autoadjunta queda determinada por cumplirse u(k−m) ∈ Sp para cualquier
u ∈ Sp y cualquier m ∈ Z.
COROLARIO 2.4. Se consideran u, v ∈ Sp y m,n ∈ Z. Entonces,
u(n)v(n+ 1 +m)− u(n+ 1)v(n+m) = u(0)v(m+ 1)− u(1)v(m).
En particular,
u(n)v(n)− u(n+ 1)v(n− 1) = u(0)v(0)− u(1)v(−1)
y, por tanto,
u(n)2 − u(n+ 1)u(n− 1) = u(0)2 − u(1)u(−1).
Demostración. Si consideramos z ∈ C(Z) dada por z(k) = v(k +m), entonces z ∈ Sp y, por tanto,
u(0)v(m+ 1)− u(1)v(m) = w[u, z](0) = w[u, z](n) = u(n)v(n+ 1 +m)− u(n+ 1)v(n+m).
La segunda hipótesis se obtiene tomando m = −1 y la última ecuación, imponiendo además
v = u. 
A la vista de la Proposición 2.3, introducimos el siguiente concepto.
DEFINICIÓN 2.5. La única solución del problema de valor inicial
2p u(k)− u(k − 1)− u(k + 1) = 0, u(0) = 0, u(1) = 1,
se llama solución fundamental y se denota con φp.
LEMA 2.6. La solución fundamental se caracteriza por ser la única solución del problema de
valor inicial
2p u(k)− u(k − 1)− u(k + 1) = 0, u(1) = 1, u(2) = 2p.
Por otro lado, φp(−k) = −φp(k) y φp(k)2 − φp(k − 1)φp(k + 1) = 1 para cualquier k ∈ Z.
Demostración. Puesto que aφp(2) = bφp(1) − aφp(0) = b, obtenemos φp(2) = 2p. Por otro lado,
aφp(−1) = bφp(0) − aφp(1) = −a, lo que implica que φp(−1) = −1. Además, si consideramos
u(k) = φp(−k), se satisface que u ∈ Sp y, también, u(1) = −1 y u(0) = 0. La unicidad de la
solución de cada problema de valor inicial implica que u = −φp, y la última identidad del Corolario
2.4 implica la última hipótesis. 
La última identidad implica que si consideramos φˆp ∈ C(Z) definida como φˆp(k) = φp(k−1) para
cualquier k ∈ Z, entonces {φp, φˆp} es una base de Sp. Por lo tanto, obtenemos la siguiente versión de
la Fórmula de Lagrange.
TEOREMA 2.7 (Fórmula de Lagrange para ecuaciones autoadjuntas con coeficientes constantes).
Para cualesquiera x0, x1 ∈ R, cualquierm ∈ Z y cualquier f ∈ C(Z), la única solución del problema
de valor inicial
a u(k + 1)− b u(k) + a u(k − 1) = f(k), u(m) = x0, u(m+ 1) = x1,
viene dada por
u(k) = x1φp(k −m)− x0φp(k − 1−m) + 1
a
∫ k
m
φp(k − s)f(s)ds, k ∈ Z.
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Demostración. Según el Corolario 1.5, la función de Green para la ecuación de Schrödinger es
g(k, s) =
1
a
φp(k − s). Por otro lado, si z(k) = φp(k) y v(k) = φp(k − 1), entonces w[z, v](k) =
w[z, v](0) = 1, lo que implica que {z, v} es una base de Sp. Además está claro que y(k) = x1φp(k)−
x0φp(k − 1) es la única solución del problema de valor inicial
−b y(k) + a y(k − 1) + a y(k + 1) = 0, y(0) = x0, y(1) = x1,
y, por tanto, el resultado se obtiene aplicando la Proposición 2.3 y la Fórmula de Lagrange. 
Algunas soluciones de la ecuación en diferencias homogénea, distintas de la fundamental, son
también de interés. Por ejemplo, llamamos solución secundaria a ϕp la única solución del problema
de valor inicial
2p u(k)− u(k − 1)− u(k + 1) = 0, u(0) = 1, u(1) = p.
Entonces, ϕp(−k) = ϕp(k) para cualquier k ∈ Z y, además, w[φp, ϕp](0) = −1, lo que implica que{
φp, ϕp
}
es una base de Sp. Entonces, la Fórmula de Lagrange puede reescribirse como
u(k) = x0ϕp(k −m) + (x1 − px0)φp(k −m) + 1
a
∫ k
m
φp(k − s)f(s)ds, k ∈ Z.
El polinomio
(33) Pp(x) = ax2 − bx+ a = a
[
(x− p)2 + 1− p2]
se denomina polinomio característico de la Ecuación (30). Como mostramos más adelante, sus raíces
están fuertemente relacionadas con la solución de la ecuación homogénea y, en particular, con la
solución fundamental φp y la secundaria ϕp. Para comprobarlo, consideramos la función θ : R −→ R
definida como
(34) θ(x) =
{
arc cosh(|x|) ∈ [0,+∞), cuando |x| ≥ 1,
arc cos(x) ∈ (0, pi), cuando |x| < 1,
y, también, la función r : R \ (−1, 1) −→ [1,+∞) definida como
(35) r(x) = |x|+
√
x2 − 1.
Cuando |x| ≥ 1, entonces r(x)−1 = |x| − √x2 − 1 y, en particular, r(x) = 1 sii |x| = 1.
Además, r(x) = cosh
(
θ(x)
)
+ sinh
(
θ(x)
)
y θ(x) = ln
(
r(x)
)
, puesto que 2|x| = r(x) + r(x)−1 =
2 cosh
(
ln(r(x))
)
.
LEMA 2.8. Cuando |b| ≥ 2a, las raíces de Pp son s(p)r(p) y s(p)r(p)−1; es decir,
s(p)[cosh
(
θ(p)
) ± sinh (θ(p))], mientras que cuando −2a < b < 2a, las raíces de Pp son
cos
(
θ(p)
)± i sin (θ(p)).
A continuación mostramos la relación antes mencionada entre las raíces del polinomio caracterís-
tico y la ecuación de Schrödinger homogénea.
PROPOSICIÓN 2.9. Se verifican las siguientes propiedades:
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i) Cuando |b| > 2a, entonces {s(p)kr(p)k, s(p)kr(p)−k} es una base de Sp y, además,
φp(k) = s(p)
k−1
[
r(p)k − r(p)−k
r(p)− r(p)−1
]
= s(p)k−1
sinh
(
kθ(p)
)
sinh
(
θ(p)
) ,
ϕp(k) =
s(p)k
2
[
r(p)k + r(p)−k
]
= s(p)k cosh
(
kθ(p)
)
.
ii) Cuando |b| = 2a, entonces {pk, kpk} es una base de Sp y, además, φp(k) = kpk−1,
ϕp(k) = p
k.
iii) Cuando |b| < 2a, entonces { sin (kθ(p)), cos (kθ(p))} es una base de Sp y, además,
φp(k) =
sin
(
kθ(p)
)
sin
(
θ(p)
) y ϕp(k) = cos (kθ(p)).
Finalizamos esta sección obteniendo algunas relaciones útiles entre φp y ϕp. En primer lugar,
observamos que cuando p = 0, es decir, cuando la Ecuación (30) corresponde a una ecuación des-
acoplada con coeficientes constantes y de valor uno, entonces ϕ0(k) = φ0(k + 1), para cualquier
k ∈ Z, ya que ambas funciones tienen el mismo valor en k = 0 y en k = 1, y podemos compro-
bar directamente que además φ0(k) =
1
2
(−1)b k2 c[1 − (−1)k] para cualquier k ∈ Z. En particular,
φ0(2k) = ϕ0(2k − 1) = 0, para cualquier k ∈ Z.
PROPOSICIÓN 2.10. Dado p ∈ R, entonces u ∈ Sp sii uˇ ∈ S−p, donde uˇ ∈ C(Z) se de-
fine como uˇ(k) = (−1)ku(k) para cualquier k ∈ Z. En particular, φ−p(k) = (−1)k−1φp(k) y
ϕ−p(k) = (−1)kϕp(k), para cualquier k ∈ Z.
Demostración. Naturalmente, u ∈ Sp sii par cualquier k ∈ Z se satisface que
0 = (−1)k+1[2pu(k)− u(k + 1)− u(k − 1)]
= −2p(−1)ku(k)− (−1)k+1u(k + 1)− (−1)k−1u(k − 1)
= 2(−p)uˇ(k)− uˇ(k + 1)− uˇ(k − 1)
y, por tanto, uˇ ∈ S−p.
Por otro lado, ϕˇp(0) = ϕp(0) = 1, ϕˇp(1) = −ϕp(1) = −p, φˇp(0) = φp(0) = 0 y
φˇp(1) = −φp(1) = −1, lo que implica que ϕ−p = ϕˇp y que φ−p = −φˇp. 
COROLARIO 2.11. Cuando p = ±1, entonces φp(k) = kpk−1 y ϕp(k) = pk para cualquier k ∈ Z.
Demostración. Resultado directo de la Proposición 2.10, demostrando previamente que φ1(k) = k y
ϕ1(k) = 1 para cualquier k ∈ Z, lo que se obtiene después de una simple verificación. 
PROPOSICIÓN 2.12. Las siguientes identidades se verifican para cualesquiera k,m ∈ Z:
2ϕp(k)ϕp(m) = ϕp(k +m) + ϕp(k −m),
2ϕp(k)φp(m) = φp(k +m)− φp(k −m),
2(p2 − 1)φp(k)φp(m) = ϕp(k +m)− ϕp(k −m).
En particular, para cualquier k ∈ Z obtenemos
2ϕp(k) = φp(k + 1)− φp(k − 1) y 2(p2 − 1)φp(k) = ϕp(k + 1)− ϕp(k − 1).
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Demostración. Fijado m ∈ Z, consideramos u, v ∈ C(Z) definidas como u(k) = 2ϕp(k)ϕp(m) y
v(k) = ϕp(k +m) + ϕp(k −m), para cualquier k ∈ Z. Entonces, u, v ∈ Sp y, además,
v(0) = ϕp(m) + ϕp(−m) = ϕp(m) + ϕp(m) = 2ϕp(m) = u(0),
v(1) = ϕp(1 +m) + ϕp(1−m) = ϕp(m+ 1) + ϕp(m− 1) = 2pϕp(m) = u(1),
lo que implica que u = v y demuestra la primera identidad. La demostración de la segunda identidad
se obtiene aplicando un argumento análogo, teniendo en cuenta que φp(−k) = −φp(k). Para la tercera
identidad, se considera w ∈ C(Z) definida como w(k) = ϕp(k+ 1)−ϕp(k− 1). Entonces, w(0) = 0,
w(1) = ϕp(2)− 1 = 2pϕp(1)− 2 = 2(p2− 1), lo que, en particular, demuestra la última igualdad. Si
consideramos ahora z ∈ C(Z) definida como z(k) = ϕp(k +m)− ϕp(k −m), entonces
z(0) = ϕp(m)− ϕp(−m) = ϕp(m)− ϕp(m) = 0 = 2(p2 − 1)φp(0)φp(m),
z(1) = ϕp(1 +m)− ϕp(1−m) = ϕp(m+ 1)− ϕp(m− 1) = 2(p2 − 1)φp(m) =
= 2(p2 − 1)φp(1)φp(m),
lo que implica que z(k) = 2(p2 − 1)φp(k)φp(m) para cualquier k ∈ Z.
La penúltima identidad para ϕp es una consecuencia directa de la segunda igualdad, teniendo en
cuenta que φp(1) = 1. 
3. Ecuaciones en diferencias de segundo orden con coeficientes constantes
Dados a, b, c ∈ R donde a, c 6= 0, y f ∈ C(Z) una ecuación en diferencias (irreducible) de
segundo orden con coeficientes (constantes) a, b, c y dato f es de la forma
(36) au(k + 1)− bu(k) + cu(k − 1) = f(k), k ∈ Z,
y se trata de encontrar todas las funciones u ∈ C(Z) que satisfacen la identidad.
Claramente, podemos suponer sin pérdida de generalidad que a > 0, así que en lo sucesivo
asumimos esta hipótesis. Sabemos que la Ecuación (36) es equivalente a una ecuación en diferencias
autoadjunta. Específicamente si consideramos ρ ∈ C(Z) la función de acompañamiento definida en
la Ecuación 7 del primer capítulo, entonces (36) es equivalente a la ecuación
aρ(k)u(k + 1)− bρ(k)u(k) + cρ(k)u(k − 1) = ρ(k)f(k), k ∈ Z,
en el sentido que ambas tienen las mismas soluciones. La ecuación anterior es autoadjunta puesto que
cρ(k) = aρ(k − 1) para cualquier k ∈ Z. Entonces, obtenemos el siguiente resultado general, cuya
demostración es directa.
PROPOSICIÓN 3.1. La Ecuación (36) tiene las mismas soluciones que la ecuación autoadjunta
aρ(k)u(k + 1)− bρ(k)u(k) + aρ(k − 1)u(k − 1) = ρ(k)f(k), k ∈ Z.
Evidentemente la principal dificultad para aplicar el resultado anterior es que esta nueva ecuación
en diferencias equivalente no tiene coeficientes constantes. No obstante, mostramos a continuación
como transformar la Ecuación (36) en otra ecuación en diferencias con coeficientes constantes cuyas
soluciones pueden relacionarse fácilmente con las de la ecuación original. Para hacer esto, considera-
mos los valores r =
√
|c|
a
y p =
b
2
√
a|c| .
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PROPOSICIÓN 3.2. La función u ∈ C(Z) es una solución de la ecuación (36) sii u(k) = rk−1v(k),
donde v ∈ C(Z) es una solución de la ecuación en diferencias con coeficientes constantes
v(k + 1)− 2p v(k) + s(c) v(k − 1) = a−1r−kf(k), k ∈ Z.
Demostración. De la proposición anterior, sabemos que u ∈ C(Z) es una solución de la Ecuación
(36) sii satisface
aρ(k)u(k + 1)− bρ(k)u(k) + aρ(k − 1)u(k − 1) = ρ(k)f(k), k ∈ Z,
donde ρ(k) = (c−1a)k = s(c)kr−2k; es decir, multiplicando por s(c)−krk, sii
ar−ku(k + 1)− br−ku(k) + s(c)ar2−ku(k − 1) = r−kf(k), k ∈ Z,
o, equivalentemente, sii
av(k + 1)− br−1v(k) + s(c)av(k − 1) = r−kf(k), k ∈ Z,
donde v(k) = r1−ku(k) y hemos tenido en cuenta que br−1 = 2ap. 
COROLARIO 3.3. Cuando c > 0, entonces u ∈ C(Z) es una solución de la Ecuación (36) sii
u(k) = rk−1v(k), donde v ∈ C(Z) es una solución de la ecuación autoadjunta con coeficientes
constantes
v(k + 1)− 2p v(k) + v(k − 1) = a−1r−kf(k), k ∈ Z.
En particular, la solución del problema de valor inicial
au(k + 1)− bu(k) + cu(k − 1) = 0, u(0) = 0, u(1) = 1,
es u(k) = rk−1φp(k), mientras que la solución del problema de valor inicial
au(k + 1)− bu(k) + cu(k − 1) = 0, u(0) = 1, u(1) = rp,
es u(k) = rkϕp(k).
Basta ahora aplicar el Teorema 2.7 para obtener la Fórmula de Lagrange cuando c > 0.
COROLARIO 3.4. Cuando c > 0, para cualesquiera x0, x1 ∈ R, cualquier m ∈ Z y cualquier
f ∈ C(Z), la única solución del problema de valor inicial
a u(k + 1)− b u(k) + c u(k − 1) = f(k), u(m) = x0, u(m+ 1) = x1,
viene dada por
u(k) = x1r
k−m−1φp(k −m)− x0rk−mφp(k − 1−m) + r
k−1
a
∫ k
m
φp(k − s)r−sf(s)ds, k ∈ Z,
o, equivalentemente,
u(k) = x0r
k−mϕp(k−m)+rk−m−1(x1−rpx0)φp(k−m)+ r
k−1
a
∫ k
m
φp(k−s)r−sf(s)ds, k ∈ Z.
Como muestra el Corolario 3.3, el método seguido en la Proposición 3.2 solo funciona cuando
los coeficientes a y c tienen el mismo signo; es decir, cuando c > 0. Cuando c < 0 la ecuación
equivalente tiene coeficientes constantes pero no es autoadjunta. Sin embargo, la técnica anterior pue-
de adaptarse fácilmente para obtener otras ecuaciones en diferencias con coeficientes constantes que
sean autoadjuntas, pero con coeficientes complejos. Aunque este proceso nos conduciría a identida-
des muy interesantes, en este trabajo nos restringimos a tratar solo con coeficientes reales. Por tanto,
cuando c < 0 seguiremos otro camino para determinar las soluciones de la Ecuación (36), usando
únicamente funciones reales. Para ello mostramos a continuación que se puede obtener la expresión
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de cualquier solución determinando separadamente su expresión para índices pares y para índices
impares. Además esta técnica también funciona cuando c > 0 y, en consecuencia, definimos el valor
pˆ = 2p2 − s(c).
PROPOSICIÓN 3.5. Si u ∈ C(Z) es una solución de la Ecuación (36), entonces para cualquier
k ∈ Z se satisface que
u(2k) = r2k
[(|c|−1bu(1)− s(c)u(0))φpˆ(k)− u(0)φpˆ(k − 1)]
= r2k
[
u(0)ϕpˆ(k) +
(|c|−1bu(1)− 2p2u(0))φpˆ(k)],
u(2k − 1) = r2k
[
|c|−1au(1)φpˆ(k)− c−1
(
bu(0)− au(1))φpˆ(k − 1)]
= r2kc−1
[(
bu(0)− au(1))ϕpˆ(k) + (2ap2u(1)− bpˆu(0))φpˆ(k)].
Demostración. Por la Proposición 3.2, u ∈ C(Z) es una solución de la ecuación homogénea asociada
a la Ecuación (36) sii u(k) = rk−1v(k), donde v ∈ C(Z) es una solución de la ecuación en diferencias
con coeficientes constantes
v(k + 1)− 2pv(k) + s(c) v(k − 1) = 0, k ∈ Z.
Cuando p 6= 0, es evidente que v ∈ C(Z) es una solución de la ecuación anterior sii
v(k) =
1
2p
[
v(k + 1) + s(c) v(k − 1)] para cualquier k ∈ Z.
Si para cualquier k ∈ Z definimos z(k) = v(2k) y w(k) = v(2k − 1), entonces obtenemos
0 = 2pv(2k)− v(2k + 1)− s(c) v(2k − 1)
= 2pv(2k)− 1
2p
[
v(2k + 2) + s(c) v(2k)
]− s(c)
2p
[
v(2k) + s(c) v(2k − 2)]
=
1
2p
[(
4p2 − 2s(c))v(2k)− v(2k + 2)− v(2k − 2)] = 1
2p
[
2pˆz(k)− z(k + 1)− z(k − 1)
]
y, análogamente,
0 = 2pv(2k − 1)− v(2k)− s(c) (2k − 2) = 1
2p
[
2pˆw(k)− w(k + 1)− w(k − 1)
]
.
Por tanto, z, w ∈ Spˆ y, además, están caracterizadas por satisfacer las condiciones iniciales siguientes
z(0) = v(0) = ru(0), z(1) = v(2) = r−1u(2) =
1
ar
(
bu(1)− cu(0)),
w(0) = v(−1) = r2u(−1) = |c|
ac
(
bu(0)− au(1)), w(1) = v(1) = u(1),
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así que, según la Fórmula de Lagrange obtenemos,
z(k) =
1
ar
(
bu(1)− cu(0))φpˆ(k)− ru(0)φpˆ(k − 1)
= ru(0)ϕpˆ(k) +
1
ar
(
bu(1)− (c+ |c|pˆ)u(0))φpˆ(k),
w(k) = u(1)φpˆ(k)− |c|
ac
(
bu(0)− au(1))φpˆ(k − 1)
=
|c|
ac
(
bu(0)− au(1))ϕpˆ(k) + 1
ac
(
(ac+ a|c|pˆ)u(1)− pˆb|c|u(0))φpˆ(k).
En consecuencia, aplicando la Fórmula de Lagrange, se obtiene
v(2k) =
1
ar
[(
bu(1)− cu(0))φpˆ(k)− |c|u(0)φpˆ(k − 1)]
=
1
ar
[
|c|u(0)ϕpˆ(k) +
(
bu(1)− 2|c|p2u(0))φpˆ(k)],
v(2k − 1) = 1
ac
[
acu(1)φpˆ(k)− |c|
(
bu(0)− au(1))φpˆ(k − 1)]
=
|c|
ac
[(
bu(0)− au(1))ϕpˆ(k) + (2ap2u(1)− bpˆu(0))φpˆ(k)].
Cuando b = 0, entonces p = 0, pˆ = −s(c), por el Corolario 2.11 ϕpˆ(k) = pˆk y la formula pasa a
ser
u(2k) = r2ku(0)ϕpˆ(k) =
[
pˆ|c|
a
]k
u(0) y u(2k − 1) = −r2kc−1au(1)ϕpˆ(k) =
[
pˆ|c|
a
]k−1
u(1).
Por otro lado, cuando b = 0, entonces u es una solución de la ecuación homogénea asociada a la
Ecuación (36) sii
u(k + 1) = −a−1cu(k − 1) = −s(c)r2u(k − 1) = pˆr2u(k − 1), para cualquier k ∈ Z,
lo que implica que u(2k) = pˆkr2ku(0) y que u(2k− 1) = pˆk−1r2(k−1)u(1), para cualquier k ∈ Z. 
COROLARIO 3.6. La solución única del problema de valor inicial
au(k + 1)− bu(k) + cu(k − 1) = 0, u(0) = 0, u(1) = 1,
viene dada por
u(2k) = 2 r2k−1 p φpˆ(k),
u(2k − 1) = r2(k−1)
[
φpˆ(k) + s(c)φpˆ(k − 1)
]
= r2(k−1)s(c)
[
2p2φpˆ(k)− ϕpˆ(k)
]
,
para cualquier k ∈ Z. En particular, cuando c > 0, entonces
φp(2k) = 2 p φ2p2−1(k) y φp(2k − 1) = φ2p2−1(k) + φ2p2−1(k − 1), para cualquier k ∈ Z,
mientras que cuando c < 0,
φip(2k) = 2(−1)k+1i p φ2p2−1(k) y φip(2k − 1) = (−1)k−1
[
φ2p2−1(k)− φ2p2−1(k − 1)
]
,
para cualquier k ∈ Z.
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COROLARIO 3.7. Cuando |c| = a, la solución única del problema de valor inicial
au(k + 1)− bu(k) + cu(k − 1) = 0, u(0) = 1, u(1) = p,
viene dada por
u(2k) = pˆφpˆ(k)− φpˆ(k − 1) = ϕpˆ(k),
u(2k − 1) = p
[
φpˆ(k)− s(c)φpˆ(k − 1)
]
= p s(c)
[
ϕpˆ(k)− 2
(
p2 − s(c))φpˆ(k)], para cualquier k ∈ Z.
En particular, cuando c > 0, entonces
ϕp(2k) = ϕ2p2−1(k) y ϕp(2k − 1) = p
[
φ2p2−1(k)− φ2p2−1(k − 1)
]
, para cualquier k ∈ Z,
minetras que cuando c < 0,
ϕip(2k) = (−1)kϕ2p2−1(k) y ϕip(2k − 1) = (−1)kip
[
φ2p2−1(k) + φ2p2−1(k − 1)
]
para cualquier k ∈ Z.
4. Polinomios de Chebyshev
Nuestra intención en esta sección es describir las propiedades fundamentales de los polinomios
de Chebyshev, que serán útiles en la resolución de los problemas que involucren ecuaciones en dife-
rencias de segundo orden con coeficientes constantes. La relación entre las ecuaciones en diferencias
y los polinomios de Chebyshev está determinada por la ley recurrente de tres términos que verifican
estos polinomios. Por tanto, esta relación recurrente será la clave en todo nuestro análisis, razón por
la cual nos hemos centrado en el estudio de las propiedades que pueden deducirse directamente de
dicha relación. No hacemos por tanto referencia a otras cuestiones importantes relacionadas con este
tipo de polinomios como pueden ser la descripción de sus ceros, sus extremos, así como su aplicación
a problemas de interpolación y aproximación, o incluso a los desarrollos de Fourier tomando estas
funciones como base. Para estas cuestiones puede consultarse [42], que es también nuestra referencia
fundamental, así como los trabajos allí citados.
La principal novedad de nuestro planteamiento consiste en considerar las sucesiones de polino-
mios subindexadas no sólo en los números naturales sino en los enteros. Como veremos esta iniciativa
no introduce dificultades, ni formales ni prácticas y permite un tratamiento más ágil de los problemas.
DEFINICIÓN 4.1. Una sucesión {Pn}+∞n=−∞ ⊂ C[x] se denomina sucesión de Chebyshev si satis-
face la ley de recurrencia
Pn+2(x) = 2 xPn+1(x)− Pn(x), para cada n ∈ Z.
Para cada n ∈ Z, el elemento Pn de la sucesión anterior será denominado Polinomio de Chebys-
hev de orden n.
Es claro que la recurrencia en la Definición 4.1 puede expresarse de manera equivalente como
(37) Pn(x) = 2xPn+1(x)− Pn+2(x), para cada n ∈ Z,
que incorporada a la de la Definición 4.1 puede subindexarse en N de la manera siguiente:
(38) Pn+2(x) = 2xPn+1(x)− Pn(x) y P−(n+1)(x) = 2xP−n(x)− P−(n−1)(x), para cada n ∈ N.
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Las primeras propiedades de los polinomios de Chebyshev son una consecuencia directa de la
fórmula de recurrencia que los determina.
LEMA 4.2. Si {Pn}+∞n=−∞ es una sucesión de polinomios de Chebyshev, entonces para cada n ∈ Z
y cada x ∈ C, se satisface que Pn+2(x) +Pn(x) = 2xPn+1(x) y, por tanto, para cada k ∈ Z, se tiene
que
Pk(x)− xPk+1(x) = 1
2
[
Pk(x)− Pk+2(x)
]
y Pk(x)− xPk−1(x) = 1
2
[
Pk(x)− Pk−2(x)
]
.
Demostración. La primera identidad es una consecuencia directa de la identidad en la Definición 4.1.
Aplicando dicha identidad a n = k y n = k − 2, obtenemos que
xPk+1(x) =
1
2
[
Pk+2(x) + Pk(x)
]
y xPk−1(x) =
1
2
[
Pk(x) + Pk−2(x)
]
,
de donde deducimos las otras dos identidades propuestas. 
LEMA 4.3. Sean {Pn}+∞n=−∞ y {Qn}+∞n=−∞ dos sucesiones de Chebyshev y P,Q ∈ C[x]. Fijados
k,m ∈ Z, si para cada n ∈ Z consideramos el polinomio Rn = PPk+n + QQm+n, entonces la
sucesión {Rn}+∞n=−∞ es de Chebyshev.
Demostración. Basta observar que para cada n ∈ Z se satisface que
Rn+2(x) = P (x)Pk+n+2(x) +Q(x)Qm+n+2(x)
= P (x)[2xPk+n+1 − Pm+n(x)] +Q(x)[2xQm+n+1(x)−Qm+n(x)]
= 2x[P (x)Pk+n+1 +Q(x)Qm+n+1]− [Pk+n(x) +Qm+n(x)] = 2xRn+1(x)−Rn(x). 
La relación de recurrencia de la Definición 4.1 muestra, claramente, que cualquier sucesión de
Chebyshev está unívocamente determinada por la elección de los polinomios de Chebyshev de órde-
nes cero y uno. En particular, la paridad o imparidad de cada polinomio de la sucesión puede deducirse
de la de los de orden n, con n = 0, 1.
LEMA 4.4. Si {Pn}+∞n=−∞ es una sucesión de polinomios de Chebyshev tal que P0(−x) = P0(x) y
P1(−x) = −P1(x), respectivamente tal que P0(−x) = −P0(x) y P1(−x) = P1(x) para cada x ∈ C,
entonces Pn(−x) = (−1)nPn(x), respectivamente Pn(−x) = (−1)n+1Pn(x), para cada n ∈ Z y
cada x ∈ C.
Demostración. Las demostraciones de ambos resultados son análogas, así que sólo demostraremos
el primer caso. Como Pn(x) = (−1)nPn(x) si n = 0, 1, supuesto que Pn(−x) = (−1)nPn(x) y que
P−n(−x) = (−1)−nP−n(x) para n ≥ 1, resulta que
Pn+1(−x) = −2xPn(−x)− Pn−1(−x) = −2x(−1)nPn(x)− (−1)n−1Pn−1(x)
= (−1)n+1[2xPn(x)− Pn−1(x)] = (−1)n+1Pn+1(x),
P−(n+1)(−x) = −2xP−n(−x)− P−(n−1)(−x) = −2x(−1)−nP−n(x)− (−1)1−nP−(n−1)(x)
= (−1)−(n+1)[2xP−n(x)− P−(n−1)(x)] = (−1)−(n+1)P−(n+1)(x). 
DEFINICIÓN 4.5. Una sucesión de Chebyshev {Pn}+∞n=−∞ ⊂ C[x] se denomina normalizada si
satisface que P0(x) = 1 y ∂oP1 = 1.
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Si {Pn}+∞n=−∞ es una sucesión de Chebyshev normalizada, entonces ∂oPn = n si n = 0, 1 y
supuesta esta propiedad cierta para n ∈ N∗, de la relación de recurrencia de la Definición 4.1, tenemos
que ∂o(xPn) = n+ 1 y como ∂oPn−1 = n− 1, necesariamente
∂oPn+1 = ∂
o(2xPn − Pn−1) = ∂o(xPn) = n+ 1.
Así pues, si {Pn}+∞n=−∞ es una sucesión de Chebyshev normalizada, entonces {Pn}+∞n=0 es simple,
es decir, ∂oPn = n, para cada n ∈ N. Por otra parte, es claro que una sucesión de Chebyshev
normalizada está unívocamente determinada por la elección del polinomio de Chebyshev de primer
orden.
DEFINICIÓN 4.6. Denominaremos sucesiones de Polinomios de Chebyshev de primera, segunda,
tercera y cuarta especie y las denotaremos por {Tn}+∞n=−∞, {Un}+∞n=−∞, {Vn}+∞n=−∞ y {Wn}+∞n=−∞,
respectivamente a las sucesiones de Chebyshev normalizadas correspondientes a las siguientes elec-
ciones del polinomio de orden 1:
T1(x) = x, U1(x) = 2x, V1(x) = 2x− 1 y W1(x) = 2x+ 1.
PROPOSICIÓN 4.7. Para cada x ∈ C y cada n ∈ Z se verifica que
T−n(x) = Tn(x), U−n(x) = −Un−2(x), V−n(x) = Vn−1(x) y W−n(x) = −Wn−1(x)
y, en particular, T−1(x) = x, U−1(x) = 0, V−1(x) = 1 y W−1(x) = −1.
Demostración. Es sencillo comprobar que basta demostrar las identidades sólo para n ∈ N. Por otra
parte, si {Pn}+∞n=−∞ es una sucesión de polinomios de Chebyshev normalizada, entonces aplicando la
Identidad (37) a n = −1 y teniendo en cuenta que P0(x) = 1, resulta que P−1(x) = 2x− P1(x). Por
tanto, T−1(x) = x = T1(x), U−1(x) = 0, V−1(x) = 1 = V0(x) y W−1(x) = −1 = −W0(x), es decir
las identidades son válidas para n = 1. Supuestas ciertas para n ≥ 1, aplicando la segunda Identidad
de (38), tenemos que
T−(n+1)(x) = 2xT−n − T−(n−1)(x) = 2xTn(x)− Tn−1(x) = T(n+1)(x),
U−(n+1)(x) = 2xU−n − U−(n−1)(x) = −[2xUn−2(x)− Un−3(x)] = −U(n−1)(x),
V−(n+1)(x) = 2xV−n − V−(n−1)(x) = 2xVn−1(x)− Vn−2(x) = Vn(x),
W−(n+1)(x) = 2xW−n −W−(n−1)(x) = −[2xWn−1(x)−Wn−2(x)] = −Wn(x). 
Los polinomios de Chebyshev de primera segunda, tercera y cuarta especie no son independientes,
sino que están relacionados entre sí, de manera que pueden obtenerse fácilmente unos de otros. A
continuación detallaremos las relaciones más importantes.
PROPOSICIÓN 4.8. Para cada x ∈ C y cada n ∈ Z se tienen las siguientes relaciones:
1. Tn(x) = 12
[
Un(x)− Un−2(x)
]
= Un(x)− xUn−1(x) = xUn−1(x)− Un−2(x).
2. Tn(x) = 12
[
Vn(x) + Vn−1(x)
]
= 1
2
[
Wn(x)−Wn−1(x)
]
y Tn(−x) = (−1)nTn(x).
3. Un(x) = 12 [Vn(x) +Wn(x)] =
1
2
[Wn+1(x)− Vn+1(x)] y Un(−x) = (−1)nUn(x).
4. (x − 1)Un(x) = 12 [Vn+1(x) − Vn(x)], (x + 1)Un(x) = 12 [Wn+1(x) + Wn(x)] y, también,
(x2 − 1)Un(x) = Tn+2(x)− xTn+1(x) = 12 [Tn+2(x)− Tn(x)].
5. Vn(x) = Un(x)− Un−1(x) = Tn+1(x)− (x− 1)Un(x) y Vn(−x) = (−1)nWn(x).
6. Wn(x) = Un(x) + Un−1(x) = Tn(x) + (x+ 1)Un−1(x) y Wn(x) = (−1)nVn(x).
Demostración. En todos los casos, el Lema 4.3 asegura que los polinomios que aparecen a los dos
lados de las igualdades determinan una sucesión de Chebyshev, por lo que bastará comprobar que los
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correspondientes polinomios de órdenes cero y uno coinciden. Para ello también haremos uso de los
resultados de la Proposición 4.7.
1. Si Pn = 12 [Un − Un−2], entonces P0 = 12 [U0 − U−2] = U0 = 1 = T0, mientras que
P1(x) =
1
2
[U1(x) − U−1(x)] = x = T1(x). Además, la segunda y tercera identidades son conse-
cuencia directa del Lema 4.2.
2. Si definimos Pn(x) = 12
[
Vn(x) + Vn−1(x)
]
y Qn(x) = 12
[
Wn(x) − Wn−1(x)
]
, entonces
P0 =
1
2
[
V0 + V−1
]
= V0 = T0 = W0 =
1
2
[
W0 −W−1
]
. Además,
P1(x) =
1
2
[
V1(x) + V0(x)
]
= 1
2
[
2x− 1 + 1] = x = T1(x),
Q1(x) =
1
2
[
W1(x)−W0(x)
]
= 1
2
[
2x+ 1− 1] = x = T1(x).
Finalmente, la identidad Tn(−x) = (−1)nTn(x) es consecuencia directa del Lema 4.4.
3. Si definimos Pn(x) = 12 [Vn(x) + Wn(x)] y Qn(x) =
1
2
[Wn+1(x) − Vn+1(x)], entonces
P0 =
1
2
[
V0 +W0
]
= 1 = U0, mientras que
Q0(x) =
1
2
[
W1(x)− V1(x)
]
=
1
2
[
2x− 1− 2x+ 1] = 1 = U0(x).
Además, P1(x) = 12
[
V1(x) + W1(x)
]
= 1
2
[
2x − 1 + 2x + 1] = 2x = U1(x), mientras que
Q1(x) =
1
2
[
W2(x)−V2(x)
]
= 1
2
[
2xW1(x)− 1− 2xV1(x) + 1
]
= x[2x+ 1− 2x+ 1] = 2x = U1(x).
Finalmente, la identidad Un(−x) = (−1)nUn(x) es consecuencia directa del Lema 4.4.
4. Consideremos los polinomios Pn(x) = 12 [Vn+1(x)− Vn(x)], Qn(x) = 12 [Wn+1(x) + Wn(x)] y
Rn(x) = Tn+2(x)− xTn+1(x). Entonces,
P0(x) =
1
2
[V1(x)− V0(x)] = 12 [2x− 1− 1] = x− 1 = (x− 1)U0(x),
Q0(x) =
1
2
[W1(x) +W0(x)] =
1
2
[2x+ 1 + 1] = x+ 1 = (x+ 1)U0(x),
R0(x) = T2(x)− xT1(x) = xT1(x)− T0(x) = x2 − 1 = (x2 − 1)U0(x),
P1(x) =
1
2
[V2(x)− V1(x)] = 12 [(2x− 1)V1(x)− 1]
= 1
2
[(2x− 1)2 − 1] = (x− 1)2x = (x− 1)U1(x),
Q1(x) =
1
2
[W2(x) +W1(x)] =
1
2
[(2x+ 1)W1(x)− 1]
= 1
2
[(2x+ 1)2 − 1] = (x+ 1)2x = (x+ 1)U1(x),
R1(x) = T3(x)− xT2(x) = xT2(x)− T1(x) = 2x2T1(x)− xT0(x)− T1(x)
= 2x(x2 − 1) = (x2 − 1)U1(x).
Finalmente, la segunda identidad es nuevamente consecuencia directa del Lema 4.2.
5. Consideremos Pn(x) = Un(x) − Un−1(x) y Qn(x) = Tn+1(x) − (x − 1)Un(x). Entonces,
P0 = U0 − U−1 = U0 = 1 = V0, mientras que P1(x) = U1(x) − U0(x) = 2x − 1 = V1(x). Por otra
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parte, Q0 = T1(x)− (x− 1)U0 = x− (x− 1) = 1 = V0, mientras que
Q1(x) = T2(x)− (x− 1)U1(x) = 2xT1(x)− T0(x)− 2x(x− 1) = V1(x).
Finalmente, como Vn(−x) = Un(−x)− Un−1(−x), aplicando la última igualdad del apartado 3, ob-
tenemos que Vn(−x) = (−1)nUn(x)− (−1)n−1Un−1(x) = (−1)n[Un(x) + Un−1(x)], de manera que
la última identidad de este apartado estará demostrada en cuanto probemos la primera del siguiente.
6. Consideremos Pn(x) = Un(x) + Un−1(x) y Qn(x) = Tn(x) + (x + 1)Un−1(x). Entonces,
P0 = U0 + U−1 = U0 = 1 = W0, mientras que P1(x) = U1(x) + U0(x) = 2x+ 1 = W1(x). Por otra
parte, Q0 = T0(x) + (x+ 1)U−1 = 1 = W0, mientras que
Q1(x) = T1(x) + (x+ 1)U0(x) = x+ (x+ 1) = 2x+ 1 = W1(x).
Finalmente, como Wn(x) = Un(x) +Un−1(x), aplicando nuevamente la última igualdad del apartado
3, obtenemos que
Wn(−x) = (−1)nUn(x) + (−1)n−1Un−1(x) = (−1)n[Un(x)− Un−1(x)] = (−1)nVn(x). 
COROLARIO 4.9. Para cada x ∈ C y cada n ∈ Z se tienen las siguientes relaciones:
1. T2n(0) = U2n(0) = V2n(0) = W2n(0) = W2n+1(0) = −V2n+1(0) = (−1)n y, además,
T2n+1(0) = U2n+1(0) = 0.
2. Tn(1) = Vn(1) = 1, Un(1) = n+ 1 y Wn(1) = 2n+ 1.
3. Tn(−1) = Wn(−1) = (−1)n, Un(−1) = (−1)n(n+ 1) y Vn(−1) = (−1)n(2n+ 1).
4. T ′n(1) = n
2, U ′n(1) =
1
3
n(n+ 1)(n+ 2), V ′n(1) = n(n+ 1) y W
′
n(1) =
1
3
n(n+ 1)(2n+ 1).
5. T ′n(−1) = (−1)n+1n2, U ′n(−1) =
1
3
(−1)n+1n(n + 1)(n + 2), W ′n(−1) = (−1)n+1n(n + 1)
y V ′n(−1) = (−1)n+1
1
3
n(n+ 1)(2n+ 1).
Demostración.
1. Las últimas igualdades de los apartados 1 y 3 de la proposición anterior, implican directamente
que T2n+1(0) = U2n+1(0) = 0. Por otra parte, la segunda identidad de 1 muestra que Tn(0) = Un(0),
mientras que la tercera de 4 implica que Un(0) = −Tn+2(0), para cada n ∈ Z y, en particular,
que T2n(0) = U2n(0) = −T2(n+1)(0). Como T0(0) = 1, es sencillo concluir que T2n(0) = (−1)n.
Finalmente, de las identidades de los apartados 5 y 6 de la proposición anterior, obtenemos que
V2n(0) = U2n(0)− U2n−1(0) = (−1)n, V2n+1(0) = U2n+1(0)− U2n(0) = (−1)n+1,
W2n(0) = U2n(0) + U2n−1(0) = (−1)n, W2n+1(0) = U2n+1(0) + U2n(0) = (−1)n.
2. Desde luego T0(1) = T1(1) = 1 y supuesto que Tn(1) = 1 para n ≥ 1, resulta que
Tn+1(1) = 2Tn(1) − Tn−1(1) = 2 − 1 = 1, para cada n ∈ N. Además, si n ∈ N, se tiene que
T−n(1) = Tn(1) = 1.
Por otra parte U0(1) = 1, U1(1) = 2 y supuesto que Un(1) = 1 para n ≥ 1, resulta que
Un+1(1) = 2Un(1) − Un−1(1) = 2(n + 1) − n = n + 2, para cada n ∈ N. Además, si n ∈ N,
se tiene que U−n(1) = −Un−2(1) = −(n− 1) = −n+ 1.
Finalmente los valores Vn(1) y Wn(1) se deducen directamente del correspondiente a Un(1) y de
las primeras identidades de los apartados 5 y 6 de la proposición anterior.
4. Polinomios de Chebyshev 59
3. Teniendo en cuanta los resultados del apartado 1, las igualdades son consecuencia directa de la
aplicación a x = −1 de las últimas identidades de los apartados 1,3, 5 y 6 de la proposición anterior.
4. Demostraremos primero las identidades para los polinomios de Chebyshev de primera y de
segunda especie. Para ello, observemos que si {Pn} es una sucesión de polinomios de Chebyshev
normalizada, entonces P ′0(x) = 0 y, teniendo en cuenta las identidades (38), resulta que para cada
n ∈ N∗ y cada x ∈ C se tiene que
P ′n+1(x) = 2Pn(x) + 2xP
′
n(x)− P ′n−1(x)
y, por tanto, P ′n+1(1) = 2Pn(1) + 2P
′
n(1)− P ′n−1(1).
Como T ′1(1) = 1, U
′
1(1) = 2, se satisfacen las dos primeras igualdades para n = 0, 1. Supuesto
cierto que para cada n ≥ 1 se satisface que T ′n(1) = n2 y U ′n(1) =
1
3
n(n + 1)(n + 2), resulta que,
teniendo en cuenta que Tn(1) = 1 y Un(1) = n+ 1,
T ′n+1(1) = 2 + 2n
2 − (n− 1)2 = (n+ 1)2,
U ′n+1(1) = 2(n+ 1) +
2
3
n(n+ 1)(n+ 2)− 1
3
(n− 1)n(n+ 1)
=
(n+ 1)
3
[6 + n(n+ 5)] =
1
3
(n+ 1)(n+ 2)(n+ 3),
de manera que las identidades son ciertas para n ∈ N. Además, aplicando la Proposición 4.7, resulta
que
T ′−n(1) = T
′
n(1) = n
2 = (−n)2,
U ′−n(1) = −U ′n−2(1) = −
1
3
(n− 2)(n− 1)n = 1
3
(−n)(−n+ 1)(−n+ 2),
de manera que el resultado es cierto para n ∈ Z. Finalmente, aplicando las primeras identidades de
los apartados 5 y 6 de la proposición anterior, tenemos que para cada n ∈ Z,
V ′n(1) = U
′
n(1)− U ′n−1(1) =
1
3
[n(n+ 1)(n+ 2)− (n− 1)n(n+ 1)] = n(n+ 1),
W ′n(1) = U
′
n(1) + U
′
n−1(1) =
1
3
[n(n+ 1)(n+ 2) + (n− 1)n(n+ 1)] = 1
3
n(n+ 1)(2n+ 1).
5. Las identidades son consecuencia directa de los resultados del apartado anterior junto con las
últimas identidades de los apartados 1, 3, 5 y 6 de la proposición anterior. 
Todas las identidades anteriores de relación entre los polinomios implican, en particular, que para
determinar la expresión en potencias de la variable x de los polinomios de Chebyshev de primera,
segunda, tercera y cuarta especie y de cualquier orden, es suficiente obtener la correspondiente a los
de primera y segunda especie de orden n ∈ N. Además, utilizando las fórmulas recurrentes (38), no
es difícil obtener, ver [42], que
(39) Tn(x) =
n
2
bn
2
c∑
k=0
(−1)k
n− k
(
n− k
k
)
(2x)n−2k y Un(x) =
bn
2
c∑
k=0
(−1)k
(
n− k
k
)
(2x)n−2k.
A continuación nos preocuparemos de describir las relaciones entre productos de polinomios de
Chebyshev.
PROPOSICIÓN 4.10. Para cada n,m ∈ Z y cada x ∈ C se satisfacen las siguientes identidades:
1. 2Tn(x)Tm(x) = Tn+m(x) + Tn−m(x).
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2. 2Tn(x)Um(x) = Un+m(x) + Um−n(x).
3. 2(x2 − 1)Un(x)Um(x) = Tn+m+2(x)− Tn−m(x).
4. (x+ 1)Vn(x)Vm(x) = Tn+m+1(x) + Tn−m(x).
5. (x− 1)Wn(x)Wm(x) = Tn+m+1(x)− Tn−m(x).
Demostración. En todos los casos consideraremos m ∈ Z arbitrario pero fijado y demostraremos las
identidades para n ∈ Z. Como en la Proposición 4.8 tendremos en cuenta que aplicando el Lema 4.3,
los polinomios que aparecen a los dos lados de las igualdades determinan una sucesión de Chebyshev.
Así pues, bastará comprobar que los correspondientes polinomios de órdenes cero y uno coinciden, o
lo que es equivalente, que las identidades son ciertas para n = 0, 1. Para ello también haremos uso de
los resultados de la Proposición 4.7.
1. Como T−m(x) = Tm(x) y T0 = 1, la identidad es cierta para n = 0. Por otra parte, como
T1(x) = x, tenemos que Tm+1(x) = 2xTm(x) − Tm−1(x) = 2T1(x)Tm(x) − Tm−1(x), es decir,
2xTm(x) = Tm+1(x) + Tm−1(x), de manera que la identidad también es cierta para n = 1.
2. Como T0(x) = 1, la identidad es obvia si n = 0. Como T1(x) = x, nuevamente tenemos que
2xUm(x) = Um+1(x) + Um−1(x), de manera que la identidad también es cierta para n = 1.
3. Aplicando la última igualdad del apartado 4 de la Proposición 4.8, tenemos la identidad
2(x2 − 1)Um(x) = Tm+2(x) − Tm(x) y como Tm = T−m y U0 = 1, el resultado es cierto para
n = 0. Por otra parte, 2(x2 − 1)U1(x)Um(x) = 2xTm+2(x) − 2xTm(x), de manera que teniendo en
cuenta que por la relación de recurrencia de la Definición 4.1, 2xTk(x) = Tk+1(x) + Tk−1(x), resulta
que
2xTm+2(x)− 2xTm(x) = Tm+3(x) + Tm+1(x)− Tm+1(x)− Tm−1(x) = Tm+3(x)− T1−m(x),
con lo que la identidad es también válida para n = 1.
4. Como para cada k ∈ Z se tiene que Vk = Uk − Uk−1, aplicando la identidad del apartado 3,
obtenemos que para cada n,m ∈ Z se satisface que
2(x2 − 1)Vn(x)Vm(x) = 2(x2 − 1)Un(x)Um(x)− 2(x2 − 1)Un(x)Um−1(x)
− 2(x2 − 1)Un−1(x)Um(x) + 2(x2 − 1)Un−1(x)Um−1(x)
= Tn+m+2(x)− Tn−m(x)− Tn+m+1(x) + Tn−m+1(x)
− Tm+n+1(x) + Tn−m−1(x) + Tn+m(x)− Tn−m(x).
Por tanto,
2(x2 − 1)Vn(x)Vm(x) = Tn+m+2(x) + Tn+m(x)− 2Tn+m+1(x)
+ Tn−m+1(x) + Tn−m−1(x)− 2Tn−m(x)
= 2(x− 1)Tn+m+1(x) + 2(x− 1)Tn−m(x)
= 2(x− 1)[Tn+m+1(x) + Tn−m(x)],
de donde se deduce la identidad propuesta para cada x 6= 1 y, por tanto, también para x = 1.
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5. Teniendo en cuenta que Wk = Uk +Uk−1, para cada k ∈ Z, aplicando nuevamente la identidad
del apartado 3, obtenemos que para cada n,m ∈ Z se satisface que
2(x2 − 1)Wn(x)Wm(x) = 2(x2 − 1)Un(x)Um(x) + 2(x2 − 1)Un(x)Um−1(x)
+ 2(x2 − 1)Un−1(x)Um(x) + 2(x2 − 1)Un−1(x)Um−1(x)
= Tn+m+2(x)− Tn−m(x) + Tn+m+1(x)− Tn−m+1(x)
+ Tm+n+1(x)− Tn−m−1(x) + Tn+m(x)− Tn−m(x).
Por tanto,
2(x2 − 1)Wn(x)Wm(x) = Tn+m+2(x) + Tn+m(x) + 2Tn+m+1(x)
−
(
Tn−m+1(x) + Tn−m−1(x)
)
− 2Tn−m(x)
= 2(x+ 1)Tn+m+1(x)− 2(x+ 1)Tn−m(x)
= 2(x+ 1)[Tn+m+1(x)− Tn−m(x)],
de donde se deduce la identidad propuesta. 
COROLARIO 4.11. Para cada n ∈ Z y cada x ∈ C se satisfacen las siguientes identidades
1. 2Tn(x)Tn−1(x) = T2n−1(x) + x y 2Tn(x)Un−1(x) = U2n−1(x).
2. (x+ 1)Vn(x) = Tn+1(x) + Tn(x) y (x− 1)Wn(x) = Tn+1(x)− Tn(x).
Demostración. Las dos primeras identidades corresponden a las dos primeras de la Proposición 4.10
tomando m = n − 1 y teniendo en cuenta que T1(x) = x y U−1 = 0. Las dos últimas identidades
corresponden a las dos últimas de la Proposición 4.10 tomando m = 0 y teniendo en cuenta que
U0 = V0 = W0 = 1. 
COROLARIO 4.12. Fijado m ∈ Z, para cada n ∈ Z y cada x ∈ C se satisfacen las siguientes
identidades
1. Tn(x)Tm+n+1(x)− Tn+1(x)Tm+n(x) = (x2 − 1)Um−1(x).
2. Tn(x)Um+n+1(x)− Tn+1(x)Um+n(x) = Tm+1(x).
3. Tn(x)Vm+n+1(x)− Tn+1(x)Vm+n(x) = (x− 1)Wm(x).
4. Tn(x)Wm+n+1(x)− Tn+1(x)Wm+n(x) = (x+ 1)Vm(x).
5. Un(x)Um+n+1(x)− Un+1(x)Um+n(x) = −Um−1(x).
6. Un(x)Vm+n+1(x)− Un+1(x)Vm+n(x) = −Vm−1(x).
7. Un(x)Wm+n+1(x)− Un+1(x)Wm+n(x) = Wm−1(x).
8. Vn(x)Vm+n+1(x)− Vn+1(x)Vm+n(x) = 2(x− 1)Um−1(x).
9. Vn(x)Wm+n+1(x)− Vn+1(x)Wm+n(x) = −2Tm(x).
10. Wn(x)Wm+n+1(x)−Wn+1(x)Wm+n(x) = 2(x+ 1)Um−1(x).
Demostración.
1. Aplicando la identidad del apartado 1 de la Proposición 4.10 y, posteriormente, la última iden-
tidad del apartado 4 de la Proposición 4.8, obtenemos que
Tn(x)Tm+n+1(x)− Tn+1(x)Tm+n(x) = 1
2
[Tm+1(x)− Tm−1(x)] = (x2 − 1)Um−1(x).
2. Aplicando el apartado 2 de la Proposición 4.10 y la primera identidad del apartado 1 de la
Proposición 4.8, tenemos que
TnUm+n+1 − Tn+1Um+n = 1
2
[Um+1 − Um−1] = Tm+1.
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3. Aplicando primero el apartado 5 de la Proposición 4.8 y, posteriormente, el resultado del apar-
tado anterior, obtenemos que
TnVm+n+1 − Tn+1Vm+n = TnUm+n+1 − Tn+1Um+n − [TnUm+n − Tn+1Um+n−1] = Tm+1 − Tm,
de manera que el resultado se concluye del segundo apartado del anterior corolario.
4. Aplicando primero el apartado 6 de la Proposición 4.8 y, posteriormente, el resultado del apar-
tado 2 anterior, obtenemos que
TnWm+n+1 − Tn+1Wm+n = TnUm+n+1 − Tn+1Um+n + TnUm+n − Tn+1Um+n−1 = Tm+1 + Tm,
de manera que el resultado se concluye del segundo apartado del anterior corolario.
5. Aplicando la identidad del apartado 3 de la Proposición 4.10 y, posteriormente, la última iden-
tidad del apartado 4 de la Proposición 4.8, obtenemos que para cada x 6= ±1,
Un(x)Um+n+1(x)− Un+1(x)Um+n(x) = −1
2(x2 − 1)[Tm+1(x)− Tm−1(x)] = −Um−1(x).
Por otra parte, aplicando los resultados de los apartados 2 y 3 del Corolario 4.9, obtenemos que
Un(1)Um+n+1(1)−Un+1(1)Um+n(1) = (n+1)(m+n+2)−(n+2)(n+m+1) = −m = −Um−1(1),
mientras que
Un(−1)Um+n+1(−1)− Un+1(−1)Um+n(−1) = (−1)mm = −Um−1(−1),
de manera que la identidad propuesta es también válida para x = ±1.
6. Aplicando la primera identidad del apartado 5 de la Proposición 4.8 y, posteriormente, el resul-
tado del apartado anterior, obtenemos que
UnVm+n+1 − Un+1Vm+n = UnUm+n+1 − Un+1Um+n − [UnUm+n − Un+1Um+n−1] = Um−2 − Um−1,
de manera que el resultado se concluye de nuevo de la primera identidad del apartado 5 de la Propo-
sición 4.8.
7. Aplicando la primera identidad del apartado 6 de la Proposición 4.8 y, posteriormente, el resul-
tado del apartado 5 anterior, obtenemos que
UnWm+n+1 − Un+1Wm+n = UnUm+n+1 − Un+1Um+n + UnUm+n − Un+1Um+n−1 = Um−2 + Um−1,
de manera que el resultado se concluye de la primera identidad del apartado 6 de la Proposición 4.8.
8. Aplicando la primera identidad del apartado 5 de la Proposición 4.8 y, posteriormente, el resul-
tado del apartado 6 anterior, obtenemos que
VnVm+n+1 − Vn+1Vm+n = UnVm+n+1 − Un+1Vm+n − [Un−1Vm+n+1 − UnVm+n] = Vm − Vm−1,
de manera que el resultado se concluye de la primera identidad del apartado 4 de la Proposición 4.8.
9. Aplicando la primera identidad del apartado 5 de la Proposición 4.8 y, posteriormente, el resul-
tado del apartado 7 anterior, obtenemos que
VnWm+n+1−Vn+1Wm+n = UnWm+n+1−Un+1Wm+n− [Un−1Wm+n+1−UnWm+n] = Wm−1−Wm,
de manera que el resultado se concluye de la segunda identidad del apartado 2 de la Proposición 4.8.
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10. Aplicando la primera identidad del apartado 6 de la Proposición 4.8 y, posteriormente, el
resultado del apartado 7 anterior, obtenemos que
WnWm+n+1−Wn+1Wm+n = UnWm+n+1−Un+1Wm+n+Un−1Wm+n+1−UnWm+n = Wm−1 +Wm,
de manera que el resultado se concluye de la segunda identidad del apartado 4 de la Proposición
4.8. 
Acabaremos esta sección evaluando las sumas de diferentes familias de polinomios de Chebyshev.
PROPOSICIÓN 4.13. Para cada n ∈ N y cada x ∈ C se satisfacen las siguientes identidades:
1.
n∑
k=0
T2k+1(x) =
1
2
U2n+1(x),
n∑
k=0
T2k(x) =
1
2
[U2n(x) + 1] y
n∑
k=0
Tk(x) =
1
2
[Wn(x) + 1].
2. (x−1)
n∑
k=0
Uk(x) =
1
2
[Vn+1(x)−1],
n∑
k=0
Vk(x) = Un(x) y (x−1)
n∑
k=0
Wk(x) = Tn+1(x)−1.
Demostración.
1. Como T1(x) = x = 12 U1(x) y T0(x) = 1 =
1
2
[U0(x) + 1], las dos primeras identidades son
ciertas para n = 0. Supuestas válidas para n, aplicando la primera identidad del apartado 1 de la
Proposición 4.8,
n+1∑
k=0
T2k+1(x) =
1
2
U2n+1(x) + T2n+3(x)
= 1
2
U2n+1(x) +
1
2
[U2n+3(x)− U2n+1(x)] = 12 U2n+3(x),
n+1∑
k=0
T2k(x) =
1
2
[U2n(x) + 1] + T2n+2(x)
= 1
2
[U2n(x) + 1] +
1
2
[U2n+2(x)− U2n(x)] = 12 [U2n+2(x) + 1],
lo que demuestra las dos primeras identidades. Por otra parte, para cada n ∈ N, si tenemos en cuenta
las anteriores igualdades y la primera identidad del apartado 6 de la Proposición 4.8, resulta que
2n+1∑
k=0
Tk(x) =
n∑
k=0
T2k+1(x) +
n∑
k=0
T2k(x) =
1
2
U2n+1(x) +
1
2
[U2n(x) + 1] =
1
2
[W2n+1(x) + 1],
2n∑
k=0
Tk(x) =
n∑
k=0
T2k(x) +
n−1∑
k=0
T2k+1(x) =
1
2
[U2n(x) + 1] +
1
2
U2n−1(x) = 12 [W2n(x) + 1],
lo que concluye la tercera identidad.
2. Aplicando la identidad del tercer apartado de la Proposición 4.10, obtenemos que
2(x2 − 1)
n∑
k=0
Uk(x) =
n∑
k=0
Tk+2(x)−
n∑
k=0
Tk(x) = Tn+2(x) + Tn+1(x)− T0(x)− T1(x),
de manera que aplicando la identidad del apartado 4 de la misma proposición,
2(x2 − 1)
n∑
k=0
Uk(x) = (x+ 1)[Vn+1(x)− 1],
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lo que implica la identidad propuesta para x 6= −1. Por otra parte,
−2
n∑
k=0
Uk(−1) = −2
n∑
k=0
(−1)k(k + 1) = 1
2
[(−1)n+1(2n+ 3)− 1] = 1
2
[Vn+1(−1)− 1],
lo que implica también la identidad para x = −1.
Además, teniendo en cuenta que U−1 = 0 y la primera identidad del apartado 5 de la Proposición
4.8, resulta que
n∑
k=0
Vk(x) =
n∑
k=0
Uk(x)−
n−1∑
k=0
Uk(x) = Un(x),
mientras que de la primera identidad del apartado 6 de la Proposición 4.8, resulta que
(x− 1)
n∑
k=0
Wk(x) = (x− 1)
n∑
k=0
Uk(x) + (x− 1)
n−1∑
k=0
Uk(x) = (x− 1)Un(x) + 2(x− 1)
n−1∑
k=0
Uk(x),
de manera que aplicando la primera identidad de este apartado y la segunda identidad del apartado 5
de la Proposición 4.8
(x− 1)
n∑
k=0
Wk(x) = Tn+1(x)− Vn(x) + Vn(x)− 1 = Tn+1(x)− 1. 
5. Teorema de Estructura
Nuestro objetivo en esta sección es mostrar la conocida relación entre los polinomios de Chebys-
hev y las ecuaciones en diferencias autoadjuntas con coeficientes constantes. Esta relación nos permi-
tirá obtener expresiones unificadas de las soluciones de estas ecuaciones y, por extensión, de las solu-
ciones de las ecuaciones con coeficientes constantes en general, es decir, expresiones que no dependan
de cuando su coeficiente |b| sea igual a, mayor que o menor que el coeficiente 2a. Recíprocamente,
la relación entre los polinomios de Chebyshev y las ecuaciones en diferencias nos permitirá obtener
a lo largo del resto del trabajo algunas relaciones muy útiles para diversas familias de polinomios de
Chebyshev.
Si consideramos el conjunto K que denota R o C y, por tanto, K∗ = K \ {0}, una sucesión de
elementos de K es una función v : Z −→ K y denotamos por `(K) el espacio de todas las sucesiones
de elementos de K. Claramente, `(R) = C(Z).
Dados v ∈ `(K) y p ∈ N∗, para cualquier m ∈ Z denotamos por vp,m ∈ `(K) la subsucesión de v
definida como
vp,m(k) = v(kp+m), k ∈ Z.
Obviamente, cualquier sucesión v ∈ `(K) está completamente determinada por los valores de las su-
cesiones vp,j , para 0 ≤ j ≤ p−1. En particular, v1,0 = v, mientras que v2,0 y v2,1 son las subsucesiones
de índices pares e impares, respectivamente. Además, las subsucesiones v1,m son las traslaciones de
v, ya que v1,m(k) = v(k + m) para cualquier k ∈ Z. Nótese que si permitimos p = −1, entonces
v−1,m son las traslaciones simetrizadas de v, puesto que v−1,m(k) = v(m− k) para cualquier k ∈ Z.
Recordemos que una sucesión de polinomios {Pk(x)}k∈Z ⊂ C[x] es una sucesión de polinomios
de Chebyshev si satisface la siguiente recurrencia de tres términos
Pk+1(x) = 2xPk(x)− Pk−1(x), k ∈ Z,
y el elemento Pk de la sucesión anterior es un polinomio de Chebyshev de grado k.
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Dado q ∈ K, la ecuación en diferencias de segundo orden con coeficientes constantes
(40) v(k + 1)− 2qv(k) + v(k − 1) = 0, k ∈ Z,
se denomina ecuación de Chebyshev con parámetro q y sus soluciones se denominan sucesiones
de Chebyshev con parámetro q. Obviamente, cualquier traslación o traslación simetrizada de una
sucesión de Chebyshev es también una sucesión de Chebyshev. Además, una sucesión de Chebyshev
determina su parámetro, ya que si v ∈ `(K) es una sucesión de Chebyshev con parámetro q y qˆ,
entonces
2qv(k) = v(k + 1) + v(k − 1) = 2qˆv(k), k ∈ Z
y, por tanto, 2(q − qˆ)z = 0, que implica que q = qˆ.
Claramente, cualquier sucesión de Chebyshev con parámetro q es de la forma {Pk(q)}k∈Z, donde
{Pk(x)}k∈Z es una sucesión de polinomios de Chebyshev. En particular, para cualquier sucesión de
Chebyshev v(k) existe α, β ∈ R tales que
v(k) = αUk−1(q) + βUk−2(q), para cualquier k ∈ Z.
En consecuencia, muchas propiedades de las sucesiones de Chebyshev son consecuencia de las pro-
piedades de los polinomios de Chebyshev y viceversa.
Ya habíamos anunciado en secciones precedentes que las ecuaciones de Chebyshev y los poli-
nomios de Chebyshev juegan un importante papel en el estudio de las ecuaciones con coeficientes
constantes, cometido que queda descrito en los siguientes resultados. Comenzamos con un resultado
fácil de demostrar que involucra ecuaciones en diferencias de primer orden con coeficientes constan-
tes.
LEMA 5.1. Sea r ∈ K∗ y se considera q = 1
2
(r + r−1). Entonces, una función u ∈ `(K) es una
solución de la ecuación en diferencias de primer orden u(k + 1) = ru(k), k ∈ Z, sii es una solución
de la ecuación de Chebyshev v(k + 1)− 2qv(k) + v(k − 1) = 0, k ∈ Z, que satisface v(1) = rv(0)
o, equivalentemente, sii v es un múltiplo de rUk−1(q)− Uk−2(q).
El segundo resultado atañe a las subsucesiones pares e impares de una sucesión de Chebyshev
dada.
LEMA 5.2. Sea q ∈ K y v ∈ `(K) una solución de la ecuación de Chebyshev
v(k + 1)− 2qv(k) + v(k − 1) = 0, k ∈ Z.
Entonces, para cualquier m ∈ Z, la subsucesión v2,m es una sucesión de Chebyshev con parámetro
2q2 − 1.
Demostración. Cuando q = 0, entonces v(k) = −v(k − 2) para cualquier k ∈ Z; lo que implica
que v2,m(k) = −v2,m(k − 1), para cualquier k ∈ Z. Aplicando el Lema 5.1 obtenemos que v2,m es
solución de la ecuación de Chebyshev con parámetro −1 = 2q2 − 1. Cuando q ∈ K∗, para cualquier
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k ∈ Z tenemos que v(k) = 1
2q
[
v(k + 1) + v(k − 1)] y, por tanto,
0 = v(2k +m+ 1)− 2qv(2k +m) + v(2k +m− 1)
=
1
2q
[
v(2k +m+ 2) + 2v(2k +m) + v(2k +m− 2)]− 2qv(2k +m)
=
1
2q
[
v(2k +m+ 2)− 2(2q2 − 1)v(2k +m) + v(2k +m− 2)]
=
1
2q
[
v2,m(k + 1)− 2(2q2 − 1)v2,m(k) + v2,m(k − 1)
]
,
verificándose el lema. 
Como mencionamos anteriormente, muchas propiedades e identidades que involucran polinomios
de Chebyshev son consecuencia de ser soluciones de las ecuaciones de Chebyshev. Por ejemplo, a
partir del lema anterior se obtienen las siguientes identidades clásicas, veáse (1.14) y (1.15) en [42],
(41) U2k(x) = Wk(2x2 − 1) y U2k+1(x) = 2xUk(2x2 − 1), k ∈ Z,
que a su vez implica
(42) T2k(x) = Tk(2x2 − 1) y T2k+1(x) = xVk(2x2 − 1), k ∈ Z.
A continuación presentamos el Teorema que da título a esta sección y que es su resultado prin-
cipal. Muestra que cualquier ecuación en diferencias con coeficientes contantes es equivalente a una
ecuación de Chebyshev. Aunque es un resultado conocido, véase [2, Teorema 3.1], reproducimos
también su demostración.
TEOREMA 5.3 (Teorema de Estructura). Consideramos a, c ∈ R∗, b ∈ R y u ∈ `(K) una solución
de la ecuación en diferencias de segundo orden con coeficientes constantes
au(k + 1)− bu(k) + cu(k − 1) = 0, k ∈ Z.
Entonces, u(k) = (
√
a−1c)kv(k), k ∈ Z, donde v ∈ `(K) es una solución de la ecuación de Chebys-
hev
v(k + 1)− 2qv(k) + v(k − 1) = 0, k ∈ Z,
cuyo parámetro es q =
b
2
√
ac
. Además, si ac > 0, entonces v ∈ `(R), mientras que cuando ac < 0
entonces, para cualquier m ∈ Z, u2,m(k) = (a−1c)kw(k), donde w ∈ `(R) es una solución de la
ecuación de Chebyshev
w(k + 2)− 2qˆw(k + 1) + w(k) = 0, k ∈ Z,
cuyo parámetro es qˆ =
b2
2ac
− 1 ∈ R.
Demostración. Claramente, para cualquier k ∈ Z tenemos que
0 = au(k + 1)− bu(k) + cu(k − 1) = (
√
a−1c)k−1
[
cv(k + 1)− b
√
a−1c v(k) + cv(k − 1)
]
.
Entonces, v ∈ `(C) es una solución de la ecuación en diferencias
0 = cv(k + 1)− b
√
a−1cv(k) + cv(k − 1)
5. Teorema de estructura 67
o, equivalentemente, de la ecuación de Chebyshev con parámetro q =
b
√
a−1c
2c
=
b
2
√
ac
. Si ac > 0,
entonces q ∈ R y, además, v ∈ `(R); mientras que si ac < 0, entonces qˆ = 2q2 − 1 = b
2
2ac
− 1 ∈ R.
Además, dadom ∈ Z, (√a−1c)mv es también una solución de la ecuación de Chebyshev con paráme-
tro q y, en consecuencia, aplicando el Lema 5.2, w = (
√
a−1c)mv2,m es una solución de la ecuación
de Chebyshev con parámetro qˆ ∈ R. Por tanto, para cualquier k ∈ Z obtenemos
w(k) = (
√
a−1c)mv(2k +m) = (
√
a−1c)m(
√
a−1c)−m−2ku(2k +m) = (a−1c)−ku2,m(k)
que, en particular, implica que w ∈ `(R) y, en consecuencia, el resultado. 
La resolución del problema de valor inicial
v(k + 1)− 2q v(k) + v(k + 1) = 0, v(0) = 0, v(1) = 1,
conduce a la solución fundamental φq. Y puesto que cualquier sucesión de Chebyshev puede ex-
presarse como combinación lineal de polinomios de Chebyshev de segunda especie de la forma
v(k) = αUk−1(q) + βUk−2(q), entonces φq(k) = Uk−1(q). Por tanto, aplicando el Teorema 2.7
obtenemos el siguiente resultado.
COROLARIO 5.4. Para cualesquiera x0, x1 ∈ R, cualquierm ∈ Z y cualquier f ∈ C(Z). la única
solución del problema de valor inicial
v(k + 1)− 2q u(k) + v(k − 1) = f(k), v(m) = x0, v(m+ 1) = x1,
viene dada por
v(k) = x1Uk−m−1(q)− x0Uk−m−2(q) +
∫ k
m
Uk−s−1(q)f(s)ds, k ∈ Z.
Y el Teorema de Estructura nos proporciona, finalmente, los siguientes resultados.
COROLARIO 5.5. La única solución del problema de valor inicial
a u(k + 1)− b u(k) + c u(k − 1) = f(k), u(0) = 0, u(1) = 1,
viene dada por u(k) = (
√
a−1c)k−1Uk−1(q), k ∈ Z, donde q = b
2
√
ac
.
Y para cualquier m ∈ Z, la única solución del problema de valor inicial
(43) aw(k + 1)− bw(k) + cw(k − 1) = f(k), w(m) = 0, w(m+ 1) = 1,
viene dada por w(k) = u(k −m) = (√a−1c)k−m−1Uk−m−1(q), k ∈ Z.
COROLARIO 5.6 (Fórmula de Lagrange para ecuaciones con coeficientes constantes). Para cua-
lesquiera x0, x1 ∈ R, cualquier m ∈ Z y cualquier f ∈ C(Z), la única solución del problema de
valor inicial
a u(k + 1)− b u(k) + c u(k − 1) = f(k), u(m) = x0, u(m+ 1) = x1,
viene dada por
u(k) = x1(
√
a−1c)k−m−1Uk−m−1(q)− x0(
√
a−1c)k−mUk−m−2(q)
+
1
a
∫ k
m
(
√
a−1c)k−s−1Uk−s−1(q)f(s)ds, k ∈ Z,
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donde q =
b
2
√
ac
.
NOTA 5.7. En la Sección 5 del primer capítulo se determinó una base de soluciones {φ, ψ} de la
ecuación homogénea asociada a las denominadas ecuaciones desacopladas, que son las ecuaciones
en diferencias lineales de segundo orden en las que el coeficiente b es nulo. Como caso particular se
obtuvo también esa misma base de soluciones en el caso de coeficientes constantes, es decir, para las
ecuaciones
au(k + 1) + cu(k − 1) = f(k), k ∈ Z,
donde a, c ∈ R∗ y f ∈ C(Z).
También se anunció que se contrastaría los resultados obtenidos con los que determinaran la teoría
presentada en este capítulo para la resolución de ecuaciones en diferencias con coeficientes constan-
tes.
Con las técnicas presentadas en esta sección, la función φ correspondería a la solución del Pro-
blema de Valor Inicial (43) con b = 0 y m = −1; es decir, φ(k) = (√a−1c)kUk(0), k ∈ Z. Te-
niendo en cuenta del Corolario 4.9 que U2n(0) = (−1)n y U2n+1(0) = 0, φ(k) = 0 sii k es impar y
φ(k) = (−1) k2 (√a−1c)k para k par.
Para la función ψ tenemos que considerar b = 0 y m = 0, así que ψ(k) = (
√
a−1c)k−1Uk−1(0),
k ∈ Z. Es decir, ψ(k) = 0 sii k es par, mientras que ψ(k) = (−1) k−12 (√a−1c)k−1 para k impar.
En ambos casos, hemos obtenido idénticas soluciones a las del Capítulo 1 de forma más rápida y
directa.
Finalizamos esta sección mostrando que la equivalencia entre cualquier ecuación en diferencias
de segundo orden y las ecuaciones de Chebyshev dada en el Teorema 5.3, conduce también a los si-
guientes resultados que relacionan los polinomios de Chebyshev de segunda especie con los números
de Horadam, los de Fibonacci, los de Pell y los de Jacobsthal, todos ellos presentados en la primera
sección de este capítulo como ejemplos de soluciones de ecuaciones en diferencias de segundo orden
con coeficientes constantes.
LEMA 5.8. Dados r, s ∈ Z y s 6= 0, se obtienen los siguientes resultados:
(i) Si s < 0, entonces Hn(r, s) = (
√−s)n−1Un−1
(
r
2
√−s
)
, n ∈ N∗.
(ii) Si s > 0, entonces H2n(r, s) = rsn−1Un−1
(
1 + r
2
2s
)
, n ∈ N∗.
En particular, para cualquier n ∈ N∗, F2n = Un−1
(
3
2
)
, J2n = 2n−1Un−1
(
5
4
)
, y P2n = 2Un−1(3).
Además, H2n(r, r) = rnUn−1
(
1 + r
2
)
cuando r > 0 y Hn(r, r) = (
√−r)n−1Un−1
(√−r
2
)
para r < 0.
Nuestro próximo objetivo es extender el resultado principal de esta sección a todo tipo de ecuacio-
nes en diferencias lineales de segundo orden. En la siguiente sección lo hacemos para las ecuaciones
con coeficientes periódicos. En el capítulo siguiente, entre otras cosas, los ampliamos para coeficien-
tes variables en general.
6. Ecuaciones con coeficientes periódicos
En esta sección desarrollamos un procedimiento que reduce cualquier ecuación en diferencias li-
neal de segundo orden con coeficientes periódicos a una ecuación en diferencias del mismo tipo pero
con coeficientes constantes. De esta forma, las soluciones de la primera ecuación pueden ser expre-
sadas en términos de polinomios de Chebyshev. Además, este resultado es también valido cuando los
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coeficientes pertenecen a un tipo mas general de sucesiones, que nosotros denominamos sucesiones
casi–periódicas.
Recordemos que denotamos por `(K) el espacio de todas las sucesiones de elementos de K y,
entonces, `(K∗) ⊂ `(K) es el subconjunto de sucesiones z ∈ `(K) tales que z(k) 6= 0 para todo
k ∈ Z. La sucesión nula se denota por 0.
La sucesión z ∈ `(K) se denomina casi–periódica con periodo p ∈ N∗ y razón r ∈ K∗ si satisface
que
z(p+ k) = r z(k), k ∈ Z,
que también implica que z(kp+m) = rkz(m) para cualquier k,m ∈ Z.
Claramente, una sucesión z ∈ `(K) es periódica con periodo p si y solo si es casi–periódica con
periodo p y razón r = 1. El conjunto de las sucesiones casi–periódicas con periodo p y razón r se
denota por `(K; p, r) y definimos `(K∗; p, r) = `(K; p, r) ∩ `(K∗). Entonces, `(K; p, 1) es el espacio
de las sucesiones periódicas con periodo p, mientras que `(K; 1, r) es el conjunto de las sucesiones
geométricas de razón r; es decir, si z ∈ `(K; 1, r), entonces z(k) = z(0)rk. En particular, `(K; 1, 1)
representa a todas las sucesiones constantes y se identifica con K.
En los sucesivo omitimos el parámetro r cuando vale 1. Entonces, el espacio de las sucesiones pe-
riódicas con periodo p se denota por `(K; p) y, por tanto, `(K; 1) representa las sucesiones constantes.
Si z ∈ `(K; p, r) no es una sucesión nula, entonces r = z(k0)−1z(k0 + p), donde k0 = mı´n{k ∈
N : z(k) 6= 0}. Entonces, si z es una sucesión casi–periódica no nula de periodo p, entonces z está
determinada por los p+ 1 valores z(j), j = 0, . . . , p−1 y r o, equivalentemente, por los valores z(j),
j = 0, . . . , p.
LEMA 6.1. Dados p ∈ N∗ y r ∈ K∗, entonces z ∈ `(K; p, r) sii la subsucesión zp,m ∈ `(K; 1, r)
para cualquier m ∈ Z. Además, `(K; p, r) ⊂ `(K;np, rn) para cualquier n ∈ N∗.
Dadas tres funciones a, c ∈ C∗(Z) y b ∈ C(Z), consideramos la ecuación en diferencias irreducible
de segundo orden y homogénea
(44) a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ Z.
La Ecuación (44) tiene coeficientes casi–periódicos con periodo p ∈ N∗ y razón r ∈ R∗ si a, c ∈
`(R∗; p, r) y b ∈ `(R; p, r). Es bien conocido que cualquier ecuación en diferencias lineal y irreducible
de segundo orden es equivalente a una ecuación autoadjunta. Con este fin, consideramos la función
de acompañamiento ρa,c ∈ C∗(Z) definida en la Ecuación (7) del Capítulo 1.
LEMA 6.2. Dados a, c ∈ C∗(Z), se verifican las siguientes propiedades:
(i) ρa,c(k) = 1 para todo k ∈ Z sii a = c.
(ii) ρa,c(k − 1)a(k − 1) = ρa,c(k)c(k − 1), k ∈ Z. Entonces, z ∈ `(K) es una solución de la
ecuación en diferencias cuyos coeficientes son a, b y c sii es una solución de la ecuación en
diferencias autoadjunta cuyos coeficientes son ρa,ca y ρa,cb.
(iii) Si a, c ∈ `(R∗; p, r), entonces ρa,c ∈ `
(
R∗; p, ρa,c(p)
)
. Por tanto, si b ∈ `(R; p, r), entonces
ρa,cb ∈ `
(
R; p, rρa,c(p)
)
.
El siguiente resultado muestra el papel que juegan las ecuaciones de Chebyshev en la resolución
de ciertos sistemas lineales de ecuaciones en diferencias con coeficientes constantes. Es justamente
la clave para resolver ecuaciones en diferencias lineales de segundo orden con coeficientes casi–
periódicos.
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PROPOSICIÓN 6.3. Dados p ∈ N∗, aj ∈ R∗ y bj ∈ R, j = 0, . . . , p − 1, consideramos las
funciones vj ∈ C(K), j = 0, . . . , p− 1, que satisfacen las igualdades
b0v0(k) = a0v1(k) + ap−1vp−1(k − 1),
bjvj(k) = ajvj+1(k) + aj−1vj−1(k), j = 1, . . . , p− 2,
bp−1vp−1(k) = ap−1v0(k + 1) + ap−2vp−2(k),
donde v1(k) = v0(k + 1), k ∈ Z, cuando p = 1. Entonces, existe qp(a0, . . . , ap−1; b0, . . . , bp−1) ∈ R
tal que para cualquier j = 0, . . . , p− 1, vj es una solución de la ecuación de Chebyshev
v(k + 1)− 2qp(a0, . . . , ap−1; b0, . . . , bp−1)v(k) + v(k − 1) = 0, k ∈ Z.
Demostración. Se demuestra por inducción en p.
Si p = 1, el sistema se reduce a la ecuación b0v0(k) = a0v0(k + 1) + a0v0(k − 1) y, por tanto,
basta con tomar q1(a0; b0) =
b0
2a0
∈ R.
Si p = 2, entonces el sistema resulta{
b0v0(k) = a0v1(k) + a1v1(k − 1),
b1v1(k) = a1v0(k + 1) + a0v0(k).
Si b1 6= 0, despejando v1 de la segunda ecuación y sustituyendo su valor en la primera, se obtiene
b0v0(k) =
1
b1
[
a0a1v0(k + 1) + (a
2
0 + a
2
1)v0(k) + a0a1v0(k − 1)
]
,
que implica q2(a0, a1; b0, b1) =
1
2a0a1
[
b0b1 − a20 − a21
] ∈ R. Además, puesto que a0, a1, b0, b1 ∈ R,
obtenemos que
iq2(±ia0, a1; b0, b1) = ±1
2a0a1
[
b0b1+a
2
0−a21
] ∈ R y iq2(a0,±ia1; b0, b1) = ±1
2a0a1
[
b0b1−a20+a21
] ∈ R.
Como la anterior ecuación de Chebyshev con parámetro q2 tiene coeficientes constantes, la fun-
ción v ∈ C(K) definida para cualquier k ∈ Z como v(k) = v0(k+1) es también solución de la misma
ecuación. Por tanto, v1 es también una solución ya que, de la segunda ecuación del sistema, es una
combinación lineal de las funciones v y v0.
Si b0 6= 0, entonces despejando v0 de la primera ecuación y sustituyendo su valor en la segunda,
se obtiene
b1v1(k) =
1
b0
[
a0a1v1(k + 1) + (a
2
0 + a
2
1)v1(k) + a0a1v1(k − 1)
]
,
que implica nuevamente las mismas conclusiones anteriores.
Si b0 = b1 = 0, entonces v1(k) = rv1(k− 1) y v0(k + 1) = r−1v0(k), donde r = −a1
a0
. Entonces,
aplicando el Lema 5.1, obtenemos que ambos, v0 y v1 son soluciones de la ecuación de Chebyshev
con parámetro 1
2
(r + r−1) = q2(a0, a1; 0, 0).
Supongamos ahora que p ≥ 3 y que la proposición se verifica para cualquier 1 ≤ ` ≤ p− 1.
Si bp−1 6= 0, entonces de la última ecuación tenemos
vp−1(k) = b−1p−1ap−1v0(k + 1) + b
−1
p−1ap−2vp−2(k), para cualquier k ∈ Z,
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y sustituyendo el valor de vp−1(k − 1) y de vp−1(k) en la primera y en la penúltima ecuación del
sistema, obtenemos
b−1p−1(b0bp−1 − a2p−1)v0(k) = a0v1(k) + b−1p−1ap−1ap−2vp−2(k − 1),
bjvj(k) = ajvj+1(k) + aj−1vj−1(k), j = 1, . . . , p− 3,
b−1p−1(bp−2bp−1 − a2p−2)vp−2(k) = b−1p−1ap−2ap−1v0(k + 1) + ap−3vp−3(k).
Aplicando la hipótesis de inducción y considerando
qp = qp−1
(
a0, a1, . . . , ap−3, b−1p−1ap−2ap−1; b
−1
p−1(b0bp−1 − a2p−1), b1, . . . , bp−3, b−1p−1(bp−2bp−1 − a2p−2)
)
,
qp ∈ R y para cualquier j = 0, . . . , p− 2 se verifica que
2qpvj(k) = vj(k + 1) + vj(k − 1), para cualquier k ∈ Z.
Además, como vp−1 es una combinación lineal de dos soluciones de la misma ecuación de Chebyshev,
es también una solución de ésta. Y también, puesto que aj, bj ∈ R, j = 0, . . . , p − 1, entonces
b−1p−1ap−2ap−1, b
−1
p−1(b0bp−1 − a2p−1), b−1p−1(bp−2bp−1 − a2p−2) ∈ R y aplicando la hipótesis de inducción
podemos concluir que
iqp(a0, . . . ,±iaj, . . . , ap−1; b0, . . . , bp−1) ∈ R,
para cualquier j = 0, . . . , p− 1.
Cuando b0 6= 0, despejando v0 de la primera ecuación y aplicando el mismo razonamiento anterior,
para cualquier j = 0, . . . , p− 1 se obtiene
2qpvj(k) = vj(k + 1) + vj(k − 1), para cualquier k ∈ Z,
donde
qp = qp−1
(
a1, . . . , ap−2, b−10 a0ap−1; b
−1
0 (b0b1 − a20), b2, . . . , bp−2, b−10 (b0bp−1 − a2p−1)
) ∈ R
y las restantes propiedades de qp también se verifican.
Si b0 = bp−1 = 0, entonces v0(k) = −a−1p−1ap−2vp−2(k− 1) y vp−1(k) = −a−1p−1a0v1(k + 1) y, por
tanto, sustituyendo sus valores en la segunda y en la penúltima ecuación, obtenemos
b1v1(k) = a1v2(k)− a−1p−1a0ap−2vp−2(k − 1),
bjvj(k) = ajvj+1(k) + aj−1vj−1(k), j = 2, . . . , p− 3,
bp−2vp−2(k) = −a−1p−1a0ap−2v1(k + 1) + ap−3vp−3(k).
Aplicando nuevamente la hipótesis de inducción y tomando
qp = qp−2
(
a1, . . . , ap−3,−a−1p−1a0ap−2; b1, . . . , bp−2
) ∈ R,
entonces para cualquier j = 1, . . . , p− 2 se verifica que
2qpvj(k) = vj(k + 1) + vj(k − 1), para cualquier k ∈ Z.
Finalmente, como las funciones v0 y vp−1 son ambas múltiplos de las soluciones de la anterior ecua-
ción de Chebyshev, son también soluciones de ésta. Además, puesto que aj, bj ∈ R, j = 0, . . . , p− 1,
−a−1p−1a0ap−2 ∈ R, y vuelve a verificarse que
iqp(a0, . . . ,±iaj, . . . , ap−1; b0, . . . , bp−1) ∈ R, para cualquier j = 1, . . . , p− 1. 
Estamos ya en disposición de presentar el resultado principal de esta sección.
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TEOREMA 6.4. Consideramos p ∈ N∗, r ∈ R∗, a, c ∈ `(R∗; p, r), b ∈ `(R; p, r), s = ρa,c(p),
γ = (
√
rs)−1 y u ∈ `(K) una solución de la ecuación con coeficientes casi–periódicos
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ Z.
Entonces, existe qp,r(a; b; c) ∈ C tal que para cualquier m ∈ Z, up,m(k) = γkv(k), k ∈ Z, donde la
sucesión v ∈ `(C) es una solución de la ecuación de Chebyshev
v(k + 1)− 2qp,r(a; b; c)v(k) + v(k − 1) = 0, k ∈ Z.
Además, obtenemos los siguientes resultados
(i) Si rs > 0, entonces qp,r(a; b; c) ∈ R y v ∈ `(R).
(ii) Si rs < 0, entonces qp,r(a; b; c)2 ∈ R y, entonces, u2p,m(k) = (rs)−kw(k), k ∈ Z, donde
w ∈ `(R) es una solución de la ecuación de Chebyshev
w(k + 1)− 2(2qp,r(a; b; c)2 − 1)w(k) + w(k − 1) = 0, k ∈ Z.
Demostración. Dado m ∈ Z, podemos considerar m = k0p + j, donde 0 ≤ j ≤ p − 1. Entonces,
up,m(k) = up,j(k+k0) y, por tanto, basta con probar la hipótesis para 0 ≤ j ≤ p−1 y tener en cuenta
que si una función es solución de una ecuación en diferencias con coeficientes constantes, entonces
cualquier traslación de aquélla es una solución de la misma ecuación.
Del apartado (ii) del Lema 6.2, sabemos que u ∈ `(K) es una solución de la ecuación sii es una
solución de la ecuación autoadjunta
ρa,c(k)a(k)u(k + 1)− ρa,c(k)b(k)u(k) + ρa,c(k − 1)a(k − 1)u(k − 1) = 0, k ∈ Z,
y, además, el apartado (iii) del Lema 6.2 implica que ρa,ca, ρa,cb ∈ `(R; p, rs).
Puesto que los coeficientes de esta última ecuación son casi–periódicos con periodo p y razón rs,
u ∈ `(K) es una solución sii las subsucesiones up,j , j = 0, . . . , p− 1 satisfacen las igualdades
ρa,c(0)b(0)up,0(k) = ρa,c(0)a(0)up,1(k) + γ
2ρa,c(p− 1)a(p− 1)up,p−1(k − 1),
ρa,c(j)b(j)up,j(k) = ρa,c(j)a(j)up,j+1(k) + ρa,c(j − 1)a(j − 1)up,j−1(k), 1 ≤ j ≤ p− 2,
ρa,c(p− 1)b(p− 1)up,p−1(k) = ρa,c(p− 1)a(p− 1)up,0(k + 1) + ρa,c(p− 2)a(p− 2)up,p−2(k).
Definiendo vj(k) = γ−kup,j(k), j = 0, . . . , p− 1, obtenemos
ρa,c(0)b(0)v0(k) = ρa,c(0)a(0)v1(k) + γρa,c(p− 1)a(p− 1)vp−1(k − 1),
ρa,c(j)b(j)vj(k) = ρa,c((j)a(j)vj+1(k) + ρa,c(j − 1)a(j − 1)vj−1(k), 1 ≤ j ≤ p− 2,
ρa,c(p− 1)b(p− 1)vp−1(k) = γρa,c(p− 1)a(p− 1)v0(k + 1) + ρa,c(p− 2)a(p− 2)vp−2(k).
Se obtiene el resultado aplicando la Proposición 6.3 y considerando
qp,r(a; b; c) = qp
(
ρa,c(0)a(0), . . . , γρa,c(p− 1)a(p− 1); ρa,c(0)b(0), . . . , ρa,c(p− 1)b(p− 1)
)
.
Además, cuando rs > 0, entonces γ ∈ R. Aplicando nuevamente la Proposición 6.3 se obtiene
que qp,r(a; b; c) ∈ R y v ∈ `(R), lo que demuestra (i).
(ii) Cuando rs < 0, entonces γ = −i(√|rs|)−1. Por tanto, si consideramos la función aˆ ∈ C(R)
definida para cualquier k, j ∈ Z como aˆ(pk+ j) = a(pk+ j) cuando j 6= p−1 y en el caso j = p−1
como aˆ(pk + p− 1) = (√|rs|)−1 a(pk + p− 1), claramente,
qp,r(a; b; c) = qp
(
ρa,c(0)aˆ(0), . . . ,−iρa,c(p− 1)aˆ(p− 1); ρa,c(0)b(0), . . . , ρa,c(p− 1)b(p− 1)
)
,
que según la Proposición 6.3 implica que iqp,r(a; b; c) ∈ R y, en consecuencia, qp,r(a; b; c)2 ∈ R. Se
llega a la conclusión siguiendo el mismo razonamiento del último apartado del Teorema 5.3, teniendo
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en cuenta que up,m(2k) = u(2pk +m) = u2p,m(k), mientras que up,m(2k + 1) = u(2pk + p+m) =
u2p,p+m(k) para cualquier k ∈ Z. 
Resaltamos que mientras la equivalencia entre una ecuación en diferencias de segundo orden
con coeficientes casi–periódicos y una ecuación de Chebyshev ha podido establecerse, mas o menos
fácilmente, por inducción, la determinación del parámetro qp,r(a; b; c) de la ecuación de Chebysev
equivalente es más difícil ya que involucra una recurrencia fuertemente no lineal. En el próximo
capítulo resolvemos esta recurrencia obteniendo una fórmula cerrada para este parámetro en términos
de los coeficientes de la ecuación de segundo orden que se pretende resolver.

Capítulo 4
Determinación de las soluciones fundamentales
1. Multi–índices binarios
El objetivo de este capítulo es, dado m∈ ◦I∪{0} y x0, x1 ∈ R, obtener una expresión explícita de
de la solución única u ∈ C(I) del problema de valor inicial
(45) a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I, x(m) = x0, x(m+ 1) = x1,
para cualquier dato f ∈ C(I), en términos de sus coeficientes a, c ∈ C∗(I) y b ∈ C(I) y de las que
denominamos soluciones fundamentales, que no son más que soluciones de su ecuación homogénea
asociada que satisfacen unas determinadas condiciones iniciales. En definitiva, pretendemos deter-
minar una fórmula cerrada para las soluciones fundamentales de cualquier ecuación en diferencias
lineal y de segundo orden. Para alcanzar dicha meta, nos resultará útil introducir algunos conceptos y
notaciones previos.
Un multi–índice de orden p ∈ N∗ es una p-tupla α = (α1, . . . , αp) ∈ Np y su longitud es
|α| =
p∑
j=1
αj .
Dadas p variables, x1, . . . , xp, y α = (α1, . . . , αp) un multi-índice de orden p, definimos el mono-
mio de grado |α|
(46) xα = xα11 · · ·xαpp .
Claramente, xα ∈ Z[x] = Z[x1, . . . , xp] ⊂ R[x1, . . . , xp] = R[x] y, en consecuencia, si consideramos
a = (a1, . . . , ap) ∈ Rp, entonces aα = aα11 · · · aαpp ∈ R.
Extendemos la notación anterior a a ∈ C(I). Especificamente, si a ∈ C(I) y para cualquier p ∈ N∗
consideramos α = (α1, . . . , αp), un multi–índice de orden p, entonces aα = a(1)α1 · · · a(p)αp ∈ R.
Por otro lado, cuando a ∈ C∗(I) entonces (a−1)α = (aα)−1 y denotamos este valor por a−α. Nótese
que para a ∈ C(I) y α ∈ Np, aα no tiene en cuenta el valor de a(0).
Dado p ∈ N∗ un multi–índice binario de orden p es una p–tupla α = (α1, . . . , αp) tal que αj ∈
{0, 1} para cualquier j = 1, . . . , p. El conjunto de multi–índices binarios de orden p se denota por Lp
y se verfica que su número de elementos es |Lp| = 2p, para cualquier p ∈ N.
Dados p ∈ N∗ y α ∈ Lp, entonces 0 ≤ |α| ≤ p. Es decir, |α| = m si y solo si exactamente
m componentes de α valen 1 y p − m componentes de α valen 0. Obviamente, α = (0, . . . , 0) es
el único multi–índice binario de orden p y longitud nula. Por otra parte, denotamos por pip ∈ Lp
el único multi–índice binario de orden y longitud igual a p; es decir, pip = (1, . . . , 1). Nótese que
apip = a(1) · · · a(p), para cualquier a ∈ C(I). Además definimos api0 = 1 y cuando a ∈ C∗(I),
api−p = a(−p + 1)−1a(−p + 2)−1 · · · a(0)−1; es decir, la expresión apim con a ∈ C∗(I) y m < 0
corresponde al cálculo apim = a(m+1)−1 · · · a(0)−1. Por tanto, si a(0) ∈ R∗, entonces api−1 = a(0)−1.
Por otra parte, si |α| = m ≥ 1, se denota por i1, . . . , im los índices tales que 1 ≤ i1 < · · · < im ≤ p
y αij = 1, j = 1, . . . ,m.
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1.1. Multi–índices generales. En el caso de la resolución del Problema de Valor Inicial (45)
con cualesquiera coeficientes a, b y c, estamos interesados en considerar únicamente ciertos multi–
índices binarios de orden p, para cualquier p ∈ N, cuya longitud es bp
2
c como máximo. A continua-
ción, se definen estos conjuntos de multi–índices:
(I) Para p ∈ N∗, `0p =
{
α ∈ Lp : |α| = 0
}
=
{
(0, . . . , 0)
}
.
(II) Para p ≥ 2, `1p =
{
α ∈ Lp : αp = 0 y |α| = 1
}
.
(III) Para p ≥ 4 y m = 2, . . . , bp
2
c, `mp =
{
α ∈ Lp : αp = 0, |α| = m y ij+1 − ij ≥ 2,
j = 1, . . . ,m− 1
}
.
Nótese que para cualquier m ∈ N∗, se obtiene `m2m =
{
(1, 0, 1, . . . , 0, 1, 0)
}
.
Claramente, |`0p| = 1 para cualquier p ∈ N∗ y |`1p| = p − 1 para cualquier p ≥ 2. Por otro lado si
p ≥ 4, puesto que escoger m posiciones para los unos en α ∈ `mp , m = 2, . . . , bp2c, implica fijar otras
m − 1 coordenadas con ceros entre i1 y im, podemos escoger m posiciones entre p − 1 − (m − 1)
disponibles, lo que implica que |`mp | =
(
p−m
m
)
. Además, esta fórmula también se verifica para |`0p|,
p ∈ N∗, y para |`1p|, p ≥ 2.
Dados p ∈ N∗ y m = 0, . . . , bp
2
c, para cualquier α ∈ `mp , su multi–índice binario complementario
es α¯ = (α¯1, . . . , α¯p) ∈ Lp, el mult–índice binario de orden p definido como
α¯ij = α¯ij+1 = 0, j = 1, . . . ,m y α¯i = 1, i = 1, . . . , p, i 6= ij, ij + 1, j = 1, . . . ,m.
Es evidente que |α¯| = p− 2m. En particular, si α ∈ `0p, p ∈ N∗, entonces α¯ = pip, mientras que para
cualquier m ∈ N∗ si α ∈ `m2m, entonces α¯ = (0, . . . , 0).
La relación entre los conjuntos `mp+1, `
m
p y `
m−1
p−1 se muestra en el siguiente resultado, cuya demos-
tración es inmediata.
LEMA 1.1. Se verifican las siguientes propiedades:
(i) Para cualquier p ≥ 2 y cualquier m = 1, . . . , bp
2
c entonces
`mp+1 =
(
`mp × {0}
) ∪ (`m−1p−1 × {(1, 0)}) = ({0} × `mp ) ∪ ({(1, 0)} × `m−1p−1 ).
(ii) Si p ≥ 1 es impar, entonces `b
p+1
2
c
p+1 = `
b p−1
2
c
p−1 × {(1, 0)} = {(1, 0)} × `b
p−1
2
c
p−1 .
(iii) Si α = (β, 0) con β ∈ `mp , entonces α¯ = (β¯, 1), mientras que si α = (β, 1, 0) con β ∈ `m−1p−1 ,
entonces α¯ = (β¯, 0, 0). Análogamente, si α = (0, β) con β ∈ `mp , entonces α¯ = (1, β¯),
mientras que si α = (1, 0, β) con β ∈ `m−1p−1 , entonces α¯ = (0, 0, β¯).
1.2. Multi–índices periódicos. En el caso que la ecuación asociada al Problema de Valor Ini-
cial (45) tenga coeficientes casi–periódicos, podemos aprovechar esta propiedad de sus coeficientes
para resolver la ecuación en diferencias homogénea mediante su equivalencia con una ecuación de
Chebyshev, tal como se muestra en el Teorema 6.4 del Capítulo 3. Para la resolución de la ecuación
homogénea, entonces, nos interesará encontrar una expresión explícita del parámetro qp,r(a; b; c), y
para ello también necesitaremos utilizar multi–índices binarios α = (α0, . . . , αp−1) ∈ {0, 1}p de or-
den p que coincidirá con el periodo de los coeficientes de la ecuación. Nótese que en este caso el
multi–índice α comienza en el elemento α0, y no en α1 como anteriormente. Por tanto, ahora aα sí
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tendrá en cuenta el valor de a(0), y los índices ij tales que αij = 1, j = 1, · · · ,m, estarán en el rango
0 ≤ i1 < · · · < im ≤ p − 1. Además α pertenece a subconjuntos de Lp ligeramente diferentes a los
`mp mostrados hasta el momento, y que denotaremos por Λ
m
p .
Dado p ∈ N∗, definimos Λ0p = {(0, . . . , 0)} y para p ≥ 2, Λ1p =
{
α ∈ Lp : |α| = 1
}
. Además,
cuando p ≥ 4, para cualquier m = 2, . . . , bp
2
c, se define
(47)
Λmp =
{
α ∈ Lp : |α| = m, y ij + 2 ≤ ij+1 ≤ p− 2(m− j) + mı´n{i1, 1}, j = 1, . . . ,m− 1
}
o, equivalentemente,
Λmp =
{
α ∈ Lp : |α| = m, ij+1 − ij ≥ 2, j = 1, . . . ,m− 1 y im ≤ p− 2 cuando i1 = 0
}
.
Dados p ≥ 2, m = 1, . . . , bp
2
c y α ∈ Λmp , sean 0 ≤ i1 < · · · < im ≤ p − 1 los índices tales
que αi1 = · · · = αim = 1. Entonces, definimos el multi–índice binario complementario α¯ de orden p
como
α¯ij = α¯ij+1 = 0, j = 1, . . . ,m, y α¯i = 1 en otro caso,
donde si im = p − 1, entonces α¯p−1 = α¯0 = 0. Además, si α ∈ Λ0p, es decir, si α = (0, . . . , 0),
entonces se obtiene α¯ = pip. Evidentemente, en cualquier caso, |α¯| = p− 2m.
Dados p ≥ 2 y 0 ≤ j ≤ bp
2
c, se definen los siguientes conjuntos de multi–índices binarios de
orden p
Aj,1p =
{
α ∈ Λjp : α¯0 = α¯p−1 = 1
}
,
Aj,2p =
{
α ∈ Λjp : α¯0 = 0, α¯p−1 = 1
}
, Aj,3p =
{
α ∈ Λjp : α¯0 = 1, α¯p−1 = 0
}
,
Aj,4p =
{
α ∈ Λjp : α¯0 = α¯p−1 = 0 y α0 = 1
}
, Aj,5p =
{
α ∈ Λjp : α¯0 = α¯p−1 = 0 y α0 = 0
}
,
que, claramente, determinan una partición de Λjp. Además, A
0,1
p = {(0, . . . , 0)} y A0,2p = A0,3p =
A0,4p = A
0,5
p = ∅.
LEMA 1.2. Dados p ≥ 4 y 2 ≤ j ≤ bp
2
c, entonces Aj,3p+1 = Aj,5p × {0} y, además,
Aj,1p+1 =
(
Aj,1p × {0}
) ∪ (Aj,3p × {0}), Aj,2p+1 = (Aj,2p × {0}) ∪ (Aj,4p × {0}),
Aj,4p+1 =
(
Aj−1,2p−1 × {(1, 0)}
) ∪ (Aj−1,4p−1 × {(1, 0)}), Aj,5p+1 = (Aj−1,1p × {1}) ∪ (Aj−1,3p × {1}).
PROPOSICIÓN 1.3. Dados p ∈ N∗ y 0 ≤ j ≤ bp
2
c, entonces |Λjp| =
p
p− j
(
p− j
j
)
. Por tanto,
para cualquier m ∈ N∗ se obtiene
m∑
j=0
|Λj2m| = 2Tm
(3
2
)
y
m∑
j=0
|Λj2m+1| = Wm
(3
2
)
.
Demostración. Sabemos que |Λ0p| = 1, para cualquier p ∈ N∗ y que |Λ1p| =
∣∣{α ∈ Lp : |α| = 1}∣∣ = p,
para cualquier p ≥ 2.
Si α ∈ Λm2m, m ∈ N∗, y 0 ≤ i1 < · · · < im ≤ 2m − 1 son tales que αi1 = · · · = αim = 1,
entonces 0 ≤ i1 ≤ 1 y
2 + ij ≤ ij+1 ≤ 2j + mı´n{i1, 1}, j = 1, . . . ,m− 1.
Si i1 = 0, entonces ij = 2(j − 1), j = 1, . . . ,m, mientras que cuando i1 = 1, entonces
ij = 2(j − 1) + 1, j = 1, . . . ,m. En ambos casos α¯ = (0, . . . , 0) y, además, |Λm2m| = 2.
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Si α ∈ Λm2m+1 y 0 ≤ i1 < · · · < im ≤ 2m son tales que αi1 = · · · = αim = 1, entonces
0 ≤ i1 ≤ 2 y
2 + ij ≤ ij+1 ≤ 2j + 1 + mı´n{i1, 1}, j = 1, . . . ,m− 1.
Si i1 = 0, entonces o bien ij = 2(j − 1), j = 1, . . . ,m, lo que implica que α¯ = (0, . . . , 0, 1); o
bien existe 2 ≤ ` ≤ m tal que ij = 2(j − 1) cuando 1 ≤ j < ` y i` = 2`− 1. Por tanto ij = 2j − 1,
j = `, . . . ,m y, en consecuencia, α¯2`−2 = 1 y α¯i = 0, en otro caso. Así que, |{α ∈ Λm2m+1 :
α0 = 1}| = m.
Si i1 = 1, entonces o bien ij = 2j − 1, j = 1, . . . ,m, lo que implica que α¯ = (1, 0 . . . , 0); o bien
existe 2 ≤ ` ≤ m tal que ij = 2j − 1 cuando 1 ≤ j < ` y i` = 2`. Entonces, ij = 2j, j = `, . . . ,m y,
por tanto, α¯2`−1 = 1 y α¯i = 0, en otro caso. Es decir, |{α ∈ Λm2m+1 : α0 = 0, α1 = 1}| = m.
Si i1 = 2, entonces ij = 2j, j = 1, . . . ,m y, por tanto, α¯1 = 1 y α¯i = 0, en otro caso; lo que
implica que |{α ∈ Λm2m+1 : α0 = α1 = 0, α2 = 1}| = 1.
Así que, |{α ∈ Λm2m+1 : α1 = 1}| = 2m + 1 y, por tanto, hemos obtenido que dado p ∈ N∗, la
fórmula propuesta para |Λjp| es cierta cuando j = 0, 1 y para j = bp2c.
Asumimos ahora que la fórmula se verifica para p ≥ 2 y 0 ≤ j ≤ bp
2
c. Entonces, dado 1 ≤ j ≤
bp+1
2
c − 1 y aplicando el Lema 1.2, se obtiene
|Λj+1p+1| =
3∑
i=1
|Aj+1,ip+1 |+
5∑
i=4
|Aj+1,ip+1 | =
5∑
i=1
|Aj+1,ip |+ |Aj,2p−1|+ |Aj,4p−1|+ |Aj,1p |+ |Aj,3p |
= |Λj+1p |+ |Aj,2p−1|+ |Aj,4p−1|+ |Aj,1p−1|+ |Aj,3p−1|+ |Aj,5p−1| = |Λj+1p |+ |Λjp−1|
=
p
p− j − 1
(
p− j − 1
j + 1
)
+
p− 1
p− 1− j
(
p− 1− j
j
)
=
p+ 1
p− j
(
p− j
j + 1
)
.
Finalmente, de la primera identidad de la Ecuación (39) del Capítulo 3 se obtiene
Tp
(
i
2
)
=
(i)p
2
b p
2
c∑
j=0
|Λjp| para cualquier p ∈ N∗, que conduce, a partir de las identidades (42) del mismo
capítulo y teniendo en cuenta que Tm(−x) = (−1)mTm(x) y Vm(−x) = (−1)mWm(x) para cualquier
m ∈ N∗, a las últimas fórmulas de la proposición. 
Dados α ∈ Lp y una sucesión a ∈ `(R), los valores aα y a2α en el caso de multi–índices para
ecuaciones en diferencias con coeficientes casi–periódicos, se calculan considerando las componentes
αj de α con j = 0, · · · , p− 1; es decir,
(48) aα =
p−1∏
j=0
a(j)αj y a2α =
p−1∏
j=0
a(j)2αj ,
respectivamente, donde se asume 00 = 1. Obsérvese que apip =
p−1∏
j=0
a(j) para cualquier a ∈ `(R).
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COROLARIO 1.4. Dados p,m ∈ N∗, se verifican las siguientes identidades∑
α∈Λ0p
a2αbα¯ = bpip =
p−1∏
j=0
b(j),
∑
α∈Λ1p
a2αbα¯ =
p−2∑
i=0
a(i)2
p−1∏
j=0
j 6=i,i+1
b(j) + a(p− 1)2
p−2∏
j=1
b(j),
∑
α∈Λm2m
a2αbα¯ =
m−1∏
j=0
a(2j)2 +
m∏
j=1
a(2j − 1)2,
∑
α∈Λm2m+1
a2αbα¯ =
m∑
i=0
b(2i)
i−1∏
j=0
a(2j)2
m∏
j=i+1
a(2j − 1)2 +
m∑
i=1
b(2i− 1)
i−1∏
j=1
a(2j − 1)2
m∏
j=i
a(2j)2.
2. Construcción de las soluciones fundamentales y de la Función de Green
Dada a ∈ C(I) y m ∈ Z, recordamos que la función am denota la m-traslación de a; es decir,
am(k) = a(k +m) para cualquier k ∈ Z.
Para cualquier k ∈ N∗, definimos la función de Chebyshev de grado k, Pk : C(I)× C(I) −→ R,
de la forma
(49) Pk(x, y) =
b k
2
c∑
m=0
(−1)m
∑
α∈`mk
xα¯yα,
para cualquier x, y ∈ C(I). También definimos P0(x, y) = 1 y P−1(x, y) = 0. Claramente, para
cualquier k ∈ N, la función Pk no tiene en cuenta los valores de las funciones x e y en 0 y, por tanto,
si x′, y′ ∈ C(I) son tales que x′1 = x1, y′1 = y1, entonces Pk(x′, y′) = Pk(x, y)
Nótese que P1(x, y) = x(1) ya que `01 = {0} y cuando α = 0, entonces α¯ = 1. Además,
P2(x, y) = x(2)x(1) − y(1) puesto que `02 = {(0, 0)} y cuando α = (0, 0), entonces α¯ = (1, 1),
mientras que `12 = {(1, 0)} y cuando α = (1, 0), entonces α¯ = (0, 0).
Para cualquier k ∈ N∗ tenemos
(50) Pk(x, 0) = xpik = x1 · · ·xk, P2k−1(0, y) = 0 y P2k(0, y) = (−1)ky1 · · · y2k−1,
ya que cuando k ≥ 1 entonces, α ∈ `mk , m = 0, . . . , bk2c es tal que α¯ = (0, . . . , 0) sii k es par y
m = k
2
.
PROPOSICIÓN 2.1. Dados x, y ∈ C(I), para cualquier k ∈ N∗, las funciones de Chebyshev se
caracterizan por la recurrencia de tres términos
Pk+1(x, y) = x(k + 1)Pk(x, y)− y(k)Pk−1(x, y), k ∈ N, P−1(x, y) = 0, P0(x, y) = 1.
Demostración. Demostraremos que si la función {Pk}∞k=0 viene dada por la anterior recurrencia,
entonces Pk(x, y) =
b k
2
c∑
m=0
(−1)m ∑
α∈`mk
xα¯yα, para cualquier k ∈ N∗.
En primer lugar, para k = 0, la parte derecha de la recurrencia proporciona x(1)P0(x, y) = x(1)
y, por tanto, para k = 1 se obtiene x(2)P1(x, y) − y(1)P0(x, y) = x(2)x(1) − y(1). Así que, la
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proposición es cierta para k = 1, 2 y continuamos la demostración por inducción. Si asumimos que
las identidades se verifican para cualquier k ≥ 2, entonces
x(k + 1)Pk(x, y)− y(k)Pk−1(x, y) = A0(x, y) + Ak(x, y) +Bk(x, y),
donde
A0(x, y) = x(k + 1)
∑
β∈`0k
xβ¯yβ,
Ak(x, y) = x(k + 1)
b k
2
c∑
m=1
(−1)m
∑
β∈`mk
xβ¯yβ =
b k
2
c∑
m=1
(−1)m
∑
β∈`mk
x(k + 1)xβ¯yβ,
Bk(x, y) = y(k)
b k−1
2
c+1∑
m=1
(−1)m
∑
β∈`m−1k−1
xβ¯yβ =
b k−1
2
c+1∑
m=1
(−1)m
∑
β∈`m−1k−1
xβ¯y(k)yβ.
En primer lugar, puesto que para cualquier k ≥ 1, si α ∈ `0k = {(0, . . . , 0)}, entonces α¯ = pip, se
obtiene
A0(x, y) = x(k + 1)x(k) · · ·x(1) =
∑
α∈`0k+1
xα¯yα.
Por otra parte, del apartado (iii) del Lema 1.1, obtenemos
Ak(x, y) =
b k
2
c∑
m=1
(−1)m
∑
α∈`mk ×{0}
xα¯yα y Bk(x, y) =
b k−1
2
c+1∑
m=1
(−1)m
∑
α∈`m−1k−1 ×{(1,0)}
xα¯yα.
Cuando k es par bk
2
c = bk−1
2
c+ 1 = bk+1
2
c y, entonces, aplicando el apartado (i) del Lema 1.1 se
tiene
Ak(x, y) +Bk(x, y) =
b k+1
2
c∑
m=1
(−1)m
∑
α∈`mk+1
xα¯yα.
Cuando k es impar bk
2
c = bk−1
2
c = bk+1
2
c − 1 y, entonces, aplicando los apartados (i) y (ii) del
Lema 1.1,
Ak(x, y) +Bk(x, y) =
b k
2
c∑
m=1
(−1)m
∑
α∈`mk+1
xα¯yα + (−1)b k+12 c
∑
α∈`b
k+1
2 c
k+1
xα¯yα =
b k+1
2
c∑
m=1
(−1)m
∑
α∈`mk+1
xα¯yα.
En cualquier caso, el resultado se verifica. 
PROPOSICIÓN 2.2. Dados x, y ∈ C(I), para cualquier k ∈ N∗, las funciones de Chebyshev se
caracterizan por la recurrencia de tres términos
Pk+1(x, y) = x(1)Pk(x1, y1)− y(1)Pk−1(x2, y2), k ∈ N, P−1(x, y) = 0, P0(x, y) = 1.
Demostración. Demostramos que si la función {Pk}∞k=0 viene dada por la anterior recurrencia, en-
tonces Pk(x, y) =
b k
2
c∑
m=0
(−1)m ∑
α∈`mk
xα¯yα, para cualquier k ∈ N∗.
En primer lugar, para k = 0, la parte derecha de la recurrencia proporciona x(1)P0(x, y) = x(1)
y, por tanto, para k = 1 se obtiene x(1)P1(x1, y1)−y(1)P0(x2, y2) = x(1)x(2)−y(1) = P2(x, y). Así
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que, la proposición es cierta para k = 1, 2 y continuamos la demostración por inducción. Si asumimos
que las identidades se verifican para cualquier k ≥ 2, entonces
x(1)Pk(x1, y1)− y(1)Pk−1(x2, y2) = A0(x, y) + Ak(x, y) +Bk(x, y),
donde
A0(x, y) = x(1)
∑
β∈`0k
(x1)
β¯(y1)
β, Ak(x, y) =
b k
2
c∑
m=1
(−1)m
∑
β∈`mk
(x1)
β¯x(1)(y1)
β,
Bk(x, y) =
b k−1
2
c+1∑
m=1
(−1)m
∑
β∈`m−1k−1
y(1)(x1)
β¯(y1)
β.
Como en la demostración de la Proposición 2.1,
A0(x, y) = x(1)x1(1) · · ·x1(k) = x(1)x(2) . . . x(k + 1) =
∑
α∈`0k+1
xα¯yα.
Por otro lado, del apartado (iii) del Lema 1.1, se obtiene
Ak(x, y) =
b k
2
c∑
m=1
(−1)m
∑
α∈{0}×`mk
xα¯yα y Bk(x, y) =
b k−1
2
c+1∑
m=1
(−1)m
∑
α∈{(1,0)}×`m−1k−1
xα¯yα.
Cuando k es par bk
2
c = bk−1
2
c + 1 = bk+1
2
c y, entonces, aplicando el apartado (i) del Lema 1.1
obtenemos
Ak(x, y) +Bk(x, y) =
b k+1
2
c∑
m=1
(−1)m
∑
α∈`mk+1
xα¯yα.
Cuando k es impar bk
2
c = bk−1
2
c = bk+1
2
c − 1 y, entonces, aplicando los apartados (i) y (ii) del
Lema 1.1,
Ak(x, y) +Bk(x, y) =
b k
2
c∑
m=1
(−1)m
∑
α∈`mk+1
xα¯yα + (−1)b k+12 c
∑
α∈`b
k+1
2 c
k+1
xα¯yα =
b k+1
2
c∑
m=1
(−1)m
∑
α∈`mk+1
xα¯yα.
En cualquier caso, el resultado se verifica. 
Ahora ya estamos en condiciones de establecer los resultados principales de esta sección.
Dada la ecuación en diferencias lineal de segundo orden,
(51) a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
donde a(n + 1) = c(n) y c(n + 1) = a(n) cuando n + 1 ∈ δ(I), llamamos solución fundamental de
la ecuación en diferencias homogénea en m , o bien, de forma breve, solución fundamental en m, a
vm ∈ S determinada por las condiciones iniciales vm(m) = 0 y vm(m+ 1) = 1.
PROPOSICIÓN 2.3. Dado m ∈ ◦I∪{0}, entonces {vm, vm+1} es una base de S.
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Demostración. Según la Proposición 2.5 del Capítulo 1, basta con demostrar w[vm, vm+1](m) 6= 0
para verificar que las soluciones fundamentales vm y vm+1 forman base. Se obtiene
w[vm, vm+1](m) = det
[
vm(m) vm+1(m)
vm(m+ 1) vm+1(m+ 1)
]
= −vm+1(m).
Como m ∈ ◦I∪{0} y vm+1 ∈ S, tenemos que
0 = a(m+ 1)vm+1(m+ 2)− b(m+ 1)vm+1(m+ 1) + c(m)vm+1(m) = a(m+ 1) + c(m)vm+1(m)
y, por tanto, vm+1(m) = −c(m)−1a(m + 1), que es no nulo para cualquier m ∈
◦
I∪{0} puesto que
a, c ∈ C∗(I). 
Una consecuencia de la proposición anterior es la posibilidad de expresar la solución de cualquier
problema de valor inicial para la Ecuación (51) a partir de la soluciones fundamentales vm y vm+1.
Empezamos por obtener la expresión para la ecuación homogénea.
COROLARIO 2.4. Dados m ∈ ◦I∪{0}, y {vm, vm+1} una base de soluciones fundamentales S,
entonces para cualesquiera x0, x1 ∈ R, la única solución de la ecuación en diferencias homogénea
asociada a (51) que satisface z(m) = x0 y z(m+ 1) = x1 viene dada por
z(k) = x1vm(k)− c(m)
a(m+ 1)
x0vm+1(k), k ∈ I.
Demostración. Basta con sustituir u por vm y v por vm+1 en el Corolario 2.7 del Capítulo 1, y se
obtiene el resultado. 
Según el Principio de Superposición de la Proposición 4.1 del Capítulo 1, para obtener la solución
de cualquier problema de valor inicial asociado a la Ecuación (51), es necesario obtener la solución de
su ecuación homogénea con idénticas condiciones iniciales y la solución del problema de valor inicial
asociado también a la Ecuación (51) pero con condiciones iniciales nulas. En primer lugar, acabamos
de comprobar que la única solución del problema de valor inicial para la ecuación homogénea
a(k)z(k + 1)− b(k)z(k) + c(k − 1)z(k − 1) = 0, k ∈ ◦I, z(m) = x0, z(m+ 1) = x1,
puede expresarse en función de las soluciones fundamentales vm y vm+1,
z(k) = x1vm(k)− c(m)
a(m+ 1)
x0vm+1(k), k ∈ I.
Por otro lado, la función de Green g(·, s) es la única solución de la anterior ecuación homogénea que
satisface las condiciones iniciales g(s, s) = 0 y g(s + 1, s) =
1
a(s)
y, por tanto, se puede obtener la
expresión de esta función también en términos de la solución fundamental,
(52) g(k, s) =
1
a(s)
vs(k), k, s ∈ I.
Por la Proposición 4.3 del Capítulo 1 sabemos que la única solución de la Ecuación (51) que satisface
las condiciones iniciales u(m) = u(m+ 1) = 0 es
u(k) =
∫ k
m
g(k, s)f(s)ds, k ∈ I.
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En consecuencia, basta aplicar la fórmula de Lagrange para obtener la solución del problema de valor
inicial en m con dato f ∈ C(I),
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I, u(m) = x0, u(m+ 1) = x1,
en términos de las soluciones fundamentales vm y vm+1,
u(k) = x1vm(k)− c(m)
a(m+ 1)
x0vm+1(k) +
∫ k
m
1
a(s)
vs(k)f(s)ds, k ∈ I.
El siguiente resultado es la expresión de la solución fundamental en m de la ecuación homogénea
asociada a (51) en términos de las funciones de Chebyshev.
TEOREMA 2.5. Dados a, c ∈ C∗(I) y b ∈ C(I), entonces para cualquier m ∈ Z la solución
fundamental en m para la ecuación en diferencias homogénea
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ ◦I,
es
vm(k) =
{
a(m)apim−1a−pik−1Pk−m−1
(
bm, amcm
)
, k ≥ m,
−a(m)c−pim−1cpik−1Pm−k−1
(
bk, akck
)
, k ≤ m.
En particular, la función de Green de la ecuación es
g(k, s) =
{
apis−1a−pik−1Pk−s−1
(
bs, ascs
)
, k ≥ s,
−c−pis−1cpik−1Ps−k−1
(
bk, akck
)
, k ≤ s.
Demostración. En primer lugar, nótese que vm está definida sin ambigüedad puesto que P−1 = 0.
Por otro lado, u ∈ C(I) es una solución de la ecuación dada sii
(∗) u(k + 1) = a(k)−1b(k)u(k)− a(k)−1c(k − 1)u(k − 1)
o, equivalentemente, sii
(∗∗) u(k − 1) = c(k − 1)−1b(k)u(k)− c(k − 1)−1a(k)u(k + 1),
para cada k ∈ ◦I . Usamos estas identidades para demostrar nuestro resultado.
Si consideramos u ∈ C(I), la función definida como
u(k) =
{
a(m)apim−1a−pik−1Pk−m−1
(
bm, amcm
)
, k ≥ m,
−a(m)c−pim−1cpik−1Pm−k−1
(
bk, akck
)
, k ≤ m,
entonces
u(m) = a(m)apim−1a−pim−1P−1
(
bm, amcm
)
= 0, u(m+ 1) = a(m)apim−1a−pimP0
(
bm, amcm
)
= 1
y, además, cuando k = m− 1 también obtenemos
u(m− 1) = −a(m)c−pim−1cpim−2P0
(
bm−1, am−1cm−1
)
= −a(m)c(m− 1)−1.
Por tanto, u satisface las condiciones iniciales impuestas y, cuando m ≥ 1, también verifica (∗∗) en
k = m− 1.
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Si k > m, entonces k − 1 ≥ m y, en consecuencia, aplicando la Proposición 2.1
u(k + 1) = a(m)apim−1a−pikPk−m
(
bm, amcm
)
= a(m)apim−1a−pikbm(k −m)Pk−m−1
(
bm, amcm
)
− a(m)apim−1a−pikam(k −m− 1)cm(k −m− 1)Pk−m−2
(
bm, amcm
)
= a(k)−1b(k)u(k)− a(k)−1c(k − 1)u(k − 1);
es decir, u verifica la Identidad (∗) en k.
Si k < m, entonces k + 1 ≤ m y, por tanto, aplicando la Proposición 2.2
u(k − 1) = −a(m)c−pim−1cpik−2Pm−k
(
bk−1, ak−1ck−1
)
= −a(m)c−pim−1cpik−2bk−1(1)Pm−k−1
(
bk, akck
)
+ a(m)c−pim−1cpik−2ak−1(1)ck−1(1)Pm−k−2
(
bk+1, ak+1ck+1
)
= c(k − 1)−1b(k)u(k)− c(k − 1)−1a(k)u(k + 1);
es decir, u verifica la Identidad (∗∗) en k. Por consiguiente, u es solución de la ecuación dada, así que
u = vm.
Para la obtención de la función de Green basta con introducir la expresión de vs en la Ecuación
(52). 
A continuación y para finalizar esta sección, aplicaremos el resultado anterior al caso en el que
los coeficientes de la Ecuación (51) son constantes. Para ello, en primer lugar obtenemos la expresión
de la función de Chebyshev cuando x e y son constantes, con y 6= 0,
(53) Pk(x, y) =
b k
2
c∑
m=0
(−1)m
∑
α∈`mk
xα¯yα =
b k
2
c∑
m=0
(−1)m
(
k −m
m
)
xk−2mym = y
k
2 Uk
(
x
2
√
y
)
,
donde se ha tenido en cuenta que |`mk | =
(
k−m
m
)
y la segunda identidad de la Ecuación (39).
Nótese que la expresión de las funciones de Chebyshev para x ∈ R e y ∈ R∗ corresponde al
polinomio de Chebyshev de segunda especie que, como vimos en la Sección 5 del Capítulo 3, está
relacionado con la solución fundamental de la ecuación de Chebyshev y ésta a su vez con la solución
de las ecuaciones en diferencias de segundo orden con coeficientes constantes. Podemos recuperar
ahora la función vm para estas últimas ecuaciones.
COROLARIO 2.6. Dados a, c ∈ R∗ y b ∈ R, entonces para cualquier m ∈ Z la solución funda-
mental en m para la ecuación en diferencias homogénea
au(k + 1)− bu(k) + cu(k − 1) = 0, k ∈ ◦I,
es
vm(k) = (
√
a−1c)k−m−1Uk−m−1
(
q
)
,
donde q =
b
2
√
ac
. En particular, la función de Green de la ecuación es
g(k, s) =
1
a
(
√
a−1c)k−s−1Uk−s−1
(
q
)
.
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Demostración. Por el Teorema 2.5 y aplicando, posteriormente, la Identidad 53 obtenemos
vm(k) =
{
am−k−1Pk−m−1
(
b, ac
)
, k ≥ m,
−ack−mPm−k−1
(
b, ac
)
, k ≤ m,
=
{
(
√
a−1c)k−m−1Uk−m−1
(
q
)
, k ≥ m,
−(√a−1c)k−m−1Um−k−1
(
q
)
, k ≤ m.
Si tenemos en cuenta que por la Proposición 4.7 del Capítulo 3 U−(n+1)(x) = −U(n−1)(x), se con-
cluye el primer resultado. Y para la función de Green, de nuevo basta con introducir la expresión de
vs en la Ecuación (52). 
Los resultados obtenidos coinciden con los presentados en el Capítulo 3 que analizaba las ecua-
ciones con coeficientes constantes, en concreto, en el Corolario 5.5 para la solución fundamental, y
en el Corolario 5.6 para la función de Green.
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La resolución de ecuaciones en diferencias con coeficientes periódicos está presente en muchos
problemas científicos y de ingeniería, tales como problemas electromagnéticos [31]. o en el análisis
de la propagación del sonido o de ciertos osciladores cuánticos [3]. Estos problemas se resuelven
con la inversión de ciertas matrices tridiagonales, como por ejemplo las matrices k–Toeplitz, cuyas
diagonales paralelas a la diagonal principal estan formadas por sucesiones periódicas de periodo k.
Por tanto, las fórmulas recientes para la inversión de estas matrices estan basadas, mas o menos
directamente, en la solución de ecuaciones en diferencias con coeficientes periódicos. Sin embargo,
la mayoría utiliza la formulación aportada en [39], que en realidad no tiene en cuenta la periodicidad
de los coeficientes, véase por ejemplo [28], y que, en cualquier caso, supone aplicar una expresión
muy compleja. Como prueba de su complejidad nótese que todos los ejemplos mostrados en [31]
tienen coeficientes constantes. En el último capítulo de este trabajo nos centraremos en la aplicación
de las ecuaciones en diferencias a la invertibilidad de estas matrices tridiagonales.
Aunque en la sección precedente hemos presentado una solución para ecuaciones en diferencias
con coeficientes variables, de nuevo no se tenian en cuenta características especiales de los coeficien-
tes, como puede ser su periodicidad. Esa es la razón de mostrar en esta sección un método alternativo
para estas ecuaciones concretas y que reproducimos de [32].
Ya mostramos en el Capítulo 3 que aprovechar la propiedad de periodicidad o casi–periodicidad
de los coeficientes de la ecuación en diferencias homogénea supone obtener sus soluciones en tér-
minos de sucesiones de Chebyshev valoradas en el parámetro qp,r. Pero de este parámetro solo se
aportó una fórmula recurrente para obtener su expresión. Así que un primer objetivo de esta sección
es obtener una fórmula cerrada para el parámetro qp,r, pero también, ya que tratamos con ecuacio-
nes en diferencias con coeficientes periódicos, plantear la Teoría de Floquet correspondiente a estas
ecuaciones discretas.
La cuestión principal en el desarrollo de la Teoría de Floquet para ecuaciones homogéneas cuyos
coeficientes son periódicos es encontrar bajo qué condiciones la ecuación dada tiene soluciones pe-
riódicas con el mismo periodo que sus coeficientes. Desde el punto de vista de la Teoría de Matrices,
es equivalente a preguntarse bajo qué circunstancias los coeficientes de la matriz inversa son también
periódicos.
En la formulación clásica de la Teoría de Floquet para ecuaciones en diferencias (o diferenciales)
lineales de segundo orden, se escribe dicha ecuación como un sistema de primer orden y, entonces, el
Teorema de Floquet se formula en términos de la matriz fundamental del sistema equivalente, véase
por ejemplo [1].
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Nuestra estrategia es aprovechar la equivalencia entre las ecuaciones de segundo orden con coefi-
cientes periódicos o casi–periódicos y las ecuaciones de Chebyshev. De esa forma, la caracterización
de la existencia de soluciones periódicas puede reducirse al mismo problema respecto a las ecuaciones
de Chebyshev.
LEMA 3.1. Dados a, c ∈ K∗, b ∈ K, y z ∈ C(K) una solución de la ecuación en diferencias
az(k + 1)− bz(k) + cz(k − 1) = 0, k ∈ Z,
entonces z ∈ `(K; p, r) sii z(p) = r z(0) y z(p+ 1) = r z(1).
PROPOSICIÓN 3.2. Dado q ∈ K, entonces para cualquier p ∈ N∗ la ecuación de Chebyshev con
parámetro q tiene soluciones no nulas pertenecientes a `(K; p, r) sii
r = Tp(q)±
√
Tp(q)2 − 1.
En particular, se verifican los siguientes resultados:
(i) Si p ∈ N∗, la ecuación de Chebyshev con parámetro q tiene soluciones no nulas pertenecien-
tes a `(K; p) sii q = cos
(
2jpi
p
)
, j = 0, . . . , dp−1
2
e.
(ii) Si r ∈ K∗, la ecuación de Chebyshev con parámetro q tiene soluciones no nulas pertenecien-
tes a `(K; 1, r) sii q =
1
2
(r + r−1).
(iii) La ecuación de Chebyshev con parámetro q tiene soluciones constantes sii q = 1.
Demostración. Dada z(k) = AUk(q)+BUk−1(q) una sucesión de Chebyshev no nula con parámetro
q, entonces del Lema 3.1 z ∈ `(K; p, r) sii z(p) = rz(0) y z(p+ 1) = rz(1); es decir, sii[
Up(q)− r Up−1(q)
Up+1(q)− 2qr Up(q)− r
][
A
B
]
=
[
0
0
]
.
Entonces, la ecuación de Chebyshev con parámetro q tiene soluciones no nulas pertenecientes a
`(K; p, r) sii el determinante de la matriz anterior vale 0; es decir, aplicando del Capítulo 3 la se-
gunda igualdad del apartado 1 de la Proposición 4.8 y el apartado 5 del Corolario 4.12 para m = 1 y
n = p− 1 , sii
0 = r2 + U2p (q)− Up+1(q)Up−1(q)− 2r
[
Up(q)− qUp−1(q)
]
+ 1 = r2 − 2rTp(q) + 1.
(i) Cuando z ∈ `(K; p); es decir, cuando r = 1, la ecuación de arriba queda Tp(q) = 1, lo que
implica que q = cos
(
2jpi
p
)
, j = 0, . . . , dp−1
2
e, véase [42].
(ii) Cuando p = 1, entonces la ecuación anterior resulta r2 − 2qr + 1 = 0 y, por tanto, q =
1
2
(r + r−1).
(iii) Es una consecuencia directa de ambos apartados anteriores, (i) o (ii). 
Ahora estamos en condiciones de deducir un teorema tipo Floquet para ecuaciones con coeficien-
tes constantes.
COROLARIO 3.3. Dados a, c ∈ R∗ y b ∈ R, la ecuación con coeficientes constantes
au(k + 1)− bu(k) + cu(k − 1) = 0, k ∈ Z,
tiene soluciones casi–periódicas de periodo p ∈ N∗ y razón r ∈ K∗ sii
r =
√
cp
ap
[
Tp(q)±
√
Tp(q)2 − 1
]
, donde q =
b
2
√
ac
.
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En consecuencia, la ecuación tiene soluciones geométricas con razón r sii r =
b±√b2 − 4ac
2a
y, en
particular, tiene soluciones constantes sii b = a+ c.
Demostración. Según el Teorema 5.3, la función u ∈ C(K) es una solución de la ecuación anterior sii
la sucesión definida para cualquier k ∈ Z como v(k) = αku(k), donde α = √ac−1, es una sucesión
de Chebyshev con parámetro q =
b
2
√
ac
. Por tanto, u ∈ `(K; p, r) sii v ∈ `(K; p, rαp) y por la
Proposición 3.2, esto ocurre sii
rαp = Tp(q)±
√
Tp(q)2 − 1.

Dados p ∈ N∗, r ∈ R, a, c ∈ `(R∗; p, r) y b ∈ `(R; p, r), el Teorema 6.4 del Capítulo 3 establece
que existe qp,r(a; b; c) ∈ C tal que la ecuación en diferencias
(54) a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ Z,
es equivalente a una ecuación de Chebyshev con parámetro qp,r(a; b; c) que se calcula mediante una
recurrencia no lineal. A continuación se obtiene la expresión qp,r(a; b; c) en términos de los coefi-
cientes de la ecuación en diferencias considerada. Y como consecuencia directa, determinamos la
condición necesaria y suficiente para la existencia de soluciones periódicas
Así que, dados p ∈ N∗ y r ∈ R∗, denominamos función de Floquet de orden p y razón r, a la
función qp,r : `(R∗; p, r)× `(R; p, r)× `(R∗; p, r) −→ C tal que para cualquier a, c ∈ `(R∗; p, r) y
b ∈ `(R; p, r), si u ∈ `(C) es una solución de la Ecuación (54), entonces para cualquier m ∈ Z,
v(k) = γ−kup,m(k) es una solución de la ecuación de Chebyshev
v(k + 1)− 2qp,r(a; b; c)v(k) + v(k − 1) = 0, k ∈ Z.
Comprobamos en primer lugar que es suficiente determinar la expresión del parámetro para el caso
autoadjunto y de coeficientes periódicos. Específicamente, si dados a, c ∈ `(R∗; p, r) y b ∈ `(R; p, r),
consideramos γ =
(
r
p−1∏
j=0
a(j)
c(j)
)− 1
2
= (rρa,c(p))
− 1
2 , donde ρ es la función de acompañamiento defi-
nida en la Ecuación (7) del primer capítulo, y el par (aρ, bρ) ∈ `(C∗; p) × `(R; p) definidos como la
extensión periódica de
aρ(k) = ρa,c(k)a(k), k = 0, . . . , p− 2; aρ(p− 1) = γρa,c(p− 1)a(p− 1),
bρ(k) = ρa,c(k)b(k), k = 0, . . . , p− 1,
entonces de la demostración del Teorema 6.4 podemos deducir que qp,r(a; b; c) = qp,1(aρ; bρ; aρ).
Además, si consideramos la función Qp : `(C∗; p)× `(R; p) −→ C dada por Qp(a; b) = qp,1(a; b; a),
entonces Qp está determinada por la siguiente recurrencia no lineal
(55) Q1(a; b) =
b(0)
2a(0)
, Q2(a; b) =
1
2a(0)a(1)
(
b(0)b(1)− a(0)2 − a(1)2
)
y
(56) Qp+1(a; b) =

Qp(aˆ; bˆ), b(p) 6= 0,
Qp(aˇ; bˇ), b(0) 6= 0,
Qp−1(a˜; b˜), b(p) = b(0) = 0,
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para p ≥ 2, donde las sucesiones periódicas aˆ, bˆ, aˇ, bˇ, a˜ y b˜ están definidas como las extensiones
periódicas
aˆ(k) = a(k), k = 0, . . . , p− 2, aˆ(p− 1) = a(p− 1)a(p)
b(p)
,
bˆ(k) = b(k), k = 1, . . . , p− 2, bˆ(p− 1) = b(p− 1)b(p)− a(p− 1)
2
b(p)
,
bˆ(0) =
b(0)b(p)− a(p)2
b(p)
,
aˇ(k) = a(k + 1), k = 0, . . . , p− 2, aˇ(p− 1) = a(0)a(p)
b(0)
,
bˇ(k) = b(k + 1), k = 1, . . . , p− 2, bˇ(p− 1) = b(0)b(p)− a(p)
2
b(0)
,
bˇ(0) =
b(0)b(1)− a(0)2
b(0)
,
a˜(k) = a(k + 1), k = 0, . . . , p− 3, a˜(p− 2) = −a(0)a(p− 1)
a(p)
,
b˜(k) = b(k + 1), k = 0, . . . , p− 2.
Nótese que cuando p = 2, a˜(0) = −a(0)a(1)
a(2)
. Además, las propiedades de las ecuaciones de Chebys-
hev y sus soluciones establecen que cuando b(0), b(p) 6= 0, necesariamente Qp(aˆ; bˆ) = Qp(aˇ; bˇ).
Ahora ya estamos en disposición de obtener una fórmula cerrada para las funciones de Floquet.
TEOREMA 3.4. Dados p ∈ N∗ y r ∈ R∗ entonces para cualquier a, c ∈ `(R∗; p, r) y b ∈ `(R; p, r),
se verifica que
qp,r(a; b; c) =
1
2
√
r
apipcpip
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
r−αp−1aαbα¯cα.
Demostración. En primer lugar demostramos, por inducción en p, que para cualquier a ∈ `(R∗, p) y
b ∈ `(R; p) se obtiene
Qp(a; b) = qp,1(a; b; a) =
1
2apip
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
a2αbα¯.
A partir del Corolario 1.4, para p = 1 la fórmula propuesta proporciona el valor
b(0)
2a(0)
, mientras
que para p = 2 se obtiene el valor
1
2a(0)a(1)
(
b(0)b(1) − a(0)2 − a(1)2
)
. Entonces, teniendo en
cuenta las identidades (55), nuestra fórmula coincide con la expresión deQp para p = 1, 2. Asumimos
ahora que es cierta para p ≥ 2 y consideramos a ∈ `(R∗; p + 1) y b ∈ `(R; p + 1). Puesto que las
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hipótesis b(0) 6= 0 o b(0) = b(p) = 0 conducen a razonamientos análogos al caso b(p) 6= 0, a partir
de ahora asumimos siempre que b(p) 6= 0 y, en consecuencia, nuestro objetivo es demostrar que
Qp(aˆ; bˆ) = Qp+1(a; b) para cualquier p ≥ 2.
Cuando p = 2, entonces
Q2(aˆ; bˆ) =
b(2)
2a(0)a(1)a(2)
((
b(0)b(2)− a(2)2)(b(1)b(2)− a(1)2)
b(2)2
− a(0)2 − a(1)
2a(2)2
b(2)2
)
=
1
2a(0)a(1)a(2)
(
b(0)b(1)b(2)− a(1)2b(0)− a(2)2b(1)− a(0)2b(2)
)
= Q3(a; b).
Cuando p = 3, entonces
Q3(aˆ; bˆ) =
b(3)
2a(0)a(1)a(2)a(3)
(
b(1)
(
b(0)b(3)− a(3)2)(b(2)b(3)− a(2)2)
b(3)2
−a(1)
2
(
b(0)b(3)− a(3)2)
b(3)
− a(2)
2a(3)2b(1)
b(3)2
−a(0)
2
(
b(2)b(3)− a(2)2)
b(3)
)
=
1
2a(0)a(1)a(2)a(3)
(
b(0)b(1)b(2)b(3)− a(2)2b(0)b(1)− a(3)2b(1)b(2)− a(1)2b(0)b(3)
+a(1)2a(3)2 − a(0)2b(2)b(3) + a(0)2a(2)2
)
= Q4(a; b).
Cuando p ≥ 4, teniendo en cuenta que
b(p)aˆpip = apip+1 y b(p)bˆpip = bpip+1 − a(p− 1)2
p−2∏
j=0
b(j)− a(p)2
p−1∏
j=1
b(j) +
a(p− 1)2a(p)2
b(p)
p−2∏
j=1
b(j),
las dos primeras identidades del Corolario 1.4 implican que
Qp(aˆ; bˆ) =
1
2apip+1
 ∑
α∈Λ0p+1
a2αbα¯ −
∑
α∈Λ1p+1
a2αbα¯ + b(p)
b p
2
c∑
j=2
(−1)j
∑
α∈Λjp
aˆ2αbˆα¯ +Rp(a; b)
 ,
donde
Rp(a; b) = a(p− 1)2
p−3∑
i=0
a(i)2
p−2∏
j=0
j 6=i,i+1
b(j) + a(p)2
p−2∑
i=1
a(i)2
p−1∏
j=1
j 6=i,i+1
b(j)
−a(p− 1)
2a(p)2
b(p)
p−3∑
i=1
a(i)2
p−2∏
j=1
j 6=i,i+1
b(j)
=
∑
α∈A2,3p+1
a2αbα¯ +
∑
α∈A2,4p+1
a2αbα¯ +
∑
α∈A2,5p+1
a2αbα¯ − a(p)
2
b(p)
∑
α∈A2,5p
a2αbα¯.
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Por otro lado, a partir de las dos últimas identidades del Corolario 1.4, cuando p es par entonces
b(p)
∑
α∈Λb
p
2 c
p
aˆ2αbˆα¯ = b(p)
b p
2
c−1∏
j=0
a(2j)2 +
a(p)2
b(p)
b p
2
c∏
j=1
a(2j − 1)2
=
∑
α∈Ab
p
2 c,1
p+1
a2αbα¯ +
∑
α∈Ab
p
2 c,2
p+1
a2αbα¯ +
a(p)2
b(p)
∑
α∈Ab
p
2 c,5
p
a2αbα¯,
puesto que A
b p
2
c,1
p+1 = ∅; mientras que cuando p es impar, entonces bp+12 c = bp2c+ 1 y
b(p)
∑
α∈Λb
p
2 c
p
aˆ2αbˆα¯ =
(
b(0)b(p)− a(p)2) b p2 c∏
j=1
a(2j − 1)2 + (b(p− 1)b(p)− a(p− 1)2) b p2 c−1∏
j=0
a(2j)2
+ b(p)
b p
2
c−1∑
i=1
b(2i)
i−1∏
j=0
a(2j)2
b p
2
c∏
j=i+1
a(2j − 1)2
+
a(p)2
b(p)
b p
2
c∑
i=1
b(2i− 1)
i−1∏
j=1
a(2j − 1)2
b p
2
c∏
j=i
a(2j)2
= −
b p+1
2
c∏
j=1
a(2j − 1)2 −
b p
2
c∏
j=0
a(2j)2 + b(p)
b p
2
c∑
i=0
b(2i)
i−1∏
j=0
a(2j)2
b p
2
c∏
j=i+1
a(2j − 1)2
+
a(p)2
b(p)
b p
2
c∑
i=1
b(2i− 1)
i−1∏
j=1
a(2j − 1)2
b p
2
c∏
j=i
a(2j)2
= −
∑
α∈Λb
p+1
2 c
p+1
a2αbα¯ +
∑
α∈Ab
p
2 c,1
p+1
a2αbα¯ +
∑
α∈Ab
p
2 c,2
p+1
a2αbα¯ +
a(p)2
b(p)
∑
α∈Ab
p
2 c,5
p
a2αbα¯.
En particular, cuando p = 4, 5 entonces bp
2
c = 2 obteniéndose
b(4)
∑
α∈Λ24
aˆ2αbˆα¯ +R4(a; b) =
∑
α∈Λ25
a2αbα¯ y b(5)
∑
α∈Λ25
aˆ2αbˆα¯ +R5(a; b) = −
∑
α∈Λ36
a2αbα¯ +
∑
α∈Λ26
a2αbα¯
y, en consecuencia, Qp(aˆ; bˆ) = Qp+1(a; b).
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Consideramos ahora p ≥ 6 y 2 ≤ j ≤ bp
2
c − 1. Entonces, b(p) ∑
α∈Λjp
aˆ2αbˆα¯ = b(p)
5∑
i=1
∑
α∈Aj,ip
aˆ2αbˆα¯
y, además, se obtiene
b(p)
∑
α∈Aj,1p
aˆ2αbˆα¯ = b(p)
∑
α∈Aj,1p
a2αbα¯ − a(p− 1)2
∑
α∈Aj,1p
a2α
p−2∏
i=0
bα¯i − a(p)2
∑
α∈Aj,1p
a2α
p−1∏
i=1
bα¯i
+
a(p− 1)2a(p)2
b(p)
∑
α∈Aj,1p
a2α
p−2∏
i=1
bα¯i
=
∑
α∈Aj,1p ×{0}
a2αbα¯ −
∑
α∈Aj+1,5p ×{0}
a2αbα¯ −
∑
α∈Aj,1p ×{1}
a2αbα¯ +
a(p)2
b(p)
∑
α∈Aj+1,5p
a2αbα¯,
b(p)
∑
α∈Aj,2p
aˆ2αbˆα¯ = b(p)
∑
α∈Aj,2p
a2αbα¯ − a(p− 1)2
∑
α∈Aj,2p
a2α
p−2∏
i=0
bα¯i =
∑
α∈Aj,2p ×{0}
a2αbα¯ −
∑
α∈Aj+1,4p+1
a2αbα¯,
b(p)
∑
α∈Aj,3p
aˆ2αbˆα¯ = b(p)
∑
α∈Aj,3p
a2αbα¯ − a(p)2
∑
α∈Aj,3p
a2α
p−1∏
i=1
bα¯i =
∑
α∈Aj,3p ×{0}
a2αbα¯ −
∑
α∈Aj,3p ×{1}
a2αbα¯,
b(p)
∑
α∈Aj,4p
aˆ2αbˆα¯ = b(p)
∑
α∈Aj,4p
a2αbα¯ =
∑
α∈Aj,4p ×{0}
a2αbα¯,
b(p)
∑
α∈Aj,5p
aˆ2αbˆα¯ =
a(p)2
b(p)
∑
α∈Aj,5p
a2αbα¯.
Entonces, del Lema 1.2 obtenemos que
b(p)
b p
2
c−1∑
j=2
(−1)j
∑
α∈Λjp
aˆ2αbˆα¯ =
b p
2
c−1∑
j=2
(−1)j
[ ∑
α∈Aj,1p+1
a2αbα¯ +
∑
α∈Aj,2p+1
a2αbα¯
]
−
b p
2
c−1∑
j=2
(−1)j
[ ∑
α∈Aj+1,3p+1
a2αbα¯ +
∑
α∈Aj+1,4p+1
a2αbα¯ +
∑
α∈Aj+1,5p+1
a2αbα¯
]
+
a(p)2
b(p)
b p
2
c−1∑
j=2
(−1)j
[ ∑
α∈Aj+1,5p
a2αbα¯ +
∑
α∈Aj,5p
a2αbα¯
]
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=
∑
α∈A2,1p+1
a2αbα¯ +
∑
α∈A2,2p+1
a2αbα¯ +
b p
2
c−1∑
j=3
(−1)j
∑
α∈Λjp+1
a2αbα¯
+ (−1)b p2 c
[ ∑
α∈Ab
p
2 c,3
p+1
a2αbα¯ +
∑
α∈Ab
p
2 c,4
p+1
a2αbα¯ +
∑
α∈Ab
p
2 c,5
p+1
a2αbα¯
]
+
a(p)2
b(p)
[ ∑
α∈A2,5p
a2αbα¯ − (−1)b p2 c
∑
α∈Ab
p
2 c,5
p
a2αbα¯
]
,
Rp(a; b) = a(p− 1)2
p−3∑
i=0
a(i)2
p−2∏
j=0
j 6=i,i+1
b(j) + a(p)2
p−2∑
i=1
a(i)2
p−1∏
j=1
j 6=i,i+1
b(j)
− a(p− 1)
2a(p)2
b(p)
p−3∑
i=1
a(i)2
p−2∏
j=1
j 6=i,i+1
b(j)
=
∑
α∈A2,3p+1
a2αbα¯ +
∑
α∈A2,4p+1
a2αbα¯ +
∑
α∈A2,5p+1
a2αbα¯ − a(p)
2
b(p)
∑
α∈A2,5p
a2αbα¯,
lo que implica que
b(p)
b p
2
c∑
j=2
(−1)j
∑
α∈Λjp
aˆ2αbˆα¯ +Rp(a; b) =
b p
2
c−1∑
j=2
(−1)j
∑
α∈Λjp+1
a2αbα¯
+ (−1)b p2 c
[ ∑
α∈Ab
p
2 c,3
p+1
a2αbα¯ +
∑
α∈Ab
p
2 c,4
p+1
a2αbα¯ +
∑
α∈Ab
p
2 c,5
p+1
a2αbα¯
]
+ (−1)b p2 c
[
b(p)
∑
α∈Λb
p
2 c
p
aˆ2αbˆα¯ − a(p)
2
b(p)
∑
α∈Ab
p
2 c,5
p
a2αbα¯
]
.
Finalmente, usando la expresión para b(p)
∑
α∈Λb
p
2 c
p
aˆ2αbˆα¯ en ambos casos, p par e impar, se obtiene
que
b(p)
b p
2
c∑
j=2
(−1)j
∑
α∈Λjp
aˆ2αbˆα¯ +Rp(a; b) =
b p+1
2
c∑
j=2
(−1)j
∑
α∈Λjp+1
a2αbα¯
y, en consecuencia, que Qp(aˆ; bˆ) = Qp+1(a; b).
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Si ahora consideramos a, c ∈ `(R∗; p, r), b ∈ `(R; p, r), entonces γ =
√
cpip
rapip
y, por tanto,
qp,r(a; b; c) = Qp(aρ; bρ) =
1
2a
pip
ρ
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
a2αρ b
α¯
ρ
=
1
2apipρ
pip
a,c
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
γ2αp−1−1a2αbα¯ρ2α+α¯a,c
=
1
2ρ
pip
a,c
√
r
apipcpip
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
(
cpip
rapip
)αp−1
a2αbα¯ρ2α+α¯a,c .
El resultado se obtiene teniendo en cuenta que para cualquier α ∈ Λmp , m = 0, . . . , bp2c obtenemos(
cpip
apip
)αp−1
ρ2α+α¯a,c = ρ
pip
a,c
cα
aα
.

Si tenemos en cuenta que a partir del Lema 6.1 del Capítulo 3, `(R; p, r) ⊂ `(R;np, rn), para
cualquier p ∈ N∗, cualquier r ∈ R∗ y, cualquier n ∈ N∗, entonces qnp,rn(a; b; c) tiene sentido cuando
a, c ∈ `(R∗; p, r) y b ∈ `(R; p, r). De hecho, obtenemos la siguiente relación entre las funciones de
Floquet qnp,rn y qp,r.
PROPOSICIÓN 3.5. Dados p ∈ N∗ y r ∈ R∗ entonces para cualquier a, c ∈ `(R∗; p, r),
b ∈ `(R; p, r) y n ∈ N∗ se obtiene
qnp,rn(a; b; c) = Tn
(
qp,r(a; b; c)
)
.
Demostración. En primer lugar, suponemos que a, c ∈ R∗ y b ∈ R; es decir, que la Ecuación (54)
tiene coeficientes constantes. Entonces, p = r = 1 y del Teorema 3.4 y la Proposición 1.3, para
cualquier n ∈ N∗ obtenemos
qn,1(a; b; c) =
1
2
√
1
ancn
bn
2
c∑
j=0
(−1)jajbn−2jcj|Λjn| =
1
2
bn
2
c∑
j=0
(−1)j n
n− j
(
n− j
j
)( b√
ac
)n−2j
= Tn(q),
donde q =
b
2
√
ac
= q1,1(a; b; c).
Asumimos ahora que a, c ∈ `(R∗; p, r) y b ∈ `(R; p, r) y consideramos u ∈ `(K) una solución
de la Ecuación (54). Si γ =
(
rρa,c(p)
)− 1
2 , entonces por el Teorema 6.4 del Capítulo 3, para cualquier
m ∈ Z, la sucesión v(k) = γ−kup,m(k) es una solución de la ecuación de Chebyshev con parámetro
qp,r(a; b; c).
Por otro lado, puesto que ρa,c(np) = ρa,c(p)n obtenemos que
(
rnρa,c(np)
)− 1
2 = γn y, por tanto,
el Teorema 6.4 también implica que para cualquier m ∈ Z, la sucesión w(k) = γ−nkunp,m(k) es una
solución de la ecuación de Chebyshev con parámetro qnp,rn(a; b; c).
Finalmente, como unp,m(k) = u(knp+m) = up,m(nk), se obtiene que w(k) = v(nk) = vn,0(k).
En consecuencia, se prueba el resultado aplicando la primera parte de esta demostración. 
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La particularización de la Proposición anterior a ecuaciones de Chebyshev, conduce a la siguiente
generalización del Lema 5.2 del Capítulo 3.
COROLARIO 3.6. Dada v ∈ `(C) una sucesión de Chebyshev con parámetro q ∈ C, entonces
para cualquier n,m ∈ N∗, la subsucesión vn,m es una sucesión de Chebyshev con parámetro Tn(q).
Aplicando el resultado anterior junto con las identidades de los apartados 2 y 5, respectivamente,
del Corolario 4.12 del Capítulo 3, para cualesquiera n,m ∈ N∗ y cualquier k ∈ Z obtenemos las
siguientes relaciones entre polinomios de Chebyshev de primera y segunda especie:
Tkn+m(x) = Tm(x)Uk
(
Tn(x)
)− Tm−n(x)Uk−1(Tn(x)),
Ukn+m(x) = Um(x)Uk
(
Tn(x)
)− Um−n(x)Uk−1(Tn(x)).
Tomando k = 1 en ambas identidades se obtienen las conocidas relaciones, véase [42]
(57) 2Tm(x)Tn(x) = Tn+m(x) + Tm−n(x) y 2Um(x)Tn(x) = Un+m(x) + Um−n(x).
Considerando m = 0 en la primera ecuación y n = 2m + 2 en la segunda y, teniendo en cuenta
alguna de las identidades de las Proposiciones 4.7 y 4.8 del Capítulo 3, obtenemos las siguientes
generalizaciones de las primeras identidades en (41) y (42) del Capítulo 3
(58) Tkn(x) = Tk
(
Tn(x)
)
y U2k(m+1)+m(x) = Um(x)Wk
(
T2(m+1)(x)
)
.
Por último, tomando n = 2m en la primera ecuación y m = n − 1 en la segunda y, nuevamente,
considerando las Proposiciones del Capítulo 3 anteriormente mencionadas, se obtienen las siguientes
generalizaciones de las segundas identidades de (42) y de (41) del Capítulo 3, respectivamente
(59) Tm(2k+1)(x) = Tm(x)Vk
(
T2m(x)
)
y U(k+1)n−1(x) = Un−1(x)Uk
(
Tn(x)
)
.
Finalizamos esta sección analizando cuando una ecuación en diferencias de segundo orden con
coeficientes casi–periódicos con periodo p tiene también soluciones casi–periódicas con el mismo
periodo. Así que, dados p ∈ N∗, r ∈ R∗ y las sucesiones a, c ∈ `(R∗; p, r), b ∈ `(R; p, r), si
u ∈ `(K; p, rˆ) es una solución de la Ecuación (54), por el Lema 6.1 del Capítulo 3 sabemos que
up,m ∈ `(K; 1, rˆ). Además, el Teorema 6.4 del mismo capítulo establece que up,m(k) = γkv(k),
donde γ =
√
cpip
rapip
y v(k) es una solución de la ecuación de Chebyshev con parámetro qp,r(a; b; c). Por
tanto, u ∈ `(K; p, rˆ) sii v ∈ `(K; 1, rˆγ−1). En consecuencia, aplicando la Proposición 3.2 obtenemos
la siguiente caracterización.
TEOREMA 3.7. Dados p ∈ N∗ y r ∈ R∗ entonces para cualquier a, c ∈ `(R∗; p, r) y b ∈ `(R; p, r),
la ecuación en diferencias
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ Z,
tiene soluciones casi–periódicas con periodo p y razón rˆ ∈ K∗ sii
rˆapip + (rrˆ)−1cpip =
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
r−αp−1aαbα¯cα.
Cuando r = rˆ = 1, el resultado anterior determina la condición necesaria y suficiente para la
existencia de soluciones periódicas de las ecuaciones en diferencias con coeficientes periódicos, que
representa una completa generalización del Corolario 3.3.
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COROLARIO 3.8 (Floquet). Si a, c ∈ `(R∗; p) y b ∈ `(R; p), la ecuación en diferencias
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = 0, k ∈ Z,
tiene soluciones periódicas con periodo p sii
apip + cpip =
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
aαbα¯cα.
Puede compararse la condición dada en el anterior corolario con el mismo resultado en [1, Co-
rolario 2.9.2], en el que se expresa la condición en función de la matriz fundamental del sistema
equivalente a la ecuación en diferencias.

Capítulo 5
Problemas de contorno en un camino finito
1. Introducción
El objetivo de este capítulo es el análisis de los problemas de contorno que pueden plantearse en
un camino, por lo que necesariamente nos situaremos en el caso de un camino finito. Concretamente,
en todo el capítulo supondremos que I es el camino con n+2 vértices, esto es I = {0, 1, . . . , n, n+1},
lo que implica que δ(I) = {0, n+ 1} y que ◦I= {1, . . . , n}.
Seguiremos el guión que nos proporciona la teoría clásica de problemas de contorno lineales y de
segundo orden, por lo que la referencia obligada es [23]. Por otra parte, el tratamiento que haremos en
todo el capítulo representará una extensión natural del estudio realizado en [10] para los problemas
de contorno asociados a ecuaciones de Chebyshev o, equivalentemente, para ecuaciones con coefi-
cientes constantes. Como veremos nuestro tratamiento presenta numerosísimas analogías con el caso
continuo, especialmente por lo que se refiere al tratamiento algebraico de las condiciones de contorno,
pero también permitirá plantear nuevas cuestiones que parecen exclusivas del caso discreto.
Nuestro punto de partida será la Identidad de Green, Proposición 1.12 del Capítulo 2. Recordemos
primero que si a, c ∈ C∗(I) satisfacen que a(n + 1) = c(n) y c(n + 1) = a(n), podemos definir la
conductancia γ : I× I −→ R como γ(k, k + 1) = a(k) y como γ(k + 1, k) = c(k), para cada
k ∈ ◦I ∪{0} y γ(k, s) = 0 en otro caso. Si para cada b ∈ C(I), definimos el potencial q ∈ C(I) como
b− κγ , entonces para cada f ∈ C(I), la ecuación en diferencias lineal irreducible y de segundo orden
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
coincide con la ecuación de Schrödinger Lγq (u) = −f en
◦
I. Recíprocamente, el mismo resultado se
obtiene si consideramos γ ∈ Γ(I), sus coeficientes aγ, cγ ∈ C∗(I) y para cada potencial q ∈ C(I) el
coeficiente bγq = q + κγ .
Además, si tenemos en cuenta el potencial asociado a γ; es decir, pγ = κγ − κγ∗ , resulta que
(Lγq )∗ = Lγ
∗
q+pγ = Dργ ◦ Lγq ◦ D−1ργ .
En este capítulo, partiremos de los coeficientes a, c ∈ C∗(I) y b ∈ C(I) y consideraremos γ ∈
Γ(I) y q ∈ C(I) la conductancia y el potencial determinados por ellos y, también, el operador de
Schrödinger asociado Lγq . Así pues, para cada f ∈ C(I), la ecuación en diferencias
a(k)u(k + 1)− b(k)u(k) + c(k − 1)u(k − 1) = f(k), k ∈ ◦I,
y la ecuación de Schrödinger dada por Lγq (u) = −f en
◦
I son equivalentes. Asimismo, la ecuación de
Schrödinger homogénea dada por (Lγq )∗(u) = 0 en
◦
I coincide con la ecuación adjunta de la anterior,
c(k)u(k + 1)− b(k)u(k) + a(k − 1)u(k − 1) = 0, k ∈ ◦I .
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DEFINICIÓN 1.1. Si a, c ∈ C∗(I), denominamos bilineal de contorno asociada a a y c a la aplica-
ción Ba,c : C(I)× C(I) −→ R, tal que a cada u, v ∈ C(I) le asigna el número real
Ba,c(u, v) = a(0)u(1)v(0)− c(0)u(0)v(1)− a(n)u(n+ 1)v(n) + c(n)u(n)v(n+ 1).
Claramente, Ba,c es una aplicación bilineal, con lo que el nombre está justificado y, además,
Ba,c(u, v) = 0 para cada u, v ∈ C(
◦
I), mientras que para cada u, v ∈ C(I) tenemos que
Ba,c(u, v) = a(n)w[u, v](n)− a(0)w[u, v](0)
+
(
c(n)− a(n))u(n)v(n+ 1)− (c(0)− a(0))u(0)v(1)
= c(n)w[u, v](n)− c(0)w[u, v](0)
+
(
c(n)− a(n))v(n)u(n+ 1)− (c(0)− a(0))v(0)u(1)
Con la definición anterior, la Identidad de Green, Proposición 1.12 del Capítulo 2, puede expre-
sarse como
(60)
∫ n
0
[
Lγ(u)v − (Lγ)∗(v)u
]
= Ba,c(u, v), para cada u, v ∈ C(I)
y, en particular, ∫ n
0
Lγ(u)v =
∫ n
0
(Lγ)∗(v)u, para cada u, v ∈ C(◦I).
Como, para cada potencial q ∈ C(I) se satisface que∫ n
0
[
Lγq (u)v − (Lγq )∗(v)u
]
=
∫ n
0
[
Lγ(u)v − (Lγ)∗(v)u
]
,
la bilineal no cambia al considerar cualquier potencial o, equivalentemente, cualquier coeficiente b
para la ecuación en diferencias.
Por otra parte, si para cada k ∈ I definimos la matriz Ba,c(k) =
[
0 −a(k)
c(k) 0
]
, entonces
detBa,c(k) = a(k)c(k) 6= 0 para cada k ∈ I y, además, para cada u, v ∈ C(I),
(61)
Ba,c(u, v) =
[
v(0), v(1), v(n), v(n+ 1)
] [−Ba,c(0) 0
0 Ba,c(n)
]
u(0)
u(1)
u(n)
u(n+ 1)

=
[
v(n), v(n+ 1)
]
Ba,c(n)
[
u(n)
u(n+ 1)
]
− [v(0), v(1)]Ba,c(0) [u(0)u(1
]
.
Como en [23], la anterior identidad será clave en el análisis de los problemas de contorno, más
concretamente de las condiciones de contorno. En este sentido, todo el estudio algebraico que efec-
tuaremos sobre las condiciones de contorno para ecuaciones en diferencias de segundo orden, es
totalmente válido para ecuaciones diferenciales de segundo orden.
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2. Condiciones de contorno linealmente independientes y problemas de contorno
En esta sección presentaremos y estudiaremos las condiciones de contorno lineales que configuran
los diferentes problemas de contorno relativos a las ecuaciones en diferencias lineales e irreducibles
de segundo orden.
DEFINICIÓN 2.1. Dados c1, c2, c3, c4 ∈ R no simultáneamente nulos, la aplicación c : C(I) −→ R
determinada por la expresión
c(u) = c1u(0) + c2u(1) + c3u(n) + c4u(n+ 1), para cada u ∈ C(I),
se denomina forma lineal de contorno o condición de contorno lineal, de coeficientes c1, c2, c3 y c4.
Es claro que, en las anteriores condiciones, c es un funcional lineal no nulo. Además, los coeficien-
tes de c están perfectamente caracterizados ya que c(ε0) = c1, c(ε1) = c2, c(εn) = c3 y c(εn+1) = c4.
Si c1, c2 son las condiciones de contorno de coeficientes c11, c12, c13, c14 y c21, c22, c23, c24, respec-
tivamente, entonces para cada u ∈ C(I) se satisface que
(62)
[
c1(u)
c2(u)
]
=
[
c11 c12 c13 c14
c21 c22 c23 c24
]
u(0)
u(1)
u(n)
u(n+ 1)
 ,
y (c1, c2) se denomina el par de condiciones de contorno determinadas por la matriz
C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
∈M2×4(R).
LEMA 2.2. Consideremos c1 y c2 las formas lineales de contorno determinadas por la matriz C ∈
M2×4(R) y definamos h : C(I) −→ R2 como h(u) =
(
c1(u), c2(u)
)>. Entonces, son equivalentes:
(i) c1 y c2 son linealmente independientes.
(ii) h es sobreyectiva.
(iii) rgC = 2.
Además, si se satisface cualquiera de las condiciones anteriores, para cada w = (w1, w2)> ∈ R2
existe u ∈ C(I) tal que c1(u) = w1 y c2(u) = w2. Concretamente, si v = (v1, v2, v3, v4)> ∈ R4 es tal
que Cv = w, podemos tomar u = v1ε0 + v2ε1 + v3εn + v4εn+1.
Demostración. Si consideramos 〈·, ·〉 el producto interno estándar en R2 y v = (v1, v2)> ∈ (Im h)⊥,
entonces 〈v, h(u)〉 = 0 para cada u ∈ C(I); es decir, v1c1(u) + v2c2(u) = 0 para cada u ∈ C(I).
Por tanto, v = (v1, v2)> ∈ (Im h)⊥ sii v1c1 + v2c2 = 0, lo que implica que c1 y c2 son linealmente
independientes sii (Im h)⊥ = {0}, es decir, sii Im h = R2. Así pues, hemos demostrado que (i) y (ii)
son equivalentes.
Además, u ∈ C(I) es tal que h(u) = w = (w1, w2)> ∈ R2 sii v =
(
u(0), u(1), u(n), u(n + 1)
)>
satisface que Cv = w y, en este caso, también uˆ = u(0)ε0 +u(1)ε1 +u(n)εn+u(n+ 1)εn+1 satisface
que h(uˆ) = w. Esto demuestra que (ii) y (iii) son equivalentes y la última afirmación del lema. 
Observar que, en las condiciones del lema anterior, es claro que C(I)/ker h ' R2 y, también, que
ker h = ker c1∩ker c2. De hecho, consideremos u, v ∈ C(I) tales que h(u) = (1, 0)> y h(v) = (0, 1)>.
Si a, b ∈ R y tomamos x = au + bv, entonces h(x) = (a, b)> y, por tanto, x ∈ ker h sii a = b = 0,
lo que, en particular, implica que u y v son linealmente independientes. Por otra parte, si x ∈ C(I) y
h(x) = (a, b)>, entonces x−au−bv ∈ ker h, lo que implica que existe z ∈ h tal que x = au+bv+z.
En definitiva, C(I) = sg{u, v} ⊕ ker h.
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Presentamos a continuación el problema a cuyo análisis estará dedicado todo el capítulo. En el
resto de la sección, consideraremos fijadas las funciones a, c ∈ C∗(I) tales que a(n + 1) = c(n)
y c(n + 1) = a(n), b ∈ C(I) y, también, la conductancia γ ∈ Γ(I), el potencial q ∈ C(I) y el
operador de Schrödinger Lγq determinados por ellas. Asimismo, también consideraremos fijado el
par (c1, c2) determinado por C ∈ M2×4(R) y asumiremos que ambas condiciones son linealmente
independientes; es decir, que rgC = 2.
DEFINICIÓN 2.3. El problema de contorno en I determinado por el operador de Schrödinger Lγq
y el par de condiciones de contorno linealmente independientes (c1, c2), que representaremos por la
tripleta (Lγq , c1, c2), para cada dato f ∈ C(I), trata de determinar si existe u ∈ C(I), denominada
solución, tal que
Lγq (u) = f, en
◦
I, c1(u) = f(0) y c2(u) = f(n+ 1).
El problema de contorno se denomina semihomogéneo cuando f ∈ C(◦I), es decir, cuando se satisface
que f(0) = f(n+ 1) = 0, y homogéneo cuando f = 0.
El siguiente resultado, cuya demostración se reduce a una simple comprobación, muestra que
podemos restringir nuestro estudio al de problemas de contorno semihomogéneos. Para ello, es clave
que las condiciones de contorno sean linealmente independientes o, equivalentemente, que si el par
está determinado por la matriz C ∈ M2×4(R), entonces rgC = 2. Esto implica que dados f(0) y
f(n+ 1), siempre podemos encontrar v = (v1, v2, v3, v4)> ∈ R4 tal que Cv =
(
f(0), f(n+ 1)
)>
.
LEMA 2.4. Consideremos el problema de contorno (Lγq , c1, c2) y f ∈ C(I). Si v1, v2, v3, v4 ∈ R
son tales que
c11v1 + c12v2 + c13v3 + c14v4 = f(0) y c21v1 + c22v2 + c23v3 + c24v4 = f(n+ 1)
y definimos g ∈ C(I) como
g = f − f(0)ε0 +
[
(v1 − v2)c(0)− v2
(
a(1) + q(1)
)]
ε1 + v2c(1)ε2
+ v3a(n− 1)εn−1 +
[
(v4 − v3)a(n)− v3
(
c(n− 1) + q(n))]εn − f(n+ 1)εn+1 ,
entonces u ∈ C(I) es solución del problema de contorno con dato f sii la función
v = u− v1ε0 − v2ε1 − v3εn − v4εn+1
es solución del problema de contorno semihomogéneo con dato g.
El que el análisis de cada problema de contorno se reduzca a otro semihomogéneo motiva el
siguiente concepto.
DEFINICIÓN 2.5. Si (c1, c2) y (cˆ1, cˆ2) son dos pares de condiciones de contorno linealmente in-
dependientes entre sí, diremos que son equivalentes si ker c1 ∩ ker c2 = ker cˆ1 ∩ ker cˆ2. En estas
circunstancias, los problemas de contorno (Lγq , c1, c2) y (Lγq , cˆ1, cˆ2) se denominan también problemas
de contorno equivalentes.
La noción anterior puede extenderse de manera obvia al caso de problemas de contorno en el que
los operadores de Schrödinger son semejantes: Los problemas de contorno (Lγ1q1 , c1, c2) y (Lγ2q2 , cˆ1, cˆ2)
se denominan equivalentes si los pares de condiciones de contorno son equivalentes y, asimismo, los
operadores de Schrödinger son semejantes en el sentido de que las correspondientes ecuaciones en
diferencias lo son; es decir, existe σ ∈ C∗(I) tal que Lγ2q2 = σLγ1q1 . En particular, cada problema de
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contorno es equivalente a otro en el que el operador es autoadjunto. No obstante, en este capítulo
estaremos más interesados en describir y analizar las propiedades de las condiciones de contorno, por
lo que, a menos que especifiquemos otra cosa, utilizaremos la noción de equivalencia en el sentido de
la Definición 2.5.
De la definición se deduce de manera inmediata que los pares (c1, c2) y (c2, c1) son equivalentes. Si
el par (c1, c2) está determinado por C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
, entonces el par (c2, c1) está determinado
por Ĉ =
[
c21 c22 c23 c24
c11 c12 c13 c14
]
=
[
0 1
1 0
][
c11 c12 c13 c14
c21 c22 c23 c24
]
. Como veremos esta propiedad es
característica de los pares de condiciones equivalentes.
LEMA 2.6. Si (c1, c2) y (cˆ1, cˆ2) son los pares de condiciones de contorno linealmente indepen-
dientes determinadas por las matrices C, Ĉ ∈ M2×4(R), entonces ambos pares son equivalentes sii
existe una matriz no singular M ∈M2(R) tal que Ĉ = MC.
Demostración. Consideremos h, hˆ : C(I) −→ R2 las funciones definidas como h(u) = (c1(u), c2(u))>
y hˆ(u) =
(
cˆ1(u), cˆ2(u)
)>. Con estas notaciones, los pares son equivalentes sii ker h = ker hˆ y, ade-
más, si M ∈ M2(R), entonces Ĉ = MC sii hˆ(u) = Mh(u), para cada u ∈ C(I). Por tanto, si se
satisface la identidad anterior y M es invertible, entonces ker h = ker hˆ.
Recíprocamente, consideremos u, v, w, y ∈ C(I) tales que [h(u), h(v)] = [hˆ(w), hˆ(y)] =
[
1 0
0 1
]
.
Sabemos que u y v son linealmente independientes y que lo mismo ocurre con w e y.
Si hˆ(u) = (a, b)> y hˆ(v) = (c, d)>, entonces existen z1, z2 ∈ ker hˆ tales que u = aw + by + z1 y
v = cw + dy + z2.
Consideremos M =
[
a c
b d
]
y supongamos que los pares de condiciones de contorno son equi-
valentes. Entonces, M es no singular, pues si existieran λ, µ ∈ R tales que M
[
λ
µ
]
= 0, entonces
x = λu+ µv ∈ ker hˆ = ker h y, por tanto, h(x) = (λ, µ)> = (0, 0); es decir, λ = µ = 0.
Si x ∈ C(I) y h(x) = (α, β)>, entonces existe zˆ ∈ ker h = ker hˆ tal que
x = αu+ βv + zˆ = α(aw + by) + β(cw + dy) + αz1 + βz2 + zˆ,
lo que implica que hˆ(x) = M
[
α
β
]
= Mh(x), puesto que αz1 + βz2 + zˆ ∈ ker hˆ. 
DEFINICIÓN 2.7. Si (c1, c2) es el par de condiciones de contorno linealmente independientes
determinadas por la matriz C ∈ M2×4(R), diremos que el par de condiciones de contorno (cc1, cc2)
linealmente independientes determinadas por la matriz Cc es complementario del par (c1, c2) sii la
matriz
[
C
Cc
]
∈M4(R) es no singular.
PROPOSICIÓN 2.8. Sean a, c ∈ C∗(I) y consideremos Ba,c su bilineal de contorno asociada. En-
tonces, para cada par de condiciones de contorno (cc1, c
c
2) complementario del par (c1, c2), existen
dos pares de condiciones de contorno (c∗1, c
∗
2) y
(
(c∗1)
c, (c∗2)
c
)
linealmente independientes y comple-
mentarias una de otra y tales que
Ba,c(u, v) = c1(u)(c
∗
1)
c(v) + c2(u)(c
∗
2)
c(v) + cc1(u)c
∗
1(v) + c
c
2(u)c
∗
2(v), para cada u, v ∈ C(I).
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Además, si (cˆ1, cˆ2) es equivalente a (c1, c2) y consideramos
(
(cˆ1)
c, (cˆ2)
c
)
cualquier par complemen-
tario, entonces si (cˆ∗1, cˆ
∗
2) y
(
(cˆ∗1)
c, (cˆ∗2)
c
)
son los pares de condiciones de contorno que satisfacen la
identidad anterior, resulta que (c∗1, c
∗
2) es equivalente a (cˆ
∗
1, cˆ
∗
2).
Demostración. Es idéntica a la demostración del Teorema 2.1 en [23, Capítulo 11]. 
DEFINICIÓN 2.9. Denominaremos par adjunto del par (c1, c2), respecto de a, c ∈ C∗(I), a cual-
quier par de condiciones de contorno (c∗1, c
∗
2) que satisfagan las identidades de la Proposición 2.8.
Cada una de las condiciones de contorno del par (c∗1, c
∗
2), se denominan condiciones adjuntas, res-
pecto de a, c ∈ C∗(I). Si a = c, diremos que el par (c1, c2) es autoadjunto, respecto de a ∈ C∗(I), si
es equivalente a cualquier par de condiciones adjuntas.
Denominaremos problema de contorno adjunto de (Lγq , c1, c2) al problema de contorno homo-
géneo determinado por la tripleta
(
(Lγq )∗, c∗1, c∗2
)
. El problema de contorno (Lγq , c1, c2) se denomina
autoadjunto si tanto el operador Lγq como el par (c1, c2) son autoadjuntos.
NOTA 2.10. El problema adjunto de (Lγq , c1, c2) es siempre un problema homogéneo. Por otra
parte, si el problema (Lγq , c1, c2) es autoadjunto, entonces Lγq = (Lγq )∗, lo que, en particular, implica
que γ es simétrica o, equivalentemente, que a = c.
El siguiente resultado establece una caracterización analítica del problema adjunto de uno dado,
a partir de la Identidad de Green.
COROLARIO 2.11. El problema de contorno
(
(Lγq )∗, c∗1, c∗2
)
es adjunto de (Lγq , c1, c2) sii∫ n
0
Lγq (u)v =
∫ n
0
(Lγq )∗(v)u, para cada u, v ∈ C(I) tales que c1(u) = c2(u) = c∗1(v) = c∗2(v) = 0.
En particular, el problema de contorno (Lγq , c1, c2) es autoadjunto sii∫ n
0
Lγq (u)v =
∫ n
0
Lγq (v)u, para cada u, v ∈ C(I) tales que c1(u) = c1(v) = c2(u) = c2(v) = 0.
Concluiremos esta sección con una nueva aplicación de la identidad y de la expresión de la forma
bilineal de contorno dada en la Proposición 2.8, para analizar las condiciones de resolubilidad del
problema de contorno (Lγq , c1, c2). Consideremos, pues, f ∈ C(I) y planteemos el problema
Lγq (u) = f, en
◦
I, c1(u) = f(0) y c2(u) = f(n+ 1).
Si suponemos que u ∈ C(I) es una solución del problema anterior, entonces la Proposición 2.8
establece que necesariamente ha de satisfacerse que∫ n
0
fv = f(0)(c∗1)
c(v) + f(n+ 1)(c∗2)
c(v),
para cada v ∈ C(I) solución del problema adjunto. En particular, si f ∈ C(◦I), es decir, si el problema
es semihomogéneo, entonces si u ∈ C(I) es una solución del problema anterior, necesariamente∫ n
0
fv = 0 para cada v ∈ C(I) tal que (Lγq )∗(v) = 0 en
◦
I, c∗1(v) = c
∗
2(v) = 0.
Dado que todo problema de contorno es equivalente a uno semihomogéneo, podemos investigar
únicamente si la anterior condición necesaria es también suficiente. Para ello, estudiaremos con un
poco más de detalle las condiciones de resolubilidad de los problemas de contorno. Concretamente,
si f ∈ C(I), entonces el Corolario 4.1 del Capítulo 1 establece que todas las soluciones de la ecuación
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de Schrödinger con dato f se expresan como u = αz1 + βz2 + yf , donde {z1, z2} es una base de la
ecuación de Schrödinger homogénea, yf es una solución particular de la ecuación de de Schrödinger
con dato f y α, β ∈ R.
Teniendo en cuenta que toda solución del problema de contorno es solución de la ecuación de
Schrödinger, obtenemos la siguiente caracterización de resolubilidad. En lo sucesivo mantendremos
fijadas {z1, z2} y {z∗1 , z∗2}, respectivamente bases de soluciones de las ecuaciones de Schrödinger
homogéneas Lγq (u) = 0 y (Lγq )∗(u) = 0 en
◦
I.
LEMA 2.12. Si f ∈ C(I) e yf es una solución particular de la ecuación de Schrödinger con dato
f , entonces u = αz1 + βz2 + yf con α, β ∈ R, es solución del problema de contorno
Lq(u) = f en
◦
I, c1(u) = f(0) y c2(u) = f(n+ 1),
sii α y β son soluciones del sistema lineal[
c1(z1) c1(z2)
c2(z1) c2(z2)
] [
a
b
]
=
[
f(0)− c1(yf )
f(n+ 1)− c2(yf )
]
.
Denotaremos por Sc1,c2 y por S∗c∗1,c∗2 a los subespacios de soluciones de los problemas de contorno
homogéneo y adjunto, respectivamente.
PROPOSICIÓN 2.13. Se satisface que dimSc1,c2 = 2 − rang
[
c1(z1) c1(z2)
c2(z1) c2(z2)
]
, dimS∗c∗1,c∗2 =
2− rang
[
c∗1(z
∗
1) c
∗
1(z
∗
2)
c∗2(z
∗
1) c
∗
2(z
∗
2)
]
y, además, dimSc1,c2 = dimS∗c∗1,c∗2 .
Demostración. Es idéntica a la demostración del Teorema 3.4 en [23, Capítulo 11]. 
TEOREMA 2.14 (Alternativa de Fredholm). Si f ∈ C(I), la condición necesaria y suficiente para
que el problema de contorno semihomogéneo
Lγq (u) = f en
◦
I, c1(u) = c2(u) = 0,
tenga solución, es que∫ n
0
fv = 0 para cada v ∈ C(I) tal que (Lγq )∗(v) = 0 en
◦
I, c∗1(v) = c
∗
2(v) = 0.
Además cuando esta condición se satisface, si up es una solución, el conjunto de soluciones está
determinado por la identidad u = up + Sc1,c2 .
3. Clasificación de los problemas de contorno
En esta sección clasificaremos los problemas de contorno atendiendo a diferentes criterios. Los
primeros de ellos se refieren fundamentalmente a qué vértices de δ(I) aparecen involucrados en la
expresión de las condiciones de contorno. Resulta entonces que este tipo de clasificación no depende
de los coeficientes del operador en diferencias considerado y, por tanto, se trata más bien de una
clasificación de las propias condiciones de contorno.
Consideraremos fijado (c1, c2) el par de condiciones de contorno linealmente independientes de-
terminado por la matriz C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
y para cada 1 ≤ i < j ≤ 4 definimos la
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matriz Cij =
[
c1i c1j
c2i c2j
]
y el número dij = detCij . Observar que como rgC = 2, resulta que∑
1≤i<j≤4
|dij| > 0. Observar que C = [C12 C34] y que Ĉ es equivalente a C sii existe N ∈ M2(R)
no singular y tal que Ĉ = [NC12 NC34].
Aunque como acabamos de comentar, la clasificación no depende más que de las condiciones,
como en cada caso nos preocuparemos de obtener las correspondientes condiciones de contorno
adjuntas, que sí dependen de los coeficientes del operador considerado, cuando sea necesario con-
sideraremos también funciones a, c ∈ C∗(I). Comenzaremos precisamente con la caracterización
algebraica del problema adjunto a partir del análisis de la bilineal de contorno.
PROPOSICIÓN 3.1. Si (c1, c2) es el par de condiciones de contorno determinadas por C y (c˜1, c˜2)
es el par de condiciones de contorno determinadas por C˜, entonces el segundo es adjunto del primero,
respecto de a, c ∈ C∗(I), sii
C12B
−1
a,c(0)C˜
>
12 = C34B
−1
a,c(n)C˜
>
34.
En particular, si a = c, el par (c1, c2) es autoadjunto, respecto de a, sii a(n)d12 = a(0)d34.
Demostración. La prueba de la primera afirmación es idéntica a la demostración del Teorema 1.1 en
[23, Capítulo 11].
Para demostrar la segunda parte, observemos que cuando a = c, entonces B−1a,c(k) = a(k)
−1H,
donde H =
[
0 1
−1 0
]
y para cualquier matriz A ∈M2(R) se tiene que AHAT = (detA)H. 
Tal y como han sido definidas, las condiciones de contorno involucran los valores de las funciones
en los vértices 0, 1, n y n + 1. La primera clasificación atenderá precisamente al tipo de vértices que
son tenidos en cuenta.
DEFINICIÓN 3.2. Diremos que el par (c1, c2) es:
(i) Exterior, si cada condición de contorno de todo par equivalente involucra al menos un vértice
de δ(I).
(ii) Interior si existe un par equivalente de condiciones de contorno que involucra sólo los vértices
1 y n.
(iii) Exterior–interior si no es de ninguno de los tipos anteriores; es decir, para cada par equi-
valente, una condición no involucra ningún vértice de δ(I) y la otra involucra al menos un
punto de δ(I).
Es claro que dos pares equivalentes de condiciones de contorno son siempre del mismo tipo,
exterior, interior o exterior–interior. Por otra parte, debemos mencionar que esta clasificación de las
condiciones de contorno sólo tiene sentido en el caso discreto y no es aplicable al caso continuo.
La razón es que mientras en el caso discreto podríamos distinguir dos tipos de frontera, la exterior
formada por los vértices {0, n + 1} y la interior formada por los vértices {1, n}, en el caso continuo
ambas están identificadas. Nótese que la denominación de condiciones exteriores o interiores hace
referencia a si son o no tenidos en cuenta los puntos de la frontera exterior. En el siguiente resultado
se describe la clasificación de las condiciones de contorno atendiendo al criterio anterior, tal y como
fue realizado en [10, Proposición 3.6]. Como es previsible, la información relevante sobre este criterio
se encuentra en la matriz C14, cuyos coeficientes son precisamente los asociados a los vértices de δ(I).
3. Clasificación de los problemas de contorno 105
PROPOSICIÓN 3.3. Se satisfacen las siguientes propiedades:
(i) El par (c1, c2) es exterior sii d14 6= 0. En este caso, el par es equivalente al par
cˆ1(u) = d14u(0) + d24u(1) + d34u(n),
cˆ2(u) = d12u(1) + d13u(n) + d14u(n+ 1),
lo que además implica que un par adjunto está determinado por
c∗1(u) = a(0)d14u(0) + c(0)d24u(1) + a(n)d12u(n),
c∗2(u) = c(0)d34u(1) + a(n)d13u(n) + c(n)d14u(n+ 1).
(ii) El par (c1, c2) es interior sii C14 = 0, lo que implica que es equivalente al par dado por
cˆ1(u) = u(1) y cˆ2(u) = u(n).
En particular, (c1, c2) es siempre su propio adjunto y, por tanto, autoadjunto si a = c.
(iii) El par (c1, c2) es exterior–interior, sii C14 6= 0 pero d14 = 0. Además, si j = 1, 2 es tal que
|cj1|+ |cj4| > 0, entonces el par (c1, c2) es equivalente al par (cj, cˆj), donde
cˆj(u) =
{
d24u(1) + d34u(n), si cj1 = 0,
d12u(1) + d13u(n), si cj1 6= 0,
en cuyo caso, un par adjunto está dado por c∗1(u) = a(0)c(0)
2cj4u(1)− a(n)2c(n)cj1u(n) y
c∗2(u) =
{
a(0)d34u(0)− a(n)d23u(n)− c(n)d24u(n+ 1), si cj1 = 0,
a(0)d13u(0) + c(0)d23u(1)− c(n)d12u(n+ 1), si cj1 6= 0.
Demostración. El par es de tipo interior sii existe una matrix N ∈ M2(R) no singular y tal que
NC14 = 0 o, equivalentemente, C14 = 0. En este caso d23 6= 0 pues rgC = 2, de manera que si
consideramos M = C−123 , entonces el par determinado por MC satisface las propiedades requeridas.
Si d14 6= 0, entonces detMC14 6= 0 para cada M ∈ M2(R) no singular, lo que implica que cada
condición de contorno de cada par equivalente involucra al menos un vértice de δ(I). De hecho, como
detMC14 6= 0, si una de ellas involucra el vértice 0 la otra necesariamente involucra al menos al
vértice n + 1 y viceversa. En particular, la elección M = d14C−114 determina el par de condiciones
equivalentes descritas en (i).
Finalmente, si d14 = 0 pero C14 6= 0, existe j = 1, 2 tal que |cj1| + |cj4| > 0. Si j = 1, como
d14 = 0, existe α ∈ R tal que c21 = αc11 y c24 = αc14 y si consideramos M =
[
1 0
−α 1
]
, las
condiciones determinadas por MC son precisamente las descritas en (iii). El razonamiento si j = 2,
es análogo.
La comprobación de que en cada caso las condiciones son las adjuntas de las dadas, se reduce a
la verificación de la identidad algebraica de la Proposición 3.1. 
La siguiente clasificación de condiciones de contorno hace referencia a si una o las dos condicio-
nes tienen en cuenta sólo los vértices en un lado de δ(I); esto es, o bien {0, 1} o bien {n, n+ 1}.
DEFINICIÓN 3.4. Diremos que el par de condiciones de contorno (c1, c2) es unilateral, o que las
condiciones c1 y c2 son unilaterales si o bien C34 = 0, en cuyo caso se denomina inicial; o bien
C12 = 0, en cuyo caso se denomina final.
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LEMA 3.5. Supongamos que (c1, c2) es un par de condiciones unilaterales. Entonces, (c1, c2) es
exterior–interior y todo par equivalente es también unilateral. Además, se satisfacen las siguientes
propiedades:
(i) Si el par es inicial, entonces d12 6= 0 y es equivalente al par (cˆ1, cˆ2), donde cˆ1(u) = u(0) y
cˆ2(u) = u(1). Además, cualquier par de condiciones finales es adjunto de (c1, c2).
(i) Si el par es final, entonces d34 6= 0 y es equivalente al par (cˆ1, cˆ2), donde cˆ1(u) = u(n) y
cˆ2(u) = u(n+ 1). Además, cualquier par de condiciones iniciales es adjunto de (c1, c2).
DEFINICIÓN 3.6. Supongamos que el par de condiciones de contorno (c1, c2) satisface C12 6= 0
y C34 6= 0. Diremos que el par es separable en el vértice 0 si d34 = 0, respectivamente separable en
el vértice n + 1 si d12 = 0. Diremos que el par es separable si lo es en 0 y en n + 1; es decir, si
d12 = d34 = 0.
Observar que la hipótesis C12,C34 6= 0 determina que el par (c1, c2) no es unilateral. Recípro-
camente, si C12 6= 0 y d12 = 0, necesariamente C34 6= 0 y, análogamente, si C34 6= 0 y d34 = 0,
necesariamente C12 6= 0, pues rgC = 2. Por otra parte, si el par (c1, c2) es separable, bien en 0, bien
en n+ 1, entonces cualquier par equivalente tiene la misma propiedad.
PROPOSICIÓN 3.7. Se satisfacen las siguientes propiedades:
(i) Si (c1, c2) es separable en 0, entonces es equivalente al determinado por una matriz de la
forma
[
a11 a12 0 0
a21 a22 a23 a24
]
, donde
(|a11|+ |a12|)(|a23|+ |a24|) > 0 y a21 · a22 = 0.
(ii) Si (c1, c2) es separable en n+ 1, entonces es equivalente al determinado por una matriz de la
forma
[
a11 a12 a13 a14
0 0 a23 a24
]
, donde
(|a11|+ |a12|)(|a23|+ |a24|) > 0 y a13 · a14 = 0.
(iii) Si (c1, c2) es separable, entonces es equivalente al determinado por una matriz de la forma[
a11 a12 0 0
0 0 a23 a24
]
, donde (|a11|+ |a12|)(|a23 + |a24|) > 0. En particular, el par (c1, c2) es
autoadjunto respecto de cualquier a ∈ C∗(I).
Demostración. Los razonamientos para las partes (i) y (ii) son idénticos, así que solo demostraremos
el caso (i).
Si c23 = c24 = 0, entonces |c13|+ |c14| > 0 y, además, la independencia lineal de las condiciones
de contorno, obliga a que |c21| + |c22| > 0. Entonces, (c1, c2) es equivalente a (c2, c1) , que está
determinado por la matriz
[
c21 c22 0 0
c11 c12 c13 c14
]
.
Si |c23|+ |c24| > 0, como d34 = 0, existe α ∈ R tal que (c13, c14) = α(c23, c24) y si consideramos
M =
[
1 −α
0 1
]
, entonces MC =
[
cˆ11 cˆ12 0 0
c21 c22 c23 c24
]
y, además, |cˆ11|+ |cˆ12| > 0, pues rgMC = 2.
En definitiva, el par (c1, c2) es equivalente al determinado por una matriz de la forma[
cˆ11 cˆ12 0 0
cˆ21 cˆ22 cˆ23 cˆ24
]
, donde
(|cˆ11|+ |cˆ12|)(|cˆ23|+ |cˆ24|) > 0.
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Además, si cuando cˆ11 6= 0 consideramos N =
[
1 0
− cˆ21
cˆ11
1
]
, mientras que cuando cˆ12 6= 0 consideramos
N =
[
1 0
− cˆ22
cˆ12
1
]
, entonces
[
a11 a12 0 0
a21 a22 a23 a24
]
= N
[
cˆ11 cˆ12 0 0
cˆ21 cˆ22 cˆ23 cˆ24
]
tiene las propiedades
requeridas.
(iii) Como el par (c1, c2) es separable en 0, aplicando la parte (i), resulta que es equivalente al
determinado por una matriz de la forma
[
a11 a12 0 0
a21 a22 a23 a24
]
, donde
(|a11|+|a12|)(|a23|+|a24|) > 0
y a21 · a22 = 0. Como además es separable en n+ 1, necesariamente a11a22 = a12a21, lo que implica
que existe α ∈ R tal que (a21, a22) = α(a11, a12). Si ahora consideramos la matriz M =
[
1 0
−α 1
]
,
entonces M
[
a11 a12 0 0
a21 a22 a23 a24
]
tiene las propiedades requeridas. 
DEFINICIÓN 3.8. A las condiciones separadas que están determinadas por la matriz
C =
[
c11 c12 0 0
0 0 c23 c24
]
,
donde (|c11|+ |c12|)(|c23|+ |c24|) > 0 se las denomina condiciones de Sturm–Liouville.
Las condiciones de Sturm–Liouville pueden ser de cualquiera de los tres tipos, exterior, inte-
rior o exterior–interior, dependiendo de cuáles de sus coeficientes sean no nulos. Como veremos a
continuacón, este tipo de condiciones forman una clase cerrada dentro del conjunto de condiciones
de contorno, en el sentido de que sus condiciones adjuntas, respecto de cualquier par de funciones
a, c ∈ C∗(I) son del mismo tipo, no sólo Sturm–Liouville, sino que también respetan el carácter
exterior o interior.
PROPOSICIÓN 3.9. Si (c1, c2) es el par de condiciones de Sturm–Liouville determinado por la
matriz
C =
[
c11 c12 0 0
0 0 c23 c24
]
,
donde (|c11| + |c12|)(|c23 + |c24|) > 0, entonces un par adjunto (c∗1, c∗2) es el par de condiciones de
Sturm–Liouville determinado por la matriz
C∗ =
[
a(0)c11 c(0)c12 0 0
0 0 a(n)c23 c(n)c24
]
.
En particular, el par (c1, c2) es autoadjunto respecto de cualquier a ∈ C∗(I). Recíprocamente, si el
par (c1, c2) es autoadjunto respecto de cualquier función a ∈ C∗(I), entonces es de Sturm–Liouville
y esta propiedad es equivalente a que d12 = d34 = 0.
Demostración. La primera parte se reduce a una comprobación de la identidad de la Proposición 3.1.
Supongamos ahora que el par (c1, c2) está determinado por la matriz C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
tal
que rgC = 2.
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Si el par es autoadjunto respecto de cualquier función a ∈ C∗(I), aplicando la última parte de la
Proposición 3.1 resulta que a(n)d12 = a(0)d34 para cada a ∈ C∗(I). En particular, tomando a ∈ C∗(I)
tal que a(0) = a(n), la identidad anterior implica que necesariamente d12 = d34. Tomando a ∈ C∗(I)
tal que a(0) = −a(n), la misma identidad implica que d12 = −d34, por lo que necesariamente d12 =
d34 = 0. Por tanto, el par es autoadjunto respecto de cualquier función a ∈ C∗(I) sii d12 = d34 = 0,
condición que satisfacen las condiciones de Sturm–Liouville.
Supongamos finalmente que d12 = d34 = 0. Como rgC = 2, necesariamente C12,C34 6= 0 y, por
tanto, existen α1, α2, β1, β2 ∈ R tales que (|α1|+ |α2|)(|β1|+ |β2|) > 0 y, además,
α1(c11, c12) + α2(c21, c22) = β1(c13, c14) + β2(c23, c24) = 0.
Si (|c11| + |c12|)(|c23| + |c24|) = 0, necesariamente (|c21| + |c22|)(|c13| + |c14|) > 0 pues en otro
caso o bien C12 = 0, o bien C34 = 0, o bien una fila de la matriz C es nula, lo que contradice la
hipótesis rgC = 2. Además, si c11 = c12 = 0, necesariamente β2 6= 0, ya que en otro caso la primera
fila de C es nula, y podemos considerar la matriz M =
1
β2
[
β1 β2
β2 0
]
, mientras que si c23 = c24 = 0,
necesariamente α1 6= 0, ya que en otro caso la segunda fila de la matriz C es nula, y podemos
considerar la matriz M =
1
α1
[
0 α1
α1 α2
]
. En ambos casos, tenemos que
detM = −1, MC12 =
[
c21 c22
0 0
]
y MC34 =
[
0 0
c13 c14
]
.
Si (|c11| + |c12|)(|c23| + |c24|) > 0, necesariamente β1α2 6= 0 y, además, α1β2 6= α2β1. Es claro
que esta última condición se satisface si α1 = 0, mientras que si α1 6= 0 y α1β2 = α2β1, entonces
β1(c11, c12) + β2(c21, c22) = 0 y, por tanto, β1(c11, c12, c13, c14) + β2(c21, c22, c23, c24) = 0, lo que
contradice la hipótesis rgC = 2. Si ahora definimos M =
1
β1α2 − β2α1
[
β1α2 β2α2
β1α1 β1α2
]
, entonces
detM = β1α2, MC12 =
[
c11 c12
0 0
]
y MC34 =
[
0 0
c23 c24
]
.

La Proposición 3.7 muestra que cuando un par es separable es equivalente a un par en el que al
menos una de las condiciones de contorno tiene una expresión simple que involucra sólo dos vértices
y que es natural denominar separada. Con esta terminología, un par de Sturm–Liouville estará cons-
tituido por dos condiciones de contorno separadas. Determinaremos ahora el par adjunto cuando una,
pero sólo una, de las condiciones es separada; es decir, el par es separado en un vértice pero no es de
Sturm–Liouville.
La demostración del siguiente resultado se reduce de nuevo a una comprobación de la identidad
de la Proposición 3.1.
PROPOSICIÓN 3.10. Se satisfacen las siguientes propiedades:
(i) Si el par (c1, c2) es separado en 0; es decir, si está determinado por una matriz de la forma[
c11 c12 0 0
c21 c22 c23 c24
]
, donde
(|c11| + |c12|)(|c23| + |c24|) > 0 y d12 6= 0, entonces un par
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adjunto está determinado por la matriz
C∗ =
[
a(0)(c223 + c
2
24)c11 c(0)(c
2
23 + c
2
24)c12 a(n)c24d12 −c(n)c23d12
0 0 c(n)−1c23 a(n)−1c24
]
.
En particular, las condiciones adjuntas de (c1, c2) son separables en n+ 1.
(ii) Si el par (c1, c2) es separado en n + 1; es decir, si está determinado por una matriz de la
forma
[
c11 c12 c13 c14
0 0 c23 c24
]
, donde
(|c11| + |c12|)(|c23| + |c24|) > 0 y d34 6= 0, entonces un
par adjunto está determinado por la matriz
C∗ =
[
c(0)−1c11 a(0)−1c12 0 0
−a(0)c12d34 c(0)c11d34 a(n)(c211 + c212)c23 c(n)(c211 + c212)c24
]
.
En particular, las condiciones adjuntas de (c1, c2) son separables en 0.
Observar que si el par es separado en 0 y, además, d12 = 0, entonces también es separado en n+1
y, análogamente, si es separado en n + 1 y d34 = 0, entonces es también separado en 0 y, por tanto,
en ambos casos el par sería de Sturm–Liouville. Un análisis algo más casuístico permite simplificar
enormemente las expresiones para el par adjunto. Por ejemplo, si el par es separado en 0 y, además,
c23c24 6= 0, asumiendo claro está que d12 6= 0, entonces una fácil manipulación algebraica reduce la
matriz C∗ a su equivalente
C∗ =
[
a(0)c11c24 c(0)c12c24 a(n)d12 0
0 0 c(n)−1c23 a(n)−1c24
]
,
mientras que si c23 = 0, entonces
C∗ =
[
a(0)c24c11 c(0)c24c12 a(n)d12 0
0 0 0 1
]
y, finalmente, si c24 = 0, entonces
C∗ =
[
a(0)c23c11 c(0)c23c12 0 −c(n)d12
0 0 1 0
]
.
A continuación pondremos nombres específicos a las condiciones separadas, que por otra parte
son los que aparecen más frecuentemente en la literatura.
DEFINICIÓN 3.11. Consideremos c la condición lineal de contorno de coeficientes c1, c2, c3 y c4,
donde |c1|+ |c2|+ |c3|+ |c4| > 0.
(i) Diremos que c es separada en 0 si c3 = c4 = 0. Si, además, c1 ·c2 = 0, entonces c se denomina
condición de Dirichlet en 0, interior si c2 6= 0 y exterior si c1 6= 0. Si c1 ·c2 6= 0, c se denomina
condición de Robin en 0. En particular, si c2 = −c1, c, se denomina condición de Neumann
en 0.
(ii) Diremos que c es separada en n + 1 si c1 = c2 = 0. Si, además, c3 · c4 = 0, entonces c
se denomina condición de Dirichlet en n + 1, interior si c3 6= 0 y exterior si c4 6= 0. Si
c3 · c4 6= 0, c se denomina condición de Robin en n + 1. En particular, si c3 = −c4, c se
denomina condición de Neumann en n+ 1.
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Observar que si c es una condición de Dirichlet en 0, entonces es equivalente a la condición
cˆ(u) = u(0) si es exterior o a cˆ(u) = u(1) si es interior y una situación análoga se presenta para las
condiciones de Dirichlet en n + 1. Por otra parte, si suponemos fijadas las funciones a, c ∈ C∗(I), si
c es una condición de Robin en 0, entonces es equivalente a la condición de Robin cˆ(u) = c1u(0) −
a(0)u(1) y, en particular, si es una condición de Neumann en 0, es equivalente a la condición de
Neumann cˆ(u) = a(0)u(0) − a(0)u(1). Análogamente, si c es una condición de Robin en n + 1,
entonces es equivalente a la condición de Robin cˆ(u) = c4u(n + 1)− c(n)u(n) y, en particular, si es
una condición de Neumann en n + 1, es equivalente a la condición de Neumann cˆ(u) = c(n)u(n +
1)− c(n)u(n).
En lo sucesivo, cuando nos refiramos a condiciones de Dirichlet, ya sean interiores o exteriores,
estaremos asumiendo que las condiciones de Dirichlet son las que acabamos de señalar. Análogamen-
te, cuando nos refiramos a condiciones de Robin o Neumann en cualquiera de los dos vértices de δ(I),
también nos estaremos refiriendo a las condiones de Robin o Neumann que acabamos de describir.
En la Proposición 3.7 hemos demostrado que todo par separable de condiciones de contorno, en
0 o en n + 1, es equivalente a uno en el que al menos una condición es separada, en 0 o en n + 1,
respectivamente. Si la condición es separada en 0, entonces o bien es equivalente a la condición de
Dirichlet, o bien a la condición de Robin. Análogamente, si la condición es separada en n+1, entonces
o bien es equivalente a la condición de Dirichlet, o bien a la condición de Robin.
Finalizaremos la clasificación de condiciones de contorno introduciendo las que denominaremos
de tipo periódico, que como veremos en secciones posteriores, pueden interpretarse en términos de
ecuaciones en diferencias definidas sobre ciclos. Este tipo de condiciones incluyen también las que,
en el caso continuo, son tratadas en [23, Capítulo 8.3] y que nosotros tratamos aquí como un caso
particular de las denominadas condiciones de tipo periódico de segunda especie.
DEFINICIÓN 3.12. Diremos que (c1, c2) es un par de condiciones de tipo periódico si ni es uni-
lateral, ni separado ni en 0 ni en n + 1. Por tanto, el par es periódico si está determinado por una
matriz de la forma
C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
,
donde d12 · d34 6= 0. Las condiciones se denominan de tipo periódico de primera especie o de tipo
periódico de segunda especie si, además, d23 = 0 o d23 6= 0, respectivamente.
Observar que la condición d12 · d34 6= 0 implica, en particular, que C12 6= 0 y que C34 6= 0, por
lo que las condiciones no pueden ser unilaterales. Además, como d34 6= 0 no puede ser separado
en 0 y como d12 6= 0 tampoco puede ser separado en n + 1. Por otra parte, como tanto los pares
de condiciones unilaterales como de separables tienen adjuntos que son unilaterales o separables,
respectivamente, resulta que los adjuntos de las condiciones de tipo periódico son también de tipo
periódico.
LEMA 3.13. Consideremos (c1, c2) un par de condiciones de tipo periódico.
(i) Si el par es de tipo periódico de primera especie, entonces es equivalente al determinado por
una matriz de la forma
[
a11 a12 a13 a14
a21 0 0 a24
]
, donde a12 · a13 · a21 · a24 6= 0; y, por tanto, su
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adjunto es el par de tipo periódico de segunda especie determinado por la matriz[
0 −c(0)a24a13 a(n)a21a13 −c(n)d24
a(0)a13 0 0 −c(n)a12
]
.
En particular, el par es autoadjunto, respecto de a ∈ C∗(I), sii a(n)a12a21 = −a(0)a13a24.
(ii) Si el par es de tipo periódico de segunda especie, entonces es equivalente al determinado por una
matriz de la forma
[
a11 −a(0) 0 a14
a21 0 −c(n) a24
]
, donde a21 ·a14 6= 0; y, por tanto, su adjunto es el par
de tipo periódico de primera especie determinado por la matriz[
a11 −c(0) 0 a21
a14 0 −a(n) a24
]
.
En particular, el par es autoadjunto, respecto de a ∈ C∗(I), sii a21 = a14.
4. Problemas de contorno regulares
Una vez clasificados los problemas de contorno sobre un camino finito, nuestro propósito es abor-
dar su resolución efectiva cuando ello sea posible. Como en [10], nos centraremos en este trabajo en
los problemas regulares; es decir, en aquellos problemas para los que existe una única solución. El
análisis de otras situaciones, que incluyen el planteamiento del denominado problema de autovalores,
no será abordado aquí. Nuestras técnicas están dirigidas hacia la determinación de los denominados
núcleos resolventes. Como veremos, el tratamiento que desarrollaremos para determinar tales núcleos
representa una extensión de resultados más o menos conocidos, tanto en el ámbito discreto como
en el continuo, pero habitualmente referidos al tratamiento de las condiciones de Sturm–Liouville.
Mostraremos aquí que el proceso de determinación de los núcleos resolventes y, por tanto, la reso-
lución de los problemas de contorno, depende siempre de una adecuada elección de soluciones de
la correspondiente ecuación de Schrödinger homogénea, por lo que los resultados de los capítulos
anteriores adquieren ahora mayor relevancia. Por tanto, el planteamiento que hacemos aquí es ligera-
mente diferente, y más general del que se siguió en [10] para la determinación del núcleo de Green de
los problemas de contorno asociados a ecuaciones con coeficientes constantes. Queremos remarcar
también que nuestras técnicas son también válidas para el caso continuo y pueden utilizarse en ese
contexto sin grandes modificaciones.
Recordemos que I = {0, 1, . . . , n, n + 1}, con lo que δ(I) = {0, n + 1} y que consideramos
fijadas las funciones a, c ∈ C∗(I), b ∈ C(I), la función de acompañamiento ργ , la conductancia
γ ∈ Γ(I), el potencial y el operador de Schrödinger determinados por ellas. Asimismo, asumiremos
fijado (c1, c2) el par de condiciones de contorno linealmente independientes determinado por la matriz
C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
, tal que rgC = 2, y para cada 1 ≤ i < j ≤ 4 consideramos la matriz
Cij =
[
c1i c1j
c2i c2j
]
y el número dij = detCij . Como rgC = 2, sabemos que
∑
1≤i<j≤4
|dij| > 0 y,
también, que existen matrices Ĉ ∈ M2×4(R) tales que Ĉ> es inversa por la derecha de C; es decir,
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CĈ> = I2, donde I2 =
[
1 0
0 1
]
. Es claro que en estas circunstancias rg Ĉ = 2 y, además, para cada
b ∈ R2 el vector v = Ĉb satisface que Cv = b.
Fácilmente podemos determinar inversas por la derecha de C. Por ejemplo, si dij 6= 0, basta
considerar Ĉ, cuyas componentes son cˆ1i = d−1ij c2j , cˆ1j = −d−1ij c1j , cˆ2i = −d−1ij c2i, cˆ2j = d−1ij c1i y 0
en otro caso.
De acuerdo con la Definición 2.3, consideraremos el problema de contorno (Lγq , c1, c2) que para
cada dato f ∈ C(I), trata de determinar si existe u ∈ C(I) tal que
Lγq (u) = f, en
◦
I, c1(u) = f(0) y c2(u) = f(n+ 1).
DEFINICIÓN 4.1. Denominamos Wronskiano del par de condiciones de contorno (c1, c2) a la
función W : C(I)× C(I) −→ R definida como
W [u, v] = det
[
c1(u) c1(v)
c2(u) c2(v)
]
= c1(u)c2(v)− c1(v)c2(u), u, v ∈ C(I).
Claramente, W es bilineal antisimétrica y, por tanto, si φ = a1u+ b1v y ψ = a2u+ b2v, entonces
(63) W [φ, ψ] = W [u, v] det
[
a1 b1
a2 b2
]
.
PROPOSICIÓN 4.2. Si g : I× I −→ R es la función de Green de la ecuación de Schrödinger
homogénea Lγq (u) = 0 en
◦
I, entonces la función D : I −→ R definida como D(n + 1) = D(n) y
como
D(s) =
a(0)a(s)
ργ(s+ 1)
W [g(·, s), g(·, s+ 1)], s = 0, . . . , n,
es constante y su valor está dado por
d12 + a(0)
(
d13g(n, 0) + d14g(n+ 1, 0)
)
+ c(0)
(
d23g(n, 1) + d24g(n+ 1, 1)
)
+
d34a(0)
a(n)ργ(n)
.
Demostración. Si definimos u = g(·, 0) y v = g(·, 1), entonces w[u, v](0) = a(0)−1c(0)−1 y, ade-
más, las partes (iii) y (iv) del Teorema 7.2 del Capítulo 1 establecen que
g(·, s) = 1
a(s)w[u, v](s)
[
u(s)v − v(s)u] = c(0)ργ(s)[u(s)v − v(s)u], s = 0, . . . , n+ 1.
Aplicando ahora la identidad (63), resulta que
W [g(·, s), g(·, s+ 1)] = c(0)2ργ(s+ 1)ργ(s)w[u, v](s)W [u, v]
= a(0)c(0)2ργ(s+ 1)a(s)
−1w[u, v](0)W [u, v]
= c(0)ργ(s+ 1)a(s)
−1W [u, v], s = 0, . . . , n,
y, por tanto, se satisface que
D(s) = a(0)c(0)W [u, v] = D(0),
ya que ργ(1) = a(0)c(0)−1. Por otra parte,
W [u, v] = det
[
c1(u) c1(v)
c2(u) c2(v)
]
= det
[
c11 c12 c13 c14
c21 c22 c23 c24
]
0 −c(0)−1
a(0)−1 0
g(n, 0) g(n, 1)
g(n+ 1, 0) g(n+ 1, 1)
 ,
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por lo que la expresión de D(0) se obtiene aplicando la Identidad de Cauchy–Binet al cálculo del
determinante anterior. 
DEFINICIÓN 4.3. Denominamos Determinante del problema de contorno (Lγq , c1, c2) al valor
Da,b,cc1,c2 = a(n)ργ(n)d12 + a(0)d34 + a(0)a(n)ργ(n)
(
d13g(n, 0) + d14g(n+ 1, 0)
)
+ c(0)a(n)ργ(n)
(
d23g(n, 1) + d24g(n+ 1, 1)
)
.
Comenzamos el análisis de los problemas de contorno con la siguiente noción fundamental, que
nos permitirá abordar el cálculo de los núcleos resolventes.
DEFINICIÓN 4.4. El problema de contorno (Lγq , c1, c2) se denomina regular si el correspondiente
problema homogéneo tiene como única solución la trivial.
Claramente, un problema de contorno es regular sii cualquier problema equivalente lo es. Además,
la Proposición 2.13 implica que un problema de contorno es regular sii su adjunto es también regular.
PROPOSICIÓN 4.5. Las siguientes afirmaciones son equivalentes:
(i) El problema de contorno (Lγq , c1, c2) es regular.
(ii) Para cualquier dato f ∈ C(I) el correspondiente problema de contorno tiene una única
solución.
(iii) Da,b,cc1,c2 6= 0.
Demostración. Si z1 = g(·, 0) y z2 = g(·, 1), entonces {z1, z2} es una base de soluciones de las
ecuación de Schrödinger homogénea Lγq (u) = 0 en
◦
I. Si para cada f ∈ C(I) consideramos yf una
solución particular de la ecuación de Schrödinger con dato f , el Lema 2.12 establece que la función
u = αz1 + βz2 + yf con α, β ∈ R, es solución del problema de contorno
Lq(u) = f, en
◦
I, c1(u) = f(0) y c2(u) = f(n+ 1),
sii α y β son soluciones del sistema lineal[
c1(z1) c1(z2)
c2(z1) c2(z2)
] [
a
b
]
=
[
f(0)− c1(yf )
f(n+ 1)− c2(yf )
]
.
El Lema 2.2 muestra que cuando f recorre C(I), entonces el término de la derecha del anterior
sistema recorre todo R2. Por tanto, el sistema tiene solución para cualquier f ∈ C(I) sii el correspon-
diente sistema homogéneo tiene como única solución la trivial; es decir, sii la matriz de coeficientes es
no singular. Además cuando esto ocurre, la solución es única. Como el sistema homogéneo asociado
al anterior determina las soluciones del problema de contorno homogéneo, resulta que el problema es
regular sii el sistema homogéneo asociado al anterior tiene como única solución la trivial. Por tanto,
(i) y (ii) son equivalentes y, además, equivalentes a que la matriz de coeficientes sea no singular y, por
tanto, a que su determinante sea diferente de 0. Por tanto, (i) y (iii) son equivalentes. 
COROLARIO 4.6. Si el problema de contorno (Lγq , c1, c2) es regular y u, v ∈ C(I) son soluciones
de la ecuación de Schrödinger homogénea en
◦
I, entonces u y v son linealmente independientes sii
W [u, v] 6= 0.
Demostración. Basta aplicar la equivalencia entre problema regular y la no anulación del determi-
nante del problema de contorno y tener en cuenta tanto la Identidad (63), como la Proposición 4.2. 
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DEFINICIÓN 4.7. Supongamos que el problema de contorno (Lγq , c1, c2) es regular. Denominare-
mos núcleo Resolvente del problema de contorno a Ra,b,cc1,c2 : I× I −→ R caracterizado como
Lγq
(
Ra,b,cc1,c2(·, s)
)
= εs en
◦
I, c1
(
Ra,b,cc1,c2(·, s)
)
= εs(0), c2
(
Ra,b,cc1,c2(·, s)
)
= εs(n+ 1), s ∈ I.
Denominaremos núcleo de Green del problema de contorno a Ga,b,cc1,c2 : I× I −→ R caracterizado
como Ga,b,cc1,c2(·, s) = 0 si s ∈ δ(I) y como
Lγq
(
Ga,b,cc1,c2(·, s)
)
= εs en
◦
I, c1
(
Ga,b,cc1,c2(·, s)
)
= c2
(
Ga,b,cc1,c2(·, s)
)
= 0, s ∈ ◦I .
Denominaremos núcleo de Poisson del problema de contorno a P a,b,cc1,c2 : I× I −→ R caracterizado
como P a,b,cc1,c2 (·, s) = 0 si s ∈
◦
I y como
Lγq
(
P a,b,cc1,c2 (·, s)
)
= 0 en
◦
I, c1
(
P a,b,cc1,c2 (·, s)
)
= εs(0), c2
(
P a,b,cc1,c2 (·, s)
)
= εs(n+ 1), s ∈ δ(I).
Observemos que si el problema de contorno es regular, entonces existe un único núcleo resolvente,
un único núcleo de Green y un único núcleo de Poisson, que se determinan fijando su segunda variable
y encontrando la única solución de un determinado problema de contorno. La importancia de estos
núcleos está señalada en el siguiente resultado.
PROPOSICIÓN 4.8. Si el problema de contorno (Lγq , c1, c2) es regular y Ga,b,cc1,c2 , P a,b,cc1,c2 y Ra,b,cc1,c2 son
sus núcleos de Green, de Poisson y Resolvente, respectivamente, entonces
Ra,b,cc1,c2 = G
a,b,c
c1,c2
+ P a,b,cc1,c2 .
Además, para cada f ∈ C(I) la función
v(k) =
∫
◦
I
Ga,b,cc1,c2(k, s) f(s)ds =
∫ n
0
Ga,b,cc1,c2(k, s) f(s)ds, k ∈ I,
es la única solución del problema de contorno semihomogéneo
Lγq (v) = f en
◦
I, c1(v) = c2(v) = 0,
la función
z(k) =
∫
δ(I)
P a,b,cc1,c2 (k, s) f(s)ds = P
a,b,c
c1,c2
(k, 0) f(0) + P a,b,cc1,c2 (k, n+ 1) f(n+ 1), k ∈ I,
es la única solución del problema de contorno
Lγq (v) = 0 en
◦
I, c1(v) = f(0), c2(v) = f(n+ 1)
y, por tanto, la función u = v + z; es decir, la determinada por la expresión
u(k) =
∫
I
Ra,b,cc1,c2(k, s) f(s)ds, k ∈ I,
es la única solución del problema de contorno con dato f ; es decir, del problema de contorno
Lγq (v) = f en
◦
I, c1(v) = f(0), c2(v) = f(n+ 1).
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Demostración. Las propiedades para z son inmediatas. Por otra parte, como
v(k) =
n∑
s=1
Ga,b,cc1,c2(k, s) f(s) para cada k ∈ I,
resulta que
c1(v) =
n∑
s=1
c1
(
Ga,b,cc1,c2(·, s)
)
f(s) = 0 y c2(v) =
n∑
s=1
c2
(
Ga,b,cc1,c2(·, s)
)
f(s) = 0
y, también, que para cada k ∈ ◦I
Lγq (v)(k) =
n∑
s=1
Lγq
(
Ga,b,cc1,c2(·, s)
)
(k)f(s) =
n∑
s=1
εs(k)f(s) = f(k),
de manera que Lγq (v) = f en
◦
I. Las propiedades para la función u son inmediatas. 
Si un problema de contorno es regular, cualquier problema equivalente también lo es. La relación
entre los respectivos núcleos resolventes se establece en el siguiente resultado, cuya demostración es
inmediata.
LEMA 4.9. Consideremos los problemas de contorno (Lγq , c1, c2) y (Lγˆqˆ , cˆ1, cˆ2) y supongamos que
son ambos regulares y equivalentes en sentido general, es decir, existen σ ∈ C∗(I) y una matriz
M ∈ M2(R) no singular tales que Lγˆqˆ = σLγq y Ĉ = MC donde C, Ĉ son las marices de rango 2 que
determinan los pares (c1, c2) y (cˆ1, cˆ2), respectivamente. Entonces, se satisface que
Gσa,σb,σccˆ1 ,ˆc2 (k, s) = G
a,b,c
c1,c2
(k, s)σ(s)−1, s =, 1, . . . , n, k = 0, . . . , n+ 1.
mientras que
[
P σa,σb,σccˆ1 ,ˆc2 (k, 0)
P σa,σb,σccˆ1 ,ˆc2 (k, n+ 1)
]
= M
[
P a,b,cc1,c2 (k, 0)σ(0)
−1
P a,b,cc1,c2 (k, n+ 1)σ(n+ 1)
−1
]
, k = 0, . . . , n+ 1.
Como cada problema de contorno es equivalente a uno semihomogéneo, es posible determinar el
núcleo de Poisson y, por tanto, el núcleo resolvente de cada problema de contorno regular por medio
del núcleo de Green. Concretamente, tenemos el siguiente resultado.
PROPOSICIÓN 4.10. Supongamos que el problema de contorno (Lγq , c1, c2) es regular y conside-
remos Ga,b,cc1,c2 y P
a,b,c
c1,c2
sus núcleos de Green y de Poisson. Entonces, para cada Ĉ = (cˆij) ∈ M4×2(R)
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que sea inversa por la derecha de C resulta que
P a,b,cc1,c2 (k, 0) = cˆ11ε0 + cˆ21ε1 + cˆ31εn + cˆ41εn+1
+
[
(cˆ11 − cˆ21)c(0)− cˆ21
(
a(1) + q(1)
)]
Ga,b,cc1,c2(k, 1)
+ cˆ21c(1)G
a,b,c
c1,c2
(k, 2) + cˆ31a(n− 1)Ga,b,cc1,c2(k, n− 1)
+
[
(cˆ41 − cˆ31)a(n)− cˆ31
(
c(n− 1) + q(n))]Ga,b,cc1,c2(k, n),
P a,b,cc1,c2 (k, n+ 1) = cˆ12ε0 + cˆ22ε1 + cˆ32εn + cˆ42εn+1
+
[
(cˆ12 − cˆ22)c(0)− cˆ22
(
a(1) + q(1)
)]
Ga,b,cc1,c2(k, 1)
+ cˆ22c(1)G
a,b,c
c1,c2
(k, 2) + cˆ32a(n− 1)Ga,b,cc1,c2(k, n− 1)
+
[
(cˆ42 − cˆ32)a(n)− cˆ32
(
c(n− 1) + q(n))]Ga,b,cc1,c2(k, n).
Demostración. Basta aplicar los resultados del Lema 2.4. 
La estrecha relación entre un problema de contorno y su adjunto se traslada también a los corres-
pondientes núcleos de Green.
PROPOSICIÓN 4.11. Supongamos que el problema de contorno (Lγq , c1, c2) es regular y conside-
remos Ga,b,cc1,c2 y G
c,b,a
c∗1,c
∗
2
los nucleos de Green de (Lγq , c1, c2) y de su problema adjunto
(
(Lγq )∗, c∗1, c∗2
)
.
Entonces,
Gc,b,ac∗1,c∗2(k, s) = G
a,b,c
c1,c2
(s, k), para cada k, s = 1, . . . , n.
Demostración. Fijemos k, s = 1, . . . , n y consideremos u = Ga,b,cc1,c2(·, k) y v = Gc,b,ac∗1,c∗2(·, s). Entonces,
aplicando el Corolario 2.11, tenemos que
Gc,b,ac∗1,c∗2(k, s) = v(k) =
∫ n
0
εk(r)v(r)dr =
∫ n
0
Lγq (u)(r)v(r)dr =
∫ n
0
u(r)(Lγq )∗(v)(r)dr
=
∫ n
0
u(r)εs(r)dr = u(s) = G
a,b,c
c1,c2
(s, k).

Los resultados principales de esta sección son el cálculo de los núcleos de Green, de Poisson
y resolvente para cada problema de contorno regular. Como veremos, todos ellos están totalmente
determinados por las soluciones de la ecuación de Schrödinger homogénea y los coeficientes de las
condiciones de contorno. Pero antes, será útil definir las siguientes funciones asociadas con el proble-
ma de contorno.
DEFINICIÓN 4.12. Consideremos ν1, ν2, µ1, µ2 ∈ C(I) definidas como las únicas soluciones de
la ecuación de Schrödinger homogénea en
◦
I determinadas por las condiciones
ν1(0) = −c12, ν1(1) = c11, ν2(n) = −c14, ν2(n+ 1) = c13,
µ1(0) = −c22, µ1(1) = c21, µ2(n) = −c24, µ2(n+ 1) = c23.
Denominaremos soluciones fundamentales de la ecuación de Schrödinger homogénea en
◦
I, respecto
de las condiciones de contorno c1 y c2 o, simplemente, soluciones fundamentales a las funciones
φa,b,cc1,c2 = a(n)ργ(n)ν1 + a(0)ν2 y ψ
a,b,c
c1,c2
= a(n)ργ(n)µ1 + a(0)µ2.
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La importancia de las soluciones fundamentales queda reflejada en el siguiente resultado.
PROPOSICIÓN 4.13. Si φa,b,cc1,c2 y ψ
a,b,c
c1,c2
son las soluciones fundamentales de la ecuación de Schrö-
dinger homogénea en
◦
I, respecto de las condiciones de contorno c1 y c2, entonces
c1(φ
a,b,c
c1,c2
) = c2(ψ
a,b,c
c1,c2
) = 0, −c1(ψa,b,cc1,c2) = c2(φa,b,cc1,c2) = Da,b,cc1,c2
y, además,
W [φa,b,cc1,c2 , ψ
a,b,c
c1,c2
] = (Da,b,cc1,c2)
2 y w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) = a(n)ργ(n)D
a,b,c
c1,c2
.
Demostración. Consideremos {u, v} la base de soluciones de la ecuación de Schrödinger homogénea
caracterizada por satisfacer que u(0) = 1, u(1) = 0, v(0) = 0 y v(1) = 1; es decir, u = a(0)g(·, 1) y
v = −c(0)g(·, 0). Además, w[u, v](0) = 1, mientras que w[u, v](n) = a(0)a(n)−1ργ(n)−1.
Si demostráramos que
φa,b,cc1,c2 = a(n)ργ(n)
(
c1(u)v − c1(v)u
)
y ψa,b,cc1,c2 = a(n)ργ(n)
(
c2(u)v − c2(v)u
)
,
entonces, claramente, c1(φa,b,cc1,c2) = c2(ψ
a,b,c
c1,c2
) = 0. Por otra parte,
−c1(ψa,b,cc1,c2) = c2(φa,b,cc1,c2) = a(n)ργ(n)W [u, v] = a(n)ργ(n)a(0)c(0)W [g(·, 0), g(·, 1)] = Da,b,cc1,c2
y, además,
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) = a(n)2ργ(n)
2W [u, v]w[u, v](0) = a(n)2ργ(n)
2W [u, v] = a(n)ργ(n)D
a,b,c
c1,c2
.
Para demostrar que φa,b,cc1,c2 = a(n)ργ(n)
(
c1(u)v − c1(v)u
)
y ψa,b,cc1,c2 = a(n)ργ(n)
(
c2(u)v − c2(v)u
)
observemos primero que
c1(u)v − c1(v)u = c11v − c12u+ c13
(
u(n)v − v(n)u)+ c14(u(n+ 1)v − v(n+ 1)u) = z + w,
donde z = c11v − c12u y w = c13
(
u(n)v − v(n)u) + c14(u(n + 1)v − v(n + 1)u) que, claramente,
son soluciones de la ecuación de Schrödinger homogénea en
◦
I.
Como z(0) = −c12, z(1) = c11, w(n) = −c14w[u, v](n) y w(n + 1) = c13w[u, v](n), resulta que
resulta que z = ν1 y w = w[u, v](n)ν2.
Por otra parte, c2(u)v − c2(v)u = zˆ + wˆ, donde
zˆ = c21v − c22u y wˆ = c23
(
u(n)v − v(n)u)+ c24(u(n+ 1)v − v(n+ 1)u),
son las soluciones de la ecuación de Schrödinger homogénea en
◦
I que satisfacen que zˆ(0) = −c22,
zˆ(1) = c21, wˆ(n) = −c24w[u, v](n) y wˆ(n + 1) = c23w[u, v](n), lo que implica que zˆ = µ1 y
wˆ = w[u, v](n)µ2. 
COROLARIO 4.14. El problema de contorno (Lγq , c1, c2) es regular sii las soluciones fundamen-
tales son una base de soluciones de la ecuación de Schrödinger homogénea en
◦
I. Además, cuando
el problema es regular, si u ∈ C(I) es una solución de la ecuación de Schrödinger homogénea en ◦I,
entonces c1(u) = 0 sii u = λφa,b,cc1,c2 , respectivamente c2(u) = 0 sii u = λψ
a,b,c
c1,c2
, donde λ ∈ R.
Demostración. La primera afirmación resulta de la expresión del wronskiano de las soluciones fun-
damentales.
Consideremos ahora u ∈ C(I) tal que Lγq (u) = 0 en
◦
I y, además, c1(u) = 0. Si definimos
z = c2(u)φ
a,b,c
c1,c2
− c2(φa,b,cc1,c2)u, Lγq (z) = 0 en
◦
I y, además, c1(z) = c2(z) = 0. Como el problema
es regular, necesariamente z = 0. Si c2(u) = 0, concluimos que u = 0 y basta tomar λ = 0. Si
c2(u) 6= 0; es decir, si u 6= 0, tomamos λ = c2(u)c2(φa,b,cc1,c2)−1.
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El razonamiento para la condición de contorno c2 es análogo. 
DEFINICIÓN 4.15. Si el problema de contorno (Lγq , c1, c2) es regular, denominaremos base fun-
damental para el problema de contorno o, simplemente, base fundamental a la base de soluciones de
la ecuación de Schrödinger homogénea en
◦
I dada por
{
φa,b,cc1,c2 , ψ
a,b,c
c1,c2
}
.
DEFINICIÓN 4.16. Supongamos que el problema de contorno (Lγq , c1, c2) es regular y considere-
mos
{
φa,b,cc1,c2 , ψ
a,b,c
c1,c2
}
su base fundamental. Denominamos parámetros del problema de contorno a los
siguientes números reales:
g11 = c11φ
a,b,c
c1,c2
(0) + c12φ
a,b,c
c1,c2
(1), g12 = c13ψ
a,b,c
c1,c2
(n) + c14ψ
a,b,c
c1,c2
(n+ 1),
g21 = c21φ
a,b,c
c1,c2
(0) + c22φ
a,b,c
c1,c2
(1), g22 = c23ψ
a,b,c
c1,c2
(n) + c24ψ
a,b,c
c1,c2
(n+ 1).
LEMA 4.17. Supongamos que el problema de contorno (Lγq , c1, c2) es regular. Entonces, los pa-
rámetros del problema satisfacen las siguientes relaciones:
g11 = −
[
c13φ
a,b,c
c1,c2
(n) + c14φ
a,b,c
c1,c2
(n+ 1)
]
, g12 = −
[
c11ψ
a,b,c
c1,c2
(0) + c12ψ
a,b,c
c1,c2
(1) +Da,b,cc1,c2
]
,
g21 = D
a,b,c
c1,c2
− [c23φa,b,cc1,c2(n) + c24φa,b,cc1,c2(n+ 1)], g22 = −[c21ψa,b,cc1,c2(0) + c22ψa,b,cc1,c2(1)].
Además, g12 + g21 = a(n)ργ(n)d12 − a(0)d34 y, también,
g11g22 − g12g21 = g21Da,b,cc1,c2 − d12w[φa,b,cc1,c2 , ψa,b,cc1,c2 ](0) = −g12Da,b,cc1,c2 − d34w[φa,b,cc1,c2 , ψa,b,cc1,c2 ](n).
En particular, el par (c1, c2) es de Sturm–Liouville sii g11 = g22 = g12 = g21 = 0.
Demostración. Para las primeras identidades, basta tener en cuenta las siguientes igualdades de la
Proposición 4.13
0 = c1(φ
a,b,c
c1,c2
) = g11 + c13φ
a,b,c
c1,c2
(n) + c14φ
a,b,c
c1,c2
(n+ 1),
Da,b,cc1,c2 = c2(φ
a,b,c
c1,c2
) = g21 + c23φ
a,b,c
c1,c2
(n) + c24φ
a,b,c
c1,c2
(n+ 1),
−Da,b,cc1,c2 = c1(ψa,b,cc1,c2) = g12 + c11ψa,b,cc1,c2(0) + c12ψa,b,cc1,c2(1),
0 = c2(ψ
a,b,c
c1,c2
) = g22 + c21ψ
a,b,c
c1,c2
(0) + c22ψ
a,b,c
c1,c2
(1).
Por otra parte,
g12 = w[ψ
a,b,c
c1,c2
, ν2](n) = a(n)ργ(n)w[µ1, ν2](n) + a(0)w[µ2, ν2](n) = a(0)w[µ1, ν2](0)− a(0)d34,
g21 = w[φ
a,b,c
c1,c2
, µ1](0) = a(n)ργ(n)w[ν1, µ1](0) + a(0)w[ν2, µ1](0)
= a(n)ργ(n)d12 − a(0)w[µ1, ν2](0),
de donde se sigue que g12 + g21 = a(n)ργ(n)d12 − a(0)d34. La demostración de la expresión para
g11g22 − g12g21 es análoga.
Finalmente, si el problema es de Sturm–Liouville, es claro que g12 = g21 = 0 y, como entonces,
g11 = c1(φ
a,b,c
c1,c2
) y g22 = c2(ψa,b,cc1,c2), resulta que también g11 = g22 = 0.
Recíprocamente, si los parámetros son nulos, las expresiones para g11g22 − g12g21 implican que
d12w[φ
a,b,c
c1,c2
, ψa,b,cc1,c2 ](0) = d34w[φ
a,b,c
c1,c2
, ψa,b,cc1,c2 ](n) = 0; es decir, que d12 = d34 = 0, lo que por la Propo-
sición 3.9 es equivalente a que el par sea de Sturm–Liouville. 
TEOREMA 4.18. Si el problema de contorno (Lγq , c1, c2) es regular, el núcleo de Poisson está
determinado por las identidades
P a,b,cc1,c2 (k, 0) =
−a(0)ψa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
y P a,b,cc1,c2 (k, n+ 1) =
a(0)φa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
,
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para cada k = 0, . . . , n+ 1, mientras que el núcleo de Green está determinado por las identidades
Ga,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
−
ργ(s)
[
g11ψ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s)− g22φa,b,cc1,c2(k)φa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
−
ργ(s)
[
g12ψ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)− g21φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
,
para cada s = 1, . . . , n y cada k = 0, . . . , n+ 1.
Demostración. Observemos primero que como w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) = a(n)ργ(n)D
a,b,c
c1,c2
, resulta que
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n) = a(0)Da,b,cc1,c2; y la función de Green de la ecuación de Schrödinger en
◦
I está dada
por la identidad
g(k, s) =
ργ(s)
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
[
ψa,b,cc1,c2(k)φ
a,b,c
c1,c2
(s)− φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
, k, s = 0, . . . , n+ 1,
donde hemos tenido en cuenta que a(s)ργ(s)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](s) = a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0).
Si f ∈ C(I), aplicando el Principio de Superposición, sabemos que el conjunto de soluciones de
la ecuación de Schrödinger Lγq (u) = f en
◦
I está descrito por la identidad
u = αφa,b,cc1,c2 + βψ
a,b,c
c1,c2
+ y, α, β ∈ R,
donde si g00 = −
(
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0)
)−1,
y(k) = g00ψ
a,b,c
c1,c2
(k)
∫ k
0
φa,b,cc1,c2(s)ργ(s)f(s)ds− g00φa,b,cc1,c2(k)
∫ k
0
ψa,b,cc1,c2(s)ργ(s)f(s)ds.
Utilizando las propiedades de la base fundamental, descritas en la Proposición 4.13, resulta que
c1(u) = f(0) y c2(u) = f(n+ 1) sii
α =
1
Da,b,cc1,c2
[
f(n+ 1)− c2(y)
]
y β =
1
Da,b,cc1,c2
[
c1(y)− f(0)
]
Por otra parte, como y(0) = y(1) = 0 y, también,
y(n+ 1) = −
∫ n
0
g(n+ 1, s)f(s)ds− g(n+ 1, n+ 1)f(n+ 1) = −
∫ n
0
g(n+ 1, s)f(s)ds,
utilizando las identidades del Lemma 4.17, resulta que
c1(y) = c13y(n) + c14y(n+ 1) = g00
∫ n
0
[
g11ψ
a,b,c
c1,c2
(s) + g12φ
a,b,c
c1,c2
(s)
]
ργ(s)f(s)ds,
c2(y) = c23y(n) + c24y(n+ 1) = g00
∫ n
0
[(
g21 −Da,b,cc1,c2
)
ψa,b,cc1,c2(s) + g22φ
a,b,c
c1,c2
(s)
]
ργ(s)f(s)ds.
Para determinar los núcleos de Green y de Poisson, tenemos que sustituir en las identidades anteriores
el dato f por εs, s = 0, . . . , n+ 1.
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Si consideramos f = ε0, entonces y = 0, lo que implica que c1(y) = c2(y) = 0 y, por tanto, que
α = 0 y β = − 1
Da,b,cc1,c2
. En definitiva, tenemos que
P a,b,cc1,c2 (k, 0) = −
1
Da,b,cc1,c2
ψa,b,cc1,c2(k).
Si consideramos f = εn+1, entonces y = 0, lo que implica que c1(y) = c2(y) = 0 y, por tanto,
que β = 0 y α =
1
Da,b,cc1,c2
. En definitiva, tenemos que
P a,b,cc1,c2 (k, n+ 1) =
1
Da,b,cc1,c2
φa,b,cc1,c2(k).
Si consideramos f = εs, s = 1, . . . , n, entonces α = − c2(y)
Da,b,cc1,c2
, β =
c1(y)
Da,b,cc1,c2
, mientras que
y(k) =
 0, k ≤ s,g00ργ(s)[ψa,b,cc1,c2(k)φa,b,cc1,c2(s)− φa,b,cc1,c2(k)ψa,b,cc1,c2(s)], k ≥ s,
o, de forma equivalente,
y(k) = −g00ργ(s)φa,b,cc1,c2(k)ψa,b,cc1,c2(s) + g00ργ(s)
{
φa,b,cc1,c2(k)ψ
a,b,c
c1,c2
(s), k ≤ s,
ψa,b,cc1,c2(k)φ
a,b,c
c1,c2
(s), k ≥ s,
es decir,
y(k) = g00ργ(s)
[
φa,b,cc1,c2(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})− φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
.
Por otra parte, también tenemos que
c1(y) = g00ργ(s)
[
g11ψ
a,b,c
c1,c2
(s) + g12φ
a,b,c
c1,c2
(s)
]
,
c2(y) = g00ργ(s)
[(
g21 −Da,b,cc1,c2
)
ψa,b,cc1,c2(s) + g22φ
a,b,c
c1,c2
(s)
]
,
lo que implica que
Ga,b,cc1,c2(k, s) = g00ργ(s)
[
φa,b,cc1,c2(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})− φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
− g00ργ(s)
Da,b,cc1,c2
[(
g21 −Da,b,cc1,c2
)
φa,b,cc1,c2(k)ψ
a,b,c
c1,c2
(s) + g22φ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)
]
+
g00ργ(s)
Da,b,cc1,c2
[
g11ψ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s) + g12ψ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)
]
= g00ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
− g00ργ(s)
Da,b,cc1,c2
[
g21φ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s) + g22φ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)
]
+
g00ργ(s)
Da,b,cc1,c2
[
g11ψ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s) + g12ψ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)
]
.

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Observar que, como era de esperar, el núcleo de Poisson en cada extremo del camino, coincide
esencialmente con cada una de las funciones de la base fundamental. Además, a la vista de las iden-
tidades anteriores, resulta que el núcleo de Green también está determinado por el núcleo de Poisson.
Concretamente, tenemos el siguiente resultado.
COROLARIO 4.19. Si el problema de contorno (Lγq , c1, c2) es regular y P a,b,cc1,c2 es su núcleo de
Poisson, entonces el núcleo de Green está determinado por las identidades
Ga,b,cc1,c2(k, s) = −
ργ(s)P
a,b,c
c1,c2
(mı´n{k, s}, n+ 1)P a,b,cc1,c2 (ma´x{k, s}, 0)
a(0)w[P a,b,cc1,c2 (·, 0), P a,b,cc1,c2 (0, n+ 1)](0)
+
ργ(s)
[
gˆ11P
a,b,c
c1,c2
(k, 0)P a,b,cc1,c2 (s, 0) + gˆ22P
a,b,c
c1,c2
(k, n+ 1)P a,b,cc1,c2 (s, n+ 1)
]
a(0)w[P a,b,cc1,c2 (·, 0), P a,b,cc1,c2 (0, n+ 1)](0)
+
ργ(s)
[
gˆ12P
a,b,c
c1,c2
(k, 0)P a,b,cc1,c2 (s, n+ 1) + gˆ21P
a,b,c
c1,c2
(k, n+ 1)P a,b,cc1,c2 (s, 0)
]
a(0)w[P a,b,cc1,c2 (·, 0), P a,b,cc1,c2 (0, n+ 1)](0)
,
para cada s = 1, . . . , n y cada k = 0, . . . , n+ 1, donde
gˆ11 = c11P
a,b,c
c1,c2
(0, n+ 1) + c12P
a,b,c
c1,c2
(1, n+ 1), gˆ12 = c13P
a,b,c
c1,c2
(n, 0) + c14P
a,b,c
c1,c2
(n+ 1, 0),
gˆ21 = c21P
a,b,c
c1,c2
(0, n+ 1) + c22P
a,b,c
c1,c2
(1, n+ 1), gˆ22 = c23P
a,b,c
c1,c2
(n, 0) + c24P
a,b,c
c1,c2
(n+ 1, 0).
Demostración. En la demostración del Teorema 4.18 hemos probado que si
{
φa,b,cc1,c2 , ψ
a,b,c
c1,c2
}
es la base
fundamental, entonces
φa,b,cc1,c2(k) =
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n)
a(0)
P a,b,cc1,c2 (k, n+ 1) y ψ
a,b,c
c1,c2
(k) = −w[φ
a,b,c
c1,c2
, ψa,b,cc1,c2 ](n)
a(0)
P a,b,cc1,c2 (k, 0),
lo que implica que
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) = a(0)−2w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n)2w[P a,b,cc1,c2 (·, 0), P a,b,cc1,c2 (0, n+ 1)](0).
Finalmente, los valores de gˆij son consecuencia de la definición de los valores gij y la relación entre
la base fundamental y el núcleo de Poisson. 
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COROLARIO 4.20. Si el problema de contorno (Lγq , c1, c2) es regular, su núcleo resolvente está
determinado por la identidad
Ra,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
−
ργ(s)
[
g11ψ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s)− g22φa,b,cc1,c2(k)φa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
−
ργ(s)
[
g12ψ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)− g21φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
−
[(
a(0) + c12
)
ψa,b,cc1,c2(k)− c22φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
εs(0)
−
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− (c(n) + c23)φa,b,cc1,c2(k)]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
εs(n+ 1),
para cada k, s = 0, . . . , n+ 1.
Demostración. Como Ra,b,cc1,c2 = G
a,b,c
c1,c2
+ P a,b,cc1,c2 , la identidad es cierta para cada k = 0, . . . , n + 1,
cuando s = 1, . . . , n.
Consideremos ahora A0, An+1 ∈ C(I) las funciones obtenidas permitiendo los valores s = 0 y
s = n+ 1 en la expresión del núcleo de Green; es decir,
A0(k) = −
φa,b,cc1,c2(0)ψ
a,b,c
c1,c2
(k)
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
−
[(
g11ψ
a,b,c
c1,c2
(0) + g12φ
a,b,c
c1,c2
(0)
)
ψa,b,cc1,c2(k)−
(
g22φ
a,b,c
c1,c2
(0) + g21ψ
a,b,c
c1,c2
(0)
)
φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
= −
[(
g11ψ
a,b,c
c1,c2
(0) + (g12 +D
a,b,c
c1,c2
)φa,b,cc1,c2(0)
)
ψa,b,cc1,c2(k)−
(
g22φ
a,b,c
c1,c2
(0) + g21ψ
a,b,c
c1,c2
(0)
)
φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
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y
An+1(k) = −
ργ(n+ 1)φ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(n+ 1)
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
− ργ(n+ 1)
(
g11ψ
a,b,c
c1,c2
(n+ 1) + g12φ
a,b,c
c1,c2
(n+ 1)
)
ψa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
+
ργ(n+ 1)
(
g22φ
a,b,c
c1,c2
(n+ 1) + g21ψ
a,b,c
c1,c2
(n+ 1)
)
φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
= −ργ(n+ 1)
(
g11ψ
a,b,c
c1,c2
(n+ 1) + g12φ
a,b,c
c1,c2
(n+ 1)
)
ψa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
+
ργ(n+ 1)
(
g22φ
a,b,c
c1,c2
(n+ 1) + (g21 −Da,b,cc1,c2)ψa,b,cc1,c2(n+ 1)
)
φa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
,
donde hemos utilizado queDa,b,cc1,c2 = a(0)
−1w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n). Teniendo en cuenta las identidades del
Lema 4.17, resulta que
g11ψ
a,b,c
c1,c2
(0) + (g12 +D
a,b,c
c1,c2
)φa,b,cc1,c2(0) = −c12w[φa,b,cc1,c2 , ψa,b,cc1,c2 ](0),
g21ψ
a,b,c
c1,c2
(0) + g22φ
a,b,c
c1,c2
(0) = −c22w[φa,b,cc1,c2 , ψa,b,cc1,c2 ](0),
(g21 −Da,b,cc1,c2)ψa,b,cc1,c2(n+ 1) + g22φa,b,cc1,c2(n+ 1) = −c23w[φa,b,cc1,c2 , ψa,b,cc1,c2 ](n),
g11ψ
a,b,c
c1,c2
(n+ 1) + g12φ
a,b,c
c1,c2
(n+ 1) = −c13w[φa,b,cc1,c2 , ψa,b,cc1,c2 ](n),
que a su vez, implican que
A0(k) = −
[
c22φ
a,b,c
c1,c2
(k)− c12ψa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
= P a,b,cc1,c2 (k, 0) +
(
a(0) + c12
)
ψa,b,cc1,c2(k)− c22φa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
y
An+1(k) =
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− c23φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
= P a,b,cc1,c2 (k, n+ 1)−
a(0)φa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
+
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− c23φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
= P a,b,cc1,c2 (k, n+ 1)−
a(n)ργ(n)φ
a,b,c
c1,c2
(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
+
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− c23φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
= P a,b,cc1,c2 (k, n+ 1) +
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− (c(n) + c23)φa,b,cc1,c2(k)]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
,
donde hemos tenido en cuenta que a(n)ργ(n) = c(n)ργ(n+ 1). 
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COROLARIO 4.21. Supongamos que el problema de contorno (Lγq , c1, c2) es regular y conside-
remos Ga,b,cc1,c2 y R
a,b,c
c1,c2
sus núcleos de Green y resolvente, respectivamente. Entonces, se satisfacen las
siguientes propiedades:
(i) ργ(k)Ga,b,cc1,c2(k, s) = ργ(s)G
a,b,c
c1,c2
(s, k), k, s = 1, . . . , n, sii a(n)ργ(n)d12 = a(0)d34.
(ii) ργ(k)Ra,b,cc1,c2(k, s) = ργ(s)R
a,b,c
c1,c2
(s, k), k, s = 0, . . . , n + 1 sii a(n)ργ(n)d12 = a(0)d34,
c12 = −a(0), c13 = c22 = 0 y c23 = −c(n). En este caso, tenemos que
Ra,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
−
ργ(s)
[
g11ψ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s)− g22φa,b,cc1,c2(k)φa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
−
ργ(s)
[
g12ψ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)− g21φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
.
para cada k, s = 0, . . . , n+ 1.
Demostración.
(i) Se satisface que ργ(k)Ga,b,cc1,c2(k, s) = ργ(s)G
a,b,c
c1,c2
(s, k), para cada k, s = 1, . . . , n sii
(g12 + g21)
(
ψa,b,cc1,c2(k)φ
a,b,c
c1,c2
(s)− φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
)
= 0, k, s = 1, . . . , n
y esto ocurre sii g21 = −g12, ya que w[φa,b,cc1,c2 , ψa,b,cc1,c2 ] 6= 0. Aplicando el Lema 4.17, sabemos que
g12 + g21 = 0 sii a(n)ργ(n)d12 = a(0)d34.
(ii) De (i) deducimos que ργ(k)Ra,b,cc1,c2(k, s) = ργ(s)R
a,b,c
c1,c2
(s, k), para cada k, s = 0, . . . , n + 1 sii
g12 + g21 = 0 y, además,
ργ(k)R
a,b,c
c1,c2
(k, 0) = Ra,b,cc1,c2(0, k), k = 1, . . . , n,
ργ(k)R
a,b,c
c1,c2
(k, n+ 1) = ργ(n+ 1)R
a,b,c
c1,c2
(n+ 1, k), k = 1, . . . , n,
ργ(n+ 1)R
a,b,c
c1,c2
(n+ 1, 0) = Ra,b,cc1,c2(0, n+ 1).
Teniendo en cuenta que g12 + g21 = 0, las anteriores identidades se satisfacen sii
c22φ
a,b,c
c1,c2
(k)− (a(0) + c12)ψa,b,cc1,c2(k) = 0, k = 1, . . . , n,(
c(n) + c23
)
φa,b,cc1,c2(k)− c13ψa,b,cc1,c2(k) = 0, k = 1, . . . , n,
y, además,
c(n)ργ(n+1)
[
c22φ
a,b,c
c1,c2
(n+1)−(a(0)+c12)ψa,b,cc1,c2(n+1)] = a(0)[(c23+c(n))φa,b,cc1,c2(0)−c13ψa,b,cc1,c2(0)].
Como w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](k) 6= 0, k = 1, . . . , n − 1, las dos primeras identidades se satisfacen sii
c13 = c22 = 0, c12 = −a(0) y c23 = −c(n), lo que supone que la tercera también se satisface. 
5. Núcleos resolventes de los problemas de contorno regulares
El propósito de esta sección es determinar los núcleos de los diferentes problemas de contorno
regulares. Como los núcleos de Green y de Poisson se deducen inmediatamente de la expresión de lo
núcleos resolventes, sólo describiremos estos últimos. Atendiendo a la clasificación que realizamos
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en la Sección 3 de este capítulo, estudiaremos problemas unilaterales, separables en uno u otro ex-
tremo del camino y, finalmente, de tipo periódico. En todos los casos estableceremos las condiciones
específicas para que tales problemas sean regulares y determinaremos entonces el núcleo resolvente
correspondiente.
5.1. Problemas unilaterales. Supongamos que las condiciones de contorno (c1, c2) son unilate-
rales iniciales; es decir, que C34 = 0. En este caso, con las notaciones anteriores, tenemos que φa,b,cc1,c2 es
la única solución de la ecuación de Schrödinger homogénea en
◦
I que satisface
φa,b,cc1,c2(0) = −a(n)ργ(n)c12 y φa,b,cc1,c2(1) = a(n)ργ(n)c11, mientras que ψa,b,cc1,c2 es la única solución
de la ecuación de Schrödinger homogénea en
◦
I tal que ψa,b,cc1,c2(0) = −a(n)ργ(n)c22 y ψa,b,cc1,c2(1) =
a(n)ργ(n)c21. Como
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) = a(n)2ργ(n)
2d12 6= 0,
el problema es regular. En este caso, g11 = g22 = g12 = 0, mientras que g21 = a(n)ργ(n)d12 =
a(0)−1w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n). Por tanto, se satisface el siguiente resultado.
PROPOSICIÓN 5.1. Si el problema de contorno (Lγq , c1, c2) es unilateral inicial, entonces es regu-
lar y su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
[
φa,b,cc1,c2(k)ψ
a,b,c
c1,c2
(s)− φa,b,cc1,c2(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
]
−
[(
a(0) + c12
)
ψa,b,cc1,c2(k)− c22φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
εs(0) +
ργ(n+ 1)c(n)φ
a,b,c
c1,c2
(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
εs(n+ 1),
para cada k, s = 0, . . . , n+ 1.
Supongamos ahora que las condiciones de contorno (c1, c2) son unilaterales finales; es decir, que
C12 = 0. En este caso, con las notaciones anteriores, tenemos que φa,b,cc1,c2 es la única solución de la ecua-
ción de Schrödinger homogénea en
◦
I que satisface φa,b,cc1,c2(n) = −a(0)c14 y φa,b,cc1,c2(n + 1) = a(0)c13,
mientras que ψa,b,cc1,c2 es la única solución de la ecuación de Schrödinger homogénea en
◦
I tal que
ψa,b,cc1,c2(n) = −a(0)c24 y ψa,b,cc1,c2(n+ 1) = a(0)c23. Como
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n) = a(0)2d34 6= 0,
el problema es regular. En este caso, g11 = g22 = g21 = 0, mientras que g12 = −a(0)d34. Por tanto,
se satisface el siguiente resultado.
PROPOSICIÓN 5.2. Si el problema de contorno (Lγq , c1, c2) es unilateral final, entonces es regular
y su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
[
ψa,b,cc1,c2(k)φ
a,b,c
c1,c2
(s)− φa,b,cc1,c2(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
]
− a(0)ψ
a,b,c
c1,c2
(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
εs(0)−
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− (c(n) + c23)φa,b,cc1,c2(k)]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
εs(n+ 1),
para cada k, s = 0, . . . , n+ 1.
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NOTA 5.3. Observar que en el caso de las condiciones unilaterales iniciales,
Ga,b,cc1,c2(k, s) =
ργ(s)
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
[
φa,b,cc1,c2(k)ψ
a,b,c
c1,c2
(s)− φa,b,cc1,c2(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
]
=
{
0, si k ≤ s,
−g(k, s), si k ≥ s,
mientras que cuando las condiciones son unilaterales finales,
Ga,b,cc1,c2(k, s) =
ργ(s)
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
[
ψa,b,cc1,c2(k)φ
a,b,c
c1,c2
(s)− φa,b,cc1,c2(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
]
=
{
g(k, s), si k ≤ s,
0, si k ≥ s,
donde g es la función de Green de la ecuación de Schrödinger en
◦
I.
5.2. Problemas separados. Supongamos que el par (c1, c2) es separado en 0; es decir, está
determinado por la matriz
[
c11 c12 0 0
c21 c22 c23 c24
]
, donde
(|c11|+ |c12|)(|c23|+ |c24|) > 0 y c21 ·c22 = 0.
En este caso, tenemos que φa,b,cc1,c2 es la única solución de la ecuación de Schrödinger homogénea en
◦
I
que satisface φa,b,cc1,c2(0) = −a(n)ργ(n)c12 y φa,b,cc1,c2(1) = a(n)ργ(n)c11. Como
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) = −a(n)ργ(n)
[
c11ψ
a,b,c
c1,c2
(0) + c12ψ
a,b,c
c1,c2
(1)
]
,
resulta que Da,b,cc1,c2 = −
[
c11ψ
a,b,c
c1,c2
(0) + c12ψ
a,b,c
c1,c2
(1)
]
. Además, g11 = g12 = 0, g21 = a(n)ργ(n)d12 y
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n) = −a(0)[c11ψa,b,cc1,c2(0) + c12ψa,b,cc1,c2(1)].
PROPOSICIÓN 5.4. Si el problema de contorno (Lγq , c1, c2) es separado en 0, entonces es regular
sii c11ψa,b,cc1,c2(0) 6= −c12ψa,b,cc1,c2(1) y, en ese caso, su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)a(n)ργ(n)
[
c11ψ
a,b,c
c1,c2(0) + c12ψ
a,b,c
c1,c2(1)
]
+
ργ(s)
[(
g22φ
a,b,c
c1,c2
(s) + d12a(n)ργ(n)ψ
a,b,c
c1,c2
(s)
)
φa,b,cc1,c2(k)
]
a(0)a(n)ργ(n)
[
c11ψ
a,b,c
c1,c2(0) + c12ψ
a,b,c
c1,c2(1)
]2
+
[(
a(0) + c12
)
ψa,b,cc1,c2(k)− c22φa,b,cc1,c2(k)
]
a(0)
[
c11ψ
a,b,c
c1,c2(0) + c12ψ
a,b,c
c1,c2(1)
] εs(0)
− ργ(n+ 1)
(
c(n) + c23
)
φa,b,cc1,c2(k)
a(n)ργ(n)
[
c11ψ
a,b,c
c1,c2(0) + c12ψ
a,b,c
c1,c2(1)
]εs(n+ 1),
para cada k, s = 0, . . . , n+ 1.
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Supongamos que el par (c1, c2) es separado en n + 1; es decir, está determinado por la matriz[
c11 c12 c13 c14
0 0 c23 c24
]
, donde
(|c11| + |c12|)(|c23| + |c24|) > 0 y c13 · c14 = 0. En este caso, tene-
mos que ψa,b,cc1,c2 es la única solución de la ecuación de Schrödinger homogénea en
◦
I que satisface
ψa,b,cc1,c2(n) = −a(0)c24 y ψa,b,cc1,c2(n+ 1) = a(0)c23. Como
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](n) = a(0)
[
c23φ
a,b,c
c1,c2
(n) + c24φ
a,b,c
c1,c2
(n+ 1)
]
,
resulta que Da,b,cc1,c2 = c23φ
a,b,c
c1,c2
(n) + c24φ
a,b,c
c1,c2
(n + 1). Además, g22 = g21 = 0, g12 = −a(0)d34 y
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) = a(n)ργ(n)
[
c23φ
a,b,c
c1,c2
(n) + c24φ
a,b,c
c1,c2
(n+ 1)
]
.
PROPOSICIÓN 5.5. Si el problema de contorno (Lγq , c1, c2) es separado en n + 1, entonces es
regular sii c23φa,b,cc1,c2(n) 6= −c24φa,b,cc1,c2(n+ 1) y, en ese caso, su núcleo resolvente está determinado por
la identidad
Ra,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)a(n)ργ(n)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
]
−
ργ(s)
[
g11ψ
a,b,c
c1,c2
(s)− a(0)d34φa,b,cc1,c2(s)
]
ψa,b,cc1,c2(k)
a(0)a(n)ργ(n)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
]2
−
(
a(0) + c12
)
ψa,b,cc1,c2(k)
a(0)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
]εs(0)
−
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− (c(n) + c23)φa,b,cc1,c2(k)]
a(n)ργ(n)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
] εs(n+ 1),
para cada k, s = 0, . . . , n+ 1.
Supongamos finalmente que el par (c1, c2) es un par de Sturm–Liouville; es decir, está determinado
por una matriz de la forma
[
c11 c12 0 0
0 0 c23 c24
]
, donde (|c11|+ |c12|)(|c23 + |c24|) > 0. En este caso,
tenemos que φa,b,cc1,c2 es la única solución de la ecuación de Schrödinger homogénea en
◦
I que satisface
φa,b,cc1,c2(0) = −a(n)ργ(n)c12 y φa,b,cc1,c2(1) = a(n)ργ(n)c11, mientras que ψa,b,cc1,c2 es la única solución de la
ecuación de Schrödinger homogénea en
◦
I que satisfaceψa,b,cc1,c2(n) = −a(0)c24 yψa,b,cc1,c2(n+1) = a(0)c23.
Además, g11 = g12 = g21 = g22 = 0 y
Da,b,cc1,c2 = −c11ψa,b,cc1,c2(0)− c12ψa,b,cc1,c2(1) = c23φa,b,cc1,c2(n) + c24φa,b,cc1,c2(n+ 1).
PROPOSICIÓN 5.6. Si el problema de contorno (Lγq , c1, c2) es de Sturm–Liouville, es regular sii
c11ψ
a,b,c
c1,c2
(0) 6= −c12ψa,b,cc1,c2(1) o, equivalentemente, sii c23φa,b,cc1,c2(n) 6= −c24φa,b,cc1,c2(n + 1) y su núcleo
resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)a(n)ργ(n)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
]
+
ργ(n+ 1)
[
a(0)
(
c(n) + c23
)
φa,b,cc1,c2(k)εs(n+ 1)− c(n)
(
a(0) + c12
)
ψa,b,cc1,c2(k)εs(0)
]
a(0)a(n)ργ(n)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
] ,
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para cada k, s = 0, . . . , n+ 1.
Obsérvese que para problemas de Sturm–Liouville, el núcleo de Green se expresa como
Ga,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)a(n)ργ(n)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
] ,
mientras que el núcleo resolvente puede expresarse como
Ra,b,cc1,c2(k, s) =
−ργ(s)
a(0)a(n)ργ(n)
[
c23φ
a,b,c
c1,c2(n) + c24φ
a,b,c
c1,c2(n+ 1)
]
×
[
φa,b,cc1,c2(mı´n{k, s}) + a(n)ργ(n)
(
a(0) + c12
)
εs(0)
]
×
[
ψa,b,cc1,c2(ma´x{k, s})− a(0)
(
c(n) + c23
)
εs(n+ 1)
]
.
Esta última identidad motiva que nos planteemos reformular ligeramente los resultados de la pro-
posición anterior, para obtener una expresión del núcleo resolvente completamente análoga a la de la
función de Green. Para ello, consideraremos las funciones
(64) Φa,b,cc1,c2 =
(
a(n)ργ(n)
)−1
φa,b,cc1,c2 +
(
a(0) + c12
)
ε0 y Ψa,b,cc1,c2 = a(0)
−1ψa,b,cc1,c2 −
(
c(n) + c23
)
εn+1.
Entonces,
Lγq (Φa,b,cc1,c2) = −c(0)
(
a(0) + c12
)
ε1 y Lγq (Ψa,b,cc1,c2) = a(n)
(
c(n) + c23
)
εn, en
◦
I,
y, además,
Φa,b,cc1,c2(0) = a(0), Φ
a,b,c
c1,c2
(1) = c11, Ψ
a,b,c
c1,c2
(n) = −c24, Ψa,b,cc1,c2(n+ 1) = −c(n).
COROLARIO 5.7. Supongamos que el problema de contorno (Lγq , c1, c2) es de Sturm–Liouville
y consideremos Φa,b,cc1,c2 y Ψ
a,b,c
c1,c2
las únicas soluciones de la ecuación de Schrödinger en
◦
I con datos
−c(0)(a(0) + c12)ε1 y a(n)(c(n) + c23)εn, respectivamente, que además satisfacen
Φa,b,cc1,c2(0) = a(0), Φ
a,b,c
c1,c2
(1) = c11, Ψ
a,b,c
c1,c2
(n) = −c24, Ψa,b,cc1,c2(n+ 1) = −c(n).
Entonces,
a(0)
(
c11Ψ
a,b,c
c1,c2
(0) + c12Ψ
a,b,c
c1,c2
(1)
)
= −a(n)ργ(n)
(
c23Φ
a,b,c
c1,c2
(n) + c24Φ
a,b,c
c1,c2
(n+ 1)
)
el problema es regular sii c11Ψa,b,cc1,c2(0) 6= −c12Ψa,b,cc1,c2(1) y su núcleo resolvente está determinado por
la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)
[
c11Ψ
a,b,c
c1,c2(0) + c12Ψ
a,b,c
c1,c2(1)
] Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
Demostración. Basta observar que
Φa,b,cc1,c2(k) =
(
a(n)ργ(n)
)−1
φa,b,cc1,c2(k) y Ψ
a,b,c
c1,c2
(k) = a(0)−1ψa,b,cc1,c2(k), para k = 1, . . . , n,
y aplicar los resultados de la Proposición 5.6. 
A continuación utilizaremos la expresión anterior para describir los núcleos resolventes para los
problemas de Sturm–Liouville más conocidos. El caso general expresado en el Corolario 5.7, corres-
ponde también al problema de Robin; es decir, cuando ambas condiciones son las de Robin.
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COROLARIO 5.8. Si el problema de contorno (Lγq , c1, c2) es de Dirichlet exterior; es decir, c1(u) =
u(0) y c2(u) = u(n+1), entonces es regular sii Ψa,b,cc1,c2(0) 6= 0 o, equivalentemente, sii Φa,b,cc1,c2(n+1) 6= 0
y su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)Ψa,b,cc1,c2(0)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
COROLARIO 5.9. Si el problema de contorno (Lγq , c1, c2) es de Dirichlet interior; es decir, c1(u) =
u(1) y c2(u) = u(n), entonces es regular sii Ψa,b,cc1,c2(1) 6= 0 o, equivalentemente, sii Φa,b,cc1,c2(n) 6= 0 y su
núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)Ψa,b,cc1,c2(1)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
COROLARIO 5.10. Si el problema de contorno (Lγq , c1, c2) es de Dirichlet exterior–interior; es
decir, c1(u) = u(0) y c2(u) = u(n), entonces es regular sii Ψa,b,cc1,c2(0) 6= 0 o, equivalentemente, sii
Φa,b,cc1,c2(n) 6= 0 y su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)Ψa,b,cc1,c2(0)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
COROLARIO 5.11. Si el problema de contorno (Lγq , c1, c2) es de Dirichlet interior–exterior; es
decir, c1(u) = u(1) y c2(u) = u(n+ 1), entonces es regular sii Ψa,b,cc1,c2(1) 6= 0 o, equivalentemente, sii
Φa,b,cc1,c2(n+ 1) 6= 0 y su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)Ψa,b,cc1,c2(1)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
COROLARIO 5.12. Si el problema de contorno (Lγq , c1, c2) es de Dirichlet exterior–Robin; es
decir, c1(u) = u(0), c2(u) = c23u(n)+c24u(n+1) con c23c24 6= 0, entonces es regular sii Ψa,b,cc1,c2(0) 6= 0
o, equivalentemente, sii c23Φa,b,cc1,c2(n) 6= −c24Φa,b,cc1,c2(n+ 1) y su núcleo resolvente está determinado por
la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)Ψa,b,cc1,c2(0)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
COROLARIO 5.13. Si el problema de contorno (Lγq , c1, c2) es de Dirichlet interior–Robin; es
decir, c1(u) = u(1), c2(u) = c23u(n) + c24u(n + 1) con c23c24 6= 0, es regular sii Ψa,b,cc1,c2(1) 6= 0 o,
equivalentemente, sii c23Φa,b,cc1,c2(n) 6= −c24Φa,b,cc1,c2(n + 1) y su núcleo resolvente está determinado por
la identidad
Ra,b,cc1,c2(k, s) =
ργ(s)
a(0)Ψa,b,cc1,c2(1)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
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COROLARIO 5.14. Si el problema de contorno (Lγq , c1, c2) es de Robin–Dirichlet exterior; es
decir, c1(u) = c11u(0) + c12u(1) con c11c12 6= 0, c2(u) = u(n+ 1), entonces es regular sii Φa,b,cc1,c2(n+
1) 6= 0, o equivalentemente, sii c11Ψa,b,cc1,c2(0) 6= −c12Ψa,b,cc1,c2(1) y su núcleo resolvente está determinado
por la identidad
Ra,b,cc1,c2(k, s) = −
ργ(s)
a(n)ργ(n)Φ
a,b,c
c1,c2(n+ 1)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
COROLARIO 5.15. Si el problema de contorno (Lγq , c1, c2) es de Robin–Dirichlet interior; es decir,
c1(u) = c11u(0) + c12u(1) con c11c12 6= 0, c2(u) = u(n), entonces es regular sii Φa,b,cc1,c2(n) 6= 0 o,
equivalentemente, sii c11Ψa,b,cc1,c2(0) 6= −c12Ψa,b,cc1,c2(1) y su núcleo resolvente está determinado por la
identidad
Ra,b,cc1,c2(k, s) = −
ργ(s)
a(n)ργ(n)Φ
a,b,c
c1,c2(n)
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s}),
para cada k, s = 0, . . . , n+ 1.
5.3. Problemas de tipo periódico regulares. En este caso, las condiciones bajo las cuales el
problema es regular no se pueden simplificar, puesto que las funciones de la base fundamental invo-
lucran valores en ambos extremos. Por ello, asumiremos en los dos casos que el problema es regular
y, bajo esa hipótesis, determinaremos el núcleo resolvente.
Supongamos primero que el par de condiciones de contorno (c1, c2) son de tipo periódico de
primer especie; es decir, están determinadas por una matriz del tipo
[
c11 c12 c13 c14
c21 0 0 c24
]
, donde
a12 · a13 · a21 · a24 6= 0. En este caso,
g11 = c11φ
a,b,c
c1,c2
(0) + c12φ
a,b,c
c1,c2
(1), g12 = c13ψ
a,b,c
c1,c2
(n) + c14ψ
a,b,c
c1,c2
(n+ 1),
g21 = c21φ
a,b,c
c1,c2
(0), g22 = c24ψ
a,b,c
c1,c2
(n+ 1).
PROPOSICIÓN 5.16. Si el problema de contorno (Lγq , c1, c2) es de tipo periódico de primera es-
pecie y regular, su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
−
ργ(s)
[
g11ψ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s)− g22φa,b,cc1,c2(k)φa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
−
ργ(s)
[
g12ψ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)− g21φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
−
(
a(0) + c12
)
ψa,b,cc1,c2(k)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
εs(0)−
ργ(n+ 1)
[
c13ψ
a,b,c
c1,c2
(k)− c(n)φa,b,cc1,c2(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
εs(n+ 1),
para cada k, s = 0, . . . , n+ 1.
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Supongamos ahora que el par de condiciones de contorno (c1, c2) son de tipo periódico de segun-
da especie; es decir, están determinadas por una matriz del tipo
[
c11 −a(0) 0 c14
c21 0 −c(n) c24
]
, donde
c21 · c14 6= 0.
En este caso, tenemos que
g11 = c11φ
a,b,c
c1,c2
(0)− a(0)φa,b,cc1,c2(1), g12 = c14ψa,b,cc1,c2(n+ 1),
g21 = c21φ
a,b,c
c1,c2
(0), g22 = −c(n)ψa,b,cc1,c2(n) + c24ψa,b,cc1,c2(n+ 1).
PROPOSICIÓN 5.17. Si el problema de contorno (Lγq , c1, c2) es de tipo periódico de segunda
especie y regular, su núcleo resolvente está determinado por la identidad
Ra,b,cc1,c2(k, s) = −
ργ(s)φ
a,b,c
c1,c2
(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
−
ργ(s)
[
g11ψ
a,b,c
c1,c2
(k)ψa,b,cc1,c2(s)− g22φa,b,cc1,c2(k)φa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
−
ργ(s)
[
g12ψ
a,b,c
c1,c2
(k)φa,b,cc1,c2(s)− g21φa,b,cc1,c2(k)ψa,b,cc1,c2(s)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
,
para cada k, s = 0, . . . , n+ 1.
6. La ecuación de Poisson
Analizamos en esta sección uno de los problemas más relevantes en el ámbito de la combinatoria
o, más exactamente, en el contexto de la Teoría del Potencial en redes, en nuestro caso caminos,
finitas. Mantendremos aquí las notaciones que hemos utilizado en todo el capítulo.
DEFINICIÓN 6.1. Denominamos ecuación de Poisson en el camino I con dato f ∈ C(I), a la
ecuación
Lγq (u) = f, en I.
Cada u ∈ C(I) que satisfaga la identidad anterior, se denomina solución de la ecuación de Poisson
en I. A la ecuación de Poisson con dato nulo se la denomina ecuación de Poisson homogénea en el
camino I.
Al describir la ecuación de Poisson en cada vértice del camino observamos que
Lγq (u)(0) = a(0)
(
u(0)− u(1))+ q(0)u(0) = b(0)u(0)− a(0)u(1) = f(0),
Lγq (u) = f en
◦
I,
Lγq (u)(n) = c(n)
(
u(n+ 1)− u(n))+ q(n+ 1)u(n+ 1)
= b(n+ 1)u(n+ 1)− c(n)u(n) = f(n+ 1),
donde b = κγ + q. Si definimos el par de condiciones de contorno (c1, c2), como c1(u) = Lγq (u)(0)
y c2(u) = Lγq (u)(n + 1), entonces (c1, c2) es el par de Sturm–Liouville determinado por la matriz
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C =
[
b(0) −a(0) 0 0
0 0 −c(n) b(n+ 1)
]
, de manera que la ecuación de Poisson sobre I no es más que
el problema de contorno de Sturm–Liouville
Lγq (u) = f, en
◦
I, c1(u) = f(0), c2(u) = f(n+ 1).
Recordemos también que el adjunto de Lγq es el operador de Schrödinger Lγ
∗
q+pγ y está caracteri-
zado por satisfacer que
(65)
∫
I
vLγq (u) =
∫
I
uLγ∗q+pγ (v), para cada u, v ∈ C(I)
Como la ecuación de Poisson homogénea (Lγq )∗(v) = 0 en I significa que
(Lγq )∗(v)(0) = c(0)
(
v(0)− v(1))+ (q(0) + pγ(0))v(0) = b(0)v(0)− c(0)v(1) = 0,
(Lγq )∗(v) = 0 en
◦
I,
(Lγq )∗(v)(n) = a(n)
(
v(n+ 1)− u(n))+ (q(n+ 1) + pγ(n+ 1))v(n+ 1)
= b(n+ 1)v(n+ 1)− a(n)v(n) = 0,
si ahora definimos el par de condiciones de contorno (c∗1, c
∗
2), como c
∗
1(v) = (Lγq )∗(v)(0) y como
c∗2(v) = (Lγq )∗(v)(n + 1), entonces (c∗1, c∗2) es el par de condiciones de Sturm–Liouville determinado
por la matriz C∗ =
[
b(0) −c(0) 0 0
0 0 −a(n) b(n+ 1)
]
, lo que implica que la anterior ecuación de
Poisson homogénea sobre I no es más que el problema de contorno homogéneo de Sturm–Liouville(
(Lγq )∗, c∗1, c∗2
)
.
PROPOSICIÓN 6.2. En las condiciones precedentes,
(
(Lγq )∗, c∗1, c∗2
)
es el problema adjunto del
problema de contorno (Lγq , c1, c2), equivalente a la ecuación de Poisson Lγq (u) = f en I.
Demostración. Es suficiente probar que el par (c∗1, c
∗
2) es un adjunto del par (c1, c2). Aplicando la
Proposición 3.9, resulta que un par de condiciones adjuntas del par (c1, c2) está determinado por la
matriz
C∗ =
[
a(0)b(0) −c(0)a(0) 0 0
0 0 −a(n)c(n) c(n)b(n+ 1)
]
=
[
a(0) 0
0 c(n)
][
b(0) −c(0) 0 0
0 0 −a(n) b(n+ 1)
]
,
de manera que el par es equivalente al par (c∗1, c
∗
2). Alternativamente, de la Identidad (65) se deduce
v(0)c1(u) + v(n+ 1)c2(u) +
∫ n
0
vLγq (u) =
∫ n
0
u(Lγ)∗(v) + u(0)c∗1(v) + u(n+ 1)c∗2(v)
o, equivalentemente,∫ n
0
[
vLγq (u)− u(Lγ)∗(v)
]
= −v(0)c1(u)− v(n+ 1)c2(u) + u(0)c∗1(v) + u(n+ 1)c∗2(v),
se concluye también el resultado identificando cc1(u) = u(0), c
c
2(u) = u(n + 1), (c
∗
1)
c(v) = −v(0) y
(c∗2)
c(v) = −v(n+ 1) en la Proposición 2.8. 
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Aplicando ahora los resultados del Corolario 5.7, tenemos el resultado fundamental relativo a las
ecuaciones de Poisson.
TEOREMA 6.3. Consideremos Φa,b,cc1,c2 y Ψ
a,b,c
c1,c2
las únicas soluciones de la ecuación de Schrödinger
homogénea en
◦
I que satisfacen
Φa,b,cc1,c2(0) = a(0), Φ
a,b,c
c1,c2
(1) = b(0), Ψa,b,cc1,c2(n) = −b(n+ 1), Ψa,b,cc1,c2(n+ 1) = −c(n).
Entonces,
a(0)
(
b(0)Ψa,b,cc1,c2(0)− a(0)Ψa,b,cc1,c2(1)
)
= a(n)ργ(n)
(
c(n)Φa,b,cc1,c2(n)− b(n+ 1)Φa,b,cc1,c2(n+ 1)
)
,
el operador Lγq es invertible sii b(0)Ψa,b,cc1,c2(0) 6= a(0)Ψa,b,cc1,c2(1) y, además, para cada f ∈ C(I),
(Lγq )−1(f)(k) = −
∫
I
Φa,b,cc1,c2(mı´n{k, s})Ψa,b,cc1,c2(ma´x{k, s})
a(0)
[
b(0)Ψa,b,cc1,c2(0)− a(0)Ψa,b,cc1,c2(1)
] ργ(s)f(s)ds,
para cada k = 0, . . . , n+ 1.
Finalizaremos la sección explicando la motivación de las condiciones de contorno de tipo perió-
dico en términos de ecuaciones de Poisson en un ciclo de n + 1 vértices, tal y como fue adelantado
en secciones precedentes. Esta interpretación es la misma que motivó el estudio de este tipo de pro-
blemas en [10] y, por otra parte, es la que motiva la consideración de problemas de contorno con
condiciones periódicas en el caso de ecuaciones diferenciales ordinarias.
Consideraremos ahora un ciclo de n + 1 vértices Iˆ = {0, 1, . . . , n}, donde j ∼ j + 1,
j = 1, . . . , n − 1 y, además, n ∼ 0; es decir, los vértices 0 y n son también adyacentes. Como
en el caso de un camino, podemos ahora definir una conductancia en el ciclo como γ : Iˆ× Iˆ −→ R
tal que γ(k, s) 6= 0 sii o bien |k − s| = 1 o bien |k − s| = n. Ahora si q ∈ C(Iˆ), el operador de
Schrödinger en el ciclo de conductancia γˆ y potencial qˆ, está definido como Lγˆqˆ : C(Iˆ) −→ C(Iˆ) que a
cada u ∈ C(Iˆ) le asigna la función
(66)
Lγˆqˆ (u)(0) = γˆ(0, 1)
(
u(0)− u(1))+ γˆ(0, n)(u(0)− u(n))+ qˆ(0)u(0)
= a(0)
(
u(0)− u(1))+ c(n)(u(0)− u(n))+ q(0)u(0),
...
Lγˆqˆ (u)(k) = γˆ(k, k + 1)
(
u(k)− u(k + 1))+ γˆ(k, k − 1)(u(k)− u(k − 1))+ q(k)u(k)
= a(k)
(
u(k)− u(k + 1))+ c(k − 1)(u(k)− u(k − 1))+ q(k)u(k),
...
Lγˆqˆ (u)(n) = γˆ(n, 0)
(
u(n)− u(0))+ γˆ(n, n− 1)(u(n)− u(n− 1))+ qˆ(n)u(n)
= a(n)
(
u(n)− u(0))+ c(n− 1)(u(n)− u(n− 1))+ qˆ(n)u(n),
donde las funciones a, c ∈ C∗(I) están definidas de manera análoga al caso de un camino. Nuestro
próximo objetivo es la resolución de la ecuación de Poisson en el ciclo; es decir, dada f ∈ C(I)
buscamos las funciones u ∈ C(I) tales que Lγˆqˆ (u) = f en I. Nuestra estrategia, como en [10], es
transformar la anterior ecuación en un problema de contorno en un camino de n + 2 vértices. Para
ello, duplicamos el vértices 0 del ciclo, dando lugar a un nuevo vértice que denotaremos como n+ 1,
tal y como se representa en la siguiente figura.
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0=n+1
n1
0 n+1
FIGURA 1. Condiciones periódicas
Definimos una conductancia γ ∈ Γ(I) como γ(k, s) = γˆ(k, s) para cada k, s = 0, 1, . . . , n y
γ(k, n+1) = γ(n+1, k) = 0 para cada k = 0, . . . , n−1 y γ(n, n+1) = γˆ(n, 0), γ(n+1, n) = γˆ(0, n).
Definimos también el potencial q ∈ C(I) como q(k) = qˆ(k) si k = 0, . . . , n y q(n + 1) = qˆ(0).
Debemos ahora extender u a I dando un valor en n + 1 para que se satisfagan también las otras dos
ecuaciones de (66). Como los vértices 0 y n+ 1 del camino representan el mismo vértice en el ciclo,
impondremos que u(n+ 1) = u(0) y denotaremos a la extensión también por u.
Si u ∈ C(Iˆ), entonces satisface que Lγˆqˆ (u) = f en Iˆ sii satisface Lγq (u) = f en
◦
I \{n}. Por
otra parte, como u(0) = u(n + 1), la última identidad de (66) es equivalente a Lγq (u)(n) = f(n). Si
consideramos ahora las condiciones de contorno en el camino
c1(u) = b(0)u(0)− a(0)u(1)− c(n)u(n) y c2(u) = u(0)− u(n+ 1),
entonces el par (c1, c2) es de tipo periódico de primera especie y la ecuación de Poisson en el ciclo es
equivalente al problema de contorno en el camino
Lγq (u) = f en
◦
I, c1(u) = f(0), c2(u) = f(n+ 1),
donde f(n + 1) = 0. Observar que, en este caso las condiciones periódicas de primera especie están
determinadas por la matriz
C =
[
b(0) −a(0) −c(n) 0
1 0 0 −1
]
.
La aplicación de la Proposición 5.16 conduce al siguiente resultado sobre ecuaciones de Poisson en
el ciclo, donde mantenemos las notaciones de la sección precedente.
PROPOSICIÓN 6.4. El operador de Schrödinger con conductancia γˆ y potencial qˆ en el ciclo, Lγˆqˆ ,
es invertible sii w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0) 6= 0 y, entonces, para cada f ∈ C(Iˆ),
(Lγˆqˆ )−1(f)(k) =
1
a(0)w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
∫
Iˆ
R(k, s)ργ(s)f(s)ds, k ∈ I,
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donde
R(k, s) = φa,b,cc1,c2(mı´n{k, s})ψa,b,cc1,c2(ma´x{k, s})
+
a(n)ργ(n)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
[(
b(0)φa,b,cc1,c2(0)− a(0)φa,b,cc1,c2(1)
)
ψa,b,cc1,c2(k)ψ
a,b,c
c1,c2(s) + ψ
a,b,c
c1,c2(n+ 1)φ
a,b,c
c1,c2(k)φ
a,b,c
c1,c2(s)
]
− a(n)ργ(n)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
[
c(n)ψa,b,cc1,c2(n)ψ
a,b,c
c1,c2(k)φ
a,b,c
c1,c2(s) + φ
a,b,c
c1,c2(0)φ
a,b,c
c1,c2(k)ψ
a,b,c
c1,c2(s)
]
,
para cada k = 0, . . . , n.
Demostración. Basta tener en cuenta que en este caso,
g11 = b(0)φ
a,b,c
c1,c2
(0)− a(0)φa,b,cc1,c2(1), g12 = −c(n)ψa,b,cc1,c2(n),
g21 = φ
a,b,c
c1,c2
(0), g22 = −ψa,b,cc1,c2(n+ 1).

7. Caracterización de los núcleos resolventes
Finalizaremos el capítulo mostrando que el núcleo resolvente caracteriza completamente el pro-
blema de contorno, de forma análoga a como en la Sección 7 del primer capítulo mostramos que
la función de Green caracteriza la ecuación en diferencias; es decir, el operador Lγq , tal como fue
establecido en el Teorema 7.2 de ese mismo capítulo.
Supondremos que R : I× I −→ R es una función dada y nos preocuparemos de determinar bajo
qué condiciones existe un problema de contorno (Lγq , c1, c2), donde (c1, c2) tal que R es su núcleo
resolvente. De hecho, nos propondremos determinar las funciones a, c ∈ C∗(I), b ∈ C(I) y una matriz
C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
tal que rgC = 2, de manera que R = Ra,b,cc1,c2 , lo que implica que R(·, s),
s = 1, . . . , n describe el núcleo de Green Ga,b,cc1,c2 del problema, mientras que R(·, s), s = 0, n+ 1 es el
correspondiente núcleo de Poisson, P a,b,cc1,c2 (·, s). En realidad, tenemos que determinar sólo los valores
de las funciones a, c y b que realmente están involucrados en la ecuación en diferencias; esto es, en
la ecuación de Schrödinger en
◦
I , que no son otros que a(k), k = 1, . . . , n, c(k), k = 0, . . . , n − 1 y
b(k), k = 1, . . . , n. Recuérdese que también asumiremos que c(n+ 1) = a(n) y que c(n) = a(n+ 1),
aunque este último valor no necesitaremos determinarlo explícitamente.
Consideremos pues R : I× I −→ R una función y supondremos que es el núcleo resolvente del
problema de contorno regular (Lγq , c1, c2). Por simplicidad en la notación, definamos u = R(·, 0) y
v = R(·, n + 1). Entonces, como W [u, v] = 1 resulta que {u, v} es una base de la ecuación de
Schrödinger homogénea en
◦
I; es decir, su wronskiano w[u, v] es no nulo en I.
Por tanto, aplicando la Proposición 6.3 del Capítulo 1, tenemos que
b(k)
a(k)
=
[
u(k − 1)v(k + 1)− u(k + 1)v(k − 1)]
w[u, v](k − 1) y
c(k − 1)
a(k)
=
w[u, v](k)
w[u, v](k − 1) ,
para cada k = 1, . . . , n. Por otra parte, para cada s = 1, . . . , n, tenemos que
1
a(s)
=
b(s)
a(s)
R(s, s)− c(s− 1)
a(s)
R(s− 1, s)−R(s+ 1, s)
=
[
u(s− 1)v(s+ 1)− u(s+ 1)v(s− 1)]R(s, s)
w[u, v](s− 1) −
w[u, v](s)R(s− 1, s)
w[u, v](s− 1) −R(s+ 1, s),
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lo que implica que necesariamente
R(s+ 1, s) 6=
[
u(s− 1)v(s+ 1)− u(s+ 1)v(s− 1)]
w[u, v](s− 1) R(s, s)−
w[u, v](s)
w[u, v](s− 1) R(s− 1, s),
para cada s = 1, . . . , n y, por tanto, que
a(s) =
w[u, v](s− 1)[
u(s− 1)v(s+ 1)− u(s+ 1)v(s− 1)]R(s, s)− w[u, v](s)R(s− 1, s)− w[u, v](s− 1)R(s+ 1, s)
para cada s = 1, . . . , n. En definitiva, las identidades anteriores permiten determinar de forma uní-
voca los valores a(k), b(k), k = 1, . . . , n y c(k), k = 0, . . . , n− 1.
A continuación identificaremos los coeficientes de la matriz C que determina las condiciones de
contorno. Para ello, tendremos en cuenta las siguientes identidades en
◦
I,
(67)
Lγq (ε0) = −c(0)ε1, Lγq (ε1) = b(1)ε1 − c(1)ε2,
Lγq (εn) = −a(n− 1)εn−1 + b(n)εn, Lγq (εn+1) = −a(n)εn.
que motivan la consideración de las funciones zj ∈ C(I), j = 1, 2, 3, 4, definidas como
z1 = c(0)R(·, 1) + ε0, z2 = c(1)R(·, 2)− b(1)R(·, 1) + ε1,
z3 = a(n− 1)R(·, n− 1)− b(n)R(·, n) + εn, z4 = a(n)R(·, n) + εn+1,
que claramente satisfacen que Lγq (zj) = 0 en
◦
I para j = 1, 2, 3, 4. Como además,
c1(z1) = c11, c2(z1) = c21, c1(z2) = c12, c2(z2) = c22,
c1(z3) = c13, c2(z3) = c23, c1(z4) = c14, c2(z4) = c24,
resulta que
z1 = c11u+ c21v, z2 = c12u+ c22v,
z3 = c13u+ c23v, z4 = c14u+ c24v.
Considerando ahora los valores zj(n) y zj(n + 1), j = 1, 2 y los valores zj(0), zj(1), j = 3, 4,
obtenemos las identidades[
u(n) v(n)
u(n+ 1) v(n+ 1)
][
c1j
c2j
]
=
[
zj(n)
zj(n+ 1)
]
, j = 1, 2,[
u(0) v(0)
u(1) v(1)
][
c1j
c2j
]
=
[
zj(0)
zj(1)
]
, j = 3, 4,
que implican que[
c1j
c2j
]
=
1
w[u, v](n)
[
v(n+ 1)zj(n)− v(n)zj(n+ 1)
u(n)zj(n+ 1)− u(n+ 1)zj(n)
]
, j = 1, 2,[
c1j
c2j
]
=
1
w[u, v](0)
[
v(1)zj(0)− v(0)zj(1)
u(0)zj(1)− u(1)zj(0)
]
, j = 3, 4.
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Resulta entonces que los coeficientes de las condiciones de contorno están determinados por las
siguientes identidades:
c11 =
c(0)
[
v(n+ 1)R(n, 1)− v(n)R(n+ 1, 1)
]
w[u, v](n)
,
c21 =
c(0)
[
u(n)R(n+ 1, 1)− u(n+ 1)R(n, 1)
]
w[u, v](n)
,
c12 =
[
v(n+ 1)
(
c(1)R(n, 2)− b(1)R(n, 1))− v(n)(c(1)R(n+ 1, 2)− b(1)R(n+ 1, 1))]
w[u, v](n)
,
c22 =
[
u(n)
(
c(1)R(n+ 1, 2)− b(1)R(n+ 1, 1))− u(n+ 1)(c(1)R(n, 2)− b(1)R(n, 1))]
w[u, v](n)
,
c13 =
[
v(1)
(
a(n− 1)R(0, n− 1)− b(n)R(0, n))− v(0)(a(n− 1)R(1, n− 1)− b(n)R(1, n))]
w[u, v](0)
,
c23 =
[
u(0)
(
a(n− 1)R(1, n− 1)− b(n)R(1, n))− u(1)(a(n− 1)R(0, n− 1)− b(n)R(0, n))]
w[u, v](0)
,
c14 =
a(n)
w[u, v](0)
[
v(1)R(0, n)− v(0)R(1, n)
]
,
c24 =
a(n)
w[u, v](0)
[
u(0)R(1, n)− u(1)R(0, n)
]
.
En resumen, hemos demostrado el siguiente resultado.
TEOREMA 7.1. Sea R : I× I −→ R y consideremos F : ◦I −→ R definida como
F (s) =
[
R(s− 1, 0)R(s+ 1, n+ 1)−R(s+ 1, 0)R(s− 1, n+ 1)]R(s, s)
− [R(s, 0)R(s+ 1, n+ 1)−R(s+ 1, 0)R(s, n+ 1)]R(s− 1, s)
− [R(s− 1, 0)R(s, n+ 1)−R(s, 0)R(s− 1, n+ 1)]R(s+ 1, s).
Si R es un núcleo resolvente de un problema de contorno (Lγ, c1, c2), debe satisfacerse que
R(s, 0)R(s+ 1, n+ 1) 6= R(s+ 1, 0)R(s, n+ 1) y F (s) 6= 0, para cada s = 0, . . . , n
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y, entonces, los coeficientes a, b y c del operador Lγq están determinados por las identidades
a(s) =
[
R(s− 1, 0)R(s, n+ 1)−R(s, 0)R(s− 1, n+ 1)]
F (s)
,
b(s) =
[
R(s− 1, 0)R(s+ 1, n+ 1)−R(s+ 1, 0)R(s− 1, n+ 1)]
F (s)
,
c(s− 1) =
[
R(s, 0)R(s+ 1, n+ 1)−R(s+ 1, 0)R(s, n+ 1)]
F (s)
,
para cada s = 1, . . . , n, mientras que los coeficientes de las condiciones de contorno están determi-
nados por las relaciones
c11 =
c(0)
[
R(n+ 1, n+ 1)R(n, 1)−R(n, n+ 1)R(n+ 1, 1)
]
R(n, 0)R(n+ 1, n+ 1)−R(n+ 1, 0)R(n, n+ 1) ,
c21 =
c(0)
[
R(n, 0)R(n+ 1, 1)−R(n+ 1, 0)R(n, 1)
]
R(n, 0)R(n+ 1, n+ 1)−R(n+ 1, 0)R(n, n+ 1) ,
c12 =
[
R(n+ 1, n+ 1)
(
c(1)R(n, 2)− b(1)R(n, 1))−R(n, n+ 1)(c(1)R(n+ 1, 2)− b(1)R(n+ 1, 1))]
R(n, 0)R(n+ 1, n+ 1)−R(n+ 1, 0)R(n, n+ 1) ,
c22 =
[
R(n, 0)
(
c(1)R(n+ 1, 2)− b(1)R(n+ 1, 1))−R(n+ 1, 0)(c(1)R(n, 2)− b(1)R(n, 1))]
R(n, 0)R(n+ 1, n+ 1)−R(n+ 1, 0)R(n, n+ 1) ,
c13 =
[
R(1, n+ 1)
(
a(n− 1)R(0, n− 1)− b(n)R(0, n))−R(0, n+ 1)(a(n− 1)R(1, n− 1)− b(n)R(1, n))]
R(0, 0)R(1, n+ 1)−R(1, 0)R(0, n+ 1) ,
c23 =
[
R(0, 0)
(
a(n− 1)R(1, n− 1)− b(n)R(1, n))−R(1, 0)(a(n− 1)R(0, n− 1)− b(n)R(0, n))]
R(0, 0)R(1, n+ 1)−R(1, 0)R(0, n+ 1) ,
c14 =
a(n
[
R(1, n+ 1)R(0, n)−R(0, n+ 1)R(1, n)
]
R(0, 0)R(1, n+ 1)−R(1, 0)R(0, n+ 1) ,
c24 =
a(n)
[
R(0, 0)R(1, n)−R(1, 0)R(0, n)
]
R(0, 0)R(1, n+ 1)−R(1, 0)R(0, n+ 1) .
Además, con las notaciones previas al Teorema anterior, el Corolario 4.20 se reformula como
R(k, s) = − ργ(s)
a(0)w[u, v](0)
v(mı´n{k, s})u(ma´x{k, s})
+
ργ(s)
a(0)w[u, v](0)
[
gˆ11u(k)u(s) + gˆ22v(k)v(s) + gˆ12u(k)v(s) + gˆ21v(k)u(s)
]
,
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para cada s = 1, . . . , n y cada k = 0, . . . , n+ 1, donde
gˆ11 = c11v(0) + c12v(1), gˆ12 = c13u(n) + c14u(n+ 1),
gˆ21 = c21v(0) + c22v(1), gˆ22 = c23u(n) + c24u(n+ 1),
lo que significa que R debe satisfacer estas relaciones para ser núcleo resolvente del problema de
contorno cuyos coeficientes están determinados en el Teorema. Obsevar que el valor de a(0) está in-
determinado, puesto que el cociente
ργ(s)
a(0)w[u, v](0)
no depende de a(0) ya que
ρ(s)
a(0)
=
1
c(0)
s−1∏
j=1
a(j)
c(j)
,
para cada s = 1, . . . , n.
A la vista del Teorema 7.1, podemos preguntarnos si es posible caracterizar a través del núcleo re-
solvente si el problema de contorno es de algún tipo determinado. Por ejemplo, podemos preguntarnos
si el problema del que R es su núcleo es unilateral y la respuesta es sumamente sencilla.
PROPOSICIÓN 7.2. Si Ra,b,cc1,c2 es el núcleo resolvente del problema de contorno regular (Lγq , c1, c2),
entonces el problema es unilateral inicial sii
Ra,b,cc1,c2(0, n− 1) = Ra,b,cc1,c2(1, n− 1) = Ra,b,cc1,c2(0, n) = Ra,b,cc1,c2(1, n) = 0
y unilateral final sii
Ra,b,cc1,c2(n, 1) = R
a,b,c
c1,c2
(n+ 1, 1) = Ra,b,cc1,c2(n, 2) = R
a,b,c
c1,c2
(n+ 1, 2) = 0.
Demostración. El problema es unilateral inicial sii cij = 0, i = 1, 2, j = 3, 4. Aplicando el Teorema
7.1 o, equivalentemente, considerando los sistemas que originaron las expresiones de los coeficientes,
estas condiciones se satisfacen sii z3(0) = z3(1) = z4(0) = z4(1) = 0; es decir, sii
a(n− 1)Ra,b,cc1,c2(0, n− 1)− b(n)Ra,b,cc1,c2(0, n) = a(n− 1)Ra,b,cc1,c2(1, n− 1)− b(n)Ra,b,cc1,c2(1, n)
= a(n)Ra,b,cc1,c2(0, n) = a(n)R
a,b,c
c1,c2
(1, n) = 0,
que implica el resultado. La demostración para el caso de las condiciones finales es análoga. 
Aplicar la estrategia anterior para analizar si el problema es separado; es decir, de Sturm–Liouville,
conduce a expresiones complicadas, pues a diferencia de los casos anteriores esas características no
conducen a la anulación de ninguna de las funciones zj , j = 1, 2, 3, 4. De hecho, como veremos a
continuación, la caracterización de los problemas de Sturm–Liouville desde el comportamiento del
núcleo resolvente involucra una expresión complicada, cuyo origen puede situarse en los trabajos pio-
neros de W. W. Barrett, ver por ejemplo [7], sobre la caracterización de matrices inversas de matrices
de Jacobi, a cuyo estudio dedicaremos el último capítulo de este trabajo.
DEFINICIÓN 7.3. Si el problema de contorno (Lγq , c1, c2) es regular y Ra,b,cc1,c2 es su núcleo resol-
vente, denominamos función triangular a T a,b,cc1,c2 : I× I× I −→ R definida como
T a,b,cc1,c2 (k,m, s) = R
a,b,c
c1,c2
(k, s)Ra,b,cc1,c2(m,m)−Ra,b,cc1,c2(k,m)Ra,b,cc1,c2(m, s),
si 0 ≤ mı´n{k, s} ≤ m ≤ ma´x{k, s} ≤ n+ 1 y como T a,b,cc1,c2 (k,m, s) = 0, en otro caso.
PROPOSICIÓN 7.4. Si el problema de contorno (Lγq , c1, c2) es regular, {φa,b,cc1,c2 , ψa,b,cc1,c2} es su base
fundamental y ργ la función de acompañamiento del operador Lγq , entonces la función triangular del
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problema de contorno está dada por
T a,b,cc1,c2 (k,m, s) = K
a,b,c
c1,c2
(k,m, s)
(
ψa,b,cc1,c2(m)φ
a,b,c
c1,c2
(k)− ψa,b,cc1,c2(k)φa,b,cc1,c2(m)
)
×

(
g21ψ
a,b,c
c1,c2
(m) + g22φ
a,b,c
c1,c2
(m)
)
, s = 0,(
ψa,b,cc1,c2(s)φ
a,b,c
c1,c2
(m)− ψa,b,cc1,c2(m)φa,b,cc1,c2(s)
)
, s = 1 . . . , n,(
g11ψ
a,b,c
c1,c2
(m) + g12φ
a,b,c
c1,c2
(m)
)
, s = n+ 1,
donde Ka,b,cc1,c2 : I× I× I −→ R está definida como
Ka,b,cc1,c2 (k,m, s) =
−ργ(m)ργ(s)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)
2w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
2
×

−a(0)w[φa,b,cc1,c2 , ψa,b,cc1,c2 ](0), si 0 = s ≤ m ≤ k ≤ n+ 1,
d12w[φ
a,b,c
c1,c2
, ψa,b,cc1,c2 ](n), si 1 ≤ s ≤ m ≤ k ≤ n+ 1,
d34w[φ
a,b,c
c1,c2
, ψa,b,cc1,c2 ](n), si 0 ≤ k ≤ m ≤ s ≤ n,
a(0)ργ(n+ 1)
−1w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2
](0), si 0 ≤ k ≤ m ≤ s = n+ 1,
0, en otro caso.
Demostración. Como la identidad es inmediata cuando o bienm = mı´n{k, s} o bienm = ma´x{k, s},
podemos suponer sin pérdida de generalidad que 0 ≤ mı´n{k, s} < m < ma´x{k, s} ≤ n+ 1.
Si s = 0 y 0 < m < k ≤ n+ 1, entonces
T a,b,cc1,c2 (k,m, 0) = −
a(0)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
[
ψa,b,cc1,c2(k)G
a,b,c
c1,c2
(m,m)−Ga,b,cc1,c2(k,m)ψa,b,cc1,c2(m)
]
= Ka,b,cc1,c2 (k,m, 0)
(
g21ψ
a,b,c
c1,c2
(m) + g22φ
a,b,c
c1,c2
(m)
)
×
[
ψa,b,cc1,c2(m)φ
a,b,c
c1,c2
(k)− ψa,b,cc1,c2(k)φa,b,cc1,c2(m)
]
.
Si s = n+ 1, entonces 0 ≤ k < m < n+ 1 y, además,
T a,b,cc1,c2 (k,m, n+ 1) =
a(0)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](n)
[
φa,b,cc1,c2(k)G
a,b,c
c1,c2
(m,m)−Ga,b,cc1,c2(k,m)φa,b,cc1,c2(m)
]
= Ka,b,cc1,c2 (k,m, n+ 1)
(
g11ψ
a,b,c
c1,c2
(m) + g12φ
a,b,c
c1,c2
(m)
)
×
[
ψa,b,cc1,c2(m)φ
a,b,c
c1,c2
(k)− ψa,b,cc1,c2(k)φa,b,cc1,c2(m)
]
.
Si k ≤ s ≤ n, el núcleo de Green se expresa como
Ga,b,cc1,c2(k, s) =
−ργ(s)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
[
H(k)φa,b,cc1,c2(s) + J(k)ψ
a,b,c
c1,c2
(s)
]
,
donde
H(k) = g22φ
a,b,c
c1,c2
(k)− g12ψa,b,cc1,c2(k) y J(k) =
[
g21 −Da,b,cc1,c2
]
φa,b,cc1,c2(k)− g11ψa,b,cc1,c2(k)
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y, por tanto, si k ≤ m ≤ s ≤ n,
T a,b,cc1,c2 (k,m, s) =
ργ(m)ργ(s)
[
J(k)H(m)− J(m)H(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
[
ψa,b,cc1,c2(s)φ
a,b,c
c1,c2
(m)− ψa,b,cc1,c2(m)φa,b,cc1,c2(s)
]
=
ργ(m)ργ(s)
(
g11g22 − g12g21 + g12Da,b,cc1,c2
)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
×
[
ψa,b,cc1,c2(m)φ
a,b,c
c1,c2
(k)− ψa,b,cc1,c2(k)φa,b,cc1,c2(m)
][
ψa,b,cc1,c2(s)φ
a,b,c
c1,c2
(m)− ψa,b,cc1,c2(m)φa,b,cc1,c2(s)
]
,
y se obtiene la expresión para la función triangular teniendo en cuenta las identidades del Lema 4.17.
Por otra parte, si 1 ≤ s ≤ k, entonces el núcleo de Green se expresa como
Ga,b,cc1,c2(k, s) =
−ργ(s)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
[
Ĥ(k)φa,b,cc1,c2(s) + Ĵ(k)ψ
a,b,c
c1,c2
(s)
]
,
donde
Ĥ(k) = g22φ
a,b,c
c1,c2
(k)−
[
Da,b,cc1,c2 + g12
]
ψa,b,cc1,c2(k) y Ĵ(k) = g21φ
a,b,c
c1,c2
(k)− g11ψa,b,cc1,c2(k)
y, por tanto,
T a,b,cc1,c2 (k,m, s) =
ργ(m)ργ(s)
[
Ĵ(k)Ĥ(m)− Ĵ(m)Ĥ(k)
]
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
[
ψa,b,cc1,c2(s)φ
a,b,c
c1,c2
(m)− ψa,b,cc1,c2(m)φa,b,cc1,c2(s)
]
=
ργ(m)ργ(s)
(
g11g22 − g12g21 − g21Da,b,cc1,c2
)
w[φa,b,cc1,c2 , ψ
a,b,c
c1,c2 ](0)w[φ
a,b,c
c1,c2 , ψ
a,b,c
c1,c2 ](n)
×
[
ψa,b,cc1,c2(m)φ
a,b,c
c1,c2
(k)− ψa,b,cc1,c2(k)φa,b,cc1,c2(m)
][
ψa,b,cc1,c2(s)φ
a,b,c
c1,c2
(m)− ψa,b,cc1,c2(m)φa,b,cc1,c2(s)
]
y, nuevamente, se obtiene la expresión para la función triangular. 
COROLARIO 7.5. Si el problema de contorno (Lγq , c1, c2) es regular, entonces las siguientes afir-
maciones son equivalentes:
(i) T a,b,cc1,c2 (k,m, s) = 0, para cada k,m, s = 0, . . . , n+ 1.
(ii) T a,b,cc1,c2 (k,m, 0) = T
a,b,c
c1,c2
(k,m, n+ 1) = 0, para cada k,m = 0, . . . , n+ 1.
(iii) T a,b,cc1,c2 (k,m, s) = 0, para cada s = 1, . . . , n y cada k,m = 0, . . . , n+ 1.
(iv) Las condiciones de contorno son de Sturm–Liouville.
Demostración. El problema es de Sturm–Liouville sii g11 = g12 = g21 = g22 = 0, de manera que
(iv) implica (i) que, a su vez, implica tanto (ii) como (iii).
Por otra parte, si se satisface (iii), entonces considerando o bien k = s − 2 y m = s − 1 o bien
k = s + 2 y m = s + 1, resulta que d12 = d34 = 0, lo que implica que el problema es de Sturm–
Liouville. Finalmente, si se satisface (ii), entonces tomando o bien k = m − 1 o bien k = m + 1,
resulta que necesariamente
g21ψ
a,b,c
c1,c2
(m) + g22φ
a,b,c
c1,c2
(m) = g11ψ
a,b,c
c1,c2
(m) + g12φ
a,b,c
c1,c2
(m),
para cada m = 1, . . . , n. La independencia lineal de φa,b,cc1,c2 y ψ
a,b,c
c1,c2
concluye que, necesariamente,
g11 = g12 = g21 = g22 = 0; es decir, el problema es de Sturm–Liouville. 

Capítulo 6
Aplicación al estudio de las matrices de Jacobi generalizadas
1. Introducción
El objetivo del último capítulo de este trabajo está centrado en el estudio de un tipo específico de
matrices que denominaremos matrices de Jacobi generalizadas. Bajo esta denominación se incluyen
las matrices tridiagonales, tradicionalmente denominadas matrices de Jacobi, y también las matrices
de Jacobi periódicas, ver [20]. Este tipo de matrices, que esencialmente son matrices tridiagonales
(y simétricas), aparecen con frecuencia tanto en el ámbito de la Matemática general como en el de la
Matemática Aplicada, ver [28, 44].
En todo el capítulo, para cada m ∈ N∗, si v ∈ Rm, denotaremos sus componentes por vj , j =
1, . . . ,m, de manera que v = (v1, . . . , vm)>. Como es habitual, denotaremos por 1 al vector cuyas
componentes son todas iguales a 1 y seguiremos denotando por 0 al vector cuyas componentes son
todas iguales a 0. También e ∈ Rm denota el primer vector de la base estándar de Rm; es decir,
e = (1, 0, . . . , 0)>. El conjunto de matrices de orden m con coeficientes reales se denota porMm(R).
Finalmente Im, 0m y Jm denotarán la matriz identidad de orden m, la matriz cuyas componentes son
todas nulas y la matriz cuyas componentes son todas iguales a 1, respectivamente.
DEFINICIÓN 1.1. Si n ∈ N∗, denominamos matriz de Jacobi generalizada de orden n + 2 de
coeficientes {ak}nk=1, {bk}nk=1, {ck}n−1k=0 ⊂ R, c1j, c2j ∈ R, j = 1, 2, 3, 4, a la matriz M ∈ Mn+2(R)
cuya estructura es la siguiente:
M =

c11 c12 0 0 · · · 0 c13 c14
−c0 b1 −a1 0 · · · 0 0 0
0 −c1 b2 −a2 · · · 0 0 0
...
...
...
...
...
...
...
...
0 0 0 0 · · · −cn−1 bn −an
c21 c22 0 0 · · · 0 c23 c24
 .
Cuando c13 = c14 = c21 = c22 = 0, la matriz es tridiagonal y se denomina matriz de Jacobi, mientras
que si c13 = c22 = 0 y c14 · c21 6= 0, se denomina matriz de Jacobi periódica.
Como en [44], hemos escogido presentar las matrices de Jacobi con signo negativo en los coe-
ficientes no diagonales. Esto es un mero acuerdo de conveniencia, motivado por la relación de las
matrices de Jacobi y los operadores de Schrödinger en un camino.
El problema fundamental que estudiaremos aquí es el de determinar las condiciones bajo las
cuales la matriz M es invertible y, entonces, nos proponemos determinar también la expresión de
M−1. Cuando M sea invertible, denotaremos por R = (rks) a su inversa.
Observamos que antes de abordar el problema planteado, debemos introducir algunas hipótesis
sobre los coeficientes de la matriz para evitar situaciones o bien de respuesta trivial, o bien reducibles
a un problema de menor orden. Para comenzar, exigiremos que rg
[
c11 c12 c13 c14
c21 c22 c23 c24
]
= 2, ya que
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en otro caso M no puede ser invertible. Exigiremos también que ak 6= 0, k = 1, . . . , n y que ck 6= 0,
k = 0, . . . , n − 1, ya que en otro caso M es reducible y el problema de invertir M se reduce a la
invertibilidad de una matriz de menor orden.
La matriz M es invertible sii para cada f ∈ Rn+2 existe u ∈ Rn+2 tal que
(68)

c11 c12 0 · · · c13 c14
−c0 b1 −a1 · · · 0 0
0 −c1 b2 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · bn −an
c21 c22 0 · · · c23 c24


u0
u1
u2
...
un
un+1
 =

f0
f1
f2
...
fn
fn+1
 ;
es decir, tal que
(69)

c11u0 + c12u1 + c13un + c14un+1 = f0,
−akuk+1 + bkuk − ck−1uk−1 = fk, k = 1, . . . , n.
c21u0 + c22u1 + c23un + c24un+1 = fn+1.
Podemos reconocer en las identidades anteriores la estructura de un problema de contorno aso-
ciado a una ecuación en diferencias lineal de segundo orden o, de manera equivalente, a un operador
de Schrödinger sobre el camino de vértices I = {0, . . . , n + 1}. Concretamente, consideramos el
camino de vértices I = {0, . . . , n + 1} y las funciones a, c ∈ C∗(I) definidas como a(k) = ak,
k = 1, . . . , n y como c(k) = ck, k = 0, . . . , n− 1 y tales que c(n + 1) = a(n) y c(n) = a(n + 1), y
la conductancia γ determinada por ellas. Consideremos también el potencial q ∈ C(I) definido como
q(k) = bk − ak − ck−1, k = 1, . . . , n, y las funciones u, f ∈ C(I) dadas por f(k) = fk y u(k) = uk,
k = 0, . . . , n + 1. Finalmente, consideremos las formas lineales de contorno c1 y c2 determinadas
por la matriz C =
[
c11 c12 c13 c14
c21 c22 c23 c24
]
. Nótese que los datos del problema no determinan ninguno de
los valores a(0), c(n), q(0) y q(n + 1). Recordemos que si escogemos a(0), c(n) 6= 0, la función de
acompañamiento está determinada por
ρa,c(k) =
k−1∏
s=0
a(s)
c(s)
, s = 0, . . . , n+ 1.
Con estas notaciones las ecuaciones (69) coinciden con el problema de contorno
(70) Lγq (u) = f en
◦
I, c1(u) = f(0) y c2(u) = f(n+ 1),
de manera que las condiciones para la invertibilidad de M son exactamente las condiciones bajo las
cuales el correspondiente problema de contorno es regular, y la determinación de la inversa se reduce,
por tanto, al cálculo del núcleo resolvente. Implícita o explícitamente esta es la estrategia seguida pa-
ra abordar este problema, ver por ejemplo [17, 27, 28, 31, 35, 40, 43, 51, 52], especialmente cuando
se consideran matrices tridiagonales. Observar que en este caso el problema de contorno correspon-
diente es de Sturm-Liouville, y en casi todos los trabajos puede reconocerse la técnica de reducir el
problema al cálculo de determinar soluciones para problemas de valor inicial o final, por ejemplo
[51] y [27, 28] hacen mención explícita a este tipo de problemas. En este sentido, quizá la excepción
más significativa sea el trabajo de R.K. Mallik, ver [40], en el que se aborda el problema de contorno
directamente dando lugar a una estructura excesivamente intrincada. En todo caso, el tratamiento de
la situación general aquí planteada no parece haber merecido la atención de los investigadores y, por
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tanto, podríamos considerar que el material relativo a esta situación es nuevo. Como comentamos en
el capítulo anterior, las técnicas de resolubilidad que reducen la determinación del núcleo resolvente
a la obtención de determinadas soluciones de problemas de valor inicial o final es, a nuestro juicio,
una novedad y puede también exportarse al tratamiento de los problemas de contorno para ecuaciones
diferenciales ordinarias lineales y de segundo orden.
El contenido de este capítulo se reduce a incorporar la aplicación de la teoría de problemas de
contorno en un camino desarrollada en el capítulo anterior a clases concretas de matrices. Por tanto,
se trata de un material más descriptivo que el de los capítulos precedentes. Comenzaremos con el
análisis de las que denominamos matrices de Jacobi generalizadas. Concluiremos el capítulo con el
tratamiento de algunas matrices circulantes, caso que se aparta, al menos en su presentación inicial,
de la tipología de matrices mencionadas anteriormente, aunque como veremos su análisis se reduce
al caso de matrices de Jacobi asociadas a ecuaciones en diferencias con coeficientes constantes, de
manera que, finalmente, representará el caso más simple de aplicación de nuestra metodología.
2. Matrices de Jacobi
Iniciamos nuestro análisis de las matrices de Jacobi generalizadas por el caso de las matrices que
habitualmente son denominadas matrices de Jacobi; es decir, las matrices tridiagonales. Consideremos
pues la matriz de Jacobi
(71) M =

c11 c12 0 0 · · · 0 c13 c14
−c0 b1 −a1 0 · · · 0 0 0
0 −c1 b2 −a2 · · · 0 0 0
...
...
...
...
...
...
...
...
0 0 0 0 · · · −cn−1 bn −an
c21 c22 0 0 · · · 0 c23 c24
 .
Si o bien c12 = 0 o bien c23 = 0, entonces M es claramente reducible. De hecho, M es irreducible sii
c12 · c23 6= 0. Nos ocuparemos en primer lugar de este caso, por lo que asumiremos c12 · c23 6= 0. En
estas circunstancias, definimos a(0) = −c12 y c(n) = −c23, b(0) = c11 y b(n + 1) = c24, con lo que
si denotamos M por J(a, b, c), resulta que
(72) J(a, b, c) =

b(0) −a(0) 0 · · · 0 0
−c(0) b(1) −a(1) · · · 0 0
0 −c(1) b(2) · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · b(n) −a(n)
0 0 0 · · · −c(n) b(n+ 1)

y la matriz no es otra que la asociada al operador de Schrödinger en el camino, de manera que J(a, b, c)
es invertible sii Lγq es invertible. En otras palabras, el problema de contorno correspondiente no es
más que la ecuación de Poisson en el camino, que fue analizada en la Sección 6 del Capítulo 5.
No obstante, antes de aplicar los resultados allí obtenidos, haremos un breve repaso a los resultados
conocidos en este ámbito, que es probablemente el de mayor relevancia y el más estudiado en la
literatura. Comenzaremos con algunas definiciones útiles.
DEFINICIÓN 2.1. Si a, c ∈ C∗(I), b ∈ C(I), donde a(n + 1) = c(n) y c(n + 1) = a(n), diremos
que J(a, b, c) tiene coeficientes constantes si existen α, β, γ ∈ R tales que a(k) = α, b(k) = β,
k = 1, . . . , n y c(k) = γ, k = 0, . . . , n− 1, donde α · γ 6= 0.
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El estudio de la invertibilidad de las matrices de Jacobi simétricas con coeficientes constantes fue
realizado en [10], con las misma técnicas presentadas aquí.
DEFINICIÓN 2.2. Diremos que D = (dij) ∈ Mm(R) es una matriz de tipo D si existe un vector
v ∈ Rm tal que
dij = vmı´n{i,j} =
{
vi, si i ≤ j,
vj, si i ≥ j.
Diremos que D = (dij) ∈Mm(R) es una matriz de tipo D reverso si existe w ∈ Rm tal que
dij = wma´x{i,j} =
{
wj, si i ≤ j,
wi, si i ≥ j.
Diremos que R = (rij) ∈ Mm(R) es una matriz de Green si es el producto de Hadamard, es decir,
componente a componente, de una matriz de tipo D y otra de tipo D reverso. Equivalentemente,
existen vectores v,w ∈ Rm tales que
rij = vmı´n{i,j}wma´x{i,j} =
{
viwj, si i ≤ j,
vjwi, si i ≥ j.
Las matrices de tipo D, de tipo D reverso y las de Green son simétricas. Además, como la matriz
Jm es de tipo D y de tipo D reverso simultáneamente, toda matriz de tipo D y toda matriz de tipo D
reverso son asimismo matrices de Green, ya que ambas se obtienen realizando el producto de Hadamar
de ellas mismas por la matriz Jm. Observar también que si D es la matriz de tipo D, determinada por
v ∈ Rm, D̂ es la matriz de tipo D reverso determinada por w ∈ Rm, y R = D◦ D̂ es la matriz de Green
determinada por ambos vectores, entonces
D =

v1 v1 · · · v1
v1 v2 · · · v2
...
... . . .
...
v1 v2 · · · vm
 , D̂ =

w1 w2 · · · wm
w2 w2 · · · wm
...
... . . .
...
wm wm · · · wm
 y R =

v1w1 v1w2 · · · v1wm
v1w2 v2w2 · · · v2wm
...
... . . .
...
v1wm v2wm · · · vmwm
 .
En particular, para que D sea invertible es necesario que v1 6= 0, para que D̂ sea invertible es necesario
que wm 6= 0 y para que R sea invertible es necesario que v1wm 6= 0. Además, es claro que estas
condiciones necesarias no son suficientes. De hecho, las condiciones para la invertibilidad de las
matrices de tipo D y de tipo D reverso están dadas en el Lemma 2.3, que veremos un poco más
adelante.
La matrices de tipo D fueron introducidas por T.L. Markham en 1972, ver [41], para el estudio
del denominado problema inverso de M–matrices. De hecho, las matrices que hemos presentado son
las que en [43] se denominan matrices de tipo D y de tipo D reverso, débiles, ya que Markham
requería que los coeficientes del vector satisficieran que vm > vm−1 · · · > v1 > 0. Como en este
trabajo no estamos interesados en el problema inverso de M–matrices, hemos optado por simplificar
la presentación y hemos eliminado el adjetivo débil de las definiciones.
Las matrices de Green aparecieron en los trabajos de F.R. Gantmacher y M.G. Krein, ver [35], pero
con el nombre de matrices apareadas. De hecho, aparecen en la literatura sobre el tema con varias
otras denominaciones, como matrices factorizables, ver [6], o matrices semiseparables, ver [53] y
[54]. Este último trabajo contiene una valiosísima reseña histórica del problema que nos ocupa.
La denominación de matrices de Green se debe a S. Karlin, ver [38] y es la que, probablemente,
se ha hecho más popular, y la que desde luego nosotros preferimos. Esta denominación, dista mucho
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de ser inocente: el aspecto de las componentes de R se asemeja enormemente al de las funciones
de Green para los problemas de contorno de tipo Sturm–Liouville y, por tanto, autoadjuntos en un
intervalo, ver [23].
La relación de las matrices de tipo D y de tipo D reverso con las matrices de Jacobi se expresa en
el siguiente resultado. No deja de ser curioso que a pesar de su sencillez no aparece habitualmente en
la literatura, [17] parece ser la única excepción, ni siquiera en el trabajo pionero de Markham.
LEMA 2.3. Si D es la matriz de tipo D determinada por v ∈ Rm, respectivamente D̂ es la matriz
de tipo D reverso determinada por w ∈ Rm y definimos v0 = wm+1 = 0, entonces D es invertible sii
vi 6= vi+1, i = 0, . . . ,m− 1, respectivamente D̂ es invertible sii wi 6= wi+1, i = 1, . . . ,m. Además, si
se verifican las hipótesis, entonces
D−1 =

c1 + c2 −c2 · · · 0 0 0
−c2 c3 + c2 −c3 · · · 0 0
0 −c3 c3 + c4 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · cm−1 + cm −cm
0 0 0 · · · −cm −cm
 , cj =
1
vj − vj−1 , j = 1, . . . ,m,
mientras que
D̂−1 =

cˆ1 −cˆ1 · · · 0 0 0
−cˆ1 cˆ1 + cˆ2 −cˆ2 · · · 0 0
0 −cˆ2 cˆ2 + cˆ3 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · cˆm−2 + cˆm−1 −cˆm−1
0 0 0 · · · −cˆm−1 cˆm−1 + cˆm
 , cˆj =
1
wj − wj+1 , j = 1, . . . ,m,
Por tanto, las matrices de tipo D y de tipo D reverso e invertibles, son las inversas de matrices
tridiagonales, más concretamente, inversas de las matrices asociadas a los operadores de Schrödinger
con conductancia simétrica y potencial q = v−11 ε0 y q = w
−1
m εm, respectivamente, en el camino con
m vértices. El que esta propiedad sea también cierta para matrices de Green es uno de los resultados
fundamentales en el área y, en cierta medida, ha sido inspirador de parte de este trabajo. El resultado
que referimos a continuación puede encontrarse tanto el trabajo original de Gantmacher y Krein, [35]
como en numerosísimas referencias bibliográficas, ver por ejemplo [6, 7, 17, 26, 43, 44, 45]
TEOREMA 2.4 (Gantmacher & Krein). Si R ∈ Mm(R) es la matriz de Green determinada por
los vectores v,w ∈ Rm, entonces
detR = v1wm
m∏
s=2
(vsws−1 − vs−1ws).
Además, si R es una matriz simétrica, irreducible e invertible, las siguientes afirmaciones son equi-
valentes:
(i) R es una matriz de Green.
(ii) R−1 es una matriz tridiagonal, simétrica e irreducible.
Estos resultados ha sido extendidos al caso de las inversas de matrices tridiagonales no simétricas
(e invertibles), ver por ejemplo [7, 27, 28, 37].
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TEOREMA 2.5. ([37, Teorema 2]) Si A ∈ Mm(R) es una matriz irreducible, tridiagonal e inver-
tible, existen u, v,w, z ∈ Rm tales que si A−1 = R = (rij), entonces
rij =
{
vizj, si i ≤ j,
ujwi, si i ≥ j,
es decir,
R =

v1 v1 v1 · · · v1
u1 v2 v2 · · · v2
u1 u2 v3 · · · v2
...
...
... . . .
...
u1 u2 u3 · · · vm
 ◦

z1 z2 z3 · · · zn
w2 z2 z3 · · · zm
w3 w2 z3 · · · zm
...
...
... . . .
...
wm wm wm · · · zm
 .
En [37], el anterior resultado se deduce de un caso más general aplicado a matrices de Hessenberg,
que son aquellas matrices que, o bien tienen todas sus componentes nulas por encima de la primera
superdiagonal, o bien tienen todas sus componentes nulas por debajo de la primera subdiagonal. Sin
embargo, en el caso de matrices tridiagonales puede hacerse más explícito, si se tiene en cuenta
la siguiente particularidad de las matrices simétricas e irreducibles: Existe una matriz diagonal e
invertible, H ∈Mm(R), tal que HA es simétrica.
Podemos aplicar el Teorema de Gantmacher & Krein a la matriz HA para obtener el siguiente
resultado que precisa el anterior teorema, ya que muestra que en el caso tridiagonal existe h ∈ Rm tal
que u = v ◦ h y z = w ◦ h.
COROLARIO 2.6. ([43, Teorema 3.3]) Si R = (rij) ∈ Mm(R) es una matriz irreducible e inver-
tible, las siguientes afirmaciones son equivalentes:
(i) Existe una matriz diagonal e invertible H tal que RH−1 es una matriz de Green; es decir,
existen v,w, h ∈ Rm, donde hj 6= 0, j = 1, . . . ,m, tales que
rij = hjvmı´n{i,j}wma´x{i,j} =
{
viwjhj, si i ≤ j,
vjhjwi; si i ≥ j,
es decir,
R =

v1 v1 v1 · · · v1
h1v1 v2 v2 · · · v2
h1v1 h2v2 v3 · · · v2
...
...
... . . .
...
h1v1 h2v2 h3v3 · · · vm
 ◦

h1w1 h2w2 h3w3 · · · hnwn
w2 h2w2 h3w3 · · · hmwm
w3 w2 h3w3 · · · hmwm
...
...
... . . .
...
wm wm wm · · · hmwm
 .
(ii) R−1 es una matriz tridiagonal irreducible.
Además,
detR = h1v1wm
m∏
s=2
hs(vsws−1 − vs−1ws).
Demostración. Si A = R−1 es tridiagonal y H ∈Mm(R) es la matriz diagonal e invertible tal que HA
es simétrica, entonces R̂ = (HA)−1 es una matriz de Green simétrica y, por tanto, existen v,w ∈ Rm
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tales que
rˆij = vmı´n{i,j}wma´x{i,j} =
{
viwj, si i ≤ j,
vjwi, si i ≥ j.
Si denominamos hi, j = 1, . . . ,m a las componentes diagonales de H, entonces como R = A−1 = R̂H,
resulta que
rij = hj rˆij = hjvmı´n{i,j}wma´x{i,j} =
{
viwjhj, si i ≤ j,
vjhjwi, si i ≥ j,
y, además, detR = detH det R̂. 
Nótese que el anterior resultado es ligeramente diferente del que aparece en [43, Teorema 3.3],
donde se usa que si A es simétrica, también existe Ĥ diagonal con entradas no nulas y tal que AĤ es
simétrica. Preferimos utilizar aquí la versión que hemos presentado, pues es la que encaja en nuestros
desarrollos.
Si bien la descripción de la inversa de una matriz tridiagonal irreducible, simétrica o no, está
bien estudiada, la caracterización de aquellas matrices que son inversas de matrices tridiagonales
irreducibles parece haberse reducido esencialmente al caso simétrico, con la notable excepción de
[7].
PROPOSICIÓN 2.7. ([7, Teorema 1]) Si R = (rij) ∈ Mm(R) es invertible y satisface que
m−1∏
j=2
rjj 6= 0, entonces R−1 es tridiagonal sii R satisface la Propiedad Triangular; es decir,
rijrkk = rikrkj, para cada i, j = 1, . . . ,m y cada mı´n{i, j} ≤ k ≤ ma´x{i, j}.
Además, si kij = riirjj − rijrji, i, j = 1, . . . ,m, entonces
detR =
(m−1∏
j=2
rjj
)−1 m−1∏
j=1
kjj+1,
lo que implica que djj+1 6= 0, j = 1, . . . ,m− 1, y si R−1 = A = (aij), entonces
a11 =
r22
d12
, ajj =
rjjkj−1j+1
kj−1jkjj+1
, si 1 < j < m, aij =
−rij
kij
, si |i− j| = 1, amm = rm−1m−1
km−1m
.
Observar que la propiedad triangular implica que los coeficientes de R están determinados por las
tres diagonales principales de la matriz:
rij =
ri,i+1ri+1,i+2 · · · rj−1j
ri+1i+1ri+2i+2 · · · rj−1,j−1 , si i < j y rij =
ri,i−1ri−1,i−2 · · · rj+1j
ri−1i−1ri−2i−2 · · · rj+1,j+1 , si i > j
Las condiciones de invertibilidad de J(a, b, c) así como la expresión de su inversa R = (rij) están
descritas en la Proposición 5.6, en el Corolario 5.7 del Capítulo 5 o, de acuerdo a su interpretación
como la matriz del operador de Schrödinger, en el Teorema 6.3 del mismo capítulo. Además, inclui-
remos la expresión de las soluciones de los problemas de valor inicial y de valor final demostradas
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en el Capítulo 4. Recordemos que las funciones de Chebyshev han sido definidas por las Identidades
(49) como
P−1(x, y) = 0, P0(x, y) = 1 y Pk(x, y) =
b k
2
c∑
m=0
(−1)m
∑
α∈`mk
xα¯yα, k ≥ 1
para cada x, y ∈ C(I).
Con la ayuda de las funciones de Chebyshev podemos determinar las funciones Φa,b,cc1,c2 y Ψ
a,b,c
c1,c2
que
son esenciales para el análisis del problema planteado.
En todo el capítulo consideraremos las funciones Φ
J
,Ψ
J
∈ C(I) definidas como
(73)
Φ
J
(0) = 1,
Φ
J
(k) = b(0)Pk−1(b, ac)− a(0)c(0)Pk−2(b1, a1c1), k = 1 . . . , n+ 1,
Ψ
J
(k) = a(n)c(n)Pn−k−1(bk, akck)− b(n+ 1)Pn−k(bk, akck), k = 0, . . . , n,
Ψ
J
(n+ 1) = −1,
y el valor
D
J
= b(0)
[
a(n)c(n)Pn−1(b, ac)− b(n+ 1)Pn(b, ac)
]
− a(0)c(0)
[
a(n)c(n)Pn−2(b1, a1c1)− b(n+ 1)Pn−1(b1, a1c1)
]
.
LEMA 2.8. En las condiciones anteriores, se satisface que
Φa,b,cc1,c2(k) = a(0)
( k−1∏
s=0
a(s)
)−1
Φ
J
(k) y Ψa,b,cc1,c2(k) = c(n)
( n∏
s=k
c(s)
)−1
Ψ
J
(k), k = 0, . . . , n+ 1,
y, además,
b(0)Ψa,b,cc1,c2(0)− a(0)Ψa,b,cc1,c2(1) = DJ
( n−1∏
s=0
c(s)
)−1
.
TEOREMA 2.9. La matriz J(a, b, c) es invertible sii D
J
6= 0, en cuyo caso
rks =
1
D
J

( s−1∏
j=k
a(j)
)
Φ
J
(k)Ψ
J
(s), si 0 ≤ k ≤ s ≤ n+ 1,
( k−1∏
j=s
c(j)
)
Φ
J
(s)Ψ
J
(k), si 0 ≤ s ≤ k ≤ n+ 1.
Además,
detR = −a(0)n+2Dn+1
J
( n−1∏
s=0
c(s)
)−(n+2)
.
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Demostración. La primera parte es consecuencia del Teorema 6.3 del Capítulo 5, teniendo en cuenta
las identidades del Lema anterior y que para cada k, s = 0, . . . , n+ 1 se tiene que
ρa,c(s)
( n−1∏
s=0
c(s)
)
a(0)
(mı´n{k,s}−1∏
s=1
a(s)
)( n−1∏
s=ma´x{k,s}
c(s)
) =

s−1∏
j=k
a(j), si k ≤ s,
k−1∏
j=s
c(j), si k ≥ s,
de donde se deduce la fórmula establecida en el enunciado.
Para demostrar la fórmula del determinante de R, haremos uso de la última parte del Corolario
2.6. En este caso hj = ρa,c(j), vj = Φa,b,cc1,c2(j) y wj = Ψ
a,b,c
c1,c2
(j), lo que implica que
hs(vsws−1 − vs−1ws) = −ρa,c(s)w[Φa,b,cc1,c2 ,Ψa,b,cc1,c2 ](s− 1)
= −c(s− 1)−1a(s− 1)ρa,c(s− 1)w[Φa,b,cc1,c2 ,Ψa,b,cc1,c2 ](s− 1)
= −c(s− 1)−1a(0)w[Φa,b,cc1,c2 ,Ψa,b,cc1,c2 ](0) = c(s− 1)−1a(0)DJ
( n−1∏
s=0
c(s)
)−1
,
para cada s = 1, . . . , n+ 1, de manera que
detR = −a(0)n+2Dn+1
J
( n−1∏
s=0
c(s)
)−(n+2)
.

Aunque la expresión de la inversa de J(a, b, c) en términos de las soluciones de los problemas de
valor inicial y final, es básicamente conocida, ver [28, 40], la que proponemos aquí tiene la novedad
de considerar la expresión de tales soluciones. Por otra parte, la fórmula para el determinante de R
parece ser nueva. Sorprendentemente, ha pasado desapercibida a lo largo de los años. Probablemente
la explicación resida en que la mayor parte de los métodos utilizados en este área son de carácter
algebraico, y este parece ser el primer estudio sistemático basado en las propiedades de las ecuaciones
en diferencias. Nótese que para llegar a la expresión hemos utilizado las propiedades del wronskiano
de las soluciones de las ecuaciones en diferencias homogéneas.
A continuación particularizamos el resultado anterior al caso en el que la ecuación tiene coefi-
cientes constantes, lo que significa que a(j) = α 6= 0, b(j) = β, j = 1, . . . , n, y c(j) = γ 6= 0,
j = 0, . . . , n− 1.
Recordemos que si x(j) = x e y(j) = y 6= 0, j = 1, . . . , n, entonces
P−1(x, y) = 0, P0(x, y) = 1 y Pk(x, y) = y
k
2Uk
( x
2
√
y
)
.
Por tanto, si consideramos q =
β
2
√
αγ
, entonces
(74)
Φ
J
(0) = 1,
Φ
J
(k) = (
√
αγ)k−2
[
b(0)
√
αγ Uk−1(q)− a(0)γUk−2(q)
]
, k = 1 . . . , n+ 1,
Ψ
J
(k) = (
√
αγ)n−k−1
[
c(n)αUn−k−1(q)− b(n+ 1)√αγ Un−k(q)
]
, k = 0, . . . , n,
Ψ
J
(n+ 1) = −1,
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y D
J
= dJ(
√
αγ)n−2 donde
d
J
= b(0)
√
αγ
[
c(n)αUn−1(q)−b(n+1)√αγ Un(q)
]
−a(0)γ
[
c(n)αUn−2(q)−b(n+1)√αγ Un−1(q)
]
.
En sentido estricto, las fórmulas anteriores sólo deberían ser utilizadas cuando αγ > 0, mientras
que para αγ < 0 deberíamos hacer uso del Teorema de Estructura de las ecuaciones con coeficientes
constantes presentado en el Capítulo 3 y considerar las subsucesiones de índices par e impar. Por no
alargar y complicar innecesariamente la exposición, permitiremos valores complejos en las identida-
des finales. No es difícil observar que todos los resultados permanecen válidos en ese caso, incluso
si los coeficientes de las matrices se permiten que sean números complejos. En el resto del capítulo
seguiremos considerando que las matrices de Jacobi tienen coeficientes reales, pero cuando sea nece-
sario, es decir, cuando αγ < 0, permitiremos que las expresiones, puedan valorarse en el complejo√
αγ.
COROLARIO 2.10. Si a(j) = α 6= 0, b(j) = β, j = 1, . . . , n, c(j) = γ 6= 0, j = 0, . . . , n − 1,
entonces J(a, b, c) es invertible sii d
J
6= 0, en cuyo caso
rks =
1
d
J
(
√
αγ)n−2

a(0)αs−1Φ
J
(0)Ψ
J
(s), si 0 = k ≤ s ≤ n+ 1,
αs−kΦ
J
(k)Ψ
J
(s), si 1 ≤ k ≤ s ≤ n+ 1,
γk−sΦ
J
(s)Ψ
J
(k), si 0 ≤ s ≤ k ≤ n,
c(n)γn−sΦ
J
(s)Ψ
J
(n+ 1), si 0 ≤ s ≤ k = n+ 1.
Además,
detR = −a(0)n+2γ−n(n+1)(√αγ)(n−2)(n+1)dn+1
J
.
3. Matrices de Jacobi (p, r)–Toeplitz
Una matriz de Toeplitz es una matriz cuadrada cuyas diagonales son constantes. Por tanto, una
matriz de Jacobi que además es de Toeplitz tiene las tres diagonales principales constantes y el resto
nulas. Estas matrices no deben confundirse con las matrices de Jacobi con coeficientes constantes
introducidas anteriormente. De hecho, una matriz de Jacobi con coeficientes constantes α, β, γ es de
Toeplitz sii además a(0) = α, b(0) = b(n + 1) = β y c(n) = γ. En esta sección trataremos con este
tipo de matrices y con sus generalizaciones.
DEFINICIÓN 3.1. Dados p ∈ N∗ y r ∈ R∗, diremos que la matriz de Jacobi J(a, b, c), donde
a, c ∈ C∗(I), b ∈ C(I), a(n + 1) = c(n) y c(n + 1) = a(n), es una matriz (p, r)–Toeplitz si existe
m ∈ N∗ tal que n+ 2 = mp y, además,
a(p+ j) = ra(j), b(p+ j) = rb(j), y c(p+ j) = rc(j), j = 0, . . . , (m− 1)p.
NOTA 3.2. Si r = 1, las matrices de Jacobi (p, 1)–Toeplitz son las matrices conocidas con el
nombre de matrices tridiagonales p–Toeplitz, ver por ejemplo [28], cuyos coeficientes son periódicos
de periodo p. Cuando p = 1, las matrices de Jacobi (1, 1)–Toeplitz antes definidas no son otras que
las habituales matrices tridiagonales y de Toeplitz; es decir, matrices tridiagonales, cuyas diagonales
son constantes. Para el estudio de la invertibilidad de las matrices de Jacobi (p, 1)–Toeplitz, puede
consultarse por ejemplo [27, 28].
Obsérvese que las matrices de Jacobi que son (1, r)–Toeplitz son aquellas cuyas diagonales son
progresiones geométricas de razón r. Más generalmente, si J(a, b, c) es (p, r)–Toeplitz, entonces
a(kp+j) = rka(j), b(kp+j) = rkb(j), y c(kp+j) = rkc(j), k = 0, . . . ,m−1, j = 0, . . . , p−1.
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El primer resultado se refiere al estudio de las matrices de Jacobi (1, 1)–Toeplitz. Naturalmente,
no es más que una especialización del Corolario 2.10.
PROPOSICIÓN 3.3. Si αγ 6= 0, la matriz de Jacobi (1, 1)–Toeplitz
J(α, β, γ) =

β −α 0 · · · 0 0
−γ β −α · · · 0 0
0 −γ β · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · β −α
0 0 0 · · · −γ β

es invertible sii
β 6= 2√αγ cos
(
kpi
n+ 3
)
, k = 1, . . . , n+ 2,
en cuyo caso,
rks =
1
Un+2
(
β
2
√
αγ
)
 α
s−k(
√
αγ)k−s−1Uk
(
β
2
√
αγ
)
Un−s+1
(
β
2
√
αγ
)
, si 0 ≤ k ≤ s ≤ n+ 1,
γk−s(
√
αγ)s−k−1Us
(
β
2
√
αγ
)
Un−k+1
(
β
2
√
αγ
)
, si 0 ≤ s ≤ k ≤ n+ 1.
Además,
detR = (−1)nαγ−(n+1)2(√αγ)(n+4)(n+1)Un+2
( β
2
√
αγ
)n+1
.
Demostración. Si consideramos q =
β
2
√
αγ
, entonces
Φ
J
(k) = (
√
αγ)k−2
[
β
√
αγ Uk−1(q)− αγUk−2(q)
]
= (
√
αγ)k
[
2qUk−1(q)− Uk−2(q)
]
= (
√
αγ)kUk(q),
Ψ
J
(k) = (
√
αγ)n−k−1
[
γαUn−k−1(q)− β√αγ Un−k(q)
]
,
= (
√
αγ)n−k+1
[
Un−k−1(q)− 2qUn−k(q)
]
= −(√αγ)n−k+1Un−k+1(q),
para cada k = 0, . . . , n + 1. Observar que como U0(q) = 1, ΦJ(0) = 1, ΨJ(n + 1) = −1 y pueden
unificarse las dos primeras identidades y las dos últimas de (74). Por otra parte,
d
J
= −α2γ2Un+2(q),
de manera que d
J
6= 0 sii q no es un cero del polinomio Un+2(x); es decir, sii q 6= cos
(
kpi
n+3
)
,
k = 1, . . . , n+ 2, ver [42]. Cuando esto ocurre J(α, β, γ) es invertible y se tiene que
rks =
1
Un+2(q)
{
αs−k(
√
αγ)k−s−1Uk(q)Un−s+1(q), si 0 ≤ k ≤ s ≤ n+ 1,
γk−s(
√
αγ)s−k−1Us(q)Un−k+1(q), si 0 ≤ s ≤ k ≤ n+ 1.
Además,
detR = (−1)nαγ−(n+1)2(√αγ)(n+4)(n+1)Un+2(q)n+1.

La expresión anterior coincide con la obtenida por Fonseca y Petronilho en [27, Corolario 4.1] y
[28, Ecuación 4.26].
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COROLARIO 3.4. Si α 6= 0, la matriz de Jacobi (1, 1)–Toeplitz simétrica
J(α, β) =

β −α 0 · · · 0 0
−α β −α · · · 0 0
0 −α β · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · β −α
0 0 0 · · · −α β

es invertible sii
β 6= 2α cos
(
kpi
n+ 3
)
, k = 1, . . . , n+ 2,
en cuyo caso,
rks =
Umı´n{k,s}
(
β
2α
)
Un−ma´x{k,s}+1
(
β
2α
)
αUn+2
(
β
2α
) , k, s = 0, . . . , n+ 1.
Además,
detR = (−1)nα2−3nUn+2
( β
2α
)n+1
.
La espresión para la inversa de una matriz de Jacobi simétrica y de Toeplitz es bien conocida, ver
por ejemplo [27, Corolario 4.2] y las referencias citadas allí.
Como una matriz de Jacobi (p, r)–Toeplitz no deja de ser una matriz de Jacobi, las condiciones
bajo las cuales es invertible y el cálculo de su inversa serán particularizaciones del resultado del
Teorema 2.9. Equivalentemente, deberemos seguir los mismos pasos que en la demostración de dicho
resultado, sacando provecho de la estructura adicional de las matrices. Como dicha prueba está basada
en la obtención de la inversa del operador de Schrödinger en el camino, Teorema 6.3 del Capítulo 5,
volvemos a tener como objetivo la determinación de las funciones Φa,b,cc1,c2 y Ψ
a,b,c
c1,c2
, las únicas soluciones
de la ecuación de Schrödinger homogénea en
◦
I que satisfacen
Φa,b,cc1,c2(0) = a(0), Φ
a,b,c
c1,c2
(1) = b(0), Ψa,b,cc1,c2(n) = −b(n+ 1), Ψa,b,cc1,c2(n+ 1) = −c(n).
En este caso particular, la ecuación de Schrödinger tiene coeficientes casi–periódicos, podemos
aplicar los resultados de la Sección 6 del Capítulo 3, correspondiente al estudio de este tipo de ecua-
ciones y, más concretamente, el Teorema 6.4 y, también, los de la Sección 3 del Capítulo 4, donde se
desarrolló la Teoría de Floquet.
Tendremos en cuenta que si a ∈ C(I) tiene periodo p, entonces apip =
p−1∏
j=0
a(j). Por tanto, si
a, c ∈ C∗(I) son periódicas de periodo p, entonces apipcpip = ρa,c(p)−1
p−1∏
j=0
a(j)2. Además, para cada
k ∈ N y cada ` = 0, . . . , p− 1, se tiene que ρa,c(kp+ `) = ρa,c(p)kρa,c(`).
Definimos θ =
√
rρa,c(p) y consideraremos el número
(75) q =
θ
2
p−1∏
j=0
|a(j)|
b p
2
c∑
j=0
(−1)j
∑
α∈Λjp
r−αp−1aαbα¯cα.
3. Matrices de Jacobi (p, r)–Toeplitz 155
Cuando rρa,c(p) > 0, q define un número real, pero cuando rρa,c(p) < 0, q es imaginario puro. En
este caso, según el Teorema de Estructura del Capítulo 3 deberíamos considerar el número real
qˆ = 2q2 − 1 = rρa,c(p)
2
p−1∏
j=0
a(j)2
( b p2 c∑
j=0
(−1)j
∑
α∈Λjp
r−αp−1aαbα¯cα
)2
− 1;
pero como hemos indicado anteriormente, por simplicidad no desarrollaremos ese caso y permitire-
mos el uso de números complejos en las expresiones de la inversa de J(a, b, c).
TEOREMA 3.5. Sean p,m ∈ N∗, tales que pm = n + 2, r ∈ R∗, J(a, b, c) una matriz (p, r)–
Toeplitz y las funciones
u(k, `) = θΦa,b,cc1,c2(p+ `)Uk−1(q)− Φa,b,cc1,c2(`)Uk−2(q),
v(k, `) = Ψa,b,cc1,c2
(
n+ 2− 2p+ `)Um−k−2(q)− θΨa,b,cc1,c2(n+ 2− p+ `)Um−k−3(q),
definidas para cada k = 0, . . . ,m− 1 y cada ` = 0, . . . , p− 1.
Entonces, J(a, b, c) es invertible sii
b(0)v(0, 0) 6= a(0)v(0, 1)
y, además,
rkp+`,sp+ˆ` =
ρa,c(ˆ`)
a(0)rsθk−s
[
b(0)v(0, 0)− a(0)v(0, 1)
]

u(k, `)v(s, ˆ`), si k < s,
u(s, ˆ`)v(k, `), si k < s,
u(s,mı´n{`, ˆ`})v(s,ma´x{`, ˆ`}), si k = s.
Demostración. El Teorema 6.4 del Capítulo 3 establece que
Φa,b,cc1,c2(kp+ `) = θ
−ku(k, `) y Ψa,b,cc1,c2(kp+ `) = θ
m−k−2v(k, `),
para cada k = 0, . . . ,m− 1 y cada ` = 0, . . . , p− 1. Basta ahora aplicar el Teorema 6.3 del Capítulo
5. 
Observar que los valores Φa,b,cc1,c2(k), k = 1, . . . , 2p − 1 necesarios para evaluar las funciones en el
Teorema anterior, pueden obtenerse a partir de la fórmula
Φa,b,cc1,c2(k) =
( k−1∏
j=1
a(j)
)−1[
b(0)Pk−1(b, ac)− a(0)c(0)Pk−2(b1, a1c1)
]
, k = 1 . . . , 2p− 1,
mientras que los valores Ψa,b,cc1,c2(n+ 1− k), k = 1, . . . , 2p− 1 se evalúan mediante la identidad,
Ψa,b,cc1,c2(n+ 1− k) =
( n−1∏
j=n+1−k
c(j)
)−1[
a(n)c(n)Pk−2(bn+1−k, an+1−kcn+1−k)
−b(n+ 1)Pk−1(bn+1−k, an+1−kcn+1−k)
]
,
para cada k = 1 . . . , 2p− 1.
Observar también que
p−1+`∏
j=1
a(j) = r`
( p−1∏
j=1
a(j)
)( `−1∏
j=0
a(j)
)
y
n−1∏
j=n+1−p−`
c(j) = r−`
( n−1∏
j=n+1−p
c(j)
)( n∏
j=n+1−`
c(j)
)
,
para cada ` = 1, . . . , p− 1.
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La siguiente particularización del teorema anterior, al caso de matrices tridiagonales cuyas diago-
nales están en progresión geométrica es, a nuestro entender, un resultado nuevo en la literatura.
COROLARIO 3.6. Si r ∈ R∗, la matriz (1, r)–Toeplitz
J(α, β, γ; r) =

β −α 0 · · · 0 0
−γ βr −αr · · · 0 0
0 −γr βr2 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · βrn −αrn
0 0 0 · · · −γrn βrn+1.

es invertible sii
β
√
r 6= 2√αγ cos
(
kpi
n+ 3
)
, k = 1, . . . , n+ 2,
en cuyo caso,
rks =
(√
αr
γ
)s+1−k
Umı´n{k,s}
(
β
2
√
r
αγ
)
Un+1−ma´x{k,s}
(
β
2
√
r
αγ
)
αrsUn+2
(
β
2
√
r
αγ
) .
Además,
detR = (−1)n+1rn2(√α)n2+5n+7(√γ)−(n2+n−2)Un+2
(β
2
√
r
αγ
)n+1
.
Demostración. En este caso θ =
√
αr
γ
y q =
β
2
√
r
αγ
,
u(k) = θβUk−1(q)− αUk−2(q) = α
[
2qUk−1(q)− Uk−2(q)
]
= αUk(q),
v(k) = −rn+1βUn−k(q) + rnγθUn−k−1(q)
= −rnγθ
[
2qUn−k(q)− Un−k−1(q)
]
= −rn√αγrUn+1−k(q).
Como
Φa,b,cc1,c2(k) = θ
−ku(k) y Ψa,b,cc1,c2(k) = θ
n−kv(k),
resulta que
βΨa,b,cc1,c2(0)− αΨa,b,cc1,c2(1) = −rnαθn−1
√
αγr
[
2qUn+1(q)− Un(q)
]
= −rnαγθnUn+2(q)
y la matriz J(α, β, γ; r) es invertible sii Un+2(q) 6= 0 y, entonces,
rks =
θs+1−kUmı´n{k,s}(q)Un+1−ma´x{k,s}(q)
αrsUn+2(q)
.

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4. Matrices circulantes
Presentamos en esta última sección las condiciones necesarias y suficientes para la invertibilidad
de algunas matrices circulantes que dependen de tres parámetros y, además, calculamos explícitamen-
te su inversa. Nuestro estudio también engloba una amplia clase de matrices circulantes simétricas.
Las técnicas que usamos están relacionadas con la solución de problemas de contorno asociados a
ecuaciones en diferencias lineales de segundo orden. En consecuencia, reducimos el coste compu-
tacional del problema. En particular, restablecemos las inversas de conocidas matrices circulantes
simétricas, aquéllas cuyos coeficientes son sucesiones aritméticas o geométricas y, también, si son
números de Horadam, entre otras. También caracterizamos cuándo una matriz circulante, simétrica y
tridiagonal es invertible y, en ese caso, calculamos explícitamente su inversa.
Muchos problemas científicos y de matemática aplicada conducen a la solución de sistemas linea-
les con coeficientes circulantes relacionados con la periodicidad de estos problemas, como los que
aparecen cuando se utiliza el método de diferencias finitas para aproximar ecuaciones elípticas con
condiciones de contorno periódicas, véase [19]. Las matrices circulantes tienen un amplio rango de
aplicación en procesado de señal, tratamiento de imagen digital, pronóstico lineal, teoría de correción
de errores de código, véase [24, 55]. En los últimos años, han aparecido varias publicaciones sobre
matrices circulantes que pretenden ofrecer una expresión efectiva de su determinante, sus valores
propios y la inversa de la matriz, véase por ejemplo [34, 47, 56].
En este capítulo, consideramos matrices circulantes del tipo Circ(a, b, c, . . . , c) y
Circ(a, b, c, . . . , c, b), reproduciendo el trabajo presentado en [14]. Este tipo de matrices se plantean
cuando se trata, por ejemplo, con diferencias finitas para resolver ecuaciones elípticas en una dimen-
sión, o cuando se calcula la función de Green de ciertas redes que se obtienen cuando se añade un
nuevo vértice a una red anterior con función de Green conocida, véase [15]. Aportamos una condición
necesaria y suficiente para su invertibilidad. Además, como ya es conocido, su inversa es una matriz
circulante y obtenemos una fórmula cerrada para la expresión de sus coeficientes.
Para un n ∈ N∗ fijado, consideramos el vector Rn junto con el producto interno estándar 〈·, ·〉. La
matriz I corresponde a In y la matriz J a Jn, es decir, la matriz Identidad de orden n y la matriz de
orden n cuyas entradas son todas uno, respectivamente.
Una matriz A = (aij) se denomina circulante con parámetros a1, . . . , an si
(76) A =

a1 a2 · · · an
an a1 · · · an−1
...
... . . .
...
a2 a3 · · · a1

o, equivalentemente, véase [47, 56],
(77) aij = a1+(j−i)(modn).
Dados a ∈ Rn, Circ(a) = Circ(a1, . . . , an) ∈ Mn(R) es la matriz circulante con parámetros
a1, . . . , an. Obsérvese que Circ(e) = I y Circ(1) = J.
Sea τ una permutación del conjunto {1, . . . , n} definida como,
(78) τ(1) = 1, τ(j) = n+ 2− j, j = 2, . . . , n.
Denotamos por Pτ ∈ Mn(R) la matriz con entradas (pij), tales que para cualquier j = 1, . . . , n,
pτ(j)j = 1 y pij = 0, en otro caso. Resulta que Pτ es invertible y se satisface P−1τ = P
>
τ = Pτ−1 = Pτ .
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De manera similar definimos ahora aτ = Pτa; es decir, el vector cuyas componentes son (aτ )1 = a1
y (aτ )j = an+2−j , j = 2, . . . , n. Entonces, 1τ = 1 y 〈aτ , 1〉 = 〈a, 1〉. Además,
(79) Circ(aτ ) = PτCirc(a)Pτ .
Para cualquier a ∈ Rn, las matrices
Circτ (a) = PτCirc(a) =

a1 a2 · · · an
a2 a3 · · · a1
...
... . . .
...
an a1 · · · an−1
 y(80)
Circτ (a) = Circ(a)Pτ =

a1 an · · · a2
an an−1 · · · a1
...
... . . .
...
a2 a1 · · · a3
(81)
se denominan circulante por la izquierda y circulante por la derecha con parámetros a1, . . . , an,
respectivamente. Ambas matrices son simétricas y, por esta razón, las matrices Circτ (a) se denominan
matrices circulantes simétricas en [55]. Para evitar confusiones, nos referiremos a este tipo de matrices
con la notación introducida arriba. Además, de la Identidad (79) obtenemos Circτ (a) = Circτ (aτ ) para
cualquier a ∈ Rn.
Con el fin de completar la caracterización introductoria de estas matrices, enumeramos a conti-
nuación las propiedades de las matrices circulantes que son relevantes en nuestro estudio. Se puede
comprobar fácilmente que todos los enunciados se verifican.
LEMA 4.1. Dado cualquier a ∈ Rn, se verifican las siguientes propiedades:
(i) Para cualquier b ∈ Rn y α, β ∈ R, Circ(αa + βb) = αCirc(a) + βCirc(b).
(ii) Circ(a)> = Circ(aτ ). En particular, Circ(a) es simétrica sii a = aτ .
(iii) Circτ (a) = Circ(a) sii Circτ (a) = Circ(a). Estas igualdades se verifican sii a = aτ .
(iv) Circ(a)1 = 〈a, 1〉 1. Además, si Circ(a) es invertible, entonces 〈a, 1〉 6= 0.
(v) Para cualquier b ∈ Rn, Circ(a)b = Circ(bτ )aτ y Circ(a)Circ(b) = Circ(b)Circ(a) = Circ(cτ ),
donde c = Circ(a)bτ = Circ(b)a.
(vi) Circ(a) es invertible sii el sistema lineal Circ(a)g = e es compatible determinado. En ese caso,
existe una única solución g(a) que además satisface 〈g(a), 1〉 = 〈a, 1〉−1. En consecuencia,
Circ(a)−1 = Circ
(
g(a)
)> y aτ = a sii g(a)τ = g(a).
(vii) Circτ (a) y Circτ (a) son invertibles sii Circ(a) es invertible y, en ese caso
Circτ (a)
−1 = Circτ
(
g(a)
)
y Circτ (a)−1 = Circτ
(
g(a)
)
.
Uno de los principales problemas en el campo de las matrices circulantes es determinar las condi-
ciones de invertibilidad y, en ese caso, calcular la inversa. Del lema anterior, resulta que para cualquier
a ∈ Rn la invertibilidad de las matrices Circτ (a) y Circτ (a), al igual que el cálculo de sus inversas,
puede ser deducido a partir de la invertibilidad y de la matriz inversa Circ(a). Es más, la solución de
este último problema se reduce al estudio de la compatibilidad de cierto sistema lineal y al cálculo de
su solución, cuando ésta exista. Además, el problema ha sido ampliamente estudiado en la literatura
utilizando la raices primitivas enésimas de la unidad y ciertos polinomios asociados con ellas, véase
[36, 47]. Específicamente, sea ω = e 2pin i la raiz primitiva enésima de la unidad. Además, se define
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para cada j = 0, . . . , n − 1, el vector tj =
(
1, ωj, . . . , ωj(n−1)
)> ∈ Rn y para cualquier a ∈ Rn el
polinomio Pa(x) =
n∑
j=1
ajx
j−1. Obsérvese que t0 = 1 y para cualquier a ∈ Rn, Pa(1) = 〈a, 1〉. El
siguiente lema proporciona una condición necesaria y suficiente para la invertibilidad de Circ(a) y
proporciona una fórmula para la inversa.
LEMA 4.2. Para cualquier a ∈ Rn, se verifican las siguientes propiedades:
(i) Circ(a)tj = Pa(ωj)tj , para cualquier j = 0, . . . , n. En particular, detCirc(a) =
n−1∏
k=0
Pa(ω
k).
(ii) Circ(a) es invertible sii Pa(ωj) 6= 0, j = 0, . . . , n − 1. En ese caso, Circ−1(a) = Circ(ha)
donde (ha)j =
1
n
n−1∑
k=0
ω−k(j−1)Pa(ωk)−1.
Nótese que la propiedad (i) del anterior lema implica que todas las matrices circulantes de orden n
tienen los mismos autovectores pero diferentes autovalores. Aunque el problema está completamente
resuelto, la complejidad de cálculo de la fórmula (ii) para la determinación de la inversa de una matriz
circulante crece con el orden de la matriz, así que esta fórmula no resulta muy útil desde el punta de
vista computacional. Para ilustrar este fenómeno, aplicamos el Lema 4.2 a los casos n = 2, 3, que
pueden ser resueltos directamente sin dificultad.
Para n = 2, ω = −1 y para un vector a ∈ R2 dado, se tiene Pa(x) = a1+a2x, y Pa(−1) = a1−a2.
Entonces, Circ(a) es invertible sii (a1 + a2)(a1 − a2) 6= 0 y
(ha)1 =
1
2
(
1
a1 + a2
+
1
a1 − a2
)
=
a1
a21 − a22
,
(ha)2 =
1
2
(
1
a1 + a2
− 1
a1 − a2
)
=
a2
a21 − a22
.
Por otra parte, si n = 3, ω = 1
2
(−1 + i√3), ω2 = ω y para un vector a ∈ R3 dado, se tiene
Pa(x) = a1 +a2x+a3x
2; Pa(ω) = a1 +a2ω+a3ω y Pa(ω2) = Pa(ω). Entonces, Circ(a) es invertible
sii
Pa(1)|Pa(ω)|2 = (a1 + a2 + a3)|a1 + a2ω + a3ω|2 = a31 + a32 + a33 − 3a1a2a3 6= 0
en ese caso,
(ha)1=
1
3Pa(1)|Pa(ω)|2
(
|Pa(ω)|2 + 2Pa(1)Re(Pa(ω)
)
=
a21 − a2a3
a31 + a
3
2 + a
3
3 − 3a1a2a3
,
(ha)2=
1
3Pa(1)|Pa(ω)|2
(
|Pa(ω)|2 + 2Pa(1)Re(ωPa(ω)
)
=
a23 − a1a2
a31 + a
3
2 + a
3
3 − 3a1a2a3
,
(ha)3=
1
3Pa(1)|Pa(ω)|2
(
|Pa(ω)|2 + 2Pa(1)Re(ωPa(ω)
)
=
a22 − a1a3
a31 + a
3
2 + a
3
3 − 3a1a2a3
.
Nuestro objetivo es calcular la matriz inversa de algunas matrices circulante de orden n ≥ 3
con tres parámetros como máximo. Por ejemplo, ese tipo de matrices circulantes aparecen cuando se
calcula la resistencia efectiva y el indice de Kirchhoff de una red que proviene de añadir nuevos nodos
a una red ya conocida, véase [15]. Reducimos significativamente el coste computacional de aplicar el
Lema 4.2 puesto que la clave para encontrar la matriz inversa consiste en resolver una ecuación en
diferencias de como máximo orden dos.
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4.1. Matrices Circ(a, b, c, . . . , c). Dados a, b, c ∈ R, sea a(a, b, c) ∈ Rn definido como
a(a, b, c) = (a, b, c, . . . , c)>. Entonces, Circ(a, b, c, . . . , c) = Circ
(
a(a, b, c)
)
.
Para cualquier q ∈ R, también consideramos el vector z(q) = (qn−1, qn−2, . . . , q, 1)> ∈ Rn. Se
comprueba inmediatamente que zτ (q) = (qn−1, 1, q, . . . , qn−2)> y 〈z(q), 1〉 = q
n − 1
q − 1 . Observamos
que la última identidad también se verifica para q = 1, ya que l´ım
q→1
qn − 1
q − 1 = n = 〈z(1), 1〉. Remarca-
mos que z(1) = 1 y zτ (−1) = z(−1) = (−1, 1,−1, . . . , 1)>, para n par.
PROPOSICIÓN 4.3. Para cualquier q ∈ R se satisface
Circ
(
a(q,−1, 0))zτ (q) = [qn − 1]e.
Además, se verifican las siguientes propiedades:
(i) Circ
(
a(q,−1, 0)) es invertible sii qn 6= 1, y la matriz inversa es
Circ
(
a(q,−1, 0))−1 = (qn − 1)−1Circ(z(q)).
(ii) El sistema lineal Circ
(
a(1,−1, 0))h = v es compatible sii n∑
i=1
vi = 0. En ese caso, para
cualquier γ ∈ R la solución única del sistema lineal que satisface 〈h, 1〉 = γ es
hj =
1
n
[
γ −
n∑
i=1
ivi
]
+
n∑
i=j
vi, j = 1, . . . , n.
(iii) Si n es par, el sistema lineal Circ
(
a(−1,−1, 0))h = v es compatible sii 〈v, z(−1)〉 = 0. En
ese caso, todas las soluciones vienen dadas por
hj = (−1)j+1
n∑
i=j
(−1)ivi + αz(−1), j = 1, . . . , n, α ∈ R,
y, por tanto, 2〈h, 1〉 = 〈v, 1〉.
La matriz inversa de una matriz circulante cuyos parámetros son una sucesión geométrica puede
calcularse como una aplicación del resultado anterior.
COROLARIO 4.4. Para cualquier a, r ∈ R, la matriz Circ(arn−1, . . . , ar, a) es invertible sii
a(rn − 1) 6= 0. En ese caso, la matriz inversa es
Circ(arn−1, . . . , ar, a)−1 =
(
a(rn − 1))−1Circ(a(r,−1, 0)).
El resultado principal de esta sección proporciona la condición necesaria y suficiente de la inverti-
bilidad de las matrices con las que estamos tratando. Pero además, cuando la inversa existe, aportamos
uan expresión simple y cerrada para sus entradas.
TEOREMA 4.5. Para cualquier a, b, c ∈ R, la matriz circulante Circ(a, b, c, . . . , c) es invertible sii[
a+ b+ (n− 2)c][(a− b)2 + (1− (−1)n)(c− b)2] 6= 0
y, en ese caso, Circ(a, b, c, . . . , c)−1 = Circ
(
k(a, b, c)
)
donde, si a 6= 2c− b
kj(a, b, c) =
(c− b)j−1(a− c)n−j(
(a− c)n − (c− b)n) −
c
(a+ b− 2c)(a+ b+ (n− 2)c) ,
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j=1,. . . ,n, y
kj(2c− b, b, c) = 1
n
[ 1
nc
+
n− 1
2(c− b)
]
− (j − 1)
n(c− b) , j = 1, . . . , n.
Demostración. Definiendo α(n; a, b, c) =
[
a + b + (n − 2)c][(a − b)2 + (1 − (−1)n)(c − b)2],
entonces α(n; a, b, b) = 0 sii a = b o a = (1 − n)b. Además, cuando c 6= b, si n es impar, entonces
α(n; a, b, c) = 0 sii a = −b− (n− 2)c, mientras que si n es par, entonces α(n; a, b, c) = 0 sii o bien
a = b o bien a = −b− (n− 2)c.
Según (iv) del Lema 4.1, 〈a(a, b, c), 1〉 = a + b + (n − 2)c 6= 0 es una condición necesaria
para asegurar la invertibilidad de Circ
(
a(a, b, c)
)
. Así que, a partir de ahora asumiremos que se sa-
tisface esa condición. Además, del Lema 4.1 (vi), Circ
(
a(a, b, c)
)
es invertible sii el sistema lineal
Circ
(
a(a, b, c)
)
h = e es compatible y, en ese caso, existe una solución única que, además, satisface
〈h, 1〉 = 〈a(a, b, c), 1〉−1.
Por tanto, como Circ
(
a(a, b, c)
)
= Circ
(
a(a − c, b − c, 0)) + cJ, si el vector h ∈ Rn verifica
Circ
(
a(a, b, c)
)
h = e, entonces Circ
(
a(a− c, b− c, 0))h = e− c〈a(a, b, c), 1〉−11.
Recíprocamente, si h ∈ Rn satisface Circ(a(a− c, b− c, 0))h = e− c〈a(a, b, c), 1〉−11, entonces
Circ
(
a(a, b, c)
)
h = Circ
(
a(a− c, b− c, 0))h + cJh = e + c[〈h, 1〉 − 〈a(a, b, c), 1〉−1] 1
y, por tanto, h es una solución de Circ
(
a(a, b, c)
)
h = e sii 〈h, 1〉 = 〈a(a, b, c), 1〉−1.
En consecuencia, hemos obtenido que
Circ
(
a(a, b, c)
)
h = e sii Circ
(
a(a− c, b− c, 0))h = e− c〈a(a, b, c), 1〉−11
y, además, 〈h, 1〉 = 〈a(a, b, c), 1〉−1.
Si c = b, entonces 〈a(a, b, b), 1〉 = a+ (n− 1)b y Circ(a(a− c, b− c, 0)) = (a− b)I. Así que, el
sistema (a− b)Ih = e− b(a+ (n− 1)b)−11 es compatible sii a 6= b y, por tanto,
h =
1
(a− b)(a+ (n− 1)b)[(a+ (n− 1)b)e− b1],
lo que implica que 〈h, 1〉 =
(
a+ (n− 1)b)− bn
(a− b)(a+ (n− 1)b) = 1a+ (n− 1)b = 〈a(a, b, b), 1〉−1. Nótese que,
h1(a, b, b) =
1
a− b −
b
(a− b)(a+ (n− 1)b) ,
hj(a, b, b) = − b
(a− b)(a+ (n− 1)b) , j = 2, . . . , n.
Para el caso c 6= b, consideramos q = a− c
c− b , entonces a(a− c, b− c, 0) = (c− b)a(q,−1, 0) y, como
consecuencia, el sistema Circ
(
a(a− c, b− c, 0))h = e− c〈a(a, b, c), 1〉−11 es equivalente a
Circ
(
a(q,−1, 0))h = 1
(c− b)(a+ b+ (n− 2)c)((a+ b+ (n− 2)c)e− c1).
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Si h es solución del sistema anterior, entonces
(a+ b− 2c)
(c− b)(a+ b+ (n− 2)c) = 〈Circ(a(q,−1, 0))h, 1〉 = 〈h,Circ(aτ (q,−1, 0))1〉
= 〈a(q,−1, 0), 1〉〈h, 1〉 = (a+ b− 2c)
(c− b) 〈h, 1〉,
lo que implica que si a+ b− 2c 6= 0,, entonces 〈h, 1〉= 1
a+ b+ (n− 2)c=〈a(a, b, c), 1〉
−1. Así que,
si c 6= b y a+ b− 2c 6= 0; es decir, si q 6= 1, entonces Circ(a(a, b, c))h = e sii
Circ
(
a(q,−1, 0))h = 1
(c− b)(a+ b+ (n− 2)c)((a+ b+ (n− 2)c)e− c1).
Para n par o n impar pero b 6= a; es decir, qn 6= 1, según la Proposición 4.3 (i), Circ(a(q,−1, 0))
es invertible y, además,
h =
1
(c− b)(qn − 1)(a+ b+ (n− 2)c)Circ(z(q))((a+ b+ (n− 2)c)e− c1)
=
1
(c− b)(qn − 1)(a+ b+ (n− 2)c)((a+ b+ (n− 2)c)zτ (q)− c〈z(q), 1〉 1).
Si n es par y b = a, entonces q = −1, a+ b+ (n− 2)c = 2(b− c) + nc y
〈(2b+ (n− 2)c)e− c1, z(−1)〉 = −(2(b− c) + nc) 6= 0.
Por consiguiente, el sistema
Circ
(
a(−1,−1, 0))h = 1
(c− b)(a+ b+ (n− 2)c)((a+ b+ (n− 2)c)e− c1)
es incompatible, así que Circ
(
a(a, b, c)
)
no tiene inversa.
Si c 6= b y a+ b− 2c = 0, es decir, q = 1, entonces a+ b+ (n− 2)c = nc y el sistema
Circ
(
a(1,−1, 0))h = 1
n(c− b)(ne− 1)
tiene solución. Además, por la proposición 4.3 (ii), si
h1 =
1
n
[ 1
nc
+
n− 1
2(c− b)
]
, hj =
1
n
[ 1
nc
+
n− 1
2(c− b)
]
− (n+ 1− j)
n(c− b) , j = 2, . . . , n,
entonces h es la solución única del sistema lineal que satisface 〈h, 1〉 = 1
nc
.
En todos los casos basta con tomar k = hτ . 
Nótese que para a = 2c − b en el anterior Teorema, Circ(a(2c − b, b, c) es invertible si y solo si
c(c − b) 6= 0 y, entonces, las entradas del vector h(2c − b, b, c) son los elementos de una sucesión
aritmética. Por tanto, podemos dar una caracterización de la inversa de una matriz circulante cuyos
parámetros están en progresión aritmética. Por supuesto, nuestros resultados coinciden con los obte-
nidos en [5] y, para matrices circulantes por la izquierda en progresión aritmética, en [55].
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COROLARIO 4.6. Para cualquier a, b ∈ R, la matriz Circ(a, a+ b, . . . , a+ (n−1)b) es invertible
sii
(
2a+ (n− 1)b)b 6= 0 y, en ese caso,
Circ
(
a, a+ b, . . . , a+ (n− 1)b)−1 = 2
n2
(
2a+ (n− 1)b) J− 1nb Circ(a(1,−1, 0)).
En particular, para cualquier m ∈ Z tal que 2m + n 6= 1, la matriz Circ(m,m + 1, . . . ,m + n− 1)
es invertible y su inversa es
Circ(m,m+ 1, . . . ,m+ n− 1)−1 = 2
n2(2m+ n− 1) J−
1
n
Circ
(
a(1,−1, 0)).
4.2. Matrices Circ(a, b, c, . . . , c, b). Para cualquier a, b, c ∈ R, sea b(a, b, c) ∈ Rn definido
como b(a, b, c) = (a, b, c, . . . , c, b). Entonces, Circ(a, b, c, . . . , c, b) = Circ
(
b(a, b, c)
)
y
bτ (a, b, c) = b(a, b, c), ya que la matriz Circ(a, b, c, . . . , c, b) es simétrica. Si consideramos el caso
b(a, b, b) = a(a, b, b), la matriz Circ(a, b, b, . . . , b, b) ya ha sido analizado en la sección anterior, así
que a partir de ahora asumimos c 6= b. El caso c = 0 ha sido analizado en [46] bajo el nombre
de matriz tridiagonal circulante simétrica, imponiendo la condición |a| > 2|b| > 0; es decir, que
Circ
(
b(a, b, 0)
)
es una matriz estrictamente diagonalmente dominante.
Nótese que Circ
(
b(2,−1, 0)) no es más que el denominado Laplaciano combinatorio de un ciclo
de n vértices. Más generalmente, para cualquier q ∈ R, Circ(b(2q,−1, 0)) es la matriz asociada con
el operador de Schrödinger en un ciclo con potencial constante 2(q − 1) y, por tanto, su inversa es
la función de Green de un ciclo de n vértices; o, equivalentemente, puede considerarse la función de
Green asociada con un camino con condiciones de contorno periódicas, como vimos en el capítulo
anterior. Puesto que la inversión de matrices del tipo Circ
(
b(2q,−1, 0)) involucra la resolución de
ecuaciones en diferencias de segundo orden con coeficientes constantes, relacionadas con los polino-
mios de Chebyshev mediante el Teorema de Estructura 5.3 del Capítulo 3, recordamos algunas de las
propiedades de estos polinomios, en concreto, referentes a los de primera y segunda especie, que nos
seran útiles en el desarrollo de nuestro trabajo en esta sección. Véase [42] para las demostraciones y
detalles adicionales.
(i) Para cualquier sucesión de Chebyshev {Qn}+∞n=−∞ existe α, β ∈ R tales que
Qn(x) = αUn−1(x) + βUn−2(x), para cualquier n ∈ Z.
(ii) T−n(x) = Tn(x) y U−n(x) = −Un−2(x), para cualquier n ∈ Z. En particular, U−1(x) = 0.
(iii) T2n+1(0) = U2n+1(0) = 0, T2n(0) = U2n(0) = (−1)n, para cualquier n ∈ Z.
(iv) Dado n ∈ N∗ entonces, Tn(q) = 1 sii q = cos
(
2pij
n
)
, j = 0, . . . , dn−1
2
e, mientras que Un(q) =
0 sii q = cos
(
pij
n+1
)
, j = 1, . . . , n. En ese caso, Un−1(q) = (−1)j+1 y Un+1(q) = (−1)j .
(v) Tn(1) = 1 y Un(1) = n+ 1, mientras que Tn(−1) = (−1)n y Un(−1) = (−1)n(n+ 1), para
cualquier n ∈ Z.
(vi) Tn(x) = xUn−1(x)− Un−2(x) y T ′n(x) = nUn−1(x), para cualquier n ∈ Z.
(vii) 2(x− 1)
n∑
j=0
Uj(x) = Un+1(x)− Un(x)− 1, para cualquier n ∈ N.
Además, para cualquier q ∈ R denotamos por u(q), v(q) y w(q) los vectores de Rn cuyos compo-
nentes son uj = Uj−2(q), vj = Uj−1(q) y wj = Uj−2(q) + Un−j(q), respectivamente.
LEMA 4.7. Para cualquier q ∈ Rn, se satisfacen las siguientes propiedades:
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(i) wτ (q) = w(q) y 〈w(q), 1〉 = Tn(q)− 1
q − 1 . Además, w(1) = n1.
(ii) w(q) = 0 sii q = cos
(
2pij
n
)
, j = 1, . . . , dn−1
2
e. En ese caso, 〈u(q), 1〉 = 〈v(q), 1〉 = 0.
(iii) Cuando n es par, entonces w2j−1(0) = 0 y w2j(0) = (−1)j−1
[
1− (−1)n2 ], j = 1, . . . , n
2
.
(iv) Cuando n es impar, entonces w2j−1(0) = (−1)n+12 +j , j = 1, . . . , n+12 y w2j(0) = (−1)j−1,
j = 1, . . . , n−1
2
.
(iv) Cuando n es impar, entonces wj(−1) = (−1)j−1(n+ 2− 2j), j = 1, . . . , n.
Demostración. w(q) = 0 sii Un−j(q) = −Uj−2(q) para cualquier j = 1, . . . , n y esta igualdad se
verifica sii Un−1(q) = 0 y Un−2(q) = −1. Además, Un−1(q) = 0 sii q = cos
(
kpi
n
)
, k = 1, . . . , n− 1,
por tanto Un−2(q) = (−1)k+1, que conduce a Un−2(q) = −1 sii k = 2j. 
NOTA 4.8. El cociente Tn(q)−1
q−1 está bien definido para q = 1, porque Tn(1) = 1, Un(1) = n + 1,
y T ′n(q) = nUn−1(q), y usando la regla de l’Hôpital, l´ım
q→1
〈w(q), 1〉 = nUn−1(1) = n2. Además, para
q = 1, se tiene w(1) = n1 así que, 〈w(1), 1〉 = n2.
PROPOSICIÓN 4.9. Para cualquier q ∈ R,
Circ
(
b(2q,−1, 0))w(q) = 2[Tn(q)− 1]e
y se verifica:
(i) Circ
(
b(2q,−1, 0)) es invertible sii q 6= cos (2pij
n
)
, j = 0, . . . , dn−1
2
e, y
Circ
(
b(2q,−1, 0))−1 = 1
2[Tn(q)− 1]Circ
(
w(q)
)
.
(ii) Si q = 1, el sistema lineal Circ
(
b(2q,−1, 0))h = v es compatible sii 〈v, 1〉 = 0. En ese caso,
para cualquier γ ∈ R la solución única que satisface 〈h, 1〉 = γ viene dada por
hj =
γ
n
− 1
2n
n∑
i=1
|j − i|(n− |i− j|)vi, j = 1, . . . , n.
(iii) Si q = cos
(
2pij
n
)
, j = 1, . . . , dn−1
2
e, el sistema lineal Circ(b(2q,−1, 0))h = v es compatible
sii 〈h, u(q)〉 = 〈h, v(q)〉 = 0.
Demostración. Para demostrar (i), nótese que w(q) es la primera columna de la función de Green
para el operador de Schrödinger de un ciclo de n vértices o, equivalentemente, para un camino de
(n+ 1) nodos con condiciones de contorno periódicas, véase [10, Proposición 3.12].
Para demostrar (ii), basta con ver que G = (gij), donde gij =
1
12n
(
n2− 1− 6|i− j|(n−|i− j|)),
i, j = 1, . . . , n es la función de Green del Laplaciano Combinatorio del ciclo, véase por ejemplo
[12]. El tercer enunciado (iii), proviene del apartado (ii) del Lema 4.7 que establece los valores de
w(q) = 0. Además, en ese caso, Un−1(q) = 0, Un−2(q) = −1 y Un(q) = 1. Por otro lado, los vectores
u(q) y w(q) verifican
2qu1 − u2 − un = −1− Un−2(q) = 0,
−u1 − un−1 + 2qun = −Un−3(q) + 2qUn−2(q) = Un−1(q) = 0,
2qv1 − v2 − vn = 2q − 2q − Un−1(q) = 0,
−v1 − vn−1 + 2qvn = −1− Un−2(q) + 2qUn−1(q) = 0,
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así que, Circ
(
b(2q,−1, 0))u(q) = Circ(b(2q,−1, 0))v(q) = 0. 
A continuación se presenta y se demuestra el resultado principal de este apartado. Proporcionamos
las condiciones necesarias y suficientes para la existencia de la inversa de la matriz Circ(a, b, c, . . . , c, b)
y obtenemos explícitamente los coeficientes de la inversa, cuando ésta existe.
TEOREMA 4.10. Para a, b, c ∈ R, la matriz circulante Circ(a, b, c, . . . , c, b) es invertible sii
(
a+ 2b+ (n− 3)c) dn−12 e∏
j=1
[
a− c+ 2(b− c) cos
(2pij
n
)]
6= 0
y, en ese caso,
Circ(a, b, c, . . . , c, b)−1 = Circ
(
g(a, b, c)
)
,
donde si a 6= 3c− 2b,
gj(a, b, c) =
Uj−2(q) + Un−j(q)
2(c− b)[Tn(q)− 1] −
c
(a+ 2b− 3c)(a+ 2b+ (n− 3)c) , j = 1, . . . , n,
con q =
c− a
2(b− c) , mientras que
gj(3c− 2b, b, c) = 1
12n(c− b)
(
n2 − 1− 6(j − 1)(n+ 1− j))+ 1
n2c
, j = 1, . . . , n.
Demostración. Del enunciado (iv) del Lema 4.1, una condición necesaria para la invertibilidad de
Circ
(
b(a, b, c)
)
es 〈b(a, b, c), 1〉 = a + 2b + (n − 3)c 6= 0, por tanto, asumiremos que se satisface
esta condición. Además, el enunciado (vi) del mismo Lema establece que la condición necesaria y
suficiente para invertir Circ
(
b(a, b, c)
)
es la compatibilidad del sistema lineal Circ
(
b(a, b, c)
)
g = e y,
en ese caso, existe una solución única que satisface 〈g, 1〉 = 〈b(a, b, c), 1〉−1.
Como en el Terorema 4.5,
Circ
(
b(a, b, c)
)
g = e sii Circ
(
b(a− c, b− c, 0))g = e− c〈b(a, b, c), 1〉−11
y, además, 〈g, 1〉 = 〈b(a, b, c), 1〉−1.
Puesto que b(a− c, b− c, 0) = (c− b)b(2q,−1, 0), el sistema lineal
Circ
(
b(a− c, b− c, 0))g = e− c〈b(a, b, c), 1〉−11
es equivalente al sistema
Circ
(
b(2q,−1, 0))g = 1
(c− b)(a+ 2b+ (n− 3)c)((a+ 2b+ (n− 3)c)e− c1).
Si g es una solución del sistema anterior, entonces
(a+ 2b− 3c)
(c− b)(a+ 2b+ (n− 3)c) = 〈Circ(b(2q,−1, 0))g, 1〉 = 〈g,Circ(b(2q,−1, 0))1〉
= 〈b(2q,−1, 0), 1〉〈g, 1〉 = (a+ 2b− 3c)
(c− b) 〈g, 1〉.
Como consecuencia, si a+2b−3c 6= 0, entonces 〈g, 1〉 = 1
a+ 2b+ (n− 3)c = 〈b(a, b, c), 1〉
−1. Bajo
este supuesto; es decir, si a 6= 3c− 2b o, equivalentemente, si q 6= 1, entonces Circ(b(a, b, c))g = e
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sii
Circ
(
b(2q,−1, 0))g = 1
(c− b)(a+ 2b+ (n− 3)c)((a+ 2b+ (n− 3)c)e− c1).
Además, si
dn−1
2
e∏
j=1
[
a − c + 2(b − c) cos
(
2pij
n
)]
6= 0, entonces q 6= cos
(
2pij
n
)
, para cualquier
j = 1, . . . , dn−1
2
e. Usando el apartado (i) de la Proposición 4.9, Circ(b(2q,−1, 0)) es invertible y
g =
1
2(c− b)(a+ 2b+ (n− 3)c)[Tn(q)− 1]Circ(w(q))
((
a+ 2b+ (n− 3)c)e− c1)
=
1
2(c− b)(a+ 2b+ (n− 3)c)[Tn(q)− 1]
((
a+ 2b+ (n− 3)c)w(q)− c〈w(q), 1〉 1).
Si existe j = 1, . . . , dn−1
2
e, tal que a − c + 2(b − c) cos
(
2pij
n
)
= 0, es decir, q = cos
(
2pij
n
)
,
entonces, el apartado (ii) del Lema 4.7 asegura
〈(a+ 2b+ (n− 3)c)e− c1, v(q)〉 = (a+ 2b+ (n− 3)c)v1(q) = a+ 2b+ (n− 3)c 6= 0,
así que, por el enunciado (iii) de la Proposición 4.9, el sistema lineal Circ
(
b(a, b, c)
)
g = e es incom-
patible, Circ
(
b(a, b, c)
)
es no invertible.
Cuando a = 3c− 2b, esto es q = 1, entonces a+ 2b+ (n− 3)c = nc y el sistema
Circ
(
b(2,−1, 0))g = 1
n(c− b)(ne− 1)
es compatible. Además, utilizando el apartado (ii) de la Proposición 4.9, el vector g ∈ Rn cuyos
componentes vienen dados para cualquier j = 1, . . . , n por
gj =
1
n2c
− 1
2n(c− b)(j − 1)
(
n− (j − 1))+ 1
2n2(c− b)
n∑
i=1
|j − i|(n− |i− j|),
es la solución única del sistema que satisface 〈g, 1〉 = 1
nc
. Por último, sólo tenemos que tener en
cuenta que
n∑
i=1
|j − i|(n− |i− j|) = n
6
(n2 − 1), para cualquier j = 1, . . . , n. 
El caso a = 3c− 2b en el anterior Teorema, involucra la función de Green de un ciclo. Los casos
relacionados con este, aparecen como aplicación en el análisis de los problemas asociados a estas
estructuras combinatorias.
COROLARIO 4.11. Dados a, b ∈ R, la matriz
A = Circ
(
a, a+ b(n− 1), a+ 2b(n− 2), . . . , a+ jb(n− j), . . . , a+ b(n− 1))
es invertible sii
(
6a+ b(n2 − 1))b 6= 0 y
A−1 =
6
n2
(
6a+ b(n2 − 1)) J− 12nb Circ(b(2,−1, 0)).
COROLARIO 4.12. Dados a, b ∈ R, se verifican los siguientes resultados:
(i) Si n = 1 mod(4), entonces A = Circ(a, a, b, b, a, a, . . . , a, a, b, b, a) es invertible sii
(a− b)(a(n+ 1) + b(n− 1)) 6= 0 y se obtiene
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A−1 =
1
a− bCirc(b(0, 1, 0)
)− 2(a+ b)
(a− b)(a(n+ 1) + b(n− 1)) J.
(ii) Si n = 2 mod(4), entonces A = Circ
(
a+b
2
, a, a+b
2
, b, a+b
2
, . . . , a+b
2
, b, a+b
2
, a) es invertible sii
(a− b)(a(n+ 1) + b(n− 1)) 6= 0 y se obtiene
A−1 =
1
a− bCirc(b(0, 1, 0)
)− 2(a+ b)
(a− b)(a(n+ 1) + b(n− 1)) J.
(iii) Si n = 3 mod(4), entonces A = Circ(b, a, a, b, b, . . . , a, a, b, b, a, a) es invertible sii
(a− b)(a(n+ 1) + b(n− 1)) 6= 0 y se obtiene
A−1 =
1
a− bCirc(b(0, 1, 0)
)− 2(a+ b)
(a− b)(a(n+ 1) + b(n− 1)) J.
(iv) Cuando n es impar, entonces
A = Circ
(
a+ nb, a− (n− 2)b, . . . , a+ (−1)j−1(n+ 2− 2j)b, . . . , a− (n− 2)b)
es invertible sii b(an+ b) 6= 0 y se obtiene
A−1 =
1
4b
Circ
(
b(2, 1, 0)
)− a
b(an+ b)
J.
Finalizamos esta sección deduciendo la inversa de una matriz tridiagonal circulante simétrica ge-
neral, sin asumir la hipótesis de diagonal dominancia. Obsérvese la diferencia entre nuestro resultado
y la metodologia numérica utilizada en [46].
COROLARIO 4.13. Para a, b ∈ R, b 6= 0, la matriz circulante Circ(a, b, 0, . . . , 0, b) es invertible
sii
dn−1
2
e∏
j=0
[
a+ 2b cos
(2pij
n
)]
6= 0
y, en ese caso
Circ(a, b, 0, . . . , 0, b)−1 = Circ
(
g(a, b, 0)
)
,
donde
gj(a, b, 0) =
(−1)j
2b[1− (−1)nTn( a2b)]
[
Uj−2
( a
2b
)
+ (−1)nUn−j
( a
2b
)]
, j = 1, . . . , n.
Nótese que la hipótesis de matriz diagonalmente dominante |a| > 2|b|, claramente implica que
a+ 2b cos
(
2pij
n
) 6= 0 para cualquier j = 0, . . . , n.
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