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Abstract
Digital watermarking techniques have been developed to protect the intellectual property. A digital watermarking
system is basically judged based on two characteristics: security robustness and image quality. In order to obtain a
robust visible watermarking in practice, we present a novel watermarking algorithm named adaptive content and
contrast aware (ACOCOA), which considers the host image content and watermark texture. In addition, we propose
a powerful security architecture against attacks for visible watermarking system which is based on game-theoretic
approach that provides an equilibrium condition solution for the decision maker by studying the effects of
transmission power on intensity and perceptual efficiency. The experimental results demonstrate that the feasibility
of the proposed approach not only provides effectiveness and robustness for the watermarked images, but also
allows the watermark encoder to obtain the best adaptive watermarking strategy under attacks.
Keywords: copyright protection, visible watermarking, watermarking game, Nash equilibrium, wavelet
1. Introduction
Due to the advancement of digital technologies and
rapid communication network deployment, a wide vari-
ety of multimedia contents have been digitalized which
makes their duplication or circulation easy through both
authorized and unauthorized distribution channels.
With the advantages of effortless editing and digital data
reproduction, the protection of the intellectual rights
and the authentication of digital multimedia have
become issues of great importance in recent years [1-3].
Among different techniques, visible watermarking
schemes protect copyrights in a more active way since
the logo watermark are generally embedded in the host
image (Figure 1a). Such approach not only allows the
observers to easily recognize the property owner of mul-
timedia but also discourage the action of pirates.
In this study, we have explored the inter-relationship
between the image fidelity and robust requirement of
visible watermarking and propose a powerful secure
watermarking architecture which is based on game-the-
oretic methodology. The system provides an equilibrium
condition solution for the copyright manager to make a
decision by studying the effect of transmission power on
intensity and perceptual efficiency. In addition, we have
formulated the watermark embedding problem as a
dynamic non-cooperative game with complete informa-
tion [4]. Complete information requires that every player
knows the strategies of the other players but not neces-
sarily the actions. Under the complete information, we
present a game-theoretic architecture as a watermarking
game to analyze the different situation and get the best
strategy between the embedding watermark energy and
the perceptual translucence for visible watermark where
the best strategy is defined by the Nash equilibrium of
the game [4]. Tsai and Liu’s research [5] has preliminary
study for visible watermarking which only applies peak
signal noise ratio (PSNR) and correlation for the payoff
functions. However, visual image quality measure is very
critical for visible watermarking and such an issue
should be included and weighted during the algorithm
design. Therefore, we here leverage the previous
research of [5] not only to consider the above discussion
but also improve the visible watermarking technique for
a novel payoff function under the game-theoretic
architecture.
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The rest of this article is organized as follows. In sec-
tion 2, related works about visible watermarking and
game-theoretic architecture will be introduced briefly. In
section 3, we will give the detailed description of the pro-
posed watermarking algorithm called ACOCOA (adap-
tive content and contrast aware) and a power security
watermarking architecture design. In section 4, numerical
results with discussion will be presented. Finally, the con-
clusions and future works are in section 5.
2. Related works
2.1. Digital watermarking
Digital watermarking techniques are the process of pos-
sibly irreversibly embedding information into a digital
signal and they are used to protect copyright of digital
multimedia like sound, music, audio, images, or video
files that have to be delivered for certain purpose, such
as digital multimedia used in exhibition, digital library,
advertisement, or distant learning web, while illegal
duplication is forbidden.
A review of the literature indicates that the visible
watermarking studies have captured significant attention
since their applications meet the requirements of many
media industries [2,3].
Through the survey, Braudaway et al. [6] proposed
one of the early approaches for visible watermarking by
formulating the non-linear equation to divide the linear
brightness scale into two regions and accomplish the
brightness alteration in spatial domain. Meng and
Chang [7] proposed an efficient compressed-domain
content-based algorithm which applied the stochastic
approximation model for Braudaway’s method in the
discrete cosine transform (DCT) domain by adding visi-
ble watermarks in video sequences. Kankanhalli et al. [8]
proposed a coefficient modulation in the DCT domain
where the scaling factors are calculated by exploiting the
human visual system (HVS), to ensure that the percep-
tual quality of the host image is preserved. Mohanty et
al. proposed a watermarking technique called dual
watermark, which is a combination of a visible water-
mark and an invisible watermark in the spatial domain.
The visible watermark is adopted to establish the own-
er’s right to the image and invisible watermark is used
to check the intentional and unintentional tampering of
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Figure 1 The visible watermark embedding procedures. (a) An example of visible watermark embedding. (b) A generic visible watermark
embedding diagram.
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image [9]. Due to the watermark insertion is done in the
spatial domain, the image fidelity and robustness under
attacks is pretty low. Tsai and Lin have developed more
advanced approach in [10] by considering the global and
local characteristics of the host and watermark images
in the discrete wavelet transform (DWT) domain. Con-
sequently, Mohanty et al. [11] also proposed a mathe-
matical modification model for exploiting the texture
sensitivity of the HVS in DCT domain. The weakness of
this approach is the necessity to keep the watermark
secret which is very unrealistic for visible watermarking.
Better design is achieved in [12] and the approach is
leveraged in this research. Chen [13] has proposed a
visible watermarking mechanism to embed a gray level
watermark into the host image where the strength of
the embedded watermark locally depends on the stan-
dard deviation of luminance.
Vehel and Manoury [14] proposed a method for digi-
tal image watermarking which is based on the modifica-
tion of certain subsets of the wavelet packet
decomposition (WPD) and the WPD is a generalization
of the dyadic wavelet transform with low-pass subbands.
Hu and Kwang implemented an adaptive visible water-
marking in the wavelet domain by using the truncated
Gaussian function to approximate the effect of lumi-
nance masking for the image fusion. Based on image
features, they first classify the host and watermark
image pixels into different perceptual classes. Secondly,
they use the classification information to guide pixel-
wise watermark embedding. In high-pass subbands, they
focus on image features, while in the low-pass subbands,
they use truncated Gaussian function to approximate
the effect of luminance masking [15,16]. Yong et al. [17]
also proposed a translucent digital watermark in the
DWT domain and use error-correct code to improve
the ability of anti-attack.
Each of above mentioned schemes was not devoted to
better feature-based classification and the use of sophisti-
cated visual masking models. Huang and Tang [18] later
presented a contrast sensitive visible watermarking
scheme with the assistance of HVS. They utilized the
contrast sensitive function (CSF) mask of the DWT
domain with square function to determine the mask
weights and at last they adjusted the scaling and embed-
ding factors based on the block classification with the
texture sensitivity of the HVS for watermark embedding.
Tsai [12] improved their approach and further proposed
a novel visible watermarking algorithm based on the con-
tent and contrast aware (COCOA) technique. He utilized
the global and local characteristics of the host and water-
mark images and considered HVS model in the DWT
domain by using the CSF, noise visibility function (NVF),
and DWT basis amplitude modulation for the best qual-
ity of perceptual translucence and noise reduction.
In summary, Figure 1 describes the generic structure
for visible watermark embedding processes. First, a host
image (original image) directly embeds watermark in
spatial domain or is transformed into frequency domain
through the well-known spread spectrum approach [19],
i.e., Discrete Fourier Transform (DFT), DCT, or DWT.
However, the algorithms using transform domain
approach develop more robust watermarking techniques
than directly embedding watermark into the spatial
domain [3,18]. Consequently, coefficients are passed
through a perceptual analysis block that determines how
strong the watermark in embedding algorithm can be,
so that the resulting watermarked image is acceptable.
The watermark is embedded through using a well-
designed algorithm based on mathematical or statistical
model. If the host image is employed in frequency
domain, the inverse spread spectrum approach is then
adopted to obtain a watermarked image [2,3]. The
watermark extraction applies to the similar operations
in embedding processes with reverse procedures.
Digital contents embedded with visible watermarks
will overlay recognizable but unobtrusive copyright pat-
terns to identify its ownership. Therefore, a visible
watermarking technique should retain details of con-
tents and ensure embedded patterns difficult or even
hard to be removed, and no one could use watermarked
data illegally. How to solve the conflict problem and to
determine the best tradeoff between the intensity of
embedded watermark and the perceptual translucence
for adaptive visible watermark under intentional attacks
is becoming a subject of importance [5,12,18]. In this
article, we present a game-theoretic architecture to solve
this gap by proposing the ACOCOA (adaptive content
and contrast aware) algorithm that provides more flex-
ible design for encoder to set the energy of embedding
watermark. We will introduce the ACOCOA technique
and a game-theoretic architecture for visible watermark-
ing system in details.
2.2. Game theory
Game theory is the formal study of the conflict and
cooperation. The concepts of a game-theoretic approach
help to formulate structure, analyze and understand
strategic scenarios, and make a decision whenever the
actions of the several agents are interdependent [4].
Game theory aims to help us to understand the situa-
tions in which decision-makers interact. Therefore, deci-
sion-makers can better estimate the potential effects of
their actions and then make the ideal decisions to avoid
the conflict.
There are two types of game theory. One is non-coop-
erative game, which focuses on analyzing each game
player to maximize their own profit. The other is the
cooperative game, which concentrates on groups of
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players and may enforce cooperative behaviors. Game
theory has applications in several fields, such as eco-
nomics, auctions, bargaining, politics, law, biology, social
network, and voting systems. Some games have been
proposed and we will briefly address different game
techniques here.
Cohen and Lapidoth [20] computed the coding capa-
city of the watermarking game for Gaussian covertext
and squared-error distortions. Both the public version of
the game (covertext known to neither attacker nor deco-
der) and the private version of the game (covertext
unknown to attacker but known to decoder) are treated.
Moulin et al. [21] proposed an information-theoretic
analysis of information hiding. They describe the funda-
mental limits of information-hiding system, formulate
the information-hiding problem as a communication
problem, and seek the maximum rate of reliable com-
munication through the communication system.
Among the various theories of game, Nash equili-
brium is one of the most important and widespread
equilibrium concepts in the twentieth century. Nash
equilibrium is a solution concept of a game involving
two or more players, in which each player is assumed to
know the equilibrium strategies of the other players, and
no player has anything to gain by changing only his or
her own strategy unilaterally. If each player has chosen a
strategy and no player can benefit by changing his or
her strategy while the other players keep theirs
unchanged, then the current set of strategy choices and
the corresponding payoffs constitute Nash equilibrium
[4]. Under such scenario, the situation of visible water-
mark embedding strategies against attacks can be for-
mulated as a competition game based on the actions of
encoder and attackers. Therefore, we proposed a secure
watermarking system based on game-theoretic metho-
dology to achieve the objective of watermarking man-
agement. The idea of Nash equilibrium is adopted to
develop the solution for the non-cooperative problem.
Section 3 will describe how we can apply such a concept
to make the game design for making decision of the
visible watermark embedding procedures.
2.3. Image quality measure
Image quality measure has become crucial for the most
image processing application. It can evaluate the numer-
ical error between the original image and the tested
image. Several image quality measure metrics have been
developed for incorporating the texture sensitivity of the
HVS [22]. However, in the real world, there is yet no
universal standard for an objective assessment of image
quality. From the image visual quality study of [23],
Ponomarenko et al. exploited the color image database
TID2008 using a wide variety of known image quality
metrics by the rank correlations of Spearman and
Kendall. TID2008 database contains 1700 distorted
images and 17 different types of distortions. They evalu-
ated both full set of distorted test images in TID 2008
and for particular subsets of TID2008 that include dis-
tortions most important for digital image processing
applications. Under their investigation, MSSIM, PSNR-
HVS, and PSNR-HVS-M perform better correlation cor-
respondence of HVS where PSNR-HVS and PSNR-
HVS-M produce similar numerical results. In addition,
VIF and WSNR show consistent presentation behavior
under our study. Therefore, we will briefly explain sev-
eral used metrics in this article including peak signal-to-
Noise Ratios (PSNR), visual information fidelity (VIF),
structural similarity (SSIM), mean structural similarity
(MSSIM), the PSNR human visual system masking
metric (PSNR-HVS-M), and weighted signal-to-noise
ratio (WSNR) since several image quality measures will
be adopted in the payoff function under the game-theo-
retic architecture. The formulas of VIF, SSIM, MSSIM,
PSNR-HVS-M, and WSNR are explained in Appendix
for details.
(1) PSNR is the most commonly used quality mea-
sure for reconstruction of lossy compression codecs
such as image compression, image distortion, and so
on. The definition of PSNR is as following:
PSNR = 10log10(255
2/MSE) (1)
where MSE is the mean square error between origi-
nal and tested images. In general, typical values for
the PSNR in lossy image are between 30 and 50dB
[24] and a higher PSNR means that the tested image
is less degraded and provides a higher image quality.
(2) VIF is based on local mutual information which
measures how much information could flow from
the reference image through the image distortion
process to the human observer [22]. It uses natural
scene statistics modeling in conjunction with an
image-degradation model and the HVS model. The
VIF measure can have values in the range [1], with
VIF equal to 1 when the two compared images are
identical.
(3) SSIM is a method for measuring the similarity
between original and tested images [25]. Typically, it
is computed from three measurement comparisons:
luminance, contrast and structure with the window
sizes of 8 × 8. The window can be displaced pixel-
by-pixel on the image but the authors propose to
use only a subgroup of the possible windows to
reduce the complexity of the calculation. In practice,
one usually requires a single overall quality measure
of the entire image; thus, the mean SSIM index is
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computed to evaluate the overall image quality. The
SSIM can be viewed as a quality measure of one of
the images being compared, while the other image is
regarded as perfect quality. Similar to SSIM, the
MSSIM [25] method is a convenient way to incorpo-
rate image details at different resolutions. The
results of SSIM and MSSIM can be between 0 and
1, where 1 means excellent quality and 0 means
poor quality.
(4) PSNR-HVS-M is peak signal to noise ratio taking
into account of CSF and between-coefficient contrast
masking of DCT basis functions [26,27]. Similar to
PSNR, a higher PSNR-HVS-M value means that the
tested image is less degraded.
(5) WSNR [28] is a method, which uses the CSF as
the weighting function by defining WSNR as the
ratio of the average weighted signal power to the
average weighted noise power. As HVS is not equally
sensitive to all spatial frequencies, CSF is taken into
account where CSF is simulated by a low-pass or
band-pass frequency filter. Similar to PSNR, a higher
WSNR value means that the tested image is less
degraded.
3. The proposed approach
For visible watermarking techniques, robustness and
translucence are generally required; but they are unfor-
tunately conflicted with each other. If encoder increases
the energy of watermark to improve its robustness
against attack, the watermarked image will be more
degraded under such a scenario. Therefore, it is neces-
sary to find a balance position in order to keep the
image quality acceptable. To figure out the ideal strate-
gies in various situations by applying visible watermark-
ing between encoder and attacker, an example is shown
in Figure 2 where the amount of watermark embedding
intensity increases, the quality of watermark logo also
increases as well as the robustness against attacks. On
the other hand, the attacker degradation intensity is
decreased simultaneously. Accordingly, an equilibrium
condition exists when the ideal strategies are encoun-
tered for both sides.
In practice, the receiver will request the sender to
send the watermarked image again if the received image
quality is below an acceptable criterion. Such a condi-
tion forms a constraint for the application of visible
watermarking since the image feasibility is essential to
convince the receiver to take what is offered. In Figure
2, a horizontal dash line represents the acceptable image
quality requirement where the equilibrium condition for
both encoder and attack must above it. Otherwise, the
attacked watermarked image will be rejected by the
receiver. To fulfill our design methodology, we leverage
the study of COCOA [12] to adaptive COCOA (ACO-
COA) approach and develop a dynamic game-theoretic
architecture for the watermark embedding problem
which is described as a dynamic non-cooperative game
with complete information [4]. The ideal strategy devel-
oped in Section. 3.2 is defined by the Nash equilibrium
of the game [4]. The detailed information about ACO-
COA will be explained in the following.
3.1. The ACOCOA (adaptive content and contrast aware)
technique
HVS researches offer the mathematical models about how
human sees the world. Psychovisual studies have shown
that human vision has different sensitivity from various
spatial frequencies. Tsai [12] proposed the COCOA algo-
rithm with the consideration of HVS model by using the
CSF and NVF for the best quality of perceptual translu-
cence and noise reduction. However, the scaling factor
al,θ and embedding factor bl,θ of COCOA algorithm are
based on the CSF perceptual importance and wavelet basis
function amplitudes. They both need further flexibility to
fit the dynamic adjustment under game-theoretic architec-
ture where encoder can make different decisions. There-
fore, we propose an ACOCOA technique which modifies
the perceptual weighting as following:
αλ,θ = 1 − 0.7βλ,θ (2)
βλ,θ =
{
1 − NVFx,y , if 1 − NVFx,y < P × Tλ,θ ,
P × Tλ,θ otherwise (3)
Tλ,θ =
{
Aλ,θ , if Aλ,θ < Gλ,θ ,
Gλ,θ otherwise
(4)













Attacker: Attacker degradation intensity
Encoder: Watermark embedding intensity
Figure 2 The illustration of equilibrium condition for the
strategies between encoder and attacker.
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Here, Tl,θ is the perceptual weight which is deter-
mined by basis function amplitudes and CSF masking in
order to avoid adding too much energy in the low fre-
quency subbands. rl,θ is the perceptual weight in [18]. l
is the DWT level and θ is the orientation, and NVF is
the characteristic of the local image properties. P is the
watermark weighting factor in the range of [1] where a
higher P value means that host image has stronger
watermark embedded. Table 1 shows Al,θ for a 5-level
9/7 DWT from [12]. Table 2 shows Gl,θ values after a
5-level wavelet pyramidal decomposition, which are cal-
culated by Equation 5. Figures 3 and 4 illustrate rl,θ and
Tl ,θ values in different DWT level and orientation,
respectively.
In order to further improve the application of block
classification by simply categorizing three type blocks in
[18], the local and global characteristics in DWT
domain is considered. In ACOCOA scheme, a stochastic
image model for watermark embedding is adopted by




w(x, y) + σ 2I
(6)
w(x, y) = γ [η(γ )]γ
1∥∥r(i, j)∥∥2−γ and σ 2I are the global






−uut−1du (gamma function) and
r(x, y) = (I(x, y) − I(x, y))/σI, g is the shape parameter,
and r(x, y) is determined by the local mean and the
local variance. For most of real images, the shape para-
meter is in the range 0.3 ≤ g ≤ 1.
In our scheme, we use the stationary GG model in the
embedding stage, and the estimate shape parameter for
g = 0.65, and width of window is 1. Regarding the visible
watermarking algorithm, the algorithm in [12] is modi-
fied based on the consideration of the image quality
where the controlling parameters of watermark embed-
ding are selected. The watermarking procedures are
briefly described as following and the flow chart is
shown in Figure 5.
(1) The host color image is converted in the color
space domain from RGB to YCrCb.
(2) By using Bi9/7 filter, compute the 5-level 2-D
wavelet coefficients of Y component from host color
image and grayscale watermark image.
(3) Modify the DWT coefficients of the host image
by using the following equation:
Iwx,y = αλ,θ × Ix,y + (βλ,θ + NVFx,y × K) × wx,y (7)
Note: (x,y) indicates the spatial location. I and w are
the decomposed wavelet coefficients of the host
image and the watermark image. NVFx,y is defined in
Equation 6 and the relationship of al,θ and bl,θ are
defined in Equations 2 and 3. The constant K value
is 0.08.
(4) Inverse transform the DWT coefficients of the
host image to obtain a watermarked image.
Table 1 Basis function amplitudes for a 5-level 9/7 DWT
[12]
Orientation Level
1 2 3 4 5
LL 0.62171 0.34537 0.18004 0.09140 0.045943
HL 0.67234 0.41317 0.22726 0.11792 0.059758
LH 0.67234 0.41317 0.22726 0.11792 0.059758
HH 0.72709 0.49428 0.28688 0.15214 0.077727
Table 2 CSF masking with 11 unique weights for a 5-
level wavelet pyramidal decomposition
Orientation Level
1 2 3 4 5
LL 0.23563
HL 0.46750 0.12674 0.07963 0.26699 0.27694
LH 0.46750 0.12674 0.07963 0.26699 0.27694



















Figure 3 DWT CSF mask with 11 unique weights in different
DWT level and orientation [18].
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3.2. A game-theoretic architecture design for visible
watermarking system
Take the ACOCOA algorithm as an example and the
formula from Equation 7 where Ix,y, I
w
x,y, and wx,y are the
(x,y)th pixels of the host image, the watermarked image,
and the visible logo image, respectively. al,θ in Equation
2 and bl,θ in Equation 3 are the two weighting factors
that contain the adjustable parameter value of P for host
image and watermark intensity. While the image quality
of Iwx,y is a constraint during the watermark embedding,
the selection of al,θ and bl,θ will be critical points since
they will determine the expected image quality of Iwx,y.
After the watermark embedding stage, encoder will send
the watermarked image to the receiver via Internet or
other communication channels, while the attackers
would try various ways to remove or destroy the water-
mark if they can intercept the transmission. Under such
scenario, the robustness of the watermarking technique
is essential to protect the intellectual property. There-
fore, the visible watermark embedding action can be sta-
ted as a non-cooperative game where individual player
decides the strategy to cope with the different situations.
We adopt the definition of Nash equilibrium in [29].
Suppose that there are N players in a game. Let Xi
denote the set of possible strategies for player i. Vi(s1, ...
sN) denotes player i’s payoff function where s1, ... sN are
the strategies chosen by players 1, ..., N,respectively. An







s∗1 ∈ Xi is the equilibrium strategy of player i and the







mized, for all x Î Xi. That is, in Nash equilibrium, a
player’s equilibrium strategy is the best response to the
belief where the other players will also adopt their Nash
equilibrium strategies.
There are two stages in Nash equilibrium. First, each
player’s optimal strategy is identified in response to
what the other players might do. This is done for every
combination of strategies by the other players. Second,
Nash equilibrium is identified when all players are play-
ing their optimal strategies simultaneously, and every
player’s strategy is ideal given under the other players
use their equilibrium strategy. If both the set of players
and set of strategies are not infinite, at least one such
equilibrium exists in any time.
This study proposes a security architecture of water-
marking system, which is based on the game theory and
extended from Figure 1 as the generic structure for visi-
ble watermark embedding processes. A game-theoretic
architecture consists of four main parts where the roles
and functions are defined below:
(1) a set of players;
(2) for each player, each has a set of strategies/
actions;
(3) for each player, there is existing a payoff function
to evaluate the gain/profit associated with the
adopted strategy/action;
(4) for each player, there are a set of constraints.
Figure 6 demonstrates the complete flow diagram of
the game-theoretic architecture design for two players–
encoder vs. attacker for the visible watermarking techni-
que. The encoder and attacker player will design a pay-
off function to estimate the gain/profit in order to select
the best strategies/actions in the watermarking game. In
the mean time, the acceptable image quality is the con-
straint for both players. That is, the system will request
to recreate a watermarked image if the image quality is
below the acceptable level. The detailed description of
each parts of the game-theoretic architecture for visible
watermarking is as following:
(1) Players
In this case, there are two players in the game
security system. One player is the encoder player
and the other one is the attacker player.
(2) Strategies/actions
Due to the dynamic property during the water-
mark embedding stage, there are certain strate-
gies/actions for each player to determine the best
parameters based on its own interest. Let Vi and
Vj denote the state of encoder and attacker
players. The set of strategies for encoder player
is Vi(s1, ...sN) where s1, ...sN are N different
parameter/strategy selections for watermarking



















Figure 4 Tl,θ in different DWT level and orientation.
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attacker adopts the technique to remove or
destroy the watermark from the watermarked
image. Here, the set of actions for attacker player
is Vj(s1, ...sM) where s1, ...sM are equivalent to M
different parameter/strategy selections for attack-
ing algorithm.
(3) Payoffs
The payoffs represent the welfare of the players
at the end of the game. They are on the basis of
each player choosing his strategy and the payoff
function of a player is defined as the total profit/
gain. From encoder player point of view, the
image quality between the host image and the
watermarked image is critical since the encoder
need to reserve the highest fidelity after water-
mark embedding. Based on the quality assess-
ment metric study of Ponomarenko et al [23], we
apply four quality assessment metrics that pro-
duce reasonably good results from [23], such as
MSSIM, VIF, PSNR-HVS-M, and WSNR. In
addition, the correlation between the logo water-
mark and the extracted watermark after attack is
also important since the robustness of the water-
mark embedding technique is critical for the
encoder player. Therefore, four image quality
assessment metric and correlation functions will
be adopted in the payoff function for encoder
player.
The payoff function f1 of encoder player is
defined as a weighted sum of the strategy profiles
eM (quality assessment metric) where m is from
1 to 4 and e5 (correlation). The complete
formula of f1 is shown in Equation 8













































Figure 5 The flow chart of the proposed visible watermarking approach.
Tsai and Liu EURASIP Journal on Advances in Signal Processing 2011, 2011:48
http://asp.eurasipjournals.com/content/2011/1/48
Page 8 of 22
where
e5(N,M) = correlation((Iw − I),w)N,M,
e5(N,M) = correlation((Iw − I),w)N,M,0 ≤ W1 ≤ 1, 0
≤ W2 ≤ 1, and W1 + W2 = 1.
em represents image visual quality metric where
e1 is MSSIM, e2 the VIF, e3 the PSNR-HVS-M,
and e4 the WSNR. W1 and W2 are the weighting
parameters for image quality and the robustness
of watermark respectively in Equation 8.
The meaning of em(.,M) represents the payoff value
of a certain M for whole set of N where N is
from 1 to NMax.
Note:
I is the original host image; w is the logo water-
mark; and Iw is watermarked image.
In order to achieve the objective of encoder
player’s evaluation, the payoff should get a
balanced function value between the intensity of
embedded watermark and the perceptual translu-
cence for watermark. Therefore, the payoff func-
tion f1 is defined as a normalized operation from
four quality assessment metrics (MSSIM, VIF,
PSNR-HVS-M, and WSNR) and correlation
where the encoder’s best strategy is
f ∗1 = argmax f1 (.,M).
In the similar way, the same quality assessment
metrics (MSSIM, VIF, PSNR-HVS-M, and
WSNR) used for the payoff function of the enco-
der are evaluated here for the attacker player
since the image quality between the watermarked
image and the attacked watermarked image is
decisive for the receiver. That is, the attacker
expects that the receiver will not be conscious of
the action of attacks. Therefore, the image qual-
ity plays an important role for the payoff func-
tion f2 of attacker player and the formula is
defined in Equation 9. Compared Equations 8
with 9, there is no correlation component in
Equation 9 since the attacker does not have the
original watermark logo for comparison.






en( N,M ) − min(en( N, . ))
max(en( N, . )) − min(en( N, . ))
(9)
where





Note: en represents image visual quality metric
where e1 is MSSIM, e2 is VIF, e3 is PSNR-HVS-
M, and e4 is WSNR.
The meaning of en(N,.) represents the payoff value
of a certain N for whole set of M where M is
from 1 to Mmax.
Note: Iw is watermarked image and I′w is the
attacked watermarked image.
Accordingly, the payoff function f2 is defined as a
normalized operation from four quality assess-
ment metrics where the attacker’s best strategy is
f ∗2 = argmin f2 (N, .).
(4) The constraints
From the receiver point of view, the received
image must be above an acceptable image quality
which is the horizontal line as shown in Figure
2. This becomes the same requirement of the
watermarking game for encoder and attacker to
make an acceptable watermarked image to recei-
ver. Therefore, the encoder’s payoff function
should be higher than average value with no
attack which can be described as f1 (N,1) ≥ 0.5..
On the other hand, the attacker has various
actions so we set a constraint μ value where μ
defined in Equation 10 is the average value of















We adopt the concept of the Nash equilibrium
and analyze the strategies/actions of the players
in the watermarking system. If there has a solu-
tion profile
(f ∗1 , f
∗
2 ) = (argmax(f1 (.,M)), argmin(f2 (N,.))), we
can say (f ∗1 , f
∗
2 ) is an equilibrium condition result
of the game-theoretic architecture for visible
watermarking.
4. Experimental results
The proposed ACOCOA visible watermarking algorithm
and game-theoretic architecture have been implemented
and intensively tested by using the commonly available
color images from USC image database [30] with 512 ×
512 images. The image quality metrics for the payoff
function are available at the following website: MeTriX
MuX Visual Quality Assessment Package [31]. The
grayscale watermark of logo image adopted in the
experiments is the school logo shown in Figure 1a. Dif-
ferent signal processing and geometric attacks have been
thoroughly tested. Due to the limit of enough space to
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tabulate all attacks, the experimental results show simi-
lar behavior which provides the best selection of Nash
equilibrium condition under different attacks. The per-
formance analysis can be categorized as follows.
4.1. JPEG2000 compression
Here, we tabulate all details of strategies/actions for enco-
der and attacker using JPEG2000 compression as attack-
er’s action. Such procedures can be applied to any
different attack. The actions for encoder player are Vj(s1, ...
sN) where s1, ...sN are different watermark weightings of
0.0, 0.1, 0.2,..., 1.0 for bl,θ. On the other hand, the actions
for attacker player are Vj(s1, ...sM) where s1, ...sM are
equivalent to compression ratio of no compression, 0.1,
0.09, ..., 0.01 for total 11 states. The meaning of compres-
sion ratio like 0.01 represents 100:1 between the uncom-
pressed image and compressed image. Other settings from
0.1 to 0.02 are with the same operation.
It is the assumption here that the encoder knows the
potential attack and it will apply the game theory to
obtain the best strategy for watermark embedding.
Through detailed examination, the watermark robustness
plays an important role for the payoff function so we set
the two weighting parameters W2 = 0.6 and W1 = 0.4 for
Equation 8.
The performance summaries by different encoder’s
strategies and attacker’s actions for Lena image of
MSSIM, VIF, PSNR-HVS-M, WSNR, and Correlation
are demonstrated in Figure 7. The results reveal that the
values of the four image quality metrics and correlation
are decreasing while the compression ratio is increasing.
On the other hand, the correlation values are increasing
while the embedded watermark is stronger for different
encoder strategy. Table 3 illustrates the encoder’s pay-
offs f1(N,M) where N and M are from 1 to 11, respec-
tively, and the best selection for each attacker action
occurs among different encoder strategy. In the mean
time, the best selection characterizes the goal of the
encoder for not only achieving the highest perceptual
image quality but also enduring the watermark robust-
ness against the attacker.
From the attacker’s viewpoint, it is reasonable to
assume that the watermarking algorithm is unknown to































Encoder SN Attacker SM
Figure 6 The complete flow diagram of visible watermarking system under the proposed game-theoretic architecture for two players.
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attacker wants to undermine the watermark but to
maintain the attacked image with acceptable image qual-
ity. Table 4 illustrates the attacker’s payoffs f2(N,M)
where N and M are from 1 to 11, respectively, and the
best selection for each encoder strategy occurs among
different attacker’s action.
Table 5 demonstrates the equilibrium condition from
the encoder’s payoffs and the attacker’s payoffs under
the game-theoretic system security design. With the
constraint of attacked watermarked image, the equili-
brium condition occurs at the state of (N,M) = (7, 7) for




Figure 7 Performance summaries by different encoder’s strategies and attacker’s actions for Lena image of (a) MSSIM, (b) VIF,
(c) PSNR-HVS-M, (d) WSNR, and (e) Correlation.
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28.10dB image quality under JPEG2000 compression
with the compression ratio of 100:5 attack with f1 value
of 0.69. Similar game-theoretic design for Tiffany image
is also performed and tabulated in Table 6. With the
constraint of attacked watermarked image, the equili-
brium condition occurs at the state of (N,M) = (6, 8) for
Tiffany image which is equivalent to 35.03dB image
quality under 100:5 JPEG2000 compression attack with
f1 value of 0.70.
In Table 7, we tabulate the visual quality performance
of Lena and Tiffany images before and after JPEG 2000
compression at compression ratio 100:3. There are three
rows for both images. The ‘before’ row means that the
image quality measure values are compared between the
original image and the watermarked image. The ‘after’
row means the values of image quality measure are
compared between the original image and the attacked
watermarked image. The ‘after(wm)’ row means the




1 2 3 4 5 6 7 8 9 10 11
N
Encoders
1 0.400 0.400 0.400 0.400 0.400 0.400 0.400 0.400 0.398 0.400 0.389
2 0.830* 0.541 0.529 0.523 0.521 0.513 0.509 0.499 0.491 0.455 0.473
3 0.809 0.634 0.620 0.604 0.600 0.586 0.581 0.567 0.546 0.520 0.486
4 0.789 0.682 0.667 0.655 0.647 0.638 0.635 0.609 0.586 0.555 0.567
5 0.762 0.702 0.696 0.687* 0.690* 0.682* 0.675 0.652 0.635 0.616 0.590
6 0.734 0.704* 0.697* 0.683 0.685 0.681 0.684 0.676 0.663 0.618 0.611
7 0.706 0.700 0.688 0.676 0.678 0.675 0.689* 0.681* 0.681 0.644 0.621
8 0.679 0.680 0.673 0.658 0.655 0.666 0.671 0.656 0.684* 0.623 0.634*
9 0.652 0.656 0.644 0.639 0.645 0.656 0.656 0.641 0.684 0.644 0.623
10 0.626 0.629 0.626 0.625 0.633 0.635 0.623 0.620 0.636 0.647* 0.573
11 0.600 0.600 0.600 0.600 0.600 0.600 0.600 0.600 0.600 0.600 0.612
Note: * means the best selection from encoder’s payoffs.




1 2 3 4 5 6 7 8 9 10 11
N
Encoders
1 1.000* 0.602 0.579 0.554 0.518 0.497 0.456 0.391 0.330 0.211 0.000
2 1.000 0.795 0.759 0.721 0.674 0.639* 0.586 0.504 0.430 0.251 0.000
3 0.946 0.914 0.869 0.825 0.775 0.739 0.678* 0.582 0.489 0.305 0.000
4 0.829 0.940 0.874 0.841 0.790 0.760 0.691* 0.586 0.490 0.303 0.000
5 0.741 0.960 0.908 0.862 0.827 0.786 0.713* 0.608 0.510 0.332 0.000
6 0.653 0.977 0.913 0.869 0.828 0.779 0.711* 0.611 0.522 0.329 0.000
7 0.572 0.996 0.934 0.894 0.857 0.783 0.722* 0.616 0.523 0.337 0.000
8 0.487 1.000 0.945 0.908 0.850 0.788 0.699* 0.586 0.520 0.317 0.000
9 0.413 1.000 0.941 0.925 0.877 0.793 0.674* 0.589 0.531 0.332 0.005
10 0.374 1.000 0.968 0.948 0.908 0.802 0.665* 0.604 0.504 0.363 0.015
11 0.303 1.000 0.975 0.953 0.884 0.764 0.664* 0.602 0.473 0.338 0.037
Note:
(1) The constraint for attacker of acceptable image quality μ = 0.626.
(2) The bold numbers mean the values are large than the constraint.
(3) * means the best selection from attacker’s payoffs.
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1 2 3 4 5 6 7 8 9 10 11
N
Encoders
1 0.40 1.00* 0.40 0.60 0.40 0.58 0.40 0.55 0.40 0.52 0.40 0.50 0.40 0.46 0.40 0.39 0.40 0.33 0.40 0.21 0.39 0.00
2 0.83* 1.00 0.54 0.80 0.53 0.76 0.52 0.72 0.52 0.67 0.51 0.64* 0.51 0.59 0.50 0.50 0.49 0.43 0.46 0.25 0.47 0.00
3 0.81 0.95 0.63 0.91 0.62 0.87 0.60 0.83 0.60 0.78 0.59 0.74 0.58 0.68* 0.57 0.58 0.55 0.49 0.52 0.31 0.49 0.00
4 0.79 0.83 0.68 0.94 0.67 0.87 0.66 0.84 0.65 0.79 0.64 0.76 0.64 0.69* 0.61 0.59 0.59 0.49 0.56 0.30 0.57 0.00
5 0.76 0.74 0.70 0.96 0.70 0.91 0.69* 0.86 0.69* 0.83 0.68* 0.79 0.68 0.71* 0.65 0.61 0.64 0.51 0.62 0.33 0.59 0.00
6 0.73 0.65 0.70* 0.98 0.70* 0.91 0.68 0.87 0.69 0.83 0.68 0.78 0.68 0.71* 0.68 0.61 0.66 0.52 0.62 0.33 0.61 0.00
7 0.71 0.57 0.70 1.00 0.69 0.93 0.68 0.89 0.68 0.86 0.68 0.78 0.69* 0.72* 0.68* 0.62 0.68 0.52 0.64 0.34 0.62 0.00
8 0.68 0.49 0.68 1.00 0.67 0.95 0.66 0.91 0.66 0.85 0.67 0.79 0.67 0.70* 0.66 0.59 0.68* 0.52 0.62 0.32 0.63* 0.00
9 0.65 0.41 0.66 1.00 0.64 0.94 0.64 0.93 0.65 0.88 0.66 0.79 0.66 0.67* 0.64 0.59 0.68 0.53 0.64 0.33 0.62 0.01
10 0.63 0.37 0.63 1.00 0.63 0.97 0.63 0.95 0.63 0.91 0.64 0.80 0.62 0.67* 0.62 0.60 0.64 0.50 0.65* 0.36 0.57 0.02
11 0.60 0.30 0.60 1.00 0.60 0.98 0.60 0.95 0.60 0.88 0.60 0.76 0.60 0.66* 0.60 0.60 0.60 0.47 0.60 0.34 0.61 0.04
Note:
(1) The constraint for attacker of acceptable image quality μ = 0.626.
(2) * means the best selection from encoder’s or attacker’s payoffs.






















1 2 3 4 5 6 7 8 9 10 11
N
Encoders
1 0.40 1.00* 0.40 0.59 0.40 0.57 0.40 0.53 0.40 0.50 0.40 0.48 0.40 0.44 0.40 0.38 0.40 0.30 0.40 0.19 0.39 0.00
2 0.81 1.00 0.54 0.74 0.52 0.69 0.53 0.66 0.52 0.62* 0.52 0.60 0.51 0.55 0.49 0.46 0.49 0.36 0.48 0.23 0.45 0.00
3 0.84* 0.97 0.65 0.88 0.63 0.84 0.62 0.77 0.61 0.72 0.61 0.70 0.59 0.65* 0.58 0.56 0.55 0.43 0.52 0.26 0.50 0.00
4 0.81 0.86 0.69 0.93 0.69 0.89 0.68 0.83 0.67 0.78 0.66 0.75 0.64 0.68* 0.64 0.60 0.61 0.45 0.58 0.29 0.54 0.00
5 0.77 0.74 0.71* 0.96 0.70* 0.90 0.69* 0.83 0.69 0.79 0.69 0.77 0.68 0.71 0.68 0.61* 0.64 0.46 0.62 0.30 0.60 0.00
6 0.74 0.63 0.71 0.98 0.70 0.92 0.69 0.86 0.70* 0.83 0.69* 0.81 0.70* 0.72 0.70* 0.63* 0.67* 0.48 0.64 0.31 0.63* 0.00
7 0.71 0.54 0.69 1.00 0.69 0.92 0.68 0.89 0.68 0.86 0.68 0.81 0.68 0.71* 0.69 0.60 0.67 0.48 0.66 0.33 0.61 0.00
8 0.68 0.43 0.68 1.00 0.67 0.92 0.67 0.89 0.67 0.87 0.67 0.81 0.67 0.70* 0.68 0.56 0.66 0.46 0.67* 0.32 0.62 0.00
9 0.65 0.34 0.65 1.00 0.65 0.93 0.64 0.91 0.64 0.87 0.65 0.82 0.66 0.71* 0.67 0.57 0.65 0.47 0.66 0.32 0.61 0.01
10 0.63 0.27 0.62 1.00 0.62 0.93 0.62 0.92 0.62 0.89 0.62 0.80 0.63 0.67* 0.63 0.54 0.63 0.48 0.63 0.32 0.60 0.03
11 0.60 0.20 0.60 1.00 0.60 0.95 0.60 0.93 0.60 0.89 0.60 0.79 0.60 0.65* 0.60 0.54 0.60 0.49 0.60 0.31 0.60 0.04
Note:
(1) The constraint for attacker of acceptable image quality μ = 0.609.
(2) * means the best selection from encoder’s or attacker’s payoffs.


















image quality measure values are compared between the
watermarked image and the compressed watermarked
image (attacked image). From Table 7, the visual image
quality measures of MSSIM, VIF, PSNR-HVS-M, and
WSNR for ACOCOA are better than those of method
[18] and [12]. To further investigate the attack effect of
compression, the visual difference can be illustrated in
Figure 8 and by the close-up comparison in Figure 9.
We observe that the watermark patterns for Figure 8d
and 8h are still with sharp edges and the logo water-
mark can be clearly and easily identified by human eyes
for Figure 9f and 9l. Therefore, from the experimental
results, we demonstrate the ACOCOA technique that is
with flexibility and robustness under game-theoretic
architecture. Further studies for other images are also
performed and we can see similar results for visual
image quality measure values and visual comparison.
4.2. Median filter
Applying the same approaches under proposed game-
theoretical architecture, the attacks in StirMark [32]
have been thoroughly tested and we have found that the
experimental results show similar behavior, which pro-
vides the best selection of Nash equilibrium under dif-
ferent attacks. Due to the limited space to tabulate all
attacks, we only explain median filter attack here but
the scheme can be applied for other attacks.
Here the actions for encoder player are Vi(s1, ...,sN)
where s1, ...sN are different watermark weightings of 0.0,
0.1, 0.2, ..., 1.0 for bl,θ. On the other hand, the actions
Table 7 Performance summaries of watermarked color images before and after JPEG 2000 compression at
compression ratio 100:3
Method MSSIM VIF PSNR-HVS-M (dB) WSNR (dB)
A(1) A(2) A(3) B(1) B(2) B(3) C(1) C(2) C(3) D(1) D(2) D(3)
Lena
Before 0.933 0.943 0.973 0.693 0.599 0.718 22.685 27.462 30.056 21.598 28.129 29.592
After 0.912 0.927 0.954 0.326 0.306 0.357 22.092 26.420 28.036 21.213 27.337 28.100
After (wm) 0.971 0.969 0.968 0.467 0.465 0.378 32.047 31.605 31.859 34.588 34.276 34.478
Tiffany
Before 0.910 0.931 0.975 0.664 0.572 0.733 24.008 27.869 32.861 27.167 32.968 36.949
After 0.885 0.910 0.952 0.287 0.273 0.344 23.625 27.186 30.286 27.039 32.453 35.031
After (wm) 0.966 0.964 0.966 0.453 0.451 0.364 32.364 32.016 32.712 38.579 38.572 39.148
Note: A, B, C, and D are image quality metric of MSSIM, VIF, PSNR-HVS-M, and WSNR, respectively.
(1) is Huang and Tang’s method [18].
(2) is Tsai’s method [12].
(3) is the proposed ACOCOA approach.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 8 The visual quality comparison of original and watermarked images. (a), (e) are original Lena and Tiffany images, respectively. (b),
(f) are watermarked images by method [18]. (c), (g) are watermarked images by method [12]. (d), (h) are watermarked images by the ACOCOA
technique.
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for attacker player are Vi(s1, ...,sM) where s1, ...,sM are
equivalent to filtering ratio of no filtering, 1 × 1, 3 × 3,
5 × 5, 7 × 7, 9 × 9, 11 × 11 for total seven states under
game-theoretic architecture. In Table 8, it is clear that
the image quality measure values using ACOCOA tech-
nique perform better than those using method [12] and
[18] under median filtering. Therefore, the data support
that the proposed method is with flexibility and
robustness.
4.3. Image recovery and watermark removal attack
To further examine ACOCOA’s robustness, we have
implemented the method of watermark removal attack
[33] for comparison. Figure 10 illustrates the results of
the image recovery attack by method [12,18] and ACO-
COA. In Figure 10, the logo pattern by method [18] is
completely removed but the contours of logo pattern by
method [12] and ACOCOA still exist. By using ACO-
COA with game-theoretic architecture, we can easily
find the best parameters for visible watermarking tech-
nique. In summary, the proposed technique can resolve
the issue for watermark encoder to obtain the best
watermarking strategy under attacks.
4.4. Discussions
There are several issues that the authors would like to
address in this session on game-theoretic architecture
for ACOCOA technique.
(1) Multiple equilibrium conditions
In theory, it is possible to have multiple equilibrium





Figure 9 The visual quality comparison of close-ups for Lena and Tiffany images after JPEG 2000 compression. (a), (g) are watermarked
images by method [18]. (b), (h) are watermarked images by method [12]. (c), (i) are watermarked images by the ACOCOA technique. (d), (j) are
watermarked images by method [18] after JPEG 2000 compression. (e), (k) are watermarked images by method [12] after JPEG 2000
compression. (f), (l) are watermarked images by the ACOCOA technique after JPEG 2000 compression.
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clarify such assumption, experimental results of
best selections for Peppers, Baboon, and Splash
under JPEG2000 attack are listed in Table 9 and it
is true that there exist multiple equilibrium condi-
tions. Take Peppers as an example, (7, 7) means
weighting factor is 0.6 and compression ratio is
100:5 since there are 11 different weighting actions
of 0.0, 0.1, 0.2,..., 1.0 for encoder player and 11
states for compression attacks. Similarly, (6, 8)
means weighting factor is 0.5 and compression
ratio is 100:4. When the multiple solutions exist in
this study, the security concern has higher priority
than the image quality. Therefore, the selection of
(7, 7) outweighs (6, 8) and the underlined selection
is the final choice in Table 9. Consequently, same
approach is applied for Baboon and Splash images.
(2) New types of attack actions
While the technology improves continuously,
there are always new types of attacks for the visi-
ble watermarking. Under such situation, the
Table 8 Performance summaries of watermarked color images before and after 7 × 7 median filtering
Method MSSIM VIF PSNR-HVS-M (dB) WSNR (dB)
A(1) A(2) A(3) B(1) B(2) B(3) C(1) C(2) C(3) D(1) D(2) D(3)
Lena
Before 0.933 0.943 0.973 0.693 0.599 0.718 22.685 27.462 30.056 21.598 28.129 29.592
After 0.888 0.913 0.923 0.255 0.256 0.272 16.772 18.914 18.497 15.857 18.329 17.766
After (wm) 0.946 0.940 0.942 0.535 0.512 0.501 20.260 20.231 20.186 20.718 20.463 20.586
Tiffany
Before 0.910 0.931 0.975 0.664 0.572 0.733 24.008 27.869 32.861 27.167 32.968 36.949
After 0.867 0.929 0.904 0.203 0.209 0.215 19.184 19.405 18.704 23.219 23.484 22.518
After (wm) 0.940 0.904 0.929 0.548 0.510 0.492 19.565 19.681 19.715 23.798 23.935 24.101
Note: A, B, C, and D are image quality metric of MSSIM, VIF, PSNR-HVS-M, and WSNR, respectively.
(1) is Huang and Tang’s method [18].
(2) is Tsai’s method [12].
(3) is the proposed ACOCOA approach.
(a) (b) (c)
(d) (e) (f)
Figure 10 The visual quality comparison of close-ups between watermarked images and the watermarked images after image
recovering. (a) is the watermarked image by method [18]. (b) is the watermarked image by method [12]. (c) is the watermarked image by
ACOCOA technique. (d) is the watermarked image by method [18] after image recovering. (e) is the watermarked image by method [12] after
image recovering. (f) is the watermarked image by the ACOCOA technique after image recovering.
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proposed game theoretic architecture is universal
and can be used ubiquitously. Therefore, the
encoder can simulate the attacker’s actions to get
the best selection of Nash equilibrium condition.
(3) Multiple attack actions
It is possible that the watermarked image suffers
multiple attacks through the communication
channel and the encoder can still apply the
game-theoretic architecture to simulate the mul-
tiple attacks in order to obtain the best selection
among the attacks. For example, the image can
be under JPEG2000 compression attack first and
then median filtering attack later. Under such
scenario, the joint attack will degrade the image
further compared with single attack. Accordingly,
the attackers should adjust the settings for multi-
ple attacks in order to preserve the acceptable
image quality. Otherwise, the image will be
requested to resend if the image quality is below
the threshold as shown in Figure 2.
(4) The weighting parameters
The weighting parameters W1 and W2 in Equa-
tion 8 are 0.4 and 0.6, respectively, in this study
which are obtained empirically. Even the encoder
can flexibly choose those parameters, more sys-
tematical analyses regarding the relationship
between image quality and watermark robustness
are suggested for future studies. For example,
human objective evaluation can be collected for
different parameter settings during the use of the
game-theoretic security system. Therefore, the
sensitivity of parameters between the original
image, watermarked image and attacked image
can be evaluated by the analysis of variance
(ANOVA) technique in order to get the systema-
tic influence values of the correlation coefficients.
(5) The equal weightings of quality assessment
metrics for payoff functions in Equations 8 and 9.
Here, we assume that each quality assessment
metric for payoff function has the equal weight-
ing. However, such assumption is adaptable since
the quality metrics may play unequal importance
for Equations 8 and 9 under the game-theoretic
architecture. Since there is no such discussion
available during the literature survey, this topic
could be further investigated as the further
research.
(6) Selected best parameters for different attacks
Due to the constraints of image quality require-
ment as shown in Figure 2, the Nash equilibrium
will be achieved under attack for best parameters
selection based on the game-theoretic architec-
ture. For example, the parameters selected under
JPEG 2000 compression are still efficient for
other attacks even they may not be the best
selection under certain circumstances. If the
decision maker wants to obtain a better water-
marked image to against the specific attack, the
proposed game-theoretic architecture is still the
best approach to obtain the most efficient para-
meters under constraints.
(7) The computation time for using game-theoretic
architecture for ACOCOA watermarking
The computation time for using game-theoretic
architecture is determined by each player’s stra-
tegies/actions and payoffs. The whole complexity
should be examined by calculating each indivi-
dual visual quality metric’s computation.
For VIF, the fastest way of computing the deter-
minant of a matrix is actually to use good old
Gaussian elimination [34]. The determinant of a
triangular matrix is simply the product of the
diagonal elements. Every matrix can be reduced
to a triangular matrix through elementary row
operations, and all of these change the determi-
nant in an easily predictable manner. The com-
plexity of VIF is closely related with Equations
A2 and A4 and the total amount of calculation
approximately equals to the image size (we can
use static array to store the results). Thus, the
complexity of variance takes O(n2) computation
and the natural logarithm operation also takes
roughly O(log n). Hence, the complexity of
mutual information between X and its perceptual
image Y can be computed as O(n3logn) (O(n •
n2 • logn)) ≈ O(n2 • logn) for n × n image size.
Regarding the complexity of MSSIM, Equation
A7 is determined by the global mean, the global
variance, the local mean, the local variance, and
global covariance. The complexity of global
mean, global variance, and global covariance are
≈ O(n2). The complexity of local mean and the
local variance is ≈ O(l2), l = 2L + 1 is the win-
dow size. In this study, the window size is 8 × 8.
Thus, the total amount of calculation approxi-
mately equals to the image size and the overall
time complexity for MSSIM is no more than O
(n2) (O(n2 + l2) ≈ O(n2)) since image width n is
Table 9 Summary of best selections under JPEG2000






Note: The underline means the final selection under multiple equilibrium
conditions.
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much larger than l). Consequently, WSNR and
correlation have similar operations with the same
complexity of O(n2). On the other hand, PSNR-
HVS-M utilizes the weighted energy of DCT
coefficients of an 8 × 8 image block. By using
the fast cosine transform algorithms, the com-
plexity of DCT could be as low as O(nlogn) and
the total complexity of PSNR-HVS-M will be ≈
O(n2 • nlogn) = O(n3 log n). In summary, Table
10 tabulates the complexity for each image visual
quality metric adopted in this study.
From our simulation of JPEG 2000 compression,
encoder player has N = 11 strategies and its pay-
off needs to calculate five different values of
image quality (MSSIM, VIF, PSNR-HVS-M,
WSNR, and correlation). In the mean time,
attack player has M = 11 strategies and its payoff
needs to calculate four different values of
image quality (MSSIM, VIF, PSNR-HVS-M, and
WSNR).
In Table 11, we tabulate the average computation
time for each image visual quality metric by
using a 512 × 512 testing image. The whole loop
of game-theoretic architecture for ACOCOA by
considering JPEG2000 attack will take about
1592.463 seconds (26.54 min) under Intel Core2
Quad CPU 2.66GHz, 2G RAM computer. The
computation is performed by using Matlab soft-
ware which can be further optimized by using
low level language like C or C++ and parallel pro-
cessing (cloud computing) to speed up the
computation.
5. Conclusions
The researchers have been working hard to pursue the
visible digital watermarking techniques for copyright
protection. There are two essential characteristics: first,
robustness for common signal processing operations
and the second, perceptual translucence of the water-
mark with acceptable image quality. Since these two
issues are correlated closely, how to find the best para-
meter settings has become a critical factor for the water-
marking applications.
In order to resolve these concerns, the ACOCOA
technique and a security watermarking system, which is
based on game-theoretic approach that provides the
best selection for the decision maker, are proposed by
studying the effect of transmission power on intensity
and perceptual efficiency. The game-theoretic architec-
ture helps us to analyze the watermarking competition
game between the encoder and the attacker. In the
mean time, it also provides the solution to acquire the
best selection between watermark transparency and
robustness for digital contents in different strategies/
actions with complete information in the dynamic non-
cooperative situations.
After thorough simulation and examination, the
experimental results demonstrate that the proposed
scheme can provide the useful information for the
encoder to determine the best watermarking strategy.
On the other hand, further investigations of research
topics are suggested to get more precise inter-relation-
ship among constituted components of payoff functions
for the players. In summary, the proposed game-
theoretic technique provides a useful decision metho-
dology for encoder who can make the best selection
among choices. Accordingly, our research could help
each player to maximize its utility benefits under dif-
ferent situation and resolve the security issue of visual
communication.
Appendix
Formulas of image quality measures
Here are the brief descriptions of the image quality mea-
sures (IQM) formulas used for payoff function in this
study. Interested readers should refer the references for
the detailed information.
A.1. VIF [22,35]
VIF is an image quality assessment approach based on
information theory. In reference [22], Sheikh et al.
defined the HVS as a typical additive noise channel. An
image X is treated as a random signal and sent in at one
end. The other end, the brain, receives the visual infor-
mation Y, which is defined in Equation A1.
Y = X + V (A1)
Table 10 The complexity of image visual quality metric
for a n × n testing image
Image visual quality metric Complexity
VIF ≈ O(n3log n)
MSSIM ≈ O(n2)
PSNR-HVS-M ≈ O(n3 log n)
WSNR ≈ O(n2)
Correlation ≈ O(n2)
Table 11 The average computation time for each image
visual quality metric
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where V is the vision noise and obeys normal distribu-
tion with zero mean and σ 2V.
The mutual information between X and its perceptual








In contrast to the existing methods, Sheikh et al. built
a relationship with the reference X and distorted image
Xd with a distortion model.
Xd = kX + Z (A3)
where k is a scalar and Z is the Gaussian noise with
zero mean and σ 2Z. Based on the distortion model, the
common information between X and the perceptual










From Equation A4, it can be seen that as the scalar k
decreases (blur effect) or noise Z increases (noise, com-
pression effect, or quantization noise), I(X;Yd) is going
to decrease. The visual information fidelity in each fre-
quency band is defined as the ratio between the two
mutual information I(X;Y) and I(X;Y)d. The overall visual
information fidelity can be computed as the ratio




















where X and Y are the reference and the distorted
images respectively; xj, yj are the image contents at the
jth local window and M is the number of local windows
in the image.
The SSIM metric is calculated on various windows of
an image. The measure between two windows of the
size N × N, x and y are two nonnegative image signals.












μ2x + μ2y + C1
) (
σ 2x + σ 2y + C2
) (A7)
with
μx the average of x; μy the average of y;
σ 2x the variance of x;σ
2
y the variance of y;
sxy the covariance of x and y;
C1 and C2 are two variables to stabilize the division
with weak denominator. Typically, it is calculated on
window-sizes of 8 × 8.
A.3. PSNR-HVS-M [26,27]
In reference [27], authors denote a weighted energy of







where Xij is a DCT coefficient with indices i,j, Cij is a
correcting factor determined by the CSF.
The DCT coefficients X and Y are visually undistin-
guished if Ew (X - Y) < max (Ew(X)/16, Ew (Y)/16),
where Ew (X)/16 is a masking effect Em of DCT coeffi-
cients X (normalizing factor 16 has been selected
experimentally).
Reducing of the masking effect due to an edge pre-
sence in the analyzed image block, they propose to
reduce a masking effect for a block D proportionally to
the local variances V(.) in blocks D1, D2, D3, D4 in com-
parison to the entire block:
Em(D) = Ew(D)δ(D)/16
where
δ (D) = (V (D1) + V (D2) + V (D3) + V (D4)) /4V (D), V
(D) is the variance of the pixel values in block D.
Below is a flowchart of PSNR-HVS-M calculation (see
Figure 11).
Reduction by value of contrast masking in accordance
to the proposed model is carried out in the following
manner. First, the maximal masking effect Emax is calcu-
lated as max(Em (Xe), Em (Xd)) where Xe and Xd are the
DCT coefficients of an original image block and a
distorted image block, respectively. Then, the visible dif-
ference between Xe and Xd is determined as:




Xeij − Xdij, i = 0, j = 0
0,
∣∣Xeij − Xdij∣∣ ≤ Enorm/Cij
Xeij − Xdij − Enorm/Cij, Xeij − Xdij > Enorm/Cij






The CSF was used as a weighting function for noise
measurement and the error measurement criterion is
the WSNR (weighted SNR):









((xn) − (yn)) ∗ c(xn)
]2 (A10)
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where xn and yn denote the original image and the
noisy image. * denotes linear convolution and c(xn) is
CSF in the spatial domain.
List of abbreviations
ACOCOA: adaptive content and contrast aware; COCOA: content and
contrast aware; CSF: contrast sensitive function; DCT: discrete cosine
transform; DFT: discrete Fourier transform; DWT: discrete wavelet transform;
HVS: human visual system; MSSIM: mean structural similarity; NVF: noise
visibility function; PSNR: peak signal-to-noise ratios; PSNR-HVS-M: PSNR
human visual system masking metric; SSIM: structural similarity; VIF: visual
information fidelity; WPD: wavelet packet decomposition; WSNR: weighted
signal-to-noise ratio.
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