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FINITE DOMINATION AND NOVIKOV RINGS.
LAURENT POLYNOMIAL RINGS IN TWO VARIABLES
THOMAS HU¨TTEMANN AND DAVID QUINN
Abstract. Let C be a bounded cochain complex of finitely generated
free modules over the Laurent polynomial ring L = R[x, x−1, y, y−1].
The complex C is called R-finitely dominated if it is homotopy equiv-
alent over R to a bounded complex of finitely generated projective R-
modules. Our main result characterises R-finitely dominated complexes
in terms of Novikov cohomology: C is R-finitely dominated if and
only if eight complexes derived from C are acyclic; these complexes are
C ⊗L R[[x, y]][(xy)
−1] and C ⊗L R[x, x
−1][[y]][y−1], and their variants ob-
tained by swapping x and y, and replacing either indeterminate by its
inverse.
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Part I. Introduction
I.1. The main theorem
Let R ⊆ K be a pair of unital rings. A cochain complex C of K-modules
is called R-finitely dominated if C is homotopy equivalent, as an R-module
complex, to a bounded complex of finitely generated projective R-modules.
Finite domination is relevant, for example, in group theory and topology.
Suppose that G is a group of type (FP ); this means, by definition, that
the trivial G-module Z admits a finite resolution C by finitely generated
projective Z[G]-modules. Let H be a subgroup of G. Deciding whether H is
of type (FP ) is equivalent to deciding whether C is Z[H]-finitely dominated.
In topology, finite domination is considered in the context of homological
finiteness properties of covering spaces, or properties of ends of manifolds.
See for example Ranicki’s article for results and references [Ran95].
Our starting point is the following result of Ranicki:
Theorem I.1.1 ([Ran95, Theorem 2]). Let C be a bounded complex of
finitely generated free modules over K = R[x, x−1]. The complex C is
R-finitely dominated if and only if the two complexes
C⊗
K
R((x)) and C ⊗
K
R((x−1))
are acyclic.
Here R((x)) = R[[x]][x−1] denotes the ring of formal Laurent series in x,
and R((x−1)) = R[[x−1]][x] denotes the ring of formal Laurent series in x−1.
For Laurent polynomial rings in several indeterminates, it is possible
to strengthen this result to allow for iterative application, see for exam-
ple [HQ13]. In particular, writing L = R[x, x−1, y, y−1] for the Laurent
polynomial ring in two variables, one can show that a bounded complex of
finitely generated free L-modules is R-finitely dominated if and only if the
four complexes
C ⊗
L
R[x, x−1]((y)) C⊗
L
R[x, x−1]((y−1))
C ⊗
R[x,x−1]
R((x)) C ⊗
R[x,x−1]
R((x−1))
are acyclic.
In the present paper, we pursue a different, non-iterative approach, lead-
ing to a new characterisation of finite domination. To state the main re-
sult, we introduce another bit of notation: we write R((x, y)) for the ring
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of those formal Laurent series f in x and y having the property that
xkyk · f ∈ R[[x, y]] for k sufficiently large. That is,
R((x, y)) = R[[x, y]][(xy)−1] .
Main theorem I.1.2. Let C be a bounded cochain complex of finitely gen-
erated free L-modules. Then the following two statements are equivalent:
(a) The complex C is R-finitely dominated, i.e., C is homotopy equiva-
lent, as an R-module cochain complex, to a bounded cochain complex
of finitely generated projective R-modules.
(b) The eight cochain complexes listed below are acyclic (all tensor products
taken over L):
C⊗R[x, x−1]((y)) C ⊗R[x, x−1]((y−1))
C⊗R[y, y−1]((x)) C ⊗R[y, y−1]((x−1))
}
(1a)
C ⊗R((x, y)) C ⊗R((x−1, y−1))
C ⊗R((x, y−1)) C ⊗R((x−1, y))
}
(1b)
The proofs of the two implications are quite different in nature. We
will establish (a) ⇒ (b) in Corollaries III.4.2 and III.8.1 with tools from
homological algebra of multi-complexes, generalising techniques used by the
first author in [Hu¨t11], while the reverse implication is treated in §IV.6 by a
homotopy theoretic argument, ultimately generalising one half of the proof
of [Ran95, Theorem 2].
I.2. Relation with Σ-invariants
It might be worth explaining how our results are related to the so-called
Σ-invariants in the spirit of Bieri, Neumann and Strebel. Let G be
a group. For every character χ : G ✲ R to the additive group of the
reals we have a monoid Gχ = {g ∈ G |χ(g) ≥ 0}. Now suppose C is a
non-negatively indexed chain complex of Z[G]-modules. Then C has, by
restriction of scalars, the structure of a Z[Gχ]-module chain complex. Fol-
lowing Farber et.al. one defines [FGS10, Definition 9] the mth Σ-invariant
of C as
Σm(C) = {χ 6= 0 |C has finite m-type over Z[Gχ]}/R+ .
So Σm(C) is a quotient of the set of non-trivial χ for which there is a chain
complex C ′ consisting of finitely generated projective Z[Gχ]-modules, and
a Z[Gχ]-linear chain map f : C
′ ✲ C with fi : Hi(C ′) ✲ Hi(C) an
isomorphism for i < m and an epimorphism for i = m. Two different
characters are identified in the quotient if, and only if, they are positive real
multiples of each other.
Theorem I.2.1 ([FGS10, Corollary 4]). Suppose that C consists of finitely
generated free Z[G]-modules, and is such that Ci = 0 for i > m. Let N be a
normal subgroup of G with abelian quotient G/N . Then the Z[N ]-module
complex C is chain homotopy equivalent to a bounded chain complex of
finitely generated projective Z[N ]-modules concentrated in degrees ≤ m if
and only if Σm(C) contains the equivalence class of every non-trivial char-
acter of G that factorises through G/N (i.e., whose kernel contains N). 
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Note that the set of equivalence classes of non-trivial characters which
are trivial on N represents a sphere in the set of equivalence classes of all
non-trivial characters.
An explicit link to Novikov homology has been documented by Schu¨tz.
For a character χ : G ✲ R we define the Novikov ring
R̂Gχ =
{
f : G ✲ R | ∀t ∈ R : #
(
supp(f) ∩ χ−1([t,∞[ )
)
<∞
}
,
equipped with the usual involution product; here supp(f) = f−1
(
R \ {0}
)
.
Note that R[G] is a subring of R̂Gχ.
Theorem I.2.2 (Schu¨tz [Sch06, Theorem 4.7]). Let C be a bounded chain
complex of finitely generated free R[G]-modules. Suppose that N is a normal
subgroup of G with quotient G/N ∼= Zk a free abelian group of finite rank.
The complex C is R[N ]-finitely dominated if and only if for every character
χ : G ✲ R which is trivial on N the complex C⊗R[G] R̂Gχ is acyclic. 
In these terms, our main result Theorem I.1.2 concerns the case of a split
group extension
1 ✲ N ✲ N × Z2 ✲ Z2 ✲ 0
(with the translation R = Z[N ] and L = Z[N ×Z2] ∼= R[x, x−1, y, y−1]), or
indeed the case G = Z2 and trivial group N . The sphere which characterises
finite domination of C according to Theorem I.2.1 is homeomorphic to a
circle S1. In our approach, it is replaced by the boundary of a square in R2;
its geometry and combinatorics encode algebraic information that lead to
our new set of homological conditions characterising finite domination.
I.3. Algebraic examples
Let us work over the ring R = Z for simplicity. We omit the verification
of the following purely algebraic facts:
Lemma I.3.1. (a) The ring Z((x, y)) is a unique factorisation domain. An
element of Z((x, y)) is a unit if and only if it is a product of a monomial
xkyℓ (for some k, ℓ ∈ Z) with a unit in Z[[x, y]] (i.e., a power series
having the constant term ±1).
(b) The ring Z[x, x−1]((y)) is a unique factorisation domain. An element
of Z[x, x−1]((y)) is a unit if and only if it is a product of a monomial yℓ
(for some ℓ ∈ Z) with a unit in Z[x, x−1][[y]] (i.e., a power series with
y0 having coefficient ±xk for some k ∈ Z). 
Example I.3.2. Let µ ∈ Z[x, x−1, y, y−1]. The two-step cochain complex C
given by
. . . ✲ 0 ✲ Z[x, x−1, y, y−1]
·µ✲ Z[x, x−1, y, y−1] ✲ 0 ✲ . . .
is Z-finitely dominated if and only if µ is a Laurent monomial with coeffi-
cient ±1 (that is, is a unit).
Proof. The case µ = 0 is trivial. Otherwise, C is Z-finitely dominated if
and only if the chain complexes listed in (1a) and (1b) are acyclic, which
happens if and only if multiplication by µ is surjective after tensoring with
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the eight rings R[x, x−1]((y±1)), R[y, y−1]((x±1)) and R((x±1, y±1)); note that
injectivity is automatic. This happens if and only if µ becomes a unit in
all the rings in questions, which happens if and only if µ is a Laurent
monomial with coefficient ±1, by Lemma I.3.1. 
Example I.3.3. Let µ = 1+x
(
y2+x(1+ y)
)
and ν = x+ y
(
1+ y(1+x2)
)
.
The non-acyclic cochain complex C with non-trivial part
Z[x, x−1, y, y−1]
α✲
Z[x, x−1, y, y−1]
⊕
Z[x, x−1, y, y−1]
β✲ Z[x, x−1, y, y−1]
given by
α =
(
µ
ν
)
and β =
(
− ν, µ
)
is Z-finitely dominated.
Proof. Up to isomorphism and re-indexing, the cochain complex can be ob-
tained by computing the iterated mapping cone of the square diagram
Z[x, x−1, y, y−1]
µ✲ Z[x, x−1, y, y−1]
Z[x, x−1, y, y−1]
ν
❄
µ✲ Z[x, x−1, y, y−1]
ν
❄
,
i.e., by taking algebraic mapping cones horizontally (resp., vertically) first,
and then taking the mapping cone of the resulting vertical (resp., horizontal)
map. Using Lemma I.3.1 we see that the map µ becomes an isomorphism
after tensoring (over Z[x, x−1, y, y−1]) with the rings Z((x, y)), Z((x−1, y)),
Z[x, x−1]((y−1)), and Z[y, y−1]((x)), while ν becomes an isomorphism after
tensoring with any of the rings Z((x, y−1)), Z((x−1, y−1)), Z[x, x−1]((y)), and
Z[y, y−1]((x−1)). Consequently in all cases the iterated mapping cone, which
is isomorphic to C tensored with the ring under consideration, will be an
acyclic complex. The claim now follows from the Main Theorem. 
I.4. Finitely dominated covering spaces
Proposition I.4.1. Let X be a connected finite CW complex with universal
covering space X˜ and fundamental group π1X = G× Z
2 for some group G.
Let Y ✲ X be the covering determined by the projection π1X ✲ Z2, and
let C denote the cochain complex which is, up to the re-indexing Ck = C−k,
the cellular Z[π1X]-free chain complex of X˜. Then Y is a finitely dominated
space (i.e., is a retract up to homotopy of a finite CW -complex) if and only
if all the complexes listed in (1a) and (1b) are acyclic.
Proof. A connected CW complex Z is finitely dominated if and only if π1Z
is finitely presented, and the cellular chain complex of the universal covering
space of Z is homotopy equivalent to a bounded complex of finitely generated
projective Z[π1Z]-modules, cf. [Ran95, §3].
We apply this criterion to the space Z = Y , noting that π1Y = G, and
that X˜ is the universal covering space of Y . Since X is a finite CW complex,
its fundamental group G×Z2 is finitely presented; consequently, its retract G
is finitely presented as well [Wal65, Lemma 1.3].
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We identify the rings Z[G × Z2] and Z[G][x, x−1, y, y−1] by saying that
first and second unit vector in Z2 correspond to the indeterminates x and y,
respectively. Since G is finitely presented, it is enough to show that the
cochain complex C is Z[G]-finitely dominated, which can be detected coho-
mologically by the Main Theorem applied to the complex C and the ring
R = Z[G]. 
Example I.4.2. Let Y0 be the real plane R
2, considered as a CW com-
plex with 0-cells the integral points, 1-cells joining vertically or horizontally
adjacent 0-cells, and 2-cells the integral unit squares. The group Z2 acts
evenly1 by translation. By suitably attaching Z2-indexed collections of cells
of dimensions 4, 5 and 6 we obtain a simply-connected space Y with an even
action of Z2 such that its cellular cochain complex is
• the cellular complex of R2 in chain levels 0, 1 and 2;
• the chain complex of Example I.3.3 in chain levels 4, 5 and 6;
• trivial otherwise.
Let X = Y/Z2; the projection map Y ✲ X is the universal cover, and
π1X = Z
2. It follows from Example I.3.3 and Proposition I.4.1 that Y is a
finitely dominated CW complex.
Part II. Conventions. Multi-complexes
Throughout the paper we let R denote a unital associative ring (possibly
non-commutative). Modules will be tacitly understood to be unital right
modules, unless a different convention is specified. We will use cochain
complexes of R-modules, or of modules over a ring related to R; that is, our
differentials increase the degree.
II.1. Lower triangular cochain complexes
Definition II.1.1. Let n ≥ 1. A lower n-triangular cochain complex con-
sists of a cochain complex C and for each q ∈ Z a module isomorphism
φq : C
q ∼=
⊕n
p=1C
p,q such that for each q the composition dℓ,k
Ck,q ✲
n⊕
p=1
Cp,q
φ−1q ✲ Cq ✲ Cq+1
φq+1✲
n⊕
p=1
Cp,q+1 ✲ Cℓ,q+1
is the zero map whenever n ≥ k > ℓ ≥ 1.
In other words, under the isomorphisms φq the differential of C becomes
a lower triangular matrix of the form
D =


d1,1 0 0 0 · · · 0
d2,1 d2,2 0 0 · · · 0
d3,1 d3,2 d3,3 0 · · · 0
...
...
...
. . .
. . . 0
dn−1,1 dn−1,2 · · · · · · dn−1,n−1 0
dn,1 dn,2 · · · · · · dn,n−1 dn,n


1An even action is, by definition, a free and properly discontinuous action.
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with dℓ,k : C
k,q ✲ Cℓ,q+1 satisfying D ◦D = 0. We have dk,k ◦ dk,k = 0
for 1 ≤ k ≤ n so that Ck,∗ is a cochain complex with differential dk,k .
Definition II.1.2. Let C and D be lower n-triangular cochain complexes,
with structure isomorphisms φq and ψq, respectively. A map f : C ✲ D
of lower triangular cochain complexes is a map of cochain complexes f such
that the composition fℓ,k
Ck,q ✲
n⊕
p=1
Cp,q
φ−1q✲ Cq
f✲ Dq
ψq✲
n⊕
p=1
Dp,q ✲ Dℓ,q
is the zero map whenever n ≥ k > ℓ ≥ 1.
In other words, under the isomorphisms φq and ψq the map f becomes a
lower triangular matrix of the form
F =


f1,1 0 0 0 · · · 0
f2,1 f2,2 0 0 · · · 0
f3,1 f3,2 f3,3 0 · · · 0
...
...
...
. . .
. . . 0
fn−1,1 fn−1,2 · · · · · · fn−1,n−1 0
fn,1 fn,2 · · · · · · fn,n−1 fn,n


with fℓ,k : C
k,q ✲ Dℓ,q. Then fk,k is a cochain map from C
k,∗ to Dk,∗.
Lemma II.1.3. Let f : C ✲ D be a map of lower n-triangular cochain
complexes. Suppose that, in the notation used above, the maps
fk,k : C
k,∗ ✲ Dk,∗ (1 ≤ k ≤ n)
are quasi-isomorphisms of cochain complexes. Then f is a quasi-isomor-
phism.
Proof. The Lemma is a tautology for n = 1. — For 1 ≤ k ≤ n define a
cochain complex C(k) by setting
C(k)q =
n⊕
p=k
Cp,q ,
equipped with differential

dk,k 0 0 0 · · · 0
dk+1,k dk+1,k+1 0 0 · · · 0
dk+2,k dk+2,k+1 dk+2,k+2 0 · · · 0
...
...
...
. . .
. . . 0
dn−1,k dn−1,k+1 · · · · · · dn−1,n−1 0
dn,k dn,k+1 · · · · · · dn,n−1 dn,n


(this is the lower right-hand part of the matrix D above). We note that
C(k + 1) is a subcomplex of C(k), and that the quotient C(k)/C(k + 1) is
nothing but Ck,∗. Clearly C(n) = Cn,∗, and C(1) is isomorphic to C via the
structure isomorphisms φq.
We define the analogous objects D(k) associated to the cochain com-
plex D; the remarks on the C(k) apply mutatis mutandis.
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The map f (or rather, its matrix representation F ) restricts to cochain
complex maps f(k) : C(k) ✲ D(k), with f(n) = fn,n and f(1) being
isomorphic to f . The maps f(k) fit into commutative ladder diagrams
0 ✲ C(k + 1) ✲ C(k) ✲ Ck,∗ ✲ 0
0 ✲ D(k + 1)
f(k + 1)
❄
✲ D(k)
f(k)
❄
✲ Dk,∗
fk,k
❄
✲ 0
for 1 ≤ k < n, inducing a ladder diagram of long exact cohomology sequences
as usual. Using the Five Lemma, and the fact that the fk,k are known to
be quasi-isomorphisms by hypothesis, we conclude in turn that the maps
f(n− 1), f(n− 2), · · · , f(1) ∼= f are quasi-isomorphisms, thereby proving
the Lemma. 
II.2. Double complexes
A double complex D∗,∗ is a Z × Z-indexed collection
(
Dp,q
)
p,q∈Z
of right
R-modules together with “horizontal” and “vertical” differentials
dh : D
p,q ✲ Dp+1,q and dv : D
p,q ✲ Dp,q+1
which satisfy the conditions
dh ◦ dh = 0 , dv ◦ dv = 0 , dh ◦ dv + dv ◦ dh = 0 .
Note that the differentials anti-commute. We will in general consider un-
bounded double complexes so that Dp,q 6= 0 may occur for |p| and |q| arbi-
trarily large.
Definition II.2.1. Let D∗,∗ be a double complex. We define its direct sum
totalisation to be the cochain complex T+otD∗,∗ which in cochain level n is
given by the direct sum (
T+otD∗,∗
)n
=
⊕
p
Dp,n−p ;
the differential is given by dh+dv, where dh and dv are the “horizontal” and
“vertical” differentials of D∗,∗ respectively.
We will make use of the following standard result when comparing double
complexes and the direct sum totalisation of each.
Lemma II.2.2. Let h : D∗,∗ ✲ E∗,∗ be a map of double complexes which
are concentrated in finitely many columns. If h is a quasi-isomorphism on
each column or on each row, then the induced map
T+ot (h) : T+otD∗,∗ ✲ T+otE∗,∗
is a quasi-isomorphism.
Proof. Let us first deal with the case that h is a quasi-isomorphism on each
column. Note that T+otD∗,∗ and T+otE∗,∗ can be given the structure of lower
n-triangular complexes in the sense of Definition II.1.1, for the same n,
such that T+ot (h) is a map of lower triangular complexes in the sense of
Definition II.1.2. In more detail, let us assume that D∗,∗ and E∗,∗ are
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concentrated in columns 1 to n, for ease of indexing. Then
(
T+otD∗,∗
)q
=⊕n
p=1D
p,q−p so that C = T+otD∗,∗ has the lower triangular decomposition
Cq =
n⊕
p=1
Cp,q where Cp,q = Dp,p−q .
A similar decomposition can be defined for T+otE∗,∗. The hypothesis that
h is a quasi-isomorphism on each column translates into the hypothesis of
Lemma II.1.3 which thus implies that T+ot (h) is a quasi-isomorphism as
claimed.
If h is a quasi-isomorphism on each row we can apply the same reasoning
with the roles of rows and columns reversed, provided our original complex is
bounded in the vertical direction as well. In the general case, one can appeal
to a spectral sequence argument. More precisely, “filtration by rows” gives
rise to a convergent spectral sequence
E∗,∗1 = H
v(D∗,∗) =⇒ H∗(T+otD∗,∗) ,
and similarly for the bicomplex E∗,∗; the map f induces a map of spectral
sequences which is an isomorphism on E1-terms, and thus induces a quasi-
isomorphism on abutments as claimed. 
Lemma II.2.3. Suppose that the double complex E∗,∗ is concentrated in the
first quadrant (that is, suppose that Ep,q = 0 if p < 0 or q < 0). Suppose
further that we are given a cochain complex C with Cq = 0 if q < 0, and
maps hq : C
q ✲ E0,q such that for each q ≥ 0 the sequence
0 ✲ Cq
hq✲ E0,q ✲ E1,q ✲ E2,q ✲ · · ·
is exact (i.e., is an acyclic cochain complex), and such that the composites
Cq ✲ E0,q ✲ E0,q+1 and Cq ✲ Cq+1 ✲ E0,q+1
agree up to sign. Then there is a quasi-isomorphism
C ✲ T+otE∗,∗
induced by the hq.
Proof. The proof given by Bott and Tu [BT82, p. 97] applies to the current
situation; see the remark following Proposition 8.8 of loc.cit.. 
II.3. Triple complexes
Definition II.3.1. A triple complex T ∗,∗,∗ is a Z3-indexed family of modules
T x,y,z together with three anti-commuting differentials
dx : T
x,y,z ✲ T x+1,y,z , dy : T
x,y,z ✲ T x,y+1,z , dz : T
x,y,z ✲ T x,y,z+1 .
“Anti-commuting” means that the differentials satisfy didj = (δij − 1)djdi.
The direct sum totalisation T+otT ∗,∗,∗ is the cochain complex with(
T+otT ∗,∗,∗
)n
=
⊕
x+y+z=n
T x,y,z
and differential d = dx+dy+dz. We use the same notation as for the direct
sum totalisation of double complexes.
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Definition II.3.2. For a triple complex T ∗,∗,∗ we denote by Totx,y T
∗,∗,∗
the partial totalisation of T ∗,∗,∗ with respect to x and y. We define this to
be the double complex given by(
Totx,y T
∗,∗,∗
)p,q
=
⊕
x+y=p
T x,y,q
with “horizontal” differential dh = dx+dy and “vertical” differential dv = dz.
It is easy to verify that
T+ot
(
Totx,y T
∗,∗,∗
)
= T+otT ∗,∗,∗ ,
where T+ot denotes the direct sum totalisation of either a double or a triple
complex as determined by context.
Lemma II.3.3. Let f : T ∗,∗,∗ ✲ U∗,∗,∗ be a map of triple complexes
concentrated in a finite cubical region of Z3. Suppose that f is a quasi-
isomorphism of all cochain complexes in z-direction (resp., in y-direction,
resp., in x-direction), that is, suppose that
f : T x,y,∗ ✲ Ux,y,∗ (resp., T x,∗,z ✲ Ux,∗,z, resp., T ∗,y,z ✲ U∗,y,z )
is a quasi-isomorphism for all x, y ∈ Z (resp., all x, z ∈ Z, resp., all y, z ∈
Z). Then
T+ot (f) : T+otT ∗,∗,∗ ✲ T+otU∗,∗,∗
is a quasi-isomorphism.
Proof. If f : T x,y,∗ ✲ Ux,y,∗ is a quasi-isomorphism for all x, y ∈ Z, then
Totx,y(f) : Totx,yT
∗,∗,∗ ✲ Totx,yU∗,∗,∗ is a map of double complexes sat-
isfying the hypotheses of Lemma II.2.2. Consequently,
T+ot (f) = T+otTotx,y(f) : T+otT
∗,∗,∗ ✲ T+otU∗,∗,∗
is a quasi-isomorphism. — The other cases can be proved in a similar
manner. 
Part III. Finite domination implies acyclicity
III.1. Truncated products. One variable
Let R be a ring with unit, and let z be an indeterminate. We have obvious
R-module isomorphisms
R[z] ∼=
⊕
N
R , R[z, z−1] ∼=
⊕
Z
R , R[[z]] ∼=
∏
N
R
mapping rzk to the element r of the kth summand or factor on the right.
Using these isomorphisms, we may write elements of these infinite sums
or products as polynomials, Laurent polynomials and formal power series
in z, respectively. Similarly, a formal Laurent power series in z (involving
finitely many negative powers of z) corresponds to an element of a “truncated
product” via the obvious R-module isomorphism
R[[z]][z−1] ∼=
⊕
i<0
R⊕
∏
i≥0
R .
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This ring is known as a Novikov ring, as is its counterpart with z−1 in
place of z; we reserve the notation
R((z)) = R[[z]][z−1] and R((z−1)) = R[[z−1]][z] .
There is a module theoretic version corresponding to the construction of
the Novikov ring R((z)). Given a Z-indexed family of modulesMi we define
the left truncated product to be the module
lt∏
i
Mi =
⊕
i<0
Mi ⊕
∏
i≥0
Mi ;
the elements of this truncated product will be written as formal Laurent
series
∑
i≥kmiz
i with mi ∈Mi. We let M((z)) denote the module of formal
Laurent series with coefficients in M ,
M((z)) =
lt∏
M =
{∑
i≥k
miz
i | k ∈ Z, mi ∈M
}
.
Note that M((z)) carries a canonical R((z))-module structure described by
z·
∑
i≥kmiz
i =
∑
i≥kmiz
i+1. — Dually we define the right truncated product
to be the module ∏rt
i
Mi =
∏
i≤0
Mi ⊕
⊕
i>0
Mi
of formal Laurent series which are finite to the right, and define M((z−1))
by setting
M((z−1)) =
∏rt
M =
{∑
i≤k
miz
i | k ∈ Z, mi ∈M
}
.
The moduleM((z−1)) carries an obvious R((z−1))-module structure described
by z−1 ·
∑
i≤kmiz
i =
∑
i≤kmiz
i−1.
Lemma III.1.1. Suppose that M is a finitely presented right R-module.
There is a natural isomorphism of R((z))-modules
ΦM : M ⊗
R
R((z))
∼=✲ M((z)) , m⊗
∑
i≥k
riz
i 7→
∑
i≥k
mriz
i ,
and a similar isomorphism ΨM : M ⊗RR((z
−1))
∼=✲ M((z−1)).
Proof. The proof is standard, details can be found, for example, in [Hu¨t11,
Lemma 2.1]. One establishes the result for finitely generated free R-modules
first, and then passes to the general case by considering a two-step resolution
of M by finitely generated free modules. 
III.2. Truncated product totalisation of double complexes
We will consider non-standard totalisation functors for double complexes
formed by using truncated products; this technology has been used in [Hu¨t11]
to analyse Novikov cohomology of algebraic mapping tori. We begin by
recalling some definitions and results useful for our present purposes; later
we will extend these ideas to Laurent rings with two variables.
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Definition III.2.1. Let D∗,∗ be a double complex. We define its left trun-
cated totalisation to be the cochain complex ltTotD∗,∗ which in cochain
level n is given by the left truncated product(
ltTotD∗,∗
)n
=
lt∏
p
Dp,n−p ;
the differential d is induced in an obvious way by the horizontal differential
dh : D
p,q ✲ Dp+1,q and the vertical differential dv : Dp,q ✲ Dp,q+1:
the component mapping into the pth factor of
(
ltTotD∗,∗
)n+1
is the sum of
the horizontal differential coming from the (p− 1)st factor of
(
ltTotD∗,∗
)n
,
and the vertical differential coming from the pth factor of
(
ltTotD∗,∗
)n
.
Explicitly, for an element x =
∑
p≥k apz
p of
(
ltTotD∗,∗
)n
we have
d(x) =
∑
p≥k
(
dh(ap−1) + dv(ap)
)
zp
(where we set ak−1 = 0 for convenience).
Dually, we define the right truncated totalisation to be the cochain com-
plex TotrtD∗,∗ which in cochain level n is given by the right truncated
product (
TotrtD∗,∗
)n
=
∏rt
p
Dp,n−p
with differential described by
d :
∑
p≤k
apz
p 7→
∑
p≤k+1
(
dh(ap−1) + dv(ap)
)
zp .
Proposition III.2.2 ([Ber12, Corollary 6.7], [Hu¨t11, Proposition 1.2]).
Suppose the double complex D∗,∗ has exact columns. Then ltTotD∗,∗ is
acyclic. Dually, if D∗,∗ has exact rows then TotrtD∗,∗ is acyclic.
Proof. This can be proved by an elementary diagram chase, associating to
each cocycle m in
(
ltTotD∗,∗
)n
(resp., in
(
TotrtD∗,∗
)n
) an element in the
module
(
ltTotD∗,∗
)n−1
(resp., in
(
TotrtD∗,∗
)n−1
) with coboundary m. De-
tails can be found in the given references. 
III.3. Algebraic mapping 1-tori
Definition III.3.1. Let C be a cochain complex of right R-modules, and
let h : C ✲ C be a cochain map. The mapping 1-torus T (h) of h is the
R[z, z−1]-module cochain complex
T (h) = Cone
(
C ⊗
R
R[z, z−1]
h⊗ id−id⊗ z✲ C⊗
R
R[z, z−1]
)
where the map “z” denotes the self map of R[z, z−1] given by multiplication
by the indeterminate z.
In this definition “Cone” stands for the algebraic mapping cone; if a map
of cochain complexes f : X ✲ Y is considered as a double complex D∗,∗
concentrated in columns p = −1, 0 with horizontal differential f and the
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differential of X modified by the factor −1, then Cone (f) = T+otD∗,∗. Ex-
plicitly, we have Cone (f)n = Xn+1 ⊕ Y n, and the differential is given by
the following formula:
Cone (f)n = Xn+1 ⊕ Y n ✲ Xn+2 ⊕ Y n+1 = Cone (f)n+1
(x, y) 7→
(
− d(x), f(x) + d(y)
)
Proposition III.3.2. (1) For homotopic maps f, g : C ✲ C, the map-
ping 1-tori T (f) and T (g) are isomorphic.
(2) Mather trick: For maps f : C ✲ D and g : D ✲ C of cochain
complexes, the mapping 1-tori T (fg) and T (gf) are homotopy equiva-
lent.
(3) If C is a bounded above complex of R[z, z−1]-modules which are pro-
jective as R-modules, then C and T (z) are homotopy equivalent as
R[z, z−1]-module complexes. Here “z” denotes the R-linear self map
given by multiplication with the indeterminate z, and the mapping 1-
torus is formed by considering C as an R-module complex.
Proof. This can be found (using the language of chain complexes rather than
cochain complexes), for example, in [HQ13, §2]. 
III.4. Mapping 1-tori and totalisation. Applications
Let h : C ✲ C be a self map of a cochain complex C. Observe that by
additivity of tensor products we have an equality of cochain complexes
T (h) ⊗
R[z,z−1]
R((z)) = Cone
(
C ⊗
R
R((z))
h⊗ id−id⊗ z✲ C ⊗
R
R((z))
)
. (2)
In the mapping cone on the right we notice that while the cochain modules
are of the form M ⊗RR((z)) the differential is not of the form f ⊗R idR((z))
for an R-linear map f ; the reason is the presence of the self map id⊗ z which
“raises the z-degree”, and this cannot happen for maps of the form f ⊗ id.
However, if C consists of finitely presented R-modules we can identify
the cochain complex C⊗RR((z)) with C((z)) by Lemma III.1.1, and we can
further identify the right hand side of (2) with ltTot (D∗,∗) for the following
bicomplex:
Dp,q = Cp+q+1 ⊕ Cp+q
dh : D
p,q ✲ Dp+1,q
(x, y) 7→ (0,−x)
dv : D
p,q ✲ Dp,q+1
(x, y) 7→
(
− dC(x), h(x) + dC(y)
)


(3)
Here dC denotes the differential of the complex C. We have dh ◦dh = 0, and
the pth column Dp,∗ of D∗,∗ is the pth shift of Cone (h), with unchanged
differential, so that dv ◦ dv = 0. Finally, horizontal and vertical differentials
anti-commute: for a typical element (x, y) ∈ Dp,q = Cp+q+1⊕Cp+q we have
dv ◦ dh(x, y) = dv(0,−x) =
(
0, dC(−x)
)
= −
(
0, dC(x)
)
= −dh
(
(−dC(x), h(x) + dC(y))
)
= −dh ◦ dv(x, y) .
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To complete the identification we postulate that the pth column of D∗,∗
corresponds to the terms with coefficient zp in the formal Laurent series
notation for the truncated product ltTot (D∗,∗).
Lemma III.4.1. Suppose that C is a bounded above cochain complex of
projective right R[x, x−1, y, y−1]-modules. Suppose further that C is homo-
topy equivalent, as an R-module complex, to a bounded complex B of finitely
generated projective right R-modules. Then the induced cochain complex
C ⊗R[x,x−1,y,y−1]R[y, y
−1]((x)) is acyclic.
Proof. Let f : C ✲ B and g : B ✲ C be mutually inverse homotopy
equivalences of R-module complexes. There are R[y, y−1]-module homotopy
equivalences
C ≃ T (y) ≃ T (ygf) ≃ T (fyg) =: A
where the symbol “y” denotes the R-linear self map given by multiplication
by y, cf. Proposition III.3.2; note that all mapping 1-tori here are mapping
1-tori of R-linear maps. Now since B is bounded and consists of finitely
generated projective right R-modules, the complex A = T (fyg) is bounded
and consists of finitely generated projective right R[y, y−1]-modules.
Let α : C ✲ A and β : A ✲ C be mutually inverse chain homo-
topy equivalences of R[y, y−1]-module complexes. There are chain homotopy
equivalences of R[x, x−1, y, y−1]-module complexes
C ≃ T (x) ≃ T (xβα) ≃ T (αxβ)
where “x” denotes the R[y, y−1]-linear self map given by multiplication by x,
cf. Proposition III.3.2 applied to the ring R[y, y−1] instead of R; note that
all mapping 1-tori here are mapping 1-tori of R[y, y−1]-linear maps.
It follows that the two complexes
C ⊗
R[x,x−1,y,y−1]
R[y, y−1]((x)) and T (αxβ) ⊗
R[x,x−1,y,y−1]
R[y, y−1]((x)) (4)
are homotopy equivalent. Moreover, T (αxβ) is bounded and consists of
finitely generated projective R[x, x−1, y, y−1]-modules by our results on A.
So we can identify the second complex in (4) with ltTot (D∗,∗) of a certain
double complex of R[y, y−1]-modules. In fact, we are dealing with the bi-
complex construction given in (3) above, working over the ring R[y, y−1]
instead of R and applied to the mapping 1-torus
T (αxβ) = Cone
(
A ⊗
R[y,y−1]
R[x, x−1, y, y−1]
(αxβ)⊗ id−id⊗ x✲ C ⊗
R[y,y−1]
R[x, x−1, y, y−1]
)
.
Now the map αxβ : A ✲ A is a homotopy equivalence so that its mapping
cone is acyclic. It follows that the columns of D∗,∗, which are shifted copies
of this mapping cone, are exact whence ltTot (D∗,∗) is acyclic by Proposi-
tion III.2.2. In view of the homotopy equivalence of the complexes in (4)
this proves the Lemma. 
Corollary III.4.2. Under the conditions of the Main Theorem part (a), all
the cochain complexes listed under (1a) are acyclic.
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Proof. For the complex C ⊗LR[y, y
−1]((x)) this is the content of the previous
Lemma. By a change of variables, leaving y fixed and replacing x by x−1
we get the result for C ⊗LR[y, y
−1]((x−1)). Finally, by a further change of
variables swapping x and y we cover the remaining two cases. 
Remark III.4.3. The change of variables x 7→ x−1, y 7→ y executed in the
proof can be avoided by using right truncated totalisations, and by changing
the definition of the mapping torus to involve id⊗ z−1 rather than id⊗ z.
III.5. Truncated products. Two variables
For a ring R we define the Novikov ring R((x, y)) = R[[x, y]][(xy)−1] to
be the ring of those formal Laurent power series f in two variables which
have the property that for some ℓ ≥ 0 we have xℓyℓf ∈ R[[x, y]]. That is,
R((x, y)) =
{ ∑
p,q≥k
ap,qx
pyq
∣∣ k ∈ Z, ap,q ∈ R} ,
equipped with the obvious multiplication of power series.
There is a related module theoretic construction, to be described next.
Definition III.5.1. Let Mj,k be a Z×Z-indexed family of R-modules. We
define their truncated product (more precisely, their below-and-left truncated
product) by
blt
∏
p,q
Mp,q =
{ ∑
p,q≥k
mp,qx
pyq
∣∣ k ∈ Z, ap,q ∈Mp,q} ⊆ ∏
p,q∈Z
Mp,q ,
and if Mp,q =M for all p, q ∈ Z we use the notation
M((x, y)) =
blt
∏
p,q
M .
Note that M((x, y)) has an obvious R((x, y))-module structure given by
“multiplication of Laurent series”.
Lemma III.5.2. Suppose that M is a finitely presented right R-module.
There is a natural isomorphism
M ⊗
R
R((x, y))
∼=✲ M((x, y)) ,
m⊗
∑
j,k≥ℓ
rj,kx
jyk 7→
∑
j,k≥ℓ
mrj,kx
jyk .
Proof. This is similar to Lemma III.1.1. We omit the details. 
III.6. Below and left truncated totalisation of triple
complexes
Let D∗,∗,∗ be a triple complex, cf. §II.3. To it we associate its below-
and-left truncated totalisation, denoted bltTot (D
∗,∗,∗); this is the cochain
complex given by (
bltTotD
∗,∗,∗
)n
=
blt
∏
p,q
Dp,q,n−p−q
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with differential d = dx + dy + dz . Explicitly,
d :
∑
p,q≥k
mp,qx
pyq 7→
∑
p,q≥k
(
dx(mp−1,q) + dy(mp,q−1) + dz(mp,q)
)
xpyq
where mp,q = 0 if p < k or q < k.
Proposition III.6.1. Suppose the triple complex D∗,∗,∗ is exact in z-direc-
tion; that is, suppose that the chain complexes Dx,y,∗ are acyclic for all
x, y ∈ Z. Then bltTot (D
∗,∗,∗) is acyclic.
Proof. This is elementary: we prove directly that any cocycle in the totali-
sation is a coboundary. Let m =
∑
p,q≥kmp,qx
pyq ∈
(
bltTotD
∗,∗,∗
)n
be such
that d(m) = 0. By definition of d this means that dz(mk,k) = 0; by exactness
in z-direction we find an element bk,k ∈ D
k,k,n−1−2k with dz(bk,k) = mk,k.
Now iteratively for ℓ = 1, 2, 3, · · · we note that
dz
(
mk+ℓ,k − dx(bk+ℓ−1,k)
)
= dz(mk+ℓ,k) + dxdz(bk+ℓ−1,k)
= dz(mk+ℓ,k) + dx(mk+ℓ−1,k) = 0 ,
using that dxdz = −dzdx and d(m) = 0. By exactness in z-direction we find
bk+ℓ,k with dz(bk+ℓ,k) = mk+ℓ,k − dx(bk+ℓ−1,k) so that
dx(bk+ℓ−1,k) + dz(bk+ℓ,k) = mk+ℓ,k .
Similarly, we note that
dz
(
mk,k+ℓ − dy(bk,k+ℓ−1)
)
= dz(mk,k+ℓ) + dydz(bk,k+ℓ−1)
= dz(mk,k+ℓ) + dy(mk,k+ℓ−1) = 0 ,
using that dydz = −dzdy and d(m) = 0. By exactness in z-direction we find
bk,k+ℓ with dz(bk,k+ℓ) = mk,k+ℓ − dy(bk,k+ℓ−1) so that
dy(bk,k+ℓ−1) + dz(bk,k+ℓ) = mk,k+ℓ .
So far we have constructed elements of the form b∗,k and bk,∗, and proceed
now to iterate the construction for j = k + 1, k + 2, · · · as follows. First,
d(m) = 0 implies that dx(mj−1,j)+ dy(mj,j−1)+ dz(mj,j) = 0. By construc-
tion of the previous bp,q we havemj−1,j = dx(bj−2,j)+dy(bj−1,j−1)+dz(bj−1,j)
so that
dx(mj−1,j) = dxdy(bj−1,j−1)− dzdx(bj−1,j)
and, in the same way,
dy(mj,j−1) = −dxdy(bj−1,j−1)− dzdy(bj,j−1)
which together results in
dz
(
mj,j − dx(bj−1,j)− dy(bj,j−1)
)
= 0 .
(We have used the usual convention that bp,q = 0 if p < k or q < k.)
By exactness in z-direction there is bj,j with dz(bj,j) = mj,j − dx(bj−1,j) −
dy(bj,j−1) or, re-arranged,
dx(bj−1,j) + dy(bj,j−1) + dz(bj,j) = mj,j .
Still keeping j fixed, we now iterate over ℓ = 1, 2, · · · by observing that
dz
(
mj+ℓ,j − dx(bj+ℓ−1,j)− dy(bj+ℓ,j−1)
)
= 0
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so we find bj+ℓ,j with dz(bj+ℓ,j) = mj+ℓ,j − dx(bj+ℓ−1,j) − dy(bj+ℓ,j−1) or,
re-arranged,
dx(bj+ℓ−1,j) + dy(bj+ℓ,j−1) + dz(bj+ℓ,j) = mj+ℓ,j .
Again, for the same j we find in a similar manner an element bj,j+ℓ with
dx(bj−1,j+ℓ) + dy(bj,j+ℓ−1) + dz(bj,j+ℓ) = mj,j+ℓ .
This finishes both iterations. It remains to observe that, by construction,
we have shown that
d
( ∑
p,q≥k
bp,qx
pyq
)
=
∑
p,q≥k
mp,qx
pyq = m
so that m is a coboundary as claimed. 
III.7. The mapping 2-torus
Suppose we have a cochain complex C of R-modules with differential de-
noted dC , and two self maps f, g : C ✲ C which commute up to homotopy.
Suppose moreover we are given a specific choice of homotopy H : fg ≃ gf
such that dCH + HdC = fg − gf . To such data we associate a cochain
complex of R[x, x−1, y, y−1]-modules, the mapping 2-torus T (f, g;H). The
module in degree n is the direct sum
T (f, g;H)n = Cn+2⊗
R
R[x, x−1, y, y−1] ⊕
(
Cn+1⊗
R
R[x, x−1, y, y−1]
⊕Cn+1⊗
R
R[x, x−1, y, y−1]
)
⊕ Cn⊗
R
R[x, x−1, y, y−1] ,
(5)
and the coboundary map dT : T (f, g;H)
n ✲ T (f, g;H)n+1 is given by
the following matrix:
dT =


dC ⊗ id 0 0 0
−(g⊗ id− id⊗x) −dC ⊗ id 0 0
f ⊗ id− id⊗ y 0 −dC ⊗ id 0
H ⊗ id f ⊗ id− id⊗ y g⊗ id− id⊗x dC ⊗ id

 (6)
By construction, T (f, g;H) is a lower 4-triangular complex in the sense of
Definition II.1.1.
Remark III.7.1. If fg = gf we may choose H = 0, and the mapping
2-torus T (f, g; 0) is nothing but the total complex of the following twofold
cochain complex concentrated in columns −2, −1 and 0:
C ⊗
R
R[x, x−1, y, y−1]
α✲
C ⊗
R
R[x, x−1, y, y−1]
⊕
C ⊗
R
R[x, x−1, y, y−1]
β✲ C ⊗
R
R[x, x−1, y, y−1] (7)
Here the maps α and β are given by the matrices
α =
(
−
(
g⊗ id− id⊗x
)
f ⊗ id− id⊗ y
)
and
β =
(
f ⊗ id− id⊗ y , g⊗ id− id⊗x
)
.
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(This twofold cochain complex features commuting differentials and thus
should be converted to a double complex by changing the “vertical” differ-
ential coming from C in the middle summand by a sign.)
Properties of the mapping 2-torus. For later applications we need
to record that the mapping 2-torus has properties analogous to those of the
mapping 1-torus of §III.3. We keep the notation from above.
Theorem III.7.2. (1) Suppose that the maps fand g commute, and sup-
pose that we are given a self map h : C ✲ C together with a homotopy
A : h ≃ id so that dCA+AdC = h− id. Then h(fAg− gAf) is a homo-
topy from (hf)(hg) to (hg)(hf), and the matrix
Φ =


h⊗ id 0 0 0
−hgA⊗ id h⊗ id 0 0
hfA⊗ id 0 h⊗ id 0
h(fAg − gAf)A⊗ id −hfA⊗ id −hgA⊗ id h⊗ id


defines a quasi-isomorphism
Φ: T (f, g; 0) ✲ T
(
hf, hg;h(fAg − gAf)
)
.
If C is a bounded above complex of projective modules over R then
T (f, g; 0) and T
(
hf, hg;h(fAg − gAf)
)
are homotopy equivalent.
(2) Suppose that the maps fand g commute as before. Given cochain maps
α : B ✲ C and β : C ✲ B and a homotopy A : αβ ≃ id so that
dCA+AdC = αβ− id, the composite map β(fAg−gAf)α is a homotopy
from (βfα)(βgα) to (βgα)(βfα), the composite map αβ(fAg− gAf) is
a homotopy from (αβf)(αβg) to (αβg)(αβf), and the diagonal matrix
with entries α⊗ id on the main diagonal defines a cochain map
α∗ : T
(
βfα, βgα;β(fAg − gAf)α
)
✲ T
(
αβf, αβg;αβ(fAg − gAf)
)
.
If α is a quasi-isomorphism so is α∗. If in addition B and C are bounded
above complexes of projective R-modules then α∗ is a homotopy equiva-
lence.
(3) If C is actually a complex of R[x, x−1, y, y−1]-modules, then there is an
R[x, x−1, y, y−1]-linear quasi-isomorphism T (y, x; 0) ✲ C. If C is
a bounded above complex of projective modules over the Laurent ring
R[x, x−1, y, y−1] then C and T (y, x; 0) are homotopy equivalent.
Proof. (1) First we calculate
dCh(fAg−gAf)+h(fAg−gAf)dC = hf(dCA+AdC)g−hg(dCA+AdC)f
= hf(h− id)g − hg(h − id)f = hfhg − hghf
(recall that fg = gf) so that h(fAg − gAf) is a homotopy from (hf)(hg)
to (hg)(hf) as claimed. Next, we need to check that Φ defines a cochain
map. Let dˆT denote the differential of T
(
hf, hg;h(fAg − gAf)
)
; it is given
by a matrix similar to (6) with f and g replaced by hf and hg, respectively,
and the homotopy H replaced by h(fAg − gAf). We need to verify that
dˆT Φ = ΦdT . The calculation is tedious but straightforward; we concentrate
on the first entry in the fourth row of the product, leaving the others as
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exercises to the reader. In the case at hand we have to show that the two
sums(
ΦdT
)
4,1
= h(fAg − gAf)AdC ⊗ id + hfAg⊗ id− hfA⊗x
−hgAf ⊗ id + hgA⊗ y
on the one hand, and(
dˆT Φ
)
1,4
= h(fAg − gAf)h⊗ id− hfhgA⊗ id + hgA⊗ y
+hghfA⊗ id− hfA⊗x+ dCh(fAg − gAf)A⊗ id
on the other hand, are equal. By cancelling equal terms and re-arranging,
remembering that f , g and h commute with dC , this amounts to verifying
the equality
hfAgAdC − hfdCAgA+ hgdCAfA− hgAfAdC
= hgAf − hfAg − hfhgA+ hghfA+ hfAgh− hgAfh .
Since f and g are cochain maps we can now add the zero-term
hfA(gdC − dCg)A+ hgA(dCf − fdC)A
on the left hand side, and collect terms on the right, to get the equivalent
equation
hfAg(AdC + dCA)− hf(AdC + dCA)gA
+ hg(dCA+AdC)fA− hgAf(AdC + dCA)
= hfAg(h − id)− hgAf(h− id)− (hfhg − hghf)A
which is satisfied since AdC + dCA = h− id and fg = gf .
Now Φ is a lower triangular matrix which has quasi-isomorphisms on its
diagonal, and both the differentials dT and dˆT are lower triangular as well.
It follows from Lemma II.1.3 that Φ is a quasi-isomorphism. — If C is
a bounded above complex of projective R-modules, then both source and
target of Φ are bounded above complexes of projective R[x, x−1, y, y−1]-
modules, and it is well known that a quasi-isomorphism of such complexes
must be a homotopy equivalence.
(2) This is similar to the proof of part (1). We omit the details.
(3) Abbreviate R[x, x−1, y, y−1] by L. The map
γ : C ⊗
R
L ✲ C , z⊗ p 7→ zp
induces a cochain complex map T (y, x; 0) ✲ C. To show that this is a
quasi-isomorphism it is enough to verify that its mapping cone is acyclic; but
this mapping cone is, up to isomorphism, the total complex of the double
complex
C⊗
R
L
α✲
C ⊗
R
L
⊕
C ⊗
R
L
β✲ C ⊗
R
L
γ✲ C
with C sitting in column p = 1, cf. (11), so that it is sufficient (using
Lemma II.2.2) to demonstrate that this double complex has exact rows.
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Since L is a free R-module, an element z ∈ C ⊗R L can be expressed
uniquely as
z =
∑
i,j∈Z
mi,j ⊗ x
iyj ,
with mi,j = 0 for almost all pairs (i, j). We say that z has x-amplitude in
the interval [a, b] if mi,j = 0 for i /∈ [a, b], and that z has y-amplitude in
the interval [a, b] if mi,j = 0 for j /∈ [a, b]. The support of z is the set of all
pairs (i, j) with mi,j 6= 0.
To show that α is injective we note that
α(z) =


∑
i,j∈Z
(
mi,jx⊗ x
iyj −mi,j ⊗ x
i+1yj
)
∑
i,j∈Z
(
−mi,jy ⊗ x
iyj +mi,j ⊗ x
iyj+1
)

 ,
so α(z) = 0 implies in particular
mi,jx−mi−1,j = 0 (8)
for all pairs (i, j). The support of z, if non-empty, is well ordered by the
order (i, j) < (k, l) whenever j < l, or j = l and i < k. When (i, j) is
the element of the support which is minimal with respect to this order we
have mi,j 6= 0, by definition of support, and mi−1,j = 0. Using (8) we have
mi,jx = 0, and since x is a non zero divisor we arrive at the contradiction
mi,j = 0. We conclude that α(z) = 0 forces z = 0.
To show that imα = ker β we will take an element (z1, z2) of ker β and
show that it can be reduced to 0 by subtracting a sequence of elements of
imα ⊆ ker β. This clearly implies that (z1, z2) ∈ imα as required.
So let (z1, z2) ∈ ker β, where
z1 =
∑
i,j∈Z
mi,j ⊗ x
iyj and z2 =
∑
i,j∈Z
ni,j ⊗ x
iyj .
Choose integers a ≤ b such that both z1 and z2 have x-amplitude in [a, b].
If a < b, we define
u =
∑
j∈Z
mb,j ⊗ x
b−1yj ∈ C⊗
R
L
and set (z′1, z
′
2) = (z1, z2)+α(u). Then z
′
1 has x-amplitude in [a, b−1] while
the x-amplitude of z′2 is in [a, b]. The element (z
′
1, z
′
2) will be in imα if and
only if (z1, z2) ∈ imα.
By iteration, we may thus assume that our initial pair (z1, z2) is such that
the x-amplitude of z1 is in {a} = [a, a], and z2 has x-amplitude in [a, b] for
some b ≥ a. Note that then β
(
(z1, 0)
)
will also have x-amplitude in {a},
and that β
(
(z1, z2)
)
will have x-amplitude in [a, b+ 1].
Write β
(
(z1, z2)
)
=
∑b+1
i=a
∑
j∈Z ri,j ⊗ x
iyj. Then ri+1,j = ni,j for every
i ≥ a as mi+1,ℓ = 0 for any ℓ. Since β
(
(z1, z2)
)
= 0 we must have ni,j =
ri+1,j = 0 for every i ≥ a, so that in fact z2 = 0. This in turn implies
that β
(
(z1, 0)
)
= 0 so that ra,ℓ+1 = ma,ℓ − ma,ℓ+1 = 0. If z1 is non-zero,
we let ℓ be maximal with ma,ℓ 6= 0. Then ma,ℓ+1 = 0 and consequently
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0 = ra,ℓ+1 = ma,ℓ, a contradiction. We conclude that (z1, z2) = 0 ∈ imα as
required.
To show imβ = ker γ we proceed in a similar manner. For a given z ∈ kerγ
may be converted, by subtracting elements of im β, to an element of the form
ma,a⊗x
aya which lies in imβ if and only if z does. The conversion involves
a systematic reduction of both the x-amplitude and the y-amplitude; we
omit the details. Now γ(z) = 0 implies ma,ax
aya = γ(ma,a⊗x
aya) = 0, and
since neither x nor y is a zero divisor this gives us ma,a⊗x
aya = 0 ∈ imβ.
Finally, let us remark that γ is surjective since γ(p⊗ 1) = p. 
The mapping 2-torus analogue. For later use we record a con-
struction somewhat similar to the mapping 2-torus. Suppose we have a
cochain complex C of R-modules with differential denoted dC , and two self
maps f, g : C ✲ C which commute up to homotopy. Suppose more-
over we are given a specific choice of homotopy H : fg ≃ gf such that
dCH + HdC = fg − gf . To such data we associate a cochain complex of
R-modules, the mapping 2-torus analogue A(f, g;H). The module in de-
gree n is the direct sum
A(f, g;H)n = Cn+2 ⊕
(
Cn+1 ⊕ Cn+1
)
⊕ Cn , (9)
and the boundary map dA : A(f, g;H)
n ✲ A(f, g;H)n+1 is given by the
matrix
dA =


dC 0 0 0
−g −dC 0 0
f 0 −dC 0
H f g dC

 . (10)
Remark III.7.3. (a) If fg = gf we may choose H = 0, and the map-
ping 2-torus analogue A(f, g; 0) is nothing but the total complex of the
twofold chain complex
C
α✲ C ⊕ C
β✲ C (11)
concentrated in columns −2, −1 and 0. Here the maps α and β are
given by the matrices
α =
(
−g
f
)
and β =
(
f , g
)
.
(b) Suppose in addition that one of f or g is a quasi-isomorphism. Then
A(f, g; 0) is acyclic. For A(f, g; 0) can be obtained by taking iterated
mapping cones in a commuting square of cochain complexes:
C
f ✲ C
C
g
✻
f ✲ C
g
✻
That is, A(f, g; 0) is isomorphic to the cochain complex obtained by
applying the algebraic mapping cone functor to the horizontal maps in
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the square first, and then again to the resulting “vertical” map (or, by
symmetry, with roles of horizontal and vertical exchanged). But the
mapping cone of a quasi-isomorphism is acyclic, as is the mapping cone
of a map of acyclic complexes, whence the assertion.
Lemma III.7.4. (1) Suppose that the maps fand g commute, and suppose
that we are given a self map h : C ✲ C together with a homotopy
A : h ≃ id so that dCA + AdC = h − id. Then h(fAg − gAf) is a
homotopy from (hf)(hg) to (hg)(hf), and the matrix

h 0 0 0
−hgA h 0 0
hfA 0 h 0
h(fAg − gAf)A −hfA −hgA h


defines a quasi-isomorphism
A(f, g; 0) ✲ A
(
hf, hg;h(fAg − gAf)
)
.
If C is a bounded above complex of projective modules over R then
A(f, g; 0) and A
(
hf, hg;h(fAg − gAf)
)
are homotopy equivalent.
(2) Suppose that the maps fand g commute as before. Given cochain maps
α : B ✲ C and β : C ✲ B and a homotopy A : αβ ≃ id so that
dCA + AdC = αβ − id, the map β(fAg − gAf)α is a homotopy from
(βfα)(βgα) to (βgα)(βfα), the map αβ(fAg − gAf) is a homotopy
from (αβf)(αβg) to (αβg)(αβf), and the diagonal matrix with entries
α on the diagonal defines a cochain complex map
α∗ : A
(
βfα, βgα;β(fAg − gAf)α
)
✲ A
(
αβf, αβg;αβ(fAg − gAf)
)
.
If α is a quasi-isomorphism so is α∗. If in addition B and C are bounded
above complexes of projective R-modules then α∗ is a homotopy equiva-
lence.
Proof. This is almost identical to the proof of Theorem III.7.2, but slightly
easier due to the absence of tensor products. We omit the details. 
III.8. Mapping 2-tori and totalisation. Applications
Now suppose that C is an R-finitely dominated bounded above cochain
complex of projective R[x, x−1, y, y−1]-modules. We will prove now that
C ⊗R[x, x−1, y, y−1]R((x, y)) is acyclic.
By our hypothesis there exists a bounded cochain complex B of finitely
generated projective R-modules together with mutually inverse homotopy
equivalences
α : B ✲ C and β : C ✲ B
of R-module cochain complexes. Choose a homotopy A : αβ ≃ idC . By
Theorem III.7.2 there are R[x, x−1, y, y−1]-linear homotopy equivalences
C ✛ T (y, x; 0) ✲ T
(
αβy, αβx;αβ(yAx − xAy)
)
✛α∗ T
(
βyα, βxα;β(yAx − xAy)α
)
=: Z
so that C⊗R[x, x−1, y, y−1]R((x, y)) ≃ Z ⊗R[x, x−1, y, y−1]R((x, y)).
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Now note that we have isomorphisms
B⊗
R
R[x, x−1, y, y−1] ⊗
R[x, x−1, y, y−1]
R((x, y))
∼= B⊗
R
R((x, y)) ∼= B((x, y)) ,
the second one being due to the fact that B consists of finitely generated
projective R-modules, so that Lemma III.5.2 applies. We can thus identify
the nth cochain module of Z⊗R[x, x−1, y, y−1]R((x, y)) with
Bn+2((x, y))⊕
(
Bn+1((x, y))⊕Bn+1((x, y))
)
⊕Bn((x, y)) , (12)
and the differential with the matrix

dB((x, y)) 0 0 0
−
(
βxα((x, y))− x
)
−dB((x, y)) 0 0
βyα((x, y))− y 0 −dB((x, y)) 0
β(yAx− xAy)α((x, y)) βyα((x, y))− y βxα((x, y))− x dB((x, y))

 .
(The symbol dB denotes the differential of B. Note that the letter “x” in
the term βxα denotes a self map of C, while the symbol x by itself denotes
a self map of B((x, y)); similarly with y in place of x.)
This cochain complex arises as the realisation of a triple complex. Indeed,
for x, y, z ∈ Z let
T x,y,z = Bx+y+z+2 ⊕Bx+y+z+1 ⊕Bx+y+z+1 ⊕Bx+y+z
and define differentials
dx : T
x,y,z ✲ T x+1,y,z , (r, s, t, u) 7→ (0, r, 0, −t)
dy : T
x,y,z ✲ T x,y+1,z , (r, s, t, u) 7→ (0, 0, −r, −s
)
as well as
dz =


dB 0 0 0
−βxα −dB 0 0
βyα 0 −dB 0
H βyα βxα dB

 : T x,y,z ✲ T x,y,z+1
where H = β(yAx−xAy)α. That is, T x,y,∗ is A(βyα, βxα,H) shifted down
x + y times. — With these definitions bltTot (T
∗,∗,∗) is precisely the chain
complex
Z ⊗
R[x, x−1, y, y−1]
R((x, y))
under the identification made above (12). Now the complex A(βyα, βxα;H)
is acyclic by Lemma III.7.4 and Remark III.7.3 (b); in more detail, we have
a chain of homotopy equivalences
A(βyα, βxα;H)
≃✲ A
(
αβy, αβx;αβ(yAx − xAy)
)
✛≃ A(y, x; 0)
with the cochain complex on the right being acyclic. We conclude from
Proposition III.6.1 that Z⊗R[x, x−1, y, y−1]R((x, y)) is acyclic.
Corollary III.8.1. If C is R-finitely dominated, all four of the chain com-
plexes listed in (1b) of Theorem I.1.2 are acyclic.
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Proof. For C⊗RR((x, y)) this has just been shown. The other cases follow
by a “change of coordinates” replacing x by x−1 and/or y by y−1. 
Part IV. Acyclicity implies finite domination
We begin by giving a quick proof of the second implication. Suppose
that the chain complexes listed in (1a) and (1b) are acyclic. We will use
Theorem I.2.2, applied to the case G = Z2 and N = 0, to conclude that C is
R-finitely dominated. A non-trivial character χ : G ✲ R can be identified
with a non-zero vector χ = (a, b) ∈ R2, using the standard inner product
of R2. If χ = (a, 0), for a > 0, then R̂Gχ = R[y, y
−1]((x)) so that acyclicity
in (1a) implies acyclicity of C⊗R[G] R̂Gχ. The situation is similar for a < 0
with R̂Gχ = R[y, y
−1]((x−1)), or for χ = (0, b) with b 6= 0 in which case
R̂Gχ = R[x, x
−1]((ysgn b)).
For χ = (a, b) with a, b 6= 0, acyclicity in (1b) implies acyclicity of
C ⊗R[G] R̂Gχ. For example, if a, b > 0 then R̂Gχ contains R((x, y)) so that
C ⊗
R[G]
R̂Gχ ∼= C ⊗
R[G]
R((x, y)) ⊗
R((x,y))
R̂Gχ ≃ 0
as the chain complexes in (1b) are actually contractible. In general, for
a, b 6= 0 we have R̂Gχ ⊃ R((x
sgn a, ysgn b)), and the argument applies mutatis
mutandis.
We will nevertheless give a different and new proof of the implication in
the remainder of the paper. We eschew the use of controlled algebra and
inductive arguments in favour of standard homological algebra combined
with homotopy-theoretic arguments. While not short our proof is concep-
tually simple, and lends itself to generalisations for Laurent rings with
many indeterminates. These generalisations can be done at the expense of
introducing more elaborate combinatorics; this topic will be taken up in a
separate paper.
IV.1. Diagrams indexed by the face lattice of a square
Let S denote the square [−1, 1]2, a convex polytope in R2. In what follows
a face of S will always assumed to be non-empty, unless specified otherwise.
We will orient the edges of S, and S itself, counter-clockwise as indicated in
the following picture which also shows our labelling for the faces of S:
•
vbl eb
•
vbr
er
•
vtret
•
vtl
el
The orientation gives us a choice of incidence numbers [F : G] ∈ {−1, 0, 1}
for all faces F and G of S. For example, [e : S] = 1 for every edge e, while
[vbl : eb] = −1 and [vbr : eb] = 1
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for the bottom edge eb.
For each face F we define the ring AF to be the monoid R-algebra
AF = R[TF ∩ Z
2]
where TF is the tangent cone TF = span≥0{s − f | s ∈ S, f ∈ F} of S
at F . For example, the ring AS is the Laurent polynomial ring in two
indeterminates R[x, x−1, y, y−1], while Avbr = R[x
−1, y] is a polynomial
ring. In general we have AF ⊆ AG if F ⊆ G.
For a face F of S we let vF ∈ Z
2 denote its barycentre, or centre of mass.
For a pair of faces F ⊂ G, the difference vG−vF represents a monomialmFG
in the centre of AF ; for example, mvbleb = x, mvtlS = xy
−1 and merS = x
−1.
The algebra AG is the localisation of AF by mFG:
For every element u ∈ AG there is k0 ≥ 0 such that
mkFGu ∈ AF for all k ≥ k0.
(13)
We also choose m∅F to be the monomial represented by the lattice point vF ,
for every face F of S, so that m∅el = x
−1 and m∅vtl = x
−1y. Clearly,
mFH = mFG ·mGH for all triples of (possibly empty) faces
F ⊆ G ⊆ H of S.
(14)
When F is a codimension-1 face of G, the monomial mFG is the indeter-
minate z ∈ {x, x−1, y, y−1} such that {z, z−1} ⊂ AG and z
−1 /∈ AF .
We denote by F(S) the join semi-lattice of non-empty faces of S ordered
by inclusion, and by Ch(R-Mod) the category of cochain complexes of right
R-modules.
Definition IV.1.1. (1) An F(S)-diagram X of cochain complexes is a
functor X : F(S) ✲ Ch(R-Mod), F 7→ XF equipped with extra
data giving each XF the structure of a cochain complex of (right)
AF -modules, such that for each pair of non-empty faces F ⊆ G
of S the corresponding structure map sFG : XF ✲ XG is in fact
AF -linear.
(2) The F(S)-diagram X is called bounded if the cochain complex XF
is bounded for every face F of S.
(3) An F(S)-diagram X is said to be quasi-coherent if for each pair of
non-empty faces F ⊂ G of S the adjoint map
XF ⊗AF AG
✲ XG
of sFG is an isomorphism of AG-module cochain complexes.
As a matter of notation, given a functor X : F(S) ✲ Ch(R-Mod) we
denote the differential of the cochain complex XF by dF .
An example of a quasi-coherent F(S)-diagram (concentrated in a single
cochain degree) is the diagram D(k) shown in Fig. 1. We have D(k)F = AF ,
and the structure maps sFG are the inclusions followed by multiplication
with the monomial m−kFG.
Construction IV.1.2. Let C be a bounded cochain complex consisting of
finitely generated freeR[x, x−1, y, y−1]-modules, with a specified finite basis
Ba ⊂ C
a so that we have an identification Ca =
⊕
Ba
R[x, x−1, y, y−1].
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R[x, y−1]
x−k ✲ R[x, x−1, y−1] ✛
xk
R[x−1, y−1]
R[x, y, y−1]
yk
❄
x−k ✲ R[x, x−1, y, y−1]
yk
❄
✛ x
k
R[x−1, y, y−1]
yk
❄
R[x, y]
y−k
✻
x−k ✲ R[x, x−1, y]
y−k
✻
✛ x
k
R[x−1, y]
y−k
✻
Figure 1. The diagram D(k)
We will show how to construct a sequence ki of non-negative integers and
a bounded F(S)-diagram Y with YS = C such that Y
j ∼=
⊕
Bj
D(kj) for
every j ∈ Z.
We start by making the default convention that all numbers kj which are
not explicitly defined are taken to be 0, and similarly that all diagrams Y j
and all boundary maps that are not explicitly defined are taken to be trivial.
If C is the 0-complex we can choose the trivial diagram with all values 0.
Otherwise, Ci is trivial for i < a, say, and Ca 6= 0. For a face F of S we
define Y aF = AF [Ba] to be the free AF -module on the basis Ba, and for a
pair of faces F ⊆ G we define the structure map saFG : Y
a
F
✲ Y aG as the
map induced by the inclusion AF ⊆ AG and the identity on basis elements.
In other words, we define Y a =
⊕
Ba
D(0). We set ka = 0.
If Ca is the only non-trivial module in C the construction process ter-
minates. Otherwise, we define Y a+1 by setting Y a+1F = AF [Ba+1], the
free AF -module with basis Ba+1. The structure maps will be of the form
“inclusion followed by multiplication with the monomial m
ka+1
FG ”, for some
suitable ka+1 to be determined presently. In other words, we will have
Y a+1 =
⊕
Ba+1
D(ka+1).
To find a suitable value of ka+1 recall that we also need to construct
differentials da+1F : Y
a
F → Y
a+1
F , for all the faces F of S, which are compatible
with the structure maps. We choose daS = d
a
C to be the given differential of
the cochain complex C. For a proper face F and fixed basis element b ∈ Ba
the image wF,b of b under the composition⊕
Ba
AF = Y
a
F
sa
FS✲ Y aS = C
a d
a
C✲ Ca+1 = Y a+1S =
⊕
Ba+1
AS
is such that mkFSwF,b ∈
⊕
Ba+1
AF = Y
a+1
F for large k, by (13). We choose a
number ka+1 = k large enough to work for all b ∈ Ba, and all proper faces F
of S.
Now we can define our AF -linear differential d
a
F uniquely by the require-
ment that it sends b ∈ Ba to m
ka+1
FS wF,b ∈ Y
a+1
F for a proper face F of C.
We claim that this yields a map of F(S)-diagrams da−1 : Y a−1 ✲ Y a.
We need to verify sa+1FG ◦ d
a
F = d
a
G ◦ s
a
FG for faces F ⊂ G. In fact, this
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equality holds for G = S by construction: the basis element b ∈ Ba is
sent to wF,b by the composition on the right, while on the left we have
sa+1FS ◦ d
a
F (b) = s
a+1
FS (m
ka+1
FS wF,b) = m
−ka+1
FS m
ka+1
FS wF,b = wF,b as required. If
G is a proper face of S we note that, by construction and the argument just
given, we have
sa+1GS ◦ s
a+1
FG ◦ d
a
F = s
a+1
FS ◦ d
a
F = d
a
S ◦ s
a
FS = d
a
S ◦ s
a
GS ◦ s
a
FG = s
a+1
GS ◦ d
a
G ◦ s
a
FG ;
since sa+1GS is injective, the claim follows.
If there are no further non-trivial entries in C the construction terminates.
Otherwise, we extend from Y j to Y j+1 by repeating the process above:
choose a sufficiently large integer kj+1 ≥ 0 so that, for each proper face F
of S and each basis element b ∈ Bj, we have m
kj+1
FS wF,b ∈
⊕
Bj+1
AF = Y
j+1
F ,
where wF,b is the image of b under the composition
⊕
Bj
AF = Y
j
F
sj
FS✲ Y jS = C
j d
j
C✲ Cj+1 = Y j+1S =
⊕
Bj+1
AS .
We let Y j+1 =
⊕
Bj+1
D(kj+1), and define differentials d
j
F by the require-
ment that they send the basis element b ∈ Bj to m
kj+1
FS wF,b.
Since C is bounded this process terminates, and results in a quasi-coherent
F(S)-diagram Y with YS = C. It might be worth pointing out that the
composition of two differentials is the zero map as required. Indeed, for
every i the structure map si+2FS is injective, and we have
si+2FS ◦ d
i+1
F ◦ d
i
F = d
i+1
C ◦ d
i
C ◦ s
i
FS = 0
(since dC is a a differential) so that d
i+1
F ◦ d
i
F = 0.
IV.2. Double complexes from diagrams. Cˇech complexes
Let P be a poset. We suppose that P is equipped with a strictly increasing
degree function deg : P ✲ N, and an incidence function
[ - : - ] : P × P ✲ Z
satisfying the following properties:
(DI1) [x : y] = 0 unless x < y and deg(y) = 1 + deg(x);
(DI2) for all x < z with deg(z) = 2 + deg(x), the open interval I(x : z) =
{y ∈ P |x < y < z} is finite, and we have∑
y∈I(x:z)
[x : y] · [y : z] = 0 ;
(DI3) for z ∈ P with deg(z) = 1 the set I(< z) = {y ∈ P | y < z} is finite,
and we have ∑
y∈I(<z)
[y : z] = 0 .
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Now let X : P ✲ R-Mod, x 7→ Xx be a diagram of R-modules. We
define the Cˇech complex of X, denoted Γˇ(X), to be the following cochain
complex with (
Γˇ(X)
)n
=
⊕
x∈P
deg(x)=n
Xx
and differential induced by the structure maps of X modified by incidence
numbers [x : y]. It follows from (DI2) that this defines indeed a cochain
complex.
More generally, for a P -indexed diagram X of cochain complexes of
R-modules we define a double complex D∗,∗, and define the Cˇech complex
of X, denoted Γˇ(X), to be the totalisation:
Γˇ(X) = T+otD∗,∗
The double complex D∗,∗ is defined by saying that
• the qth row D∗,q is the Cˇech complex Γˇ(Xq) of Xq, the P -indexed
diagram of R-modules consisting of all the cochain level q terms of
entries in X, and
• the vertical differential in column p is induced by the differentials
of the cochain complexes Xx with deg(x) = p, modified by the
sign (−1)p.
By construction, vertical and horizontal differentials anti-commute.
We will apply this construction in specific cases only. For example, for
P = F(S) we can choose deg to be the dimension function, and use the
incidence numbers introduced at the beginning of §IV.1. This data satisfies
the conditions (DI1–3) above. In particular, every F(S)-diagram X in the
sense of definition IV.1.1 gives rise to a double complex D∗,∗ of R-modules,
and a cochain complex Γˇ(X) = T+otD∗,∗ of R-modules. Explicitly, we have
Di,j :=
⊕
dim F=i
XjF (15)
with horizontal and vertical differentials induced by
dh = [F : G]sFG , dv = (−1)
i ·
⊕
dim F=i
dF
where [F : G] are our chosen incidence numbers, and
Γˇ(X)n =
(
T+otD∗,∗
)n
=
⊕
i+j=n
Di,j
equipped with differential d = dh + dv .
IV.3. Cˇech cohomology. Computations
Let C and Y be as in Construction IV.1.2, and let D∗,∗ be the double
complex (15) used to define Γˇ(Y ). In particular the module Ct = D2,t is
a free R[x, x−1, y, y−1]-module with basis Bt. By construction, D
∗,t is the
Cˇech complex of a Bt-indexed direct sum of diagrams D(kt), where kt ≥ 0
depends on t according to Construction IV.1.2. (As before we use the symbol
D(k) to denote the diagram of Fig. 1. We will never refer to an object ‘D’
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alone, so our notation should not lead to any confusion.) To compute the
cohomology of D∗,t it is thus enough to compute the cohomology of Γˇ
(
D(k)
)
for k ≥ 0.
Recall that S = [−1, 1]2. We denote by kS the k-th dilate of S which is
[−k, k]2. By R[kS ∩ Z2] we mean the free R-module with basis kS ∩ Z2 =
{(i, j) ∈ Z2 | −k ≤ i, j ≤ k}, the set of lattice points in kS.
We now want to consider the following cochain complex of R-modules, an
augmented version of the complex Γˇ(Y ):
0 ✲ R[kS ∩ Z2]
d−1✲
Γˇ
(
D(k)
)0 d0✲ Γˇ(D(k))1 d1✲ Γˇ(D(k))2 ✲ 0 (16)
The map d−1 is given by multiplication with the monomials m−k∅v for the
various vertices v of S, followed by an inclusion map. More explicitly, bar
the zero terms this is the complex
R[kS ∩ Z2]
d−1✲
R[x, y]
⊕
R[x−1, y]
⊕
R[x, y−1]
⊕
R[x−1, y−1]
d0✲
R[x, x−1, y]
⊕
R[x, y, y−1]
⊕
R[x−1, y, y−1]
⊕
R[x, x−1, y−1]
d1✲ R[x, x−1, y, y−1]
where d−1, d0 and d1 are given by matrices
d−1 =


xkyk
x−kyk
xky−k
x−ky−k

 , d0 =


−x−k xk 0 0
y−k 0 −yk 0
0 −y−k 0 yk
0 0 x−k −xk


and d1 =
(
y−k, x−k, xk, yk
)
;
the entries of these matrices are all of the form [F : G] ·m−kFG, for (possibly
empty) faces F ⊂ G.
Lemma IV.3.1. The complex (16) is exact for k ≥ 0.
Proof. It is easy to see that d1 is surjective; for example, we can write
any element p ∈ R[x, x−1, y, y−1] as a sum p = p+ + p− where p+ ∈
R[x, x−1][y] and p− ∈ y
−1R[x, x−1][y−1], and note that d1 maps the quadru-
ple (ykp+, 0, 0, y
−kp−) to p.
To show that the complex is exact at Γˇ
(
D(k)
)1
for a given boundary
e1 ∈ ker(d
1) we will construct an explicit cochain e0 ∈ Γˇ
(
D(k)
)0
for which
d0(e0) = e1.
Fix exponents i and j. On the one hand, the coefficient of the mono-
mial xiyj in d1(e1) = 0 is zero. On the other hand, we can systematically
work out which terms of the components of e1 contribute to the coefficient
of xiyj in d1(e1), as follows.
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Case 1: |i| > k and |j| > k. The coefficient of xiyj receives contribu-
tion from exactly two of the four components of e1. By sym-
metry we may assume that i, j > k (the other cases being sim-
ilar); then the first and second components of e1 must contain
terms of the form axiyj+k and bxi+kyj, respectively, with a + b =
0. We set zi,j = (−ax
i+kyj+k, 0, 0, 0) and note that d0(zi,j) =
(axiyj+k, bxi+kyj , 0, 0).
Case 2: |i| ≤ k and |j| > k. The coefficient of xiyj receives contributions
from three of the components of e1. Let us again assume that both i
and j are non-negative. Then the first three components of e1 must
contain terms of the form axiyj+k, bxi+kyj and cxi−kyj, respec-
tively, with a+b+c = 0. We set zi,j = (bx
i+kyj+k, −cxi−kyj+k, 0, 0)
and note that d0(zi,j) = (ax
iyj+k, bxi+kyj, cxi−kyj, 0).
Case 3: |i| > k and |j| ≤ k. This is dealt with in a manner similar to the
previous case.
Case 4: |i| ≤ k and |j| ≤ k. The coefficient of xiyj receives contributions
from all four components of e1, which must contain terms of the
form axiyj+k, bxi+kyj, cxi−kyj and dxiyj−k, respectively, with a+
b+ c+ d = 0. We choose
zi,j =
(
(b+ d)xi+kyj+k, −cxi−kyj+k, dxi+kyj−k, 0
)
and note that d0(zi,j) = (ax
iyj+k, bxi+kyj, cxi−kyj , dxiyj−k). (Un-
like before, the definition of zi,j does involve a choice between many
alternatives. The one given will do.)
Now define e0 =
∑
i,j∈Z zi,j ; this is a finite sum as only finitely many of
the zi,j can be non-zero. By construction we have d
0(e0) = e1 so that
im(d0) = ker(d1) as required.
We now show that ker(d0) coincides with the image of d−1. An element e0
of Γˇ
(
D(k)
)0
is of the form
e0 =
( ∑
i,j≥0
aijx
iyj ,
∑
i≤0≤j
bijx
iyj,
∑
j≤0≤i
cijx
iyj ,
∑
i,j≤0
dijx
iyj
)
,
with all sums being finite. If d0(e0) = 0, that is, if e0 ∈ ker d
0, then in
particular (by considering the first component)
−x−k ·
∑
i,j≥0
aijx
iyj + xk ·
∑
i≤0≤j
bijx
iyj = 0 ∈ R[x, x−1, y] .
This implies for all j ≥ 0 that
aij = bi−2k,j for 0 ≤ i ≤ 2k ,
aij = 0 for i > 2k ,
bij = 0 for i < −2k .
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Considering the other components of d0(e0) in a similar manner shows that
all coefficients with subscripts |i| > 2k or |j| > 2k vanish, and that
aij = ci,j−2k for 0 ≤ j ≤ 2k, i ≥ 0 ,
bij = di,j−2k for 0 ≤ j ≤ 2k, i ≤ 0 ,
cij = di,j−2k for 0 ≤ j ≤ 2k, j ≤ 0 .
Now we choose
e−1 =
∑
−k≤i,j≤k
ai+k,j+kx
iyj ∈ R[kS ∩ Z2] ,
and our characterisation of the coefficients of e0 above immediately gives
that d−1(e−1) = e0.
Finally, it remains to observe that d−1 is injective; in fact, each of the
four components of d−1 is injective by itself. 
Corollary IV.3.2. The complex D∗,t is quasi-isomorphic to the finitely
generated free R-module (considered as a cochain complex concentrated in
degree 0) ⊕
Bt
R[ktS ∩ Z
2]
via the map d−1 from the preceding lemma. 
Proposition IV.3.3. Let C and Y be as in Construction IV.1.2. There is
a quasi-isomorphism χ : B′ ✲ Γˇ(Y ) from a bounded cochain complex B′
of finitely generated free R-modules with B′ i ∼=
⊕
Bi
R[kiS ∩ Z
2].
Proof. Let D∗,∗ denote the right half-plane double complex (15) associated
to Y as at the beginning of this subsection. We define a new double com-
plex E∗,∗ which agrees with D∗,∗ everywhere except that in column −1 we
put the free R-modules E−1,t =
⊕
Bt
R[ktS ∩ Z
2], with vertical differential
induced by the negative of the differential of Y and horizontal differen-
tial d−1 as above. The resulting double complex has exact rows, by Corol-
lary IV.3.2, hence the induced map χ : E−1,∗ ✲ Γˇ(Y ) = T+otD∗,∗ is a
quasi-isomorphism by Lemma II.2.3. (To apply the Lemma we may need to
re-index C and Y temporarily to make sure that all non-zero entries live in
non-negative cochain degrees.) 
IV.4. The nerve of the square. More Novikov rings
In this section we will describe diagrams involving both the Novikov
rings from Part III along with other rings we will describe shortly. For each
face F we will construct a diagram EF , the Cˇech complex of which will
be quasi-isomorphic to AF considered as a cochain complex concentrated in
degree zero.
Definition IV.4.1. For a non-empty face F of the square S we make the
following definitions.
(1) The star of F , denoted st(F ), is the set of faces of S which contain F .
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(2) We will denote by NF the nerve of st(F ), the simplicial complex on
the vertex set st(F ) in which the faces are given by the sequences
of strict inclusions of elements of st(F ). The faces of NF will also
referred to as flags of faces of S.
For each face τ of NF we will define a ring A〈τ〉. Note that τ can occur in
NF for many faces F ; the definition of A〈τ〉 does not depend on F , however,
which is reflected by the notation.
Definition IV.4.2. By our previous definitions we have Avbl = R[x, y],
Aeb = R[x, x
−1, y] and AS = R[x, x
−1, y, y−1]. We now define the following
rings:
A〈vbl〉 = R[[x, y]] A〈vbl, S〉 = R((x, y))
A〈eb〉 = R[x, x
−1][[y]] A〈eb, S〉 = R[x, x
−1]((y))
A〈vbl, eb〉 = R((x))[[y]] A〈vbl, eb, S〉 = R((x))((y))
Also, we define A〈S〉 = AS . If eb is replaced by el throughout, we have the
same definitions with x and y swapped. To replace the subscript “l” by “r”
everywhere we replace x by x−1, and finally to replace the subscript “b” by
“t” everywhere we replace y by y−1.
This defines a ring A〈τ〉 for any non-empty flag τ of faces of S. For
example, we have
A〈vbr〉 = R[[x
−1, y]] and
A〈vtr, er〉 = R((y
−1))[[x−1]] .
For each face F of the square we have a diagram of R-modules
EF : NF ✲ R-Mod , τ 7→ A〈τ〉
with maps given by inclusion of rings. Here and elsewhere we consider NF
as a poset ordered by inclusion of flags.
We first exhibit the case when F = {v} is a vertex. The star of v is the set
{v, ex, ey, S} where ex and ey are the two edges incident to v. Specifically we
take v = vtr = (1, 1), ex = er to be the right vertical edge of S, and ey = et
to be the top horizontal edge (the situation for the other vertices will be
similar). The diagram Ev is given in Fig. 2. The entries are specified using
both the abstract notation A〈τ〉 as well as the concrete Novikov rings.
For the case when F is an edge we take F = ex as defined above (the other
cases being similar), and note that the diagram Eex appears as a restriction
of Ev since Nex is an order ideal of Nv. Explicitly, Eer looks like this:
R[x, x−1, y, y−1] ✲ R[y, y−1]((x−1)) ✛ R[y, y−1][[x−1]]
A〈S〉 A〈er, S〉 A〈er〉
(17)
Finally, if F is the square S itself, then the nerve NS of st(S) is just {S}
and the diagram ES consists of only AS = A〈S〉.
Back to general F , we equipNF with degree and incidence functions in the
sense of §IV.2: the degree function is given by the (simplicial) dimension,
which assigns to a flag with k + 1 entries dimension k, and the standard
simplicial incidence numbers. To explain the latter, note that a flag τ is
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R[x, x−1][[y−1]]
A〈et〉
✲ R((x
−1))[[y−1]]
A〈vtr, et〉
✛ R[[x
−1, y−1]]
A〈vtr〉
R((x−1))((y−1))
A〈vtr, et, S〉
✛
R[x, x−1]((y−1))
A〈et, S〉
❄ ✲
R[[x−1, y−1]]
A〈vtr, S〉
✛
✛
R((y−1))[[x−1]]
A〈vtr, er〉
❄
R((y−1))((x−1))
A〈vtr, er, S〉
✛✲
R[x, x−1, y, y−1]
A〈S〉
✻
✲
✲
R[y, y−1]((x−1))
A〈er, S〉
✛
✲
R[y, y−1][[x−1]]
A〈er〉
✻
Figure 2. The diagram Ev for v = vtr = (1, 1)
totally ordered, so we can let di(τ) denote the flag obtained by omitting the
ith entry (0 ≤ i ≤ dim τ) and set [di(τ) : τ ] = (−1)
i; all other incidence
numbers vanish. — The diagram EF then has an associated Cˇech complex
Γˇ(EF ). Explicitly,
Γˇ(EF )
t =
⊕
τ∈NF
dim τ=t
A〈τ〉
with differential induced by
A〈τ〉
[τ :µ]✲ A〈µ〉 .
IV.5. Decomposing diagrams. Cˇech cohomology calculations
We keep the notation from §IV.4. For a fixed face F of S, the R-module
diagram EF is in fact a diagram of AF -modules: all its entries contain AF
as a subring, and all structure maps are AF -linear. In particular, its Cˇech
complex Γˇ(EF ) is an AF -module complex. Moreover, by the property (DI3)
of incidence numbers, the inclusion maps of subrings assemble to a map of
AF -module cochain complexes
σF : AF ✲ Γˇ(EF ) , (18)
where we consider the left hand side as a cochain complex concentrated in
degree 0 as usual.
Lemma IV.5.1. The map σF is a quasi-isomorphism.
Proof. We note that there is nothing to prove in case F = S as Γˇ(ES) =
A〈S〉 = AS and σS = idAS .
Next suppose that F is an edge of S. We will treat the case F = er =
{1}×[−1, 1] only, the other cases are identical apart from possible coordinate
changes replacing an indeterminate x or y by its inverse, or swapping their
roles. — The diagram Eer is depicted in (17). Considered as a diagram
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of R-modules it decomposes as the direct sum of two diagrams of the same
shape, corresponding to non-positive and positive powers of x respectively:
Eer = D+ ⊕D− where
D− =
(
R[x−1, y, y−1] ✲ R[y, y−1][[x−1]] ✛ R[y, y−1][[x−1]]
)
and
D+ =
(
xR[x, y, y−1] ✲ xR[x, y, y−1] ✛ 0
)
.
Upon application of Γˇ, the short exact sequence of diagrams
0 ✲ D+ ✲ Eer ✲ D− ✲ 0
translates into a short exact sequence of Cˇech complexes
0 ✲ Γˇ(D+) ✲ Γˇ(Eer)
β✲ Γˇ(D−) ✲ 0 .
Now Γˇ(D+) is acyclic (it is a two-step complex with only non-trivial differ-
ential being an isomorphism) so that β is a quasi-isomorphism. Introducing
the diagrams
E0 =
(
0 ✲ R[y, y−1][[x−1]] ✛ R[y, y−1][[x−1]]
)
and
E1 =
(
R[x−1, y, y−1] ✲ 0 ✛ 0
)
we have a short exact sequence
0 ✲ E0 ✲ D− ✲ E1 ✲ 0
and consequently a short exact sequence
0 ✲ Γˇ(E0) ✲ Γˇ(D−)
γ✲ Γˇ(E1) ✲ 0 .
Now Γˇ(E0) is acyclic by the same reasoning as before so that γ is a quasi-
isomorphism to Γˇ(E1) = Aer . As clearly γ ◦β ◦σer = id it follows that σer is
a quasi-isomorphism.
We finally deal with the case F = v a vertex. We will treat v = vtr = (1, 1)
explicitly, the other cases are similar (and follow formally by change of
variables). — Informally speaking, we decompose the diagram Evtr as a
direct sum of R-module diagrams by restriction to the sets
•Q ={xiyj | i ≤ 0, j > 0} , Q• ={xiyj | i > 0, j > 0} ,
•Q ={x
iyj | i ≤ 0, j ≤ 0} , Q• ={x
iyj | i > 0, j ≤ 0}
which correspond to the four quadrants (with or without various boundary
components included). We denote the restricted diagrams by E•, •E, •E
and E• respectively. The four resulting summands are shown in Fig. 3.
The diagram appearing in the top right is E•. The top left diagram is •E.
Similarly, •E is the bottom left diagram and E• is the bottom right diagram.
Note that the splitting Evtr = •E ⊕
•E ⊕E• ⊕E
• yields a corresponding
splitting of Cˇech complexes
Γˇ(Evtr ) = Γˇ(•E)⊕ Γˇ(
•E)⊕ Γˇ(E•)⊕ Γˇ(E
•) .
We will show
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(i) that the last three summands are acyclic so that the projection map
π : Γˇ(Evtr ) ✲ Γˇ(•E) is a quasi-isomorphism, and
(ii) that there is a quasi-isomorphism β : Γˇ(•E) ✲ Avtr such that the
composite map
Avtr
σvtr✲ Γˇ(Evtr)
π✲ Γˇ(•E)
β✲ Avtr
is the identity.
It then follows that σvtr is a quasi-isomorphism as claimed.
The main idea in both cases is to use a suitable filtration of diagrams, as
was done implicitly in the case of an edge above. More precisely, we will
look at a chain of epimorphisms of R-module diagrams indexed by Nvtr
X0
κ1✲ X1
κ2✲ . . .
κk✲ Xk
such that Γˇ(ker κj) is acyclic for 1 ≤ j ≤ k. From the short exact sequence
0 ✲ Γˇ(ker κj) ✲ Γˇ(Xj−1)
Γˇ(κj)✲ Γˇ(Xj) ✲ 0
we then infer that the map Γˇ(κj) is a quasi-isomorphism.
Let us consider specifically the diagram X0 =
•E (top left in Fig. 3). We
let X1 have the same entries and structure maps as X0 except at the flags
{vtr, er} and {vtr, er, S} where X1 is trivial (see Fig. 2 for a reminder on
the indexing); the incident structure maps are forced to be zero maps, of
course. The map κ1 is the identity where possible, or else the zero map.
The Cˇech complex Γˇ(ker κ1) is a two-step complex with an isomorphism as
differential and is thus acyclic. — We construct further diagrams Xj in a
similar manner from Xj−1, by prescribing two flags τ1 and τ2 on which the
former differs from the latter in taking the zero module as value, and by
declaring κj to be the identity where possible. In detail, we choose
j = 2: τ1 = {er} and τ2 = {er, S};
j = 3: τ1 = {vtr, S} and τ2 = {vtr, et, S};
j = 4: τ1 = {S} and τ2 = {et, S}.
This makes X4 the trivial all-zero diagram so that Γˇ(
•E) is quasi-isomorphic
to the zero complex via Γˇ(κ4κ3κ2κ1). — The diagrams E
• and E• can be
dealt with in a similar manner. This proves (i).
To prove (ii) we employ a suitable filtration of X0 = •E: we let Xj and
κj be determined in the manner described above by the choices
j = 1: τ1 = {vtr, er} and τ2 = {vtr, er, S};
j = 2: τ1 = {er} and τ2 = {er, S};
j = 3: τ1 = {vtr, et} and τ2 = {vtr, et, S};
j = 4: τ1 = {et} and τ2 = {et, S};
j = 5: τ1 = {vtr} and τ2 = {vtr, S}.
The diagram X5 has a single non-trivial entry, viz., the entry Avtr at posi-
tion S so that Γˇ(X5) = Avtr . The map β = Γˇ(κ5κ4κ3κ2κ1) satisfies all the
required properties. 
We also need to record naturality properties of the maps σF . Let F ⊆ G
be faces of S. Since every τ ∈ NG is also an element of NF , we can define a
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“projection” map
λFG : Γˇ(EF ) ✲ Γˇ(EG) (19)
which maps summands occurring in both complexes by the identity, and
maps all other summands of the source to 0. (Note that Γˇ(EG) is, in general,
not a direct summand of Γˇ(EF ).) It is a matter of straightforward checking
that σG|AF = λFG ◦ σF , and that we have
λFH = λFG ◦ λGH (20)
for a triple of faces F ⊆ G ⊆ H of S.
IV.6. Partial totalisations of triple complexes. Applications
For this last section of the paper we assume throughout that C and Y
are as in Construction IV.1.2; that is, we assume that C is a bounded
cochain complex of finitely generated free R[x, x−1, y, y−1]-modules, with
Cn having basis Bn, and that Y is a bounded F(S)-diagram in the sense of
Definition IV.1.1 with YS = C, with each Y
n isomorphic to a Bn-indexed
direct sum of diagrams of the form D(kn). We write sFG : YF ✲ YG for
the structure map associated to the inclusion of faces F ⊆ G.
We will introduce the following complexes and maps between them:
B′
≃✲ T+otS∗,∗,∗
≃✲ T+otT ∗,∗,∗
≃✲ T+otU∗,∗,∗
and
T+otV ∗,∗,∗ ∼= T+otW ∗,∗ ✛
≃
C ,
and a splitting of complexes
T+otU∗,∗,∗ ∼= T+otV ∗,∗,∗⊕ ? .
Provided all the cochain complexes listed in (1a) and (1b) are acyclic, the
maps marked “≃” above are quasi-isomorphisms; hence we obtain, in the
derived category of R, morphisms C
s¯✲ B′
r¯✲ C with r¯ ◦ s¯ = idC . Since
both C and B′ are bounded complexes of free R-modules we can lift these
morphisms to R-linear maps C
s✲ B′
r✲ C with r ◦ s ≃ idC . Since
B′ is finitely generated this shows C to be R-finitely dominated [Ran85,
Proposition 3.2], thereby finishing the proof of the implication (b) ⇒ (a) of
the Main Theorem.
We start with the triple complex
Su,s,t =
{
0 for t 6= 0 ,⊕
F⊆S
dimF=u
Y sF for t = 0 .
Differentials are necessarily trivial in z-direction; for fixed s, the complex
S∗,s,0 is the Cˇech complex of the constant F(S)-indexed diagram Y s, and
for fixed u the complex Su,∗,0 is a direct sum of complexes YF with differential
changed by the sign (−1)u.
We note that S∗,∗,∗ is actually a double complex in disguise, and that
T+otS∗,∗,∗ = T+otS∗,∗,0 = Γˇ(Y ). Hence by Proposition IV.3.3:
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Lemma IV.6.1. There exists a bounded cochain complex B′ of finitely gen-
erated projective R-modules, together with a quasi-isomorphism
χ : B′ ✲ T+otS∗,∗,∗ . 
If the face F is contained in the minimal element of the flag τ then
AF ⊆ A〈τ〉. Consequently, we can define a triple complex T
∗,∗,∗ by
T u,s,t =
⊕
F⊂S
dimF=u
(
Y sF ⊗AF
⊕
τ∈NF
dim τ=t
A〈τ〉
)
(21)
with differentials induced by
dx = [F : G] · (sFG ⊗ λFG) ,
dy = (−1)
u · (dF ⊗ 1) , and
dz = (−1)
u+s · (1⊗ dNF ) ,
with λFG is as in (19), where dNF denotes the differential of the cochain
complex Γˇ(EF ) and dF denotes the differential of the cochain complex YF .
(Note that for fixed t the maps dx are induced by the cochain complex maps
[F : G] ·
(
sFG⊗λFG
)
: YF ⊗
AF
A〈τ〉 ✲ YG ⊗
AG
A〈τ〉 ,
where τ is a t-dimensional flag in NG; this implies, in view of (20), that
dx ◦ dx = 0.)
The triple complex just defined is such that T u,s,∗, for fixed indices u
and s, is a direct sum of complexes of the form Y sF ⊗AF Γˇ(EF ), with differ-
ential changed by a sign (−1)u+s. But as Γˇ(EF ) is quasi-isomorphic to AF
via the map σF defined in (18), and as Y
s
F is a free AF -module we have a
quasi-isomorphism Y sF ⊗AF Γˇ(EF ) ≃ Y
s
F . In fact, the compositions
Y sF
∼= Y sF ⊗
AF
AF
id⊗σF✲ Y sF ⊗
AF
Γˇ(EF )
assemble to a map of triple complexes
υ : S∗,∗,∗ ✲ T ∗,∗,∗
which is a quasi-isomorphism on complexes in z-direction in the sense of
Lemma II.3.3. We thus have:
Lemma IV.6.2. The map T+ot (υ) : T+otS∗,∗,∗ ✲ T+otT ∗,∗,∗ is a quasi-
isomorphism. 
Next, we define a triple complex U∗,∗,∗ which is, informally speaking, the
restriction of T ∗,∗,∗ to those flags which are either zero-dimensional, or do
not involve S. Explicitly,
Uu,s,t =


0 for t 6= 0, 1 ,⊕
F⊂S
dimF=u
(
Y sF ⊗AF
⊕
τ∈NF
dim τ=1
S /∈τ
A〈τ〉
)
for t = 1 ,
⊕
F⊂S
dimF=u
(
Y sF ⊗AF
⊕
G⊇F A〈G〉
)
for t = 0 ;
(22)
note that Uu,s,1 = 0 if u 6= 0, and that the second direct sum in the last line is
taken over all 0-dimensional flags in NF , i.e., over all faces G containing F .
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The differentials are either trivial by necessity, or the restrictions of the
corresponding differentials of T ∗,∗,∗ where possible.
There is an obvious “projection” map of triple complexes
ω : T ∗,∗,∗ ✲ U∗,∗,∗ ;
it is given by sending the summand Y sF ⊗AF A〈τ〉 to itself via the identity
map if the target contains the same summand, and by sending it to 0 other-
wise. (Note that U∗,∗,∗ is not a direct summand of T ∗,∗,∗ due to the presence
of too many non-trivial differentials in z-direction in the latter.)
Lemma IV.6.3. If all the cochain complexes listed in (1a) and (1b) are
acyclic, the map T+ot (ω) is a quasi-isomorphism.
Proof. First note that the complexes listed in (1a) are of the type C⊗A〈e, S〉
for an edge e of S (all unmarked tensor products are over the ring AS =
R[x, x−1, y, y−1] in this proof). Similarly, the complexes listed in (1b) are
of the form C ⊗A〈v, S〉 for v a vertex of S.
Suppose now that these complexes are acyclic. Since C is a bounded
complex of free modules, they are then in fact contractible, i.e., homotopy
equivalent to the trivial complex. Since tensor products preserve homo-
topies, it follows that for each 2-dimensional flag τ = (v ⊂ e ⊂ S) the
cochain complex
YS ⊗AS A〈τ〉
∼= YS ⊗AS A〈v, S〉 ⊗A〈v,S〉 A〈τ〉
is contractible and hence acyclic. That is, acyclicity of the complexes (1a)
and (1b) implies acyclicity of the additional eight complexes
C ⊗R((x))((y)) , C ⊗R((x))((y−1)) ,
C ⊗R((x−1))((y)) , C ⊗R((x−1))((y−1)) ,
C ⊗R((y))((x)) , C ⊗R((y))((x−1)) ,
C ⊗R((y−1))((x)) , C ⊗R((y−1))((x−1)) .
Let F be a face of S. If τ ∈ NF denotes a positive-dimensional flag ending
in S, we know that AS ⊂ A〈τ〉 and thus
YF ⊗
AF
A〈τ〉 ∼= YF ⊗
AF
AS ⊗
AS
A〈τ〉 ∼= C ⊗
AS
A〈τ〉 ≃ 0
where we made use of the fact that YF ⊗AF AS
∼= YS = C according to
Construction IV.1.2.
But this means that ω is a quasi-isomorphism of cochain complexes
T u,∗,t ✲ Uu,∗,t
for all u, t ∈ Z. Indeed, for t = 0 it is an identity map, for t = 1 it is a
direct sum of identity maps (corresponding to summands indexed by flags
of the form v ⊂ e) and maps from acyclic to trivial complexes (all other
summands), for t = 2 it is a map from an acyclic to a trivial one, using
the results of the previous two paragraphs. From Lemma II.3.3 we conclude
that T+ot (ω) is a quasi-isomorphism as claimed. 
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Now U∗,∗,∗ has a direct summand consisting, informally speaking, of the
summands indexed by G = S at height t = 0 only:
V u,s,t =
{
0 for t 6= 0 ,⊕
F⊂S
dimF=u
(
Y sF ⊗AF A〈S〉
)
for t = 0 ;
(23)
differentials are obtained by restricting the corresponding ones of U∗,∗,∗.
Clearly then T+otV ∗,∗,∗ is a direct summand of T+otU∗,∗,∗.
The triple-complex totalisation V ∗,∗,∗ agrees with the double complex
totalisation T+otV ∗,∗,0 (due to the absence of non-trivial terms for z 6= 0).
Also, we have A〈S〉 = AS and Y
s
F ⊗AF AS
∼= Cs, by construction of Y ; it
follows that the double complex V ∗,∗,0 is isomorphic to the double complex
W ∗,∗ which, in column p, has a direct sum of copies of C indexed by the
p-dimensional faces of S, with differential changed by the sign (−1)p, and
has in row q the Cˇech complex of the constant F(S)-indexed diagram with
value Cs.
Lemma IV.6.4. There is a quasi-isomorphism C ✲ T+ot (W ∗,∗).
Proof. Since C is bounded we may, by simple re-indexing, assume that C is
concentrated in non-negative degrees and that consequently W ∗,∗ is concen-
trated in the first quadrant. For q ≥ 0 let hq denote the diagonal inclusion
Cq ✲ W 0,q = ⊕vCq, modified by a sign (−1)q (the direct sum taken over
all vertices of S). By construction the two composites
Cq ✲ W 0,q ✲ W 0,q+1 and Cq ✲ Cq+1 ✲ W 0,q+1
agree up to sign. The complexes
0 ✲ Cq ✲ W 0,q ✲ W 1,q ✲ · · ·
are exact; this follows, for example, from the observation that they can be
obtained by tensoring the dual of the augmented cellular chain complex of S
(which computes H˜∗(S;R) = 0) with the free R-module C
q. — We can now
apply Proposition II.2.3 to conclude that C ≃ T+otW ∗,∗ as claimed. 
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