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CuMnAs with perpendicular magnetic anisotropy is proposed as an active material for
antiferromagnetic memory. Information can be stored in the antiferromagnetic domain state, while
writing and readout can rely on the existence of surface magnetization. It is predicted, based on
first-principles calculations, that easy-axis anisotropy can be achieved in bulk CuMnAs by
substituting a few percent of As atoms by Ge, Si, Al, or B. This effect is attributed to the changing
occupation of certain electronic bands near the Fermi level induced by hole doping. The calculated
temperature dependence of the magnetic anisotropy does not exhibit any anomalies. Thin
CuMnAs(001) films are also predicted to have perpendicular magnetic anisotropy. Published by
AIP Publishing. https://doi.org/10.1063/1.5048207

Antiferromagnets offer considerable benefits for storing
information in spin-torque-based magnetic random-access
memory (MRAM) cells compared to ferromagnets: the stray
fields are minimized, and faster spin dynamics could be used
to reduce the switching time.1,2 Switching by currentinduced spin-orbit torque and readout by anisotropic magnetoresistance have been demonstrated for CuMnAs1 and
Mn2Au.3 In this scheme, information is stored as one of the
two orthogonal orientations of the antiferromagnetic order
parameter. The latter always lies in the plane of the film, perpendicular to the tetragonal axis, because the magnetocrystalline anisotropy (MCA) of both CuMnAs4 and Mn2Au5 is
easy-plane. Switching is achieved by passing an electric current along one of the two orthogonal directions. The current
generates a field-like spin-orbit torque, aligning the order
parameter L ¼ m1  m2 (where mi are the sublattice magnetizations) perpendicular to the direction of the current
flow. The simplest form of the current-induced staggered
effective field in CuMnAs or Mn2Au is derivable from the
effective potential U ¼ aL  ðE  zÞ. Terms of this kind are
forbidden in all antiferromagnets whose magnetic space
group contains an antitranslation, i.e., a time-reversal operation combined with a lattice translation.
Easy-plane MCA is an obstacle for scaling the memory
density because the two orthogonal in-plane orientations of
the order parameter are separated by a very small energy barrier proportional to the fourth-order in-plane anisotropy.
Thus, the memory bits are expected to lose thermal stability
as their size is reduced toward the nanoscale. Perpendicular
(easy-axis) anisotropy is favorable for thermal stability, but
it does not allow the switching and readout scheme of Ref. 1.
However, alternative switching and readout schemes are possible for CuMnAs and Mn2Au with perpendicular anisotropy
thanks to their special symmetry properties.
Tetragonal CuMnAs or Mn2Au with easy-axis anisotropy would have two antiferromagnetic domains related to
a)
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each other by the time-reversal operation. Because the magnetic structure6 of these materials (see Fig. 1 for CuMnAs)
has no antitranslation, these domain states are macroscopically
distinguishable and can be used as a robust binary state variable to store information. This feature is shared with insulating magnetoelectric antiferromagnets such as Cr2O3.7–9
Furthermore, symmetry requires that single-domain CuMnAs
or Mn2Au must have an uncompensated surface magnetization strongly coupled to the antiferromagnetic order parameter, even if the surface is not atomically flat.9 In an AF/N/AF
device, where AF is an antiferromagnet and N a normal metal
or tunnel barrier, the presence of a surface magnetization
makes the antiferromagnet act essentially as a ferromagnet. In
particular, a first-principles calculation for a CuMnAs/GaP/
CuMnAs tunnel junction predicted both sizeable tunneling
magnetoresistance (TMR) and spin-transfer torque (STT) in a
noncollinear spin configuration.10 As in a ferromagnetic STTMRAM cell, the current-induced torque can be used to switch
the domain state of one of the antiferromagnetic layers, while
TMR can be used for readout.
Having this target device in mind, we now predict, using
first-principles calculations, that the magnetic anisotropy of
CuMnAs can be turned from easy-plane [Fig. 1(a)] to easy-

FIG. 1. Magnetic unit cell of tetragonal CuMnAs. Dashed lines show the
cell boundary. Mn, As, and Cu atoms are shown by purple, green, and blue
spheres, respectively. (a) Mn spins lie in the basal plane. (b) Mn spins are
parallel to the tetragonal axis. The figure also represents the quintuple-layer
building block used to model a CuMnAs(001) film.
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axis [Fig. 1(b)] by a small substitutional doping on the As
sublattice or by using a very thin film.
Using the generalized gradient approximation (GGA)11
results in a considerable disagreement with the experiment
in the lattice constants and sublattice magnetization.
Therefore, as a first step, we use the GGAþU method in the
Vienna ab-initio simulation package (VASP)12 and empirically adjust the value of U while keeping J fixed at 0.58 eV.
The equilibrium lattice constants and the local magnetic
moment on the Mn atoms are shown in Fig. 2 as a function
of U. Good agreement with the experiment is achieved for
U ¼ 2.5 eV. The value U  J  2 eV also gives good agreement with photoemission measurements.13 Therefore, we
adopt U ¼ 2.5 eV for band structure calculations. The corresponding structural parameters are a ¼ 3.872 Å, c ¼ 6.326 Å,
zMn ¼ 0.6614, and zAs ¼ 0.2615.
To study substitutional alloys, we use the coherent
potential approximation (CPA) implemented within the
Green’s function-based tight-binding linear muffin-tin orbital
(GF-LMTO) method.15,16 The main effect of the on-site
Coulomb correlations is to increase the spin splitting in the
half-filled 3d shell of the Mn atoms. In the GF-LMTO calculations, this effect is mimicked by using GGA11 (instead of
GGAþU) with the local part of the exchange-correlation
field for Mn atoms scaled by a factor 1.28. This factor and
the radii of the atomic spheres have been adjusted17 to make
the LMTO band structure reproduce the VASP results as
closely as possible; this comparison is illustrated in Fig. 3(a).
The spin-orbit coupling was included as a perturbation
of the LMTO potential parameters,18–20 and the MCA energy
K was obtained by calculating the single-particle energy difference for the in-plane and out-of-plane orientations of the
antiferromagnetic order parameter with the charge density
taken from the self-consistent calculation without spin-orbit
coupling. The reciprocal-space integration was converged
for the uniform 30  30  18 mesh in the full Brillouin zone.
We focus on the substitution of sp elements on the As
sublattice in order to avoid strong band broadening, which
tends to suppress MCA.19–21 Figure 4 shows the concentration dependence of MCA calculated using GF-LMTO and
CPA for CuMnAs1–xYx, where Y stands for Ge, Si, Al, or B.
Small concentrations of any of these dopants are found to

FIG. 2. (a) Equilibrium lattice parameters a and c and (b) local moments
lMn on the Mn atoms in CuMnAs as a function of U, with J ¼ 0.58 eV.
Dashed lines indicate experimental data at room temperature.4,14
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FIG. 3. (a) CuMnAs band structure calculated using VASP (red dots) with
U ¼ 2.5 eV and GF-LMTO (blue lines) with GGA and scaled exchangecorrelation field (see the text). (b) Spectral function of the CuMnAs0.9Si0.1
alloy (CPA calculation with spin-orbit coupling).

induce a spin-reorientation transition to easy-axis anisotropy.
The MCA increases with the increasing concentration of the
dopants up to about 10% for Ge and Si or 5% for Al and B.
The largest easy-axis MCA is obtained with 10% Ge or Si
substitution for As.
The fact that maximum MCA is reached at a twice
smaller concentration of Al or B compared to Ge or Si

FIG. 4. Concentration dependence of MCA in CuMnAs1–xYx with Y ¼ Ge,
Si, Al, or B, calculated in CPA. Empty blue circles: MCA in VCA with x
representing the number of holes per As atom.
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strongly suggests that the changes in MCA are primarily due
to the effect of alloying on band filling. Indeed, Al and B
donate twice as many holes as Ge and Si. This conclusion is
supported by the fact that the MCA calculated in the virtual
crystal approximation (VCA) closely follows the CPA
results for the same hole doping level. The reason for this
similarity becomes clear on inspection of the spectral function for CuMnAs0.9Si0.1, which is shown in Fig. 3(b). The
bands are not strongly broadened, and the main difference
with the band structure of pure CuMnAs is in the position of
the Fermi level.
For further insights, it is useful to analyze the contributions to MCA resolved in reciprocal space.19,20 Figure 5(a)
shows such k-resolved MCA in CuMnAs, defined as the difference
between the single-particle energies Esp ðkÞ
P
¼ i;ik <F ðik  F Þ for L k y and L k z. The interpretation
of this figure is, however, complicated by the presence of
large contributions of opposite signs, which are approximately odd in kx. The reason is that, the spin-orbit-coupled
band structure is not generally even with respect to k in the
absence of both inversion and time-reversal symmetry. In
particular, for L k y, there is no magnetic symmetry operation that reverses the sign of kx (or of both kx and ky). It is,
therefore, useful to symmetrize the k-resolved anisotropy
with respect to kx. The result is shown in Fig. 5(b); note the
greatly reduced scale compared to Fig. 5(a).
Figure 5(b) reveals large negative contributions to MCA
coming from distinct “hot spots”20,22 in the vicinity of the
CX line. This negative contribution can be attributed to the

FIG. 5. Wave vector-resolved MCA (eVa30 ) in CuMnAs1–xSix. (a) x ¼ 0,
without symmetrization; (b) x ¼ 0, with symmetrization; and (c) x ¼ 0.1,
with symmetrization.
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electronic bands crossing the Fermi level along the CX line
[see Fig. 3(a)]. Hole doping suppresses the negative hot spots
and instead gives rise to large positive contributions near C,
as can be seen from Fig. 5(c) for CuMnAs0.9Si0.1.
Comparing the spectral functions for pure and Si-doped
CuMnAs in Figs. 3(a) and 3(b), we observe that the relevant
bands are shifted above the Fermi level under hole doping.
The positive contribution near C appears thanks to the presence of several closely spaced bands around the Fermi level.
Thus, the upward shift of the bands relative to the Fermi
level leads to the spin-reorientation transition under small
hole doping.
For device applications, it is important to know whether
the results described above remain valid at room temperature. Since CuMnAs is an itinerant metal, the temperature
dependence of its MCA could be non-trivial.20,23 To check
for possible anomalies, we have calculated the dependence
of MCA in CuMnAs and CuMnAs0.9Si0.1 on the reduced
temperature T/TN (where TN is the Neel temperature) using
the disordered local moment (DLM) method24,25 implemented as described in Ref. 20. Figure 6 shows that in both
cases the temperature dependence is monotonic. We have
checked that the variation of the unit cell volume and c/a
ratio that may be expected from thermal expansion have
only a weak effect on MCA.
Furthermore, Fig. 7 shows the concentration dependence
of the exchange parameters in CuMnAs1–xSix calculated
using the linear response method in the paramagnetic
P
state.25–27 The two curves show the sums J0 ¼ j2 Jij of
the exchange parameters Jij, where one Mn site i is fixed,
while the other j is restricted to belong either to the same
magnetic sublattice as i or to the other sublattice. The
exchange coupling parameters at x ¼ 0 are in reasonable
agreement with earlier calculations28 and correspond to the
correct antiferromagnetic ground state of CuMnAs. It is seen
that the strong intersublattice exchange coupling remains
almost constant under Si doping, while the weaker intrasublattice coupling strengthens. The Neel temperature TN calculated in the mean-field approximation shows a moderate
increase with Si doping. In pure CuMnAs, it is overestimated

FIG. 6. MCA in CuMnAs (red circles) and CuMnAs0.9Si0.1 (black squares)
as a function of the reduced temperature T/TN.
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FIG. 7. Calculated exchange parameters J0 (symbols) and mean-field TN
(solid black line) in CuMnAs1–xSix. Red circles and blue squares indicate the
total intra- and inter-sublattice exchange J0 , respectively.

by 31% compared to the experimental value of 480 K,29 as
expected of this approximation.
Taken together, the monotonic temperature dependence
of MCA and the weak dependence of the dominant exchange
coupling and TN on the concentration suggest that the conclusions about the concentration dependence of MCA drawn
from Fig. 4 remain valid at room temperature.
Table I lists the formation enthalpies of the substitutional impurities, calculated using elemental solids as a reference (we used the a-rhombohedral phase for B). It is seen
that the formation enthalpies for Si and Ge are quite small,
and these elements should readily substitute for As. The formation enthalpies for Al and B are also not prohibitively
high.
The thickness of magnetic layers in MRAM devices is
typically a few nanometers, and the magnetic anisotropy of a
thin film can be dominated by surface or interface anisotropy.30 Therefore, we now consider the magnetic anisotropy
of a thin CuMnAs(001) film. It is clear from Fig. 1 that the
tetragonal structure of CuMnAs can be viewed as a stacking
of stoichiometric blocks consisting of two buckled MnAs
layers sandwiching a Cu layer. Below, we refer to these
blocks as quintuple layers. We model a thin CuMnAs film as
a stack of several quintuple layers, which maintains the overall stoichiometry of the film and makes its two surfaces
equivalent. The films are terminated on each side by a layer
of magnetic Mn atoms.
Figure 8 shows the MCA of a CuMnAs film as a function of its thickness, measured in the number of quintuple
layers, calculated in VASP. The vacuum layer used in the
periodic setup had a thickness of 8.4 Å.
The results shown by black circles in Fig. 8 were
obtained using the unrelaxed atomic positions obtained by
terminating the bulk structure. For NQL ¼ 4 and 6, we also

TABLE I. Formation enthalpies DHf (eV) of substitutional impurities in
CuMnAs.
Atom
DHf

B

Al

Si

Ge

1.16

0.55

0.03

0.12

FIG. 8. Total MCA of a CuMnAs slab as a function of its thickness measured in the number of quintuple layers NQL. Black circles: with unrelaxed
atomic positions from the bulk structure. Red squares: with the relaxed
structure constrained to have the bulk lattice parameter in the basal plane.
Blue line: linear fit to the unrelaxed data for NQL  2.

performed a full relaxation while keeping the lattice parameter in the basal plane fixed; the corresponding results are
shown by red squares in Fig. 8. It is seen that structural
relaxation at the surface has a rather small effect on MCA.
Figure 8 shows that MCA is positive in CuMnAs films
whose thickness is less than about 7 quintuple layers or about
4 nm. The thickness dependence is approximately linear, with
the vertical intercept giving the effective surface anisotropy
and the slope corresponding to bulk MCA. The fitted slope is
about 0.018 meV/f.u., which is in good agreement with
0.022 meV/f.u. obtained from the bulk calculation. (This
value is of the same sign but of greater magnitude compared
to the GF-LMTO result.) Overall, these results suggest that
very thin CuMnAs(001) films have perpendicular magnetic
anisotropy, which can be exploited in spintronic devices.
In conclusion, we argue that CuMnAs with perpendicular magnetic anisotropy can be used as an active element in
an antiferromagnetic memory cell, storing information in its
domain state, with the surface magnetization facilitating
spin-transfer-torque switching and magnetoresistive readout.
We predict that easy-axis anisotropy in bulk CuMnAs can be
achieved by substituting a few percent of Ge, Si, Al, or B for
As. We also predict that thin CuMnAs films up to a few
nanometers thick also have perpendicular anisotropy.
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