Absrrucr-Minimum variance (MV) can characterize the most fundamental performance limitation of a system, owing to the existence of time-delaydinfinite zeros. It has been widely used as a benchmark to assess the regulatory performance of control loops. For a SISO system, this benchmark can be estimated given the information of the system time delay. In order to compute the MIMO MV benchmark, the interactor matrix associated with the plant may be needed. However, the computation of the interactor matrix requires the knowledge of Markov parameter matrices of the plant, which is rather demanding for assessment purposes only. In this paper, we propose an upper bound of the MIMO M V benchmark which can be computed with the knowledge of the interactor matrix order. If the time delays between the inputs and outputs are known, a lower hound of the MIMO MV benchmark can also be determined.
I. INTRODUCTION
The control loop performance benchmarking techniques have built on ideas used successfully in business benchmarking. The aim is to diagnose control loop performance and provide tools to determine:
1) The best achievable performance which will be treated as the performance benchmark.
2) The controller performance index (CPI) which i6 the ratio of the performance benchmark to the actual performance. Based on CPI? it can be seen whether there is any opportunity to improve the performance of the loop. The ways in which the loop performance may be improved will be in the realm of controller design. Controller benchmarking has been an active research area for the recent ten years [l], [4] . This interest started with the work of Hams [Z] . In his paper, Harris proposed the use of closed-loop data to evaluate and diagnose controller performance using the output variance under the minimum variance (MV) controller as a benchmark.
The SISO MV benchmark is useful as the absolute lower bound on the achievable control performance and is attractive for its simplicity and minimum required information -only the output data collected from the plant and the estimate of the process deadtime are needed. For a MIMO system, the interactor matrix was introduced as a multivariable generalisation of the SISO time delay term. Assuming the full knowledge of the plant, a MIMO MV benchmarking method is presented in [3] .
A. Ordys M. Grimble
With the information of the magnitude of the time-delay, it is relatively easy to estimate the MV benchmark for a SISO system, In the case of MIMO systems, in order to estimate the MV benchmark, we need to construct a new signal by filtering the system ouaut, with the interactor matrix of the system. Although it is possible to estimate the interactor matrices from the closed loop data [3] , [61; this makes the computation of the MV benchmark for MIMO systems more difficult. Assuming the order of the interactor matrix is known, a simple interactor of the same order is proposed as a substitute for the original interactor matrix and prove that the Performance index thus computed is an upper bound. Although the result is suboptimal, the.com. putation procedure can be greatly simplified. Furthermore, a lower bound of the MV benchmark can be computed when the delay information between inputs and outputs of the plant is available. These bounds can be used to assess the CPI of the current controller which indicates its current performance level .
The rest of the paper is organized as follows: The derivation of the MV benchmark for SISO and MIMO systems is briefly introduced in section 2. Then the estimation of the upperflower bound of the MV benchmark is presented in sections 3 and 4. Using the FCOR technique introduced in [3], we illustrate the results on a simulated example in Kction 5. The paper is concluded in section 6. Due to space limitation, most of the proofs are omitted from the paper. A more detailed report can be obtained from the author upon request.
MV CONTROLLER AND BENCHMARKING
In this paper, our major focus is on the system performance in the steady state, and without loss of generality it is assumed in the following that the reference signal is set to zero. The only input to the system ct is a zero-mean white noise of unity variance. The plant is modeled as:
where k is the time delay, T is the delay-free plant transfer function, and N is the disturbance transfer function. In the following subsections, the SISO MV controller for the plant (I) is first derived, then the result is generalised to MIMO systems. These derivations are standard and can be found in many references.
A . The SISO MY controller
Using the Diophantine identity:
where f; (for i = 0,. . . , k -1) are constant coefficients, and R is the remaining rational, proper transfer function, Equation (1) can be rewritten as:
The first term in this equation cannot be affected by the control action, i.e.
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The minimum variance control is achieved when the second term of equation (2) is set to zero, i.e. 
So the minimum variance feedback controller is
This particular version of minimum variance control requires the plant to be minimum phase if the control law is to be stabilizing. A block diagram of the closed loop system is shown in Fig.1 
B. The M M 0 MV conidler
Time delay results in the most hndamental limitation on the achievable performance of any controller. Performance assessment of SISO processes as discussed before reflects this fundamental performance limitation in a stochastic framework. Wolovich and Falb [9] showed that the analog of the time-delay term in a SlSO system is the interactor matrix in a MIMO system. 
DT(q--')D(q) = I
then this interactor matrix is referred to as a unitary interactor matrix. For any given full rank rational, proper transfer-function matrix T , there exists a non-unique unitary interactor matrix. However, it was shown-' in. [7] that any two unitary interactor matrices, D(q) and D(q), satisfy D(q) = rD(q), rTr = I . Here r is an n x n unitary real matrix.
Using the interactor matrix, Huang and Shah [3] proposed a simple method of deriving the MIMO MV controller.
Consider a multivariable system
where T is the system transfer function matrix and N is the disturbance transfer function matrix. Then we have Theorem 2.2: (Theorem 4.3.1 of [3] ) For a multivariable process where ct is a vector of random white noise sources with zero mean, let D be the interactor matrix of T with the order d. The linear quadratic objective function defined by
where at = q-dDK is minimized by an explicit optimal control law given by
where P = DT, F and R satisfy the Diophantine identity:
and R is a rational proper transfer function matrix. Furthermore, the MIMO MV benchmark is defined as
From above, it is clear that the interactor matrix is vital in the computation of MIMO MV benchmark if a data-driven method is preferred. According to (13) 
IV. THE LOWER BOUND OF THE MIMO MV BENCHMARK
An upper bound of the MIMO MV benchmark has been discussed in the previous section. In this section, a lower bound will be introduced.
Given a transfer function matrix T, if the time delays between inputs and outputs are known, then a diagonal delay matrix associated with T can be defined as: 
Dd(T) =diag{qd', . . . , q d n }

0
Note that the above lemma is only a sufficient condition for Dd(T) to be the diagonal interactor matrix of T . If there exists a set of such that det(U(T)) = 0, then the method introduced in [3] has to be used to find the interactor matrix of T.
Lemma 4.2; Given a transfer function matrix T, a diagonal polynomial matrix is defined as:
where Dd(T) is the diagonal delay matrix of T. 
The above theorem can be interpreted as follows: the diagonal delay matrix can be considered as a simple generalization of the time delay of the SISO system. Let N; be the stochastic noise acting on the ith system output:
where Ft is white noise and d, is the minimum time delay of the ith row of T .
It is obvious that.e is the portion of noise which is independent of feedback control. Furthermore there may be other portion of N; which cannot be compensated due to the other infinite zeros of T . This inevitably increases the achievable minimum variance.
V. EXAMPLES
In the following, the application of the results obtained in the previous sections is demonstrated for performance assessment on a two by two MIMO controller. The approach consists of estimating the upper and lower bounds of the controller performance rather than the index itself. The advantage, however, is that it is not necessary to know the interactor matrix -the knowledge of the order of the interactor matrix and of the individual time delays is sufficient.
Example This example was originally used by Huang and Shah [3] to demonstrate the application of the FCOR algorithm to performance assessment of multivariable systems with the general interactor matrix. Our objective here will be to illustrate how Theorems (3.1) and (4.1) can be used to estimate the upper and lower bounds of the controller performance index from plant data, the interactor order d and the individual time delays. For that purpose, we will apply the benchmarking algorithm twice: first assuming a simple interactor of order d, and then using the knowledge of the individual time delays to replace the actual interactor with its diagonal approximation. For comparison, we will also use full knowledge of the plant model to calculate the true general interactor matrix and hence the actual controller performance index. The process has two inputs and two outputs and is described In reality, the plant and disturbance models might not be available and the above values have to be estimated from plant data. In order to estimate the minimum variance itself, the plant interactor matrix must be known. There are algorithms for its calculation or estimation from the first few Markov parameters of the plant [3] , however they tend not to be very reliable in practice. Here we go around this problem by estimating the upper and lower bound of the minimum variance which only requires the knowledge of the order of the interactor matrix and of the individual time delays.
The FCOR (Filtering and Correlation) algorithm used in the numerical calculations is described in Huang and Shah [3] . The algorithm involves modeling the outputs as a multivariable time series in order to estimate the white noise driving sequences. This "whitening" step is not unique and may result in different polynomial matrices F -in particular, the Cholesky algorithm can be used to obtain orthogonal driving sequences (i.e. of identity covariance matrix) that match the theoretical model. However, it is worth noting that the minimum achievable value of the cost function, i.e. the value that we eventually want to estimate, is invariant of the particular form of the polynomial matrix F. The estimates obtained (calculated using a data set of 5000 samples), together with the theoretical values, are given in Table I . An important point to note is that in order to the definition of the CPI and Theorems (3.1) and (4.l), it is clear that the "true" performance index will always lie between the upper and lower bounds calculated based on these theorems. The price that must he paid for thus simplifying the problem is the necessify of introducing additional delays to the contmller for the time of the benchmarking experiment (this concerns only the estimation of the upper bound). Moreover, the order of the interactor matrix needed for calculating the upper bound of the benchmark cost is not directly related to the actual delays present in the system and has to be determined separately.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have discussed controller performance assessment of multivariable systems using the minimum variance controller as a benchmark. In order to avoid the exact estimation of the interactor matrix, we proposed a method to estimate the upper and lower bound of the minimum achievable variance instead of the minimum variance itself. We proved that an upper bound of the MV benchmark can be estimated using only the known order of the interactor matrix, whereas the estimation of the lower bound requires only the knowledge of the individual time delays of the system. Although the knowledge of the interactor order is still a prerequisite, this considerably reduces the necessary information needed to assess the system performance.
The MV benchmarking procedures assess the performance of the existing controller against that of the optimal full-order controller. Such an unconstrained optimization problem results in high-order controllers (this order being at least as high as the order of the plant) and a question then arises how to adequately interpret the value of the calculated performance index: is it so low because the controller is poorly tuned or simply because it is not possible to get a better result with the existing controller structure? Future research will be focused on the computation of the meaningful benchmark under the controller structure constraints.
