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A generic distinct mechanism for the emergence of spatially localized states embedded in an oscillatory
background is demonstrated by using 2:1 frequency locking oscillatory system. The localization is of Turing
type and appears in two space dimensions as a comb-like state in either pi phase shifted Hopf oscillations or
inside a spiral core. Specifically, the localized states appear in absence of the well known flip-flop dynamics
(associated with collapsed homoclinic snaking) that is known to arise in the vicinity of Hopf-Turing bifurcation
in one space dimension. Derivation and analysis of three Hopf-Turing amplitude equations in two space
dimensions reveals a local dynamics pinning mechanism for Hopf fronts, which in turn allows the emergence
of perpendicular (to the Hopf front) Turing states. The results are shown to agree well with the comb-like
core size that forms inside spiral waves. In the context of 2:1 resonance, these localized states form outside
the 2:1 resonance region and thus extend the frequency locking domain for spatially extended media, such
as periodically driven Belousov-Zhabotinsky chemical reactions. Implications to chlorite-iodide-malonic-acid
and shaken granular media are also addressed.
Experiments with the oscillatory chlorite-
iodide-malonic-acid (CIMA) chemical reaction
have demonstrated that spiral waves can exhibit
a finite size stationary core, a.k.a. dual-mode spi-
ral waves. The behavior had been attributed to
a competition between the coexisting oscillatory
(Hopf) and stationary periodic (Turing) insta-
bilities through analysis in one-space dimension
(1D). Specifically, localized stationary solutions
have shown to emerge in between pi−shifted os-
cillations and thus, assumed to explain the spiral
core where the amplitude of oscillations vanishes.
Yet, numerical simulations indicate that spatially
localized comb-like states in 2D form outside the
coexistence region that is obtained in 1D. Con-
sequently, a distinct mechanism is derived via a
weakly nonlinear analysis near the Hopf-Truing
bifurcation in 2D and shown to well agree with
numerical simulations. Moreover, the results are
discussed in the context of 2:1 frequency locking
and show that resonant localized patterns extend
the standard frequency locking region. Conse-
quently, the study suggests distinct control and
design features to spatially extended oscillatory
systems.
a)Electronic mail: espaulino@gmail.com
b)Electronic mail: yochelis@bgu.ac.il
I. INTRODUCTION
Chemical reactions are frequently being used as case
models to elucidate generic and rich mechanisms of spa-
tiotemporal dynamics, such as the Turing instability, spi-
ral wave dynamics, bistability, spot replication1–4 (and
the references therein) by providing insights into math-
ematical mechanisms (e.g., linear, nonlinear, absolute,
and convective instabilities) that give rise to pattern
selection5–7. Among the more popular and exploited
reactions are Belousov-Zhabotinsky and chlorite-iodide-
malonic-acid (CIMA)6,8. Besides interests in chemi-
cal controls6,9–11, these reactions are also used as phe-
nomenological models for biological and ecological sys-
tems, examples of which include morphogenesis, cardiac
arrhythmia, and vegetation in semi-arid regions5,8,12,13.
An intriguing type of pattern formation phenomenon,
demonstrating stationary spatial localization embedded
in an oscillatory background, has been found experimen-
tally in the CIMA reaction14. Such localized states have
been observed in one- and two-space dimensions (1D and
2D, respectively)15,16, and attributed to a Turing core
emerging in a Hopf background oscillating with a phase
shift of pi, a behavior that is typical in the vicinity of
a codimension-2 bifurcation14,17,18, a.k.a. a flip-flop be-
havior or “1D-spiral”19–21. The 2D localization was at-
tributed to the phase singularity that forces a vanishing
Hopf amplitude and thus in turn emergence of a Turing
state14,17,18. In the mathematical context, it was shown
that the spatial localization in the 1D Hopf-Turing bi-
furcation17,22 bears a similarity to the spatial localiza-
tion mechanism in systems with a Turing-type (finite
wavenumber) instability due to the homoclinic snaking
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In this study, we focus on spatially localized comb-like
structures in 2D, see for example Fig. 1(a). We show
that these localized states emerge via an alternative pin-
ning mechanism over a much wider range of parameters
and specifically, in a region where 1D homoclinic snaking
is absent. We exploit the context of frequency locking
and show that the Hopf-Turing localization in 2D further
extends the resonant behavior outside of the resonance
tongue23,24. The paper is organized as follows: in the
rest of the Introduction section, we briefly discuss the
phenomenology of spatially extended Hopf-Turing pat-
terns and their impact on the 2:1 resonance outside the
classical locking region; in section II, we overview the 1D
flip-flop localization and show numerically that planar 2D
comb-like localized states exist in a wide parameter range
where flip-flop behavior is not present; in section III, we
provide an alternative mechanism for localized comb-like
states in 2D by deriving and analyzing three amplitude
equations that represent a Hopf mode and two perpendic-
ular Turing modes; then in section IV, we exploit these
insights to explain the comb-like spiral core; finally, we
conclude in section V.
A. Coexistence of periodic stationary and temporal
patterns: Hopf-Turing bifurcation
Consider a general reaction-diffusion type system:
∂~u
∂t
= f (~u) + D∇2~u, (1)
where ~u ≡ (u1, . . . , uN ) are chemical subsets (with N be-
ing an integer), f(~u) are functions containing linear and
nonlinear terms that correspond to chemical reactions or
interactions, and D is a matrix associated with diffusion
and cross-diffusion25.
In vicinity of the codimension-2 Hopf-Turing instabil-
ity, the solution ~u(x, t) can be approximated by:
~u ≈ ~u∗ + ~eHH(
√
x, t)eiωct + ~eTT (
√
x, t)eikcx + c.c.,
where ~u∗ is a spatially uniform state that goes through an
instability, c.c. is complex conjugate, H and T are slowly
varying Hopf and Turing amplitudes in space and time,
~eH and ~eT are eigenvectors of the critical Hopf frequency
(ωc) and Turing wavenumber (kc) at a codimension-2 on-
set, respectively. Multiple time scale analysis using the
above ansatz, leads to a generic set of Hopf and Turing
amplitude equations26–29:
∂H
∂t
= m1H −m2|H|2H −m3|T |2H +m4 ∂
2H
∂x2
, (2a)
∂T
∂t
= n1T − n2|T |2T − n3|H|2T + n4 ∂
2T
∂x2
, (2b)
where m1,2,3,4 ∈ C and n1,2,3,4 ∈ R. Notably, system (2)
is a 1D reduction of (1) and reproduces well the flip-
flop behavior14,16,17,20,21, i.e., a spatially localized Turing
state embedded in pi shifted Hopf oscillations.
B. Frequency locking outside the resonant region
The intriguing and rich dynamics of the Hopf-Turing
bifurcation has been demonstrated not only in the CIMA
reaction9,14 but also has been found to be fundamental
in broadening the 2:1 frequency locking behavior in the
periodically forced Belousov-Zhabotinsky chemical reac-
tion23. Consequently, we focus here on the framework of
frequency locking in spatially extended oscillatory media
to study both the 2D Hopf-Turing localization and its
relation to further increase of the 2:1 resonance region,
in general.
Let us assume that system (1) goes though a primary
oscillatory Hopf instability and is also externally forced
at a certain frequency30. Near the onset and depend-
ing on the forcing amplitude and frequency, the medium
will exhibit either unlocked or locked oscillations which
will obey the forced complex Ginzburg–Landau (FCGL)
equation31–34:
∂A
∂t
= (µ+ iν)A− (1 + iβ)|A|2A+γA¯n−1 + (1 + iα)∇2A,
(3)
where A is a weakly varying in space and time complex
amplitude of the primary Hopf mode, A¯ complex conju-
gate, n is an integer associated with the n : 1 resonance,
µ is the distance from the Hopf onset, ν is the difference
between natural and the forcing frequencies, and γ is
the forcing amplitude. In this context, frequency locking
corresponds to asymptotically stationary solutions to (3).
Since the Hopf-Turing bifurcation in (3) arises only for
n = 2, the study of Hopf-Turing spatially localized states
applies to only in 2:1 resonant case.
In the 2:1 resonance case, Eq. 3 admits two uniform
non-trivial (pi shifted) solutions that exist for23,24,33
γ > γb =
|ν − µβ|√
1− β2 . (4)
This bistability region is commonly called the classical
(Arnol’d) 2:1 resonance tongue even in the context of the
spatially extended media, see region I in Figs. 1(b,c).
Moreover, bistability of uniform pi shifted states, can
also lead to formation of inhomogeneous solutions24,35–37,
such as labyrinthine patterns, spiral waves, and spatially
localized (a.k.a. oscillons). However, it has been shown
that nonuniform 2:1 resonant patterns may in fact exist
also outside the 2:1 resonance23, γ < γb, i.e., in a region
where stationary non-trivial uniform solutions are absent.
The resonant condition is obtained through stripe (Tur-
ing state) nucleation due to the propagation of a Hopf-
Turing front, i.e., an interface that bi-asymptotically con-
nects Hopf and Turing states, as shown in Fig. 1(a).
The codimension-2 Hopf-Turing bifurcation is an in-
stability of the trivial uniform state A = 0 at µ = 0
and γ = γc
24, with ωc = να/ρ, k
2
c = να/ρ
2, γc = ν/ρ
and ρ =
√
1 + α2. Notably, the Hopf-Turing bifurcation
occurs outside the resonance region as γc < γb. Multi-
ple time scale analysis resulted with coefficients24 for the
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FIG. 1. (a) Direct numerical integration of (3) in 2D, showing snapshots of comb-like localizations inside a spiral wave (top
panel) and in between pi shifted planar Hopf oscillations (bottom panel); light/dark colors indicate max/min value of the
Re(A) field, respectively. No-flux boundary conditions were used on spatial domains of x ∈ [0, 50], y ∈ [0, 50] (top panel) and
x ∈ [0, 30], y ∈ [0, 75] (bottom panel). (b) Applied forcing parameter plane (ν-γ) showing four distinct regions (see text for
details and definitions): Region I, which is the classical 2:1 frequency locking region, γ > γb; Region II, in which frequency
locking is extended due to dominance of Turing states, γN ≤ γ ≤ γb; Region III, in which Hopf states are dominant but localized
comb-like Turing states can emerge (solutions such as presented in (a), with location indicated by () symbol), γT ≤ γ ≤ γN ;
Region IV that supports only unlocked oscillations, γ < γT . (c) Parameter plane (β-γ) showing the limit (βc = 5α/9) of region
III that corresponds to presence of pure Turing and Hopf modes (see text for details) while other symbols as in (b). Parameters:
µ = 0.5, α = 0.5 and for (a) γ = 2, ν = 2.2, β = 0.
Hopf-Turing amplitude equations (2):
m1 =µ− iγ − γc
α
,m2 = 4 + i2β
2ρ2 + 1
αρ
,
m3 =8ρ(α+ ρ)
+ i{4β 2αρ(α+ ρ) + 3ρ+ α
α
− 4(α+ ρ)},
m4 =1 + iρ, n1 = µ+ ρ
γ − γc
α
,
n2 =6ρ(α+ ρ)
(
1− β
α
)
, n3 = 4
(
2− 3β
α
)
, n4 = 2ρ
2.
Specifically, stability analysis of pure Hopf and Turing
modes showed that for β = βc < 5α/9 these two uniform
states coexist and thus it is possible to form a heteroclinic
connection between them24, i.e., a front solution. The
Hopf-Turing front is stationary (Fig. 2(b)) at
γN = γc +
µ
ρ
[√
3
4
(2α− 3β)(α− β) − α
]
, (5)
and propagates otherwise38, with γ > γN the Turing
state invades the Hopf state (Fig. 2(a)) and vice-verse
(Fig. 2(c)). Moreover, the presence of the stationary
front serves as an organizing center for the homoclinic
snaking phenomena22 that would be discussed in the next
section.
The dominance of the asymptotically stationary Tur-
ing mode in region II, γN < γ < γb, extends thus, the
classical frequency locking domain (region I) once spa-
tially extended patterns are formed23,39. Notably, Turing
type solutions are in fact standing-waves in the context of
the original system (1). Figures 1(b,c) show the classical
resonance region for a single oscillator (region I) and the
extended frequency locked region due to the dominance
of a spatially extended Turing mode (region II). Our
interest is thus, in the unlocked region III (γT < γ < γN
in Figures 1(b,c)) where, despite the Hopf mode domi-
nance (i.e., Hopf state is favorable over the Turing state),
2D resonant localized comb-like states may still form (see
Figure 1(a)), with
γT = γc − µ
4ρ
(α+ 3β), (6)
which is the stability onset of the Turing mode24. For
γ < γT only Hopf oscillations persist, i.e., region IV .
In what follows, we use γ as a control parameter while
keeping all other parameters constant. Notably, we limit
the scope to the coexistence region between the Hopf
and Turing modes24, with (β < 5α/9) and γT < γ <
min{γH , γb}, where γH = γc +µ(α− 3β)/ρ. As such the
localized 2D solutions in region III are resonant states
and thus extend further the frequency locking boundary,
as portrayed in Figure 1.
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FIG. 2. Direct numerical integration of (3) in 1D, showing
the flip-flop and the depinning dynamics; light/dark colors
indicate max/min value of the Re(A) field, respectively. (a)
γ = 2.015 > γN ' 2.01 (region II in Fig. 1), (b) γ = γN '
2.01, (c) γ = 2.002 < γN ' 2.01 (region III in Fig. 1), while
other parameters µ = 0.5, ν = 2.2, β = 0, α = 0.5.
II. FLIP-FLOP DYNAMICS AND DEPINNING
Hopf-Turing spatial localization, pinning, and depin-
ning in 1D have been studied in detail by Tzou et al.
(2013), who have shown the relation to the homoclinic
snaking phenomenon22. Specifically, two snaking behav-
iors were outlined:
Standard (vertical) snaking: if the Turing mode is
embedded in Hopf background that is oscillating
in phase;
Collapsed snaking: if the Turing mode is embedded in
Hopf background that oscillates with a phase shift
of pi. This case is also known as the ”flip-flop”
behavior.
Both cases form in the vicinity of a stationary front
(Maxwell-type heteroclinic connection) between the Hopf
(oscillatory) and the Turing (periodic) states, i.e., around
γ = γN in the context of FCGL [see Eq. 5]. The width
of the snaking regime is, however, rather narrow and de-
pinning effects become dominant at small deviations from
γN . Indeed, numerical integrations of (3) confirm this re-
sult also in the context of FCGL (see Fig. 2): for γ > γN
(γ < γN ) the Turing (Hopf) state invades the Hopf (Tur-
ing) state24, and thus the localized Turing state (centered
at x = 0) expands (collapses), respectively.
Onthe other hand, the robustness of comb-like struc-
tures (e.g., in spiral waves) as compared to the narrow
existence in the parameter space of the flip-flop, suggests
that the emergence mechanism is distinct. Indeed, direct
numerical simulations in 2D show that comb-like local-
ized patterns emerge in a parameter range in which flip-
flop does not coexist γT < γ < γ˜N , where γ˜N / γN is
considered to be the left limit of the depinning region and
computed here numerically. Notably, since the snaking
region is very narrow as compared to the rest of the do-
main, we define in what follows region III to lie within
γT < γ < γN . Moreover, the width (Γ) of the localized
comb-like region increases with γ, as shown in Fig. 3.
To quantify Γ, we employed a discrete Fourier transform
(DFT) for every grid point. The dark shading marks the
frequency with the highest contribution, as shown in the
furthermost right panels in Fig. 3. These results indeed
confirm that comb-like states (see Fig. 1) are related to
a distinct 2D pinning mechanism and not just a spatial
extension of flip-flop dynamics17–21.
III. COMB-LIKE LOCALIZED STATES
In this section, we show that localized comb-like states
are formed due to pinning of a Turing mode that is
perpendicular to the pi phase shifted Hopf oscillations.
Namely, we look for planar localized states, as shown in
Figs. 3(d,e). At first, we derive the respective amplitude
equations, then we obtain uniform solutions along with
their stability properties, and finally confirm the results
by direct numerical integrations.
A. Weakly nonlinear analysis
Derivation of amplitude equations in 2D follows, in fact
the same steps as for the 1D case but with two Turing
complex amplitudes (both varying slowly in space and
time)
[
Re(A)
Im(A)
]
≈
[
(1 + iα)/ρ
1
]
H
(√
x,
√
y, t
)
eiωct
+
[
(α+ ρ)
1
]
T‖
(√
x,
√
y, t
)
eikcx (7)
+
[
(α+ ρ)
1
]
T⊥
(√
x,
√
y, t
)
eikcy
+c.c.+ h.o.t.,
where h.o.t. stands for high order terms. The two Turing
modes T‖ and T⊥ are defined as parallel and perpendic-
ular to the considered pi phase shifted Hopf oscillations
(hereafter, Hopf front), respectively. Following the multi-
ple time scale method (see24 for details), we obtain (after
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FIG. 3. Direct numerical integration of (3) in 2D using (a) and (b) as initial conditions (at t = 0) for (d) γ = 1.94 and (e) γ = 2,
respectively, as also indicated in top panel (c) by () symbols, respectively. The Re(A) field is presented where light/dark colors
indicate max/min values, respectively. The far right column represents the frequencies with the highest amplitude obtained
by discrete Fourier transform for the case (see text for details), respectively. Here, the gray color corresponds to 4/(τ∆t),
where τ = 40 is the number of elements in the evaluated time series and ∆t = 0.633 corresponds to time steps within the
interval, thus, the time window length which was taken corresponds to τ(∆t) = 25.32. The width of the comb-like state is then
approximated by Γ which corresponds to the black color of vanishing amplitude value. The calculations were conducted on a
spatial domain x ∈ [0, 75], y ∈ [0, 31.5], with no-flux boundary conditions in x and periodic in y. Parameters: µ = 0.5. ν = 2.2,
β = 0, α = 0.5.
some algebra that is not shown here)
∂H
∂t
= m1H −m2|H|2H −m3
(|T⊥|2 + |T‖|2)H
+m4∇2H, (8a)
∂T‖
∂t
= n1T‖ − n2
(|T‖|2 + 2|T⊥|2)T‖ − n3|H|2T‖
+n4
∂2T‖
∂x2
, (8b)
∂T⊥
∂t
= n1T⊥ − n2
(
2|T‖|2 + |T⊥|2
)
T⊥ − n3|H|2T⊥
+n4
∂2T⊥
∂y2
. (8c)
Besides the standard Hopf-Turing solutions24, uni-
form solutions to (8) that involve non-vanishing T⊥
contributions, are obtained through the amplitudes
(|H|, |T‖|, |T⊥|) := (RH , R‖, R⊥) = (R˜H , R˜‖, R˜⊥):
• Pure Turing modes (stripes),
R˜⊥ =
√
µα+ ρ(γ − γc)
6ρ(α+ ρ)(α− β) , R˜H = R˜‖ = 0; (9)
• Unstable mixed Turing mode (stationary squares),
R˜⊥ = R˜‖ =
√
µα+ ρ(γ − γc)
18ρ(α+ ρ)(α− β) , R˜H = 0; (10)
• Unstable mixed Hopf-Turing mode (oscillating
squares),
R˜H =
1
2
√
(18β − 2α)µ+ 16ρ(γ − γc)
14α− 30β ,
R˜⊥ = R˜‖ =
√
(α− 3β)µ− ρ(γ − γc)
ρ(α+ ρ)(14α− 30β) . (11)
B. Stability and Hopf fronts
After obtaining uniform solutions, we proceed to the
selection mechanism by focusing on the spatial symme-
try breaking that is induced by the Hopf front. Con-
sequently, we associate (8) with only one spatial depen-
dence (here we use x), which corresponds to the direction
of a Hopf front. In addition, for convenience we use polar
form H = RH exp (iΦ) and consider only the amplitudes
of Turing fields (due to spatial dependence H cannot be
6(a)
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FIG. 4. Streamline of linearized vector flow for (12) about four fixed points at (a) γ = 1.94 and (b) γ = 2, projected on the
(R‖, R⊥) plane, and calculated for four distinct wavenumbers, as shown from left to right: k → 0, k . kf , k & kf , and k > kf ,
where kf is given in (17). The axis units are
√
6R˜‖,⊥ according to (9), and parameters: µ = 0.5, ν = 2.2, β = 0, α = 0.5.
decoupled as for T‖,⊥). Hence, system (8) becomes
∂RH
∂t
= µRH − 4R3H − 8ρ (α+ ρ)
(
R2‖ +R
2
⊥
)
RH
−
[(
∂Φ
∂x
)2
+ ρ
∂2Φ
∂x2
]
RH − 2∂Φ
∂x
∂RH
∂x
,
+
∂2RH
∂x2
(12a)
∂Φ
∂t
= −γ − γc
α
− ν1R2H − ν2
(
R2‖ +R
2
⊥
)
−
[
ρ
(
∂Φ
∂x
)2
− ∂
2Φ
∂x2
]
+
2
RH
∂Φ
∂x
∂RH
∂x
+
ρ
RH
∂2RH
∂x2
, (12b)
∂R‖
∂t
=
[
µ+
ρ(γ − γc)
α
]
R‖ − 4
(
2− 3β
α
)
R2HR‖
−6ρ(α+ ρ)
(
1− β
α
)(
R2‖ + 2R
2
⊥
)
R‖
+2ρ2
∂2R‖
∂x2
, (12c)
∂R⊥
∂t
=
[
µ+
ρ(γ − γc)
α
]
R⊥ − 4
(
2− 3β
α
)
R2HR⊥
−6ρ(α+ ρ)
(
1− β
α
)(
2R2‖ +R
2
⊥
)
R⊥, (12d)
where ν1 = 2β(2ρ
2 + 1)/(αρ), and ν2 = 4β[2αρ(α+ ρ) +
3ρ + α]/α − 4(α + ρ). Notedly, the spatial symmetry
breaking is reflected in (12) through the absence of a
diffusive term.
The fixed point analysis (linear stability to spatially
uniform perturbations) of (12) is identical to the 1D
case24, and thus, the pure Hopf and pure Turing co-
existence regime remains the same, β < 5/(9α). How-
ever, to gain insights into the emergence of the T⊥ mode
at the Hopf front region, we examine the linear stabil-
ity of the trivial solution (R˜H , R˜‖, R˜⊥)=(0, 0, 0) to non-
uniform perturbations, for which the Hopf amplitude and
phase can be decoupled: RHR‖
R⊥
−
 R˜HR˜‖
R˜⊥
 ∝ eσt−ikx + c.c., (13)
where σ is a growth rate of respective wavenumbers, k.
Substitution of (13) in (12) and solving to a leading order,
yields three dispersion relations:
σH = µ− k2, (14)
σ0 = µ+ ρ
γ − γc
α
. (15)
σk = µ+ ρ
γ − γc
α
− 2ρ2k2. (16)
As expected, the three growth rates show instability for
k = 0, where the vector flow is rather isotropic (Fig. 4).
For completeness, we have computed the trajectories af-
ter linearizing (12) about all the fixed points involving
7(a) t=25.2 t=31.5
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t=400 RH
R ∥
R⟂
−30 −15 0 15 30
x
(b) t=25.2
−30 −15 0 15 30
x
t=31.5
−30 −15 0 15 30
x
.
t=400 RH
R ∥
R⟂
FIG. 5. Direct numerical integration of (8) showing snapshots of the amplitudes (RH , R‖, R⊥) at (a) γ = 1.94 and (b) γ = 2
(as also indicated in Fig. 3(c)). The calculations were conducted on a spatial domain x ∈ [0, 75], under no-flux boundary
conditions, and parameters: µ = 0.5. ν = 2.2, β = 0, α = 0.5.
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FIG. 6. Width (Γ) of the comb-like state as obtained from
direct numerical integrations of (3) in two space dimensions,
and a localized T⊥ Turing state using (8). Parameters: µ =
0.5. ν = 2.2, β = 0, α = 0.5. Notably, although µ is about
order 1 from the co-dimension 2 onset (µ = 0), the width of
T⊥ obtained from integration of (8) is well within the range
of comb-like solutions to (3).
R˜⊥, and show the projection on the (R‖, R⊥) plane. The
results are consistent with the stability of pure Turing
modes (9) and the saddle for a mixed Turing mode (10).
As k is increased, we observe a symmetry breaking be-
tween σ0 and σk, which occurs for σk = 0 or equivalently
for
k2f =
µα+ γρ− ν
2ρ2
. (17)
Figure 4 shows that the perturbations about (R‖, R⊥) =
(0, 0) favor the attractor (R‖, R⊥) = (0, R˜⊥). The in-
creasing value of the wavenumber is also consistent with
the basin of attraction which corresponds to a rather nar-
row spatial region due to the Hopf front location, i.e.,
already for k = 1 the flow indicates ultimate preference
toward (R‖, R⊥) = (0, R˜⊥).
C. Numerical results
Next, we check the above obtained results vs. di-
rect numerical integrations of (8). We set a sharp Hopf
front by using the Hopf amplitude as an initial condi-
tion: RH(x = 0 . . . ± L) = ∓R˜H and R‖ = R⊥ = 0.
Due to diffusion in the Hopf field, at first a front solu-
tion is indeed formed and after additional transient an
asymptotic localized T⊥ Turing state emerges inside the
Hopf front region, as shown in Fig. 5. The results are
in accord with the linear stability analysis of the trivial
state, showing that perturbations at the mid front lo-
cation x = 0, are in the basin of attraction of the fix
point (RH , R‖, R⊥) = (0, 0, R˜⊥) which corresponds to
the comb-like structure in Fig. 3. The width of the T⊥
Turing localized state increases with γ, which agrees well
with numerical integration of (3), as shown in Fig. 6.
This could be an important feature that explains the
different size of Turing core embedded in spiral waves.
We note that in the narrow vicinity of γN both Turing
modes, T⊥ and T‖, coexist and can emerge depending on
the initial perturbations within the Hopf front.
The Turing mode that is parallel to the Hopf front (T‖)
is being described by a partial differential equation (12c)
and thus in the absence of a pinning mechanism such
as, homoclinic snaking, is being directly subjected to
diffusive fluxes, which are overtaken by the oscillatory
Hopf mode. On the other hand, the perpendicular Tur-
ing mode (T⊥) obeys only a local dynamics via an or-
dinary differential equation (12d). The spatial decou-
pling in (12d) allows thus, under certain initial condi-
tions, pinning of the Hopf amplitude (local selection of
the (RH , R‖, R⊥) = (0, 0, R˜⊥) fixed point), which in turn
results effectively in a pi phase shifted front. This how-
ever, is highly sensitive to domain size or initial condi-
tions due to the secondary zig-zag and Eckhaus instabil-
ities5,13. For example, the length of y dimension should
be an integer of the typical wavenumber which is close
to kc and within the Eckhaus stable regime; details of
the Busse balloon for this problem are given in24. If
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FIG. 7. Direct numerical integration of (3) in 2D, showing snapshots of the Re(A) field for γ = 1.94 < γN ; light/dark colors
indicate max/min values, respectively. Initial condition was the same illustrated in Fig. 3(a). The calculations were conducted
on a spatial domain x ∈ [0, 75], y ∈ [0, 30] with no-flux boundary conditions. Other parameters: µ = 0.5. ν = 2.2, β = 0,
α = 0.5.
γT γN
γ
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Γ
FIG. 8. Direct numerical integration of (3) in 2D, showing snapshots of the Re(A) field for various values of γ as indicated
for each frame in the middle panel and also indicated in top panel by () symbols, respectively; light/dark colors indicate
max/min values, respectively. Bottom panel represents the frequencies with highest amplitude obtained by discrete Fourier
transform for the case in the middle panel (see text and Fig. 3 for details), respectively. The calculations were conducted on a
spatial domain x ∈ [0, 50], y ∈ [0, 50] with no-flux boundary conditions. Parameters: µ = 0.5. ν = 2.2, β = 0, α = 0.5.
this condition is not fulfilled, the nonlinear terms become
dominant and the comb-like structures are destroyed and
instead a spiral wave with a comb-like core is formed, see
Fig. 7.
IV. SPIRAL WAVES WITH COMB-LIKE CORE
To capture the emergence of the Turing core embedded
inside a Hopf spiral, we start with a pure Hopf spiral wave
obtained for γ = 1.9, as an initial condition. As for the
planar front case (Fig. 3), direct numerical integration
of (3) for γT < γ < γN shows formation of a Turing
spot inside the core due to the vanishing amplitude of
the Hopf amplitude within that region, see Fig. 8. As
expected, also here, the Turing spot size increases with
γ.
To quantify the size of the Turing core, we use again
DFT for each grid point within a window of 128 time
steps, where each time step is made out of 100 discrete
time iterations. Consequently, each grid point corre-
sponds to a 128-dimensional vector with the amplitude
calculated from DFT, where only the elements with the
highest amplitude value are selected, as shown in the
bottom panel of Fig. 8. The frequency contrast allows
us to define a criterion for the width (Γ) of the Turing
spot. The spiral core width is found to agree with re-
sults obtained via the planar front initial condition, as
shown Fig. 6. In the depinning region above the station-
ary Hopf-Turing front condition γN < γ < γb, the spiral
core expands by invasion into the Hopf oscillations due
to the dominance of the Turing mode and the domain is
filled with a periodic pattern23 (not shown here).
V. CONCLUSIONS
In summary, we have presented a distinct pinning
mechanism for 2D spatial localization that is associated
with the emergence of comb-like structures embedded in
a temporally oscillatory background. These spatially lo-
calized states emerge in a planar form inside pi phase
shift oscillations (Fig. 3) or as a spiral wave core (Fig. 8).
The mechanism requires coexistence of periodic stripes
in both x and y directions and uniform oscillations, a be-
havior that is typical in the vicinity of a codimension-2
Hopf-Turing bifurcation. Unlike the homoclinic snaking
mechanism that gives rise to localized states over a nar-
row range of parameters about a stationary Hopf-Turing
front in 1D (a.k.a. flip-flop dynamics)22, the comb-like
9states are robust (i.e., do not require any Maxwell type
construction) and exist over the entire coexistence range
as long as the Hopf state is dominant over the Turing
(γT < γ < γN ), as shown in Figs. 1 and 6.
In the context of 2:1 frequency locking, the comb-like
states correspond to spatially localized resonances that
further extend the frequency locking regime outside the
resonance tongue. Notably, localized comb-like states
have been also observed in vibrating granular media and
referred to as “decorated fronts”40. However, in these
experiments they seem to form near resonant domain
patterns and thus, their formation mechanisms may be
unrelated to the Hopf-Turing bifurcation.
To this end, using the generic amplitude equation
framework, we have presented a selection mechanism that
allows us to understand and robustly design spatially lo-
calized reaction-diffusion patterns in two dimensional ge-
ometries10,15,16. Specifically, these results indicate the
origin of intriguing spiral waves with stationary cores
that have been observed in CIMA14,17 and suggest the
formation of localized resonant patterns outside the clas-
sical 2:1 frequency locking region, as such in the case
of periodically driven Belousov-Zhabotinski chemical re-
action23. A detailed analysis/comparison with reaction-
diffusion models for chemical reactions is however, be-
yond the scope of this work and should be addressed in
future studies.
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