Abstract: Over the past years, the Cloud phenomenon had an impressive increase in popularity in both the software industry and research worlds. The most interesting feature that Cloud Computing brings, from a Cloud client's point of view, is the on-demand resource provisioning model. This allows Cloud client platforms to be scaled up in order to accommodate more incoming clients and to scale down when the platform has unused resources, and this can all be done while the platform is running. As a result, the physical resources are used more eciently and the Cloud client saves expenses.
The increasing relevance of Cloud computing in the IT world is undeniable.
Cloud providers have focused a lot of attention on providing facilities for Cloud clients, that make using the Cloud an easy task. These facilities range from automatic and congurable platform scaling and load balancing services to platform monitoring at dierent levels of granularity and congurable alert services. Given that there are no formal standards related to this topic, each
Cloud provider has their own interpretation of the problem and their own way of addressing it.
In what follows, we will detail the topics of auto-scaling, load-balancing and monitoring. We will explore both Cloud provider and Cloud client points of
view and examine what approaches are taken by the commercial providers and their open-source counterparts. Where an implementation is not available for one of the discussed Clouds, we will present alternative solutions by turning to available commercial services and open-source software. We will also present research work that has been done around the topic of interest.
The rest of this report is organized as follows: in Section 2 we present the notion of auto-scaling and detail its implementation in the current commercial and open-source Cloud providers, as well as in third party software. Section 3 presents the concept of load balancing related to the topic of Cloud platforms, its usefulness and its presence in the current available Cloud platforms and possible alternatives. The last of the three topics of interest, platform monitoring, is detailed in Section 4 and we conclude the current report in Section 5.
Cloud Auto-Scaling
Elasticity is regarded as one of the dierentiating features of clouds. In fact, for some authors, it is considered the characteristic that makes clouds something other than an outsourced service with a prettier face [25] . Cloud users can quickly deploy or release resources as they need them, thus taking benet of the typical pay-per-use billing model. They avoid potential over-provisioning of resources which implies investment in resources that are not needed. Also, increases on demand can be quickly attended to by asking the cloud for more resources, thus preventing a possible degradation of the perceived service quality.
However, to benet from elasticity in typical Infrastructure-as-a-Service (IaaS) settings, the cloud user is forced to constantly control the state of the deployed system. This must be done in order to check whether any resource scaling action has to be performed. To avoid this, several auto-scaling solutions have been proposed by academia [26, 24] and by dierent cloud vendors. All these solutions allow users to dene a set of scaling rules regarding the service hosted in the clouds. Each rule is composed by one or more conditions and a set of actions to be performed when those conditions are met. Conditions are typically dened using a set of metrics (which must be monitored by the cloud platform) like for example CPU usage, and some threshold. When the threshold is traversed then the condition is met.
Although cloud auto-scaling proposals all are based on this conditions + actions approach, they vary substantially in several aspects: which metrics are monitored (and so included in the rules denition); expressiveness of the con-RR n°7857 The conguration of the VMs that will be part of the group, where the conguration is given by the virtual image (that contains the OS and software stack of the VM) and hardware characteristics. As there it can only be an unique conguration per group, then all machines must by force have the same conguration. As a matter of fact each ASG represents a cluster, so this limitation can be assumed in many scenarios as real world clusters are often built by similar machines. But the lack of heterogeneous groups impedes certain useful congurations. For example, some users could benet by replacing several small machines with one single powerful machine for cost reasons. Such replacement cannot be done automatically by EC2 auto-scaling service.
Certain parameters such as the zone where VMs of the group will be deployed (among EC2's available regions, i.e. EU, US East...) or the minimum and maximum amount of VM instances allowed for the group.
When setting a minimum size on the group, the user implicitly congures EC2 to automatically create a new VM whenever some of the running instances are shut down (e.g. because of a failure) and the minimum limit is exceeded.
Finally, the user can dene a set of rules for each ASG. In EC2 jargon, the possible actions to be run are denoted policies. 
RackSpace
As in the case of GoGrid, RackSpace has not built in auto-scaling capabilities, although it does provide an API for remote control of the hosted VMs. Thus, the user is responsible for monitoring the service and taking the scaling decisions.
The creation and removal of resources is done through calls to the remote API.
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Eucalyptus
In Eucalyptus there is no out-of-the-box auto-scaling functionality. Eucalyptus is focused on the management at virtual resource level, and does not control the services running on it. Hence it cannot be aware of their state and so it cannot decide when to add or release resources to the service.
Makara [8] oers a wrapper service for the deployment and control of services running in the cloud, an approach similar to RightScale, but aimed at Java and PHP-based applications. Makara can manage services running on top of one or many cloud providers, including EC2 and private clouds based on Eucalyptus. The auto-scaling functionality in Makara allows to dene when to create or release VMs using thresholds over two metrics: CPU, and requests to node.
Scalr can also be used for applications running on Eucalyptus clouds.
OpenNebula
OpenNebula does not provide auto-scaling. It promotes a clear distinction of the roles at each layer of the cloud stack. Open Nebula, which would be at the bottom of this stack, aims to ease the management of the virtual infrastructure demanded, and it assumes that scaling actions should be controlled and directed at a higher level. I.e., OpenNebula is not aware of the services it hosts, or of their state. Hence, OpenNebula is not in charge of supervising the deployed systems.
The work in the OpenNebula Service Management Project [15] limitations is the lack of exibility. The auto-scaling conguration is set using a GUI with limited choices regarding the metrics to be monitored and the conditions that will trigger the corresponding scaling actions.
In this regard, Claudia [26] proposes a more exible solution. Claudia is a
Cloud tool designed to handle not just VMs, but whole services which in turn are usually composed of a set of connected VMs. Claudia's declared goal is to oer cloud users an abstraction level closer to the services' lifecycle, that does not force users to deal with single VMs. As part of the service denition the user will describe the VMs that must be instantiated and the dependencies among them. Claudia will deploy the service following the instructions given by the user, including the instantiation order of VMs. Also, it will make available to the VMs the conguration information they require, including the one that will be only available at deployment time. For example, a webserver could need the IP address to connect to a database server which is part of the same service, which is only known once the database has been started. Such dependencies are managed
by Claudia (such a conguration process is also denoted contextualization).
Also, as part of this service-level handling, Claudia is in charge of scaling the resources associated to the service. As part of the service denition (format based on an extension to the Open Virtualization Format) users can include elasticity rules based on arbitrary service level metrics (such as the number of transactions). The service will forward these values to Claudia through the monitoring system. Claudia uses a rule engine to constantly check the conditions dened for each rule and trigger the corresponding actions when the conditions are met. Claudia was built and tested as a set of components running on top of OpenNebula, but is not tied to any particular cloud platform. The Claudia proposal goes a step further than other auto-scaling systems. First, scaling decisions can be based on any metric, while other auto-scaling proposals restrict the metrics that can be used to dene the scalability rules that will govern the service. Therefore, scaling can be applied to any service regardless of the metrics that represent its state. Also, rules are dened using the extensions that Claudia proposes to the Open Virtualization Format [22] (format to dene the deployment of collections of VMs, promoted by the DMTF), that have a richer expressiveness than typical rule denition schemes in present cloud oers.
Finally, each rule can have many actions associated (not just one).
Implementing and Auto-Scaling Cloud System
To conclude this section, we briey enumerate the three main functionalities to be implemented in a cloud system to enable it to scale the software it hosts:
Monitoring (see Section 4) is required to get information about the state of the running services and the resources they use. Two challenges are involved: rst, being able to handle metrics from up to thousands of services, each one running on several VMs; second adding arbitrary service-level metrics that represent the state of the deployed software beyond simple hardware-level metrics.
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Load-balancing (see Section3) mechanisms should be ready to update the set of available server replicas, as it can change at any moment due to the creation and removal of VM instances.
Rule checking is in charge of reading the metrics values to verify when the conditions that trigger the scaling actions are met.
Cloud Client Load Balancing
This concept of load balancing is not typical to Cloud platforms and has been around for a long time in the eld of distributed systems. In its most abstract form, the problem of load balancing is dened by considering a number of parallel machines and a number of independent tasks, each having its own load and duration [21] . The goal is to assign the tasks to the machines, therefore increasing their load, in such a way as to optimize an objective function. Traditionally, this function is the maximum of the machine loads and the goal is to minimize it. Depending on the source of the tasks, the load balancing problem can be classied as: oine load balancing where the set of tasks is known in advance and cannot be modied and online load balancing in the situation that the task set is not known in advance and tasks arrive in the system at arbitrary moments of time.
In the case of Cloud computing we can consider load balancing at two die- Although load balancing is not a unique feature to Cloud platforms, it should not be regarded as independent from auto-scaling. In fact, the two need to work together in order to get the most ecient platform usage and save expenses. tasks to all resources and therefore prevents resources from reaching a state where their load is zero and can be terminated. In this situation, the load balancing element needs to stop distributing load to the part of the platform that will be released and, even more, the currently-running tasks of this part of the platform need to be migrated to ensure that a part of the platform will have zero load and therefore can be released.
Load balancing also brings some issues as side eects along with it. One of these is session anity. Because load balancers distribute load evenly among available nodes, there is no guarantee that all the requests coming from one user will be handled by the same node from the pooled resources. This has the implication that all context related to the client session is lost from one request to another. This is usually an undesired eect. In the great majority of situations, it is desired that requests from the same client be handled by the same node throughout the duration of the client's session. In modern clouds this is referred to as session stickiness.
Mapping of virtual resources to physical resources also has an impact on Cloud clients. There is usually a compromise between the following two opposite use cases:
The Cloud provider achieves a more ecient resource usage by trying to minimize the number of physical hosts that are running the virtual resources. The downside for the Cloud client is the fact that his platform is at a greater risk in case of hardware failure because the user's virtual resources are deployed on a small number of physical machines.
The virtual resources are distributed across the physical resources. Thus the risk of failure is less for Cloud clients in case of hardware failure. On the downside, there is a greater number of physical machines running and thus more power usage.
Load Balancing in Commercial Clouds
The problem of load balancing in all Cloud platforms may be the same, but each Cloud provider has its own approach to it, which is reected in the services they oer and their dierences with respect to other providers.
RR n°7857
hal-00668713, version 1 -10 Feb 2012 2. An application-controlled sticky session in which case the load balancers are congured to use an existing session cookie that is completely controlled by the Cloud client's application.
Related to sticky sessions, it is worth noting that Amazon EC2 does not support load balancing for HTTPS trac. This is due to the fact that the cookies are stored in the HTTP header of the request and all HTTPS trac is encrypted. So to perform session stickiness when load balancing HTTPS trac, the balancers would need to have the application's SSL certicate, which cannot be done in the current version of the load balancers.
As for pricing, the Cloud user is charged for the running time of each LoadBalancer, rounded up to an integer number of hours, and also for the trac that goes through the LoadBalancer. Pricing for load balancers is calculated identically to pricing for any other instance type, given that the balancers are not hardware, but regular instances congured to work as load balancers.
Microsoft Azure
In Windows Azure, Microsoft has taken an automatic approach to the load balancing problem. Load is automatically distributed among available work resources by using a round robin algorithm in a way transparent to the platform's users [10] .
Microsoft's Windows Azure oers a Cloud middleware platform for managing applications. This middleware is known under the name of AppFabric [9] .
Essentially, this is a managed PaaS Cloud service. For Cloud clients, the App- The load balancing mechanism is aware of the health state of the nodes that it balances load to (in the Azure platform, these nodes are called roles and can be either of type Web role or Worker role). The AppFabric Controller maintains an updated list of health states for the nodes in the platform. This is done in two ways: the node itself communicates a bad health state to the controller, or the controller queries the node for its health (usually by pinging it). When a node becomes unhealthy, trac will cease to be distributed to it by the load balancers, until its health state is restored to normal.
The AppFabric Controller has fault tolerance mechanisms when it comes to virtual resource mapping to physical resources. This is done by introducing the concept of fault domains. A fault domain represents a point of hardware failure and in Azure it is actually a collection of physical network racks. When a physical failure happens inside a fault domain, it is very probable that all the virtual resources running in that fault domain will be aected.
A Cloud client application has a number of fault domains associated to it.
They are controlled by the AppFabric Controller and cannot be changed by the Cloud client. The default number of fault domains per application is 2.
GoGrid
With respect to load balancing, GoGrid uses redundant f5 hardware load balancers [7] . Each account has free usage of the load balancers. On the other hand, the Cloud Sites service targets automated scaling, load balancing and daily backups [20] . Thus it leverages the benets of Clouds without a need for too much interaction from the clients. In fact, the Cloud clients do not see the virtual resources that they are currently using. The Cloud platform is presented in a very abstract manner, the Cloud client deploys his application to the Cloud without having intimate knowledge of the Cloud's underlying scaling, balancing, and backup platforms.
The algorithm used for distributing the load is round robin.
Pricing is done based on the client's platform usage in terms of disk space, bandwidth and compute cycle, which is a unit that enables Rackspace to quantify their platform's computational usage. Users are not charged for use of load balancing service.
3.2
Implementations of Load Balancing in Open-Source Clouds
Nimbus
From the Cloud provider's point of view, there is a feature still under development in Nimbus that allows back-lling of partially used physical nodes . This will also allow preemptable virtual machines, an identical concept to Amazon EC2's spot instances.
From the virtual platform level, there is ongoing work for a high-level tool that monitors virtual machine deployment and allows for compensation of stressed workloads based on policies and sensor information .
Eucalyptus
Eucalyptus does not contain an implicit load balancing service for low-level virtual machine load balancing or high-level end-user request load balancing.
Nor does Eucalyptus have a partnership program similar to RackSpace's Cloud
Tools or GoGrid's Exchange programs.
As alternatives, one can opt for a complete managed load balancing solution oered by third party providers. Given that Eucalyptus implements the same management interface as Amazon EC2 does, it is relatively easy to nd such commercial services.
OpenNebula
OpenNebula is service agnostic. This means that the service being deployed on OpenNebula needs to take care of load balancing on its own.
From a virtual resource balancing point of view, OpenNebula's virtual resource manager [14] is highly congurable. Each virtual machine has its own placement policy and the virtual resource manager places a pending virtual machine into the physical machine that best ts the policy. This is done through the following conguration groups:
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The Requirements group is a set of boolean expressions that provide ltering of physical machines based on their characteristics.
The Rank expression group is a set of arithmetic statements that use characteristics of the physical machines and evaluate to an integer value that is used for discriminate between the physical machines that have not been ltered out. The physical host with the highest rank is the one that is chosen for deploying the virtual machine.
To choose the best physical machine is done by rst ltering based on the requirements of the virtual machine and then choosing the physical machine with the highest rank for deployment.
It is trivial to obtain a policy that minimizes the number of used physical resources. It is also possible to obtain a policy that achieves a good distribution of virtual machines among the physical machines with the goal of minimizing the impact that a hardware failure would have on a Cloud client's platform.
The virtual machine placement policies can be congured per virtual machine instance; however, when using a Cloud interface, this cannot be specied by the user and so they are dened by the Cloud administrator per virtual machine type.
Cloud Client Resource Monitoring
Keeping track of the platform health is crucial for both the platform provider and the platform user. This can be achieved by using platform monitoring systems. Monitoring can be done on two dierent levels, depending on the beneciary of the monitoring information:
1. Low-level platform monitoring is interesting from the point of view of the platform provider. Its purpose is to retrieve information that reects the physical infrastructure of the whole Cloud platform. This is relevant to the Cloud provider and is typically hidden from the Cloud clients, as their communication to the underlying hardware goes through a layer of virtualization. In general, it is the responsibility of the Cloud provider to ensure that the underlying hardware causes no visible problems to the Cloud clients. For commercial Cloud providers, the low-level monitoring service is usually kept condential.
High-level monitoring information is typically interesting for Cloud clients.
This information is focused on the health of the virtual platform that each As a commercial Cloud, the low-level monitoring system that Amazon uses for acquiring information on its physical clusters is kept condential.
The approach that Amazon EC2 has taken with respect to high-level resource monitoring is to provide a service called CloudWatch [1] 
Microsoft Azure
Information about the monitoring system used for low-level platform monitoring of the whole Azure platform has not been given. However, the approaches that the Azure Cloud client has to application monitoring have been documented [11] .
For monitoring applications deployed on Microsoft Windows Azure, the application developer is given a software library that facilitates application diagnostics and monitoring for Azure applications. This library is integrated into the Azure SDK. It features performance counters, logging, and log monitoring.
Performance counters are user-dened and can be any value related to the Cloud application that is quantiable.
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The logging facilities of the library allow tapping into:
Application logs dumped by the application. This can be anything that the application developer wants to log.
Diagnostics and running logs
Windows event logs that are generated on the machine that is running a worker role IIS logs and failed request traces that are generated on the machine that is running a web role Application crash dumps that are automatically generated upon an application crash
The storage location for the log les is congurable. Usually one of two storage environments is used: local storage or Azure storage service. The former is a volatile storage that is included in the virtual machine's conguration, while the latter is a storage service oered by Azure and has no connection to the virtual machine's storage. Usually the latter is preferred for what the Cloud user considers to be permanent logs while the former is used as a volatile storage.
There is no automatic monitoring mechanism for web roles and worker roles running on Microsoft Azure.
The cost implications of using the diagnostics and monitoring libraries are only indirect. There is no fee associated to using them, but there is a fee for storing information in a non-volatile persistence storage service and also in querying that storage service.
GoGrid
There is currently no public information related to how GoGrid achieves lowlevel monitoring on their platform.
GoGrid features a collaboration program. This program runs under the name of GoGrid Exchange [6] and presents third-party services that can prove useful to Cloud clients. These services include third-party packages that target monitoring features ranging from platform security monitoring to resource usage monitoring and database monitoring. These services also include the possibility of congurable alerts based on the values of the monitored measures.
RackSpace
As in the case of the other commercial Cloud providers, the approach used by
RackSpace for low-level platform monitoring is not public. In what follows we will detail how Cloud clients can monitor their platform on RackSpace.
The Rackspace Cloud Sites service oers monitoring capabilities at the whole application level for xed parameters that include used compute cycle count, used bandwidth and storage. This ts well into the usage scenario that Cloud Sites oer: that of a PaaS service; but lack of ner-grained sub-application level monitoring can be a downside for some Cloud clients. Again at an application level, logging for applications deployed on Cloud Sites is oered, but in a perrequest manner.
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On the other hand, the Cloud Servers service, which is an IaaS-type of service, does also have monitoring capabilities through the use of third-party partner software, especially tailored for Rackspace's Cloud Servers service. These partner solutions are aggregated by Rackspace under the name of Cloud Tools [17] .
Among these partner services, one can nd complete monitoring solutions ranging from general virtual machine monitoring to specialized database monitoring.
The services that are specialized on monitoring also feature congurable alert systems.
Recently, RackSpace has acquired CloudKick [3] , a multi-cloud virtual platform management tool. CloudKick has a broad range of monitoring features for virtual machines. These include dierent monitoring metrics from low-level metrics like CPU / RAM / disk utilization to high-level metrics like database statistics, HTTP / HTTPS and others. The monitoring metrics can be extended by custom plugins that are able to monitor anything that the user denes. Measured data can be presented in raw form or aggregated by user-dened means.
For data visualization, a real-time performance visualization tool is also provided.
CloudKick also features alerts that have a congurable trigger and repeat interval. The alert prompt can be sent by SMS, email or HTTP.
Implementations of Monitoring in Open-Source Clouds
Nimbus
Nimbus features a system of Nagios [12] plugins that can give information on the status and availability of the Nimbus head node and worker nodes, including changes of the virtual machines running on the worker node.
Also, there is active work being done around building a higher level tool that is able to monitor deployed virtual machines and compensate for stress points by using monitor information from sensors and congurable policies.
Eucalyptus
Since version 2.0, Eucalyptus has introduced monitoring capabilities [5] for the running components, instantiated virtual machines and storage service. This is done by integrating Eucalyptus monitoring into an existing and running monitoring service. Currently, monitoring has been integrated with Ganglia [27] and Nagios. In Eucalyptus this is done by means of scripts that update the conguration of the running monitoring service to also monitor Eucalyptus components and virtual machines.
As alternative solutions to achieving monitoring at a hardware level, one can employ one of the monitoring systems that have been designed and used in grid environments. Some such systems have been detailed in Section 4.3.
We can also opt for a completely managed monitoring solution oered by third party providers. Given that Eucalyptus implements the same management interface as Amazon EC2 does, it is relatively easy to nd such commercial 
OpenNebula
The built-in monitoring capabilities of OpenNebula focus on the Cloud provider's interest in the physical resources. This functionality is found in the OpenNebula module called the Information Manager [13] . The Information Manager works by using probes to retrieve information from the cluster's nodes. The probes are actually custom scripts that are executed on the physical nodes and output pairs of Attribute=Value on their standard output. The pairs are collected and centralized. As a requirement, the physical nodes should be reachable by SSH without a password.
Currently, the probes are focused on retrieving only information that underlines the state of the physical nodes and not its running virtual machines (CPU load, memory usage, host name, hypervisor information, etc.). It is advised that this information not be mixed with information of interest to the Cloud client.
For such a task, the OpenNebula community recommends using a service manager tool that is a separate entity from OpenNebula. As possible solutions, we can consider commercial services that are specialized in Cloud platform management, including monitoring. Such solutions have been described in the previous sections. Alternatively, we can also turn to cluster monitoring solutions that
come from the open-source world, some of which are the result of long research endeavors and have been described in Section 4.3.
While still under development, the next version of the Information Manager is based on the Ganglia multi-cluster monitoring tool.
Other Research Endeavors That Target Monitoring in
Large-Scale Distributed Systems
Over the years as grid computing evolved, so did the need for monitoring largescale distributed platforms that are built on top of grids. There have been many fruitful research eorts for designing and implementing monitoring systems for large-scale platforms. In the following, we will highlight some of these eorts.
The list of research projects that we present is not exhaustive for the eld of large-scale platform monitoring.
The Network Weather Service -NWS
NWS [30] has the goal of providing short-term performance forecasts based on historic performance measurements by means of a distributed system. To The implementation uses TCP/IP sockets because they are suited for both local area and wide area networks and they provide robustness and portability.
Ganglia
Ganglia [27] addresses the problem of wide-area multi-cluster monitoring. To achieve this it uses a hierarchy of arbitrary number of levels with components of two types:
Gmon component responsible for local-area monitoring. To gather information from cluster nodes, Gmon uses multicast over UDP, which has proved to be an ecient approach in practice, and it also makes Ganglia immune to cluster node joins and parts.
Gmeta component is responsible for gathering information from one or more clusters that run the Gmon component or from a Gmeta component running in a lower level of the tree hierarchy. Communication between the two components is done by using XML streams over TCP.
In order to achieve almost linear scalability with the total number of nodes in the clusters, the root Gmeta component should not be overwhelmed with monitoring data. To do this, an 1-level monitoring hierarchy should be avoided.
Instead, an N-level monitoring tree hierarchy should be deployed, where it is dependent on the number of nodes in the cluster. There is a limitation here in the sense that although nodes can be dynamically added and removed from a cluster without needing to manually update the Ganglia hierarchy, the same cannot be said for Gmon and Gmeta components. The Gmeta needs to have a priori knowledge of the of its underlying child nodes. 
RVision
RVision (Remote Vision) [23] is an open tool for cluster monitoring. It has two basic concepts that make it highly congurable:
Monitoring Sessions are actually self-contained monitoring environments. They GoGrid and RackSpace oer this feature by means of their partner programs.
Alternatively, Cloud clients can always choose a third party monitoring solution.
As examples, we can enumerate CloudKick, Makara or any of the third party Cloud client platform management tools presented above.
Ultimately, all the three presented features are designed to work hand-inhand and have the high-level goal of ensuring that the Cloud client's platform reaches a desired QoS level in terms of response time and serviced requests, while keeping the cost of running the platform as low as possible.
The readers of the current report should now have a clear understanding of the importance of the three main topics discussed here with respect to Cloud client platforms. We have presented the working principles of the three topics, along with a survey on the current available commercial and open-source Clouds.
We hope that the current work can help current and future Cloud clients in making informed decisions.
