This paper considers the problem of estimating a partially linear varying coefficient fixed effects panel data model. Using the series method, we establish the root N normality for the estimator of the parametric component; and we show that the unknown function can be consistently estimated at the standard nonparametric rate. Furthermore, we extend the model to allow endogeneity in the parametric component and establish the asymptotic properties of the semiparametric instrumental variable estimators.
Introduction
Panel data models become very popular in recent years. While most of the empirical applications focus on parametric models, there have been some recent attempts to study non/semi-parametric panel data models. A fully nonparametric model often suffers from the "curse of dimensionality." Semiparametric models, while maintaining flexible functional forms, are less likely to suffer from the curse of dimensionality because some variables enter the model parametrically.
In this paper we will consider a partially linear varying coefficient panel data model with fixed effects. We use the standard approach of taking the first difference to eliminate the fixed effects similar to Arellano and Bond (1991) . This results in a semiparametric additive model with the restriction that the two additive functions have the same functional form. Series estimation method, instead of the kernel method, is used because of its advantages. The series method can generally keep the additivity property and it is easier to impose structure/restrictions (see Dechevsky and Penez, 1997) . It is also computationally convenient because the results can be summarized by a few coefficients. Of course the series method has its disadvantages, such as potentially erroneous extrapolation to areas with few data points.
Recently semiparametric estimation of additive models and additive partially linear models have received much attention, see Linton and Nielsen (1995) , Newey (1994) , Fan and Li (1996) , Fan et al. (1998) and Li (2000) , to mention a few. The additive regression model partly avoids the "curse of dimensionality" problem which circumvents the estimation of a fully nonparametric regression model. Linton and Nielsen (1995) , Newey (1994) , and Tojstheim and Auestad (1994) proposed to estimate additive models using the kernel marginal integration method. Li (2000) , on the other hand, used the series method to estimate an additive partially linear model.
Consider the following example of the Cobb-Douglas production function. Suppose we have three inputs -land, capital, and labor -in a production process. Another input, Research & Development (R&D), may affect the productivity of capital and labor, but not that of land. In this case capital and labor enter the model with coefficients being nonparametric functions of R&D while ln Land enters the nonparametric kernel method. This paper extends the model to a partially linear varying coefficient panel data model with fixed effects. The complication is that the kernel method is not desirable in this case (we will explain more on this point later in the paper). Thus we propose to use the series method to estimate the model and establish the asymptotic properties of the estimators in this paper.
We will establish the root N normality for the estimator of the parametric component. We will also show that the unknown function can be consistently estimated at the standard nonparametric rate.
Furthermore, we extend the model to allow endogeneity in the parametric component and establish the semiparametric instrumental variable asymptotic properties of the estimators. Baltagi and Li (2002) considered a partially linear panel data model using the series method. Henderson et al. (2008) considered a fully nonparametric panel data model using the kernel method. Zhou and Liang (2009) and Cai and Xiong (2012) both considered a (cross-sectional) model without the panel structure or the fixed effect. Cai and Li (2008) Sun et al. (2010) removed the fixed effects through the LSDV approach and can be problematic when N is large. This paper considers a partially linear varying coefficient panel data model with fixed effects. Our model can nest most of these models except that in Henderson et al. (2008) (the latter is a fully nonparametric model). The current paper can be considered either a complement or an extension to Cai and Li (2008) , Zhou and Liang (2009), and Xiong (2012) . Su and Lu (2013) considered a nonparametric dynamic panel data model using the kernel estimation based on a Fredholm integral equation of the second kind. Qian and Wang (2012) studied semiparametric panel data models using marginal integration instead. Other related research include Chen et al. (2012) , Yao and Zhang (2015) , and Su and Ullah (2006) . Su and Ullah (2011) and Sun et al. (2015) provided excellent reviews of recent developments in nonparametric and semiparametric panel data models.
The paper is organized as follows. We will present the model in Section 2. The main results, including the endogeneity case, are reported in Section 3. Section 4 concludes the paper.
The Model
Consider the following semiparametric partially linear varying coefficient panel data model
where x it is a q × 1 vector of random variables, γ is a q × 1 vector of unknown parameters, z it is of dimension d × 1, w it = (w it,1 , ..., w it,r ) is of dimension r × 1, and
. The asymptotic theory in this paper assumes a finite value of T while letting the number of individuals N approach infinity. This is typical in micro panel data models.
First differencing (1) to eliminate the fixed effects, we obtain
We will not use the kernel method to estimate the above model for the following two reasons. The kernel method suffers from the "curse of dimensionality" because both z it and z i,t−1 enter the model nonparametrically -any non-iterative kernel estimation methods (e.g., Li and Stengos (1996) ) would double the dimensions of the nonparametric component, the second term on the right-hand-side. Also, the non-iterative kernel estimation method generally cannot recover the unknown function β (·) because it ignores the additive structure in z it β (w it ) − z i,t−1 β (w i,t−1 ). Su and Lu (2013) , Rodriguez-Poo and Soberon (2014) , however, proposed a locally linear kernel estimator after a Taylor expansion.
They are able to recover the unknown function at the cost that the estimator has a slower convergence rate. Then they try to recover the convergence rate by using some backfitting algorithms.
We will propose the series estimation method instead as a complementary approach to the kernel method. We approximate the varying coefficient function β l (w) by a linear combination of k l base functions:
...
where 
Similarly, we can use p K (w i,t−1 ) α to approximate β (w i,t−1 ).
Hence we can rewrite (2) as:
where
and a typical element of
Equation (5) can be similarly written as
Letγ andα be the least square estimators from (8).
We will establish the √ N-normality forγ, the parameter in the parametric component, and the rate of convergence forβ l (w), the varying coefficient in the nonparametric component. While the series method proposed in this paper can reserve the additive structure of the first differenced nonparametric component to avoid the "curse of dimensionality" suffered by the kernel method, we cannot obtain the asymptotic normality for the nonparametric component that usually can be obtained using the kernel method. 2 We will first introduce some definitions and assumptions.
Definition 1 A function ξ (z it , z i,t−1 ; w it , w i,t−1 ) is said to belong to an additive class of functions
is twice differentiable in the interior of its support S , which is a compact subset of R r , and E[β 2 (w)] < ∞.
For any scalar or vector function R(z, w), we use the notation of E G (R(z, w)) to denote the pro-
an element that belongs to G , which has an additive structure, and it is the closest function to R(z, w)
among all the functions in G . More specifically, we have
where the infimum is in the sense that
for all ξ ∈ G , where for square matrices A and B, A ≤ B means that A − B is negative semidefinite.
Define θ (z, w) = E(X|Z = z,W = w). We will use h(z, w) to denote the projection of θ (z, w) onto 
Assumption 1 is quite standard in the additive models so that we can use laws of large numbers and the central limit theorems to examine the asymptotic properties of our proposed estimators.
Assumption 2 ensures that P P is asymptotically nonsingular. Newey (1997) gave some primitive conditions for power series and splines such that assumptions 2 and 3 hold. Assumption 3 is similar to the counterpart assumptions in the kernel method. When N → ∞, we want K → ∞ so that the bias would converge to zero. But we want K to converge to ∞ slower so that the variance term would converge to zero as well.
Define M = P(P P) − P , where (A) − denotes any symmetric generalized inverse of A. Note that P P is non-singular with probability one under the assumptions given in the paper. DefineÃ = MA.
Pre-multiplying (6) by M yieldsỸ =Xγ +G +ũ.
Subtracting (12) from(6) leads to
We estimate γ by least squares regression of Y −Ỹ on X −X:
β (w) is estimated byβ (w) = p K (w) α whereα is given bŷ
The intuition is straightforward: we first remove the nonparametric component by projecting and differencing; obtain the coefficients in the parametric component; move the estimated parametric component to the left-hand-side (since it has a root-N rate); estimate the nonparametric component using the series method.
Next, we establish the asymptotic properties of the proposed estimatorsγ andβ (·).
are defined above. Assume that
The proof is given in the appendix.
Theorem 1 establishes the √ N-consistency and asymptotic normality ofγ. The next theorem establishes the consistency for the nonparametric component estimator.
Theorem 2 Under assumptions 1-3, we have
, where F(.) is the cumulative distribution function of W .
The first two theorems are based on the assumption that X is exogenous. In econometric applications X may include endogenous variables. For example, a lagged dependent variable or other endogenous variables may be part of X. The estimators proposed in this paper can be extended to allow this possibility. Note that we only allow endogeneity in the parametric part, not the nonparametric part. Ai and Chen (2003) proposed an estimator based on moment conditions in a partially linear model (without fixed effects) in which there is endogeneity in the nonparametric component.
However we assume no endogeneity in the nonparametric component in this paper.
Now instead of using the OLS-type estimator as given in (14), we use an instrumental variable (IV) semiparametric estimation method. We assume that there exists a q × 1 vector instrument variables Q it that identifies the model, such that E(ν it − ν i,t−1 |Q it ) = 0 and Cov(Q it , X it ) = 0. Hence we can estimate γ by the following IV method:
β (w) is estimated byβ (w) IV = p K (w) α IV whereα IV is given bŷ
We have the following theorem for the IV estimators:
, and assume that
is positive definite, we have (i)
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The proof of Theorem 3 is similar to the proof of Theorem 1, a sketchy proof is given in the Appendix.
Once we have established the asymptotic normality ofγ IV , the consistency of the nonparametric component can be established, similar to the results in Theorem 2.
In practice one has to choose K, the smoothing parameter in the series method. This is very much like choosing the bandwidth parameter in the kernel method. Some popular methods to choose K include the Mallows' C L or C p method, the generalized cross-validation method, and the leave-oneout cross-validation method. Li (1987) showed that the three methods are asymptotically equivalent.
Conclusion
In this paper we consider a partially linear varying coefficient panel data model with fixed effects.
Using the series method, we establish the root N normality result for the estimator of the parametric component, and we show that the unknown function can be consistently estimated at the standard nonparametric rate. The asymptotic theory depend on N being large while T is fixed. We also extend the model to allow endogeneity in the parametric component. To further extend the results to allow endogeneity in both the parametric and the nonparametric components along the lines of Ai and Chen (2003) is left for a future project.
One drawback of the first difference approach is the efficiency loss due to the serial correlation introduced by the first difference (Arellano and Bond, 1991) . Efficiency loss may also come from heteroscedasticity. While it is possible to take the particular error component structure into account by applying GMM or GLS types of estimation, the derivation can be tedious and will be left for future research.
A Appendix
A.1 Proof of Lemmas:
Here we prove some lemmas which will be utilized in the proofs of theorems.
We define S A,B = n −1 A B = n −1 ∑ i A i B i and S A = S A,A .
Proof 1 See the proof of Theorem 1 in Newey (1997, pp. 161-162) .
We use 1 to denote an indicator function that takes value one if (P P) is invertible and zero otherwise. Whenever we have (P P) −1 , it should be understood as 1(P P) −1 and since Prob(1 = 1) → 1 almost surely, we will often omit the indicator function 1.
Proof 2 We have
by Lemma 1, Assumption 3, and the fact that P(P P) −1 P is idempotent.
since Prob(1 = 1) → 1. , w) ). η is a column vector with typical elements
Proof 3 Note that E(P it η it ) = 0 since p K (.) ∈ G and η(.) ⊥ G . Define P i = (P i1 , ..., P iT ) and η i = (η i1 , ..., η iT ) . In this case
Proof 4 Note thatf ≡ Pβ f , so that
by Assumption 3, Lemmas 1 and 2.
Lemma 5
Proof 5 (i) Similar to the proof of Theorem 1 in Newey (1997) , for a = v, we have
It is similar for a = u.
(
Lemmas 1 and 3.
Lemma 6 For any T × T matrix A = (a ts ) in which elements are bounded |a ts | ≤ M < ∞, there is a constant C such that CI T − A is positive definite.
Proof 6 Let C =MT for someM > M (recall T is a fixed value). Then for any vector x = 0,
A.2 Proof of Theorem 1:
We will use the following short-hand notations:
Hence, v it = X it − θ it , ε it = X it − h it , and η it = θ it − h it . θ is the NT × k 1 matrix with typical element θ it . h, G, η, ε, v, and U are similarly defined.
From the definitions, we have X = η + v + h andX =η +ṽ +h. Subtracting these two equalities yields
exists, we have
We need to show the followings:
First, we have
by the Law of Large Numbers.
by Lemmas 4 and 5.
By equation (A.2), we have
For these four terms, we have
by Lemma 4 and S η+v = O p (1).
(iii) Proof of S X−X,Ũ = o p (N −1/2 ).
We consider these five terms separately.
(1) We have (iv) Proof of √ NS X−X,U → N(0, Ω) in distribution.
S X−X,U = S η−η+v−ṽ+h−h,U = S η+v,U + S h−h,U − Sṽ ,U − Sη ,U . We consider them separately. Next we will show that D 2N (γ − γ) = O p (N −1/2 ). Newey (1997) . The rest of proofs (to prove (i)-(iii) in our Theorem 2) follows the same arguments as in the proofs of Theorem 1 in Newey (1997) for (i) and that of Theorem 4.1 in Newey (1994) for (ii) and (iii).
A.4 Proof of Theorem 3:
Note thatγ 
