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ABSTRACT
In finite-volume-based flow simulations, absorbing layers are widely used to reduce pressure wave reflections at boundaries of the
computational domain. A disadvantage of absorbing layers is that they contain case-dependent parameters; thus the question is how
to optimally tune these parameters, so that a desired reduction of reflections can be obtained? As a step towards the answer of these
questions, this article presents a theory which predicts reflection coefficients for absorbing layers. The theory is given for 1D-wave
propagation and is then extended to 2D and 3D to cover waves of oblique incidence. The theory is validated via flow simulations
of regular and irregular pressure waves in air and water, based on Navier-Stokes-type equations and the finite-volume method.
Theory predictions and simulation results show good agreement. It is demonstrated how the theory can be used to optimally tune
the absorbing layer parameters to minimize undesired wave reflection. Thus the theory has benefits for a wide range of applications
of finite-volume-based flow simulations in industrial practice.
Keywords: Wave absorbing layer, reflection coefficient, finite-volume method, non-linear flow
1 Introduction
Computer simulations of pressure wave propagation phenomena are usually performed on a finite domain,
selected as small as possible to minimize the computational effort. Thus it is important to reduce wave
reflections which occur at the domain boundaries, or else these undesired reflections travel back into
the solution domain and can lead to substantial errors in the results.
This is especially problematic in finite-volume-based simulations of complex flows, in which pressure wave
propagation occurs alogside viscous effects like turbulence and other non-linear phenomena. Such flows
are e.g. of interest in fundamental research on acoustic noise generation, and can be computed using
flow solvers based on Navier-Stokes-type equations, such as direct numerical simulations of the viscous
Navier-Stokes equations (DNS) or large eddy simulations (LES)1,2. The present article is intended for
such finite-volume-based flow solvers, although application to other solvers is not excluded.
1Corresponding author. E-mail-address: robinson.peric@tuhh.de
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For less complex flows, the governing equations can be simplified and solutions can be obtained more effi-
ciently, e.g. via boundary-element-based potential flow solvers. Then, it is possible to formulate elegant
and highly efficient boundary treatments to minimize reflections, such as artificial boundary conditions
(also called non-reflecting boundary conditions (NRBC), radiation boundary condition, etc.)3,4,5,6, the
supergrid approach3,7, or perfectly matched layers3,4,8,9,10.
However, for complex flows as can occur in finite-volume-based flow solvers, many of these sophisticated
boundary conditions either cannot be derived, or can produce significant reflection in a manner that is
difficult to predict before running the simulation2,3, or else may not be possible to implement in solvers
that do not provide full access to the source code. Although the majority of todays (hydro-)acoustic
flow problems can be simulated more efficiently using boundary element codes or acoustic analogies,
research in finite-volume-based flow solvers has its justification for selected applications, and also for
fundamental research1,2,11,12.
Thus how to efficiently and reliably minimize reflections is still an important and urgent question for
complex flow simulations. As a step towards the answer to this question, this work investigates absorbing-
layer-type approaches.
Absorbing layers (also called forcing layers, relaxation zones, damping zones, sponge layers, porous
media layers, buffer regions, etc.) describe a part of the computational domain, usually attached to
the domain boundaries, in which source terms are applied to the governing equations. The source
terms gradually force the solution towards a prescribed solution. While forcing towards a steady far-field
solution often simply corresponds to a damping of the waves which enter the layer6, forcing towards
an unsteady far-field solution can be used to generate waves which propagate from the absorbing layer
into the domain, while simultaneously damping waves which enter the absorbing layer13.
Absorbing layers can minimize reflections of several flow phenomena simultaneously when correctly set
up, and thus have their benefit for complex flow simulations. Apart from acoustics, absorbing layers are
applied e.g. to reduce reflections of free surface waves, Kármán vortex streets and fully turbulent flows
at domain boundaries11,14,15,16,17,18. Although widely used accross various disciplines, absorbing layers
are currently not well understood. This may be partly because they have previously been considered ’ad
hoc’, suggesting that their reflection behavior is unpredictable2,3,19. In contrast, this work shows that
it is indeed possible to analytically predict the reflection from absorbing layers.
The reflection behavior of absorbing layers depends on the forcing strength γ, which regulates the overall
magnitude of the source term, the choice of blending function b(x), which describes how the source
term varies within the layer, and the layer thickness xd, which is the smallest distance between domain
boundary and entrance to the layer. These parameters are case-dependent, and have to be tuned to
provide satisfactory reduction of undesired reflections.
Generally, benefits of absorbing-layer-type approaches are their often simple implementation and formu-
lation, as well as their flexibility. Even for highly nonlinear flows, an absorbing layer with a simple linear
damping may successfully reduce undesired reflections. A drawback is the increase in domain size and
computational effort.
However, the main problem is that it is not known how to optimally tune the case-dependent parameters
to achieve reliable wave absorption2,9,16,19. It was argued that these "parameters and profiles [...] can
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only be determined by trail and error"3,p.337. For engineering practice, an approach is needed which can
predict the optimum parameter settings with negligible effort before running the simulation.
This paper presents such a theoretical approach, which reliably predicts reflection coefficients and damp-
ing behavior for any given absorbing layer formulation that can be written in the form given in Sect. 3.
The theory is implemented in a computer program, which is made publicly available as free software2.
The theory predictions are compared to results from finite-volume-based flow simulations of regular and
irregular acoustic wave propagation in gases and liquids. In Sects. 2 and 3, the governing equations and
a general absorbing layer formulation are given, which should be applicable to many implementations.
Section 4 discusses the calculation of reflection coefficients.
The theory is derived for the 1D-case in Sect. 5 and is compared in Sect. 7 to results from flow
simulations based on the setup described in Sect. 6, followed by a discussion of the implications of the
theory regarding convergence, the choice of blending functions, and the recommended setup in Sect.
8. In Sect. 9, it is found that for many practical two-dimensional (2D) and three-dimensional (3D)
wave problems, 1D-theory suffices to optimally tune the absorbing layer parameters. Finally, Sect. 10
extends the 1D-theory to 2D and 3D, to predict reflection coefficients for waves entering the absorbing
layer at an arbitrary incidence angle θ, which is validated via 2D-flow simulation results. Practical
recommendations for setting up absorbing layers are given.
2 Governing Equations
The governing equations for the simulations are the equation for mass conservation and the three
equations for momentum conservation:∫
V
∂ρ
∂t
dV +
∫
S
ρv · n dS =
∫
V
ρqc dV , (1)
d
dt
∫
V
ρui dV +
∫
S
ρuiv · n dS =∫
S
(τij ij − pii) · n dS +
∫
V
ρgii dV +
∫
V
ρqi dV , (2)
with volume V of control volume (CV) bounded by the closed surface S, fluid velocity vector v with
the Cartesian components ui, unit vector n normal to S and pointing outwards, time t, pressure p, fluid
density ρ, components τij of the viscous stress tensor, unit vector ij in direction xj , and qi comprises
the momentum source terms.
Since many acoustic wave phenomena are approximately inviscid, the results in this work apply regardless
which formulation for τij is chosen or whether it is neglected altogether; this was verified by running
selected simulations first with the standard k-ω turbulence model20, then as laminar simulation (i.e.
without any modeling in Eq. (2)), and as inviscid simulation; as expected, no significant differences in
wave absorption were encountered.
2The source code and manual can be downloaded from: https://github.com/wave-absorbing-layers/
pressure-wave-absorption
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The energy equation is ∫
V
∂ρE
∂t
dV +
∫
S
ρHv · n dS = −
∫
S
q˙ · n dS (3)
with total energy E = H − p/ρ, total enthalpy H = cpτ + 12 |v|2, heat capacity cp at constant pressure,
temperature τ and heat flux vector q˙.
3 A General Absorbing Layer Approach
In this work, the following absorbing layer formulation is used as source term in Eq. (2)
qi = γb(x) (ui,ref − ui) , (4)
with reference velocity component ui,ref , velocity component ui, forcing strength γ and blending function
b(x). Outside the absorbing layer holds qi = 0. In the cases considered in this work, the reference solution
is the medium at rest, so ui,ref = 0 ms .
Most existing absorbing layer approaches can be described either directly by or as a slight modification of
Eq. (4). Thus the application of the results in this work to other existing absorbing layer formulations is
straight forward. The source term is directly proportional to the velocity, since this provides satisfactory
damping for a wider range of wave frequencies than source terms proportional to the velocity squared,
as discussed in16.
The forcing strength γ with unit
[
1
s
]
regulates how strong the solution at a given cell is forced against
the reference solution. The blending term b(x) regulates the distribution of the source term over the
domain, where x is the wave propagation direction. Many different types of blending functions can be
applied. Common choices are constant blending
b(x) = 1 , (5)
linear blending
b(x) = x− xsd
xed − xsd , (6)
quadratic blending
b(x) =
(
x− xsd
xed − xsd
)2
, (7)
cosine-square blending
b(x) = cos2
(
pi
2 +
pi
2
x− xsd
xed − xsd
)
, (8)
or exponential blending such as
b(x) =
e
(
x−xsd
xed−xsd
)2
− 1
e1 − 1
 , (9)
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with start coordinate xsd, end coordinate xed, and thickness xd = |xed − xsd| of the absorbing layer.
These blending functions are illustrated in Fig. 1 and will be used in the following sections. Though
so far the optimum blending function is not known, several investigations showed that higher order
blending functions are more effective than constant or linear blending. This was attributed to the
smoother blending-in of the source term6,16,19,21.
Figure 1: Different blending functions b(x) over location in absorbing layer
As shown in16, parameters γ and xd scale with angular wave frequency ω and wavelength λ as
γ ∝ ω , xd ∝ λ . (10)
By this scaling the present results can easily be applied to waves of any frequency.
4 Determining Reflection Coefficient CR
The reflection coefficient CR is the amplitude of the reflected wave divided by the amplitude of the
original wave. For a continuous regular wave train in 1D, CR can be computed as in22 via maximum
umax and minimum umin velocity, which occur during the last simulated period for all cells outside the
absorbing layer which are within a given distance (here: 2λ) to the absorbing layer:
CR =
|umax| − |umin|
|umax|+ |umin| . (11)
Alternatively, for cases with short wave trains in 1D, 2D, or 3D one can determine CR based on the
energy in the domain at time t = tend, when the simulation is finished
CR =
√
(Ekin + Epot)|γ=γi, t=tend
(Ekin + Epot)|γ=0 t=tend
, (12)
where γi is the forcing strength used in the simulation, and the kinetic and potential energies are
Ekin =
∫
V
1
2ρ|u|
2 dV , Epot =
∫
V
1
2
p2
ρc2
dV ,
5
with density ρ, domain volume V , velocity vector u = (u,w)T, pressure p relative to reference pressure,
phase velocity c = λ/T of the wave, and control volume V ; see e.g.23 for a detailed derivation. The
domain size and simulation duration should be chosen so that at t = tend the whole wave train has
passed through the absorbing layer once, which was fulfilled in all calculations in this work.
5 1D-Theory
The one-dimensional wave equation takes the form
χtt = c2χxx . (13)
with particle displacement χ, velocity u = χt, and speed of sound c. It describes waves e.g. in an ideal
gas, liquid or solid under isothermal conditions. A detailed derivation can be found in textbooks such
as24.
The damping of waves in Eq. (13) can be achieved by applying a ’classical’ absorbing layer, inside which
the wave equation takes the form
χtt = c2χxx + q , (14)
with in analogy to Eq. (4)
q = γb(x)(χt,ref − χt) , (15)
with forcing strength γ, blending function b(x) and reference velocity χt,ref . In this work, χt,ref = 0 ms ,
which corresponds to Mach number Ma = 0.
Assume that, for a wave propagating in positive x-direction, displacement χ can be written in the
complex plane as
χ = A0 exp i(−ωt+ kx) , (16)
with particle displacement amplitude A0, angular wave frequency ω = 2pi/T , wave period T , wave
number k = 2pi/λ, and wavelength λ.
Inserting Eq. (16) into Eq. (13) gives the wave number outside the absorbing layer
k =
√
ω2
c2
= ω
c
. (17)
For constant blending b(x) = b, inserting Eq. (16) into Eq. (14) gives the wave number inside the
absorbing layer
k =
√
ω2
c2
+ iωγb(x)
c2
. (18)
Thus inside the absorbing layer, the wave number contains an additional imaginary part which damps
the wave amplitude but does not change the wavelength.
In this work, the approach for constructing an analytical solution to the problem of determining the
reflection coefficient for a wave entering an absorbing layer according to Eqs. (13) and (14) is the
following. The solution domain is discretized into a finite number of zones as illustrated in Fig. 2. Each
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zone j corresponds to an absorbing layer, within which the particle displacement is given by χj and the
complex wave number kj has a constant value. For this, the blending function b(x), which can be any
function (see e.g. Fig. 1), is evaluated at the zone center, to obtain piece-wise constant blending:
kj =
√
ω2 + iωγb(∑j−1n=1 xdn + 12xdj )
c2
, (19)
with thickness xd,j of zone j; xd,j is equivalent to the size of the zone in x-direction. Thus the damping
is constant within every zone. Reflection and transmission may occur at every interface between two
zones.
The benefit of this approach is that even discontinuous damping and the influence of the discretization
can be considered. With increasing resolution, the theoretical results are expected to converge to the
solution of the continuous problem. The latter is not derived here, since for practical purposes only the
analytical solution to the discretized problem is of interest. In this manner, the problem remains linear
and the solution can be derived as follows.
Consider a wave propagating in positive x-direction. The wave is generated at x = 0 following the
coordinate system in Fig. 2. Let the particle displacement at x = 0 be
χ0 = A0e−iωt , (20)
with a displacement amplitude A0, angular wave frequency ω = 2pi/T , wave period T and time t. Set
the transmission coefficient CT0 = 1 and the reflection coefficient CR0 = 0, thus the ’inlet’ boundary is
perfectly transparent, and waves propagating through it in negative x-direction will be fully transmitted
without reflection.
For illustration, a domain with 4 zones is depicted in Fig. 2. Let the wave number k1 = 2pi/λ1 within
zone 1 equal the wave number k0 = 2pi/λ0 of the wave generated at x = 0, where λ0 and λ1 are
the corresponding wavelengths. This means, that within the first zone 0 ≤ x ≤ xd1 , there is no wave
damping, i.e. q(x) = 0. At the end of the domain, i.e. at x = ∑4n=1 xdn , the boundary is perfectly
reflecting (a typical ’wall boundary condition’ in computational fluid dynamics), so the transmission
coefficient CT4 = 0 and the reflection coefficient CR4 = 1. Within each zone j in zones 2 to 4, the
damping is constant (i.e. q(x) = qj = −γb(∑j−1n=1 xdn + 12xdj )χt,j), but q2 to q4 may be of different
magnitude, which is illustrated through the different shading of the zones.
Figure 2: Example of a solution domain decomposed into 4 zones
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By requiring that the particle displacements and velocities must be continuous at every interface between
two adjacent zones, as they should be at the interfaces between two zones in a flow simulation, the
analytical solution is obtained.
For a domain with j zones, the general solution for the particle displacement χj(x) within zone j > 0
can be written as a sum of a right-going (incoming) and a left-going (reflected) wave component
χj = χ0
j−1∏
n=0
CTn
[ei(∑j−1n=1 knxdn+kj(x−∑j−1n=1 xdn))
−CRjei
(∑j−1
n=1 knxdn+kj2xdj−kj
(
x−
∑j−1
n=1 xdn
))]
, (21)
with χ0 according to Eq. (20).
Requirement 1: At the interface between zones j and j + 1, the solution for the zone on the left, i.e.
χj , must equal the solution for the zone on the right, i.e. χj+1:
[χj = χj+1]x=∑j
n=1 xdn
. (22)
Inserting Eq. (21) into Eq. (22), dividing by
χ0
j−1∏
n=0
CTn
[ei(∑j−1n=1 knxdn)] ,
and rearranging for CTj gives
CTj =
1− CRj
1− CRj+1ei
(
kj+12xdj+1
) . (23)
Requirement 2: At the interface between zones j and j+ 1, the spatial derivative with respect to x of
the solution for the zone on the left, i.e. ∂χj/∂x = χx,j , must equal the spatial derivative with respect
to x of the solution for the zone on the right, i.e. ∂χj+1/∂x = χx,j+1:
[χx,j = χx,j+1]x=∑j
n=1 xdn
. (24)
Inserting the spatial derivative of Eq. (21) into Eq. (24), dividing by
iχ0
j−1∏
n=0
CTn
[ei(∑j−1n=1 knxdn)] ,
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inserting CTj according to Eq. (44) and introducing
βj+1 =
1 + CRj+1e
i
(
kj+12xdj+1
)
1− CRj+1ei
(
kj+12xdj+1
) (25)
gives
CRj =
kj+1βj+1 − kj
kj+1βj+1 + kj
. (26)
For practical purposes, mainly the ’global’ reflection coefficient CR is of interest, which is the ratio of
the amplitude of the wave, which is reflected back into the solution domain, to the amplitude of the
wave, which enters the absorbing layer. Reflection coefficient CR corresponds to the magnitude of the
CRj at the interface to the damping layer, which depends on all CRj inside the whole absorbing layer.
So if the absorbing layer starts at zone 1, then
CR = |CR1 | =
√
Re{CR1}2 + Im{CR1}2 , (27)
where Re{X} and Im{X} denote the real and the imaginary part of the complex number X.
6 Simulation Setup
In Sect. 7, simulations of one-dimensional (1D) wave-propagation are performed on a computational
domain with length Lx. The domain is illustrated in Fig. 3. The coordinate system has its origin at
x = 0 m. At boundary x = 0 m, a sinusoidal pressure fluctuation is prescribed to produce a continuous
regular wave of period T = 2.27 · 10−3 s. This corresponds to modern standard concert pitch A 440 Hz.
The wave propagates in positive x-direction, is partially reflected, absorbed and transmitted at each
cell within the absorbing layer, and the remaining wave is fully reflected at the wall boundary x = Lx.
For convenience, the simulations are run quasi-one-dimensional, i.e. they consist of a uniform Cartesian
three-dimensional grid, with 1 cell in y- and z-direction and symmetry boundary condition for the y-
and z-normal boundaries; thus all gradients in y- and z-direction are zero.
In Sects. 9 and 11, simulations of two-dimensional (2D) and three-dimensional (3D) wave-propagation
are performed on solution domains shown in Figs. 19, 25 and 28. The wave generation is discussed in
the corresponding sections. The 2D-simulations are run quasi-two-dimensional, i.e. they consist of a
uniform Cartesian three-dimensional grid, with 1 cell in y-direction and symmetry boundary condition
for the y-normal boundaries.
All simulations are performed using the commercial flow solver STAR-CCM+ (version 8.02.008-R8) by
Siemens (formerly CD-adapco) based on the governing equations given in Sects. 2. The absorbing layer
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formulation is based on Sect. 3. The implicit unsteady segregated solver is used. All approximations are
of second order in time and space, and under-relaxation is 0.8 for velocities, 0.2 for pressure and 0.9 for
energy. The initial conditions are p = 0, ui = 0 and ρ = ρref , the reference density of the fluid. Unless
stated otherwise, the wave is discretized by ≥ 30 cells per wavelength and the time step is ≥ T/100,
with 8 outer iterations per time step. Detailed information on finite-volume-based flow simulations can
be found e.g. in25.
Simulations are performed for liquid water using the IAPWS model26 and solving the energy Eq. (3) in
a segregated manner for temperature τ , with reference temperature τref = 300 K. Further, simulations
are performed for an ideal gas with speed of sound c = 291.5 ms , which corresponds to air at temperature
≈ −62◦C or to an appropriate mixture of oxygen and carbon dioxide at room temperature. The gas is
considered isothermal, so Eq. (3) is not solved. For simplicity, these fluids will be denoted ’water’ and
’ideal gas’ in the following. The simulations are run with different absorbing layer parameters, such as
forcing strength γ, layer thickness xd, or blending function b(x).
7 1D-Results
The theory presented in Sect. 5 is compared to flow simulation results for 1D regular and irregular
pressure waves in an ideal gas and in liquid water. First, results for regular waves are presented. The
waves have period T = 2.27 · 10−3 s and the amplitude of the pressure fluctuations at the wave-maker
is 10 Pa (ideal gas) or 1000 Pa (water). The setup is described in Sect. 6. The computational domain
is sketched in Fig. 3. An absorbing layer based on Eq. (4) is used in the simulation.
Figure 3: Computational domain with wave-maker at x = 0 m and absorbing layer (shaded gray) attached to
domain boundary at x = Lx = 9λ
On a single core 2.6 GHz processor, the time to run a simulation was in the order of 1 min. The
reflection coefficient CR is computed via Eq. (11). The theory is evaluated for same wavelength, period
and absorbing layer parameters in Eq. (15) as in the simulations. The theory predictions are given for
an absorbing layer subdivided into 200 zones.
Figures 4 and 5 show velocities and reflection coefficients for sound waves in water. The layer thickness
is xd = 1λ and exponential blending according to Eq. (9) is used. Theory and simulation results
agree well. The peaks in the partial standing wave in Fig. 4 have different locations depending on
forcing strength γ. This shows that, with increasing γ, the effective reflection location shifts from the
boundary, to which the layer is attached (here x/λ = 9), towards the entrance to the absorbing layer
(here x/λ = 8); this underlines the importance of including reflections which occur within the layer in
the analysis.
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Figure 4: Theory predictions (left) and simulation results (right) for velocity in water over x-coordinate, given
at equally spaced time instances during the last simulated period; for forcing strengths γ = 2560 s−1 (top),
γ = 10240 s−1 (middle), γ = 81920 s−1 (bottom); for exponential blending via Eq. (9) and xd = 1λ
In Fig. 5, results are given for the grid and time step from Sect. 6, and also for twice and four
times refined mesh and time step size. The difference between the results are small, thus the coarsest
discretization is used for the rest of the simulations in this section.
Figure 5: Reflection coefficient CR over forcing strength γ from simulation and theory; for exponential blending
via Eq. (9), layer thickness xd = 1λ, wavelength λ and wave period T as in Fig. 4; for coarse (time step
∆t = T/100, cell size ∆x = λ/30), medium (∆t = T/200, ∆x = λ/60), and fine (∆t = T/400, ∆x = λ/120)
discretization
Subsequently, the simulations are rerun with same setup, except once with linear blending (Fig. 6) and
once with constant blending (Fig. 7). Again the results show good agreement between theory and
simulation. Compared to Figs. 4 and 5, the optimum values γopt of the forcing strength are different.
For the investigated blending functions it holds roughly that the smaller the area below the blending
function b(x) is, the larger is the value for γopt. The results confirm that higher order blending functions
should be preferred.
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Figure 6: Reflection coefficient CR over forcing strength γ from simulation and theory; for linear blending via
Eq. (6) and xd = 1λ
Figure 7: Reflection coefficient CR over forcing strength γ from simulation and theory; for constant blending via
Eq. (5) and xd = 1λ
Simulation results for acoustic waves in an ideal gas are shown in Figs. 8 to 9 for absorbing layers
with thickness xd = 1.18λ and xd = 2.35λ. Theory predictions and simulation results are in good
agreement. Figure 8 (at γ = 10240 s−1) demonstrates that, for certain choices of xd and for a very
narrow range of wave frequencies, it is possible to achieve reflection coefficients more than one order of
magnitude smaller than are possible for slightly smaller or larger xd. This is expected to be an effect
of especially favorable destructive interference between the reflected waves. Figure 9 shows that there
may be more than one local optimum for γ. This should be taken into account in future research, e.g.
when searching for an optimum formulation for b(x).
Figure 8: Reflection coefficient CR over forcing strength γ from simulation and theory; for exponential blending
via Eq. (9) and xd = 1.18λ
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Figure 9: Reflection coefficient CR over forcing strength γ from simulation and theory; for exponential blending
via Eq. (9) and xd = 2.35λ
The last 1D example is the prediction of reflection coefficients for irregular wave trains. Apart from
the following modifications, the setup is the same as in the previous simulations. The fluid is air as
ideal gas with speed of sound c = 347.28 ms and the termperature variation is accounted for via Eq.
(3). The domain length is Lx = 13.36λpeak, where λpeak ≈ 0.78 m is the wavelength corresponding to
peak wave period Tpeak. The wave absorbing layer based on Eq. (4) is attached to boundary x = Lx,
with zone thickness xd = 2λpeak and exponential blending as in Eq. (9). To generate irregular waves,
pressure fluctuations at the inlet are prescribed using the JONSWAP-spectrum by Hasselmann et al.
(1973), except that the ’significant wave height’ Hs was replaced by the twice the ’significant pressure
amplitude’ 2pa,s = 10 Pa; the parameters are peak wave period Tpeak = 0.00227 s, and a peak-shape
parameter of 3.3. The spectrum is discretized into 50 wave components.
The waves are generated by prescribing the pressure at the inlet as p(t)b′(t), where p(t) corresponds to
a linear superposition of the pressures of the irregular wave components, and b′(t) is a blending-in and
-out during the first 6.6Tpeak of simulation time:
b′(t) =

cos2
(
pi
2 (t− 2.2Tpeak)/(2.2Tpeak)
)
if t < 2.2Tpeak
1.0 if 2.2Tpeak ≤ t ≤ 4.4Tpeak
cos2
(
pi
2 (t− 4.4Tpeak)/(2.2Tpeak)
)
if 4.4Tpeak < t < 6.6Tpeak
0.0 if t ≥ 6.6Tpeak
. (28)
The total simulated time is tend = 21.27Tpeak, and Fig. 10 shows the pressure in the domain at this time
if no damping is applied. The waves are discretized by ≈ 62 cells per peak wavelength λpeak and the
time step is Tpeak/200, with 10 iterations per time step. At the end of each simulation, the pressure over
space is analysed using the Fast-Fourier Transform (FFT) algorithm to obtain the pressure amplitude
spectrum of the reflected wave. For γ = 0, the wave is perfectly reflected, so the resulting pressure
amplitude spectrum corresponds to the initially generated spectrum; thus for γ 6= 0, the amount of
reflection can be judged by comparing the pressure amplitude spectrum for the reflected wave to the
case for no damping (γ = 0). The global reflection coefficient CR was obtained by Eq. (12).
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Figure 10: Pressure in domain at time t = 21.27Tpeak with no damping (γ = 0)
Figure 11 shows that the resulting pressure amplitude spectrums agree well with the predictions according
to the theory from Sect. 5; the theory predictions are based on the assumption that the wave can be
treated as a linear superposition of wave components with different frequencies, and that the reflection
coefficient for each component equals the reflection coefficient as predicted by the theory from Sect.
5.
Figure 12 shows that the resulting overall reflection coefficients agree well for simulation and theory;
the differences in CR between simulation and theory are < 1%.
Figure 11: Theory predictions (left) and simulation results (right) for generated and reflected pressure-amplitude
spectrum over wave frequency; for too weak damping (top image, γ = 640 s−1), roughly optimum damping
(middle image, γ = 5120 s−1), and too strong damping (bottom image, γ = 163840 s−1)
8 Discussion Based on Theory Results
Since Sect. 7 demonstrated that the theory is reliable in its predictions, this section shows theory results
without backup from simulation results. This is mainly because, to obtain the following results, a very
14
Figure 12: Reflection coefficient CR according to Eq. (12) over forcing strength γ, for simulation results and
theory prediction; the right image corresponds to the left image with a logarithmic y-axis
large number of simulations would be required, the combined computational effort being out of the
scope of this study.
8.1 Theory implications for the choice of blending function b(x)
Although this work was not intended to fully answer which is the optimum choice for blending function
b(x), it can guide regarding the choice between the b(x) from Sect. 3. For this, the theory is evaluated
for a wave with period T = 2.27·10−3 s and absorbing layer thicknesses varying between xd ∈ [0.5λ, 6λ].
These results can easily be applied to waves of any other period: If γ and xd are scaled as described in
Sect. 3, the curves in Fig. 13 need only to be shifted sideways accordingly.
As Fig. 13 shows, the higher-order blending functions give better results than linear or even constant
b(x). Although the curves for quadratic, cosine-squared and exponential blending are substantially
different as seen in Fig. 1, their results seem on the whole nearly equally satisfactory, perhaps with a
slight preference for the exponential blending function.
For some values of xd in Fig. 13, quadratic or cosine-squared blending produces lower optimum reflection
coefficients than exponential blending, e.g. for xd = 0.5λ. This can be explained by Fig. 14, which
shows that there exist certain values for absorbing layer thickness xd, for which especially favorable
absorption may occur. This means that the resulting reflection coefficient CR for optimum forcing
strength γ can be two orders of magnitude lower than it would be if xd was selected slightly larger or
smaller. This phenomenon may be used to produce satisfactory wave damping with very thin absorbing
layers. The results in Fig. 8 confirm the existence of such a phenomenon. It is expected that a
combination of grid stretching and absorbing layers may produce similar effects.
However, according to the present investigations, these settings, seen as ’negative peaks’ in Fig. 14,
occur only for a very narrow range of wavelengths. This would make the absorption behavior rather
sensitive to slight deviations in the wavelength. For example in finite-volume-based flow solvers, dis-
cretization and iteration errors can lead to a change in the wavelength of several percent for coarse
discretizations16. Furthermore, when a superposition of waves of different frequencies is considered,
then it is more important to have satisfactory minimization of all undesired reflections, not only of
those belonging to a specific wave component. Trying to optimize the absorbing layer towards one
of these negative peaks of CR may therefore lead to false security, and should only be exercised with
caution.
In practice, it is desired (especially when the wave may be modified within the domain) to know for a
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given absorbing layer setup the range of forcing strengths γ for which the reflection coefficients will be
below a certain threshold. As shown for an example threshold of CR < 10% in Fig. 14, this range is
larger for the higher-order blending functions.
(a) (b)
(c) (d)
(e)
Figure 13: Reflection coefficient CR over forcing strength γ for different absorbing layer thicknesses xd; for
constant (a), linear (b), quadratic (c), cosine-squared (d) and exponential (e) blending as given in Sect. 3
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(a)
(b)
(c)
(d)
(e)
Figure 14: Optimum reflection coefficient CR,opt (left) and range of γ values for which CR < 0.1 (right) over
layer thickness xd per wavelength λ for constant (a), linear (b), quadratic (c), cosine-squared (d) and exponential
(e) blending as given in Sect. 3
8.2 Convergence of theory to solution for continuous blending
The theory from Sect. 5 subdivides the absorbing layer into n zones with constant blending b(x) as
illustrated in Fig. 15. This section demonstrates that, if n is larger than a certain threshold, then the
theory results can be considered independent of n. Thus also the wave damping in flow simulations is
basically grid-independent, if the number n of grid cells, by which the absorbing layer is discretized in
17
wave propagation direction, is above the same threshold.
Figure 15: Blending function b(x′) according to Eq. (9) over x′-coordinate; x′ is directed in wave propagation
direction and linearly scaled such that it is 0 at the entrance to the absorbing layer and 1 at the boundary to
which the zone is attached; for absorbing layer consisting of 4 and 16 zones and for continuous b(x′)
Figure 16 shows for a subdivision into 32 zones, that the results are barely distinguishable from sub-
divisions into larger numbers of zones. This agrees well with findings from Sect. 7, where the wave
damping was observed to be grid-independent for practical flow simulation setups (i.e. grids with at
least 30 cells per wavelength).
Figure 16: Theory prediction for reflection coefficient CR over forcing strength γ for waves with period T =
0.00227 s; for an absorbing layer according to Eq. (15) with exponential blending (Eq. (9)), zone thickness
xd = 0.75λ (top), and xd = 3.0λ (bottom); for b(x) subdivided into 32, 64, 128 and 1024 zones
Figure 17 shows that for subdivision into less than 16 zones, the results differ significantly from the
results for > 32 zones. This is relevant when assessing flow simulations, in which a combination of
grid stretching and absorbing layers is used to damp the waves; in industrial practice, these two wave
damping approaches are sometimes combined with the intention to lower the computational effort and
to improve the damping. However, Figs. 16 and 17 show that, if due to the grid stretching the number
of grid cells per zone thickness drops below a certain threshold, then grid stretching can significantly
increase reflection coefficient CR. Based on the present results, it is recommended to have cell sizes of
at least λ/10 when combining grid stretching and absorbing layers.
Figure 17: As Fig. 16, except that b(x) is subdivided into 1, 4, 16 and 1024 zones
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If the absorbing layer is subdivided into a sufficient number of zones n, then the difference between
the theory solutions for different n can be estimated by a Richardson-type extrapolation. Detailed
information on Richardson extrapolation can be found e.g. in25,27,28. Say
A = Ah + εh , (29)
where A is the analytical solution for n = ∞, Ah is the analytical solution for n = xd/h, and εh is
the error. Let all zones have the same thickness xd,j = h, with a total absorbing layer thickness of
xd =
∑n
j=1 xd,j . Thus when using zones of twice the thickness, i.e. xd,j = 2h, one obtains
A = A2h + ε2h , (30)
and similar for further refinement or coarsening.
Taylor-series analysis of truncation errors suggests that the error εh is proportional to some power p of
the zone thickness h, i.e. εh ∝ hp. It follows that the error with a twice coarser spacing is
ε2h = 2pεh , (31)
where p is the order of convergence. Setting Eqs. (29) and (30) as equal and inserting Eq. (31) leads
to
εh =
Ah −A2h
2p − 1 . (32)
Insert Eq. (31) into Eq. (32) written for ε2h finally gives
p =
log
(
A2h−A4h
Ah−A2h
)
log (2) . (33)
Figures 16 and 17 show that the deviation of CR can differ depending on γ. Thus to estimate εh and
p in Eqs. (32) and (33), set
A2h −A4h ≈ max{CR,2h(γ)− CR,4h(γ)} , (34)
Ah −A2h ≈ max{CR,h(γ)− CR,2h(γ)} , (35)
where CR,h(γ) is the reflection coefficient for zone thickness xd,j = h and forcing strength γ, and
the max{X(γ)}-function delivers the maximum value of X of all values γ in the considered range
10 s−1 ≤ γ ≤ 106 s−1.
Figure 18 shows, exemplarily for b(x) according to Eq. (9), that the analytical solution converges with
2nd order to the analytical solution for n =∞. For the blending functions investigated in Sect. 8.1, all
curves showed 2nd-order convergence (i.e. p→ 2 if n→∞), except constant blending (b(x) = 1), for
which the solution naturally must be exact independent of the number of zones. It is out of the scope
of this work to rigorously prove that for all possible b(x) the order of convergence will be at least p = 2,
so this is left for future research; however, the present results suggest that this is the case. Figure 18
also shows that the error estimate εh for different n decays accordingly. Thus for practical grids in flow
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simulations, as well as for the theory results plotted in this work, the absorbing layer performance can
be assumed independent of the number n of zones or grid cells.
Figure 18: Order of convergence p (left) and error estimate εh (right) over number of zones n, for the absorbing
layer in Figs. 16 and 17
Given the simulation setup in Sect. 6 it is expected that, when the grid resolution increases, the wave
damping behavior in the flow simulation will converge towards the solution for the specified continuous
blending function b(x). Since Sect. 7 showed that the theory from Sect. 5 predicts flow simulation
results with great accuracy, it is expected that the results of the theory from Sect. 5, which is based on
discontinuous piece-wise constant blending b(x), will converge towards the analytical solution for any
given continuous blending function b(x), if the absorbing layer is subdivided into a sufficient number of
zones n.
9 Application of 1D-theory to 2D- and 3D-flows
The wave damping behavior in two or more dimensions can be described using 1D-theory with good
approximation in many practical cases. For example, waves are often reflected at or generated by bodies
within the domain, and are radiated as more or less circular waves in all directions. As a test case for
such a behavior, 2D- and 3D-flow simulations are conducted using a point-like wave source. In the
2D-simulations, the source is placed in the center of a quadratic domain filled with water as shown in
Fig. 19; the domain dimensions are 0 ≤ x, z ≤ 16λ. In the 3D-simulations, the source is placed in
a center of a cubic domain with dimensions 0 ≤ x, y, z ≤ 16λ with all domain sides set as symmetry
boundary conditions.
Waves are generated for the first 8T of simulation time by introducing a mass source term in Eq. (1)
for 3.95 m ≤ x, y, z ≤ 4.05 m as
qc =

10 · sin(−ωt) · cos2(pi2 + pi2 t4T ) 1s if t ≤ 4T
10 · sin(−ωt) · cos2(pi2 t−4T4T ) 1s if 4T < t ≤ 8T
0 if t > 8T
, (36)
with time t and angular wave frequency ω. This produces a wave packet with period T = 0.00033 s
and wavelength λ ≈ 0.5 m.
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To each x- and z-normal boundary, an absorbing layer according to Eq. (4) is attached as
qx = −γ
(
1− x˜
xd
)2
u , qz = −γ
(
1− z˜
xd
)2
w . (37)
In the 3D-simulations, there is further an absorbing layer applied to each y-normal boundary with
qy = −γ
(
1− y˜
xd
)2
v , (38)
with forcing strength γ, cartesian velocity components u, v, and w, layer thickness xd = 1λ and
quadratic blending, where x˜, y˜, and z˜ give the shortest distance to the nearest x-, y-, and z-normal
boundary. Simulations are run for different values of γ. The reflection coefficient is calculated using
Eq. (12).
The time step is ∆t = 1.65·10−6 s = T/200 and 6 iterations are performed per time step. The simulated
time interval is 0 ≤ t ≤ 0.00627 s = 19T . The wave is reflected either once, when incidence angle
measured from the boundary normal is . 27 deg, or twice for larger angles. In the 2D-simulations, a cell
size of ∆x = 0.00625 m ≈ λ/80 in both x- and z-direction is used, which results in a total of ≈ 1.6 ·106
cells. In the 3D-simulations, the grid was chosen substantially coarser to reduce the computational
effort. Polyhedral cells with diameter of ≈ 0.02 m ≈ λ/25 were used, resulting in ≈ 71.2 · 106 cells;
although the resulting 3D-grid is rather coarse, it was considered sufficient for the present purposes, i.e.
to demonstrate that 1D-theory has its value also for setting up absorbing layer parameters in 2D- and
3D-simulations. The time to run the parallel simulations was in the order of several hours (2D) or days
(3D) with 12 2.6 GHz processors.
Figure 19: Pressure in 2D-domain at time t ≈ 9T (left) and at t = 19T (middle: γ = 5 · 103 s−1 (too weak
damping); right: γ = 5 · 104 s−1 (≈ optimum damping))
Figures 20 and 21 show that the optimum choice for γ and the resulting reflection coefficients correspond
well with predictions by the 1D-theory from Sect. 5. This indicates that the damping behavior does not
change substantially for moderate deviations of the wave incidence angle relative to the boundary normal
(say . 30 deg). Further, for larger incidence angles the waves are reflected twice before propagating
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back into the domain; this is expected to improve the damping since the waves encounter two absorbing
layers, and at least one of the two reflections must occur with incidence angle ≤ 45 deg; this explains
why most simulation results for CR are slightly lower than 1D-theory predictions. Thus when changing
the position of the wave source, or when extending the 2D- or 3D-domains in x-, y-, or z-direction to
achieve rectangular or cuboid domain shapes, comparable results can be expected. Tuning the absorbing
layer parameters according to 1D-theory predictions can therefore be considered sufficiently accurate for
many practical 2D- and 3D-flow simulation problems.
However, if the wave source were positioned very close to the domain boundaries, or else if the emit-
ted sound intensity would vary substantially with propagation direction, then parameter settings and
accuracy of the 1D-theory should be assessed using 2D- and 3D-theory as given in Sects. 10 and
11.
Figure 20: Reflection coefficient CR over forcing strength γ for 2D-simulation and 1D-theory from Sect. 5
Figure 21: Reflection coefficient CR over forcing strength γ for 3D-simulation and 1D-theory from Sect. 5
10 2D- and 3D-Theory
In 2D- and 3D-flows the reflection coefficient may differ locally, for example due to different wave
incidence angles as discussed in Sect. 9. To accurately predict both the global reflection coefficient CR
and the flow inside the domain as for the 1D-case in Sect. 7, the theory would need to take into account
the wave evolution in the whole domain, including the influence of reflecting objects placed within the
domain. This makes an accurate theoretical description for every possible 2D-case difficult.
Therefore this section follows a more practical approach: The 1D-theory is modified to describe 2D and
3D waves that enter the absorbing layer at an angle θ as shown in Fig. 22. Thus the influence of θ on
CR is obtained, and it is possible to judge whether 1D-theory predictions can be used with confidence
for the 2D- and 3D-case as Sect. 9 suggests, and roughly to what extent the 1D-theory predictions will
be conservative or not.
For the theory presented in this section, the following modifications to 1D-theory are made. The
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incoming waves are approximated as plane waves, assuming that the waves are generated sufficiently
far from the absorbing layer and that a comparatively thin segment of the absorbing layer is considered.
The waves enter the absorbing layer at an incidence angle θ between wave propagation direction and
the layer-normal vector as shown in Fig. 22; by looking at the plane spanned by these two vectors, every
3D-problem is reduced to a 2D problem. Hence in the following, the subscript ’2D’ denotes the modified
theory which is applicable to 2D- and 3D-flows. As in the 1D-case in Sect. 5, the absorbing layer is
composed of several zones with constant damping, and the shortest distance between two neighboring
zone interfaces j and j + 1 is xdj,1D . Waves can be partially reflected at each interface between two
zones, and interference occurs between those reflected wave components which travel along the same
path.
Two mechanisms modify the reflection behavior in contrast to the 1D-case. First, the wave travels
a larger distance through the absorbing layer, which acts like an increase of the layer thickness xd
proportional to the increase in propagation distance within the layer; thus each zone acts on the wave
as if it had thickness
xdj,2D =
xdj,1D
cos(θ) , (39)
with thickness xdj,1D of zone j and incidence angle |θ| ≤ 90 deg.
Second, the amount of destructive interference depends on the phase shift between the reflected waves.
In 1D-theory the distance shift between the crests of waves reflected at two adjacent zone interfaces j
and j + 1 is always 2xdj,1D ; for the 2D-case, the distance shift is ≤ 2xdj,2D , since a wave reflected at a
certain location will interfere with wave reflections which occur at neighboring positions as illustrated
in Fig. 22.
Figure 22: Wave crest ( EE′) propagates with incidence angle θ towards absorbing layer (shaded gray, only
the first zone is depicted); given are the paths for reflection at the layer entrance for the crest segment close to
E (path EAB) and for reflection at the interface to the second zone for the crest segment close to E′ (path
E′C ′D′); both reflected paths lie on top of each other and create interference; distances AC ′ = xdj,2D and
AA′ = EE′′ = 2xdj,2D sin θ give the distance shift between reflected waves at two adjacent layer interfaces as
E′E′′ = 2xdj,2D sin2 θ
Trigonometric considerations (see Fig. 22) show that the distance shift is
∆x = 2xdj,2D sin2 θ . (40)
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For reflections at the interface between zones j and j + 1, this leads to a phase shift for the reflected
wave component in zone j + 1 by factor
E = eik0(−∆x) , (41)
where k0 is the wave number outside the absorbing layer.
Therefore, the 2D-problem can be reduced to a 1D-problem to save computational effort: The reflection
coefficients for the 2D-case in Fig. 22 are equivalent to those obtained using 1D-theory, if the thickness
of the zones is set to xdj,2D instead of xdj,1D , and additionally the phase shift between waves reflected
at adjacent zones is adjusted according to Eq. (41).
Consider two adjacent zones j and j+1. The particle displacements for the equivalent 1D-case are
χj = χ0
j−1∏
n=0
CTn
[ei(∑j−1n=1 knxdn,2D+kj(x−∑j−1n=1 xdn,2D))
−CRjei
(∑j−1
n=1 knxdn,2D+kj2xdj,2D−kj
(
x−
∑j−1
n=1 xdn,2D
))]
, (42)
χj+1 = χ0
 j∏
n=0
CTn
[ei(∑jn=1 knxdn,2D+kj+1(x−∑jn=1 xdn,2D))
−E · CRj+1ei
(∑j
n=1 knxdn,2D+kj+12xdj+1,2D−kj+1
(
x−
∑j
n=1 xdn,2D
))]
. (43)
Requiring that at the interface between zones j and j + 1 should hold [χj = χj+1]x=∑j
n=1 xdn
and
[χx,j = χx,j+1]x=∑j
n=1 xdn
, transmission and reflection coefficients for interface j can be derived as
CTj =
1− CRj
1− E · CRj+1ei
(
kj+12xdj+1,2D
) , (44)
CRj =
kj+1βj+1 − kj
kj+1βj+1 + kj
, (45)
with
βj+1 =
1 + E · CRj+1ei
(
kj+12xdj+1,2D
)
1− E · CRj+1ei
(
kj+12xdj+1,2D
) . (46)
If the absorbing layer starts at zone 1, the ’global’ reflection coefficient CR for the 2D-case is
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CR = |CR1 | =
√
Re{CR1}2 + Im{CR1}2 , (47)
where Re{X} and Im{X} denote the real and the imaginary part of the complex number X.
11 2D-Results
To verify the 2D-theory from Sect. 10, 2D-flow simulations are performed based on the setup in Sect.
9, except that domain dimensions are −43λ ≈ −21.5 m ≤ x ≤ 0 m and 0 m ≤ z ≤ 12.9 m ≈ 26λ
as shown in Fig. 25. The mass source term from Eq. (36) is applied for −0.05 m ≤ x ≤ 0 m and
12.85 m ≤ z ≤ 12.9 m to generate circular waves, and there is a symmetry boundary condition at all
walls to save cells. This produces a wave packet with period T = 0.00033 s and wavelength λ ≈ 0.5 m.
The waves are reflected at most one time at boundary z = 0 m, to which an absorbing layer is attached
according to Eq. (4)
qx = −γb(z)u , qz = −γb(z)w , (48)
with velocities u and w, forcing strength γ and quadratic blending b(z) = ((xd − z)/xd)2. Thus waves
are reflected for continuous incidence angles in the range 0 ≤ θ . 50 deg. Time step and cell sizes are
as in Sect. 9. The simulated time interval is 0 ≤ t ≤ 0.016995 s = 51.5T . For volume Vθ of a thin
domain slice along the paths of waves reflected at θ = 0 deg, 11.25 deg, 22.5 deg, 33.75 deg and 45 deg
as indicated in Fig. 25, the energy of the reflected waves is integrated. Relating these energies for the
damped (γ 6= 0) and undamped (γ = 0) case, and evaluating Eq. (12) at t = 51.5T gives the reflection
coefficient CR for each angle θ.
First, flow simulations are run with layer thickness xd = 1λ for different forcing strengths γ. Figures 23
to 24 show that the the influence of incidence angle θ on reflection coefficient CR is accurately predicted
up to optimum forcing strength (0 ≤ γ . γopt), and is slightly conservative for too strong damping
(γopt . γ). With increasing incidence angle θ the reflection coefficient CR decreases or stays roughly
the same for most values of γ in the range of 0 ≤ θ ≤ 45 deg; only for γ close to its 1D-optimum
value a significant increase in CR occurs, since the 2D-optimum value of γ decreases when increasing
θ.
Figure 23: Reflection coefficient over forcing strength γ for different incidence angles θ; for simulation at 0 deg
(+), 11.25 deg (5), 22.5 deg (×), 33.75 deg (4), 45 deg (©), and for 2D-theory (dashed lines)
25
Figure 24: Reflection coefficient CR over incidence angle θ for different γ; for γ . γopt (left) and for γ & γopt
(right); for simulation with γ = 0 1s (+), γ = 1000
1
s (5), γ = 5000 1s (×), γ = 10000 1s (4), γ = 25000 1s (©),
γ = 50000 1s (), γ = 100000 1s (g), γ = 500000 1s (), and for 2D-theory (dashed lines)
Further, Fig. 25 shows that for γ slightly below 1D optimum (here: γ = 25000 s−1), the reflection
coefficient may first decrease (0◦ ≤ θ . 45◦), and then increase again (θ & 45◦); this is also predicted
by 2D-theory in Fig. 24.
Figure 25: Pressure in domain at t = 51.5T for γ = 25000 s−1; straight lines within domain denote the paths
of waves reflected at incidence angles θ = 11.25 deg, 22.5 deg, 33.75 deg, 45 deg relative to boundary normal;
the absorbing layer (shaded gray, thickness xd = 1λ) is attached to boundary z = 0; the reflection coefficient
decreases from 0 deg until ≈ 45 deg, and increases for larger incidence angles, as predicted by 2D-theory (see Fig.
24)
Second, the flow simulations are repeated with layer thickness xd = 2λ. Figures 26 to 27 show that, as
before, the 2D-theory from Sect. 10 satisfactorily predicts the reflection coefficients for incidence angles
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in the range of practical interest. Apart from improved damping due to the increased layer thickness, the
trends of the curves are similar as before; again, for γ slightly below 1D optimum (here: γ = 25000 s−1)
the decrease (0◦ ≤ θ . 40◦) and subsequent increase (θ & 40◦) of CR for increasing θ is captured by
2D-theory as Figs. 27 and 28 show.
Figure 26: Reflection coefficient over forcing strength γ for different incidence angles θ; for simulation at 0 deg
(+), 11.25 deg (5), 22.5 deg (×), 33.75 deg (4), 45 deg (©), and for 2D-theory (dashed lines)
Figure 27: Reflection coefficient CR over incidence angle θ for different γ; for γ . γopt (left) and for γ & γopt
(right); for simulation with γ = 0 1s (+), γ = 1000
1
s (5), γ = 5000 1s (×), γ = 10000 1s (4), γ = 25000 1s (©),
γ = 50000 1s (), γ = 100000 1s (g), γ = 500000 1s (), and for 2D-theory (dashed lines)
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Figure 28: Pressure in domain at t = 51.5T for γ = 25000 s−1; straight lines within domain denote paths of waves
reflected at incidence angles θ = 11.25 deg, 22.5 deg, 33.75 deg, 45 deg, measured between wave propagation
direction and boundary normal; the absorbing layer (shaded gray, thickness xd = 2λ) is attached to boundary
z = 0; the reflection coefficient decreases from 0 deg until ≈ 40 deg, and increases for larger incidence angles, as
predicted by 2D-theory (see Fig. 27)
Based on the results in this section, the following procedure is recommended for practice: When using
absorbing layers that can be described in terms of the general formulation given in Sect. 3, then 1D-
theory from Sect. 5 can be used to tune the absorbing layer parameters (forcing strength γ, blending
function b(x), layer thickness xd) to the specific problem; in most 2D- and 3D-flow problems, the pre-
diction for optimum forcing strength and corresponding reflection coefficient will already be sufficiently
accurate for practical purposes.
If higher accuracy is needed, or if the problem is such that strong wave incidence at larger angles θ may
occur, then the 2D-theory from Sect. 10 should be used, and with the following procedure it is possible
to define an upper bound for the overall reflection coefficient CR. The results show that, for rectangular
domains with absorbing layers at all boundaries, waves that are reflected twice before traveling back
into the solution domain encounter an absorbing layer at least once with an angle |θ| ≤ 45 deg; thus
they have CR lower or equal to 1D-theory prediction, which also holds for corners. Therefore it suffices
to look at the range for θ in which reflection occurs only once, which in most cases can be determined
easily; for example for the problem in Sect. 9, where single reflection occurs for |θ| < 30 deg, the upper
bound for the overall reflection coefficient CR for a given forcing strength γ corresponds to the maximum
CR(θ) for 2D-theory in the range |θ| < 30 deg. Since a 2D-theory prediction for one angle requires
roughly the same computational effort as a 1D-theory prediction, a plot like Fig. 27 can be generated
within a few seconds on a single core 2.6GHz processor. Problems in 3D can be reduced to 2D by
considering the plane spanned by wave propagation direction and absorbing layer normal vector.
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12 Conclusion
This work presented a theory to predict the reflection coefficient of absorbing layers, with main appli-
cation in finite-volume based simulations of complex viscous flows as used for fundamental research in
acoustics. The theory was presented for the 1D-case and extended to 2D- and 3D cases of oblique
waves.
Theory predictions were compared to results from finite-volume-based flow simulations for various test
cases, including regular and irregular pressure waves in liquid water and ideal gases in 1D as well as
flows with oblique wave incidence in 2D and 3D. The theory predicted the optimum setup for the case-
dependent parameters of the absorbing layer, as well as the corresponding reflection coefficients, with
satisfactory accuracy for practical purposes. A computer code for evaluating the theory has been made
available to the scientific community as free software.
The theory is based on piecewise-constant blending functions, which for a sufficient number of segments
was shown to converge towards the solution for the continuous blending function. This explains why,
for practical discretizations, the reduction of undesired wave reflections in the simulations was found
to be independent of the order, time step size and mesh size of the chosen discretization. Writing the
theory for piecewise-constant blending also has the advantage that the theory holds for any continuous
or discontinuous blending function, and thus applies to many implementations in commercial and free
software codes.
The theory provides insight into the wave absorption mechanism: Wave reflections occur everywhere
within the layer where the source term strength changes (i.e. when ~∇b(x) 6= 0), and the absorption is
largely based on destructive interference due to the phase differences of these components.
Further, it was found that there exists no single optimum setup for the case-dependent parameters
in the absorbing layer formulation. Instead, the most efficient choice of parameters will be different
depending on, for example, the intended reflection coefficient, and the frequency range and spectrum
of the investigated waves.
Topics of future research include automatic fine-tuning of the absorbing layer parameters, applications
to various complex flow problems, and investigation of the prediction accuracy for damping of highly
non-linear waves, including distorted and shock waves.
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