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Abstract—Routing in Disruption Tolerant Networks (DTNs)
is a challenging problem due to the intermittent connectivity
between the nodes. Researchers have proposed many routing
protocols that adapt to the temporary connections of DTNs.
One classiﬁcation of routing protocols makes use of historical
information to predict future contact patterns for any pair of
nodes. However, most existing protocols focus on the probability
of a path from the source to the destination without considering
the information in a packet which includes the source, destination,
size, TTL (Time-To-Live) and limited resources such as available
buffer size and bandwidth. In this paper, we propose a new
prediction-based routing algorithm that takes into account packet
information under the conditions of limited transmission oppor-
tunities. The goal of this protocol is to increase the overall delivery
ratio through scheduling packets at each node. Meanwhile, this
protocol may sacriﬁce some messages’ delivery delay time to some
extent. Extensive simulation results with real traces show that our
protocol with packet scheduling has better performance than the
pure probabilistic routing algorithms in term of delivery ratio.
Our protocol’s performance advantage is more obvious for nodes
with higher packet intensity and shorter TTL in packets.
I. INTRODUCTION
Delay- or Disruption-Tolerant Networks (DTNs) have
attracted much attention recently. DTNs attempt to route
messages via temporarily or intermittently connected nodes.
Compared with Wireless Sensor Networks (WSNs) and Mo-
bile Ad-hoc Networks (MANETs), both of which have
been modeled as connected graphs with stable end-to-
end paths even though paths may vary according to time
[7][8][9][10][11][12][13][14][15][16], DTNs lack continuous
connectivity and therefore the protocols for WSNs and
MANETs may fail in DTNs.
The nodes carrying and relaying messages in a DTN are
referred to as data mules. A typical example DTN is a uni-
versity environment. With the advances of mobile data storage
and delivery devices such as smart phones, PDAs, and laptops,
people on campus carrying such devices can be modeled
as data mules. People move from one building to another,
sometimes following pre-assigned routines, thereby making the
entire campus as an intermittently connected network - a DTN.
Most existing algorithms employing the store-carry-and-
forward scheme simply fall into two categories [1]. One
category of the algorithms use the ﬂooding strategies. Flooding
usually requires very limited pre-knowledge, or sometimes
even no knowledge about the historical information of net-
works. The ﬂooding strategies include Direct Contact, Two-
hop Relay, Tree-based Flooding and Epidemic Routing. For
Direct Contact, the source node does not forward the message
until it meets the destination node in its moving trace. Two-
hop Relay allows one relay before the message arrives at
the destination node. The algorithm Spray&Wait employs
this strategy. Tree-based Flooding extends Two-hop Relay by
constructing a tree structure. Each level of the tree can be
seen as a two-hop relay. Epidemic Routing is the most simple
strategy which is extremely robust to the delivery success of
each message with maximum redundancy. The disadvantage
is that too many copies induce much energy cost and may
occupy a lot of limited resources like buffer size, bandwidth
and available contact opportunities, which makes this strategy
the most unpopular one. Epidemic routing is usually an optimal
algorithm compared with the routing algorithms aiming at
maximizing delivery ratio. Another category of algorithms use
the forwarding strategies. These algorithms usually make use
of topology information to predict the best path for a speciﬁc
message to arrive at the destination. According to [1], they are
classiﬁed as the Location-based Routing [2], [4], [5], Gradient
Routing [3] and Link Metrics Routing [4]. Location-based
Routing requires very little network topology information [2],
[5]. They usually assume that nodes may visit some places
or coordinates in their moving traces and then predict the
locations [4] where the contacts may happen or assign different
locations with different priorities [5] to delivery the messages.
Gradient Routing assigns different nodes with different pri-
orities according to the suitability of delivering one speciﬁc
message. The spirit of Link Metric Routing is more like
traditional wireless networks routing protocols. They generate
a contact graph and assign different weights to different links
and then run a shortest path algorithm to predict the probability
with which the message may arrive at the destination.
Since the most important performance metric in DTNs is
delivery ratio and then delivery latency, we try to seek a new
algorithm that can increase delivery ratio. The work in [6]
indicates that adding a dose of altruism to a network can help
with improving the overall delivery ratio. Meanwhile, it also
brings us the questions like how to include the dose of altruism
to maximize delivery ratio under the factors such as packetsize, source, destination, TTL and etc..
We propose a novel Prediction-based Routing algorithm
with Packet Scheduling (PRPS). We assume messages may
have different TTLs, sources, and destinations. Our strategy
consists of two main parts. The ﬁrst part is to model the
abilities of each node in delivering packets. The second part
is to schedule the packets at every single node in order to
maximize the overall delivery ratio. The modeling in the ﬁrst
part decides the precision of the scheduling in the second
part. The FirstComeFisrtServe does not apply in the second
part since we add the spirit of altruism to scheduling which
may degrade the overall delivery latency but can improve
delivery ratio than other pure Link Metrics algorithms. The
main contributions are summarized as follows:
1) We model the abilities of each node to delivery
packets through ﬁnding k-disjoint shortest paths
with time constraint.
2) For each node, we transform the scheduling prob-
lem to the bipartite matching problem in order to
optimally schedule packets at each node locally and
increase the overall delivery ratio globally.
3) Extensive simulations are conducted on both syn-
thetic DTN traces and real DTN traces such as IN-
FOCOM06 [23] and SIGCOMM09 [24]. The results
show that PRPS can increase the overall delivery
ratio and the advantage becomes more obvious when
in a time slot, the average number of packets at each
node increases.
The remainder of this paper is organized as follows. The
problem formulation and network model are introduced in
Section II. PRPS is presented in Section III. The performance
evaluation of PRPS through extensive simulations are illus-
trated in Section IV. We conclude the paper in Section V.
II. PROBLEM FORMULATION & NETWORK
MODEL
We consider a typical DTN with a number of mobile
nodes which has intermittent connectivity. All the nodes can
periodically connect to a base station or a server which
maintains the topology information and contact graph. The
server can model the abilities for the nodes containing all
kinds of packets with different packet information including
TTL, source and destination. This assumption is reasonable
for DTNs with mobile devices that can connect to a server
on the internet or a base station that all nodes can connect
with [4]. Since there are multiple factors such as buffer size,
contact opportunities, bandwidth between each contact that can
inﬂuence the overall delivery ratio, to simplify the problem, we
assume there is no limited buffer size at each node and during
each contact, only one packet can be delivered. The goal of
this paper is to schedule all the packets during each contact
such that the best sequence to maximize the overall delivery
ratio can be achieved.
More speciﬁcally, a network consists of n mobile nodes
V = fv1;v2;;vng and m edges E = fe1;e2;;emg.
The value of ei represents the contact probability of two nodes
where 0  ei  1. The contact probability between a pair of
nodes a and b at time i is ci
ab, then the contact probability
matrix at time i is denoted as Ci. There are t messages gener-
ated by all the nodes, denoted by M = fm1;m2;mtg. We
deﬁne the ith message as a 3-tuple hmsource;mdest;mTTLi.
Each message has only one copy in its lifetime. Our goal is
to maximize the overall delivery ratio R,
R =
t P
i=0
Arrivemi
t
;
where Arrivem = 1 if message mi arrives at the destination
within its TTL, and 0 otherwise.
III. THE PRPS PROTOCOL
In this section, we present a novel Prediction-based Routing
algorithm with Packet Scheduling (PRPS). We aim at increas-
ing the overall delivery ratio which may sacriﬁce delivery time
for some packages. PRPS consists of two phases. The ﬁrst
phase is to model the probability of each message arriving
at its destination within its TTL. We call it ability graph in
the following. The second phase is to schedule the packets in
the pairs of nodes which may contact to achieve an optimal
schedule at each node so as to increase the delivery ratio
globally.
A. Ability Graph
Note that ci
ab is the probability between a pair of nodes
a and b in a time slot i. Usually it is called a contact graph
or contact ﬁle in the previous works, e.g., [4]. The work in
[4] adopts a time homogeneous semi-Markov model to predict
future contacts between each pair of nodes. In this paper,
we do not intend to develop a new model for depicting the
contact graph. Similar with the approach in [18] [17] and
[19], we model the contact process of each pair of nodes
as a homogeneous Poisson process. The contact probability
of two nodes does not vary with time. The random Poisson
variable pij can be described as the number of events that
happen between entities i and j within time interval . In our
case, it indicates the number of meetings between nodes i and
j within one time slot . That is
P [(N (t + )   N (t)) = ] =
e t()

!
; = 0;1;
where N (t + ) N (t) =  is the number of contacts in the
time interval (t;t+). When  = 0, it means there is no event
in the time interval . That is
P [(N (t + )   N (t)) = 0] = e t
where  is the rate parameter of the Poisson process. For
modeling the contact proﬁle of nodes in a network, the contact
rate between nodes a and b can be represented as ab, which
is considered as the given parameter since it can be achieved
through historical information. Then the probability that nodes
a and b do not meet within time  is
qab = e ab:
Therefore, the probability that nodes a and b meet within time
interval  is
cab = 1   qab:This can depict the contact proﬁle. Now we can model the
ability graph. For a speciﬁc message m at node a with
destination b and a TTL, the probability of m arriving at b
is denoted as PTTL
ab . The probability PTTL
ab depends on three
parameters, source, destination and TTL. So we can use a
three-dimensional matrix with TTL as the ﬁrst dimension,
source as the second dimension and destination as the third
dimension to represent all the probabilities, which is called
the ability graph.
Calculating PTTL
ab requires the information of all the
possible paths between nodes a and b. However, there might
exist exponential number of paths, thus we cannot derive it
in polynomial time. In order to speed up the process, we
approximate PTTL
ab by using limited number of disjoint paths
between nodes a and b with length no more than TTL.
PTTL
ab = 1  
S Y
s=0
(1   RPs)
where S is the path set including at most k paths and RPs
is the probability of the s-th reachable path from node a
to node b which is deﬁned as the multiplication of all the
edges’ probabilities in the path [21]. E.g., in Fig.2, two paths
fe2;e3;e10;e11g and fe1;e6;e8;e12;e14g can be used as
two paths to calculate PTTL
ab .
Note that the problem of ﬁnding k shortest paths with
limited length is an NP-hard problem if k increases to inﬁnity.
This problem can be reduced from the problem of ﬁnding the
maximum number of shortest paths with bounded length which
has been proven to be NP-Complete when the bounded length
is larger than 4. To reduce the computation cost, we propose
a heuristic algorithm to calculate PTTL
ab . When the bounded
length is greater than 4, we limit the given parameter k to
ﬁnd k shortest paths. Otherwise, we try to ﬁnd the maximum
number of shortest paths. The beneﬁt of dynamically adjusting
the strategies is that it can better approximate PTTL
ab . With the
decrement of TTL, the maximum number of shortest paths
actually gives high priority to the messages which are going
to expire. Below we show our heuristic algorithm (Algorithm
1) to ﬁnd k shortest paths with bounded length.
Fig. 1: An example of ﬁnding k shortest paths.
B. Packet Scheduling Process
During one time slot, only one message can be for-
warded. Under this assumption, our problem is to determine
the best message from a to forward once there is a con-
tact between node a and node b. Let P

a;i be the proba-
bility that message mi from node a reaches its destination
Algorithm 1: CONSTRUCTING AN ABILITY GRAPH
Input: A graph G = (V;E), two distinct nodes a and b
in G, and time constraint TTL
Output: The probability of successfully forwarding a
message from a to b within TTL: PTTL
ab
1 S = ;.
2 Na = fv j (a;v) 2 Eg. S = f(a;v)jv 2 Nag. Regard
every edge in S as a path and S = fP1;P2;;PjSjg.
3 RP = max(RPi) where RPi is the reachable
probability of path Pi and Pi 2 S.
4 Set h to be the endpoint of P. Let
Nh = fvj(h;v) 2 Eg. Remove P from S and add
P +(h;v) in S if jPj < TTL where v 2 Nh and jPj
is the number of edges in P.
5 Output Pi 2 S if the endpoint of Pi is b. Remove Pj
from S if 9e(e 2 Pi ^ e 2 Pj) where e is an edge in
any path.
6 Repeat Step 3 and Step 4 until S = ;, or k paths are
found, or there are no more edges which can be added;
7 Calculate PTTL
ab .
within  time. For each mi and a, we can obtain a vector  
PTTL
a;i ;P
TTL 1
a;i ;P
TTL 2
a;i ;;P1
a;i

. If there is a contact
between node a and b, considering the probability as a utility
gain, the utility function for node a can be deﬁned as follow
Uab (!) =
t X
i=0
PTTL
b;i !i;0 +
t X
i=0
TTL X
j=1
P
TTL j
a;i !i;j
where t is number of messages in a. Uab (!) is the total ex-
pectation of successfully delivering messages given a schedule
!. !i;j = 1 if message mi is forwarded at the jth time and
!i;j = 0 otherwise. Without adding a dose of altruism, for
fairness, most protocols adopt the strategy of ﬁrst-come-ﬁrst-
serve (FIFS), which deals with all the messages according to
their arrival or generation sequence without considering the
temporal constraint of all the messages. A dose of altruism
may lower the priorities of the messages who come ﬁrst,
but may increase the overall delivery ratio. We propose a
greedy method and an optimal method to reﬂect the dose of
altruism. Intuitively, for each contact between nodes a and
b, the current forwarder a can greedily choose the message
with the maximum increment of the differential probability
between forwarding to node b and staying at node a. We call
this the locally greedy solution since every forwarding helps
the message arrive at a more proper forwarder. However, the
greedy strategy is sometimes suboptimal because the forwarder
only considers the gain in the current time slot during which
a contact between nodes a and b happens. Consider a scenario
where there are three messages m1, m2 and m3 at node a
with TTL = 4, TTL = 4 and TTL = 3, respectively.
The priorities of m1, m2 and m3 decrease according to their
arrival time. A contact between nodes a and b happens. As
shown in Table I, if m1 stays at node a, m1’s probability
set is (0:6;0:5;0:5;0:4). If m1 is forwarded to node b, m1’s
probability set is (0:65;0:6;0:5;0:4). Similarly, if m2 stays
at node a, m2’s probability set is (0:8;0:8;0:7;0:6). If m2 is
forwarded to node b, m2’s probability set is (1:0;1:0;1:0;1:0).
As for m3, if m3 stays at node a, m3’s probability set is
(0:5;0:3;0:1). If m3 is forwarded to node b, m3’s probabilityset is (0:5;0:35;0:3). The probability 1:0 means node b is
the destination of the message. In this case, without adding
the dose of altruism, the total expectation of successfully
delivering messages m1, m2 and m3 is 0:65+0:8+0:1 = 1:55.
Using the locally greedy algorithm, the total expectation of
successfully delivering messages m1, m2 and m3 is 0:5+1:0+
0:1 = 1:6. However, the best assignment of global optimization
can achieve the expectation of 0:5 + 0:8 + 0:5 = 1:8.
m1 m2 m3
TTL a b a b a b
4 0.6 0.65 0.8 1.0 0.5 0.5
3 0.5 0.6 0.8 1.0 0.3 0.35
2 0.5 0.5 0.7 1.0 0.1 0.3
1 0.4 0.4 0.6 1.0 N/A N/A
TABLE I: EXAMPLE OF UTILITY EXPECTATION
From the above example, we can conclude the cur-
rent forwarder a can achieve the maximum global util-
ity U
ab by considering multiple time slots instead of only
focusing on the current contact time slot. Deﬁne  =
max(TTLm1;TTLm2;;TTLmi;) as the largest TTL
of all the messages at node a. For each time slot in (1;),
!i;j = 1 if message mi is forwarded at time j, otherwise,
!i;j = 0. At each time slot, at most one message can be for-
warded, therefore for any time slot j,
P
i=0
!i;j  1. Meanwhile,
all messages cannot be forwarded more than once. Therefore,
given any message mi,
 P
j=0
!i;j  1. Now the maximum-utility
scheduling problem for forwarder a when a contact happens
between nodes a and b can then be formalized as follows:
U
ab = max
!
U
ab (!)
= max
!
t P
i=0
PTTL
b;i !i;0 +
t P
i=0
TTL P
j=1
P
TTL j
a;i !i;j
subject to
X
i=0
!i;j  1;8j 2 TTL
 X
j=0
!i;j  1;8i 2 t
!i;j 2 f0;1g
Hence, our objective is to ﬁnd the optimal forwarding schedule
! so that forwarder a can achieve the maximal utility U
ab =
U
ab (!).
The optimal forwarding schedule problem can be trans-
formed to the Maximum Weight Bipartite Matching (MWBM)
problem [20]. Suppose that G = (V;E) is a bipartite graph
with vertex classes T and M, representing time slots and
messages, respectively. M is a matching in the bipartite graph
G, where M  E. As shown in Fig.2, there are three messages
m1, m2, and m3 with TTL = 4;2;1, respectively at node a
when a contact happens between node a and b. Each edge ei
t
represents the utility that a speciﬁc message mi can get if it
is forwarded in time slot t. For the ﬁrst time slot t = 1, since
each contact related to node a is assured, then each message
can only be forwarded to the nodes that meet a. For the time
Fig. 2: The optimal forwarding schedule problem can be
transformed to the MWBM problem.
slot t > 1, the contacts are probabilistic and uncertain. ei
t
represents the probability that a message is forwarded from
node a. Therefore, the forwarding schedule ! is a matching
M in the bipartite graph G. Hence, ﬁnding the maximal utility
problem is equivalent to solving the MWBM problem in a
bipartite graph G. The MWBM problem can be solved in
polynomial time and we apply the classic Hungarian algorithm
[22] to solve it. In our case, we use the Hungarian algorithm
to ﬁnd the optimal forwarding schedule !.
IV. PERFORMANCE EVALUATION
In this section, we evaluate PRPS using our own simulated
synthetic trace and two real traces INFOCOM06 [23] and
SIGCOMM09 [24]. Discrete time is used in our simulations.
After modeling the ability graph in Section III.A, we present
the locally greedy algorithm and the optimal algorithm which
are named as PRPS-GREEDY and PRPS-MWBM in the fol-
lowing, respectively. We compare PRPS-GREEDY and PRPS-
MWBM against an algorithm that processes messages without
considering the time constraint of the messages and processes
messages according to messages’ arrival time, which is named
as FCFS. For fairness, FCFS uses the same prediction-based
scheme and ability graph that PRPS-GREEDY and PRPS-
MWBM use. Epidemic routing is also considered in our
simulations that can generate optimal solutions in evaluating
delivery ratio and delivery latency.
A. Simulation Settings
We used java to implement a custom packet-based simula-
tor that can simulate the topology of a DTN. As mentioned in
Section III.A, the contact processes of most DTNs follow the
Poisson process [17]. Therefore, we could adjust the contact
proﬁle by adjusting the parameter . For the density of a graph,
we used an average degree d to control the number of nodes
that a speciﬁc node could meet with a probability. Based on
the contact probability of each pair, we randomly generated
the future contacts in each time slot. All the messages were
generated at all the nodes with a TTL whose range was from
0 to the maximum TTL. We deﬁned a parameter  as the
average density of the messages at one node. Assume there
were t messages in the simulation lifetime , then
 =
t  TTL

In the experiments, we adjusted TTL and  to compared the
results of the above mentioned algorithms.0 10 20 30 40 50 60
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Fig. 3: Comparison of delivery ratio on different data sets with Maximum TTL = 15.
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Fig. 4: Comparison of delivery ratio on different data sets with average density of messages  = 10.
The real trace INFOCOM06 involves 78 users who were
student volunteers in the conference INFOCOM 2006 and each
of them carried a device that had a short radio range. The
contacts during 4 days were recorded in the INFOCOM06
trace. Similarly, the real trace SIGCOM09 involved 76 users
in the conference SIGCOMM 2009. The social proﬁles of
the participants were also included. All the messages were
generated in the same way as in the synthetic trace.
B. Results
In this subsection, we analyze the results of the simulations
on three data sets: our synthetic trace, INFOCOM06 and
SIGCOMM09. Fig.3 plots the delivery ratio under different
average message density  for the three different DTN data
sets. It shows that PRPS-GREEDY and PRPS-MWBM are
10% better than FCFS on average on our synthetic trace and
the INFOCOM06 trace. Also, for our synthetic trace and the
INFOCOM06 trace, we ﬁnd that when   10, as  increases,
the delivery ratio of all the algorithms increase. However, if
 > 10, except for the epidemic algorithm, the delivery ratio of
the other three algorithms decrease. The SIGCOMM09 trace
may have a lower value of . The reason is that a proper
increment of the messages in a network can increase the
probability that nodes can deliver part of the messages to a
more proper relay node, but high message density brings much
pressure to each node and surpasses the ability of the nodes
to deliver all the messages with their TTLs, i.e., too many
messages result in congestions. Fig.3 also shows that with the
increasing of , PRPS-GREEDY and PRPS-MWBM perform
much better than FCFS and the difference between PRPS-
GREEDY and PRPS-MWBM also becomes slightly bigger
since the packet forwarding schedule behaves better facing
more messages at a speciﬁc node.
Fig.4 shows the delivery ratio under different maximum
TTLs for the three traces. We set  = 15. With the increasing
of TTL, the delivery ratio of all the algorithms increase as
expected. When the maximum TTL is low, e.g., TTL = 5,
even the delivery ratio of the epidemic algorithm is also very
low. This is because even during each contact, all the messages
can be copied to other nodes. The contacts are limited and
messages may have no chance to reach the destination nodes.
We also conducted two sets of simulations to show the
overall delivery latency comparisons among the three data sets.
Fig.5 and Fig.6 show the results. In Fig.5 where the maximum
TTL = 15, with the increasing of the average message density,
except for the epidemic algorithm, the overall latency of the
other three algorithms ﬁrst increases and then decreases. The
phenomenon is similar with the one in the delivery ratio
simulations. It is the result of message congestions. In Fig.6,
 = 10. It shows that even though PRPS-GREEDY and PRPS-
MWBM have increased the delivery ratio, especially PRPS-
MWBM has a better performance, the overall delivery latency
of PRPS-GREEDY and PRPS-MWBM has not been degraded.0 10 20 30 40 50 60
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Fig. 5: Comparison of delivery latency on different data sets with Maximum TTL = 15.
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Fig. 6: Comparison of delivery latency on different data sets with average density of messages  = 10.
V. CONCLUSION
In this paper, we propose PRPS which is a prediction-
based routing protocol with packet scheduling. Considering
the time constraint of the messages, we add a dose of altruism
to PRPS in order to increase delivery ratio. We ﬁrst model the
contact graph and then derive the ability graph which provides
the probabilistic foundation for the decision of forwarding
messages during each contact. We also propose a greedy
method and the optimal forwarding schedule. We formulate the
optimal forwarding problem as a maximum utility forwarding
scheduling model and then transform it to the maximum
bipartite matching problem. The simulation results show that
our approach improves delivery ratio. Meanwhile, the overall
delivery latency is reduced compared with the method without
considering scheduling the packets under time constraint.
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