Globally non-positively curved, or CAT(0), polyhedral complexes arise in a number of applications, including evolutionary biology and robotics. These spaces have unique shortest paths and are composed of Euclidean polyhedra, yet many algorithms and properties of shortest paths and convex hulls in Euclidean space fail to transfer over. We give an algorithm for computing convex hulls using linear programming for 2-dimensional CAT(0) polyhedral complexes with a single vertex. We explore using shortest path maps to answer single-source shortest path queries in 2-dimensional CAT(0) polyhedral complexes, and we improve and unify solutions for 2-manifold and rectangular cases.
Introduction
Convex hulls and shortest paths-and algorithms to find them-are very well understood in Euclidean spaces, but less so in non-Euclidean spaces. We consider these two problems in finite polyhedral complexes which are formed by joining a finite number of d-dimensional convex polyhedra along lower dimensional faces. We will primarily be concerned with the 2D case of triangles or rectangles joined at edges.
We will restrict our attention to polyhedral complexes that are globally non-positively curved, or CAT(0). Introduced by Gromov in 1987 [25] , CAT(0) metric spaces (or spaces of global non-positive curvature) constitute a far-reaching common generalization of Euclidean spaces, hyperbolic spaces and simple polygons. The initials "CAT" stand for Cartan, Alexandrov, and Toponogov, three researchers who made substantial contributions to the theory of comparison geometry. In a CAT(0) space, in contrast to a space of positive curvature, there is a unique geodesic (locally shortest path) between any two points and this property characterizes CAT(0) complexes.
The impact of CAT(0) geometry on mathematics is significant especially in the field of geometric group theory where the particular case of CAT(0) polyhedral complexes formed by cubes-the so-called "CAT(0) cube complexes"-are particularly relevant [10, 25, 28] . Most of the work on CAT(0) metric spaces so far has been mathematical. Algorithmic aspects remain relatively unexplored apart from a few results for some particular CAT(0) spaces [16, 17, 21] .
This paper is about algorithms for finite CAT(0) polyhedral complexes, which we will call "CAT(0) complexes" from now on. We are primarily interested in the algorithmic properties of CAT(0) complexes because of their applications, particularly to computational evolutionary biology. The (moduli) space of all phylogenetic (evolutionary) trees with n leaves can be modelled as a CAT(0) cube complex with a single vertex [7] , and being able to compute convex hulls in this space would give a method for computing confidence intervals for sets of trees (see Section 2.3 for more details). A second application of CAT(0) cube complexes is to reconfigurable systems [24] , a large family of systems which change according to some local rules, e.g. robotic motion planning, the motion of non-colliding particles in a graph, and phylogenetic tree mutation, etc. In many reconfigurable systems, the parameter space of all possible positions of the system can be seen as a CAT(0) cube complex [24] .
Main Results. In this paper we study the shortest path problem and the convex hull problem in 2D CAT(0) complexes formed by triangles or rectangles. For any set of points P we define the convex hull to be the minimal set containing P that is closed under taking the shortest path between any two points in the set. We show that convex hulls in 2D CAT(0) complexes fail to satisfy some of the properties we take for granted in Euclidean spaces. Our main result is an algorithm to find the convex hull of a finite set of points in a 2D CAT(0) complex with a single vertex. In general, for any CAT(0) complex, the convex hull of a set of points is the union of a convex set in each cell of the complex. For the case of 2D CAT(0) complexes, these convex sets are polygons. For the special case when there is a single vertex, we show how to find these polygons using linear programming. Our algorithm runs in polynomial time (in bit complexity) for a cube complex. For more general inputs we must use the real-RAM model of computation, and the bottleneck in our running time is the time required for linear programming in an algebraic model, which is not known to be polynomially bounded, but is considered efficient via the simplex method.
In the single-source shortest path problem, we are given a 2D CAT(0) complex of n triangles and a source point s, and we wish to preprocess the complex in order to find the shortest path from s to any query point t quickly. We explore the shortest path map, which divides the space into regions where shortest paths from s are combinatorially the same (i.e. traverse the same sequence of edges and faces). We show that the shortest path map may have exponential size. An alternative, the "last step shortest path map," has linear size and can be used to find shortest paths from s in time proportional to the number of faces traversed by the path. We show how to construct the last step shortest path map in O(n 2 ) preprocessing time and space for special cases. This generalizes two previous results: an algorithm by Chepoi and Maftuleac [18] for the case of 2D CAT(0) rectangular complexes; and an algorithm by Maftuleac [39] for the case of a 2D CAT(0) complex that is a topological 2-manifold with boundary (i.e. every edge is incident to at most two faces). In the latter case we improve the time bounds.
The rest of the paper is organized as follows. Section 2 contains further background on the problem, including existing algorithmic results for CAT(0) polyhedral complexes and applications to phylogenetics. Section 3 reviews the relevant mathematics and tree space notation. Section 4 gives our results for convex hulls, and Section 5 gives our results for shortest paths in 2D CAT(0) polyhedral complexes. Finally we give our conclusions in Section 6.
Background
In this section we describe background work on shortest path and convex hull algorithms, and discuss the application of our work to phylogenetic trees.
One of the most basic CAT(0) spaces is any simple polygon (interior plus boundary) in the plane. This can be viewed as a 2D CAT(0) complex once the polygon is triangulated. The fact that geodesic paths are unique is at the heart of efficient algorithms for shortest paths and related problems. On the other hand, generalizing a polygon to a polygonal domain (a polygon with holes) or a polyhedral terrain yields spaces that are not CAT(0), since geodesic paths are no longer unique. This helps explain why shortest path and convex hull problems are more difficult in these more general settings.
Shortest Paths
The shortest path problem is a fundamental algorithmic problem with many applications, both in discrete settings like graphs and networks (see, e.g., [1] ) as well as in geometric settings like polygons, polyhedral surfaces, or 3-dimensional space with obstacles (see, e.g., Mitchell [41] ).
All variants of the shortest path problem can be solved efficiently for a polygon once it is triangulated, and triangulation can be done in linear time with Chazelle's algorithm [13] . The shortest path (the unique geodesic) between two given points can be found in linear time [36] . For query versions, linear space and linear preprocessing time allow us to answer single-source queries [26, 29] , and more general all-pairs queries [27] , where answering a query means returning the distance in logarithmic time, and the actual path in time proportional to its number of edges.
By contrast, in a polygonal domain, where geodesic paths are no longer unique, the best shortest path algorithm uses a continuous-Dijkstra approach in which paths are explored by order of distance. For a polygonal domain of n vertices, this method takes O(n log n)
[preprocessing] time [30] (see the survey by Mitchell [41] ). For a polyhedral terrain the continuous-Dijkstra approach gives O(n 2 log n) time [42] , and the best-known run-time of O(n 2 ) is achieved by Chen and Han's algorithm [15] that uses a breadth-first-search approach.
There are no shortest path algorithms for the general setting of CAT(0) polyhedral complexes, although there are some for certain specializations. For 2D CAT(0) complexes that are 2-manifolds, Maftuleac [39] gave a Dijkstra-like algorithm for the single-source shortest path query problem, with preprocessing time O(n 2 log n), space O(n 2 ) and query time proportional to the size of the output path.
There are also some partial results on finding shortest paths when we restrict the CAT(0) polyhedral complex to be composed of cubes or rectangles. The space of phylogenetic trees mentioned in the introduction is a CAT(0) cube complex. For these "tree spaces," Owen and Provan [46] gave an algorithm to compute shortest paths (geodesics) with a running time of O(m 4 ), where m is the dimension of the maximal cubes. The algorithm is much faster in practice for realistic trees. The result was extended to a polynomial time algorithm for computing geodesics in any orthant space [40] , where an orthant space is a CAT(0) cube complex with a single vertex. The algorithm for tree space was also adapted by Ardila et al. [2] to compute the shortest path between two points in a general CAT(0) cube complex, however this algorithm is likely not polynomial time. Finally, Chepoi and Maftuleac [18] used different methods to give a polynomial time algorithm for all-pair shortest path queries in any 2D CAT(0) rectangular complex, with preprocessing time O(n 2 ), space O(n 2 ), and query time proportional to the size of the output path.
Convex Hulls
The problem of computing the convex hull of a set of points is fundamental to geometric computing, especially because of the connection to Voronoi diagrams and Delaunay triangulations [37] .
The convex hull of a set of points in the plane can be found in provably optimal time O(n log h) where n is the number of points and h is the number of points on the convex hull. The first such algorithm was developed by Kirkpatrick and Seidel [35] and a simpler algorithm was given by Chan [12] . An optimal algorithm for computing convex hulls in higher dimension d in time O(n d 2 ) was given by Chazelle [14] . See the survey by Seidel [48] A simple polygon, triangulated by chords, is the most basic example of a 2D CAT(0) complex. In this setting, the convex hull of a set of points P (i.e. the smallest set containing P and closed under taking geodesics) is referred to as the relative (or geodesic) convex hull. Toussaint gave an O(n log n) time algorithm to compute the relative convex hull of a set of points in a simple polygon [49] , and studied properties of such convex hulls [50] . Ishaque and Tóth [32] considered the case of line segments that separate the plane into simply connected regions (thus forming a CAT(0) space) and gave an semi-dynamic algorithm to maintain the convex hull of a set of points as line segments are added and points are deleted.
Moving beyond polygons to polygonal domains or terrains, geodesic paths are no longer unique, so there is no single natural definition of convex hull (one could take the closure under geodesic paths, or the closure under shortest paths). We are unaware of algorithmic work on these variants.
However, in a polyhedral surface with unique geodesics the convex hull is well defined, and Maftuleac [39] gave an algorithm to compute the convex hull of a set of points in O(n 2 log n) time, where n is the number of vertices in the complex plus the number of points in the set.
In all the above cases the boundary of the convex hull is composed of segments of shortest paths between the given points, which-as we shall see in Section 4.1-is not true in our setting of 2D CAT(0) complexes.
Beyond polyhedral complexes, convex hulls become much more complicated. Indeed it is still an open question if the convex hull of 3 points on a general Riemannian manifold of dimension 3 or higher is closed [6, Note 6.1.3.1]. Bowditch [9] and Borbély [8] give some results for convex hulls on manifolds of pinched negative curvature, but our complexes need not be manifolds. In the space of positive definite matrices, which is a CAT(0) Riemannian manifold, Fletcher et al. [23] give an algorithm to compute generalized convex hulls using horoballs, which are generalized half-spaces. Lin et al. [38] look at convex hulls of three points in a CAT(0) cubical complex that generalizes the space of phylogenetic trees. They prove that there are such spaces where the top-dimensional cells have dimension 2d, and there exist 3 points in the space such that their convex hull contains a d-dimensional simplex. Bridson and Haefliger [10, Proposition II.2.9] give conditions for when the convex hull of three points in a CAT(0) space is "flat", or 2-dimensional. Finally, for a survey of convexity results in complete CAT(0) (aka Hadamard) spaces, of which the space of phylogenetic trees is one, see [4] .
Application to phylogenetic trees
While this paper will look at arbitrary 2D complexes with non-positive curvature, our work is motivated by a particular complex with non-positive curvature, namely the space of phylogenetic trees introduced by Billera, Holmes, and Vogtmann [7] , called the BHV tree space, and described in more detail in Section 3.1. Phylogenetic trees are ubiquitous in biology, and each one depicts a possible evolutionary history of a set of organisms, represented as the tree's leaves. Once we fix a set of leaves, the BHV tree space is a complex of Euclidean orthants (the higher dimensional version of quadrants and octants), in which each point in the space represents a different phylogenetic tree on exactly that set of leaves.
One area of active phylogenetics research is how to statistically analyze sets of phylogenetic trees on the same, or roughly the same, set of species. Such sets can arise in various ways: from sampling a known distribution of trees, such as that generated by the Yule process [52] ; from tree inference programs, such as the posterior distribution returned by performing Bayesian inference [47] or the bootstrap trees from conducting a maximum likelihood search [22] ; or from improvements in genetic sequencing technologies that lead to large sets of gene trees, each of which represents the evolutionary history of a single gene, as opposed to the species' evolutionary history as a whole. Traditionally, most of the research in this area focused on summarizing the set of trees, although recent work has included computing variance [3, 40] and principal components [44] .
It is an open question to find a good way to compute confidence regions for a set of phylogenetic trees. While work has been done on proving a central limit theorem for the BHV tree space [5] , even the equivalent of a Gaussian distribution is not fully known on the BHV tree space, and thus this approach can not yet be used to compute confidence regions. In [31] , Holmes proposes applying the data depth approach of Tukey [51] for Euclidean space to the BHV tree space, namely peeling convex hulls. The convex hull is the minimum set that contains all the data points, as well as all geodesics between points in the convex hull. By peeling convex hulls, we mean to compute the convex hull for the data set, and then remove all data points that lie on the convex hull. This can then be repeated. To get the 95% confidence region, for example, one would remove successive convex hulls until only 95% of the original data points remain.
If we keep peeling convex hulls until all remaining points lie on the boundary of the convex hull, then we can take their Fréchet mean [3, 40] to get an analog of the univariate median of Tukey [51] . This could also be a useful one-dimensional summary statistic for a set of trees. Many of the most-used tree summary statistics have a tendency to yield a degenerate or non-binary tree, which is a tree in which some of the ancestor relationships are undefined. This is considered a problem by biologists, but such a univariate median tree found by peeling convex hulls would likely be binary if all trees in the data set are.
Currently, these methods cannot be used, because it is not known how to compute convex hulls in BHV tree space. We show several examples of how Euclidean intuition and properties for convex hulls do not carry over to convex hulls in the BHV tree space. Our algorithm to find convex hulls applies to the space of trees with five leaves which is described in more detail in Section 3.1. A polyhedral complex is a set of convex polyhedra ("cells") glued together by isometries along their faces. In this paper we only consider finite polyhedral complexes. When all of the cells are cubes, then this is called a cube, or cubical, complex. The length of a path between two points in a polyhedral complex is the sum of the Euclidean lengths of the pieces of the path in each cell of the complex. The distance between two points is defined as the length of the shortest path between them.
Preliminaries
We will consider polyhedral complexes that are CAT(0). The cells are 2D (planar) convex polygons. These can always be triangulated, so the general setting is when the cells are triangles. We call this a 2D CAT(0) complex. Sometimes we will consider a complex in which all the cells are rectangles, either bounded or unbounded. We call this a 2D CAT(0) rectangular complex. In general we allow the space to have boundary (i.e., an edge that is incident to only one cell). For any vertex v of a 2D complex, we define the link graph, G v as follows. The vertices of G v correspond to the edges incident to v in the complex. The edges of G v correspond to the cells incident to v in the complex: if r and s are edges of cell C with r and s incident to v, then we add an edge between vertices r and s in G v with weight equal to the angle between r and s in C. Every point p = v in cell C can be mapped to a point on edge (r, s) in G v : if the angle between vr and vp in C is α then p corresponds to the point along edge (r, s) that is distance α from r. We use the same notation for a point of C and the corresponding point in the link graph when the meaning is clear from the context.
When we have a 2D polyhedral complex, there is also an alternative condition for determining whether it is CAT(0). Some of our results are only for the case where the CAT(0) complex K has a single vertex O, which we call the origin. We will call such a complex a single-vertex complex. In a 2D single-vertex complex every cell is a cone formed by two edges incident to O with angle at most π between them. There is a single link graph G = G O . Every point of the complex except O corresponds to a point of G, and every point of G corresponds to a ray of points in the complex. We can decide whether the geodesic path between two points goes through O by looking at the shortest path between the corresponding points in the link graph, as follows. Consider two points a and b in K, distinct from O, and consider the corresponding points a and b in G (context will distinguish a in K from a in G). Let σ(a, b) be the (unique) geodesic path between a and b in the space K. Let σ G (a, b) be a shortest path between a and b in G. Let |σ| indicate the length of path σ. Property 1. Exactly one of the following two things holds:
• |σ G (a, b)| < π and σ(a, b) maps to σ G (a, b) and does not go through O.
For an example, see Figure 8 . Compare the pair p 1 , c, where |σ G (p 1 , c)| = 160
• and σ(p 1 , c) does not go through the origin, with the pair p 1 , b, where |σ G (p 1 , b)| = 200
• and σ(p 1 , b) goes through the origin.
Proof. If σ(a, b) does not go through O, then σ(a, b) travels through some cells, and, by placing these one after another in the plane, σ(a, b) forms a straight line segment through the cells, which creates a triangle together with point O. The angle of this triangle at O is |σ G (a, b)| which is therefore less than π.
Conversely, if |σ G (a, b)| < π, then the path σ G (a, b) follows segments of the link graph which correspond to cells of K, and when we place these cells one after another in the plane, the angle between segments Oa and Ob in the plane is |σ G (a, b)|. Thus the straight line segment from a to b remains in the cells, and forms a geodesic path from a to b that does not go through O, and that maps to σ G (a, b).
We will make use of this property in the section on convex hulls.
BHV Tree Space
As explained in Section 2.3 the work on computing convex hulls was motivated by the BHV tree space for trees with 5 leaves, which is a 2D CAT(0) complex. We will now describe this space, which is denoted T 5 , and which contains all unrooted leaf-labelled, edge-weighted phylogenetic trees with 5 leaves (equivalently all such rooted trees with 4 leaves). For a description of the BHV tree spaces for trees with more than 5 leaves, see [7] . This section is not necessary for understanding the rest of the paper.
A phylogenetic tree is a tree in which each interior vertex has degree ≥ 3 and there is a one-to-one labelling between the leaves (degree 1 vertices) and some set of labels L. For this paper, we assume L = {1, 2, 3, 4, 5}. Also, the trees have a positive weight or length on each interior edge, which is an edge whose vertices have degree ≥ 3 (that is, are not leaves). If a phylogenetic tree contains only vertices of degree 1 and 3, then it is called binary.
A split is a partition of the leaf-set L into two parts
We write a split as L 1 |L 2 . Each interior edge in a phylogenetic tree corresponds to a unique split, where the two parts are the sets of leaves in the two subtrees formed by removing that edge from the tree. Binary trees with five leaves contain two interior edges, and hence two splits. There are 10 possible splits, and they can be combined to form 15 different tree shapes. The shape of a tree is defined to be the set of interior edges or splits in that tree, and tell us which species are most closely related. (Figure 2) .
We now define the space T 5 itself, which consists of exactly one Euclidean quadrant for each of the 15 possible binary tree shapes. For each quadrant, the two axes are labelled by the two splits in the tree shape. A point in the quadrant corresponds to the tree with that tree shape whose interior edges have the lengths given by the coordinates. We identify axes labelled by the same split, so that if two quadrants both contain an axis labelled by the same split, then they are glued together along that shared axis (see Figure 3 ). The length of a path between two trees in T 5 is the sum of the lengths of the restriction of that path to each quadrant in turn, where it is computed using the Euclidean metric. The BHV distance is the length of the shortest path, or geodesic, between the two trees ( Figure 3 ). Billera et al. [7] proved that this tree space is a CAT(0) cube complex, which implies that there is a unique geodesic between any two trees in the tree space.
To understand how the 15 quadrants in T 5 are connected, consider the link graph of the origin, which is shown in Figure 4 and is the Petersen graph. The Petersen graph has multiple overlapping 5-cycles, one of which corresponds to the 5 quadrants in Figure 3 . Also note that each vertex in the link graph of the origin is adjacent to three edges. This corresponds to each axis lying in three quadrants in T 5 . Note that this example illustrates that the link graph of even a CAT(0) rectangular complex with a single vertex need not be planar.
Convex Hulls
Let P be a finite set of points in a CAT(0) complex K. Recall from Section 1 that the convex hull of P is defined to be the minimal set containing P that is closed under taking the shortest path between any two points in the set. Let CH(P ) denote the convex hull of P in K. For algorithmic purposes, there are several ways to specify CH(P ). One possibility is to specify the intersection of CH(P ) with each cell of the complex. In the case of 2D CAT(0) complexes, each such set is a convex polygon, which can be given by its vertices. Our algorithm will do this. However, we note that there is another way to specify CH(P ), which might be easier but would still suffice for many applications, and that is to give an algorithm to decide if a given query point of K is inside CH(P ).
Convex hulls in CAT(0) complexes are something of a mystery. It is not known, for In subsection 4.2 we give our main result, an algorithm (using linear programming) to find convex hulls in any 2D CAT(0) complex with a single vertex O. Specifically, we prove:
There is a polynomial-time reduction from the problem of finding the convex hull of a finite set of points P in a 2D CAT(0) complex K with a single vertex O to linear programming. The resulting linear program has O(n + m) variables and O((n + m)
3 ) inequalities, where n is the number of cells in K and m is the number of points in P . For the special case of a cube complex this provides a polynomial-time convex hull algorithm.
Our reduction uses the real-RAM model of computation. The idea of our algorithm is to first use the link graph to test if point O is in the convex hull and to identify the edges of the complex that intersect the convex hull at points other than O. Then we formulate the exact computation of the convex hull as a linear program whose variables represent the boundary points of the convex hull on the edges of the complex. There is a polynomial bound on the number of variables and inequalities of the linear program, but whether the linear program can be solved in polynomial time depends on bit complexity issues. There are polynomial-time linear programming algorithms [33, 34] , but their run-times depend on the number of bits in the input numbers. For cube complexes, which have angles of 90
• , our linear program has coefficients with a polynomial number of bits and so our algorithm runs in polynomial time. However, more generally our algorithm must use the stronger real RAM model of computation in order to perform computations on the angles of the input CAT(0) complex, and we must resort to the simplex method for linear programming [19] .
Our proof of Theorem 2 implies that the convex hull of a finite set of points in a singlevertex 2D CAT(0) complex is a closed set.
Counterexamples for Convex Hulls in CAT(0) complexes
In this section we give examples to show that the following properties of the convex hull of a set of points P in Euclidean space do not carry over to CAT(0) complexes.
1. Any point on the boundary of the convex hull of points in 2D is on a shortest path between two points of P .
2. In any dimensional space, the convex hull of three points is 2-dimensional.
3. Any point inside the convex hull can be written as a convex combination of points of P .
Our first example, shown in Figure 5 , has three cells sharing an edge. Set P contains one point in each cell. The three shortest paths between pairs of points in P do not determine the convex hull. This shows that property 1 fails.
Furthermore, the example in Figure 6 shows that even in a single-vertex 2D CAT(0) rectangular complex, the convex hull of a set of points P can contain a point in a quadrant that is not entered by any shortest path between points of P . This example also shows that Carathéodory's property may fail, since point p is in the convex hull of the four points p 1 , p 2 , p 3 , p 4 but not in the convex hull of any three of the points.
The example in Figure 7 shows that the convex hull of three points in a 3D CAT(0) complex may contain a 3D ball. This shows that property 2 fails.
Property 3 must be expressed more carefully for CAT(0) complexes because it is not clear what a convex combination of a set of points means except when the set has two points. If p and q are two points in a CAT(0) complex, then the points along the shortest path from p to q can be parameterized as (1 − t)p + tq for t ∈ [0, 1]. Based on the definition of the convex hull, any point in the convex hull of a set of points P can be represented as a rooted binary tree with leaves labelled by points in P (with repetition allowed) and with the two child edges of each internal node v labelled by two numbers (1 − t v ) and t v for t v ∈ [0, 1], meaning that the point associated with v is this combination of the points represented by the child nodes. For example, see Figure 6 .
One might hope that every point in the convex hull can be represented by a binary tree whose leaves are labelled by distinct elements of P . If this were true then we could verify that a point is in the convex hull by giving a binary tree with at most m leaves, and in the case of a cube complex, the problem of deciding membership in the convex hull would lie in NP. However, this hope is dashed by the example in Figure 7 . Furthermore, the property may even fail for a 2D CAT(0) complex as we prove below for the example in Figure 8 : Figure 8 , the point p cannot be represented by a binary tree with distinct leaves from {p 1 , p 2 , p 3 , p 4 }.
Proof. In the link graph (shown in Figure 8(b) ), the shortest path between p 3 and p 4 has length 180
• so, by Property 1, the geodesic between p 3 and p 4 in the complex goes through the origin. Similarly, the geodesics between the following pairs also go through the origin: p 3 and p 2 ; p 3 and p 1 ; p 2 and p 4 . The only pairs of points whose geodesic does not go through O are p 1 , p 2 , and p 1 , p 4 . The geodesic from p 1 to p 2 crosses axis 3 at point a. The geodesic from p 1 to p 4 crosses axis 5 at point c. Because p 1 is closer to axis 2, point c is closer to the origin than point a (see Figure 8(d) ). The geodesic paths from p 3 to both a and c cross axis 4 and thus can be used to construct points in the cell bounded by axes 4 and 5 (where p lies). However, as shown in Figure 8 (e), the geodesic path from p 3 to a crosses axis 4 further from the origin at point b, and therefore point p can only be constructed using points a and b, as shown by the binary tree in Figure 8 (b). Therefore p can only be represented by a binary tree that repeats the leaf p 1 .
Convex Hull Algorithm for a Single-Vertex 2D CAT(0) Complex
In this section we prove Theorem 2 by reducing the convex hull problem for a single-vertex 2D CAT(0) complex K to linear programming via a polynomial-time reduction. Recall that P is the finite set of points whose convex hull we wish to find, and O is the single vertex of the complex.
Combinatorics of the Convex Hull
In this subsection we give algorithms to decide if O is in the convex hull and to identify the edges of K that contain points of the convex hull other than O. We will do this using the link graph G = G O . Our algorithms take polynomial time in any model of computation where we can find shortest paths in the link graph and compare their lengths to π.
Testing if O is in the convex hull.
First consider the problem of testing whether O is in the convex hull. If O ∈ P we are done, so assume that O ∈ P . Then O is in CH(P ) if and only if there is a path between two We test if O is in CH(P ) as follows. If there are two points p, q ∈ P whose distance in the link graph is at least π, then O is in CH(P ). Otherwise, let G[P ] be the subset of the link graph that is the union of all shortest paths σ G (p, q), p, q ∈ P . Note that G[P ] is not a subgraph of G in the usual sense because in general it includes portions of edges. Every point of G[P ] is the image of some point in CH(P ). By the following lemma, it suffices to test if G[P ] has a cycle.
Lemma 2. Suppose that no path between two points of P goes through O. Then O ∈ CH(P ) if and only if G[P ] contains a cycle.
Proof. Suppose G[P ] contains a cycle. Because the space is CAT(0), the cycle has length at least 2π, so it must contain two points a, b whose minimum distance in the cycle is π. Then the length of the shortest path between a and b in the link graph is π (otherwise we would have a cycle of length less than π). By Observation 1, O is in CH(P ).
For the other direction, suppose G[P ] does not contain a cycle. G[P ] is connected, so it must be a tree. We claim that the leaves of the tree are points of P : If d is a point of G[P ] that is not in P then d is an internal point of some path σ G (p, q), p, q ∈ P , so d has degree at least 2 in G[P ], so it is not a leaf.
Let a and b be points of G [P ] . The path between a and b in G[P ] can be extended to a path between leaves of G[P ], and, since the leaves are in P , this path has length less than π. Thus there is a path between a and b in G[P ] of length less than π. This must be the shortest path between a and b in G. Thus, G[P ] is closed under taking shortest paths. We will never get two points at distance π or more. Therefore O is not in the convex hull.
The algorithm to test if O is in CH(P ) has a straight-forward implementation that runs in time O(m(n + m)) where n is the number of cells in K and m is the size of P . For each point p ∈ P , we do a depth-first search in the link graph to find paths to all the points of P within distance π of p. Note that a search to distance π will not find any cycles in the link graph, and therefore finds shortest paths from p. If some point q ∈ P is not reached then we know that O is in CH(p). Otherwise, we construct G[P ] as the union of all these depth-first search trees, and test if G[P ] contains a cycle. Each depth-first search takes time O(n + m) so the total time is O(m(n + m)). Constructing and exploring G[P ] takes linear time.
Finding edges of K intersecting the convex hull.
We now show how to identify the edges of the complex K that contain points of CH(P ) − O. Equivalently, we will identify the vertices of the link graph that correspond to points in the convex hull. Our method applies whether or not O is inside the convex hull.
Let V be the set of vertices of the link graph. Then V corresponds to the set of edges of K. Let B be the vertices of the link graph that correspond to points in the convex hull of P . We want to find B. The convex hull of P in the complex K is defined to be the closure of P under shortest paths. We observe that it suffices to consider shortest paths between points that are in P or lie on the edges of K.
In the link graph this corresponds to taking shortest paths between points that lie in P ∪ V . Furthermore, by Property 1 we should only take shortest paths in the link graph that have length less than π.
Therefore P ∪ B is the closure of the set P in the set P ∪ V under the operation of taking shortest paths of length less than π in the link graph.
Our algorithm finds this closure by building up a set S ⊆ P ∪ V . Initially S will just be the input set of points P , and at the end of the algorithm, S will be the required set P ∪ B. We will also keep a subset F of S that represents the "frontier" that we still need to explore from. Initially F = S = P .
The general step is to remove one element v from F . We then explore the part of the link graph within distance π from v. This can be done by a depth-first search in O(n + m) time. As noted above, a search tree to distance π will find no cycles, and will therefore find shortest paths from v. We remove the part of the depth-first tree that is beyond the deepest point of S on each branch. Then for every vertex w of the link graph that is in the depth-first search tree, we check if w is already in S-if not then we add w to S and to F .
The size of S is bounded by n + m where n is the number of cells in K and m is the size of P . Note that the amount of work we do for one element of F is O(n + m). Thus the algorithm runs in time O((n + m)
2 ). The algorithm is correct because the final set S is closed under taking shortest paths of length less than π in the link graph. Each time we add a point to S we explicitly check all points of V within distance π from the point.
Finding the Convex Hull
In this section we give a polynomial-time algorithm to construct a linear program to find the convex hull of a finite point set P in a 2D CAT(0) complex K with a single vertex O. Our algorithm implies that the convex hull is closed in this case.
Suppose first that the origin O is inside the convex hull. The case where the origin is not inside the convex hull will be dealt with later. To find the convex hull it suffices to describe the intersection of the convex hull with each cell of the complex. Consider a cell C bounded by rays e and f incident to O. The part of the convex hull inside C is a convex polygon determined by its vertices which consist of: point O; possibly some or all of the points of P inside C; and two points x e and x f on edges e and f , respectively, that are on the boundary of the convex hull. Note that we do not make any assumption about whether x e and x f are in the convex hull, because we are not making any assumption about whether the convex hull is open or closed. If we knew the points x e and x f , then we could easily compute the part of the convex hull inside C, since it is simply the Euclidean convex hull of x e , x f , O, and the points of P inside C.
There is an obvious iterative approach to finding the points x where the boundary of the convex hull intersects each edge of the complex: Initialize H 0 to be the set P . For i = 1, 2, . . ., initialize H i to H i−1 and then take every pair of points from H i−1 , compute the shortest path σ between them, and add to H i all the intersection points of σ with edges of the complex. (When two points lie on the same edge, we can discard the one closer to O.) We observe that this process is finite if and only if the convex hull is closed. As mentioned, our proof of Theorem 2 shows that the convex hull is closed and thus this iterative process is finite. In order for the iterative process to be an efficient algorithm we would need a bound on the number of iterations. We conjecture that there is a polynomial bound:
Lacking a proof of the conjecture, we will use linear programming to find the points where the boundary of the convex hull crosses the edges of the complex. Let B be the set of edges of the complex that have points other than O inside the convex hull. These are found as described in the previous section. Our algorithm and our notation will be simpler if the points of P all lie on edges of the complex. (In particular, the convex hull inside a cell C will be at most a triangle since no points of P will be internal to C.) We can achieve this by constructing an edge e p from O through each point p ∈ P (except the point O). Each such edge divides a cell in two. Point p is then represented in local coordinates by the distance along edge e p from O to point p. We will use p to refer both to the point and to its local coordinate, i.e. its distance from O (in the same way that we refer to a point on the real line as a number).
Let B = B ∪ {e p } p∈P . For each ∈ B our linear program will have a variable x ∈ R representing the distance from O to the point on that is on the boundary of the convex hull. Then x > 0. Note that, like p, x refers both to a distance and a point.
Our inequalities are of two types. First, for any point p ∈ P lying on an edge ∈ B we include the inequality:
Inequalities of the second type will be determined by pairs of elements from the set B . For any two edges e and f of B , such that the angle between e and f is < π, consider the shortest path σ between the corresponding points x e and x f . We will add a constraint for each edge of B crossed by σ, expressing the fact that the convex hull includes the point where σ crosses . The constraint has the form x ≥ t where t is the distance from O to the point where σ crosses .
We will use t to refer to both the distance and to the point. We can express t in terms of known quantities. The set-up is illustrated in Figure 9 . Note that there may be several polyhedral cells separating e and f , but we can lay them down to form a triangle. Let γ 1 be the angle between e and , and let γ 2 be the angle between and f . Then we have:
Proof. We apply the sine law several times. Let α and β be the angles opposite sides Ox e and Ot, respectively, in the triangle Ox e t, and let c be the distance from x e to x f . By the sine law
Combining these we get
Let c 1 and c 2 be the parts of c opposite γ 1 and γ 2 , respectively. By the sine law, we also have c 1 sin α = x e sin γ 1 and c 2 sin(π − α) = c 2 sin α = x f sin γ 2 . So c sin α = (c 1 + c 2 ) sin α = x e sin γ 1 +x f sin γ 2 . Substituting into the above expression for t gives the desired formula.
Using the above claim, the constraint x ≥ t becomes
This is not a linear inequality, but substituting y =
Since the γ i 's are constant, this is a linear inequality. The inequalities (1) for point p ∈ P on edge become
We claim that maximizing y subject to the inequalities (2), (3) and y ≥ 0 gives the convex hull of P . The argument is as follows. First note that the closure of CH(P ) provides a feasible solution to the linear system, because the convex hull satisfies the constraints x ≥ t which we used to construct our inequalities. Denote this solution by y CH , ∈ L. Next, note that any other solution y , ∈ L, has y ≤ y CH for all ∈ L-in other words, any other solution includes CH(P ). This is because the points of P are included, and the inequalities enforce closure under shortest paths. Therefore, the solution that maximizes y is the convex hull of P .
Thus we have reduced the problem of finding the convex hull (when O is in the convex hull) to linear programming.
We now deal with the case where the origin O is not inside the convex hull. In this case, by Lemma 2, the subgraph of the link graph corresponding to the convex hull is a tree, and it seems even more plausible that an efficient iterative approach can be used to find the convex hull. However, we leave this as an open question, and give a linear programming approach like the one above.
As before, we will construct a new edge through every point of P , and let B be the set of edges (including the newly constructed ones) that have points other than O inside the convex hull. For each ∈ B we will make two variables, x min and x max in R representing the minimum and maximum points on that are on the boundary of the convex hull. To find the convex hull, it suffices to find the values of these variables.
We want to ensure that x max is larger than any point of P and any point at which a geodesic between x max e and x max f , for any e, f ∈ B , crosses edge . Similarly, we want to ensure that x min is smaller than any point of P and any point at which a geodesic between x min e and x min f , for any e, f ∈ B , crosses edge . Using the same notation and set-up as above with edges e and f , and using the inverse variables y min = 1 x min and y max = 1 x max the inequalities corresponding to (2) are:
The inequalities corresponding to (3) are:
If we maximize the objective function (y max − y min ) subject to the above inequalities and y min ≥ y max ≥ 0 then, by a similar argument to the one above, this gives the convex hull of P . Thus we have reduced the problem of finding the convex hull to linear programming.
We now discuss the running time of the algorithm. We will concentrate on the case where O is in the convex hull-the other case is similar. Recall that n is the number of cells in the complex and m is the number of points in P . At the beginning of the algorithm we test if O is in the convex hull, and find the set B of edges of the complex that contain points of the convex hull other than O. This takes O((n + m)
2 ) time as discussed in the previous section. The set B has size O(m + n) because it includes an edge of the complex through every point of P . The linear program has O(n + m) variables. The number of inequalities is O((n + m)
3 ) since we consider each pair of elements, e, f from B , and add an inequality for each edge of the complex crossed by the shortest path from e to f . We can construct the linear program in polynomial time assuming a real RAM model of computation that allows us to do computations on the input angles (including computing the sine of angles).
The special case of a cube complex
In the special case of a cube complex, it is more natural to give each input point using xand y-coordinates relative to the quadrant containing the point. In this case, we claim that all the low-level computations described above can be performed in polynomial time when measuring bit complexity. We will not construct new edges through points of P since that introduces new angles. Our variables are x e for e ∈ B, and we add constraints for shortest paths between pairs of points in P ∪ {x e } e∈B .
We give a few more details for the computation of t in Figure 9 in this case. Figure 9 shows a path between x e and x f crossing an edge at t. In the current setting, will be an edge of B, and x e and x f may be variables or input points. If x e and x f correspond to input points, then t is just the point where a line between two known points crosses an axis. Then the right-hand-side of the corresponding constraint (2) is a constant whose bit complexity is polynomially bounded in terms of the input bit complexity. The case when both x e and x f are variables cannot arise because they would be distance π apart in the link graph. Thus the only case we must take care of is when x e corresponds to an input point and x f is a variable (or vice versa). The situation is shown in Figure 10 , with x e being an input point p with coordinates (h, v) as shown. Then t = vx f /(x f + h), so constraint (2) becomes y ≤ (hy f + 1)/v. Thus the coefficients in our linear constraints are rationals whose bit complexity is polynomially bounded in terms of the input bit complexity. This means that we can use polynomial-time linear programming algorithms [33, 34] to find the value of x e for each edge e ∈ B.
Finally, as noted at the beginning of this section, we can use the values x e to compute the convex hull in each quadrant C. We repeat the argument here. Suppose C is bounded by edges e and f . Then the convex hull inside C is the Euclidean convex hull of points x e , x f , O, and the points of P that lie inside C, and since Euclidean (planar) convex hulls can be computed in polynomial time [12] , this allows us to compute the convex hull in C, and thus the whole convex hull, in polynomial time. This completes the proof of Theorem 2. Finally, we observe that since the extreme points of the convex hull can be expressed via linear inequalities, therefore the convex hull of a finite point-set in a single-vertex 2D CAT(0) complex is closed.
Shortest Paths
In this section we explore the possibilities and limitations of using the shortest path map to solve the single-source shortest path problem in a 2D CAT(0) complex. The input is a 2D CAT(0) complex, K, composed of n triangles, and a "source" point s in K. We denote the shortest path from s to t by σ(s, t).
We first show that the shortest path map may have exponential size in general. This contrasts with the fact that the shortest path map has size O(n 2 ) in the two special cases where the single-source shortest path problem is known to be efficiently solvable: when the complex is a topological 2-manifold with boundary, which we will call a 2-manifold for short [39] ; and when the complex is rectangular [18] .
We then show that for any 2D CAT(0) complex there is a structure called the "last step shortest path map" that coarsens the shortest path map, has size O(n), and allows us to find the shortest path σ(s, t) to a given target point t in time proportional to the number of triangles and edges traversed by the path. Although we do not know how to find the last step shortest path map in polynomial time for general 2D CAT(0) complexes, we can obtain it from the shortest path map.
From this, we obtain efficient algorithms for the single-source shortest path problem in 2D CAT(0) complexes that are 2-manifold or rectangular. Both cases had been previously solved, but the techniques used in the two cases were quite different. Our approach is the same in both cases and opens up the possibility of solving other cases. We need O(n 2 ) preprocessing time and space to construct a structure that uses O(n) space and allows us to find the shortest path σ(s, t) to a given target point t in time proportional to the number of triangles and edges traversed by the path. This improves the bounds for 2-manifolds, and is competitive for rectangular complexes (where the published bounds are for two-point queries, so the situation is not quite comparable).
The Shortest Path Map
Typically in a shortest path problem, the difficulty is to decide which of multiple geodesic (or locally shortest) paths to the destination is shortest. This is the case, for example, for shortest paths in a planar polygon with holes, or for shortest paths on a terrain, and is a reason to use a Dijkstra-like approach that explores paths to all target points in order of distance. For shortest paths on a terrain, Chen and Han [15] provided an alternative that uses a Breadth-First-Search (BFS) combined with a clever pruning when two paths reach the same target point.
When geodesic paths are unique, however, it is enough to explore all geodesic paths, and there is no need to explore paths in order of distance or in BFS order. This is the case, for example, for shortest paths in a polygon, where the "funnel" algorithm [26, 29] achieves O(n) processing time and storage, and O(log n) query time (plus output size to produce the actual path). Similarly, in CAT(0) spaces, the uniqueness of geodesic paths means we can obtain a correct algorithm by simply exploring all geodesic paths without any ordering constraints.
A basic approach to the single source shortest path problem is to compute the whole shortest path map from s. The shortest path map partitions the space into regions in which all points have shortest paths from s that have the same combinatorial type. Specialized to 2D CAT(0) complexes, two shortest paths have the same combinatorial type if they cross the same sequence of edges, vertices, and faces.
For a vertex v in a 2D CAT(0) complex, we define the ruffle of v to be the set of points p in the complex such that the shortest path from s to p goes through v. See Figure 11 for an example in the case of a rectangular complex. The points of the ruffle of v in a small neighbourhood of v can be identified from the link graph of v together with the incoming ray which is the last segment of the shortest path σ(s, v). In particular, the points of v's ruffle close to v are those points p for which the segment vp makes an angle of at least π with the incoming ray. Using the link graph, the boundary rays of the ruffle of v can be identified in time proportional to the number of faces incident to v.
Consider one region of the shortest path map, and the set, C, of shortest paths to points in the region. The paths in C all go through the same sequence, S C , of faces and edges and vertices. Let v be the last vertex in the sequence S C (possibly v = s). There is a unique geodesic path from s to v, and all the paths of C traverse this same path from s to v. After that, the points of the paths of C all lie in the ruffle of v. Since the paths traverse the same sequence of edges and faces they can be laid out in the plane to form a cone with apex v. See Figure 12 . Observe that the boundary rays of the cone may or may not lie in the set C.
If the boundary of the cone is the boundary of the ruffle of v then it is included in C; but if the boundary of the cone is determined by another vertex, then beyond that vertex, the boundary is not included. Note however, that the boundary ray is a shortest path-just not of the same combinatorial type since it goes through another vertex.
Computing the shortest path map
We will show that if the shortest path map has M regions, then it can be computed in time O(M ). Regions of the shortest path map may have dimension 0, 1, or 2. Each 2-dimensional region of the shortest path map is bounded by: two boundary rays; a vertex or a segment of an edge through which shortest paths enter the region; and one or two segments of edges and possibly a vertex through which shortest paths exit the region. See Figure 12 . With each region, we will store its boundary rays and vertices/segments. Each vertex of the complex is a 0-dimensional region of the shortest path map. An edge may form a 1-dimensional region of the shortest path map (for example any edge (v, w) inside the ruffle of v).
The algorithm builds the regions of the shortest path map working outwards from s. In general, we will have a set of vertices and segments (portions of edges) that form the "frontier" of the known regions, and at each step of the algorithm, we will advance the known regions beyond one frontier vertex/segment.
The algorithm is initialized as follows. Assume that s is a vertex of the complex (if necessary, by triangulating the face containing s). Each edge incident to f becomes a region of the shortest path map. Each face f incident to s becomes a region of the shortest path map with the two edges of f that are incident to s as its boundary rays. The two vertices of f different from s enter the frontier, along with the edge of f not incident to s.
At each step of the algorithm we take one vertex or segment out of the frontier set and we find all the regions for which shortest paths enter through this vertex or segment.
Consider first the case of removing segment s from the frontier. We wish to find the regions of the shortest path map for which shortest paths enter through segment s. If The structure of shortest paths to one region R (shown darkly shaded) of the shortest path map. The set C of shortest paths to points in the region forms a path σ(s, v) together with a cone (lightly shaded) with apex v bounded by rays r 1 and r 2 . Region R is closed on the r 1 boundary and open on the r 2 boundary. Shortest paths exit R through segment s. The figure shows one region of the shortest path map beyond s that has two segments s 1 and s 2 and a vertex u through which shortest paths exit. Note that the angles of the triangles incident to v are not drawn accurately since they sum to more than 2π. segment s lies in edge e, then the faces containing the new regions are those incident to e, not including the face from which shortest paths arrive at s. (See segment s and region R in Figure 12 for example.) Each such region R gives rise to one or two segments and possibly a vertex through which shortest paths exit the region. We add these segments and vertex to the frontier. In case there is a vertex, u, (such as in Figure 12 ) we must find the shortest path to the vertex. This can be done by placing the boundary rays of R in the plane, computing their point of intersection, p, and constructing the ray from p to u. Note that we do not need to know the sequence of faces traversed by shortest paths to region R -local information suffices. This provides us with the shortest path to u and also the boundary rays of the segments incident to u.
We next consider the case where a vertex v is removed from the frontier. We must find the regions of the shortest path map for which shortest paths enter through vertex v. These lie in the ruffle of v. Knowing the shortest path σ(s, v), we can search the link graph G v of v to find all the boundary rays of the ruffle of v. Any edge incident to v that lies in the ruffle forms a 1-dimensional region of the shortest path map, and we add its other endpoint to the frontier. For each face f incident to v, we can identify the region of the shortest path map that lies in face f and interior to the ruffle of v. We can also identify the segments and vertices through which shortest paths exit the new region, and add these to the frontier. This completes the high-level description of the algorithm. We spend constant time per region of the shortest path map, plus O(n) time to search the faces incident to each vertex, for a total of O(M ).
If we want to use the shortest path map to answer shortest path queries, we also need a way to locate, given a target point t that lies in face f , which region of the shortest path map contains t. This necessitates building a search structure for the shortest path regions that face f is partitioned into, which takes more time and space. (Results of Mount [43] might might give a solution better than the obvious one for this.) We will not pursue this solution because we will present an alternative solution in Section 5.2.
Properties of the shortest path map
For our remaining results, we need some properties of shortest paths in a 2D CAT(0) complex.
Lemma 3. Let e be an edge of a 2D CAT(0) complex. Either all the shortest paths to internal points of e travel along e, or they all reach e from one incident face.
Proof. If the shortest path to some internal point of edge e travels along e, then so do the shortest paths to all internal points of e.
Otherwise consider the (finitely many) combinatorial types of shortest paths to points of e, and let C 1 , C 2 , . . . , C k be the corresponding sets of shortest paths, ordered according to the order of points along e. We will prove that paths in all the C i 's arrive at points of e from the same incident face. For otherwise, there would be some C i and C i+1 that arrive from different incident faces. The boundary ray between C i and C i+1 , must be part of one or the other, say C i+1 . But observe that when C i is laid out in the plane, the boundary ray of its cone (on the side of C i+1 ) is still a shortest path, and still arrives at e from the same incident face as C i does. But this contradicts C i+1 arriving from a different face.
We next characterize how shortest paths can enter a face (a triangle) of the complex. See Figure 13 . Proof. We cannot have shortest paths entering a face from all three edges, nor from an edge and the opposite vertex, otherwise we would have shortest paths to two points on the same edge arriving from different faces, in contradiction to Lemma 3.
Size of the shortest path map
A boundary ray between adjacent regions of the shortest path map starts out as a boundary ray of the ruffle of some vertex. By Lemma 4, each face originates at most two such rays. In a general 2D CAT(0) complex, such a ray can bifurcate into two or more branches when it hits an edge that is incident to more than two faces. There is one branch for each new incident face. See Figure 15(a) for an example. The collection of all branches that originate from one boundary ray of a ruffle is called a boundary tree. Observe that it is a tree-no two branches can intersect because geodesic paths are unique. There are O(n) boundary trees because each face originates at most two boundary trees. If the complex is a 2-manifold (i.e., every edge is in at most two faces) then no bifurcations can occur, so each boundary tree consists of only one branch, which implies that the size of the shortest path map is O(n 2 ). This was proved by Maftuleac [39] (where 2-manifold complexes are called "planar"), but we include a proof because we wish to observe a generalization.
Lemma 5 ( [39]
). In a 2D CAT(0) complex that is a 2-manifold the size of the shortest path map is O(n 2 ).
Proof. As noted above, every boundary tree consists of only one branch, or ray. If such a ray entered a face twice then the second entry would not be a shortest path, since we could short-cut across the face from the first entry. Therefore no ray enters a face twice, and the number of boundary tree branches cutting any face is O(n). Then the number of regions of the shortest path map within one face is O(n) and the overall number of regions is O(n 2 ).
In a general 2D CAT(0) complex it may happen that no two branches of one boundary tree cross the same face, which implies that the shortest path map still has size O(n 2 ). We prove that this is the case for 2D CAT(0) rectangular complexes:
Lemma 6. In a 2D CAT(0) rectangular complex, no two branches of one boundary tree can enter the same face, and from this it follows that the shortest path map has size O(n 2 ).
Proof. Suppose, by contradiction, that two branches r 1 and r 2 of the same boundary tree enter a common face. Let f be the first face they both enter. Edges of a rectangular complex lie in two classes, which we call "horizontal" and "vertical", such that edges in one class are incident only to edges from the other class. Observe that if a ray makes an angle of α with some horizontal edge, then it makes the same angle α with every horizontal edge that it crosses in the rectangular complex, and it makes the same angle π/2 − α with every vertical edge that it crosses. See Figure 14 . Consequently, r 1 and r 2 are parallel in f . Consider a line segment b joining a point of r 1 and a point of r 2 in f , and consider the shortest paths that arrive at points of b. The last segments of all these shortest paths must be parallel. This contradicts the fact that the set of shortest paths corresponding to any region of the shortest path map form a cone of rays. Therefore the branches of one boundary tree enter a face at most once. Since there are O(n) boundary trees, this means that the number of boundary tree branches cutting any face is O(n). Then the number of regions of the shortest path map within one face is O(n) and the overall number of regions is O(n 2 ). Figure 14 : If a ray makes an angle of α with some horizontal edge in a 2D CAT(0) rectangular complex, then it makes the same angle α with every horizontal edge that it crosses, and it makes an angle π/2 − α with every vertical edge that it crosses.
In a general 2D CAT(0) complex, two branches of one boundary tree may cross the same face-see Figure 15 (a) for an example-and the size of the shortest path map may grow exponentially:
Lemma 7. The size of the shortest path map of a 2D CAT(0) complex may be exponential in n, the number of faces.
Proof. Figure 15(b) , (c) show how one boundary ray of a ruffle can bifurcate into two branches which then enter the same face g 1 . Figure 15 (d) shows how this process can be repeated. With each addition of three faces, f i , f i , and g i , the number of branches doubles. Thus after adding 3n faces, the number of branches is 2 n .
Note that an exponential size shortest path map does not preclude polynomial time algorithms for computing shortest paths. In the tree space and its generalization, orthant space, the shortest path map, and indeed the number of regions in a face, can have exponential size [40, 45] , but there is still a polynomial time algorithm for computing geodesics in these spaces [40, 46] .
The Last Step Shortest Path Map
Although the shortest path map for single-source shortest paths in a 2D CAT(0) complex may have exponential size, there is a structure, called the "last step shortest path map," that has linear size and can be used to find the shortest path to a queried target point in time proportional to the combinatorial size of the path (i.e., the number of faces, edges, and vertices traversed by the path).
The last step shortest path map, first introduced in [20] , partitions the space into regions where points p and q are in the same region if the shortest paths σ(s, p) and σ(s, q) have (d) Two more faces f 2 and f 2 are incident to edge e 1 , so the two branches bifurcate into a total of four branches. In the next iteration, the four branches will enter a face g 2 incident to f 2 and f 2 . The process can be continued, and the number of rays doubles each time we add three faces.
the same last vertex, edge, or face, i.e., the combinatorial type of the two paths matches on the last element. Thus, the last step shortest path map is a coarsening of the shortest path map. In the last step shortest path map, each edge has a unique incoming edge or face (by Lemma 3). By Lemma 4 each face is divided into at most three regions, as shown in Figure 13 . Thus for any 2D CAT(0) complex the last step shortest path map has size O(n). For the purpose of answering shortest path queries, we store with each region the last vertex, edge, or face with which shortest paths enter the region. We call this the incoming information for the region.
Answering shortest path queries using the last step shortest path map
We show that the last step shortest path map, together with the incoming information described above, is sufficient to recover the path from s to any point t in time proportional to the number of faces on the path. A query point t is given as a vertex, or a point on an edge, or a point (in local coordinates) in a face.
We first test whether a shortest path reaches t along an edge-this happens if and only if t is a vertex or a point on an edge and the incoming information attached to the vertex or edge is an edge, say the edge from u to v. In this case, we replace t by u and recurse. Otherwise, t lies in a face, edge or vertex and the incoming information tells us that a shortest path reaches t through a face, say f . Refer to Figure 13 . If f is of type V, we replace t by the incoming vertex of f and recurse. If f is of type VE or type EVE we locate t relative to the rays in f . From this we can tell if the shortest path to t goes through a vertex of f or not. If it does, then we replace t by that vertex and recurse. Finding the shortest path from s to point t in face f . In this example, f is of type VE. Testing the ray of f , we find that the shortest path to t enters from edge e which has incoming face g of type VE. Testing the rays of g, we find that the shortest path to t enters from edge e which has incoming face g of type EVE. Finally, testing the rays of g we find that the shortest path to t comes from vertex v. We recursively find the shortest path to v.
We are left with the case where the shortest path to t enters face f through some edge, say edge e. Let g be the incoming face for edge e. We place f in the plane and attach triangle g to edge e. The placement of f is arbitrary, but then t and g are fixed. Now we enter the main loop of the algorithm (see Figure 16 ): If g is of type V, we replace t by the incoming vertex of g and recurse. If g is of type VE or type EVE we locate t relative to the rays in g (although t is not in g we just extend the rays to do the test). From this we can tell if the shortest path to t goes through a vertex of g or not. If it does, then we replace t by that vertex and recurse. Otherwise the shortest path to t enters g through an edge, and we repeat with the incoming face of that edge.
This algorithm finds the shortest path from s to t in time proportional to the number of triangles and edges on the path. In the worst case this is O(n).
Computing the last step shortest path map
We do not know how the compute the last step shortest path map in polynomial time. More broadly, we do not know of a polynomial-time algorithm to compute shortest paths in a 2D CAT(0) complex. On the other hand, the problem does not seem to be amenable to NP-hardness proofs like the ones for shortest paths in 3D Euclidean space with polyhedral obstacles [11] , or for shortest paths that visit a sequence of non-convex polygons in the plane [20] . Furthermore, we have the example of orthant spaces as CAT(0) complexes with exponential shortest path maps, but a polynomial time algorithm for computing shortest paths [40] .
It is tempting to think that the last step shortest path map can be computed in a straightforward way by propagating incoming information outward from the source. The trouble with this approach is that faces of type EVE need incoming information from two edges. This can result in dependencies that form a cycle, with each edge/face waiting for incoming information from some other face/edge. See Figure 17 for an example. Face f 1 (darkly shaded) is of type EVE with incoming edge e, which has incoming face g 1 , which depends on incoming information from face f 2 . Similarly, each face f i (lightly shaded) depends on incoming information from face f i+1 , and f 6 depends on incoming information from face f 1 , which creates a cycle.
We can compute the last step shortest path map from the shortest path map in time O(M ). For each edge, we can identify the incoming edge or face from any of the shortest path regions containing portions of the edge (by Lemma 3 these all give the same information). Since we have the shortest path to each vertex v, we can recover or recompute the boundary rays of the ruffle of v, which gives us the type (E, V, EV, or EVE ) of each face incident to v, and the incoming information for the face.
We summarize the implications for special cases of the single-source shortest path problem in 2D CAT(0) complexes: Lemma 8. For a 2D CAT(0) complex that is a 2-manifold or is rectangular, we can solve the single-source shortest path problem using O(n 2 ) time and space to produce a structure (the last step shortest path map) of size O(n) that allows us to answer shortest path queries in time proportional to the number of triangles and edges on the path.
Conclusions
We have given an algorithm for computing the convex hull of a set of points in a 2D CAT(0) polyhedral complex with a single vertex. Our algorithm relies on linear programming. We leave it as an open question to find a combinatorial algorithm, or prove that a simple iterative approach takes polynomial time (Conjecture 1).
We do not see how to extend our linear programming solution to 2D CAT(0) complexes with more than one vertex, nor to single-vertex higher dimensional CAT(0) complexes. In 2D, the boundary between maximal cells is an edge, and the convex hull intersects the edge in an interval. In higher dimensions, the boundary between two maximal cells has dimension 2 or greater, and it is not clear that the intersection of the convex hull with a boundary face is even a polytope. Rather than computing the convex hull explicitly, it might be easier to find an algorithm that tests whether a point is in the convex hull or not. This would be sufficient for most applications, including computing a geometric centre by peeling convex hulls.
For the single-source shortest path problem in a 2D CAT(0) complex, we have shown that the shortest path map may have exponential size, and that the last step shortest path map is a better alternative. It is an open question to compute the last step shortest path map in polynomial time. Alternatively, one might try to prove that the shortest path problem is NP-hard for 2D CAT(0) complexes.
