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This main online supplementary appendix contains material to support our paper “Optimal Sup-norm
Rates and Uniform Inference on Nonlinear Functionals of Nonparametric IV Regression ”. Appendix
D presents pointwise normality of sieve t statistics for nonlinear functionals of NPIV under low-level
sufficient conditions. Appendix E contains background material on B-spline and wavelet bases and
the equivalence between Besov and wavelet sequence norms. Appendix F contains material on useful
matrix inequalities and convergence results for random matrices. The secondary online supplementary
appendix contains additional technical lemmas and all of the proofs (Appendix G).
D Pointwise asymptotic normality of sieve t-statistics
In this section we derive the pointwise asymptotic normality of sieve t-statistics for nonlinear func-
tionals of a NPIV function under low-level sufficient conditions. Previously under some high-level
conditions, Chen and Pouzo (2015) established the pointwise asymptotic normality of sieve t statistics
for (possibly) nonlinear functionals of h0 satisfying general semi/nonparametric conditional moment
restrictions including NPIV and nonparametric quantile IV models as special cases. As the sieve NPIV
estimator ĥ has a closed-form expression and for the sake of easy reference, we derive the limit theory
directly rather than appealing to the general theory in Chen and Pouzo (2015). Our low-level sufficient
conditions are tailored to the case in which the functional f(·) is irregular in h0 (i.e. slower than root-n
estimable), so that they are directly comparable to the sufficient conditions for the uniform inference
theory in Section 4.
We consider a functional f : H ⊂ L∞(X)→ R for which Df(h)[v] = limδ→0+ [δ−1f(h+ δv)] exists for













denote its weak norm. Chen and Pouzo (2015) called that the functional f(·) is an irregular (i.e. slower
than
√
n-estimable) functional of h0 if sn(f) ↗ ∞ and a regular (i.e.
√
n-estimable) functional of h0




It is clear that vn(f) = v̂n(f) whenever f(·) is linear.
Recall that Ω = E[u2i b
K(Wi)b
K(Wi)
′], and the “2SLS covariance matrix” for ĉ (given in equation (2))
is













Under Assumption 2(i)(iii) we have that [σn(f)]
2  [sn(f)]2. Therefore f() is an irregular functional





where f̂ is defined in equation (6).
Assumption 2 (continued). (iv’) supw E[u
2
i {|ui| > `(n)}|Wi = w] = o(1) for any positive sequence
with `(n)↗∞.
Assumption 2(iv’) is a mild condition which is trivially satisfied if E[|ui|2+ε|Wi = w] is uniformly
bounded for some ε > 0.
Assumption 5.′ Assumption 5 holds with ft = f and T a singleton.
Assumption 5’(a) and 5’(b)(i)(ii) is similar to Assumption 3.5 of Chen and Pouzo (2015). Assumption
5’(b)(iii) controls any additional error arising in the estimation of σn(f) due to nonlinearity of f(·)
and is automatically satisfied when f(·) is a linear functional.
Remark D.1. Remark 4.1 presents sufficient conditions for Assumption 5’ as a special case, with
ft = f , σn = σn(f), and T a singleton.






















(log J)/n+ δh,n, where δh,n = op(1) is a positive finite
sequence such that ‖ĥ− h0‖∞ = Op(δh,n).
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Theorem D.1. (1) Let Assumptions 1(iii), 2(i)(iii)(iv’), 4(i), and either 5’(a) or 5’(b)(i)(ii) hold,
and let τJζ
√





= Ẑn + op(1)→d N(0, 1) .
(2) If ‖ĥ − h0‖∞ = op(1) and Assumptions 2(ii) and 3(iii) hold (and 5’(b)(iii) also holds if f is
nonlinear), then: ∣∣∣∣ σ̂(f)σn(f) − 1






= Ẑn + op(1)→d N(0, 1) .
By exploiting the closed form expression of the sieve NPIV estimator and by applying exponential
inequalities for random matrices, Theorem D.1 derives the pointwise limit theory under lower-level
sufficient conditions than those in Chen and Pouzo (2015) for irregular nonlinear functionals. In partic-
ular, when specialized to the exogenous case of Xi = Wi, h0(x) = E[Yi|Wi = x], K = J and bK = ψJ
with τJ = 1, the regularity conditions for Theorem D.1 become about the same mild conditions for
Theorem 3.2 in Chen and Christensen (2015) on asymptotic normality of sieve t statistics for nonlinear
functionals of series LS estimators. It is now obvious that one could also derive the asymptotic nor-
mality of sieve t-statistics for regular (i.e., root-n estimable) nonlinear functionals of a NPIV function
under lower-level sufficient conditions by using our sup-norm rates results to verify Assumption 3.5(ii)
and Remark 3.1 in Chen and Pouzo (2015).
E Spline and wavelet bases
In this section we bound the terms ξψ,J , eJ = λmin(Gψ,J) and κψ(J) for B-spline and CDV wavelet
bases. Although we state the results for the space ΨJ , they may equally be applied to BK when BK
is constructed using B-spline or CDV wavelet bases.
E.1 Spline bases
We construct a univariate B-spline basis of order r ≥ 1 (or degree r − 1 ≥ 0) with m ≥ 0 interior
knots and support [0, 1] in the following way. Let 0 = t−(r−1) = . . . = t0 ≤ t1 ≤ . . . ≤ tm ≤ tm+1 =
. . . = tm+r = 1 denote the extended knot sequence and let I1 = [t0, t1), . . . , Im = [tm, tm+1]. A basis
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of order 1 is constructed by setting
Nj,1(x) =
{
1 if x ∈ Ij
0 otherwise








for j = −(r − 1), . . . ,m where we adopt the convention 10 := 0 (see Section 5 of DeVore and Lorentz
(1993)). This results in a total of m + r splines of order r, namely N−(r−1),r, . . . , Nm,r. Each spline
is a polynomial of degree r − 1 on each interior interval I1, . . . , Im and is (r − 2)-times continuously





Clearly mesh(m) = 1 whenever the knots are placed evenly (i.e. ti =
i
m+1 for i = 1, . . . ,m and m ≥ 1)
and we say that the mesh ratio is uniformly bounded if mesh(m) . 1 as m→∞. Each of has continuous
derivatives of orders ≤ r − 2 on (0, 1). We let the space BSpl(r,m, [0, 1]) be the closed linear span of
the m+ r splines N−(r−1),r, . . . , Nm,r.
We construct B-spline bases for [0, 1]d by taking tensor products of univariate bases. First generate d
univariate bases N−(r−1),r,i, . . . , Nm,r,i for each of the d components xi of x as described above. Then
form the vector of basis functions ψJ by taking the tensor product of the vectors of univariate basis
functions, namely:








The resulting vector ψJ has dimension J = (r +m)d. Let ψJ1, . . . , ψJJ denote its J elements.
Stability properties: The following two Lemmas bound ξψ,J , and the minimum eigenvalue and con-
dition number of Gψ = Gψ,J = E[ψ
J(Xi)ψ
J(Xi)
′] when ψJ1, . . . , ψJJ is constructed using univariate
and tensor-products of B-spline bases with uniformly bounded mesh ratio.
Lemma E.1. Let X have support [0, 1] and let ψJ1 = N−(r−1),r, . . . , ψJJ = Nm,r be a univariate B-
spline basis of order r ≥ 1 with m = J−r ≥ 0 interior knots and uniformly bounded mesh ratio. Then:
(a) ξψ,J = 1 for all J ≥ r; (b) If the density of X is uniformly bounded away from 0 and ∞ on [0, 1],
then there exists finite positive constants cψ and Cψ such that cψJ ≤ λmax(Gψ)−1 ≤ λmin(Gψ)−1 ≤ CψJ
for all J ≥ r; (c) λmax(Gψ)/λmin(Gψ) ≤ Cψ/cψ for all J ≥ r.
Lemma E.2. Let X have support [0, 1]d and let ψJ1, . . . , ψJJ be a B-spline basis formed as the tensor
product of d univariate bases of order r ≥ 1 with m = J1/d − r ≥ 0 interior knots and uniformly
bounded mesh ratio. Then: (a) ξψ,J = 1 for all J ≥ rd; (b) If the density of X is uniformly bounded
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away from 0 and ∞ on [0, 1]d, then there exists finite positive constants cψ and Cψ such that cψJ ≤
λmax(Gψ)
−1 ≤ λmin(Gψ)−1 ≤ CψJ for all J ≥ rd; (c) λmax(Gψ)/λmin(Gψ) ≤ Cψ/cψ for all J ≥ rd.
E.2 Wavelet bases
We construct a univariate wavelet basis with support [0, 1] following Cohen, Daubechies, and Vial
(1993) (CDV hereafter). Let (ϕ,ψ) be a Daubechies pair such that ϕ has support [−N + 1, N ]. Given
j such that 2j − 2N > 0, the orthonormal (with respect to the L2([0, 1]) inner product) basis for
the space Vj includes 2
j − 2N interior scaling functions of the form ϕj,k(x) = 2j/2ϕ(2jx − k), each
of which has support [2−j(−N + 1 + k), 2−j(N + k)] for k = N, . . . , 2j − N − 1. These are aug-
mented with N left scaling functions of the form ϕ0j,k(x) = 2
j/2ϕlk(2
jx) for k = 0, . . . , N − 1 (where
ϕl0, . . . , ϕ
l
N−1 are fixed independent of j), each of which has support [0, 2
−j(N + k)], and N right scal-
ing functions of the form ϕj,2j−k(x) = 2
j/2ϕr−k(2
j(x − 1)) for k = 1, . . . , N (where ϕr−1, . . . , ϕr−N are
fixed independent of j), each of which has support [1− 2−j(1−N − k), 1]. The resulting 2j functions
ϕ0j,0, . . . , ϕ
0
j,N−1, ϕj,N , . . . , ϕj,2j−N−1, ϕ
1
j,2j−N , . . . , ϕ
1
j,2j−1 form an orthonormal basis (with respect to
the L2([0, 1]) inner product) for their closed linear span Vj .
An orthonormal wavelet basis for the space Wj , defined as the orthogonal complement of Vj in Vj+1,
is similarly constructed form the mother wavelet. This results in an orthonormal basis of 2j func-
tions, denoted ψ0j,0, . . . , ψ
0
j,N−1, ψj,N , . . . , ψj,2j−N−1, ψ
1
j,2j−N , . . . , ψ
1
j,2j−1 (we use this conventional no-
tation without confusion with the ψJj basis functions spanning ΨJ) where the “interior” wavelets
ψj,N , . . . , ψj,2j−N−1 are of the form ψj,k(x) = 2
j/2ψ(2jx − k). To simplify notation we ignore the 0
and 1 superscripts on the left and right wavelets and scaling functions henceforth. Let L0 and L be
integers such that 2N < 2L0 ≤ 2L. A wavelet space at resolution level L is the 2L+1-dimensional set
of functions given by









bj,kψj,k : aL0,k, bj,k ∈ R
 .
We say that Wav(L, [0, 1]) has regularity γ if ψ ∈ Cγ (which can be achieved by choosing N sufficiently
large) and write Wav(L, [0, 1], γ) for a wavelet space of regularity γ with continuously differentiable
basis functions.
We construct wavelet bases for [0, 1]d by taking tensor products of univariate bases. We again take
L0 and L to be integers such that 2N < 2
L0 ≤ 2L. Let ψ̃j,k,G(x) denote an orthonormal tensor-
product wavelet for L2([0, 1]d) at resolution level j where k = (k1, . . . , kd) ∈ {0, . . . , 2j−1}d and where
G ∈ Gj,L ⊆ {wϕ, wψ}d denotes which elements of the tensor product are ψj,ki (indices corresponding




that each G ∈ Gj,L with j > L has an element that is wψ (see Triebel (2006) for details). We have
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#(GL0,L0) = 2
d, #(Gj,L0) = 2
d − 1 for j > L0. Let Wav(L, [0, 1]d, γ) denote the space








aj,k,Gψ̃j,k,G : aj,k,G ∈ R
 (25)
where each univariate basis has regularity γ. This definition clearly reduces to the above definition for
Wav(L, [0, 1], γ) in the univariate case.
Stability properties: The following two Lemmas bound ξψ,J , as well as the minimum eigenvalue
and condition number of Gψ = Gψ,J = E[ψ
J(Xi)ψ
J(Xi)
′] when ψJ1, . . . , ψJJ is constructed using
univariate and tensor-products of CDV wavelet bases.
Lemma E.3. Let X have support [0, 1] and let be a univariate CDV wavelet basis of resolution level
L = log2(J)− 1. Then: (a) ξψ,J = O(
√
J) for each sieve dimension J = 2L+1; (b) If the density of X
is uniformly bounded away from 0 and ∞ on [0, 1], then there exists finite positive constants cψ and
Cψ such that cψ ≤ λmax(Gψ)−1 ≤ λmin(Gψ)−1 ≤ Cψ for each J ; (c) λmax(Gψ)/λmin(Gψ) ≤ Cψ/cψ for
each J .
Lemma E.4. Let X have support [0, 1]d and let ψJ1, . . . , ψJJ be a wavelet basis formed as the tensor
product of d univariate bases of resolution level L. Then: (a) ξψ,J = O(
√
J) each J ; (b) If the density
of X is uniformly bounded away from 0 and ∞ on [0, 1]d, then there exists finite positive constants cψ
and Cψ such that cψ ≤ λmax(Gψ)−1 ≤ λmin(Gψ)−1 ≤ Cψ for each J ; (c) λmax(Gψ)/λmin(Gψ) ≤ Cψ/cψ
for each J .
Wavelet characterization of Besov norms: When the wavelet basis just described is of regularity
γ > 0, the norms ‖ · ‖Bp∞,∞ for p < γ can be restated in terms of the wavelet coefficients. We briefly






with the sum is understood to be taken over the same indices as in display (25). If f ∈ Bp∞,∞([0, 1]d)
then
‖f‖Bp∞,∞  ‖f‖bp∞,∞ := sup
j,k,G
2j(p+d/2)|aj,k,G(f)| .









See Johnstone (2013) and Triebel (2006) for more thorough discussions.
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F Useful results on random matrices
Notation: For a r×c matrix A with r ≤ c and full row rank r we let A−l denote its left pseudoinverse,
namely (A′A)−A′ where ′ denotes transpose and − denotes generalized inverse. We let smin(A) denote
the minimum singular value of a rectangular matrix A. For a positive-definite symmetric matrix A we
let λmin(A) and λmax(A) denote its minimum and maximum eigenvalue, respectively.
F.1 Some matrix inequalities
The following Lemmas are used throughout the proofs in this paper and are stated here for convenience.
Lemma F.1 (Weyl’s inequality). Let A,B ∈ Rr×c and let si(A), si(B) denote the ith (ordered)
singular value of A and B respectively, for 1 ≤ i ≤ (r ∧ c). Then: |si(A)− si(B)| ≤ ‖A−B‖`2 for all
1 ≤ i ≤ (r ∧ c). In particular, |smin(A)− smin(B)| ≤ ‖A−B‖`2.
Lemma F.2. Let A ∈ Rr×r be nonsingular. Then: ‖A−1 − Ir‖`2 ≤ ‖A−1‖`2‖A− Ir‖`2 .
















−2 ∨ smin(B)−2)‖A−B‖`2 .
If, in addition, ‖A−B‖`2 ≤ 12smin(A) then
‖B−l −A
−




Lemma F.5. Let A ∈ Rr×c with r ≤ c have full row rank r. Then: ‖A−l ‖`2 ≤ smin(A)
−1.
Lemma F.6. Let A,B ∈ Rr×c with r ≤ c and let A and B have full row rank r. Then:
‖A′(AA′)−1A−B′(BB′)−1B‖`2 ≤ (smin(A)−1 ∨ smin(B)−1)‖A−B‖`2 .
F.2 Convergence of the matrix estimators

















and let Gob = IK , G
o
ψ = IJ and S
o denote their respective expected values.
Lemma F.7. The orthonormalized matrix estimators satisfy the exponential inequalities:
P
(


























(ζ2b,K ∨ ζ2ψ,J)/n+ 2ζb,Kζψ,J t/(3n)
}
and therefore
‖Ĝoψ −Goψ‖`2 = Op(ζψ,J
√
(log J)/n)
‖Ĝob −Gob‖`2 = Op(ζb,K
√
(logK)/n)
‖Ŝo − So‖`2 = Op((ζb,K ∨ ζψ,J)
√
(logK)/n) .
as n, J,K →∞ provided (ζb,K ∨ ζψ,J)
√
(logK)/n = o(1).




Lemma F.9. Let hJ(x) = ψ
J(x)′cJ for any deterministic cJ ∈ RJ and HJ = (hJ(X1), . . . , hJ(Xn))′ =
ΨcJ . Then:
‖G−1/2b (B
′(H0 −ΨcJ)/n− E[bK(Wi)(h0(Xi)− hJ(Xi))])‖`2
= Op
((√






n× ‖h0 − hJ‖L2(X)
))
.
Lemma F.10. Let s−1JKζ
√
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G Supplementary Lemmas and Proofs
All the notation follow from the main text and the main online appendix. For a r × c matrix A with r ≤ c
and full row rank r we let A−l denote its left pseudoinverse, namely (A
′A)−A′ where ′ denotes transpose and −
denotes generalized inverse. We let smin(A) denote the minimum singular value of a rectangular matrix A.
























































by definition of ζψ,J and the fact that ‖A−l ‖`2 ≤ smin(A)−1 (see Lemma F.5).
G.1 Proofs for Appendix A and Section 3.1
Since the proofs of results in Section 3.1 built upon those for results in Appendix A, we shall present the proofs
for Appendix A first.
G.1.1 Proofs for Appendix A
Proof of Lemma A.1. First note that τJ > 0 for all J by compactness and injectivity of T . Then:
sJK = inf
h∈ΨJ :‖h‖L2(X)=1
‖ΠKTh‖L2(W ) ≤ inf
h∈ΨJ :‖h‖L2(X)=1
‖Th‖L2(W ) = τ−1J
1
holds uniformly in J because ΠK is a contraction, whence τJ ≤ s−1JK . To derive a lower bound on τJ , the triangle






‖Th‖L2(W ) − sup
h∈ΨJ,1
‖(ΠKT − T )h‖L2(W )
= (1− o(1))τ−1J .
Therefore, s−1JK ≤ (1− o(1))−1τJ .
It is clear that Lemma A.2 is implied by the following lemma.
Lemma G.1. Let Assumptions 1(iii) and 4(ii) hold. Then:
(1) (a) ‖h0 − πJh0‖L2(X)  ‖h0 −ΠJh0‖L2(X); and
(b) τJ × ‖T (h0 − πJh0)‖L2(W ) ≤ const× ‖h0 − πJh0‖L2(X).
(2) If Assumption 4(i) also holds, then: (a) ‖QJh0 − πJh0‖L2(X) ≤ o(1)× ‖h0 − πJh0‖L2(X); and
(b) ‖h0 −ΠJh0‖L2(X)  ‖h0 −QJh0‖L2(X).
(3) If Assumption 4(iii’) also holds, then: ‖QJh0 − πJh0‖∞ ≤ O(1)× ‖h0 − πJh0‖L2(X).
(4) Further, if Condition (24) also holds, then Assumption 4(iii) is satisfied.
Proof of Lemma G.1. In what follows, “const” denotes a generic positive constant that may be different
from line to line. Assumption 1(iii) guarantees τJ and πJh0 are well defined. For part (1.a), we have:
‖h0 −ΠJh0‖L2(X) ≤ ‖h0 − πJh0‖L2(X)
≤ ‖h0 −ΠJh0‖L2(X) + ‖ΠJh0 − πJh0‖L2(X)
≤ ‖h0 −ΠJh0‖L2(X) + τJ‖T (πJh0 −ΠJh0)‖L2(W )
= ‖h0 −ΠJh0‖L2(X) + τJ‖TπJ(h0 −ΠJh0)‖L2(W )
≤ ‖h0 −ΠJh0‖L2(X) + τJ‖T (h0 −ΠJh0)‖L2(W )
= (1 + const)× ‖h0 −ΠJh0‖L2(X)
where the third line is by definition of τJ , the fourth is because πJh = h for all h ∈ ΨJ , the final line is by
Assumption 4(ii), and the fifth is because πJ is a weak contraction under the norm h 7→ ‖Th‖L2(W ). More
precisely by the definition of πJh0 we have:
〈Th, T (h0 − πJh0)〉W = 0 (27)
for all h ∈ ΨJ , where 〈·, ·〉W denotes the L2(W ) inner product. With h = πJh0 −ΠJh0 ∈ ΨJ this implies
〈T (πJh0 −ΠJh0), T (h0 − πJh0)〉W = 0.
〈T (πJh0 −ΠJh0), T (h0 −ΠJh0)〉W = 〈T (πJh0 −ΠJh0), T (πJh0 −ΠJh0)〉W .
Thus ‖T (πJh0 −ΠJh0)‖L2(W ) ≤ ‖T (h0 −ΠJh0)‖L2(W ).
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For part (1.b):
τJ‖T (h0 − πJh0)‖L2(W ) ≤ τJ‖T (h0 −ΠJh0)‖L2(W )
≤ const× ‖h0 −ΠJh0‖L2(X)
≤ const× ‖h0 − πJh0‖L2(X)
where the first and final inequalities are by definition of πJh0 and ΠJh0 and the second inequality is by
Assumption 4(ii).
For part (2.a), Lemma A.1 guarantees that QJh0 is well defined and that s
−1
JK ≤ 2τJ for all J sufficiently large.
By definition of QJh0 we have:
〈ΠKTh, T (h0 −QJh0)〉W = 0 (28)
for all h ∈ ΨJ , where we use the fact that 〈ΠKf, g〉W = 〈ΠKf,ΠKg〉W holds for any f, g ∈ L2(W ) since ΠK is
a projection). Substituting h = QJh0 − πJh0 ∈ ΨJ into the two equations (27) and (28) yields:
〈(T −ΠKT )(QJh0 − πJh0), T (h0 − πJh0)〉W + 〈ΠKT (QJh0 − πJh0), T (h0 − πJh0)〉W = 0 (29)
〈ΠKT (QJh0 − πJh0), T (h0 −QJh0)〉W = 0 . (30)
By subtracting (30) from (29) we obtain
〈(T −ΠKT )(QJh0 − πJh0), T (h0 − πJh0)〉W + ‖ΠKT (QJh0 − πJh0)‖2L2(W ) = 0
We have therefore proved
‖ΠKT (QJh0 − πJh0)‖2L2(W ) = |〈(T −ΠKT )(QJh0 − πJh0), T (h0 − πJh0)〉W | . (31)
It follows from (31), the Cauchy-Schwarz inequality, and Assumption 4(i) that:
s2JK‖QJh0 − πJh0‖2L2(X) ≤ ‖ΠKT (QJh0 − πJh0)‖
2
L2(W )
≤ ‖(T −ΠKT )(QJh0 − πJh0)‖L2(W )‖T (h0 − πJh0)‖L2(W ) (32)
≤ o(τ−1J )‖QJh0 − πJh0‖L2(X)‖T (h0 − πJh0)‖L2(W ) . (33)
It follows by (33) and the relation s−1JK ≤ 2τJ for all J large that:
‖QJh0 − πJh0‖L2(X) ≤ o(1)× τJ‖T (h0 − πJh0)‖L2(W )
≤ o(1)× const× ‖h0 − πJh0‖L2(X)
where the final line is by part (1.b). For part (2.b), by definition of QJ , ΠJ and results in part (1.a) and part
(2.a), we have:
‖h0 −ΠJh0‖L2(X) ≤ ‖h0 −QJh0‖L2(X)
≤ ‖h0 − πJh0‖L2(X) + ‖πJh0 −QJh0‖L2(X)
≤ ‖h0 − πJh0‖L2(X) + o(1)× ‖h0 − πJh0‖L2(X)
= (1 + const)× ‖h0 −ΠJh0‖L2(X).
This proves part (2.b).
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For part (3), it follows from (32) and Assumption 4(iii’) that
s2JK‖QJh0 − πJh0‖L2(X) ≤ const× (ζψ,JτJ)−1‖T (h0 − πJh0)‖L2(W ) .
and hence
‖QJh0 − πJh0‖L2(X) ≤ const× ζ−1ψ,J × τJ‖T (h0 − πJh0)‖L2(W )
≤ ζ−1ψ,J × const× ‖h0 − πJh0‖L2(X) (34)
by Part (1.b) and the fact that s−1JK ≤ 2τJ for all J large. Therefore,
‖QJh0 − πJh0‖∞ ≤ ζψ‖QJh0 − πJh0‖L2(X)
≤ const× ‖h0 − πJh0‖L2(X)
where the last inequality is due to (34).
For part (4), by the triangle inequality, the results in part (1.a) and (3) and Condition (24) we have:
‖QJ(h0 −ΠJh0)‖∞ ≤ ‖QJh0 − πJh0‖∞ + ‖πJh0 −ΠJh0‖∞
≤ const× ‖h0 −ΠJh0‖L2(X) + ‖h0 −ΠJh0‖∞
≤ O(1)× ‖h0 −ΠJh0‖∞
which completes the proof.
Note that we may write ΠJh0(x) = ψ
J(x)′cJ for some cJ in RJ . We use this notation hereafter.
Proof of Lemma A.3. We first prove Result (1). We begin by writing























=: T1 + T2 + T3
where QJ : L





Note that QJh = h for all h ∈ ΨJ .
Control of ‖T1‖∞: ‖T1‖∞ = O(1)× ‖h0 −ΠJh0‖∞ by Assumption 4(iii).

















K/n)× ‖h0 −ΠJh0‖∞ .
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K and Assumption 3(ii) that:
‖T2‖∞ = Op(τJζψ,J
√
J/n)× ‖h0 −ΠJh0‖∞ = Op(1)× ‖h0 −ΠJh0‖∞ .
Control of ‖T3‖∞: Similar to T2 in the proof of Lemma 3.1, we may use Lemmas F.10(b) and A.1 to obtain:


















(log J)/n))× ‖G−1/2b B
′(H0 −ΨcJ)/n‖`2 . (35)
Then by Lemma F.9 and the triangle inequality, we have:
‖G−1/2b B
′(H0 −ΨcJ)/n‖`2 ≤ Op(
√
K/n)× ‖h0 −ΠJh0‖∞ + ‖ΠKT (h0 −ΠJh0)‖L2(W )
≤ Op(
√
K/n)× ‖h0 −ΠJh0‖∞ + ‖T (h0 −ΠJh0)‖L2(W ) . (36)











op(1)× ‖h0 −ΠJh0‖∞ +Op(1)× ‖h0 −ΠJh0‖L2(X)
)
≤ Op(1)× ‖h0 −ΠJh0‖∞
where the final line is by the relation between the L2(X) and sup norms.
Result (2) then follows because
‖h̃− h0‖∞ ≤ ‖h̃−ΠJh0‖∞ + ‖ΠJh0 − h0‖∞
≤ (1 +Op(1))‖ΠJh0 − h0‖∞
≤ (1 +Op(1))(1 + ‖ΠJ‖∞)‖h0 − h0,J‖∞ .
where the second inequality is by Result (1) and the final line is by Lebesgue’s lemma.
G.1.2 Proofs for Section 3.1
Proof of Lemma 3.1. Let u = (u1, . . . , un)
′. Let Mn be a sequence of positive constants diverging to +∞,
and decompose ui = u1,i + u2,i where
u1,i = ui{|ui| ≤Mn} − E[ui{|ui| ≤Mn}|Wi]
u2,i = ui{|ui| > Mn} − E[ui{|ui| > Mn}|Wi]
u1 = (u1,1, . . . , u1,n)
′
u2 = (u2,1, . . . , u2,n)
′ .
For Result (1), recall that ξψ,J = supx ‖ψJ(x)‖`1 . By Hölder’s inequality we have
‖ĥ− h̃‖∞ = sup
x
|ψJ(x)′(ĉ− c̃)| ≤ ξψ,J‖(ĉ− c̃)‖`∞ .
5
To derive the sup-norm convergence rate of the standard deviation term ĥ − h̃, it suffices to bound the `∞
norm of the J × 1 random vector (ĉ− c̃). Although this appears like a crude bound, ξψ,J grows slowly in J for
certain sieves whose basis functions have local support. For such bases the above bound, in conjunction with
the following result







leads to a tight bound on the convergence rate of ‖ĥ− h̃‖∞.
To prove (37), we begin by writing

























=: T1 + T2 .












































































K(Wi))j . The summands may be bounded by noting that
















































uniformly in i and j.
Let (A)j| denote the jth row of the matrix A and let (A)jj denote its jth diagonal element. The second moments
6

























































































for finite positive constants c1 and c2. Then (43) is o(1) for all large C provided Mnζb,K
√
(log J)/n = o(1).








































which, by Assumption 2(ii), is o(1) when t = Cs−1JK
√
(log J)/(neJ) provided ζb,K
√
n/(log J) = O(M1+δn ).
Choosing M1+δn  ζb,K
√
n/ log J satisfies the condition ζb,K
√
n/(log J) = O(M1+δn ) trivially, and satisfies the
condition Mnζb,K
√




(log J)/n = o(1), which holds by Assumption 3(iii).
7
Control of ‖T2‖`∞ : Using the fact that ‖ · ‖`∞ ≤ ‖ · ‖`2 on RJ and Lemmas F.10(a) and F.8, we have:




















































where the last equality follows from Assumption 3(ii) and the facts that ζ ≥
√
K and J  K.
For Result (2), we begin by writing

























=: T1 + T2 .



























Let Xn ⊂ X be a grid of finitely many points such that for each x ∈ X there exits a x̄n(x) ∈ Xn such that




, where ω, ω′ are as in Assumption 3(i). By compactness and convexity of the



























































for some finite positive constant Cω, where the first inequality is by the triangle inequality, the second is by
Hölder continuity of the basis for ΨJ and similar reasoning to that used in equation (26), the first equality is






























































































for finite positive constants c1 and c2. Then (44) is o(1) for all large C provided Mnζb,K
√
(log n)/n = o(1).
































which, by Assumption 2(ii), is o(1) when t = Cs−1JKζψ,J
√
(log n)/n provided ζb,K
√
n/(log n) = O(M1+δn ).
Choosing M1+δn  ζb,K
√
n/ log n satisfies the condition ζb,K
√
n/(log n) = O(M1+δn ) trivially, and satisfies the
condition Mnζb,K
√




(log n)/n = o(1), which holds by Assumption 3(iii). We
have therefore proved that ‖T1‖∞ = Op(s−1JKζψ,J
√
(log n)/n). It follows by the relation τJ  s−1JK (Lemma A.1)
that ‖T1‖∞ = Op(τJζψ,J
√
(log n)/n).
Control of ‖T2‖∞: Using the fact that ‖h‖∞ ≤ ζψ,J‖h‖L2(X) on ΨJ and Lemmas F.10(b) and F.8 and the
relation τJ  s−1JK , we have:































































Proof of Theorem 3.1. We decompose ‖ĥ− h0‖∞ into three parts:
‖ĥ− h0‖∞ ≤ ‖ĥ− h̃‖∞ + ‖h̃−ΠJh0‖∞ + ‖ΠJh0 − h0‖∞ .
where ‖ĥ− h̃‖∞ = Op(τJξψ,J
√
(log J)/(neJ)) by Lemma 3.1(1) and ‖h̃−ΠJh0‖∞ = Op(1)×‖ΠJh0−h0‖∞ by
Lemma A.3.
Proof of Corollary 3.1. For Result (1), note that Assumption 3(ii) is satisfied with ζ = O(J1/2) for ΨJ




for ΨJ being spline or wavelet sieves. Also, ‖ΠJ‖∞ . 1 for ΨJ being a spline sieve (Huang (2003)) or a tensor
product CDV wavelet sieve (Chen and Christensen (2015)). For h0 ∈ B∞(p, L) and ΨJ being spline or wavelet
sieves, Lemma A.3 implies that
‖h̃− h0‖∞ = Op(J−p/d).
Note that Bernstein inequalities (or inverse estimates) from approximation theory imply that
‖∂αh‖∞ = O(J |α|/d)‖h‖∞
for all h ∈ ΨJ (see Schumaker (2007) for splines and Cohen (2003) for wavelets on domains). Therefore,
‖∂αh̃− ∂αh0‖∞ ≤ ‖∂αh̃− ∂α(ΠJh0)‖∞ + ‖∂α(ΠJh0)− ∂αh0‖∞
≤ O(J |α|/d)‖h̃−ΠJh0‖∞ + ‖∂α(ΠJh0)− ∂αh0‖∞
≤ Op(J−(p−|α|)/d) + ‖∂α(ΠJh0)− ∂αh0‖∞
Let hJ be any element of ΨJ . Since ΠJhJ = hJ , we have:
‖∂α(ΠJh0)− ∂αh0‖∞ = ‖∂α(ΠJ(h0 − hJ)) + ∂αhJ − ∂αh0‖∞
≤ O(J |α|/d)‖ΠJ(h0 − hJ))‖∞ + ‖∂αhJ − ∂αh0‖∞
≤ O(J |α|/d)× const× ‖h0 − hJ‖∞ + ‖∂αhJ − ∂αh0‖∞ .
The above inequality holds uniformly in hJ ∈ ΨJ . Choosing hJ such that ‖h0−hJ‖∞ = O(J−p/d) and ‖∂αhJ −
∂αh0‖∞ = O(J−(p−|α|)/d) yields the desired result.
For Result (2), Theorem 3.1 implies that
‖ĥ− h0‖∞ = Op(J−p/d + τJ
√
(J log J)/n).
By similar arguments to the above, we have:
‖∂αĥ− ∂αh0‖∞ ≤ ‖∂αĥ− ∂αh̃‖∞ + ‖∂αh̃− ∂αh0‖∞










and the result follows by Result (1).
For Results (2.a) and (2.b), Assumption 3(ii)(iii) is satisfied if τJ×J/
√
n = O(1) and J (2+δ)/δ(log n)/n = o(1).
This is satisfied given the stated conditions with the optimal choice of J for mildly ill-posed case and severely
10
ill-posed case respectively.
G.2 Proofs for Section 3.2
Proof of Theorem 3.2. Consider the Gaussian reduced-form NPIR model with known operator T :
Yi = Th0(Wi) + ui
ui|Wi ∼ N(0, σ2(Wi))
(45)
for 1 ≤ i ≤ n, where Wi is continuously distributed overW with density uniformly bounded away from 0 and∞.
As in Chen and Reiss (2011), Theorem 3.2 is proved by (i) noting that the risk (in sup-norm loss) for the NPIV
model is at least as large as the risk (in sup-norm loss) for the NPIR model, and (ii) calculating a lower bound
(in sup-norm loss) for the NPIR model. Theorem 3.2 therefore follows from a sup-norm analogue of Lemma 1 of
Chen and Reiss (2011) and Theorem G.1, which establishes a lower bound on minimax risk over Hölder classes
under sup-norm loss for the NPIR model.
Theorem G.1. Let Condition LB hold for the NPIR model (45) with a random sample {(Wi, Yi)}ni=1. Then









‖ĝn − ∂αh‖∞ ≥ c(n/ log n)−(p−|α|)/(2(p+ς)+d)
)
≥ c′ > 0









‖ĝn − ∂αh‖∞ ≥ c(log n)−(p−|α|)/ς
)
≥ c′ > 0
in the severely ill-posed case, where inf ĝn denotes the infimum over all estimators of ∂
αh based on the sample
of size n, suph∈B∞(p,L) Ph denotes the sup over h ∈ B∞(p, L) and distributions (Wi, ui) which satisfy Condition
LB with ν fixed, and the finite positive constants c, c′ depend only on p, L, d, ς and σ0.
Proof of Theorem G.1. We establish the lower bound by applying Theorem 2.5 of Tsybakov (2009) (see
Theorem G.2 below). We first explain the scalar (d = 1) case in detail. Let {φj,k, ψj,k}j,k be a wavelet basis of
regularity γ > p for L2([0, 1]) as described in Appendix E. Recall that this basis is generated by a Daubechies
pair (ϕ,ψ) where ϕ has support [−N + 1, N ]. We will define a family of submodels in which we perturb h0
by elements of the wavelet space Wj , where we choose j deterministically with n. For given j, recall that the
wavelet space Wj consists of 2
j functions {ψj,k}0≤k≤2j−1, such that {ψj,k}r≤k≤2j−N−1 are interior wavelets for
which ψj,k(·) = 2j/2ψ(2j(·)− k).
By construction, the support of each interior wavelet is an interval of length 2−j(2r−1). Thus for all j sufficiently
large (hence the lim inf in our statement of the Lemma) we may choose a set M ⊂ {r, . . . , 2j−N −1} of interior
wavelets with #(M) & 2j such that support(ψj,m) ∩ support(ψj,m′) = ∅ for all m,m′ ∈ M with m 6= m′. Note
also that by construction we have #(M) ≤ 2j (since there are 2j − 2N interior wavelets).
Recall the norms ‖ · ‖bp∞,∞ defined in Appendix E. Let h0 ∈ B∞(p, L) be such that ‖h0‖Bp∞,∞ ≤ L/2, and for
each m ∈M let
hm = h0 + c02
−j(p+1/2)ψj,m
11





it follows by the triangle inequality that ‖hm‖Bp∞,∞ ≤ L uniformly in m for all sufficiently small c0. By Condition
LB, let Wi be distributed such that Xi has uniform marginal distribution on [0, 1]. For m ∈ {0} ∪M let Pm be
the joint distribution of {(Wi, Yi)}ni=1 with Yi = Thm(Wi) + ui for the Gaussian NPIR model (45).
For any m ∈M
‖∂αh0 − ∂αhm‖∞ = c02−j(p+1/2)‖∂αψj,m‖∞
= c02
−j(p−|α|)‖ψ(|α|)‖∞
where ψ(|α|) denotes the |α|th derivative of ψ. Moreover, for any m,m′ ∈M with m 6= m′
‖∂αhm − ∂αhm′‖∞ = c02−j(p+1/2)‖∂αψj,m − ∂αψj,m′‖∞
= 2c02
−j(p−|α|)‖ψ(|α|)‖∞
by virtue of the disjoint support of {ψj,m}m∈M .
By Condition LB(iii),
‖Tψj,m(Wi)‖L2(W ) . ν(2j)2〈ψj,m, ψj,m〉2X = ν(2j)2
(because c02
−j(p+1/2)ψj,m ∈ H2(p, L) for sufficiently small c0) where ν(2j) = 2−jς in the mildly ill-posed case



























In the mildly ill-posed case (ν(2j) = 2−jς) we choose 2j  (n/(log n))1/(2(p+ς)+1). This yields:
K(Pm, P0) . c
2
0 log n uniformly in m
log(#(M)) & log n+ log log n .
since #(M)  2j .
In the severely ill-posed case (ν(2j) = exp(− 122
jς)) we choose 2j = (c1 log n)
1/ς with c1 > 1. This yields:
K(Pm, P0) . n
−(c1−1) uniformly in m
log(#(M)) & log log n .
In both the mildly and severely ill-posed cases, we may choose c0 sufficiently small that both ‖hm‖Bp∞,∞ ≤ L
and K(Pm, P0) ≤ 18 log(#(M)) hold uniformly in m for all n sufficiently large. All conditions of Theorem 2.5 of
Tsybakov (2009) are satisfied and hence we obtain the lower bound result.
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In the multivariate case (d > 1) we let ψ̃j,k,G(x) denote an orthonormal tensor-product wavelet for L
2([0, 1]d)
at resolution level j (see Appendix E). We construct a family of submodels analogously to the univariate case,
setting hm = h0 + c02
−j(p+d/2)ψ̃j,m,G where ψ̃j,m,G is now the tensor product of d interior univariate wavelets
at resolution level j with G = (wψ)
d and where #(M)  2jd. By condition LB we obtain
‖∂αhm − ∂αhm′‖∞ & c02−j(p−|α|)
for each m,m′ ∈ {0} ∪M with m 6= m′, and
K(Pm, P0) . n(c02
−j(p+d/2))2ν(2j)2
for each m ∈M , where ν(2j) = 2−jς in the mildly ill-posed case and ν(2j)  exp(−2jς) in the severely ill-posed
case. We choose 2j  (n/ log n)1/(2(p+ς)+d) in the mildly ill-posed case and 2j = (c1 log n)1/ς in the severely
ill-posed case. The result follows as in the univariate case.
The following theorem is a special case of Theorem 2.5 on p. 99 of Tsybakov (2009) which we use to prove
the minimax lower bounds in sup- and L2-norm loss for h0 and its derivatives. We state the result here for
convenience.
Theorem G.2 (Tsybakov (2009)). Assume that #(M) ≥ 2 and suppose that (H, ‖ · ‖H) contains elements
{hm : m ∈ {0} ∪M} such that:
(i) ‖∂αhm − ∂αhm′‖H ≥ 2s > 0 for each m,m′ ∈M ∪ {0} with m 6= m′;





K(Pm, P0) ≤ a log(#(M))


















G.3 Proofs for Section 3.3
Proof of Lemma 3.2. We first prove Result (1). Let PJ−1,z = clsp{φ01,z, . . . , φ0J−1,z} and let P⊥J−1,z denote






〈(T ∗z Tz )hz, hz〉X1|Z=z
= µ2J,z . (46)
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Then let P⊥J−1 = {h(x1, z) ∈ L2(X) : h(·, z) ∈ P⊥J−1,z for each z}. Note that φ0j ∈ {h ∈ P⊥J−1 : ‖h(·, z)‖L2(X1|Z=z) =












‖Th‖2L2(W ) . (47)
Let FZ denote the distribution of Z. For any h ∈ P⊥J−1 let hz(x1) = h(x1, z) and observe that hz ∈ P⊥J−1,z. By
iterated expectations and (46), for any h ∈ P⊥J−1 with ‖hz‖L2(X1|Z=z) = 1 for each z, we have:
‖Th‖2L2(W ) =
∫









µ2J,z dFZ(z) = E[µ
2
J,Zi ] . (48)
It follows by substituting (48) into (47) that τJ ≥ E[µ2J,Zi ]
−1/2.
To prove Result (2), note that any h ∈ ΨJ with h 6= 0 can be written as
∑J














since E[φ0j,z(Xi)φ0k,z(Xi)|Zi = z] = δjk where δjk denotes the Kronecker delta. Moreover:





















































G.4 Proofs for Appendix D and Section 4
Since the proofs for uniform inference theories (in Section 4) built upon that for the pointwise normality Theorem
D.1 (in Appendix D), we shall present the proof of Theorem D.1 first.
G.4.1 Proofs for Appendix D



















where un(f) = vn(f)/σn(f) is the scaled sieve 2SLS Riesz representer. Note that E[(Zn(Wi)ui)






















=: T1 + T2 .
We first show T1 →d N(0, 1) by the Lindeberg-Feller theorem. To verify the Lindeberg condition, note that
|Zn(Wi)| ≤
∥∥∥(Df(h0)[ψJ ])′(S′G−1b S)−1S′G−1/2b ∥∥∥∥∥∥G−1/2b bK(Wi)∥∥∥
(infw E[u2i |Wi = w])1/2
∥∥∥(Df(h0)[ψJ ])′(S′G−1b S)−1S′G−1/2b ∥∥∥ ≤ σ−1ζb(K)






E[u2i {|ui| & η(
√
n/ζb(K))}|Wi = w] = o(1)
by Assumption 2(iv’) and the condition on J . Therefore, T1 →d N(0, 1).
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For T2, observe that
|T2| =












∥∥∥(Df(h0)[ψJ ])′(G−1/2b S)−l ∥∥∥∥∥∥G−1/2b S{(Ĝ−1/2b Ŝ)−l Ĝ−1/2b G1/2b − (G−1/2b S)−l }∥∥∥∥∥∥G−1/2b B′u/√n∥∥∥
(infw E[u2i |Wi = w])1/2
∥∥∥(Df(h0)[ψJ ])′(G−1/2b S)−l ∥∥∥
≤ σ−1






where the first inequality is by the Cauchy-Schwarz inequality, the second is by Assumption 2(iii), and the final
line is by Lemmas F.10(c) and F.8. The result follows by the equivalence τJ  s−1JK (see Lemma A.1) and the
condition τJζ
√
(J log n)/n = o(1).
Result (2) follows directly from Result (1) and Lemma G.2.
Lemma G.2. Let Assumptions 1(iii), 2(i)–(iii), 3(iii) and 4(i) hold, τJζ
√
(log n)/n = o(1), and Assumption











(log J)/n+ δh,n. Then: ∣∣∣∣ σ̂n(f)σn(f) − 1
∣∣∣∣ = Op(δV,n + η′n) = op(1) .

























































(log J)/n+ η′n) = op(1) . (49)








and note that ‖∂′(G−1/2b S)
−

































l }‖`2 + σ





(log J)/n) + σ−1







where the third line is Lemma F.10(c) and the final line is by Assumption 5’(b)(iii). Therefore, (49) holds by
the equivalence s−1JK  τJ (Lemma A.1) and the condition τJζ
√
(log n)/n.
Finally, since all eigenvalues of Ωo are bounded between σ2 and σ2 under Assumption 2(i)(iii), it follows from
(49) and Cauchy-Schwarz that |T1| = op(1).
Control of T2: Equation (49) implies that ‖γ̂n‖/σn(f) = Op(1). Therefore, |T2| ≤ Op(1)× ‖Ω̂o − Ωo‖`2 = op(1)
by Lemma G.3.
Lemma G.3. Let Assumptions 2(i)(ii) hold, let ζb,K
√
(logK)/n = o(1), and let ‖ĥ − h0‖∞ = Op(δh,n) with
δh,n = o(1). Then:










Proof of Lemma G.3. By the triangle inequality:















































(logK)/n)δ/(1+δ)) + ‖ĥ− h0‖∞ ×Op(1) + ‖ĥ− h0‖2∞ ×Op(1)
where the first term may easily be deduced from the proof of Lemma 3.1 of Chen and Christensen (2015),
the second then follows because 2ui(ûi − ui) ≤ 2(1 + u2i )‖ĥ − h0‖∞, and the third follows similarly because
‖Ĝob‖`2 = Op(1) by Lemma F.7.
G.4.2 Proofs for Section 4






























Step 1: Uniform Bahadur representation. By Assumption 5(a) or (b)(i)(ii), we have
sup
t∈T
∣∣∣∣∣√nft(ĥ)− ft(h0)σ̂n(ft) − Ẑn(t)
∣∣∣∣∣ ≤ supt∈T











=: T1 + T2 + T3 .
Control of T1: As in the proof of Theorem D.1,
T1 = sup
t∈T














∥∥∥(Dft(h0)[ψJ ])′(G−1/2b S)−l ∥∥∥∥∥∥G−1/2b S{(Ĝ−1/2b Ŝ)−l Ĝ−1/2b G1/2b − (G−1/2b S)−l }∥∥∥∥∥∥G−1/2b B′u/√n∥∥∥
(infw E[u2i |Wi = w])1/2
∥∥∥(Dft(h0)[ψJ ])′(G−1/2b S)−l ∥∥∥
≤ σ−1
∥∥∥G−1/2b S{(Ĝ−1/2b Ŝ)−l Ĝ−1/2b G1/2b − (G−1/2b S)−l }∥∥∥ ∥∥∥G−1/2b B′u/√n∥∥∥
= Op(τJζ
√
(J log J)/n) = op(rn)
where the first inequality is by the Cauchy-Schwarz inequality, the second is by Assumption 2(iii), and the final
line is by Lemmas F.10(c) and F.8 and the equivalence τJ  s−1JK (see Lemma A.1), and the last op(rn) is by
Assumption 6(ii.2).
Control of T2: Lemma G.4 below shows that
sup
t∈T
∣∣∣∣ σ̂n(ft)σn(ft) − 1
∣∣∣∣ = Op(δV,n + η′n) = op(1)
from which it follows that T2 = Op(ηn)×Op(1) = Op(ηn).
Control of T3: By Lemma G.4 below and the bound for T1, we have:
































∣∣∣∣∣√nft(ĥ)− ft(h0)σ̂n(ft) − Ẑn(t)
∣∣∣∣∣ = Op(τJζ√(J log J)/n) +Op(ηn) +Op(δV,n + η′n)× [op(rn) +Op(cn)]
= op(rn) (50)
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where the final line is by Assumption 6(ii.2).
Step 2: Approximating Ẑn(t) by a Gaussian process Zn(t). We use Yurinskii’s coupling (Pollard, 2002,









= op(rn) . (51)














































by Assumption 2(i)(iii). Therefore,
sup
t∈T
∣∣∣Ẑn(t)− Zn(t)∣∣∣ = op(rn) (54)
by equations (51) and (53) and Cauchy-Schwarz.
Lemma G.4. Let Assumptions 1(iii), 2(i)–(iii), 3(ii)(iii) and 4(i) hold, τJζ
√
(log n)/n = o(1), and Assumption




∣∣∣∣ = Op(δV,n + η′n) = op(1).
Proof of Lemma G.4. The proof follows by identical arguments to the proof of Lemma G.2.













for each t ∈ T .







































holds wpa1 (by Markov’s inequality using |ûi|3 . |ui|3 +‖ĥ−h0‖3∞ and Assumption 2(iv)). A second application
of Yurinskii’s coupling conditional on the data Zn then yields existence of a sequence of N(0, Ω̂o) random vectors













∣∣∣∣∣Z∗n(t)− (Dft(ĥ)[ψJ ])′[Ŝ′Ĝ−1b Ŝ]−1Ŝ′Ĝ−1/2bσ̂n(ft) Z∗n
∣∣∣∣∣ = op∗(rn) (55)









which has the same covariance function as Zn (see equation (52)) whenever Ω̂o is invertible (which it is wpa1).
Therefore, by Lemma G.6 below we have:
sup
t∈T
∣∣∣∣∣ (Dft(ĥ)[ψJ ])′[Ŝ′Ĝ−1b Ŝ]−1Ŝ′Ĝ−1/2bσ̂n(ft) Z∗n − Z̃∗n(t)
∣∣∣∣∣ = o∗p(rn) (56)
wpa1. It follows from equations (55) and (56) and Assumption 6(ii) that
sup
t∈T
∣∣∣Z∗n(t)− Z̃∗n(t)∣∣∣ = op∗(rn) + o∗p(rn) = o∗p(rn) (57)
wpa1.








∣∣∣∣∣ = op(rn) + op(rn) = op(rn) .








∣∣∣∣∣ ≤ εnrn (58)
holds wpa1. By an anti-concentration inequality (Chernozhukov, Chetverikov, and Kato, 2014, Theorem 2.1)
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|Zn(t)|] . εnrncn = o(1)


















)∣∣∣∣∣ = o(1) . (59)
Moreover, by (57) we may choose a sequence of positive constants ε′n with ε
′
n = o(1) such that
sup
t∈T
∣∣∣Z∗n(t)− Z̃∗n(t)∣∣∣ ≤ ε′nrn







|Z̃∗n(t)− s| ≤ ε′nrn
)
. ε′n = o(1)












)∣∣∣∣ = op(1) . (60)














holds uniformly in s.
Lemma G.5. Let Assumption 6(i) hold. Then: E[supt∈T |Zn(t)|] . cn and supt∈T |Zn(t)| = Op(cn).
Proof of Lemma G.5. Observe that dn(t1, t2) := E[(Zn(t1) − Zn(t2))2]1/2. By Corollary 2.2.8 of van der
Vaart and Wellner (1996) and Assumption 6(i), there exists a universal constant C such that




logN(T , dn, ε) dε
for any t̄ ∈ T , where E[|Zn(t̄)|] =
√
2/π because Zn(t̄) ∼ N(0, 1). Therefore, E[supt|Zn(t)|] . cn. The second
result follows by Markov’s inequality.
Lemma G.6. Let Assumptions 1(iii), 2, 3(ii)(iii), 4(i) and 6 hold, τJζ
√
(log n)/n = o(1) and ‖ĥ − h0‖∞ =




J = o(rn) for nonlinear ft(). Let Z∗n and
Z̃∗n(t) be as in the proof of Theorem 4.1. Then:
sup
t∈T
∣∣∣∣∣ (Dft(ĥ)[ψJ ])′[Ŝ′Ĝ−1b Ŝ]−1Ŝ′Ĝ−1/2bσ̂n(ft) Z∗n − Z̃∗n(t)
∣∣∣∣∣ = o∗p(rn) wpa1 in P.
Proof of Lemma G.6. First note that because Z∗n ∼ N(0, Ω̂o) and the minimum and maximum eigenvalues
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of Ω̂o are uniformly bounded away from 0 and ∞ wpa1 (by Lemma G.3 and Assumptions 2(i)(iii)), we have
‖Z∗n‖ = Op∗(
√
K) wpa1 by Chebyshev’s inequality.




































































∣∣∣∣∣ (Dft(h0)[ψJ ])′[S′G−1b S]−1S′G−1/2b (Ωo)1/2(Ω̂o)−1/2σn(ft) Z∗n
∣∣∣∣∣ =: T1 + T2 + T3 .
Control of T1: By Cauchy-Schwarz, we have:
T1 ≤ sup
t∈T







∥∥∥G−1/2b S[Ŝ′Ĝ−1b Ŝ]−1Ŝ′Ĝ−1/2b ∥∥∥
`2






where the first term is by Assumption 5(b)(iii) (or zero if the ft are linear functionals), the second term is by






b ‖`2 = 1, and the fourth term is by Lemma G.3. Therefore, T1 = Op∗(η′n
√
J) wpa1
(since K  J), and is therefore = o∗p(rn) wpa1 by the condition stated in this Lemma.


















for each t ∈ T . The intrinsic semi-metric ∆dn(t1, t2) of ∆Zn(t) is ∆dn(t1, t2)2 = E∗[(∆Zn(t1)−∆Zn(t2))2] for
each t1, t2 ∈ T , where E∗ denotes expectation under the measure P∗. Observe that:
∆dn(t1, t2) =

























∥∥∥G−1/2b S′ {[Ŝ′Ĝ−1b Ŝ]−1Ŝ′Ĝ−1/2b − [S′G−1b S]−1S′G−1/2b (Ωo)1/2(Ω̂o)−1/2}∥∥∥
`2
wpa1, where the first line uses the fact that Ω̂o is invertible wpa1 and the second line uses the fact that Ωo and
Ω̂o have eigenvalue uniformly bounded away from 0 and ∞ wpa1. It follows by Lemma F.10(c) and Lemmas
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G.3 and F.3 that∥∥∥G−1/2b S′ {[Ŝ′Ĝ−1b Ŝ]−1Ŝ′Ĝ−1/2b − [S′G−1b S]−1S′G−1/2b (Ωo)1/2(Ω̂o)−1/2}∥∥∥
`2
≤



















∆dn(t1, t2) ≤ Op(δV,n)× dn(t1, t2)








|∆Zn(t)|] . Op(δV,n)× cn
wpa1 by identical arguments to the proof of Lemma G.5. Therefore,




= Op(δV,n × cn)×Op(1)
wpa1 by Lemma G.4 and so T2 = op∗(rn) under Assumption 6(ii.2).
Control of T3: The second term in T3 is the supremum of a Gaussian process with the same distribution (under
P∗) as Zn(t) (under P). Therefore, by Lemmas G.4 and G.5 we have:
T3 = Op(δV,n + η
′
n)×Op∗(cn)
and so T3 = o
∗
p(rn) wpa1 under Assumption 6(ii.2).














‖t1 − t2‖γn`2 (61)
where the first inequality is because ‖x/‖x‖ − y/‖y‖‖ ≤ 2‖x − y‖/(‖x‖ ∨ ‖y‖) whenever ‖x‖, ‖y‖ 6= 0 and the
third is by the equivalence s−1JK  τJ (see Lemma A.1). By (61) and compactness of T , we have N(T , dn, ε) ≤
C(τJΓn/(εσn))
dT /γn ∨ 1 for some finite constant C.
Proof of Corollary 4.1. We verify the conditions of Lemma 4.1 (or Theorem 4.1). By assumption we may
take σn  τJJa with a = 12 +
|α|




4.1(a’) and Lemma A.3.
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The continuity condition in Remark 4.2 holds with Γn = O(J
a′) for some a′ > 0 and γn = 1 since ΨJ is
spanned by a B-spline basis of order γ > (p∨ 2 + |α|) (DeVore and Lorentz, 1993, Section 5.3). Assumption 6(i)
therefore holds with cn = O(
√
log J) by Remark 4.2 because (τJΓn/(εσn)) . (J
a′−aε−1). We can therefore take
rn = (log J)
−κ for κ ∈ [1/2, 1] in Assumption 6(ii). The first condition in Assumption 6(ii) then holds provided


















log J = o((log J)−κ)
(using Corollary 3.1 for δh,n). In applying Corollary 3.1 we require that the conditions τJJ/
√
n = O(1) and
J (2+δ)/2δ
√
(log n)/n = o(1) hold. Finally to apply Theorem 4.1 we also need τJJ
√
(log J)/n = o(1). Sufficient







δ decreases as δ > 0 increases. Hence the condition J5(log n)6κ/n = o(1) (for




1+δ (log J)κ+0.5 = o(1) holds for all δ ≥ 1.
G.5 Proofs for Section 5
Proof of Theorem 5.1. The result will follow from Theorem D.1. Assumption 2(i)–(iii)(iv’) is satisfied under
Assumption CS(iii). Assumption 3(i)(ii)(iii) is satisfied by Assumption CS (iv) and the second part of Assump-
tion CS(v), noting that ζψ,J = O(
√




J). Since the basis spanning ΨJ is a Riesz
basis for T Assumption 4 is satisfied with τJ  µ−1J .
It remains to verify Assumption 5’(b). By the Riesz basis property and Assumption 2(i)–(iii) we have [σn(fCS)]
2 ∑J
j=1(aj/µj)











(Hausman and Newey, 1995, p. 1471) which is clearly a linear functional (Assumption 5’(b)(i)). Note that
σn(fCS) .
√





(log J)/n = o(1). This, p > 2 and Corollary
3.1 together imply that ‖ĥ− h0‖B2∞,∞ = op(1) and ‖h̃− h0‖B2∞,∞ = op(1), and


























Applying Lemma A1 of Hausman and Newey (1995), we obtain∣∣∣fCS(ĥ)− fCS(h0)−DfCS(h0)[ĥ− h0]∣∣∣ = Op(√J (J−p + µ−2J J log Jn
))
∣∣∣DfCS(h0)[h̃− h0]∣∣∣ = Op(J−p/2) .













Finally, for Assumption 5’(b)(iii), we have










J)j ]−DfCS(h0)[(G−1/2ψ ψJ)j ]
)2
σn(fCS)
where τJ  µ−1J . Moreover,∣∣∣DfCS(ĥ)[(G−1/2ψ ψJ)j ]−DfCS(h0)[(G−1/2ψ ψJ)j ]∣∣∣ . √J ×Op (√J (J−p/2 + µ−1J √(J log J)/n))
(uniformly in j = 1, . . . J) by Lemma A1 of Hausman and Newey (1995). Therefore

















(log J)/n = o(1) of Theorem
D.1 is trivially implied by µ−1J J
3/2
√
(log J)/n = o(1) (which is in turn implied by Assumption CS(v)). This
proves the result.














(log J)/n = o(1) is implied by J3+ς−(a∧0)(log n)/n = o(1). The condition J3+ς−(a∧0)(log n)/n = o(1)
also implies that J (2+δ)/(2δ)
√
(log n)/n = o(1) holds whenever δ ≥ 2/(2 + ς − (a ∧ 0)).
For Result (2), we have σn(fCS)
2 & a2J/µ
2








log[n/(log n)% × (log(n/(log n)%))2a/ς ]
)






× (log(n/(log n)%))a/ς .




(log(n/(log n)%))−p/ς + (log n)−% × (log(n/(log n)%))4/ς log log n
)
= o(1)
which holds provided 2p > %ς − 2a and %ς > 8− 2a. The condition J (2+δ)/(2δ)
√
(log n)/n = o(1) holds for any
δ > 0. The remaining condition µ−1J J
3/2
√






(log log n)/n = o(1)
for which a sufficient condition is %ς > 6. Now, we may always choose % > 0 so that %ς > 6 ∨ (8 − 2a). The
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remaining condition then holds provided 2p > 6 ∨ (8− 2a)− 2a.
Proof of Theorem 5.2. The proof follows by identical arguments to those of Theorem 5.1, noting that
fDL(h)− fCS(h) = (p1 − p0)h(p1, y)
and so
fDL(ĥ)− fDL(h0) = fCS(ĥ)− fCS(h0) + (p1 − p0)
(
ĥ(p1, y)− h0(p1, y)
)
DfDL(ĥ)[h− h0] = DfCS(h0)[h− h0] + (p1 − p0)
(
ĥ(p1, y)− h0(p1, y)
)
DfDL(ĥ)[v]−DfDL(h0)[v] = DfCS(ĥ)[v]−DfCS(h0)[v]
where clearly |(p1−p0)(ĥ(p1, y)−h0(p1, y))| ≤ const×‖ĥ−h0‖∞. Since σn(fDL)  µ−1J
√
J , the stated conditions
on J in this theorem imply that Assumption CS(v) holds.
Proof of Theorem 5.3. The result will follow from Theorem D.1, and is very similar to that of Theorem 5.1.
Assumptions 2(i)–(iii)(iv’), 3(i)(ii)(iii), and 4 are verified as in the proof of Theorem 5.1. It remains to verify




6 of Chen and Pouzo (2015)). Simple expansion of fA yields
DfA(h0)[h− h0] =
∫
w(p)eh0(log p,log y)(h(log p, log y)− h0(log p, log y)) dp





eĥ(log p,log y)−h0(log p,log y) − 1−
(
ĥ(log p, log y)− h0(log p, log y)
))
eh0(log p,log y) dp .
Therefore, by Corollary 3.1 we have∣∣∣fA(ĥ)− fA(h0)−DfA(h0)[ĥ− h0]∣∣∣ = Op(J−p + µ−2J J log Jn
)
∣∣∣DfA(h0)[h̃− h0]∣∣∣ = Op(J−p/2) .












Finally, for Assumption 5’(b)(iii), we have












J)j ]−DfA(h0)[(G−1/2ψ ψJ)j ]
)2
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o(1) of Theorem D.1 is implied by the displayed condition on J in this theorem and the fact that σn(fA) .√
Jµ−1J . This proves the result.
Proof of Theorem 5.4. We verify the conditions of Lemma 4.1 and Theorem 4.1. Assumptions 1 and 2
are satisfied by Assumption CS(i)(ii)(iv) and U-CS(i). Assumption 3(iii) is satisfied by Assumption U-CS(iii).
Assumption 4(i) is satisfied by the Riesz basis condition. For Assumption 5(b), we check the conditions of
Remark 4.1(b’). It is clear that DfCS,t[h− h0] (see display (14)) is a linear functional of h− h0 for each t ∈ T .




2 uniformly in t. Thus, σn .
√
Jµ−1J .
This and Assumption U-CS(iv.1) together imply µ−1J J
3/2
√
(log J)/n = o(1). Also we note that the first part of
Assumption U-CS(iii) and δ ≥ 1 imply that J (2+δ)/(2δ)
√
(log n)/n = o(1) holds. These results and p > 2 and
Corollary 3.1 together imply that ‖ĥ − h0‖B2∞,∞ = op(1) and ‖h̃ − h0‖B2∞,∞ = op(1), and equations (62) and
(63) hold. Therefore, ĥ and h̃ are within an ε neighborhood (in Hölder norm of smoothness 2) of h0 wpa1. As
T = [p0, p0]× [p1, p1]× [y, y] where the intervals [p0, p0] and [p1, p1] are in the interior of the support of Pi and
[y, y] is in the interior of the support of Yi and h0 ∈ B∞(p, L) with p > 2 and 0 < L <∞, it is straightforward
to extend Lemma A1 of Hausman and Newey (1995) to show
sup
t∈T





∣∣∣DfCS,t(h0)[h̃− h0]∣∣∣ = Op(J−p/2)
by Corollary 3.1. Since σn .
√












For Assumption 5(b)(iii), we have
sup
t∈T











J)j ]−DfCS,t(h0)[(G−1/2ψ ψJ)j ]
)2
[σn(fCS,t)]
where τJ  µ−1J . By straightforward extension of Lemma A1 of Hausman and Newey (1995) and (62) and (63):
sup
t∈T
∣∣∣DfCS,t(ĥ)[(G−1/2ψ ψJ)j ]−DfCS,t(h0)[(G−1/2ψ ψJ)j ]∣∣∣ . √J ×Op (√J (J−p/2 + µ−1J √(J log J)/n))
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which is o(1) by Assumption U-CS(iv). This verifies Assumption 5(b).
Finally, Assumption 6(i) holds with cn = O(
√
log J) by Assumption U-CS(ii) and Remark 4.2. For Assumption
6(ii) we take rn = [log J ]
















log J = o((log J)−1/2)
(using Corollary 3.1 for δh,n), which is satisfied provided
τJJ
√




log J = o((log J)−1/2)
which is in turn implied by Assumption U-CS(iii) and U-CS(iv.1) and the property σn .
√
Jµ−1J . Thus Lemma
4.1 applies to ft = fCS,t with a rate rn = [log J ]
−1/2.
Next we note that the condition η′n
√
J = o((log J)−1/2) needed for Theorem 4.1 is directly implied by Assump-
tion U-CS(iv.2).
Proof of Theorem 5.5. Follows by similar arguments to the proofs of Theorems 5.2 and 5.4, noting that
|DfDL,t1(h0)[h]−DfDL,t2(h0)[h]| ≤ |DfCS,t1(h0)[h]−DfCS,t2(h0)[h]|+ |(p11 − p01)h(p11, y1)− (p12 − p02)h(p12, y2)|
and so cn = O(
√
log J) by Assumption U-CS(ii) and Remark 4.2 (see the proof of Corollary 4.1). We can then
take rn = [log J ]
−1/2.
G.6 Proofs for Appendix B
Proof of Theorem B.1. As with the proof of Theorem 3.1, we first decompose the error into three parts:
‖ĥ− h0‖L2(X) ≤ ‖ĥ− h̃‖L2(X) + ‖h̃−ΠJh0‖L2(X) + ‖ΠJh0 − h0‖L2(X)
=: T1 + T2 + ‖h0 −ΠJh0‖L2(X) .
To prove Result (1) it is enough to show that T2 ≤ Op(1)× ‖h0 −ΠJh0‖L2(X). To do this, bound

































n)× ‖h0 −ΠJh0‖L2(X) + τJ‖ΠKT (h0 −ΠJh0)‖L2(W )
≤ Op(τJζb,K/
√
n)× ‖h0 −ΠJh0‖L2(X) + τJ‖T (h0 −ΠJh0)‖L2(W )
= Op(1)× ‖h0 −ΠJh0‖L2(X)
where the second line is by Lemma F.9 and the relations J  K and τJ  s−1JK , and the final line is by
Assumption 4(ii) and the condition τJζ
√
(log J)/n = o(1). Similarly,


























(log J)/n)2 × ‖h0 −ΠJh0‖L2(X) +Op(1)× τJ‖T (h0 −ΠJh0)‖L2(W )
= Op(1)× ‖h0 −ΠJh0‖L2(X)
where the second line is by Lemmas F.9 and F.10(b) and the relations J  K and τJ  s−1JK , and the final line
is by the condition τJζ
√
(log J)/n = o(1) and Assumption 4(ii). This proves Result (1).
To prove Result (2) it remains to control T1. To do this, bound


























=: T11 + T12 .









where the final line is because J  K and τJ  s−1JK (Lemma A.1). Similarly,


























where the second line is by Lemmas F.8 and F.10(b) and the relations J  K and τJ  s−1JK , and the final line
is by the condition τJζ
√
(log J)/n = o(1).
Proof of Corollary B.1. Analogous to the proof of Corollary 3.1.
Proof of Theorem B.2. As in the proof of Theorem 3.2, it suffices to prove a lower bound for the Gaussian
reduced-form NPIR model (45). Theorem G.3 below does just this.
Theorem G.3. Let Condition LB hold with B2(p, L) in place of B∞(p, L) hold for the NPIR model (45) with









‖ĝn − ∂αh‖L2(X) ≥ cn−(p−|α|)/(2(p+ς)+d)
)
≥ c′ > 0
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‖ĝn − ∂αh‖L2(X) ≥ c(log n)−(p−|α|)/ς
)
≥ c′ > 0
in the severely ill-posed case, in the severely ill-posed case, where inf ĝn denotes the infimum over all estimators of
∂αh based on the sample of size n, suph∈B2(p,L) Ph denotes the sup over h ∈ B2(p, L) and distributions (Wi, ui)
which satisfy Condition LB with ν fixed, and the finite positive constants c, c′ depend only on p, L, d, ς and σ0.
Proof of Theorem G.3. We use similar arguments to the proof of Theorem G.1, using Theorem 2.5 of Tsy-
bakov (2009) (see Theorem G.2). Again, we first explain the scalar (d = 1) case in detail. Let {φj,k, ψj,k}j,k be
a wavelet basis of regularity γ > p for L2([0, 1]) as described in Appendix E.
By construction, the support of each interior wavelet is an interval of length 2−j(2r−1). Thus for all j sufficiently
large (hence the lim inf in our statement of the Lemma) we may choose a set M ⊂ {r, . . . , 2j − r− 1} of interior
wavelets with cardinality #(M)  2j such that support(ψj,m) ∩ support(ψj,m′) = ∅ for all m,m′ ∈ M with
m 6= m′.
Take g0 ∈ B(p, L/2) and for each m ∈M define θ = {θm}m∈M where each θm ∈ {0, 1} and define





for each θ, where c0 is a positive constant to be defined subsequently. Note that this gives 2
(#(M)) such choices
of hθ. By the equivalence ‖ · ‖Bp2,2  ‖ · ‖bp2,2 , for each θ we have:


















≤ L/2 + const× c0 .
Therefore, we can choose c0 sufficiently small that hθ ∈ B2(p, L) for each θ.
Since ψj,m ∈ Cγ with γ > |α| is compactly supported and Xi has density bounded away from 0 and∞, we have
‖2j/2ψ(|α|)(2jx−m)‖L2(X)  1 (uniformly in m). By this and the disjoint support of the ψj,m, for each θ, θ′ we
have:
‖∂αhθ − ∂αhθ′‖L2(X) = c02−j(p−|α|+1/2)
(∑
m∈M






where ρ(θ, θ′) is the Hamming distance between θ and θ′. Take j large enough that #(M) ≥ 8. By the
Varshamov-Gilbert bound (Tsybakov, 2009, Lemma 2.9) we may choose a subset θ(0), θ(1), . . . , θ(M
∗) such that
θ0 = (0, . . . , 0), ρ(θ(a), θ(b)) ≥ #(M)/8 & 2j for all 0 ≤ a < b ≤ M∗ and M∗ ≥ 2#(M)/8 (recall that there were
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2(#(M)) distinct vectors θ and #(M)  2j). For each m ∈ {0, 1, . . . ,m∗} let hm := hθ(m) . Then we have
‖∂αhm − ∂αhm′‖L2(X) & c02−j(p−|α|)
for each 0 ≤ m < m′ ≤M∗.
For each 0 ≤ m ≤ M∗, let Pm denote the joint distribution of {(Wi, Yi)}ni=1 with Yi = Thm(Wi) + ui for the



































2 ≤ #(M)  2j
for each 1 ≤ m ≤M∗.
In the mildly ill-posed case (ν(2j) = 2−jς) we choose 2j  n1/(2(p+ς)+1). This yields:




2(p+ς)+1 uniformly in m
log(M∗) & 2j  n1/(2(p+ς)+1) .
since M∗ ≥ 2#(M)/8 and #(M)  2j .
In the severely ill-posed case (ν(2j) = exp(− 122
jς)) we choose 2j = (c1 log n)
1/ς with c1 > 1. This yields:
K(Pm, P0) . c
2
0n
−(c1−1) uniformly in m
log(M∗) & 2j  (log n)1/ς .
In both the mildly and severely ill-posed cases, the result follows by choosing c0 sufficiently small that both
‖hm‖Bp2,2 ≤ L and K(Pm, P0) <
1
8 log(M
∗) hold uniformly in m for all n sufficiently large. All conditions of
Theorem 2.5 of Tsybakov (2009) are satisfied and hence we obtain the lower bound result.
In the multivariate case (d > 1) we let ψ̃j,k,G(x) denote an orthonormal tensor-product wavelet for L
2([0, 1]d)
at resolution level j. We construct a family of submodels analogously to the univariate case, setting hθ =
g0 + c02
−j(p+d/2)∑
m∈M θmψ̃j,m,G where ψj,m is now the product of d interior univariate wavelets at resolution
level j with G = (wψ)
d (see Appendix E) and where #(M)  2jd. We then use the Varshamov-Gilbert bound
to reduce this to a family of models hm with 0 ≤ m ≤M∗ and M∗  2jd. We then have:
‖∂αhm − ∂αhm′‖∞ & c02−j(p−|α|)
for each 0 ≤ m < m′ ≤M∗, and
K(Pm, P0) . n(c02
−j(p+d/2))2ν(2j)2
for each 1 ≤ m ≤ M∗, where ν(2j) = 2−jς in the mildly ill-posed case and ν(2j)  exp(−2jς) in the severely
ill-posed case. We choose 2j  n1/(2(p+ς)+d) in the mildly ill-posed case and 2j = (c1 log n)1/ς in the severely
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ill-posed case. The result follows as in the univariate case.
G.7 Proofs for Appendix C
Proof of Theorem C.1. As in the proof of Theorem 3.2, this follows from the lower bound for NPIR in
Theorem G.4.
The following is a slightly stronger “in probability” version of Lemma 1 in Yu (1997), which is used to prove
Theorem G.4. Let P be a family of probability measures, let θ(P ) be a parameter with values in a pseudo-metric
space (D, d) for some distribution P ∈ P, and let θ̂(P ) be an estimator of θ(P ) taking values in (D, d). If θ ∈ D
and D ⊂ D, we let d(θ,D) = infθ′∈D d(θ, θ′). Let co(P) denote the convex hull of a set of measures P. Finally,
if P,Q ∈ P we let ‖P − Q‖TV denote the total variation distance and aff(P,Q) = 1 − ‖P − Q‖TV denote the
affinity between P and Q.
Lemma G.7. Suppose there are subsets D1, D2 ⊂ D that are 2δ separated for some δ > 0 (i.e. d(s1, s2) ≥ 2δ
for all s1 ∈ D1 and s2 ∈ D2) and subsets P1,P2 ⊂ P for which θ(P) ∈ D1 for all P ∈ P1 and θ(P) ∈ D2 for all
P ∈ P2. Then:
2 sup
P∈P
P(d(θ̂, θ(P)) ≥ δ) ≥ sup
P1∈co(P1),P2∈co(P2)
aff(P1,P2) .
Proof of Lemma G.7. We proceed as in the proof of Lemma 1 in Yu (1997). Let P1 ∈ P1 and P2 ∈ P2. Then:
2 sup
P∈P
P(d(θ̂, θ(P)) ≥ δ) ≥ P1(d(θ̂, θ(P1)) ≥ δ) + P2(d(θ̂, θ(P2)) ≥ δ)
≥ P1(d(θ̂, D1) ≥ δ) + P2(d(θ̂, D2) ≥ δ) .
Since the inequality 2 supP∈P P(d(θ̂, θ(P)) ≥ δ) ≥ P1(d(θ̂, D1) ≥ δ)+P2(d(θ̂, D2) ≥ δ) holds for any fixed P1 ∈ P1
and P2 ∈ P2, it must also hold for any P1 ∈ co(P1) and P2 ∈ co(P2). Also note that
1l{d(θ̂, D1) ≥ δ}+ 1l{d(θ̂, D2) ≥ δ} ≥ 1l{d(θ̂, D1) + d(θ̂, D2) ≥ 2δ}
≥ 1l{d(D1, D2) ≥ 2δ} = 1
because d(D1, D2) ≥ 2δ. Now by definition of α(·, ·), for any P1 ∈ co(P1) and P2 ∈ co(P2) we have:
2 sup
P∈P
P(d(θ̂, θ(P)) ≥ δ) ≥ P1(d(θ̂, D1) ≥ δ) + P2(d(θ̂, D2) ≥ δ)
≥ inf{P1f + P2g : f, g non negative and measurable with f + g ≥ 1}
= aff(P1,P2) .
The result follows by taking the supremum of the right-hand side over P1 and P2.
Theorem G.4. Let Condition LB hold with B2(p, L) in place of B∞(p, L) for the NPIR model (45) with a












−1/2 in the mildly ill-posed case when p ≥ ς + 2|α|+ d/4
n−4(p−|α|)/(4(p+ς)+d) in the mildly ill-posed case when ς < p < ς + 2|α|+ d/4
(log n)−2(p−|α|)/ς in the severely ill-posed case,
inf ĝn denotes the infimum over all estimators of f(h0) based on the sample of size n, suph∈B2(p,L) Ph denotes
the sup over h ∈ B2(p, L) and distributions (Wi, ui) which satisfy Condition LB with ν fixed, and the finite
positive constants c, c′ do not depend on n.
Proof of Theorem G.4. We first prove the result for the scalar (d = 1) case, then describe the modifications
required in the multivariate case.
Let {φj,k, ψj,k}j,k be a CDV wavelet basis of regularity γ > p for L2([0, 1]), as described in Appendix E. As in
the proof of Theorem G.3, we choose a set M ⊂ {r, . . . , 2j − r − 1} of interior wavelets with cardinality m :=
#(M)  2j such that support(ψj,m) ∩ support(ψj,m′) = ∅ for all m,m′ ∈ M with m 6= m′. Let θ = {θm}m∈M









and let h0 = 0. By the equivalence ‖ · ‖bp2,2  ‖ · ‖Bp2,2 , we have:












Therefore, we may choose c0 sufficiently small that hθ ∈ B2(p, L) for all θ ∈ {−1, 1}m.
Let ψ(|α|) denote the |α|th derivative of ψ. By disjoint support of the ψj,m(x) = 2j/2ψ(2jx−m), µ(x) ≥ µ > 0,
and a change of variables, we have:



























ψ(|α|)(u)2 du & c202
−2j(p−|α|) .
Therefore, there exists a constant c∗ > 0 such that
|f(hθ)− f(h0)| > 2c∗2−2j(p−|α|) (64)
holds for all for each θ ∈ {−1, 1}m whenever j is sufficiently large.
Let P0 (respectively Pθ) denote the joint distribution of {(Wi, Yi)}ni=1 with Yi = Th0(Wi) + ui (respectively
Yi = Thθ(Wi) + ui) for the Gaussian NPIR model (45) where, under Condition LB, we may assume that Xi
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ψj,k(x)fXW (x,w) dx = λjψj,k(w)
for each 0 ≤ k ≤ 2j − 1 and each j ≥ r0 (r0 is fixed) and that |λj |  ν(2j) by Condition LB(iii). Let P ∗ denote
the mixture distribution obtained by assigning weight 2−m to Pθ for each of the 2
m realizations of θ. Lemma
G.8 yields




In the mildly ill-posed case (ν(2j) = 2jς) we have
‖P ∗ − P0‖2TV . n22−j(4(p+ς)+1)
because m  2j . Choose 2j  cn2/(4(p+ς)+1) with c sufficiently small so ‖P ∗−P0‖TV ≤ 1− ε for some 1 > ε > 0
and all n large enough, whence:
aff(P ∗, P0) = 1− ‖P ∗ − P0‖TV ≥ ε (66)
for all n sufficiently large. It now follows by Lemma G.7 and equations (64) and (66) that for all n sufficiently





|ĝn − f(h)| > c∗2−2j(p−|α|)
)
≥ ε/2 (67)
where 2−2j(p−|α|)  n−4(p−|α|)/(4(p+ς)+1). This is slower than n−1/2 whenever p ≤ ς + 2|α|+ 1/4.
In the severely ill-posed case (ν(2j) = exp(− 122
ςj)) we choose 2j = (c log n)1/ς for some c ∈ (0, 1). This yields
‖P ∗ − P0‖TV = o(1) by (65) and hence there exists ε > 0 such that aff(P ∗, P0) ≥ ε for all n sufficiently large.
Then by Lemma G.7 and equation (64), for all n sufficiently large, any estimator f̃n of f(h) obeys the same
bound (67) with 2−2j(p−|α|)  (log n)−2(p−|α|)/ς .
In the multivariate case (d > 1) we let ψ̃j,k,G(x) denote an orthonormal tensor-product wavelet for L
2([0, 1]d)
at resolution level j, as described in Appendix E. We may choose a subset M of {0, . . . , 2j − 1}d with m :=
#(M)  2dj for which each m ∈M indexes a tensor-product of interior wavelets of the form 2j/2ψ(2jxl −mi),
which we denote by ψ̃j,m(x), such that ψ̃j,m and ψ̃j,m′ have disjoint support for each m,m
′ ∈M with m 6= m′.









with c0 sufficiently small such that hθ ∈ B2(p, L) for each θ. Let h0(x) = 0 for all x ∈ [0, 1]d. By disjoint support
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of the ψ̃j,m and a change of variables, we have:


















Letting P0, Pθ, and P
∗ be defined analogously to in the univariate case, we let Xi and Wi have uniform marginals









with |λj |  ν(2j). Lemma G.8 again yields




The result follows by choosing 2j  cn2/(4(p+ς)+d) with sufficiently small c in the mildly ill-posed case and
2j = (c log n)1/ς for some c ∈ (0, 1) in the severely ill-posed case.
Lemma G.8. Let the Condition LB hold with B2(p, L) in place of B∞(p, L) for the NPIR model (45), let P
∗
and P0 be as described in the proof of Theorem G.4, and let 2
−jpν(2j) = o(1). Then:




Proof of Lemma G.8. We prove the result for the multivariate case. For each θ ∈ {−1, 1}m, the density of






















































































































and the second line is again by disjoint support of the ψ̃j,m (which implies ∆i,j,m is nonzero for at most one m
for each i).
Let E0 be expectation under the measure P0 and observe that E0[Ai,j(θ)] = 0 for each θ ∈ {−1, 1}m. For each

















































where the final line is again by disjoint support of the ψ̃j,m. Using |ψ̃j,k| . 2dj/2, E0[ψ̃j,k(Xi)2] = 1, and m  2dj ,





































i,j,m] + r2(θ, θ
′)













































where C is a finite positive constant and we again used the fact that ∆i,j,m is nonzero for at most one m for
each i.
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Lemma 22 of Pollard (2000) provides the bound:






where for any vector c = (c1, . . . , cn)
′ ∈ Rn the function Υ(c) is defined as
Υ(c) = −1 +
n∏
i=1








ci1ci2 + higher-order terms
where the higher-order terms are sums over triples, quadruples, etc, with all distinct indices, up to c1c2 . . . cn.
Therefore:









































i2,j,m′ ] + r2(θ, θ
′)
)}







m′ = 0 for all m,m
′ ∈M and
∑
θ,θ′ 1 = 2






























































0 if m 6= m′
22m if m = m′.



































The higher-order terms in (71) will be of asymptotically smaller order because 2−jpλj  2−jpν(2j) = o(1) .
Substituting (72) and (73) into (71) yields:
‖P ∗ − P0‖2TV .
n22−4jpλ4j
m





G.8 Proofs for Appendix E
Proof of Lemma E.1. Part (a) is equation (3.4) on p. 141 of DeVore and Lorentz (1993). For part (b), let






















for some finite positive constant c1, where the first inequality is by Assumption 1(i), the second is by Theorem
4.2 (p. 145) of DeVore and Lorentz (1993) with p = 2, and the third is by uniform boundedness of the mesh













This establishes the upper bound on λmin(Gψ)
−1. The proof of the lower bound for λmax(Gψ)
−1 follows anal-
ogously by Theorem 4.2 (p. 145) of DeVore and Lorentz (1993) with p = 2. Part (c) then follows directly from
part (b).
Proof of Lemma E.2. The `1 norm of the tensor product of vectors equals the product of the `1 norms of
the factors, whence part (a) follows from Lemma E.1. As ψJ(x) is formed as the tensor-product of univariate B-
splines, each element of ψJ(x) is of the form
∏d
l=1 ψJil(xl) where ψJil(xl) denotes the ilth element of the vector of
univariate B-splines. Let v ∈ RJ . We may index the elements of v by the multi-indices i1, . . . , id ∈ {1, . . . ,m+r}d.














































 dx2 · · · dxd .



















where the second inequality is by uniform boundedness of the mesh ratio. The rest of the proof follows by
identical arguments to Lemma E.1.
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Proof of Lemma E.3. Each of the interior ϕj,k and ψj,k have support [2
−j(−N+1+k), 2−j(N+k)], therefore
ϕj,k(x) 6= 0 (respectively ψj,k(x) 6= 0) for less than or equal to 2N interior ϕj,k (resp. ψj,k) and for any x ∈ [0, 1].
Further, there are only N left and right ϕj,k and ψj,k. Therefore, ϕj,k(x) 6= 0 (respectively ψj,k(x) 6= 0) for less
than or equal to 3N of the ϕj,k (resp. ψj,k) at resolution level j for each x ∈ [0, 1]. By construction of the basis,
each of ϕ, ϕlj,k, ψ
l
j,k for k = 0, . . . , N − 1 and ϕrj,−k, ψrj,−k for k = 1, . . . , N are continuous and therefore attain
a finite maximum on [0, 1]. Therefore, each of the ϕj,k and ψj,k are uniformly bounded by some multiple of 2
j/2
and so:
ξψ,J . 3N × ( 2L0/2︸ ︷︷ ︸
for the ϕL0,k
+ 2L0/2︸ ︷︷ ︸
for the ψL0,k
+ . . .+ 2L/2︸︷︷︸
for the ψL,k
) . 2L/2
The result then follows because J = 2L+1. For part (b), because fX is uniformly bounded away from 0 and ∞









and so all eigenvalues of Gψ are uniformly (in J) bounded away from 0 and ∞. Part (c) follows directly.
Proof of Lemma E.4. Lemma E.3 implies that each of the factor vectors in the tensor product at level j
has `1 norm of order O(2dj/2) uniformly for x = (x1, . . . , xd)
′ ∈ [0, 1]d and in j. There are at most 2d such
tensor products at each resolution level. Therefore, ξψ,J = O(2
dL/2) = O(
√
J) since J = O(2dL). Parts (b) and
(c) follow by the same arguments of the proof of Lemma E.3 since the tensor-product basis is orthonormal for
L2([0, 1]d).
G.9 Proofs for Appendix F
Proof of Lemma F.2. ‖A−1 − Ir‖`2 = ‖A−1(A− Ir)‖`2 ≤ ‖A−1‖`2‖A− Ir‖`2 .
Proof of Lemma F.4. The first assertion is immediate by Theorem 3.3 of Stewart (1977) and definition of
A−l and B
−
l . For the second part, Weyl’s inequality implies that smin(B) ≥
1
2smin(A) whenever ‖A − B‖`2 ≤
1
2smin(A).









Proof of Lemma F.6. The result follows from Li, Li, and Cui (2013) (see also Stewart (1977)).
Proof of Lemma F.7. We prove the results for Ŝo; convergence of Ĝoψ and Ĝ
o
b is proved in Lemma 2.1 of
Chen and Christensen (2015). Note that














































i ]‖`2 ≤ n−1ζ2b,K . Applying a
Bernstein inequality for random matrices (Tropp, 2012, Theorem 1.6) yields
P
(






(ζ2b,K ∨ ζ2ψ,J)/n+ 2ζb,Kζψ,J t/(3n)
}
.
The convergence rate ‖Ŝo − So‖`2 from this inequality under appropriate choice of t.
Proof of Lemma F.9. Let b̃K(x) = G
−1/2
b b
K(x) and denote b̃K(x)′ = (̃bK1(x), . . . , b̃KK(x)). As the sum-

















‖h0 − hJ‖2∞ ∧
ζ2b,K
n
‖h0 − hJ‖2L2(X) .
The result follows by Chebyshev’s inequality.



























−1/2 − (So)−l } . (74)















Lemma F.7 provides that
‖Ĝob − IK‖`2 = Op(ζb,K
√
(logK)/n) (76)
‖Ŝo − So‖`2 = Op((ζb,K ∨ ζψ,J)
√
(logK)/n) . (77)
Let An denote the event upon which ‖Ĝob−IK‖`2 ≤ 12 and note that P(A
c
n) = o(1) because ‖Ĝob−IK‖`2 = op(1).
Then by Lemmas F.2 and F.3 we have









on An. It follows by expression (76) and the fact that P(Acn) = o(1) that
‖(Ĝob)−1/2 − I‖`2 = Op(ζb,K
√
(logK)/n) (78)





l ‖`2 , it follows by equations (77) and (78) and the fact that ‖So‖`2 ≤ 1 that:
‖(Ĝob)−1/2Ŝo − So‖`2 ≤ ‖(Ĝob)−1/2 − IK‖`2‖Ŝo‖`2 + ‖Ŝo − So‖`2
= Op((ζb,K ∨ ζψ,J)
√
(logK)/n) . (79)
Let An,1 ⊆ An denote the event on which ‖(Ĝob)−1/2Ŝo−So‖`2 ≤ 12sJK and note that P(A
c
n,1) = o(1) by virtue
of the condition s−1JK(ζb,K ∨ ζψ,J)
√
(logK)/n = o(1). Lemma F.4 provides that
‖((Ĝob)−1/2Ŝo)−l − (S





−1/2Ŝo − So‖`2 (80)
on An,1, and so
‖((Ĝob)−1/2Ŝo)−l − (S






















which, together with the condition J ≤ K = O(J), proves part (a). Part (b) follows similarly.


















= ‖So[Ŝo′(Ĝob)−Ŝo]−Ŝo′(Ĝob)− − So[So′So]−1So′‖`2
≤ ‖So[Ŝo′(Ĝob)−Ŝo]−Ŝo′(Ĝob)−1/2((Ĝob)−1/2 − IK)‖`2
+‖(So − (Ĝob)−1/2Ŝo)[Ŝo′(Ĝob)−Ŝo]−Ŝo′(Ĝob)−1/2‖`2
+‖(Ĝob)−1/2Ŝo[Ŝo′(Ĝob)−Ŝo]−Ŝo′(Ĝob)−1/2 − So[So′So]−1So′‖`2 . (82)
Note that ‖((Ĝob)−1/2Ŝo)
−
l ‖`2 ≤ 2s
−1
JK on An,1 by Lemma F.5, so
‖((Ĝob)−1/2Ŝo)−l ‖`2 = Op(s
−1
JK) . (83)














≤ Op(s−1JK(ζb,K ∨ ζψ,J)
√
(logK)/n)
+‖(Ĝob)−1/2Ŝo[Ŝo′(Ĝob)−Ŝo]−Ŝo′(Ĝob)−1/2 − So[So′So]−1So′‖`2 . (84)
The remaining term on the right-hand side of (84) is the `2 norm of the difference between the orthogonal
projection matrices associated with So and (Ĝob)
−1/2Ŝo. Applying Lemma F.6, we obtain:





on An,1. Result (c) then follows by (79) and (84).
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