In this document we describe our experimental results for the application of bounded model checking with optimization and explanation learning to linear hybrid systems. Furthermore, we describe termination conditions and their optimizations.
There is a delay of 2 seconds from the time the monitor signals a status change to the time that the change becomes effective. The water level changes as a piecewise-linear function over time. When the pump is off, the water level, denoted by the variable y, falls by 2 inches per second; when the pump is on, the water level rises by 1 inch per second. Suppose that initially the water level is 1 inch and the pump is turned on.
The monitor signals whenever the water level passes 5 and 10 inches, resp. The system has 4 locations: in locations l 0 and l 1 , the pump is turned on; in locations l 2 and l 3 , the pump is off. The clock x is used to specify the delays. We show that the water level is always between 1 and 12 inches. 
Bakery protocol
The Bakery protocol is a protocol assuring mutual exclusion between two or more processes. We analyze the protocol for two processes.
As you can see on the specification below, this example can be represented as a discrete system, i.e., time does not play a role. The protocol works as follows: If a process will get into the critical section, it takes a number that is greater than the number of the other process and moves from sleep i into wait i . If the other process does not try to get into the critical section, i.e., if the number of the other process is 0, the process may move on into crit i . Otherwise the process that took a number first may move into the critical section. The other process will wait until the critical section gets free and moves on afterwards. Exiting the critical section signs that the critical section got free by setting the number of the exiting process to 0.
is an invariant property.
Fischer's mutual exclusion protocol
Fischer's mutual exclusion protocol assures mutual exclusion between processes. We apply the protocol for two processes. The corresponding hybrid systems are specified as follows:
k=0 G G If one of the processes i will get into its critical section, it waits until k gets 0 indicating that the other process is not in the critical section or in a location wait i . Then it moves from location idle i into test i and may wait there some upper bounded time intervall. Afterwards the process moves on into location wait i , sets k to its identity i, and waits there some lower bounded time intervall. The parameters A and B with 8B > 11A are chosen such a way that each process which is not in its idle i location must enter wait i before one of the competing processes enters its critical section. Finally, the process i which was the last one setting k to its own identity may enter its critical section. The other process j returns into location idle j and tries the loop again.
We prove mutual exclusion by showing invariance of the property
We deal also with Fischer's protocol for three processes. The third process is similar to the second one, where the index 2 is replaced everywhere by 3, and k#2 with # ∈ {=, =, :=} is replaced by k#3. In the case of three processes all flows increment the values of all clocks x i , i = 1, 2, 3 according toẋ i = 1 and we assume 0 < A < B. The invariant property is
Railroad crossing
This system has three components: a train, a gate, and a controller. If the train gets near to the gate, the controller signals the gate to start to lower with some maximal delay α < 49/5. After the train has passed, the gate begins to raise, again with a maximal delay α.
We show that the gate is always fully closed when the train is within 10 meters to the gate.
Train:
x ≤ 100
Controller:
We also apply our method to an extended version of this example with two trains, see the HyTech homepage for the specification.
Nuclear reactor
The temperatur x within a nuclear reactor is controlled by a controller and two rods. If no rods are in the reactor, the temperatur increases by 5 degrees per second. Whenever the temperature reaches U degrees, one of the rods gets put into the reactor to decrease the temperature. The rod gets taken out when the temperature reaches L degrees. After a rod has been taken out, it is blocked for T seconds.
We show that whenever the temperature reaches U degrees, oneof the rods can be put in.
Audio-control protocol
This example first appeared in [2] . The hybrid automaton model is described in [4] . See also the HyTech homepage. 
Experimental results
We carried out tests for evaluating the BMC approach for linear hybrid systems with the different encodings and techniques described in the paper. All experiments were performed on a SUN Blade 1000 with 8 Gbytes of main memory and two 900 Mhz UltraSparc III+ processors; each one with an 8 Mbyte cache. We used ICS (version 2.0b) [3] for checking satisfiability of the formulas in the BMC approach.
As in the paper, we report on experimental results for the following three different encodings of finite runs: (A) the naive encoding; (B) the optimized encoding; (C) the optimized encoding as in (B) with additional learning of explanations. Figures 1 and 2 show the running times for the encodings (A), (B), and (C) for our examples with k ranging from 0 to 200. Table 1 lists for each example the maximal iteration depth with each satisfiability check requiring less than 200 secs. CPU time. 
Running times

Number of explanations
The tables 2-10 list for the different examples the numbers of explanations generated in each of the iterations 0 to 15 with the encodings (A), (B), and (C). Additionally, for (C) we list the mean size of the explanations (i.e., the number of (in)equations an explanation consists of), the number and mean size of the explanations after minimization and after removing subsumed explanations, and the CPU time (secs.) that was needed by ICS for the satisfiability checks for the minimization. The sign '−' means that the value could not be computed because one of the previous iterations exceeded our time limit of 200 secs. of CPU time. Table 10 . Number of explanations that are generated during the satisfiability checks for the audiocontrol protocol.
Termination conditions
Formalization
The BMC approach can be extended not only to search for counter-example but also to verify state properties [5, 3] . The methods proposed in [5] can only be applied to verify finite state systems. An extension of these methods to infinite state systems was presented in [3] . The verification is based on the k-induction scheme, for some k ≥ 0 by trying to show that a state property is invariant in the first k states of any execution. If no counterexamples of length k are detected but the k-induction fails, we increase k and repeat trying to show invariance of the state property. An outline of the verification algorithm is as follows:
4. Return counterexample if ψ k is satisfiable. 5. Until the formula χ k is unsatisfiable, where the formula χ k is defined by
This algorithm is essentially the BMC algorithm extended by a termination condition, which corresponds to the induction's step case. Note that we increase k by 2 in each iteration, since we assume that flows and jumps alternate in runs. Furthermore, we are interested only in runs with a single bad state; since we allow flows of duration 0, such a bad state can be reached in one of the last two steps. Also note that if the formula χ k is unsatisfiable we know that the property safe(s) is invariant. We can use the lazy theorem proving algorithm or its variants to check unsatisfiability of χ k .
Several other refinements have been proposed in [5] and [3] for strengthening the termination condition. For instance, we can use χ k ∧ 0≤i<j≤k and j even s i = s j ∧ 0≤i<j≤k and j odd (t j = 0 ∨ s i = s j ) instead of χ k in line 5 of the algorithm, since we do not need to consider runs containing loops; note that we do not compare states prior and after flows with duration 0. Similarly, we can require that none of the states after the first jump satisfy the initial condition, since in such cases there is a shorter computation leading to the same bad state. Moreover, we can use τ -transitions as introduced in the paper, such that k can be increased by an arbitrary even value larger than 2 in each iteration of the algorithm.
Experimental results for the termination conditions
Our optimizations also improve the running times for checking the termination condition and decrement of the number of explanations. The experimental results are summarized in Table 11 . The number k is the number of iterations until the algorithm terminates. A '−' means that the BMC method does not termination within our limit of 200 secs. per satisfiability check. The running times that are shown in the table are the sums of the running times of all satisfiability checks until termination. Similarly, the number of explanations is the sum of all generated explanations during all satisfiability checks until termination.
For most of the examples the naive method does not terminate. The reason is that the naive method allows successive flows such that there are arbitrary long computations satisfying the termination condition. Successive flows are excluded in the optimized versions. For many of our examples, the termination condition leads to termination of the BMC algorithm and thus to the verification of the state properties after a small number of iterations.
