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Looking at a huge number of amputees experiencing neuropathic phantom pain limb, this
thesis presents the VITA 2.0 platform, targeting phantom pain relief by implementing the
classical mirror therapy in virtual reality (VR).
Broadly speaking the work surveys myography data collection, interpretation towards arm
intention detection and visualisation of sEMG data in a virtual world. It also presents
a way of low-cost, occlusion invariant arm constellation tracking to control the pose of a
virtual arm.
Apart from developing a new and versatile platform, a set of user focused experiments was
conducted demonstrating the influence of the arm constellation for a successful intention
detection. Whilst targeting healthy participants at this stage, future endeavours are set
to include experiments with trans-radial amputees.




Mit dem Blick auf die große Zahl Amputierter die mit denen als Phantomschmerz bekan-
nten Komplikation zu ka¨mpfen haben, pra¨sentiert diese Arbeit das VITA 2.0 System,
das die meist genutzte Therapieform, die Spiegeltherapie, in das Medium der virtuellen
Realita¨t portiert.
Die Arbeit bescha¨ftigt sich dabei im Detail mit der Datenaufzeichnung und Analyse hin-
sichtlich der Arm Intention sowie der Visualisierung selbiger in einer virtuellen Welt. Des
Weiteren wird eine kostengu¨nstige und verdeckungsunabha¨ngige Mo¨glichkeit aufgezeigt,
mit der sich die Armkonstellationen messen und in der virtuellen Realita¨t u¨bertragen
la¨sst.
Abgesehen von der Erstellung dieser neu- und vielseitigen Plattform, wurden nutzerbezo-
gene Experimente durchgefu¨hrt, die den Einfluss der Arm-Konstellation auf die erfolgre-
iche Intentionserkennung aufzeigen.
Wa¨hrend im Fall der Arbeit ausschließlich gesunde Probanden untersucht wurden, so
sehen zuku¨nftige Pla¨ne Nutzertests mit trans-radial Amputierten vor.
Schlu¨sselwo¨rter: Oberfla¨chen Elektromyografie, Maschinelles Lernen , Intentionserken-
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Outline of the Thesis
Part 0 : Introduction & Theory
In the first part of this thesis, I would like to focus on the main objectives of this project.
An outline of most of the prerequisite knowledge required will also feature in this part.
The structure is as follows:
Chapter 1: Introduction
This chapter will give a brief introduction to the subject of this thesis.
Chapter 2: Background
This chapter revises the basics of Virtual reality and Electromyography.
Chapter 3: Literature Survey
This chapter will turn the reader’s gaze towards similar work.
Figure 1: The three main steps of this work: platform setup, experiment design , data
acquisition and analysis
From here onwards, the work can be split in three main parts, depicted in figure 1:
Part 1: Platform design
In this section, material and methods will be presented to create a new VR test-platform.
Chapter 4: Material and Methods will cover most of this step.
Part 2: Experiment design
This part is all about creating an experiment in VR. Most, but not all will be covered in
Chapter 4, with some more additional facts mentioned in Chapter 5: Results .
Part 3: Data acquisition and analysis
The last Part of the thesis will be about acquiring data, which will be presented in
Chapter 4, Chapter 5 and the final analysis in Chapter 6: Discussion, being
finalised with Chapter 7: Conclusion.
XII

“Medical science has made such tremen-




With an estimated 1.6 million people living with an amputation in the US alone [1] and
many of them su ering of the neuropathic phantom pain limb (PLP) at least once in their
live time [2], quick and successfull therapy is one of the most valuable things needed.
So far the classic mirror therapy is the major approach that has already proved its ability
to alleviate the phantom pain to regain the former quality of life[3]. Given its relatively
simple setup it is very important to start early on with rehabilitation and pursue it contin-
uously. A possible way to simplify this task can be seen in research towards implementing
the classical mirror box in di erent media, making it available in an easy way.
This thesis -Arm Intent Detection with bio-signals in Virtual Reality- targets the specific
task of creating a mirror therapy platform in VR. Based on the Virtual-Therapy-Arm-
system (VITA) created by the adaptive biointerfaces group at the German Aerospace
Center, DLR (german: Deutsches Zentrum fu¨r Luft- und Raumfahrt e.V.), this work
surveys data collection, interpretation and visualisation of surface Electromyography data
in VR with virtual mirror therapy in mind.
Usage of VR as a media not only gives advantages concerning space requirements in the
real world, it also allows for great flexibility in experiment design and possible applications.
Likewise present in the suggested setup, rapid prototyping of experiments becomes a
valuable addition to the elsewise slow experiment design, making a VR setup significantly
more adaptable.
Since broadly available commercial hardware was used, the presented system is a ordable
1
Chapter 1 Introduction
enough to be used in rehabilitation centers, clinics or even at home.
Software-wise, the created Unity3D based platform incorporates the in-house developed
Interactive Myocontrol, enabling use of many input devices previously unavailable in VR.
As the software not only allows for data acquisition, but also o ers a variety of algorithms
to interpret this data, it takes care of the intent detection task.
Theoretically compatible with input devices as the tactile bracelet presented in [4] and
many other devices, the MYO armband by Thalmic Labs was the used device of choice.
Given a way of low-cost, occlusion invariant arm constellation tracking, experiment design
and conduction was the last step of the thesis.
Looking upon four actions, ”rest”, ”power”, ”point” and ”tridigital”, 8 participants had
to probe eight spatial separated positions in a virtual world.
Reimplementing the VITA system’s features and adding to them largely, the here pre-
sented system not only includes the full feature-set of Interactive Myocontrol in a virtual
world for the first time, but also manages to build a low-cost markerless arm tracking
setup, creating a new iteration of the system. Therefore the here presented work can be
referred to as VITA 2.0, a modular, future-proof, low-cost VR-platform.
1.1 Goals and challenges of VITA 2.0
With the given project in mind, a definition of goals for this body of work has been
established. The summary thereof is based on the requirements of the job posting for this
master’s thesis as well as several additions by myself and reads as follows:
• Literature survey
• Getting familiar with the existing hardware and software (Unity, HTV Vive setup,
bio-signals input devices).
• Importing the drivers for the di erent input devices available to DLR to the VITA
Unity3D software.
• Expand the current VITA system, so that the software includes a full arm up to the
shoulder.
• Control and test the arm in VR.
• Design of experiment including online analysis on intact subjects.
As with every project, some of the goals were harder to reach than others. The biggest
challenges by far regarding those goals were of two kinds:
Justin Iszatt
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• Importation of the drivers for the di erent input devices into the VITA system.
The inclusion of the drivers in Unity3D turned out to be impossible due to software
compatibility problems. Because of time constraints an actually far superior a more
modular, network based system was implemented.
• Completion and control of a complete arm up to the shoulder.
Whilst the completion and control of a virtual arm as presented in chapter 4.3
was rather easy, it actually proved far more di cult achieving the arms pose by
controlling it via real world input. As illustrated in the result-section, chapter 5,
and furthermore thoroughly reviewed in the discussion (chapter 6), the creation of
a custom tracking system failed, whilst the presented fallback solution was a great
success.
1.2 A brief look at the following chapters
With an overview of the reports structure already hinted in previously presented goals, I
decided to create the recurring figure below illustrating ”the three parts” to help struc-
turing the work.
Figure 2: The three parts of this thesis: platform setup, experiment design and Data
acquisition and analysis.
Without taking the follow-up chapters on basics (refer to chapter 2) or the none the less
important literature survey (see chapter 3), the work is split in three major parts:
Part 1: Platform setup
This part describes the procedure of creating the VITA 2.0 test-platform. Consisting of
a description of used hard- and software followed by a closer look at changes made to
Interactive Myocontroll, a VR arm setup and finally the creation of a custom tracker
included in the also created tracking testbed.
Justin Iszatt
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Part 2: Experiment design
Part two on the other hand depicts creation of the presented experiments.
Part 3: Data acquisition and analysis
Part 3, tightly connected to part 2, handles data acquisition, final analysis and a review
of the results. Apart from a brief look at the VITA 2.0 platform (see chapter 4.6), the
thesis follows the standard structure of scientific texts, presenting results followed by a
discussion, with a conclusion given at the end.
Justin Iszatt
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This chapter presents general background knowledge useful to fully understand the later
sections of this thesis. Amputation and the resulting phantom limb pain, a possible
therapy for the latter, the mirror therapy, as well as electromyography are discussed here.
With the chapter ending with a brief look at VR technologies of past and present.
2.1 Amputation
Figure 3: Trans-radial amputation and its ef-
fect on rotation ability of the lower
arm and wrist.1
Defined as ”the action of surgically cutting
o  a limb.” in the English Oxford Living
Dictionaries [6], amputation is a medical
intervention performed on over 1.6 mio in-
dividuals alone in the USA [state 2005 [1]],
with approximately 185,000 amputations
occurring every year [7] with a rising trend.
The procedure is the measure of last re-
sort in cases of irreparable bone fracturing,
complications of the vascular system or traumata often resulting in necrosis, as it is mostly
decreasing quality of life drastically. To minimise the impact of such a surgery, prosthetic
limbs are used to restore some of the lost functionalities. Three types of prothesis exist:
passive prosthetics worn for cosmetic reasons, body-powered prosthetics actuated by chest
or shoulder movement and lastly smart, robotic-prothesis [8].
1based on [5], http://fadavispt.mhmedical.com/data/books/1901/royrehab4_ch15_uf022.png
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There exist another problem concerning the amputation that not only impacts the ability
to wear prothesis but also a ects everyday live: phantom limb pain (PLP). First described
by Ambroise Pare, in 1552, the term “phantom limb pain” was coined in 1872 by Silas
Weir Mitchell [9] and is classified as neuropathic pain sensed in the amputated limb. 42.2
to 78.8% of all amputees [2] experience some sort of PLP (other sources even stating that
90 to 98% ”experience a vivid phantom” [3]) which manifests itself as a sensation ranging
from sense of amputated limb presence, warmth, cold and itching over to throbbing,
burning, cramping and even to the feeling of being stabbed [3][2].
PLP almost always begins immediately after amputation, but in some cases can be delayed
by days or weeks[10].
2.1.1 Mirror therapy
Today, PLP is treated with a multi-modal approach, combining pharmacotherapy, elec-
trical nerve stimulation and biofeedback as mirror therapy[9], the focus of this work. The
mirror therapy is based on creating a reflective illusion of an a ected limb to trick the
participants brain into thinking that the amputated limb is regained with full function-
ality. Likely based on the visual feedback component of the therapies, decreased PLP
intensity and duration has been observed [11] [12].
2.2 Surface electromyography - sEMG
Since this work bases on none-invasive surface electromyography, there is need to present
the underlying principle and some advantages and disadvantages of the technology. Elec-
tromyography (EMG) is a technique that studies the electrical activity of skeletal muscles.
In case of the non-invasive surface electromyography (sEMG), this is achieved by placing
two or more electrodes on the skin above the targeted muscle, to measure the potential
di erence (voltage di erence). Measuring electrical or neurological activation of muscle
cells, this can tell a lot about medical abnormalities, or more interesting in case of this
work, the muscles activation level.
Advantages of the technology are:
• Easy data acquisition: Recording data is rather simple as passive electrodes are
placeable at any desired locations [13].
• Large amount of encoded information EMG data not only includes information on
pure muscle actuation but one can also acquire information about the applied force,
overall muscle fatigue or possible ailments [14] and even limb impedance [15].
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• Easy intention prediction: As EMG activity and motion are correlated, prediction is
relatively simple. On top of that, muscle activity actually precedes limb motion due
to the so-called Electro Mechanical Delay explained by musculoskeletal dynamics
[15], making intention recognition even easier.
Disadvanteges on the other hand are:
• Crosstalk: One of the biggest problems with sEMG is cross talking of adjacent
muscles. Having 27 DOFs in the hand alone[16], the region of interest is densely
packed including overlapping muscles groups, what makes reading the data of a
desired muscle accordingly di cult.
• User- and action-specificity: With surface electrodes being restricted to superficial
muscles, they tend to be influenced by the depth of the subcutaneous tissue, what
itself is user specific and can therefore vary. Apart from the users physical condition,
many other parameters a ect, as for example varying skin conductance, the muscle
activation recordings.
A further point limiting their utilisation is the deformation of the lower arm on
actuation, that distorts EMG readings due to minimal changes of the electrodes
position. While this can also be used for optical myography as presented in [17] and
[18], it remains a problem for the more classical electromyography.
2.3 Virtual reality
Virtual reality or VR in short is a technology creating immersive, interactive digital
scenarios with use of real time computer rendering and physics simulation. In theory not
only limited to head mounted displays (HMD), most of the current systems make use of
a display placed directly in front of the users face.
A brief look at the history of this technology
While the term was coined by Author Damien Broderick [19] in the early 1980s, an even
longer history precedes VR, making it much older than commonly considered. Concepts
date back to as early as the 1930s [20], followed by first implementations back in the
1960s. Ivann Sutherland created ”A head-mounted three dimensional display” [21] based
on military technology, even including a motion control implementation. For a long time
systems like the aforementioned one were used in military or industrial applications only,
as their development, control and maintenance was costly.
Everything changed in the 1990s with VR coming to the then popular arcades and later
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even entering the consumer market with Nintendos mediocre home VR system, the Vir-
tual Boy [22]. Being rather expensive, neglecting head-tracking entirely and only using
a red monochrome display, the device was no success and led to a rapid decline of the
technology.
Starting with the Oculus Rift-Kickstarter campaign in 20122 a new age of VR began,
supporting a much wider range of applications than ever before. The resulting surge of
interest in the technology made companies all over the world enter the market, includ-
ing Google with their low-cost Google Cardboard[23], Sony, Microsoft, HTC and Valve
Corporation.
Principle of the state of the art technology
As already mentioned, most systems used today are based on head mounted displays,
which seemingly consist of not much more than an OLED-screen hanging in front of the
users eyes. In fact, the human eye is uncapalbe of focusing on such a close point [24],
hence lenses are used to create a projected virtual image that can be focused.
In more expensive googles, so-called fresnel lenses -lenses made of several concentric
grooves etched into a substrate such as plastic- are used [25]. While capable of focus-
ing light similar to a conventional lens, a fresnel lens can be significantly lighter and more
cost-e ective, lowering production cost and overall weight of HMDs.
Another feature all modern systems have in common is stereoscopy mentioned as early
as 1838 [26]. Side by side stereo visualisation is the process of creating one image per
eye, varying the two camera locations slightly (usually about as far apart as human eyes
actually are). The human brain combines both perceived images and hence creates a
(fake) conception of depth.
Software-wise multi-camera rendering is a demanding task, requiring large amount of
resources. One approach to reduce the necessary processing time is the creation of a single
virtual camera centering the two eyes. This allows to do the full shading calculations only
once, followed by a much quicker recompilation for the two separate camera positions of
interest. This can speed up rendering-times significantly compared to rendering each eye
in a separate pass. Advanced vr rendering by A. Vlachos [27] presents even more advanced
rendering concepts that would for sure go beyond the scope of this thesis.
The equally important task of head-tracking is directly connected to stereo rendering.
While the position of the virtual camera -and therefore the rendering path- is traditionally
given by a human machine interface (such as a controller or a mouse), newer VR setups
deploy IMUs or other means of tracking to determine the actual viewing direction of a
2https://www.kickstarter.com/projects/1523379957/oculus-rift-step-into-the-game
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user in the real world, to later be used to mirror orientation changes in the virtual world
by moving the virtual camera accordingly.
Despite being great value, this immersive setups brings problems associated with classical
motion sickness [28] -or in this case more precisely simulator sickness [29]- which is a
condition were a discrepancy between visually perceived movement and the vestibular
systems sense of movement happens, often leading to severe nausea.
Trackers and rendering with higher data rates, that are still subject of research, already
minimise the problem of simulation sickness, it is still not yet fully solved. However a
promising approach for none stationary cases was introduced by Bozgeyikli et al. in ”Point
& Teleport” [30].
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Although many papers were already mentioned troughout the introduction and in chapter
2, I am going to present a handful very important and useful papers found during literature
research.
Firstly, ways to acquire needed data via myography are reviewed. Secondly, a look at
VR setups of di erent sorts is presented, followed by several papers regarding the subject
mirror therapy. Lastly, a report on desired motion tracking hardware ends the chapter.
EMG: Referring to 2.2 for a broader paper reference regarding amputation, phantom
limb pain and EMG, I would like to accentuate Artemiadis [15] review. Even though
released in 2012 and missing newer hardware, it still is a good starting point.
More recent papers are the Evaluating and Exploring the MYO ARMBAND by Rawat et
al.[31] and [32], presenting a case study based on the same hardware.
Even though slightly older, Castellini et al. [4] presents a low-cost setup based on force-
sensing resistors also used in the 2017 paper by Nissler et al. [33] and in this [34] interesting
article by Jaquier et al.. The latter even combined sensor modalities to improve activity
detection. As done in this work, ridge regression with random Fourier features is applied
for intention prediction.
Another very important paper concerning EMG is [35] by Jiang et al.. Investigating the
impact of di erent arm constellations on EMG-data the paper is one of few comparing
amputees and healthy participants. The outcome of EMG-data being less a ected by arm
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constellation changes for amputees than for healthy participants is even more interesting,
as this is valuable knowledge for a setup like the here presented.
Optical myography presented in [18] and [17] is another recent worth mentioning addition
to the field.
Virtual reality-setups: With standard papers regarding hard- and basic software im-
plementations presented in section 2.3 and chapter 4.1.1 referring to some more HTC Vive
specific topics, numerous non-medical applications exist.
Hilfert et al. [36] for example present an immersive system for engineering and con-
struction tasks running in VR. While not directly connected to this work, it successfully
presents a none-game related virtual reality environment. Diverging not only in the
reached goal, the system by Hilfert et al. is greatly relying on the LeapMotion as an in-
put device. The infrared-based-hand-tracking-system not just incorporates the standard
problems of optical tracking (self-/occlusion and noise [37]), but on top of that only works
for healthy participants. ”You cannot track something that is not there” applies, making
it unsuitable for use with amputees. The same applies for the anyways interesting work
[38] by Ling et al. or the more recent [39] by Zhang et al..
Less referred to than originally intended, was Visual design methods for virtual reality[40],
giving principle concepts for interaction-design in virtual worlds.
Mirror-therapy: With their release, Ramachandran et al. [3] published a paper with
a huge impact on the research community, defining a then new therapy, the mirror-
therapy. With all sorts of releases as Butcher’s Tongue Illusion [41], the 2016 release
[42] by IJsselsteijn et al. is the most interesting for this thesis. Building upon another
meaningful publication of 2015 [43], IJsselsteijn et al. compare the so-called rubber hand
illusion in mixed- and virtual-reality-setups to the real word. Findings suggest that the
intermodal perceptual illusion works in any of the presented cases, stating that mixed- or
virtual-reality setups are of particular interest as they are easily adaptable. That being
said, the same adaptability holds for the here presented system, with illusion e ectiveness
to be proved in future experiments.
Nielsen also presented a comparison of real world and VR mirror therapy with use of
optical motion tracking to determine the a ected limb position in [44]. Being a really
interesting work, the main outcome seems to be that the presented experiments were badly
designed. Cole et al. presented a less recent study in 2009 [12], where they investigate
e ectiveness of VR regarding PLP.
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Rodriguez et al. on the other hand presented a more classical implementation of the mirror
therapy in VR. In [45], the contra-lateral limb is tracked by a combination of LeapMotion
and motion sensors, to control a virtual phantom limb. Described as a low-cost VR-setup
based on the Oculus Rift DK2 it bears -apart from only mirroring the contra-lateral arm-
a close resemblance to the work presented here.
For more PLP related VR, [46] by Dunn et al. is a fabulous reference.
Hardware: [47] and the consecutive work by Li et al. [48] were great sources of inspiration
that already discussed similar setups, and how they were implemented. With use of two
MYO armbands, a 7 DOF robot arm was tele-manipulated (in real life and simulation).
While not directly connected to this thesis on first sight, controlling a virtual arm in
Unity3D is not much di erent from the classical tele-manipulation approach presented in
the above mentioned publications.
Apart from using the MYO armbands orientation output many system for arm tracking
exist, among others, mechanical ([49]), optical ([50]), acoustic, magnetic ( [51], [52])
or AHRS ([53]) based motion tracking approaches. The ones particularly standing out
were AHRS based systems with their rather low-cost-profile, small footprint and broad
availability.
In hindsight, [54] by Bertolotti et al. is a great source, as it gives an overview of wearable
IMU based tracking systems. Xi Chen’s doctoral dissertations [55] is another great source.
[56] and S.Madgwick’s[57], are two defining papers, describing algorithm for sensor-fusion
of low-cost AHRS systems.
In [58] Zhu et al. present a hybrid setup that combines AHRS and mechanical measure-
ment of elbow displacement via a flex sensor for arm tracking in VR applications.
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“Thought by itself however moves noth-
ing, but only thought directed to an end,
and dealing with action.”
Aristoteles 4
Material and Methods
In this chapter, the utilised hard- and software as well as the applied experiment design
are presented. Whilst the first part of this chapter mostly concentrates on creating an
immersive virtual world, the second part is all about experiment design.
With this structure in mind, I start out with a closer look at the o -the-shelf hardware,
followed by a description of how a combination of tools was used to build the final vr arm.
Lastly, I will look at how the design of the presented experiments came to be and what
ensured statistical comparability.
Looking at the three main parts of this work (see fig. 4), I am starting out with part 1,
the platform setup.
Figure 4: Representing the first big part of this thesis, the platform setup, chapter 4
depicts used materials and tools for its implementation.
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4.1 O -the-shelf hardware
A first step toward VITA 2.0 was the selection of the right hardware. While most of it
was already available, this chapter reviews and reasons the choice of the used setup.
Figure 5: The hardware used in this setup:
1: Vive Lighthouses ; 2: Vive controller ; 3: Vive Tracker; 4: HTC Vive Headset;
5: Dell Alienware 15 R3; 6: The created hardware combining one HTC Vive
Tracker, a MYO armband as well as the created custom tracker.
4.1.1 The HTC VIVE Virtual Reality System1
The used HTC VIVE Virtual Reality System, consists of the HTC Vive Headset with
the necessary link box, two two base stations -often referred to as ”lighthouses” and two
wireless controllers. Developed by HTC and Valve Corporation and being one of the first
low-cost VR consumer products entering the market on April 5th 2016, the system is
not only able to create captivating experiences due to the 2160x1200 (1080x1200 per eye)
resolution HMD, but also o ers the critically acclaimed Room Scale VR.
Based on optical tracking, further explained in [59], the 6D-pose of headset, controllers
and trackers can be estimated in reference to the lighthouse. With the system being
precalibrated, the position and orientation of all tracked devices can be determined in a
real world coordinate frame. While this enables natural interaction with the virtual space
in regards to spatial movement, the classical input and interaction is realised with use of
the input buttons of the HTC VIVE wireless controllers.
1https://www.vive.com/eu/, [14.02.2018]
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A relatively new addition to the HTC Vive ecosystem is the HTC Vive tracker. So far
only available for developers, the trackers are often sold-out and cost about 100 $ to 150
$ [60]. Much smaller than the actual wireless controllers, they similarly o er a stable way
for 6D tracking. Missing most input methods the original controllers o er -only including
the menu-button- , the systems holds the possibility to transfer data to/from a PC by
Pogo pin or USB interface [61]. With it being specifically designed for tracking real world
objects in combination with its small footprint, it was used as a ground truth for our
occlusion invariant arm-tracking-setup presented in chapter 4.4.
Even with shortcoming of image resolution compared to its new competitors and tracking
quality [50], the system with a price of 600 $ in its standard constellation is one of the
best consumer products on the market right now and was therefore the system of choice
for VITA 2.0.
With the announcement of HTC VIVE PRO in January 2018 [62] and the arrival of the
new Windows Mixed Reality Headsets end of 2017, a price drop of the used hardware
becomes more likely, making it even more a ordable for home users.
4.1.2 The Alienware laptop
With the HTC Vive setup and VR-rendering being a performance-hungry task, the com-
puter platform used was a powerful Dell Alienware 15 R3 2 laptop running Windows
10 Professional. It combines a 15,6” Full-HD IPS-Display, a quad core Intel Core i7-
7700HQ main processors, 16GB RAM and a GeForce GTX1060 graphics card, based on
the NVIDIA Pascal technology with 6GB GDDR5 memory.
By far the most expensive piece of hardware used in this thesis, with a price of around
2,500 $3, the computer easily runs all of the used software and still holds enough reserve
for future developments.
4.1.3 The MYO armband4
While the Interactive Myocontrol software (see section 4.2.3) can handle a variety of input
devices, the MYO Armband by Thalmic labs was the one exemplarily used in this thesis.
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able in a developer edition in July 20136. Combining not only eight sEMG sensors, on-
board data processing via a MK22FN1M0 Freescale Kinetis Cortex M4 120MHz pro main
processor and a NRF51822 Bluetooth-Low-Energy-module for communication, but also
an Invensense MPU-9150 9-dof motion sensor (3D gyroscope, 3D accelerometer and 3D
magnetometer). While preprocessed EMG data is being streamed at 200Hz as a unit-less
uint 8 (NOT encoded in volts or millivolts), the AHRS data gets send with a frequency
of 50Hz [63].
Figure 6: On the left: The MYO armband by Thalmic Labs and its bluetooth dongle.
On the right: Teardown of the device with 1:sEMG-sensor with operational
amplifier board attached to it; 2: detached operational amplifier board; 3: two
LiPo-batteries; 4: main board with a MK22FN1M0 main processor, a NRF51822
BLE-module and a Invensense MPU-9150 9-dof motion sensor; 5: plastic casing7
Due to its two LiPo-batteries (contained in the bigger compartments on either side of
the one with the status led in it) the device becomes one of the few a ordable systems
for Electomyography in the consumer market. As a consequence, it is broadly used in
research all over the world e.g. in [31], [64] and [32].
Other then the o cial SDK -including Unity3D-support- provided by Thalmic Labs, a
variety of libraries and wrappers exist, with a full list to be found at [65].
Not only the small form-factor and the number of features, but the big community it
build over time make the device also the first choice for the here presented work.
While MyoSharp8-a C# implementation for interacting with the device- was the only
community-developed library used, it handles communication between the MYO armband
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4.2 Software and Toolkits
Proceeding the introduction of the systems hardware-side, this section presents the soft-
ware components and plugins employed by the VITA 2.0 platform.
Starting with a description of Unity3D as the basic engine, followed by a look at Interactive
Myocontrol, the data acquisition- and intention-prediciton-software, with other software
and plugins presented at the end, the chapter will give details on implementation and
combination in between.
4.2.1 Unity3D
Unity3D, a game-engine developed by Unity Technologies9 was first released in June 2005
and is used in the stable version Unity3D 2017.2.
The cross-platform engine is utilised by more than 1.3 million developers [66] and supports
over 25 target platforms, including not only all major computer operating systems, but
also makes development for mobile platforms as iOS and Android possible. In all cases
Unity3D supports 2D and 3D graphics with according standards as sprite-importation,
bumb-, occlusion- and normal-mapping as well as a series of post-processing filters.
Next to easy importation and animation of 3D objects using the Collada .dae, or the
more broadly supported .blend -used by the renown Blender CAD software (see 4.2.2)-
file format, shader programming is also possible.
More important than any of its so far mentioned features is Unity3D’s huge library of
free and paid plugins with most of them easily accessible via the o cial Asset Store10.
With them either adding small features, 3D model-sets, whole new platforms for physic-
simulations11 or solutions for other tasks, plugins add specific features to Unity3D that
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Figure 7: Unity 3D in its standard layout. From the left to the right: The game view
with a live preview of the game running; The scene editor view, were game
objects can be placed, resized and rotated; The scene hierarchy, showing all
game objects and how they are (inter-)connected; The object inspector showing
the properties of a selected game object, including their attached scripts; The
debug console for displaying debug and error messages; Lastly the file browser
for managing assets.
Above all this, Unity3D’s mechanics can easily be expanded by user-designed programs,
so-called scripts, written either in the Unity Script language or in (and mostly) C#. For
cross-platform compatibility MonoDevelop, included since Unity3D 3.4, takes care of code
compilation and can also be used as code-editor. Working with Mono, the MonoDevelop
5.9.6 software included in the used Unity3D 2017.2 works with an equivalent of Microsoft
.Net 3.5 or as desired in this project with an experimental setup comparable to Microsoft
.Net4.6.
Apart from this, Unity3D o ers inclusion of C++ code via DLLs, making hardware specific
or performance critical development much easier.
4.2.2 Other tools
Next to the two big platforms; Interactive Myocontrol and Unity3D (refer 4.2.3 & 4.2.1),
several smaller tools and toolsets were used. The most important ones were:
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The SteamVR Plugin12 for Unity3D is the most important
plugin used. It was developed and released by Valve Corpora-
tion, one of the two companies behind the HTC Vive (see 4.1.1).
The API provides tools for game creation on all major VR se-
tups available. It includes specialised and user-friendly tools for integration of tracked
devices, stereo rendering and room scale VR. SteamVR’s compositor also allows live
previewing software on computer and headset of choice at the same time, being a
valuable tool on supervising later presented experiments during runtime. On top of
the aforementioned features, a locomotion technique described as ”Point & Teleport”
[30] can easily be included as the most natural way of moving about in a level.
Further reading and the great ”HTC Vive Tutorial for Unity” by Eric Van de Kerck-
hove can be found at [67].
The Procore Bundle originally developed by procore3d13
is a formerly paid set of plugins for the already presented
Unity3D environment. It o ers a variety of tools to create,
texture-map and refine 3D objects and environments directly
in the Unity3D editor. In case of this work, it was broadly used to create the im-
mersive world in which the later experiments took place. As of mid February 2018
14, proBuilder is part of the Unity3D software and can freely be downloaded, being
included from Unity3D 2018.1 beta onwards.
Blender15 is a free and open-source 3D computer aided design software
developed by the Blender Foundation. The software used in version 2.78
o ers a gigantic spectrum of tools that include features as 3D modelling,
simulations, rendering, texturing and many more tools as for example its own game
engine.
In the case of this work, the predescribed features of Blender were used for composing
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With Blender, a powerful tool for creating and altering 3D models at
hand, a second software, namely MakeHuman16 was used to speed up
the content creation process tremendously
The used software in version 1.1.1 is an open-source tool for 3D human avatar creation.
4.2.3 Interactive Myocontrol
Figure 8: The in-house developed Interactive Myocontrol software acquiring data from a
MYO armband.
Interactive Myocontrol, is an in-house software developed by the Bionics Group at DLR
Oberpfa enhofen. Over the years it has constantly been reworked, updated and extended.
By now it can be seen as the platform for most experiments taking place at the research
group.
Based on C# and the Microsoft .NET Framework in version 4.0, the software only runs
on the later releases of the Microsoft operating system as Windows 7 or 10. Given the
programs Windows Presentation Foundation based graphical interface, several devices
for myography data acquisition as for example OttoBockMyoBock13E200 sEMG elec-
trodes(www.ottobock. com) or the here utilized MYO armband can be used.
Besides collecting and presenting data in various ways, the software also o ers di erent
machine learning algorithms for interpretation of data, including teaching and prediction
of defined actions via Ridge Regression with Random Fourier Features, closer described
in [68], [4] or [69].
16http://www.makehuman.org
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The output of the machine learning part is a 9 value holding string in the following format:
[ x.xxx, x.xxx, x.xxx, x.xxx, x.xxx, x.xxx, x.xxx, x.xxx, x.xxx ]
Normalised data [-1, 1 ] is encoded as thumb rotation in the first index, thumb flexion in
the second, index finger flexion in the third, middle finger flexion in index 4, ring finger
flexion in index 5, little finger flexion encoded in 6, followed by wrist flexion and wrist
adduction (movement of bending the wrist to the thumb, or little finger) in the value
index in 7 and 8. The last index encodes the wrist supination and pronation (rotation of
wrist and lower arm).
While, other than intended initially, porting (parts of) Interactive Myocontrol to Unity3D,
the task turned out to be impossible.
Reason for this can be seen in Unity3D’s platform independent way to compile code, the
open source Mono. As aforementioned, Mono is only a reimplementation of the Microsoft
.NET-platform, that cannot guarantee full code compatibility. As it turned out, serial
communication, one of the most important interface for communicating with hardware,
is one of the few classes that do not work as intended, rendering most of the hardware
drivers incompatible to Unity3D.
Instead, the existing program was expanded by a UDP server, able to broadcast data
to any network subscriber available, even a local data sink (as for example the Unity3D
based VITA 2.0 running on the same PC). To make things easier, three booleans, encoding
Interactive Myocontrol status (recording, training or predicting phase), were added to
the 9x1 machine learning string, before broadcast. With this changes done to Interactive
Myocontrol, the program was ultimately used to handle training and prediction of the
four action of interest.
4.3 A new arm for VR
Since all important tools regarding software have been mentioned -including the basic
toolset for arm-intention detection- the process of creating a new virtual arm up to the
shoulder can be presented in the following text.
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Figure 9: The full transition from MakeHuman over Blender to Unity3D.
From left to right: 1: Creating a rigged human avatar in the MakeHuman
software. 2: Deleting all but the arm of the avatar in Blender. 3: Resulting
model in blender. 4: Ready to use textured arm in Unity3D.
In the first step of the process, MakeHuman (see 4.2.2) was used to create a humanoid
avatar of desired appearance and physiognomy. Additionally the software was used to rig
the avatar automatically. Usually rigging -the process of creating a virtual skeleton for a
3D model- can be quite time-consuming, but is fundamental for animating and deforming
the object later in-game.
As only the arm of the created avatar was needed, the character data was exported to
Blender were unnecessary vertex groups could be pruned and likewise retouching of the
rig and its deformable regions was possible.
With importing the now rigged and finalised model into Unity3D, the animation process
of the arm started. Mimicking the real world, I generated a simplified arm with nine
independent DOFs for hand (one for each finger, two for the thumb) and wrist (3DOFs)
as well as one DOF in the elbow, topped by three DOFs in the shoulder, summing up to
a total of 13 DOFs (compared to the real human hand alone having 27 DOFs [16]).
Fortunately animation being a strength of Unity3D, I was first able to create animation
clips for each of the 13 independent actuated joints. To be exact, the relaxed and flexed
position was recorded. Next Unity’s Blend Tree technology [70] was used to compose the
desired animated actions by mixing two or more animation clips, resulting in smooth and
natural move sets, with the outcome of the blend controllable via a script based external
input to the animation controller.
With a 9 DOF of freedom hand, a magnitude of possible hand poses can easily be created.
In case of this work the 9 value containing string generated by Interactive Myocontrol is
directly fed into the Unity3D-part of the VITA 2.0 setup to pilot the blending of the arm,
creating a lifelike hand movement.
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Figure 10: Animation of the virtual hand.
On the left: The four actions of interest in VR and reality.
On the right: Unity Blend Tree for the hand and wrist movement in the Ani-
mation Controller of the arm, allowing far more poses then the ones presented
on the left.
4.4 Arm positional tracking
With the created VR setup, including a full arm up to the shoulder, the new focus of
the thesis became controlling this arm with user signals. Already able to predict di er-
ent hand- and wrist-poses using Interactive Myocontrol and setting them via animation
blending, a way had to be found to animate the other joints of the presented virtual arm,
namely the orientation of shoulder and elbow.
So far the VITA software was heavily relying on the 6D optical HTC Vive trackers pre-
sented in 4.1.1, what should change in VITA 2.0. While the trackers are already much
smaller and more versatile than the original wireless controllers, they are -until now- only
available for developers and are additionally hard to purchase.
On top of that, they are still heavy and expensive, taking into account the need for all
other components of the HTC Vive Virtual Reality System to actually acquire tracking
data. Further interference with natural or artificial light sources can have a significant
impact on tracking quality [71], with occlusion being another one.
Stumbling over the video [47] supposedly created by members of Robust Autonomy and
Decisions-department of the University of Edinburgh (Nardelli et al.), the article by Li
et al. [48] was found, presenting a possible solution for arm tracking. In both cases, the
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easy accessible orientation data of the MYO armbands was used to control a (simulated)
robot.
A proof of concept was running quickly using Thalmic Labs o cial Unity3D-plugin to
acquire the MYO armbands pre-proccesed orientation estimation based on its Invensense
MPU-9150 9-dof motion sensor. While not as sophisticated or precise as the expensive
Xsens MVN system [53], tracking was still impressive and hold up relatively well to the
HTC Vive’s tracking data (see sec. 5.1of the results). Nonetheless three problems came
to mind:
• Firstly, the MYO armband to acquire orientation data, at least two armbands are
needed -one on the upper and one on the lower arm- to get an estimation of the
wrist position.
• Secondly, using any other of the now available input devices for EMG-data acqui-
sition, future experiment setups become more bulky, since on top of setups
as presented [33] in or [34], the two MYO armbands would have to be attached to
the participants arm.
• Lastly, and most importantly there occurs -as with all AHRS based tracking systems-
the problem of error accumulation, better known as drift: an ever-increasing
di erence between estimation and actual location.
4.4.1 Creating a custom tracker
With the aforementioned problems in mind, design of a new custom tracker began.
Figure 11: Drawing of supi- and prona-
tion of the hand with muscle
and skeletal constellation17.
While many setups -as [58]- oversimplify the
human elbow as a one degree rotational joint,
in truth the elbow (articulatio cubiti) is com-
posed of three joints.
Articulatio humeroulnaris and articulatio
humeroradialis -enabling flexion and relax-
ation of the arm- as well as the articulatio
humeroradialis proximalis [72], responsible for supination and pronation of the hand.
In other words, articulatio humeroradialis proximalis and therefore the underarm-elbow-
complex takes part in wrist rotation, making measurement of the rotation close to the
elbow valuable (refer to the outlook in the conclusion for more details).
17based on [72]
Justin Iszatt
Arm-Intent-Detection with Bio-Signals in VR page 24
Chapter 4 Material and Methods
To measure rotation of the lower arm and to simplify the tracking setup by making it
more modular, the same 3 DOF rotational tracker should be used for both joints, elbow
and shoulder. With the MYO armband setup working to my satisfaction, an IMU based
system was desired.
Figure 12, based on [73], presents a comparison of di erent low-cost microelectromechani-
cal gyroscopes for use in AHRS. The measure of choice is the zero rate level [in degrees per
second], being a measure of error/drift over time, generated when there is no movement
of the device. Large zero rate levels will give a system the impression that the device is
moving, when it is in fact stationary. With a perfect sensor, there would be no change or
a constant zero rate level measured.
Figure 12: Low-cost gyroscopes and their zero rate level [in degrees per second (dps)] on
the left18 and the used Adafruit Precision NXP 9-DOF Breakout Board on
the right.
Inlcuding the MPU-9250, the predecessor of the MPU-9150-chip integrated in the MYO
armband, the by far best system is the FXAS21002 followed by the BMI055, a chip used
in the renowned Bosh Sensortec BNO055.
Given the presented information, the Adafruit Precision NXP 9-DOF Breakout Board
with a price of about 15 $19 was the system of choice, combining two of the best low-cost
motion sensors available: the FXAS21002 3-axis gyroscope and the FXOS8700 3-Axis
accelerometer and magnetometer.
Capable of working with a supply voltage of 3.3V or 5V, the breakout board supports the
SPI and I2C interfaces and can acquire magnetic- and acceleration data with a frequency
of 1.563 Hz to 800 Hz, encoded via 14-(accelerometer) or 16-bit (magnetometer) analog-
digital-conversion and gyroscope data with 12.5 to 800Hz, encoded with 16bit.
Acceleration range is adjustable to ±2g/± 4g/± 8g while the magnetic sensor has range
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The chip was combined with another low-cost development board by Adafruit Industries,
the Adafruit Feather nRF52 Bluefruit LE20. With Nordic Semiconductor’s nRF52832 [74]
as a basis, the features of Adafruit’s board include a 64MHz M4F main processor, 512KB
flash and 64KB SRAM, Bluetooth Low Energy with built in USB and battery charging
on a small footprint.
Following Adafruit’s tutorial on usage of the NXP-breakout [75], elementary sensor fu-
sion based on the often referred Mahony et al.[56] and Sebastian Madgwick’s [57] was
implemented.
Figure 13: 1: Circuit for the custom created tracker based on a Adafruit Feather nRF52
Bluefruit and the Adafruit Precision NXP 9-DOF Breakout Board21.
2: Prototype setup on an arm (top figure), followed by a rendering of the 3D-
printed setup (bottom figure).
3: Final setup attached to the users arm. Combining the MYO armband,
the here created custom tracker and the HTC Vive tracker, a multi modal
hardware platform was created, capable of recording orientation data of three
independent sensors.
Rapid-Prototyping
After examining the circuit board on a breadboard and making sure that it works, several
test were done with a prototyping setup, directly strapped to the arm. Afterwards and to
enable easier data comparison, custom created hardware to connect the custom tracker
to the MYO armband and the HTC Vive tracker -the tracking testbed- was designed.
Computer-aided manufacturing [76] tools were used to rapidly progress with the task.
20https://www.adafruit.com/product/3406, [12.03.2018]
21Graphics were created using the open-source fritzing software - http://fritzing.org/, [1.03.2018]
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First Autodesk Inventor 2017 22 was used to create the design, followed by the 3D printing
slicing software Simplify3D23 and finalised by 3D printing the model with 2.85mm Color-
fabb polylactic-acid-filament24 on an Ultimaker2+ 3D printer25 (this process is depcited
in 2 and 3 of fig. 13). Ending up with the smallest, finished looking and feature-rich setup
I could come up with, it also became much more user friendly.
Due to creation of Unity3D-compatible code to communicate with each of the three sen-
sors, data recording via quaternions finally became possible. Having comparison of the
trackers in mind, the recorded data of each of them had to be processed as follows:
1 1 . : Get the data in two comparable s e t s :
2 ground truth = QuaternionArray ;
3 dataSet = QuaternionArray ;
4
5 2 . : S e l e c t the timestamp based on which you want to compare
6 c a l i b r a t i on I nd ex = QuaternionArray . f i ndeCa l i b r a t i on Index ;
7
8 3 . : Get the r e l a t i v o f f s e t from the ground truth at t h i s index
9 Of f s e t = Quaternion . Inve r s e ( ground truth [ c a l i b r a t i on Ind ex ] ) ú dataSet ;
10
11 4 . : ” Subst ract ” o f f s e t to get the data in r e f e r e n c e to ground truth :
12 dataSet inRe f = dataSet1 ú Quaternion . Inve r s e ( O f f s e t ) ;
Listing 4.1: Handling o set of quaternions in pseudo-code
Which resembles getting a specific relative position (the OFFSET) of the data set to the
ground truth -the HTC Vive tracker- at a desired time-stamp -the calibration index- to
apply it to every data point. Analysing the so created data sets, one can directly compare
it with the ground truth.
Apart from quality of the measured data, three di erent control scenes for directing the
virtual arm’s shoulder and elbow are now available.
As closer dissected in the results, the MYO armband became the sensor of choice, making
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Given the last sections, platform design and setup is done. Following the three step
agenda, this section will be about step two, experiment design.
Figure 14: As platform setup was presented in the preceding subsections, part 1 of the
thesis is finished.
This chapter marks the beginning of part two of this thesis: the experiment
design.
4.5 Experiment design
With use of hard- and software allowing hand gesture recognition and estimation of the
toolcenter point of a participants hand, an experiment was created. Eight participants
had to perform the four actions, ”rest”, ”power”, ”point” and ”tridigital” in eight spatial
separated positions in a virtual world, using their rigth arm. Prediction quality of the used
machine learning software was then used as a (direct and indirect) measure for varying
EMG data quality.
Using the VITA 2.0’s newly created ”Experiment”-submodul, a target grid with 8 cubical
targets was created. As a hex-grid was used as a basis for their location, the points are
equidistant to their direct neighbours (this is presented in the leftmost part of figure 15).
A virtual margin of 30cm and and a target size of 7.5 cm was empirically determined and
made easy reaching possible.
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Figure 15: Experiment setup and computer renderings of a participant wearing the arm-
tracking device during an experiment. The graph in the middle shows the used
point cloud as a 2D plot, including the training position in the middle and
the three groups: 1: ”upper group”, 2: ”middle group” and 3:”lower group::,
consisting of 3, 2 and 3 points respectively.
For better comparison the locations were grouped as follows: The ”upper group”, con-
sisting of three locations (namley targetIndex 0, 3 and 6 ), the ”middle group” with
two locations (index 2 and 5) and a third group, the ”lower group” with three locations
respectively (index 1, 4 and 7) (see the middle section of fig. 15).
On starting the VITA 2.0 software bundle -followed by a short calibration of the gyros-
an accordingly seated participant is greeted by a virtual arm, mimicking the movement
of his or her real arm (as only two trackers are used, the participant is encouraged to
only move his/her arm). In the next phase, the experimenter chooses which actions to
train via the Interactive Myocontrol and starts the training-phase. For the person in VR,
this simply means repeating what the virtual hand does while staying in a predefined
”training position” in the middle of the point grid (see fig. 15, middle). After three
repetitions of the actions, ”rest”, ”power”, ”point” and ”tridigital”, the machine-learning
algorithm is trained and should now be able to predict the participant action correctly
(in this experiment, no retraining is allowed).
This training phase is followed by a 60 second lasting familiarization phase, the participant
becomes accustomed to system usage, before finally starting the actually experiment
phase.
An exemplary depiction in the far right part of figure 15 shows the aforementioned exper-
iment phase, the procedure of which includes several so-called sub-tasks, each composed
of one of the pertained actions (”rest”, ”power”, ”point”, ”tridigital”) and one location,
refered to as a target (indexed 0-7). A Task in turn is composed of 8 of those sub-tasks,
all with the same action and varying locations. While changes in the target sequence
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are possible, each location is called exactly once. With four actions available, a TaskSet
consisting of four Tasks was put together, containing 32 sub-tasks in total.
To accommodate for learning e ect as well for wear over time, a permutation of the Tasks
in a Taskset was necessary, resulting in a total of 128 single sub-tasks per participant,
split in four TaskSets a` four Tasks, with each of them consisting of the same action in 8
di erent positions(each a single sub-task). Described sequence is depicted figure 16.
Naturally split by the actions, pauses of 30 seconds in between each of the Tasks were
included on conducting the user-tests. Not only to minimise exertion of the participant,
these pauses also enabled recalibration of the trackers before starting a new Task, min-
imising the influence of IMU drift. On top of that a none-mandatory pause was o ered
in between each of the four TaskSets, not to be used by any participant.
Figure 16: Creation of a participant specific experiment-set.
Starting with a random subtask-sequence -abbreviated seq.-, the follow up
sequences are generated by shifting the sequence by two indices.
The right part of the figure not only depicts the composition of Tasks and
TaskSets, but also shows how Task 1 to 4 are interchanged in between TaskSets.
With 8 di erent positions the number of all possible combinations would equal the factorial
of 8 and so 40.320 possible combinations. Multiplied by four -as for the four di erent
actions- an unbearable large number of participants would be needed to create statistically
meaningful results. To limit the number of repetitions, permutation was not only used in
case of task-sequence-creation for single participants, but moreover to create participant
specific experiment-sets for a smaller participant group consisting of 8 individuals. On
top of the taken measures, the presented experiment is only looking at testing the right
arm.
Based on the first random sequence for participant one, the latin square-method was used
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to create the first sequences for all other participants. Doing the same with the successive
sequences of the original sequence already seen in fig.16 (shifted by two indices), sequences
2 to 4 for all participants were created in accordingly.
Figure 17: Experiment-set creation for all participants based on the latin squares of a
random sequence and its follow ups on the left, with the final, comparable and
participant specific experiment-sets on the right.
As shown in figure 17, the final batch of participant-specific, comparable experiment-sets
consisted of 8 sets in total, with each of them composed of 128 sub-tasks.
Regarding the measure of success, a task was seen successful if a participant was able to
hold a given action in a according location for more than 3 seconds.
Measured by the o set of Interactive Myocontroll’s prediction-values and action-values
used as stimuli during training, variation of up to 25% were seen as a successful action.
With the inclusion of a maximum time per task (maxTT) of 15 seconds, a time contrain
was also included, enabling recording of the task completion time [TCT] -defining how
long it took a participant to succeed. Lastly and as the 3 second threshold was reset on
losing the action, the Time In Task [TIT] -as a measure for the accumulated time in task-
became a second important measure.
As a result of the design process, a formal description of the experiment was put together
for handing out to the eight participants:
1. Briefing of the participant regarding the experiment, tracking and EMG data acqui-
sition, followed by attatching the input devices to the participants upper and
lower arm.
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2. Start of the training phase. In this phase, the participant mimics four hand
movements -the actions- as presented to him by the virtual hand in a predefined
location. This step is repeated three times with four actions being ”rest”, ”power”,
”point” and ”tridigital”.
3. After training the system, a 60 second lasting familiarisation phase is provided
in which the participant becomes accustomed to system usage.
4. Start of the experiments and actual data acquisition:
• It is the participants task to reach a specific cube, highlighted with colour and
to do one of the pretrained actions at this location.
After successfully doing so for 3 seconds, the colour of the cube will blend
to green, followed by the next cube getting highlighted. If he fails to do the
action, within 15 seconds, the next target will be selected automatically.
Cube colour and time will reset, if the participant fails to hold the virtual hand
in the given pose or if he leaves the location.
• The entire experiment is composed of four so-called ”TaskSets”. Each of them
containing 4 Tasks, a sequences of an action to be done in on of the 8 di erent
positions.
5. On top of the a ormentioned instruction, the particpant is encouraged to only move
his/her arm and head. If possible he should not move the upper body.
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4.6 Brief look at the resulting platform
Figure 18: The immersive VR setup on the left compared to its real life counterpart, an
o ce in DLR, Oberpfa enhofen on the right.
The immersive VR environment developed with the aforementioned toolsets depicts an
o ce closely resembling the place where most of the programming and experimenting
took place.
Due to a modified version of Interactive Myocontrol running in the background and host-
ing a UDP server, (re)training of di erent actions is possible. Being provided with data,
the Unity3D-part of the project takes care of presenting the desired actions.
While this connection is depicted in the left part of figure 19, the right panel visualises
the composition of the Unity3D-part of the software. Following an intuitive naming-
convention, the software is made up of four main modules:
• In-/Output: This module takes care of handling in- and output of di erent kinds,
the ”Serial handling” manages connecting to and reading device data that comes
from the custom trackers and MYO armbands. The ”UDP”-module on the other
hand is taking care of UDP-communication between Unity3D and Interactive My-
ocontrol. Taking the received data as an input, the ”Event handling” triggers di er-
ent events as for example action recognition. Lastly ”Logging” solely handles data
logging and writing those logs to hard drive.
• Player: Only created of two submodules, the first is the ”HTC Vive Player Prefab”
a slightly changed prefab of the Steam VR plugin mentioned in 4.2.2. While it takes
care of Room Scale VR, teleportation as well as head- and controller-tracking, the
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second module named ”The new Arm” is the part of the software controlling the
participants virtual arm, including its constellation and actual hand-pose.
• Experiment: While the other modules take care of interaction, this module super-
vises the experiment setup with three powerful and adaptable sub-modules.
The ”Grid Creator” creates possible target positions -either randomly or with epipo-
lar point distance- that can be altered online. Reading the so created or any other
point list in the comma-separated values-format, the ”Target Creator” takes care of
setting up target-objects at those positions. The ”Target Selection” module com-
plements the ”Experiment”-module by selecting one desired target at a time.
• Level: While this module is only a passive structure in the setup, it significantly
helps to create a sense of full immersion. As interchangeable as the other modules,
a quick scene change is possible. By replacing the module with any other preset
scene, experiments in the virtual o ce are as possible as interactions close to the
virtual ISS.
Figure 19: The overall software structure in one picture:
On the left: Inter program communication and software structure of the setup.
On the right: The Unity3D part of the setup and its (sub)modules.
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With the data acqusition and analysis, part 3 of 3 is finally reached. This last part
presents the results in this chapter, with an analysis and a conclusion in the next two
chapters.
Figure 20: This section marks the beginning of the last part of the thesis: data acquisition
and analysis.
The chapter results displays the three outcomes of the experiments: The first segment
will concentrate on tracking-quality of the di erent tracking systems.
With the output of the user-tests presented in two subsections. The first one is about the
varying prediction quality of the four di erent actions, with the second one looking at the




Creation of the presented custom-tracker and embedding it in the 3D printed tracking
testbed enabled an easy comparison of the three available trackers. Figures 21 and 22
present a sample of the tracking data acquired during construction and experimenting.
In both cases relatively small samples -meaning time frames in this case- were selected
for clarity, forasmuch overall data look similarly for larger sets.
Although not very intuitive as against to Euler angles, the Quaternion representation was
the desired presentation as it is continuous and easy to compare.
Graph 21 is a comparison of the three used tracking systems.
Figure 21: Data excerpt of the three tracking systems in quaternions.
The Vive Tracker is displayed by a dashed red line, the MYO armbands
orientation-data is presented in blue. Lastly, the green line represents data
of our custom created tracker.
While ground truth and MYO data are very similar, data of the custom cre-
ated hardware shows a strange, ”jumpy” behaviour, being even more present
when displaying the data in VR.
As data originates from the custom tracker does not follow the readings of other trackers,
the created tracker was dropped in favour of the better working MYO orientation data.
All results presented from here on are created using the MYO armband as the main
tracking system, with the HTC Vive trackers used to acquire a ground truth.
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Figure 22 presents a comparison of MYO data over the optical ground truth coming from
the HTC vive tracker. Originated from a user-test, the data spans a much longer time
and shows -apart from outliers- close data resemblance between the two systems.
Figure 22: Plot of Vive Tracker (dashed red line) and MYO armband orientation data
(blue) in quaternions over time. Given data being closely related, the MYO’s
data was finally used to control the virtual arm.
5.2 Participant data
As prefaced in section 4.5, the experiment-part of this thesis consisted of user-tests with 8
di erent participants. Each of them got a participant specific experiment-set and logging
of the experiment was done in several ways.
Results presented in the following subsections are based on the 128 line holding logging-
file seen in table 1. Encoding the 128 sub-tasks ( four TaskSet a` 32 sub-task each) each
in a separate line, desired target and action as well as success or failure and di erent
measured times can be mapped to a given sub-task.
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Line Task TaskSet Target Action Succes TCT maxTT TOR TCT-TOR TIT
1 1 1 0 0 0 15.00 15 2.248 12.76 0.7889
2 2 1 4 0 1 6.578 15 3.587 2.991 3.013
. . . . . . . . . . .
32 32 1 4 3 1 6.628 15 1.888 4.74 3.005
. . . . . . . . . . .
128 32 4 2 2 0 15.00 15 1.759 13.26 10.12
Table 1: Excerpt of the task logging file for participant no. 3. Consisting of 128 sub-tasks
in the according number of lines, the file is composed of four taskSets a` 32 sub-
tasks each.
The first column holds the subtask-number [Task] followed by the taskSet-
number [TaskSet], the desired target [Target] and action [Action] with a boolean
value encoding success or failure of the sub-task [Success].
Task completion time [TCT] with the maximum time for each task [maxTT], the
time of reach[TOR] as well as the subtraction of the TCT and TOR[TCT-TOR]
and the time in task [TIT] form the second block.
While TCT -the task completion time- and TIT -the (accumulated) time in task- were
already referred to in 4.5, maxTT -the maximum task time- was only briefly mentioned
and defined as 15 second. Also unfamiliar until now is the TOR -the time of reach- a
measure in milliseconds, bearing information for the time it takes the participant to reach
a desired target initially. The last remaining value, TCT-TOR, encodes a subtraction of
the time of reach from the task completion time.
5.2.1 Results represented over action
With results represented over the four trained actions, table 2 represents the average
success rate for each action regarding to the eight participants. Whereas the last column
illustrates the mean of the success rate for each action over all participants.
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Part1 Part2 Part3 Part4 Part5 Part6 Part7 Part8 Mean
rest 90.62 100.0 59.38 50.0 100.0 34.38 96.88 71.88 75.39
power 6.25 46.88 75.0 71.88 62.5 75.0 18.75 90.62 55.86
point 50.0 68.75 31.25 34.38 12.5 78.12 15.62 15.62 38.28
tri 21.88 100.0 68.75 96.88 87.5 40.62 50.0 40.62 63.28
Table 2: Average success rate of actions for the eight participants (Part1-8), with the
mean action-success-rate over all participants represented in the last column.
Figure 23 illustrates the mean action-succes-rates graphically. Standard deviation and a
mean over all actions is also presented in this chart.
Overall task success rate over actions






















Figure 23: Plot of the overall task success rate over the given actions. The x-axis resem-
bling the actions ’rest’, ’power’, ’point’, ’tridigital’ accordingly, with the y-axis
representing the success rate in a scale from 0 to 1.
For further analysis, the obtained results were split in two groups: a group of successful
and group of unsuccessful sub-tasks.
As measurements of a single participant tend to have a bias due to the aforementioned
learning and wear over time, the data of all eight participants was averaged to present
statistically meaningful results in the next three graphs.
A plot of task completion time of the successful sub-tasks is presented in figure 24.
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Task Completion Time of succeed tasks over actions






















Figure 24: Plot of the Task Completion Time [TCT]for successful tasks over the given
actions. The x-axis resembling the actions ’rest’, ’power’, ’point’, ’tridigital’
accordingly, with the y-axis representing the TCT in seconds.
With figure 25 presenting the time in task for unsuccessful sub-tasks.
Time In Task of failed tasks over actions


















Figure 25: Plot of the accumulated Time In Task [TIT] for failed tasks over the given
actions. The x-axis resembling the actions ’rest’, ’power’, ’point’, ’tridigital’
accordingly, with the y-axis representing the TIT in seconds.
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5.2.2 Results represented over positions
As done similarly in the last section, this section presents participant-data related to the
eight di erent target locations.
Table 3 represents the average success rate for each location regarding to the eight par-
ticipants, and the overall mean success rate for each location over all participants.
Part1 Part2 Part3 Part4 Part5 Part6 Part7 Part8 Mean
Pos0 43.8 62.5 43.8 37.5 56.2 31.2 50.0 25.0 43.7
Pos1 50.0 81.25 62.5 68.75 75.0 56.25 62.5 68.75 65.62
Pos2 43.75 81.25 68.75 56.25 75.0 68.75 43.75 56.25 61.72
Pos3 31.25 75.0 18.75 56.25 62.5 62.5 31.25 25.0 45.31
Pos4 56.25 87.5 81.25 75.0 81.25 50.0 56.25 62.5 68.75
Pos5 31.25 87.5 68.75 68.75 62.5 62.5 31.25 62.5 59.38
Pos6 31.25 75.0 43.75 62.5 56.25 50.0 43.75 81.25 55.47
Pos7 50.0 81.25 81.25 81.25 56.25 75.0 43.75 56.25 65.62
Table 3: Average success rate at locations for all participant with the mean success rate
over all participants in the last column.
Analogously, graph 26 illustrates the mean success rate over the positions based on an
average of all eight participants. As for all following depictions in this section, the locations
were aggregated in the three groups presented in chapter 4.5, figure 15. Even though,
success rates of the location groups di er, using the t-test as measure of choice, only the
lower group was found to be statically di erent from the upper group (with a p-value of
0.0065).
Overall success rate over location groups






















Figure 26: Plot of the overall task success rate over the given positions. The x-axis resem-
bling the position groups ’upper group’[position 0, 3 ,6], ’middle group’[position
2 ,5], ’lower group’[position 1, 4 ,7] accordingly, with the y-axis representing
the success rate in a scale from 0 to 1.
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Splitting the data in the same way as done in section 5.2.1, plot 27 depicts the location
based task completion time of successful sub-tasks.
Task Completion Time of succeed tasks over location groups






















Figure 27: Plot of the Task Completion Time [TCT]for successful tasks over the given
positions. The x-axis resembling the position groups ’upper group’[position 0,
3 ,6], ’middle group’[position 2 ,5], ’lower group’[position 1, 4 ,7] accordingly,
with the y-axis representing the TCT in seconds
As the last result-plot, figure 28 visualises the time in task for unsuccessful sub-tasks with
regards to the given locations.
Time in Task of failed tasks over location groups


















Figure 28: Plot of the accumulated Time In Task [TIT] for failed tasks over the given
positions. The x-axis resembling the position groups ’upper group’[position 0,
3 ,6], ’middle group’[position 2 ,5], ’lower group’[position 1, 4 ,7] accordingly,
with the y-axis representing the TIT in seconds
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With a presentation of the results in the preceding chapter, interpretation of them as well
as thoughts about it will be presented briefly in this chapter.
First of, the quality of the designed custom tracker over the MYO’s orientation data and
the ground truth of the optical Vive tracker will be analysed. Secondly, a synopsis of the
acquired experiment data will be presented in regards of actions with a final review of the
location based results.
6.1 The tracking
While the MYO’s orientation resembles data coming from a Vive Tracker -our desired
ground truth to compare with- well enough to actually be used as a replacement for the
latter, the custom tracker shows a strange, unforeseeable and ”jumpy” behaviour. This is
most likely due to missparameterization of the used filter. Apart from the bad results, the
presented set already portrays the best measurement produced using the custom tracker.
Irrespective of how often a magnetic calibration was done or how the filter values were
tuned, results resembled the data in figure 21.
With the custom tracker producing less optimal data (referring to fig. 21), and due to it
being wired rather than connected wirelessly via BLE, the custom tracker was dropped
in favour for the MYO armband. Why the acquired data is nowhere close to the quality
of other trackers and what made the output ”jump” could not be fully determined.
In the aftermath of problems with porting device drivers for the di erent input devices,
not much time was left for the implementation of a custom tracking solution. The reason
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for the seen behaviour was possible hardware failure or, but more likely, poor sensor
calibration or badly tuned sensor filtering/fusion.
While the presumably solution for the aforementioned problems could be found in setting
di erent filter parameters, use of the MYO armband was a much quicker solution, as it
already proved itself in practice. With close resemblance found in the depicted quaternion
plots (figure 22), as well as a natural and almost drift free experience in VR, the MYO
armband was used as the favoured IMU-based tracking system for the entire experiments
that followed.
6.2 Experiment results
While section 5.2 is included to better understand the structure of the acquired data,
chapter 5.2.1 presents more valuable information. Table 2 illustrates the action-success-
rates for every single participant, where the huge deviation of the achieved success rates
stands out. Likely based on di erent approaches during the training phase, many other
factors as for example length of the experiment are influencing those success-rates, which
makes easy interpretation in this scenario impossible. However they should be investigated
in future experiments.
Over actions
With individual participants likely biased due to the aforementioned learning and wear
over time, the values in the last column of table 2 as well as figure 2 present data averaged
over all participants. While results are non-significant, the di erent actions still show a
tendency. Interpreting a higher success rate as a better working intent-detection, the
”rest”- and ”tridigtal”-actions work better while ”power” worse, but still being more easy
recognisable than the ”point”-action.
Looking at figure 24, the task completion time of the successful sub-tasks can be inter-
preted similarly to the mean action-success rates.
With a shorter task completion time for better intention detection, the time scales ac-
cording to the interpretation of figure 2: the better the task success rate, the shorter it
takes a participant to successfully finish the task.
Interpretation of figure 25 is very counter-intuitive as the time in task for unsuccessful
sub-tasks does not scale accordingly to the mean success rate or TCT for the actions.
Expecting that ”easier” actions would likely produce longer time in task values, the graph
conversely shows a di erent outcome.
A review of the dataset revealed, that the reason for this unforeseen plot is likely the
lack of data. To be more exact, some actions as ”rest” show very high success-rates,
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with some participants reaching even reaching the full 100 %. As their outcomes are not
included in the subset of unsuccessful tasks, this leads to a bias towards results of the
few unsuccessful participants. Namely, participant 6 who likely faced problems during
the trainingsphase, resulting in a small time in task value, influenced the mean TIT for
some actions drastically, as a much larger amount of his unsuccessful task were counted.
Over positions
While the same applies to location based data of participants as to any other single
participant related data with it likely being biased, table 3 is not only included for the
sake of completeness, but also shows that no participant produced a success rate of 100%,
possibly reducing the impact on the subset of unsuccessful subtasks drastically.
The more interesting outcome presented in figure 26 shows a correlation of location and
success-rate. While not alway significantly di erent, the overall success rate around the
training position (directly in between the two points of the middle group), has a tendency
of getting worse on the upper and better on the lower point groups. With a t-test regarding
upper and lower group even proving statistical significance.
Conversely to the presented action-based results, the plots of the location based TCT,
plot 27 and plot 28 -visualising the TIT over location- substantiate the outcome. Plot
27 on the one hand can be similarly interpreted as the action based plot 23, with shorter
task completion time. Plot 28 on the other seems to be slighlty biased as plot 25, with
none of the locations to deviate far from the mean TIT of all unseccessful tasks over the
position.
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“When the ambassadors of the Samians
spoke at great length, the Spartans said
to them, ”We have forgotten the first part,
and the later part we did not understand
because we have forgotten the first.”
Plutarch 7
Conclusion
In this, last chapter a brief conclusion as well as an outlook for future work is presented.
While closely tied to the obtained results, most of the ideas presented in the outlook
section are based on my assumptions and have to be proven by other researchers.
7.1 Conclusion
With all defined goals met, including changes for the better, the here presented new
iteration, VITA 2.0, is one of the few virtual reality setups incorporating such a large
number of features.
With the decision to skip the direct integration of drivers, a much more modular VITA
2.0 setup came to be. Originally born due to time constraints and problems during por-
tation, the solution to split the setup in a visualisation- and a data-handling-part by
incorporating Unity3D and Interactive Myocontrol made it much more versatile. VITA
2.0 also became future proof, due to this splitting-solution circumventing possible plat-
form incompatibilities of closed-source libraries or drivers, by making platform dependent
compilation unnecessary.
Additionally each of the sub-modules adds countless features, may it be either Interac-
tive Myocontrol’s support for many input devices, or Unity3D’s tools for creating the
naturalistic, fully immersive virtual environment one can experience in VITA 2.0.
Whilst the creation of a custom tracking system failed, the presented fallback solution
incorporating the MYO armbands orientation data was a great success. With completion
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and control of a full arm up to the shoulder, and achieving pose control via real world,
occlusion invariant input, the next step towards a virtual mirror box for home therapy
was made.
Lastly, with data resembling real world counterparts, the user-centred VR experiments
suggest that the used machine learning algorithms for arm-intent-detection not necessarily
works equally well in di erent arm constellation. Further the outcome can be interpreted
as: muscle constellation is not directly connected to the Cartesian coordinates of the arm
end-e ector. Similarly close end-e ector positions can possibly be completely di erent
regarding muscle constellation, with rotation of the lower arm likely having a high impact
on the prediction quality.
With all this in mind, VITA 2.0 was an interesting project to work with, with the potential
for many future iterations to come.
7.2 Outlook
At the end of the project, little time was left for trying new things. This write up presents
a couple of ideas that could be further explored
Regarding the presented setup, repetition of the experiments with a bigger group of
participants would be desired. It would particularly interesting to look at a setup taking
into account actuation of both arms, with results likely to be mirrored. Besides that,
experiments allowing retraining in phase 2, referring to the ”formal description of the
experiment” in 4.5, might have a di rent outcome, with overall better prediction quality.
Even without recording more data, Fitts’s law [77] could be applied to check if time
requirements in VR mimic the real world.
Adapting the target grid to check for di erent arm constellations on training and reaching
targets is another thing to be consider. Gaining valuable knowledge on overall constel-
lation dependent prediction quality as well as probing for a better training location are
possible.
Additionally changes regarding target behaviour, as for example targets following tra-
jectories are conceivably. In this case, it would be equally interesting to look at the
prediciton quality and the recorded raw data as well as implementing online learning.
While the first is straight forward to implement, the latter would involve redesign of the
Interactive Myocontrol’s learning methods alongside necessary improvements to the used
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UDP protocol.
Possible but unknown to the author at this point is wether arm constellation is or is not
a suitable input for the used machine learning methods. Taking into account the curse of
dimensionality [78] the need for more training data - and therefor longer training - might
likely outweigh the actual benefit. Nevertheless development of a algorithm dealing with
the influence of arm posture in myocrontrol should be investigated.
As the number of possible constellations might be a problem, a rather minimalistic ap-
proach could be investigated first, concerning only one single DOF of the arm pose.
Namely the rotation of the lower arm. As this seems to e ect the prediction quality a
lot (see Simons et al. [79]), taking actual angle of the arm rotation as an extra input for
learning might lead to better overall results, without bloating demands on the ammount
of training data to much.
Regarding the hardware-part of the setup, there is more to be desired. The first
thing to be investigated are the problems with the presented custom trackers. While it is
likely to be a software (filtering) error which has not been found due to the tight schedule,
alternative hardware as the renown but also more expensive Bosch Sensortec BNO055 -
Intelligent 9-axis absolute orientation sensor [80] should be investigated. Taking care of
bluetooth communication and integration of it in Interactive Myocontrol -separating data
acquisition and presentation for good- should than be the next step.
Doing so, one can step away from orientation tracking via MYO armbands and replace
them with custom trackers, cutting weight and price of the system as well as making it
more versatile. Separating tracking from EMG data acquisition also enables easier use of
setups like the setup presented in[34]. On top of that, a third tracker could be placed on
the spine of the participant to fully model the real world in VR and to accommodate for
shoulder movement relative to the head.
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Figure 29: Graph of possible network-based-visualisation on di erent devices and plat-
forms. With the UDP data protocol already in use, every device in the same
network as the machine running Interactive Myocontrol can be reached, mak-
ing data representation on PCs, tablets and smartphones possible. Without
to much change, VITA 2.0 could run on a Google Cardboard or any other
inexpensive set of phone powered VR or AR googles.
Based on the aforementioned changes, it would be possible to port the visualisation-part
of the software over to any sort of device, even a mobile one. With a host computer
running the Interactive Myocontrol software, any sort of client could capture the data. It
would be splendid to have a port of the VR-world created in this thesis running on low-
cost hardware as a smartphone, which can then create a immersive 3D world via google
cardboard, making the system an optimal tool for a future home therapy setup.
Justin Iszatt
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Figure 30: Original Experiment description in german
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Figure 31: Original Experiment description in german
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