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Abstract
The paper explores a trust-region active-set algorithm for general nonlinear optimization with nonlinear equality and inequality
constraints. In this algorithm, an active-set strategy is used together with trust-region methods to compute the trial step. L1 penalty
functions are employed to obtain the global convergence. The global convergence of this algorithm is proved under standard
conditions. The numerical tests show the efficiency of the proposed algorithm.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: General nonlinear optimization; Trust-region method; Active-set strategy; L1 penalty function; Global convergence
1. Introduction
We consider the following general nonlinear optimization with nonlinear equality and inequality constraints,
(N P) :
min f (x)s.t. ci (x) = 0, i ∈ E;c j (x) ≤ 0, j ∈ I, (1.1)
where E = {1, . . . ,m′}; I = {m′ + 1, . . . ,m}, the functions f (x), ci (x)(i ∈ E), c j (x)( j ∈ I ) are all twice
continuously differentiable. Such problems arise in a variety of applications in science and engineering. Thus problem
(1.1) has been studied extensively by many authors.
The Lagrangian function for problem (1.1) is defined as
L(x, λ) = f (x)+
m∑
i=1
λici (x) (1.2)
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where λi (i = 1, . . . ,m) are Lagrange multipliers. (x∗, λ∗) is called one KT point, if the following condition is
satisfied:
∇x L(x∗, λ∗) = ∇ f (x∗)+
m∑
i=1
λ∗i ∇ci (x∗) = 0 (1.3)
where λ∗i ≥ 0 and λ∗i ci (x∗) = 0, i ∈ I . Throughout this paper, we define g(x) = ∇ f (x), g(xk) = gk , ci (xk) = cki ,
∇ci (xk) = ∇cki , i = 1, . . . ,m.
Trust-region methods have been proven to be theoretically and practically effective and efficient for unconstrained
and equality constrained optimization problems (see [1–5]). However, there are few trust-region methods which have
proved to be efficient for general constrained optimization (1.1). To our knowledge, there are two ways to solve
problem (1.1) by applying trust-region methods: one to transform (1.1) into the standard form (e.g, Gomes, Maciel and
Martinez [6], and Xu, Han, and Chen [7]); the other to apply a penalty function, so that problem (1.1) is transformed
into the least squares problem (e.g, Sadjadi and Ponnambalam [8]).
For solving the nonlinear equality constraints optimization, a natural way to apply trust-region ideas is to consider
the trust-region to the SQP subproblem, i.e., minimize a quadratic approximation to the Lagrangian function subject
to a linearization of the equality constraint and a trust-region constraint at each iteration. More precisely, the following
trust-region subproblem can be solved for the search direction at an iterate xk :
min gTk d +
1
2
dT Bkd
s.t. ck + ATk d = 0‖d‖ ≤ 4k,
(1.4)
where Bk is the Hessian of the Lagrangian function L(x, λ) = f (x)+∑mi=1 λici (x) at (xk, λk) or an approximation
to it, ck = (cki )i∈E , Ak = (∇cki )i∈E , and 4k > 0 is the trust-region radius. However, a difficulty is that problem (1.4)
may be infeasible. To overcome this difficulty, in [9] and [10] the authors replaced the equality constraint in (1.4) by
a parameterized constraint, θck + ATk d , where 0 < θ < 1. The resultant subproblem is always feasible if θ is chosen
properly.
In this paper, a new algorithm is proposed for general nonlinear optimization (1.1), in which an active-set strategy
is used together with trust-region methods. The basic feasible descent direction is computed by solving one trust-
region subproblem subject to linear constraints. In the subproblem, special θk and hk are constructed. By active-set
strategies and variable replacements, the linearly constrained subproblem can be transformed into one unconstrained
trust-region subproblem. There are many methods to solve the transformed unconstrained subproblem. The active-set
strategies are essentially different from the ones in [11], where they are used to solve the minimax problem. L1 penalty
functions are employed to obtain global convergence. At each iteration, this active-set strategy is used to maintain the
feasibility. Under certain assumptions, we prove that this algorithm globally converges to a KT point satisfying the
Eq. (1.3). Our numerical results show the efficiency of the proposed algorithm.
Throughout this paper, we use the following notations, L = E ∪ I ; I (xk) = {i |cki = 0, i ∈ I }; I 0α = E ∪ I (x0);
I kα = I k−1α ∪ I (xk), k ≥ 1; I ks = L \ I kα ; Ak = (∇cki )n×|I kα |; and ‖ · ‖ for the 2-norm.
The plan of the paper is as follows: In the next section, the algorithm for solving (1.1) is proposed. In Section 3,
the global convergence of the proposed algorithm is proved. Finally, in Section 4, numerical results are given.
2. Algorithm
Assume that Ak has full column rank, and that there exists an orthogonal matrix Q¯k and a nonsingular upper
triangular matrix R¯k such that,
Ak = Q¯k R¯k = (Q′kQk)
(
Rk
0
)
= Q′kRk . (2.1)
Define,
vk+ = (ATk Ak)−1ATk gk; (vk+)s = min{(vk+)i |i ∈ I kα \ E} (2.2)
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hki =
{−(vk+)s, if i = s and (vk+)s < 0
cki , otherwise, i ∈ I kα
(2.3)
where hk = (hki )|I kα |×1, and |I kα | denotes the number of the elements of I kα .
The trial step of a trust-region algorithm is usually obtained by solving a trust-region subproblem. Because of
the nice theoretical properties and performance of the sequential quadratic programming method, it is similar to the
subproblem (1.4); that is, at the kth iteration, the trial step dk is computed by solving the following trust-region
subproblem
min ϕk(d) = gTk d +
1
2
dT Bkd
s.t. θkhk + ATk d = 0‖d‖ ≤ 4k,
(2.4)
where Bk denotes the Hessian of the Lagrangian function L(x, λ) = f (x)+∑mi=1 λici (x) of problem (1.1) at (xk, λk)
or an approximation to it, θk ∈ (0, 1] is a relaxation parameter, and 4k is the trust-region radius. θk is so chosen that
the feasible set of the linear equality constraints and the trust-region bound constraint is not empty.
Define
bk = −Ak(ATk Ak)−1hk . (2.5)
From (2.1) and the first equality of (2.2), the solution of equality constraints in subproblem (2.4) can be rewritten as
d = θkbk + Qku (2.6)
for any u ∈ Rn−|I kα |, since Qku lies in the null space of ATk . We can choose
θk = min
{
1,
τ 4k
‖bk‖
}
(2.7)
which is the largest number θk in (0, 1] such that ‖θkbk‖ ≤ τ 4k , where τ ∈ (0, 1). Define 4¯k =
√
42k −θ2k ‖bk‖2,
then 4¯k ≥
√
1− τ 24k . Now the subproblem (2.4) is equivalent to{
min φk(u) = g¯Tk u +
1
2
uT QTk BkQku
s.t. ‖u‖ ≤ 4¯k
(2.8)
where g¯k = QTk (gk+θkBkbk). For solving problem (2.8), there are many methods, for example, in Yuan and Sun [12],
An and Tao [13,14]. In this paper, we use the method given in [12] to solve problem (2.8).
We apply the L1 penalty function as the merit function
p(x, ν) = f (x)+ ν
[∑
i∈E
|ci (x)| +
∑
j∈I
|max(0, c j (x))|
]
(2.9)
where ν > 0 is a penalty parameter. Han [15] has found that this function is very convenient to use as a merit function
to force global convergence. Coleman and Conn [16] have pointed out that for ν sufficiently large, any strong local
minimizer of problem (1.1) is a local minimizer of p(x, ν). Other merit functions include the L∞ exact penalty
functions [12] and Flether’s differentiable exact penalty function [17].
We define the actual and predicted reduction in the merit function respectively as
aredk = fk − f (xk + dk)+ νk(‖hk‖1 − ‖hk + ATk dk‖1) (2.10)
predk = −gTk dk −
1
2
dTk Bkdk + νk(‖hk‖1 − ‖hk + ATk dk‖1) (2.11)
232 Y. Ji et al. / Computers and Mathematics with Applications 54 (2007) 229–241
where dk is a trial step obtained by solving the subproblem (2.4) and νk is a penalty parameter in the current iteration.
We choose
νk = νk−1 (2.12)
if
ϕk(0)− ϕk(dk) ≥ −νk−12 (‖h
k‖1 − ‖hk + ATk dk‖1), (2.13)
otherwise we let
νk = max
[
2νk−1,
2(ϕk(dk)− ϕk(0))
‖hk‖1 − ‖hk + ATk dk‖1
]
. (2.14)
Therefore the following inequality
predk ≥
1
2
νk(‖hk‖1 − ‖hk + ATk dk‖1) (2.15)
holds for all k. The ratio of the actual reduction and the predicted reduction is
rk = aredkpredk
(2.16)
which plays an important role in choosing the next iterate point and updating the new trust-region. For a given constant
σ ∈ (0, 1), if rk > σ , the step dk is accepted; otherwise, it is rejected and we reduce the trust-region radius and
compute a new trial step dk .
In the following, we give a description of our algorithm.
Algorithm 2.1 (The Trust-region Algorithm for Mixed Constrained Nonlinear Optimization (1.1)).
Step 0. ∀x0 ∈ Rn as the starting point, give λ0 = ((λ0)i , i ∈ E ∪ I ) as the corresponding Lagrange multipliers.
Choose 40 > 0, ε > 0, ν0 > 0, σ ∈ (0, 1), δ ∈ (σ, 1), 0 < β1 < 1 < β2 and I 0α = E ∪ I (x0). Choose B0. Set k := 0.
Step 1. Compute I kα = I k−1α ∪ I (xk), k ≥ 1.
Step 2. Compute gk , Q¯k and R¯k . If ‖QTk gk‖ ≤ ε and ‖hk‖ ≤ ε, stop.
Step 3. Solve (2.8) to obtain uk . Set dk = θkbk + Qkuk .
Step 4. If l = argmax{c j (xk + dk) > 0, j ∈ I ks }, then I ks = I ks \ {l} and I kα = I kα ∪ {l}, go to Step 2.
Step 5. If (vk+)s = min{(vk+)i |i ∈ I kα \ E} < 0, then I ks = I ks ∪ {s} and I kα = I kα \ {s}, go to Step 2.
Step 6. Compute rk = aredkpredk . Set
xk+1 =
{
xk + dk, if rk > σ
xk, otherwise.
(2.17)
Choose the new trust-region bound satisfying
4k+1 =
{
max[4k, β2‖dk‖], if rk ≥ δ
β1‖dk‖, otherwise. (2.18)
Step 7. Generate λk+1 and Bk+1. Set k := k + 1 and go to Step 1.
Remark.
(1) In the algorithm above, the updating rule (2.18) guarantees that the trust-region radius remains bounded above
since, as convergence occurs, dk → 0.
(2) In fact, the Lagrange multiplier λk is the optimal solution of the following problem:
min
∥∥∥∥(gk0
)
−
(
Ak A¯k
0 W
)(
(λk)|I kα×1|
(λk)|I ks ×1|
)∥∥∥∥2
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where A¯k = (∇ci (xk))n×|I ks | and W = diag(wi ), i ∈ I ks . So, similar to the method of [3], we choose
(λk)|I ks ×1| = −(W 2 + A¯Tk QkQTk A¯k)−1 A¯Tk (gk + Akvk+);
wi =
√
2|cki |, i ∈ I ks
(λk)|I kα×1| = (ATk Ak)−1ATk A¯k(λk)|I ks ×1| + vk+.
(3) In general, Bk+1 is so chosen such that certain generalized quasi-Newton equations are satisfied. Details on
several formulae for Bk+1 can be found, for example, in Yuan [12]. Define
δk = xk+1 − xk;
yk = ∇x L(xk+1, λk)−∇x L(xk, λk).
In this paper, we choose BFGS formula to generate Bk + 1,
Bk+1 = Bk − Bkδk(Bkδk)
T
(δk)T Bkδk
+ y¯k(y¯k)
T
(y¯k)T δk
(2.19)
where
y¯k =
{
yk, if δTk yk ≥ 0.2(δk)T Bkδk
θk yk + (1− θk)Bkδk, otherwise
and
θk = 0.8(δk)
T Bkδk
(δk)T Bkδk − (δk)T yk .
If y¯k define as above, we can see that y¯Tk δk > 0. So if Bk is positive definite, Bk+1 from (2.19) is positive definite [12].
3. Global convergence
In this section, we analyze the global convergence of Algorithm 2.1 given in Section 2. The following general
assumptions are true throughout the paper:
H3.1. The feasible set X = {x ∈ Rn|ci (x) = 0, i ∈ E; c j (x) ≤ 0, j ∈ I } is nonempty.
H3.2. The sequence {xk}, which is generated by Algorithm 2.1, is contained in a bounded set Ω .
H3.3. ∀x ∈ Ω , the vectors {∇c j (x), j ∈ Iα(x) = I (x) ∪ E} are linearly independent.
H3.4. There are constants γlb > 0 and γub > 0, such that γlb ≤ ‖Bk‖ ≤ γub,∀k.
These assumptions above have been extensively used to prove the convergence of the trust-region methods for
unconstrained and constrained optimization. It is immediately clear that Mk has full column rank, and thus (ATk Ak)
−1
is uniformly bounded from H3.3. Since f (x) is twice continuously differentiable, there must be constants γH , γg such
that,
‖∇2 f (x)‖ ≤ γH ; ‖∇ f (x)‖ ≤ γg, ∀x ∈ Ω . (3.1)
First we have the following theorem:
Theorem 3.1. (xk, v¯k) is the KT point of problem (1.1), if hk = 0 and QTk gk = 0, where
v¯ki =
{
(vk+)i , i ∈ I kα
0, i ∈ I ks .
(3.2)
Proof. From QTk gk = 0, we have
Akvk+ + gk = (I − Ak(ATk Ak)−1ATk )gk = QkQTk gk = 0;
(vk+)i ≥ 0 (∀i ∈ I kα \ E) and ci (xk) = 0 (i ∈ I kα ) are obtained from hk = 0 and (2.3). According to the Algorithm 2.1
and (3.2), it is clear c j (xk) < 0 and v¯kj = 0, for any j ∈ I ks . Therefore (xk, v¯k) is the KT point of problem (1.1). 
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To establish the global convergence we need the following lemmas.
Lemma 3.2. There exists a positive constant δ1 such that
θk‖bk‖ ≤ min(τ 4k, δ1‖hk‖). (3.3)
Proof. According to (2.7) and H3.3, it is obvious that there is one constant δ1 such that (3.3) holds. 
Theorem 3.3. There exists positive constants δ2 and δ3 such that
ϕk(0)− ϕk(dk) ≥ δ2‖QTk gk‖min
[
4k,
‖QTk gk‖
‖Bk‖
]
− δ3(1+ ‖Bk‖)min[4k, ‖hk‖] (3.4)
for all k, where dk is the solution to (2.4).
Proof. Firstly, we let
dk(t) = θkbk − t QkQkgk (3.5)
where θk is defined in (2.7). Then, for all t ∈ [0, 4¯k‖QTk gk‖ ], dk(t) is feasible to (2.4). So, according to the definitions of
dk and dk(t), we have
ϕk(0)− ϕk(dk) ≥ ϕk(0)− ϕk(dk(t)) (3.6)
for all t ∈ [0, 4¯k‖QTk gk‖ ]. By using the Cauchy–Schwartz inequality and ‖Qk‖ = 1, we obtain
ϕk(0)− ϕk(dk(t)) = −
(
θkgkbk + 12θ
2
k b
T
k Bkbk + tθkbTk BkQkQTk gk
)
+
(
t‖QTk gk‖2 −
t2
2
gTk QkQ
T
k BkQkQ
T
k gk
)
≥ −θk‖gk‖‖bk‖ − ‖θkbk‖‖Bk‖(‖θkbk‖ + 4¯k)
+‖QTk gk‖2
(
t − t
2
2
‖Bk‖
)
(3.7)
for all t ∈ [0, 4¯k‖QTk gk‖ ]. By calculus and (2.7), we have that
max
t∈[0, 4¯k‖QTk gk‖
]
(
t − t
2
2
‖Bk‖
)
≥ 1
2
min
[
1
‖Bk‖ ,
4¯k
‖QTk gk‖
]
. (3.8)
Therefore, according to (3.6)–(3.8),
ϕk(0)− ϕk(dk) ≥ max
t∈
[
0, 4¯k‖QTk gk‖
][ϕk(0)− ϕk(dk(t))]
≥ −θk‖bk‖[‖gk‖ + ‖Bk‖(‖θkbk‖ + 4¯k)]
+ ‖QTk gk‖2min
[
1
‖Bk‖ ,
4¯k
‖QTk gk‖
]
. (3.9)
According to the boundedness of {xk}, the updating rule (2.18) and Lemma 3.2, there must be one positive constant
γθ such that ‖θkbk‖ + 4¯k ≤ γθ . Define
δ2 =
√
1− τ 2 and δ3 = min[τ, δ1]max[γ f , γθ ]. (3.10)
From (3.1) and Lemma 3.2, we have that δ2 and δ3 defined as (3.10) are acceptable. 
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Lemma 3.4. There exists a positive constant δ4 such that
‖hk‖1 − ‖hk + ATk dk‖1 ≥ δ4min{‖hk‖,4k}. (3.11)
Proof. If ‖bk‖ > τ 4k , we have
‖hk‖1 − ‖hk + ATk dk‖1 = θk‖hk‖1 =
τ 4k ‖hk‖1
‖bk‖2 ≥
τ 4k
‖Ak(ATk Ak)−1‖
(3.12)
where: the first equality comes from dk being feasible to (2.4); the second one from θk = τ 4k‖bk‖ ; the inequality from
the definition of bk .
If ‖bk‖ ≤ τ 4k , we have that θk = 1. So according to (2.5) and (2.6), the following inequality is obtained
‖hk‖1 − ‖hk + ATk dk‖1 = ‖hk‖1 − ‖hk + ATk bk‖1 = ‖hk‖1 ≥ ‖hk‖. (3.13)
Therefore, the lemma is true from (3.12) and (3.13) and H3.3. 
Lemma 3.5. There exists an integer kˆ such that
νk = νkˆ (3.14)
for all k ≥ kˆ.
Proof. If the lemma is not true, there exists a subsequence {xk j } such that
lim
j→∞ νk j = ∞. (3.15)
According to the above limitation, we have that
ϕk j (0)− ϕk j (dk j ) < −
νk j
2
(‖hk j ‖1 − ‖hk j + ATk j dk j ‖1) (3.16)
for all j , which together with Lemma 3.4, gives
ϕk j (0)− ϕk j (dk j ) < −
νk j δ4
2
min[‖hk j ‖,4k j ]. (3.17)
Then, according to the above inequality and Theorem 3.3, we have that
νk j δ4
2
≤ δ3(1+ ‖Bk j ‖). (3.18)
Then (3.15) and (3.18) contradict the boundedness of ‖Bk‖. Thus, the lemma is true. 
Theorem 3.6.
lim
k→∞ ‖h
k‖ = 0 (3.19)
where hk is defined as (2.3).
Proof. If the theorem is not true, there must be a constant δ5 > 0 such that
lim sup
k→∞
‖hk‖ = δ5. (3.20)
Let x¯ be an accumulation point of {xk} satisfying ‖h(x¯)‖ = δ5. Define I ′α = E ∪ I (x¯) and I ′s = L \ I ′α . Since
I kα ⊂ {1, 2, . . . ,m}, without loss generality, we can suppose that there exists an integer k∗ such that
I kα = I ′α, ∀k > k∗. (3.21)
Therefore hk = (hki )i∈I ′α and Ak = (∇ci (xk))i∈I ′α for any k > k∗.
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There exists a positive constant  such that
‖hk‖ ≥ δ5
2
(3.22)
for all x ∈ {x |‖x − x¯‖ ≤ }. We give the following index set
K (δ¯) = {k|‖hk‖ ≥ δ¯}. (3.23)
Therefore, according to (2.15) and Lemma 3.4, we have
predk ≥
1
2
νk(‖hk‖1 − ‖hk + ATk dk‖1) ≥
1
2
νkδ4min[‖hk‖,4k]
≥ 1
2
νkδ4min
[
δ5
4
,4k
]
(3.24)
for any k ∈ K ( δ54 ).
Define
K˙ =
{
k| aredk
predk
≥ δ
}
. (3.25)
The boundedness of xk , the previous lemma, and (3.21) imply that∑
k∈K˙ ⋂ K( δ54 )
predk < ∞, (3.26)
which, together with (3.24), imply that∑
k∈K˙ ⋂ K ( δ54 )
4k < ∞. (3.27)
So there exists an integer k¯ such that∑
k∈K˙ ⋂ K ( δ54 ),k>k¯
4k < (1− β1)4 , (3.28)
where 0 < β1 < 1 is defined in Algorithm 2.1. Since x¯ is an accumulation point of {xk}, there exists k′ ≥ k¯ such that
‖xk′ − x¯‖ < 4 . (3.29)
Using the combination of (3.22), (3.28) and (3.29), we can prove by induction that
k ∈ K
(
δ5
2
)
(3.30)
for all k ≥ k′. For k = k′, (3.30) follows (3.22) and (3.29). Now assume that (3.30) is true for all k = k′, . . . , s; in the
following we will show that it holds also for k = s + 1. According to (3.28) and the updating rule of Algorithm 2.1
that 4k+1 ≤ β14k for all k∈¯K˙ , we obtain that
s∑
i=k′
4i =
s∑
i=k′,i ∈¯K (β)
4i +
s∑
i=k′,i∈K (β)
4i ≤
(
1+ β1
1− β1
) s∑
i=k′,i∈K (β)
4i ≤ 4 . (3.31)
Thus
‖xs+1 − x¯‖ ≤ ‖xk′ − x¯‖ +
s∑
i=k′
4i ≤ 2 . (3.32)
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So according to (3.22) and (3.23), it is obviously
xs+1 ∈ K
(
δ5
2
)
. (3.33)
Therefore, from the above discussion, (3.30) holds for all k ≥ k′.
From (3.30) and (3.31), we have that
∞∑
i=k′
4i ≤ 4 (3.34)
which implies
lim
k→∞ xk = x¯, limk→∞4k = 0. (3.35)
It is easy to prove that
aredk = predk + o(‖dk‖) = predk + o(4k) (3.36)
which, together with (3.24) and (3.35), gives us
lim
k→∞ rk = limk→∞
aredk
predk
= 1. (3.37)
(3.37) indicates that 4k+1 ≥ 4k for all sufficiently large k, which contradicts (3.35). This completes our proof. 
Using the conclusions above, we can get the global convergence.
Theorem 3.7. Either the Algorithm 2.1 stop at the KT point of problem (1.1) finitely, or any accumulation point of
{xk} generated by Algorithm 2.1 is the KT point of problem (1.1).
Proof. If Algorithm 2.1 stops at xk , then hk = 0 and QTk gk = 0. So from Theorem 3.1, we have that (xk, v¯k) is the
KT point, where v¯k is defined as (3.3).
Now we suppose that the algorithm does not stop finitely. Then we can assume (x∗, v¯∗) is the accumulation point
of {(xk, v¯k)}. Define I ∗α = E ∪ I (x∗) and I ∗s = L \ I ∗α . Without loss generality, we suppose that there exists one
infinite subset Λ, such that limk→∞,k∈Λ xk = x∗. Since I kα ⊂ {1, 2, . . . ,m}, there must be one infinite subset Λ1 ⊂ Λ,
such that I kα = I ∗α , k ∈ Λ1. We can let limk→∞,k∈Λ1 vk+ = v+.
By Theorem 3.6, we can get
ci (x∗) = 0 (i ∈ E), c j (x∗) ≤ 0 ( j ∈ I ) and (v+)i ≥ 0 (i ∈ I ∗α \ E), (3.38)
which together with the definition of KT point, if the theorem is not true, i.e., (x∗, v¯∗) is not the KT point, where
v¯∗i =
{
(v+)i , i ∈ I ∗α
0 i ∈ I ∗s (3.39)
Then the following conclusion must be true
A∗v+ + g0(x∗) 6= 0 (3.40)
where A∗ = (gi (x∗))n×|I ∗α |.
Now we prove the theorem in the following two cases:
(A) lim
k→∞,k∈Λ1
in f 4k = 0; (B) lim
k→∞,k∈Λ1
in f 4k > 0. (3.41)
First, if (A) is satisfied, then there must be one infinite subset Λ2 ⊂ Λ1, such that
lim
k→∞,k∈Λ2
4k = 0. (3.42)
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According to (3.40), we have QT∗ g(x∗) 6= 0, so we can choose one constant γ1 > 0 such that ‖QT∗ g(x∗)‖ ≥ γ1; here
Q∗ such that
A∗ = Q¯∗ R¯∗ = (Q′∗Q∗)
(
R∗
0
)
= Q′∗R∗.
There exists an integer k∗ such that ‖QTk gk‖ ≥ 12γ1, for all k ≥ k∗. If
δ3(1+ ‖Bk‖)‖hk‖ > δ2‖QTk gk‖
4k
4
, (3.43)
Then, by using (2.13) and Lemma 3.4, we get
predk ≥
1
2
νk(‖hk‖1 − ‖hk + ATk dk‖1) ≥
1
2
νkδ4min[4k, ‖hk‖]
≥ 1
2
νkδ4min
[
1,
δ2‖QTk gk‖
4δ3(1+ ‖Bk‖)
]
4k . (3.44)
If (3.43) fails, then
δ3(1+ ‖Bk‖)‖hk‖ < 12
δ2‖QTk gk‖2
‖Bk‖ (3.45)
for all large k ∈ Λ2, which together with (2.11) and Theorem 3.3, gives
predk ≥ ϕk(0)− ϕk(dk) ≥
1
2
δ2min
[
4k,
‖QTk gk‖
‖Bk‖
]
(3.46)
for all large k ∈ Λ2.
According to (3.44) and (3.46), we have that there exist one constant δ6 and an integer k̂ such that
predk ≥ δ64k (3.47)
for any k ≥ k̂ and k ∈ Λ2. It can be seen that
aredk = predk + o(‖dk‖) = predk + o(4k) (3.48)
which, together with (3.42) and (3.47), gives
lim
k→∞,k∈Λ2
rk = lim
k→∞,k∈Λ2
aredk
predk
= 1. (3.49)
Define 4˜k = 4kβ1β2 ; from Algorithm 2.1, the solution d˜k corresponding to the following subproblem
min gTk d + dT Bkd
s.t. ATk d + θkhk = 0
‖d‖ ≤ 4˜k
is unacceptable. Namely, if let x˜k = xk + d˜k , we have that
r ′k(4˜k) =
f (xk)− f (˜xk)+ νk(‖hk‖1 − ‖hk + ATk d˜k‖1)
−gTk d˜k − 12 d˜Tk Bk d˜k + νk(‖hk‖1 − ‖hk + ATk d˜k‖1)
< σ. (3.50)
It can be seen that 4˜k → 0, k ∈ Λ2, k → ∞. It is similar to the proof of (3.49); we can also get
limk∈Λ2,k→∞ r ′k(4˜k) = 1. So for sufficiently large k ∈ Λ2, it is must be true r ′k(4˜k) ≥ σ . This contradicts the
inequality of (3.50). Therefore (3.40) cannot be true under case (A).
Now we consider the case (B). In this case, there must be one constant 4¯ > 0 and an index set Λ3 ⊆ Λ1, such that
4k ≥ 4¯ for any k ∈ Λ3. So for large enough k ∈ Λ3, we can get rk ≥ δ. From the proof of Theorem 3.6, we have
lim
k→∞,k∈Λ3
predk = 0. (3.51)
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Table 1
Example 1
Initial point IN x∗ f ∗0
[1; 0.5; 0] 27 [0.868452; 4.048315; 1.926721] −30.708295
[0; 2; 1] 38 [0.868129; 4.046986; 1.921785] −30.706287
[0; 0; 0] 24 [0.868856; 4.047592; 1.928524] −30.709684
According to Theorem 3.3 and again Theorem 3.6, we can prove
lim
k∈Λ3,k→∞
‖QTk gk‖ = 0 (3.52)
which means that QT∗ g(x∗) = 0, contradicting to (3.40).
Therefore, the theorem is true. 
4. Numerical experiments
In this part, we apply Algorithm 2.1 to solve the following optimizations. Example 1 is one problem without
equality constraints, and Example 2 is one with mixed constraints. The numerical experiments show that our method
is efficient. The arithmetic is coded in C++, numerically tested in a PC, CPU Main Frequency 1.43GEMS 256M, run
circumstance VC++6.0. The parameters in Algorithm 2.1 are:
σ = 0.4, δ = 0.6, β1 = 0.5, β2 = 1.2, 40 = 50, B0 = I and ε = 10−6.
Example 1.
min f0(x) = x21 + x22 + 2x23 +
1
2
x2x3 − 4x1 − 9x2 − 10x3
s.t. f1(x) = 4 exp(x1)+ 2 sin x2 + x3 ≤ 10
f2(x) = 2x1 + 4x2 + x3 ≤ 20, x ≥ 0.
(4.1)
The numerical results, by Algorithm 2.1, can be seen in Table 1. In this table, IN denotes the number for constructing
the conic model trust-region subproblem, x∗ denotes the approximate solution satisfying the stopping tolerance, and
f ∗0 denotes the value of function f0 at x∗.
Example 2.min h0(t) = t
2
1 + t22 + t0.43 + 2t1t2
s.t. h1(t) = t1 + 2t3 = 0
h2(t) = t31 + 2t1t2 ≤ 0, t > 0.
(4.2)
This problem is one of generalized geometric programming; if we let ti = exp(xi ) (i = 1, 2, 3), then optimization
(4.2) can be rewritten as:min f0(x) = exp(2x1)+ exp(2x2)+ exp(0.4x3)+ 2 exp(x1 + x2)s.t. f1(x) = exp(x1)+ 2 exp(x3) = 0,f2(x) = exp(3x1)+ 2 exp(x1 + x2) ≤ 0. (4.3)
To solve optimization (4.2), first we solve optimization (4.3) by Algorithm 2.1 and obtain the optimal solution x∗
of (4.3). Then the optimal solution of (4.2) can be obtained by seting t∗ = exp(x∗). The computational results by
our algorithm can be seen in Table 2. In the table, t0 denotes the initial point, t∗ denotes the approximate solution
satisfying the stopping tolerance, and h∗0 denotes the value of function h0 at t∗.
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Table 2
Example 2
t0 IN t∗ h∗0
[1; 1; 1] 23 10−4 × [0; 0.145737; 0] 2.123927× 10−8
[exp(0.5); exp(0.5); exp(0.5)] 29 10−4 × [0; 0.387564; 0] 1.502061× 10−7
[exp(0.5); exp(−1); exp(1)] 20 10−4 × [0; 0.128746; 0] 1.657553× 10−8
Table 3
Example 3
Initial point IN x∗ f ∗0
[0.0, 0.0, 0.0] 22 [0.000432, 0.000415, 1.997432] −1.997386
[3.5, 2.0, 1.0] 13 [0.000442, 0.000475, 1.996324] −1.996287
[0.0, 6.0, 3.0] 19 [0.000464, 0.000142, 1.997765] −1.997752
Example 3 ([18]).{
min f0(x) = 43 (x
2
1 − x1x2 + x22)
4
3 − x3
s.t. x ≥ 0, x3 ≤ 2.
(4.4)
The optimal solution and the corresponding optimal value in [18], respectively, are
x∗ = (0, 0, 2)T , and f0(x∗) = −2.
The computational results by our algorithm can be seen in Table 3. In the table, x∗ denotes the approximate solution
satisfying the stopping tolerance, and f ∗0 denotes the value of function f0 at x∗.
5. Conclusions
The main work done in this paper can be summarized thus: we propose one new trust-region method via the
active-set strategy. Based on the active-set strategy, the variable replacement trust-region subproblem with equality
constraints is transformed into one unconstrained optimization. Global convergence is established under regular
assumptions. Numerical results show the efficiency of the proposed method. Regarding the local convergence rate,
details will be given in the further study.
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