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Abstract
We present a new minimal problem for relative pose es-
timation mixing point features with lines incident at points
observed in three views and its efficient homotopy continu-
ation solver. We demonstrate the generality of the approach
by analyzing and solving an additional problem with mixed
point and line correspondences in three views. The min-
imal problems include correspondences of (i) three points
and one line and (ii) three points and two lines through
two of the points which is reported and analyzed here for
the first time. These are difficult to solve, as they have 216
and – as shown here – 312 solutions, but cover important
practical situations when line and point features appear to-
gether, e.g., in urban scenes or when observing curves. We
demonstrate that even such difficult problems can be solved
robustly using a suitable homotopy continuation technique
and we provide an implementation optimized for minimal
problems that can be integrated into engineering applica-
tions. Our simulated and real experiments demonstrate our
solvers in the camera geometry computation task in struc-
ture from motion. We show that new solvers allow for recon-
structing challenging scenes where the standard two-view
initialization of structure from motion fails.
1. Introduction
Three-dimensional computer vision has made a wider im-
pact [4], in part by relying on point-based structure from
motion (SfM) [1, 66]. Matching point features across views
leads to successful pose estimation and unorganized 3D
point cloud reconstructions [52, 21]. Even production-
quality SfM technology nevertheless fails [4] when the im-
ages contain (i) large homogeneous areas with few or no
features; (ii) repeated textures, like brick walls, giving rise
to a large number of ambiguously correlated features; (iii)
Figure 1. Three mug images illustrate deficiencies of the tradi-
tional two-view approach to bootstraping SfM: there is not enough
features detected and thus a SOTA SfM pipeline COLMAP [66]
fails to reconstruct the relative pose of the cameras. In contrast,
the truly trinocular method proposed here used the two triplets of
point-tangents and one triplet of points (highlighted among red
features) to reconstruct the pose of the cameras as shown. The
schematic shows the matching of two triplets of points with at-
tached lines in green and cyan and one point triplet without lines
in pink. Red cameras were computed by our solver, and green
cameras are the ground truth.
blurred areas, arising from fast moving cameras or objects;
(iv) large scale changes where the feature overlap is not suf-
ficiently significant; (v) Multiple and independently moving
objects each of which do not have a sufficient number of
features.
We track the failure cases to two key observations. First,
multiview applications rarely make use of the full infor-
mation available in the image sequence. Most traditional
multiview pipelines estimate the relative pose of two views,
say with the 5-point algorithm [50] and then register new
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views using a P3P algorithm [67]. Camera estimation from
trifocal tensors is believed to augment two- view pose es-
timation [19], although this is questioned in practice [31].
The calibrated trinocular relative pose estimation from four
points, 3v4p, is known to be difficult to solve [51, 60, 61],
partly because it is not a minimal problem since it is over-
constrained. The first working solver [51] is effectively de-
termining relative pose between two cameras in the form of
a curve of degree ten of possible epipoles and using a third
view to select the one that minimizes reprojection errors.
In this sense, trinocular pose estimation has not truly been
tackled as a minimal problem.
The second key observation is that low number of point
features in images may often be supported by lines and
curves. However, the use of points on curves to establish
correspondence faces its own challenges. They are only
transversally localized, leaving thus a dimension of ambi-
guity in determining curve correspondence. Despite this,
curve points offer additional useful constraint, i.e. the ori-
entation of their tangent. Thus, at corners, junctions, and
other special points on curves, e.g., satisfying certain ap-
pearance conditions (maximizing the cornerness or Lapla-
cian of Gaussian along the curve), enough points are both
spatially localized, and orientation also available for an ad-
ditional constraint. Of course, the availability of orienta-
tion is not exclusive to tangents on a curve; for example,
we show how the SIFT dominant direction can be used ef-
fectively as an orientation attached to a point. We show
that the introduction of “orientation attached to a point” can
solve for estimation with fewer point matches, from 4 to 3,
which is critical in images experiencing a feature drought,
Figure 1, as well as to enhance the robustness and speed in
RANSAC.
The two above observations motivate exploring trinoc-
ular pose estimation from the perspective of triplet point
correspondences where the points may also be endowed
with orientation. We demonstrate that only three points are
needed when matched across all three views: Two of these
triplets need to have attached orientation; the third does not;
see the schematic in Figure 1.
Three types of constraints arise in matching points with
attached orientation. First, the point location correspon-
dence, i.e., the epipolar constraint, provides an equation for
each pair of views, or six equations in all. The fact that
a pair from view 1 to view 2 and a pair from 2 to view 3
form a triplet provides another equation which essentially
constrains the independent pairs of scale ambiguities to a
single one. This provides another three equations. Finally,
for each triplet of points with attached orientations, the ori-
entation of the first two views predicts an orientation for the
third, providing an additional constraint for each triplet with
orientation. This provides two more equations, for a total of
11 equations in 11 unknowns.
These equations are polynomial with such complexity
that is not trivial to solve efficiently. This motivates using
techniques from numerical algebraic geometry [8, 14, 43] to
(i) probe whether the system is over or under constrained or
otherwise minimal; (ii) understand the range of the number
of solutions and a tight upper bound on it; (iii) develop effi-
cient and practically relevant methods for finding solutions
which are real and represent camera configurations. This
paper answers all three points: the problem posed is mini-
mal, it has up to 312 solutions of which 2-3 end up becom-
ing relevant to camera configurations, and the paper devel-
ops a practical and relatively fast method (currently under 2
seconds but promises to be sub-second with some optimiza-
tion) for solving the system; these are the key contribution
of this paper. As a bonus, a similar trifocal problem with
three points and a free line is analyzed to demonstrate gen-
erality of this approach.
Experiments are conducted on synthetic data to under-
stand how the approach behaves under (i) veridical and ac-
curate correspondences, (ii) veridical but noisy correspon-
dences, and (iii) veridical noisy correspondences embed-
ded among outliers. These experiments demonstrate that
the system is robust and stable under spatial and orientation
noise and under a significant level of outliers. For experi-
ments on real data, we use SIFT keypoints endowed with
SIFT orientation. The approach applies RANSAC to triplets
of features, which are essentially pairs that are cycle con-
sistent across three views, and solves the system of polyno-
mial equations using an efficient implementation of homo-
topy continuation. The results are validated by measuring
inliers. We have found that our approach is successful in
all cases where the traditional SfM pipeline succeeds but
more importantly it succeeds in many other cases too, on
the EPFL [70] and Amsterdam Teahouse datasets [71], Fig-
ures 1 and 17. For additional details, we refer the reader to
the supplementary material.
1.1. Literature Review
Trifocal Geometry Calibrated trifocal geometry estima-
tion is a hard problem [60, 61, 51, 63]. There are no pub-
licly available solvers we are aware of. The state of the art
solver [51], based on four corresponding points (3v4p), has
not yet found many practical applications [38].
For the uncalibrated case, 6 points are needed [24], and
Larsson et al. recently solved the longstanding trifocal mini-
mal problem of using 9 lines [39]. The case of mixed points
and lines is less common [54, 54], but has seen a growing
interest in related problems [72, 59]. The calibrated cases
beyond 3v4p are largely unsolved, spurring more sophisti-
cated theoretical work [33, 42, 45, 46, 2, 53, 3]. Kileel [33]
studied many minimal problems in this setting, such as the
Cleveland problem solved in the present paper, and reported
studies using homotopy continuation. Kileel also stated that
the full set of ideal generators is currently unknown, i.e., a
given set of polynomial equations provably necessary and
sufficient to describe calibrated trifocal geometry.
Seminal works used curves and edges in three views to
transfer differential geometry for matching [5, 62], and for
pose and trifocal tensor estimation [13, 65]. Point-tangents
can be framed as quivers (1-quivers), or feature points with
attributed directions (e.g., corners), proposed in the con-
text of uncalibrated trifocal geometry but de-emphasizing
the connection to tangents to general curves [29, 74]. We
note that point-tangent fields may also be framed as vector
fields, so related technology may apply to surface-induced
correspondence data [16]. In the calibrated setting, point-
tangents were first used for absolute pose estimation by Fab-
bri et al. [17], using only two points, later relaxed for un-
known focal length [37]. The trifocal problem with three
point-tangents as a local version of trifocal pose for global
curves was first formulated by Fabbri [16], for which we
here present a minimal version codenamed Chicago.
Homotopy Continuation The basic theory of Polyno-
mial Homotopy Continuation (HC) [8, 48, 68] was devel-
oped in 1976, and guarantees algorithms that are globally
convergent with probability one from given start solutions.
A number of general-purpose HC software have consider-
ably evolved over the past decade [7, 10, 43, 73]. The com-
puter vision community has used HC most notably in the
nineties for 3D vision of curves and surfaces for tasks such
as computing 3D line drawings from surface intersections,
finding the stable singularities of a 3D line drawing under
projections, computing occluding contours, stable poses,
hidden line removal by continuation from singularitities, as-
pect graphs, self-calibration, pose estimation [36, 56, 35,
56, 36, 55, 27, 9, 26, 47, 44, 20, 25, 58], as well as for
MRFs [49, 9], and in more recent work [23, 15, 64]. An im-
plementation of the early continuation solver of Kriegman
and Ponce [35] by Pollefeys is still widely available for low
degree systems [57].
As an early example [25], HC was used to find an early
bound of 600 solutions to trifocal pose with 6 lines. In the
vision community HC is mostly used as an offline tool to
carry out studies of a problem before crafting a symbolic
solver. Kasten et al. [32] recently compare a general pur-
pose HC solver [73] against their symbolic solver. However,
their problem is one order of magnitude lower degree than
the ones presented here, and the HC technique chosen for
our solver [14] is more specific than their use of polyhedral
homotopy, in the sense that fewer paths are tracked (c.f . the
start system hierarchy in [68]).
2. Two Trifocal Minimal Problems
2.1. Basic Equations
Our notation follows [22] with explicit projective scales. A
more elaborate notation [13, 17] can be used to express the
equations in terms of tangents to curves.
η
X
D
Y
x2
d2 y2
γ
α2∥x2∥
η
X
D
Y = X + ηD
x1
x2 x3
d1
d2 d3
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β2∥y2∥
Figure 2. Notation for the trifocal pose problems.
Notation Let X and Y denote inhomogeneous coordinates
of 3D points and xv,p ∈ P2 denote homogeneous coordi-
nates of image points. Subscript v numbers views and p
numbers the points. If only a single subscript is used, it in-
dexes views. Symbols Ri, ti denote the rotation and trans-
lation transforming coordinates from camera 1 to camera i,
d is an image line direction or curve tangent in homoge-
neous coordinates, and D is the 3D line direction or space
curve tangent in inhomogeneous world coordinates. Sym-
bols α, β denote the depth of X,Y, respectively, and η is
the displacement along D corresponding to the displace-
ment γi along d.
We next formulate two minimal problems for points and
lines in three views and derive their general equations be-
fore turning to specific formulations. We first state a new
minimal problem codenamed ‘Chicago’, followed by an im-
portant similar problem, ‘Cleveland’.
Definition 1 (Chicago trifocal problem). Given three points
x1v,x2v,x3v and two lines `1v , `1v in views v = 1, 2, 3,
such that the `iv meet xiv , i = 1, 2, v = 1, 2, 3, compute
R2, R3, t2, t3.
Definition 2 (Cleveland trifocal problem). Given three
points x1v,x2v,x3v in views v = 1, 2, 3, and given one
line `1v in each image, compute R2, R3, t2, t3.
To setup equations, we start with image projections of
points α1x1 = X, α2x2 = R2X + t2, α3x3 = R3X + t3
and eliminate X to get
αvxv = Rvα1x1 + tv, v = 1, 2 (1)
Lines in space through X are modeled by their points Y =
X + ηD in direction D from X. Points Y are projected to
images as β1y1 = X + ηD, β2y2 = R2(X + ηD) + t2,
β3y3 = R3(X+ ηD) + t3. Eliminating X gives
β1y1 = α1x1 + ηD
β2y2 = α2x2 + ηR2D
β3y3 = α3x3 + ηR3D
(2)
The directions di of lines in images, which are obtained as
the projection of Y minus that of X, i.e.
βiγidi = yi − xi = αixi + ηD− xi, (3)
are substituted to (2). After eliminating D we get
(βv − αv)xv + βvγvdv = Rv ((β1 − α1)x1 + β1γ1d1) ,
(4)
For v = 1, 2. To simplify notation further, we change vari-
ables as i = βi − αi, µi = βiγi and get
vxv + µvdv = Rv (1x1 + µ1d1) , (5)
for v = 1, 2. For Chicago, we have three times the
point equations (1) and two times the tangent equations (5).
There are 12 unknowns R2, t2, R3, t3, and 24 unknowns
αpv, pv, µpv .
For Cleveland we need to represent a free 3D line L in
space. We write a general point of L as P+λV, with a point
P onL, the direction V ofL and real λ. Considering a triplet
of corresponding lines represented by their homogeneous
coordinates `v , the homogeneous coordinates of the back-
projected planes are obtained as piv = [Rv | tv]T `v . Now,
all piv have to contain P and V and thus
rank
[
[I | 0]T `v | [R2 | t2]T `v | [R3 | t3]T `v
]
< 3 (6)
Equations 6 and 1 are basic equations of Cleveland.
Many ways how to proceed by elimination from ba-
sic equations of the problems are possible. A particular
formulation based on vanishing minors for both Chicago
and Cleveland, which produced our first working solver to
Chicago, is described in 3.1.
2.2. Problem Analysis
A general camera pose problem is defined by a list of la-
beled features in each image, which are in correspondence.
The image coordinates of each feature are given, and we
are to determine the relative poses of the cameras. The
concatenated list of all the features’ coordinates from all
cameras is a point in the image space Y , while the con-
catenated list of the features’ locations in the world frame
or camera 1 is a point in the world feature space W . Un-
less the scale of some feature is given, the scale of the rela-
tive translations is indeterminate, so relative translations are
treated as a projective space. For N cameras, the combined
poses of cameras 2, . . . , N relative to camera 1 are a point
in SE(3)N−1. Let the pose space be X , the projectivized
version of SE(3)N−1, and so dimX = 6N − 7. Given the
3D features and the camera poses, we can compute the im-
age coordinates of the features, so we have a viewing map
V : W ×X → Y . A camera pose problem is: given y ∈ Y ,
find (w, x) ∈ W ×X such that V (w, x) = y. The projec-
tion pi : (w, x) 7→ x is the set of relative poses we seek.
Definition 3. A camera pose problem is minimal if V :W×
X→Y is invertible and nonsingular at a generic y ∈ Y .
A necessary condition for a map to be invertible and non-
singular is that the dimensions of its domain and range must
be equal. Let us consider three kinds of features: a point,
a point on a line (equivalently a point with tangent direc-
tion), and a free line (a line with no distinguished point on
it). For each feature, say F , let CF be the number of cam-
eras that see it. The contributions to dimW and dimY of
each kind of feature are in the table below, where a point
with a tangent counts as one point and one tangent. Thus,
a point feature has several tangents if several lines intersect
at it (sometimes called quiver).
Feature dimW dimY
Point, P 3 2 · CP
Tangent, T 2 1 · CT
Free Line, L 4 2 · CL
Accordingly, summing the contributions to dimY −dimW
for all the features, we have the following result.
Theorem 2.1. Let 〈x〉 .= max(0, x). A necessary condition
for a N -camera pose problem to be minimal is∑
P
〈2CP − 3〉+
∑
T
〈CT − 2〉+
∑
L
〈2CL − 4〉 = 6N − 7. (7)
For trifocal problems where all cameras see all features,
i.e., CP = CT = CL = 3, a pose problem with 3 feature
points and 2 tangents meets condition (7). A pose problem
with 3 feature points and 1 free line also meets the condi-
tion. Adding any new features to these problems will make
them overconstrained, having dimY > dimW ×X .
To demonstrate sufficiency, it enough to find (w, x) ∈
W ×X where the Jacobian of V (w, x) is full rank. Choos-
ing a random point (w, x) and testing the Jacobian rank
serves to establish nonsingularity with probability one.
Such a test computed in floating point arithmetic is highly
indicative but not rigorous unless one bounds floating-point
error, which can be done using interval arithmetic, or exact
arithmetic. A singular value decomposition of the Jacobian
computed in floating point that shows that the Jacobian has
a smallest singular value far from zero, can be taken as a
numerical demonstration that the problem is minimal. Sim-
ilarly, a careful calculation using techniques from numerical
algebraic geometry can compute a full solution list in C for
a randomly selected example and thereby produce a numer-
ical demonstration of the algebraic degree of the problem.
Using such techniques, we make the following claims with
the caveat that they have been demonstrated numerically,
not proven rigorously.
Theorem 2.2 (Numerical). The Chicago trifocal problem
is minimal with algebraic degree 312, and the Cleveland
problem is minimal with algebraic degree 216.
Proof. The previous paragraphs explain the numerical ar-
guments involved, but the definite proof by computer in-
volves symbolically computing the Gro¨bner basis over Q,
with special provisions, as discussed in supplementary ma-
terial.
While this result is in agreement with degree counts for
Cleveland in [33], the analysis of Chicago is novel as this
problem is presented in this paper for the first time. See the
supplementary material.
3. Homotopy Continuation Solver
In this section we describe our homotopy continuation
solvers. In subsection 3.1 we reformulate the trifocal pose
estimation problems as parametric polynomial systems in
unknowns R2, R3, t2, t3 using the main specific equations
that so far have produced our best results, while other for-
mulations are discussed in suplementary material. We at-
tribute relatively good run times to two factors. First, we
use coefficient-parameter homotopy, outlined in 3.2, which
naturally exploits the algebraic degree of the problem. Al-
ready with general-purpose software [7, 43], parameter ho-
motopies are observed to solve the problems in a relatively
efficient manner. Secondly, we optimize various aspects
of the homotopy continuation routine, such as polynomial
evaluation and numerical linear algebra. In subsection 3.3,
we describe our optimized implementation in C++ which
was used to do the computations.
3.1. Equations based on minors
One way of building a parametric homotopy continuation
solver is to formulate the problems as follows. An instance
of Chicago may be described by 5 visible lines in each view.
We represent each line by its defining equation in homo-
geneous coordinates, i.e. as `i,1, . . . `i,5 ∈ C3×1 for each
i ∈ {1, 2, 3}. With the convention that the first three lines
pass through the three pairs of points in each view and that
the last two pass through associated point-tangent pairs, let
Lj =
[
[I |0]T `1,j [R2 |t2]T `2,j [R3 |t3]T `3,j
]
(8)
for each j ∈ {1, . . . , 5}. We enforce line correspondences
by setting all 3×3 minors of each Lj equal to zero. Certain
common point constraints must also be satisfied,i.e., that the
`3
`1
`2
`4`5
1
`3
`1
`2
`4
1
`3
`1
`2
`4
1
Figure 3. Visible line diagrams for Chicago and Cleveland.
4× 4 minors of matrices [L1 | L2 | L4], [L1 | L3 | L5], and
[L1 | L2] all vanish.
We may describe the Cleveland problem with similar
equations. For this problem, we are given lines `i,1, . . . , `i,4
for i ∈ {1, 2, 3}. We enforce line correspondences for ma-
trices L1, . . . , L4 defined as in (8) and common point con-
straints by requiring that the 4 × 4 minors of [L1 | L2],
[L1 | L3], and [L2 | L3] all vanish. The “visible lines”
representation of both problems is depicted in Figure 3.1.
3.2. Algorithm
From the previous section, we may define a specific sys-
tem of polynomials F (R;A) in the unknowns R =
(R2, t2, R3, t3) parametrized by A = (`1,1, . . .). Many rep-
resentations for rotations were explored, but our main im-
plementation employs quaternions. A fundamental tech-
nique for solving such systems, fully described in [68], is
coefficient-parameter homotopy. Algorithm 1 summarizes
homotopy continuation from a known set of solutions for
given parameter values to compute a set of solutions for
the desired parameter values. It assumes that solutions for
some starting parameters A∗ have already been computed
via some offline, ab initio phase. For our problems of inter-
est, the number of start solutions is precisely the algebraic
degree of the problem.
Several techniques exist for the ab initio solve. For ex-
ample, one can use standard homotopy continuation to solve
the system F (R;A∗) = 0, where A∗ are randomly gener-
ated start parameters [68, 8]. This method may be enhanced
by exploiting additional structure in the equations or using
regeneration. Another technique based on monodromy, de-
scribed in [14], was used to obtain a set of starting solutions
and parameters for the solver described in Section 3.3.
3.3. Implementation
We provide an optimized C++ package called MINUS –
MInimal problem NUmerical Solver http://github.
com/rfabbri/minus. This is continuation code spe-
cialized for minimal problems, templated in C++, so that
efficient specialization for different problems and different
formulations are made possible. The most reliable and high-
quality solver according to our experiments uses a 14 × 14
minors-based formulation. Although other formulations
have demonstrated further potential for speedup by orders
Algorithm 1: Homotopy continuation solution tracker
input: Polynomial system F (R;A), where
R = (R2, t2, R3, t3), and A parametrizes the data;
Start parameters A∗; start solutionsR∗ where
F (R∗;A∗) = 0; Target parameters Â
output: Set of target solutions R̂ where F (R̂; Â) = 0
Setup homotopy H(R; s) = F (R; (1− s)A∗ + sÂ).
for each start solution do
s←− ∅
while s < 1 do
Select step size ∆s ∈ (0, 1− s].
Predict: Runge-Kutta Step from s to s+ ∆s such
that dH/ds = 0.
Correct: Newton step st. H(R; s+ ∆s) = 0.
s←− s+ ∆s
return Computed solutions R̂ where H(R̂, 1) = 0.
of magnitude, there may be reliability tradeoffs (c.f . sup-
plementary material).
4. Experiments
We first study the quality of our solver in synthetic experi-
ments. Then, we demonstrate its performance on challeng-
ing real data. Due to space constraints, we present results
for the Chicago problem, which is more challenging than
Cleveland. See the supplementary material for experiments
on Cleveland.
Synthetic experiments We show the performance of our
solvers by starting with perfect synthetic data [18], consist-
ing of 3D curves in a 4 × 4 × 4cm3 volume projected to
100 cameras Fig. 4, and sampling them to get 5117 poten-
tial data points/tangents that are projections of the same 3D
analytic points and tangents [18], and then degrading them
with noise and mismatches. Camera centers are randomly
sampled around an average sphere around the scene along
normally distributed radii of mean 1m and σ = 10mm,
and rotations constructed via normally distributed look-at
directions with mean along the sphere radius looking to the
object, and σ = 0.01 rad such that the scene does not leave
the viewport, followed by uniformly distributed roll. This
sampling is filtered such that no two cameras are within 15◦
of each other.
Our first experiment studies the numerical stability of the
solvers. The dataset provides true point correspondences,
which inherit an orientation from the tangent to the analytic
curve. For each sample set, three triplets of point corre-
spondences are randomly selected with two endowed with
the orientation of the tangent to the curve. The real solu-
tions are selected from among the output, and only those
that generate positive depth are retained. Finally, the un-
Figure 4. Sample views of our synthetic dataset. Real datasets have
also been used in our experiments. (3D curves are from [17, 18]).
used tangent of the third triplet is used to verify the solution
as it is an overconstrained problem. For each of the remain-
ing solutions a pose is determined.
The error in pose estimation is compared with the ground
truth, measured as the angular error between normalized
translation vectors and the angular error between the quater-
nion representation of the rotation matrices. The entire pro-
cess of generating the input to computing pose is repeated
1000 times and averaged. This experiment demonstrates
that: (i) pose estimation errors are negligible, Fig. 5(a); (ii)
the number of solutions is small – 35 real solutions on av-
erage which then get pruned down to around 7 on average
by enforcing positive depth. Using the unused tangent of
the third point as a verification reduces the number of phys-
ically realizable solutions to about 3 or 4, Fig. 5(b); (iii)
The solver fails in about 1% of cases. These cases are de-
tectable and while not a problem for RANSAC, the solver
can be rerun for that solution path with higher accuracy or
more parameters at a higher computational cost.
The second experiment shows that we can reliably and
accurately determine cameras pose with correct but noisy
correspondences. Using the same dataset and a subset of
the selection of three triplets of points and tangents – 200 in
total – zero-mean Gaussian noise was added both to the fea-
ture locations with σ corresponding to {0.25, 0.5, 0.75, 1.0}
pixels in image and to the orientation of the tangents with
σ ∈ {0.25, 0.5, 0.75, 1.0}. These selected magnitude of lo-
calization errors reflect the expected localization error of
point features and the orientation error corresponds to the
state of the art orientation measurements [34]. A RANSAC
scheme determines the feature set with pose generating the
highest number of inliers. The experiments indicate that
the resulting translation and rotation errors are reasonable.
Figure 6(top) shows how changes in the magnitude of fea-
ture localization error affect pose in terms of translation er-
rors and rotation errors. We use orientation perturbation of
0.1 rad to simulate the error in real feature orientation. Fig-
ure 6(bottom) shows how the magnitude of orientation error
(a)
(b)
Figure 5. (a) Errors of computed parameters w.r.t the GT are small
showing that the solver is numerically stable. (b) The histogram
of the numbers of real solutions in different stages.
Figure 6. Distribution of trifocal pose error in the form of transla-
tional and rotational error is plotted against the level of feature lo-
calization noise and orientation noise. The green, resp., blue plots
refer to the pose of the second resp., the third camera, relative to
the first.
affects pose in terms of translation errors and rotation errors.
A localization error of 0.5 pixel is used as orientation error
is varied.
More meaningful, however, is the error measured in ob-
servation space, i.e., the reprojection error: in each triplet
of features, the first two features are used to predict the lo-
cation of the third and the distance between the reprojected
feature and the third perturbed feature is the reprojection er-
ror. This process is repeated 100 times to generate Figure 7.
The third experiment probes whether the system can re-
liably and accurately determine trifocal pose when veridical
noisy correspondences are mixed with outliers. With an er-
ror of 0.25 pixels and 0.1 radians, 200 triplets of features
were first generated and a percentage of these replaced with
samples with random location and orientation. The ratio
of outliers is 10%, 25% and 40%. The experiment was re-
Figure 7. The distribution of reprojection error of feature location
is plotted against of levels of feature localization error and feature
orientation error.
Figure 8. Average reprojection error on GT inlier points with dif-
ferent ratio of outliers.
peated 100 times. The resulting reprojection error is low
and stable with the outlier ratio, Fig. 8.
Computational efficiency: Each step of minimal solve us-
ing our solver MINUS takes 1.9s in the worst case (about
660ms on average), corresponding to over 1 minute in our
best prototypes using general purpose software [43, 7], both
on an Intel core i7-7920HQ processor and four threads.
More aggressive but potentially unsafe optimizations to-
wards microseconds are feasible, but require assessing fail-
ure rate, as reported in the supplementary materials.
Real experiments: The use of attended lines in our ap-
proach requires harvesting points with attached tangents
or orientations. In the case of isolated points, such as
SIFT keypoints, the orientation of the SIFT descriptor al-
lows a point to be endowed with an orientation. In the
case of curves, the curve tangent provides a natural orien-
tation for each point. However, while curve points show
superior transversal localization and superior orientation
specification there is correspondence ambiguity along the
curve. This can be resolved by employing corners and
junctions [28] or special appearance-based keypoints found
along a curve. One can also use the curve-to-curve corre-
spondence ambiguity as part of a RANSAC procedure with
some help from recent work [41]. These options are all vi-
able. Since the focus of this paper is on the introduction of
the approach, the solver, and a practical pipeline for trifocal
pose estimation, we focus on the use of SIFT keypoints with
SIFT orientations. We recognize that this is suboptimal, as
the main drawback of feature-based relative pose estima-
tion is in areas of low-number of features and repeated tex-
ture, so working with feature points inherits these difficul-
ties. It would have been better to work with curves which
are prominent and stable. Nevertheless we can use SIFT
keypoints with attached SIFT orientations to illustrate that
our method is at least as good as the traditional methods in
all cases and in some cases solves the relative pose when the
traditional scheme fails. It is worth emphasizing, however,
that the potential of this scheme is to go beyond isolated
features, a subject of future work.
Much like the standard pipeline, SIFT features are first
extracted from all images. Pairwise features are found by
rank-ordering measured similarities and making sure each
feature’s match in another image is not ambiguous and is
above accepted similarity. Pairs of features from the first
and second views are then grouped with the pairs of features
from the second and third views into triplets. A cycle con-
sistency check enforces that the triplets must also support
a pair from the first and third views. Three feature triplets
are then selected using RANSAC and together with their as-
signed SIFT orientation at two points used to estimate the
relative pose of the three cameras.
Examples of this procedure are reported for triplets of
images taken from the EPFL dense multi-view stereo test
image dataset [69] in Figure 17, with ground-truth cam-
eras shown in solid green and the cameras obtained with
our method in red outlines. A qualitative visual comparison
shows that our estimates are excellent. Quantitively, our
estimates have pose errors of 1.5 × 10−3 radians in trans-
lation and 3.24 × 10−4 radians in rotation. The average
reprojection error is 0.310 pixels. These are comparable or
better than the trifocal relative pose estimation methods re-
ported in [30]. Our conclusion for this dataset is that our
method is at least as good and often better than the tradi-
tional methods. See supplementary data for more examples
and a substantiation of this claim.
The EPFL dataset, however, is texture-rich, typically
yielding on the order of 1000 triplet features per triplet of
images. As such it does not portray the typical problems
faced in the really challenging situations when there are few
features available or when there are repeated textures. The
Figure 9. Trifocal relative pose estimation of EPFL dataset. For
each row, image triplets samples are shown. The estimation re-
sults are shown on the right. Ground truth poses are in solid green
and estimated poses are in red. More examples in supplementary
material.
Figure 10. Two samples of trifocal relative camera pose estimation
of Amsterdam Teahouse dataset. First line is a sample triplet of
images that COLMAP is able to tackle. Second line is a sample
triplet from the images that COLMAP reported it cannot find good
matches. COLMAP results are in blue wireframes.
Amsterdam Teahouse Dataset [71], which also has ground-
truth relative pose data, depicts scenes with fewer features.
Figure 10 shows a triplet of images from this dataset where
there is sufficient set of features (the soup can) to support a
bifocal relative pose estimation followed by a P3P registra-
tion to a third view (using COLMAP [66].) However, when
the number of features is reduced, as in Figure 10 where the
number of features is much lower (soup can is invisible),
COLMAP fails to find relative pose between pairs of these
images. In contrast, our approach which relies on three and
not five features is able to operate on this scene and recover
the camera pose. Figure 1 shows another example. Further
results are shown in supplementary material.
5. Conclusion
We presented a new calibrated trifocal minimal problem,
an analysis demonstrating its number of solutions, and a
practical solver by specializing numerical algebraic com-
putation techniques. We show these techniques generalize
to another difficult minimal problem with mixed points and
lines. The proposed problem connects classical multi-view
geometry of points and lines to that of points and tangents
appearing when observing 3D curves extracted with tools
of differential geometry [18, 16]. We believe that our ap-
proach to solving minimal problems may be useful for other
difficult minimal problems. In the future, our “100 lines
of custom-made solution tracking code” will be used to try
to improve solvers of many other minimal problems which
could not have been solved efficiently with Gro¨bner basis
techniques [40].
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Supplementary Material
Appendix
A. Other formulations
Other “non-minor” formulations were also explored and
implemented in MINUS, notably for Chicago. Two impor-
tant formulations exist are worth mentioning. The first, is
to eliminate depths and other scalar from the original equa-
tions from Section 2.1, ending with a 11 × 11 system of
equations only in the relative poses R1, t1, R2, t2 modulo
global scale – embodying the calibrated trifocal tensor in
different forms depending on the representation employed.
Another approach is further eliminating translations, to ob-
tain 6 × 6 equation in R2, R3, which can give better perfor-
mance in linear solves in Algorithm 1. These are explored
in the present supplementary material along with more ag-
gressive optimization strategies for an optimized solver with
reliability tradeoffs.
Chicago Let (Ri, ti) for i = 2, 3 be the rotation matrix
and translation vector for camera 1 relative to camera i. The
parameters in local image coordinates are given as:
• point j in view i: xij for i = 1, 2, 3, j = 1, 2, 3 and
• tangent at point j in view i: dij , i = 1, 2, 3, j = 1, 2.
The first set of vector equations is associated to viewing
point j = 1, 2, 3 from cameras i = 1, 2, 3:
αijxij = Riα1jx1j + ti. (9)
Eliminate ti by using (9) for j = 3 and rearrange to:
αijxij−αi3xi3 = Ri(α1jx1j−α13x13), i = 2, 3, j = 1, 2.
(10)
The second set of vector equations is associated to viewing
tangent j at point j = 1, 2 from cameras i = 1, 2, 3:
ijxij + µijdij = Ri(1jx1j + µ1jd1j). (11)
Together, (10) and (11) are a set of 24 scalar equations with
the following unknowns:
(Ri, ti), i = 2, 3; αij , i = 1, 2, 3, j = 1, 2, 3;
(ij , µij), i = 1, 2, 3, j = 1, 2,
which are used in our additional Bertini solver in regards to
the non-minor Chicago formulation and experimentation.
Cleveland The three labeled points are the same, there-
fore (9) and its reduction to (10) still applies. With the de-
scription in the main manuscript, for the free 3D line L, we
let (pv,qv) be two distinct points in three views. The back-
projection of the image line is a plane whose equation in
local coordinates is given in terms of a vector nv normal to
the plane:
n>v x = 0, where nv = pv × qv .
Point P chosen as P = αpp1, must lie in the back-projection
planes in the other two views, giving
n>v (Rvαpp1 + tv) = 0, (12)
for views 2 and 3. Eliminating the translations and rear-
ranging we have:
αv3n>v xv3 = n
>
v Rv(α13x13 − αpp1). (13)
In addition, L must lie in all three back-projection
planes, thus
n>1 v = 0, n
>
n R2v = 0, n
>
3 R3v = 0. (14)
The solver referenced below for this non-minor Cleve-
land formulation is defined by the polynomial system
of (10), (13), and (14) with the following unknowns:
Rv, v = 2, 3; αvj , v = 1, 2, 3, j = 1, 2, 3; αp; v.
Of course, we note that the above equations can partially be
represented as determinants equal to zero; by non-minor we
simply mean it is not focused on minors, but that they are a
by-product of another type of geometrical reasoning.
B. Clarifying the proof of degrees
In the main paper, a proof regarding the number of 312
degrees and 216 for Chicago and Cleveland, respectively,
was provided focusing on numerical arguments. These ar-
guments are mathematically sound as there are strong guar-
antees for polynomial functions on the results of numeri-
cal tests when undertaken with certain provisions we de-
scribed. In our main manuscript we also sketched how the
proof would proceed by means of symbolic techniques. We
now provide details on such a procedure, which is standard
practice [12, 11].
To obtain the degree of the system, it is enough to give
random values to all symbolic parameters (or coefficients),
and then compute the degree of the resulting (specialised)
system. This can be performed over Q, as briefly described
in the paper, or it may be more feasible to carry out compu-
tations modulo p, for a suitable prime number p. By making
sure that the random values of the parameters are generic
enough to be a representative of the general ones, and that
the prime that we use is not a bad prime (for example that
the modulo p operation does not kill terms of the polyno-
mials), then the computation of the degree is as mathemati-
cally sound as an analytic-geometric proof by hand (which
would be very hard for this problem size).
Once we compute, overQ, a lexicographical Gro¨bner ba-
sis, its last polynomial is a univariate polynomial of degree
D, which is the problem degree. For Chicago, D = 312 is
obtained, and for cleveland D = 216. Let the single vari-
able of this last univariate polynomial be x. By solving this
polynomial by usual means, one backsubstitutes x and thus
find a solution for the system. The procedure over the ra-
tionals is time consuming (several hours to days), so as a
solver this generic symbolic method as such is not useful in
practice beyond proofs and other analysis.
C. Additional Synthetic Experiments
Synthetic experiments were completed for the minor for-
mulation of Cleveland discussed in Section 2 in the main
manuscript, as well as the other formulations outlined above
in A. These experiments are equivalent to those outlined in
Section 4 in the main manuscript under the heading syn-
thetic experiments.
Figure 11. Errors of computed parameters w.r.t the GT are small
showing that the solver is numerically stable of the minor formu-
lation of Cleveland
Figure 12. Errors of computed parameters w.r.t the GT are small
showing that the solver is numerically stable of alternative formu-
lation of Chicago
Figure 13. Errors of computed parameters w.r.t the GT are small
showing that the solver is numerically stable of alternative formu-
lation of Cleveland
For the three separate formulations, minor Cleveland and
alternative Chicago and Cleveland, it was found that pose
estimation errors are negligible as shown in Figures 11, 12,
and 13, respectively.
The next set of experiments show the behavior when the
correspondences are correct but noisy. Using the same pro-
cess as described in detail in Experiment section in the main
paper. The result of three different formulations (minor for-
mulation of Cleveland, non-minor formulation of Chicago
and non-minor formulation of Cleveland) are shown in Fig-
ure 14, 15, and 16. For each formulation, the median of the
translation and rotation error are low. However, given the
relatively high failure rate of these three formulations, we
have several failure cases for each. But these failure cases
can be detected by thresholding the maximum inlier ratio
in RANSAC. The average reprojection error with respect to
the ground truth point correspondences, also shown in Fig-
ure 14, 15, and 16, shows that for most of the test cases, we
have a stable and reasonable reprojection error. Again, the
case with large reprojection error can be ignored by thresh-
olding maximum inlier ratio.
Figure 14. Distribution of trifocal pose error in the form of trans-
lational and rotational error plotted against the level of feature lo-
calization noise and orientation noise using the minor formulation
of Cleveland. The green, resp., blue plots refer to the pose of the
second resp., the third camera, relative to the first.
Figure 15. Distribution of trifocal pose error in the form of trans-
lational and rotational error is plotted against the level of feature
localization noise and orientation noise with non-minor formula-
tion of Chicago. The green, resp., blue plots refer to the pose of
the second resp., the third camera, relative to the first.
In addition, with the computational efficiency discussed
below, these experiments with synthetic data and multiple
formulations highlights the efficacy of the homotopy con-
tinuation methods and their ability to solve these trifocal
problems in a competitive nature.
Computational efficiency: For the minor formulation of
Cleveland, each run of our more general purpose solver us-
ing Bertini takes about 8.97 seconds on average with a fail-
ure rate of about 17.9%. For the non-minor formulation of
Cleveland, each run takes about 11.46 seconds on average
with a failure rate of 3.2% and for the non-minor formu-
lation of Chicago, each run takes about 19.69 seconds on
average with a failure rate of 12.4%. All of these tests were
done on an AMD Opteron 6378 2.4 GHz processor using
12 threads.
Figure 16. Distribution of trifocal pose error in the form of trans-
lational and rotational error is plotted against the level of feature
localization noise and orientation noise with non-minor formula-
tion of Cleveland. The green, resp., blue plots refer to the pose of
the second resp., the third camera, relative to the first.
Implementation: The minor formulation of Cleveland
and the non-minor formulations of both Chicago and Cleve-
land were implemented within a more general purpose
solver involving Bertini. This software is used for the ho-
motopy continuation solver in order to utilize the parameter
homotopy method described in Algorithm 1 in the main pa-
per. There are improvements that can be made to precision
and error analysis using adaptive multiprecision path track-
ing [6], yet this comes at the expense of speed. In addition,
other settings within Bertini can be employed, at the ex-
pense of reliability and causing a potential increase in fail-
ure rate. There is potential for other optimization, but that
has not been explored here.
D. Tuning of the main solver MINUS
As stated in the main manuscript, MINUS can run at the
milisecond scale with the 14 × 14 formulation, at the cost
of increased failure rate. We have observed that in prac-
tice such failure rate might not be important for RANSAC,
and can be controlled by performing tests to the input points
and lines to rule out near-coplanar or near-collinear config-
urations which would make the system close to undercon-
strained.
In optimizing MINUS, one can constrain the number of
iterations per solution path, which would yield the most ef-
fective speedup. Another important study is regarding the
conditioning of the linearized homotopies (Jacobian matri-
ces) as one varies the formulation. Yet another very promis-
ing idea is to vary the start system. Presently, the start sys-
tem is precomputed from random parameters for the equa-
tions using monodromy. The start system can instead be
sampled from the view-sphere for our synthetic data, and
the closest camera could be selected matching a similar con-
figuration of point-tangents.
In practice, we observed the following effective opti-
mizations to the current code. First, the most important pa-
rameter to vary is the maximum number of correction steps
(see Algorithm 1 in the paper); a maximum of 3 is the safe
default. Increasing it to anywhere from 4 to 7 gets the run-
time down to 464ms. Another is the corrector tolerance:
by increasing it 10000x, MINUS will run in 200ms. This
parameter can be seen by inspecting our published source
code. It affects how many correction iterations are per-
formed. The error rate for these extreme cases of 200ms
can be as high as 50%. However, we believe that by per-
forming less strict tests focusing on reprojection error, this
failure rate is significantly lower.
How to prune paths that take too long is definitely the
next step for MINUS. Acceleration using SIMD has been
studied, but by analyzing assembly output, most operations
(complex vector multiplications and additions) are currently
auto vectorized. Our tests point to the fact that reducing the
representation to, say 6×6, as is ongoing at the present time,
would provide strong improvements if ill-conditioning is
taken care of. Our tests indicate that this would improve
linear-algebra solves as well as evaluator lengths and in-
struction cache misses.
E. Additional Real Experiments
More real experiments that were not shown in main pa-
per are shown in this section. For texture-rich images, more
cases from EPFL dataset are first shown, followed with
quantitative comparison with other trifocal methods, illus-
trating that our method is comparable or better than other
trifocal methods. The results of more challenging scenes
are also reported in this section.
More EPFL Results More sample results from EPFL
datasets are shown in Figure 17. We compare with another
trifocal method reported in [31], shown in Table 1. All the
other methods are introduced in the reference. Since the
referred paper just report on two sequences, Fountain P-
11 and Herz-Jesu-P8; we also report this comparison with
these two sequences.
Methods R error (deg) T error(deg)
TFT-L 0.292 0.638
TFT-R 0.257 0.534
TFT-N 0.337 0.548
TFT-FP 0.283 0.618
TFT-PH 0.269 0.537
MINUS (Ours) 0.137 0.673
Table 1. The pose error comparison between our method with other
trifocal methods. Observe that our method has better rotation error
and comparable translation error.
Figure 17. Trifocal relative pose estimation of EPFL dataset. For
each row, image triplets samples are shown. The estimation results
are shown on the right. Ground truth poses are in solid green and
estimated poses are in red.
Figure 18. Trifocal relative pose estimation of EPFL dataset. For
each row, image triplets samples are shown. The estimation results
are shown on the right. Ground truth poses are in solid green and
estimated poses are in red.
More Challenging Scenes As shown in Figure 1 in the
main paper, we created a dataset of the scene of three mugs.
This scene lacks point features which is hard for traditional
structure from motion schemes. For these images, we put a
calibration rig in the view for generating the ground truth
and was removed manually when ground truth was gen-
erated. We built 20 triplets of images within this dataset.
Within these 20 triplets, approximate camera poses of only
5 triplets can be generated with COLMAP; But with our
method, 8 out of 20 approximate camera poses can be es-
timated. The rest of the images are lacking of reliable cor-
respondence but with careful tuning of curve matching the
success ratio is expected to become higher in the future. The
sample successful cases are shown in Figure 18.
