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ABSTRACT 
Time synchronization has been an extremely difficult 
issue for wireless ad hoc networks due to its decentral- 
ized nature. Interestingly, synchrony have often been 
observed in swarms of biological systems such as that 
of synchronous flashing fireflies or spiking of neurons. 
In this paper, we utilize the narrow pulse character- 
istics of UWB systems to emulate the pulse-coupled 
integrate-and-fire (F) model embedded in biological 
swarms in order to achieve distributed synchronization. 
The method is based on a simple transmission strategy 
where nodes integrate the coupling caused by the signal 
pulses received from other nodes, and fire a pulse after 
reaching a designated threshold. With time synchro- 
nization, many cooperative strategies can be applied to 
the network of distributed nodes. In particular, we show 
that synchronization can lead to coherent superposition 
of the signal pulses and it would allow to utilize the net- 
work as a distributed antenna array capable of reaching 
far receivers, solving the so called reach-back problem. 
1. INTRODUCTION 
Time synchronization in wireless sensor networks are 
often necessary for distributed sensor fusion, for exam- 
ple, the velocity measurement of a moving vehicle is 
determined by estimating the time difference between 
detected events at different sensors. For communica- 
tion purposes, time synchronization is also crucial for 
cooperative strategies such as that of multiple access 
techniques or higher layer networking protocols. Al- 
though many systems propose centralized synchroniza- 
tion methods, they are often vulnerable to the failure 
of the central station. The traditional design of de- 
centralized synchronization techniques often require a 
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large amount of message exchange and computation at 
higher networking layers. Therefore, it may result in 
communication deadlock or non-scalability to the scale 
of the network. However, synchronization have been 
observed in large biological swarms where individuals 
apply only simple transmission strategies. 
Synchrony of periodic activities in autonomous sys- 
tems are often seen in biological systems [I] ,  physics, 
and chemistry [2]. One of the most popular examples 
is the synchronous flashing of fireflies [3] observed in 
certain parts of southeast Asia. The behavior of these 
systems can often be modelled as a network of pulse- 
coupled oscillators where each oscillator emits period- 
ically a self-generated pulse which will cause a cou- 
pling upon the pulsing time of other oscillators. With 
this model, the collective behavior of these complex bi- 
ological systems has been widely studied. One of the 
earliest analytical studies of these systems are done by 
Mirollo and Strogatz [4]. In their work, they proved the 
synchronization of a network of pulse-coupled oscilla- 
tors under the assumption of uniform coupling and no 
delays between the firing and receiving of pulses. Their 
result also extends to the case where coupling depends 
on the firing oscillator, but not on the firing and receiv- 
ing pair. Other models have also been considered by 
making different assumptions on the propagation delay 
and the coupling strength between oscillators [5][6].  
The major contribution of this paper is to introduce 
an adaptive and distributed time synchronization method 
based on the pulse-coupled oscillating system for UWB 
networks. Due to the wide bandwidth provided by UWB 
systems, nodes can emit signals with small pulse dura- 
tions compared to their duty cycle and therefore emu- 
late the mechanism of pulse coupling in biological sys- 
tems that is known to lead to synchrony. The system 
is invaluable to the application of ad hoc networks due 
to its decentralizedstructure and its simple mechanism. 
Compared to 141, we shall impose upon existing mod- 
els the realistic parameters of a wireless sensor network 
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such as the path-loss effect on the coupling strength, the 
presence of noise, and the propagation delay. 
2. SYSTEM MODEL 
Let there be N nodes randomly placed in a D x D 
square region with a uniform distribution. Each node 
transmits periodically, with period T, a LJWB monocy- 
cle polsep(t) with unit energy 171. Due to the broadcast 
nature of the wireless medium, each node will receive a 
combination of pulses from other nodes with different 
gains and delays, i.e. the signal received at node i is 
qtNn = 1 
n # E  
where ni(t) is the ith receiver AWGN with variance 
No, A*) is the emission time of the q-th pulse emitted 
by node n, diJc is the propagation delay between the 
i-th and n-th node with propagation speed c, E, is the 
energy transmitted by node n, and Ai,, is the channel 
gain. The channel gain is determined by the path loss 
model l/d' where d is the distance between the trans- 
mitting and receiving nodes, and is the path loss ex- 
ponent ranging from 2 - 4. The pulse energy received 
at node i from node n is equal to b,,lAi,,,lZ. 
In most synchronization schemes, all nodes lock 
their transmission to a central clock or a specific node. 
Instead, the goal of the distributed synchronization pro- 
cedure is to allow all the nodes in the network to agree 
on a common phase so that the transmission of pulses 
at each node can be maximally aligned. The event at 
which this happens is defined as achieving synchroniza- 
tion. Synchronization is attained if and only if there 
exists q E N such that Vq, q' > q 
[ ,!$ + d,,n/c] - 1 y) + di,n,/c] ss U', 1 E N, (2) 
for all i, n, and n'. Clearly, it is not possible to align 
the pulses relative to all the receivers because of the 
dependence of di,,/c on the receiver index i. However, 
if the network of interest is located within a small area, 
i.e. focusing on local behavior, then the propagation 
delay will be much smaller than the period T and the 
pulse duration. By neglecting the effect of di,,/c, and 
synchronization is achieved V q, q' > q when 
(3) $1 - 2) ss F, 1 E N, ~n. ,n ' ,  
then the received signal at node i would lead to 
for k E N, where f is the simultaneous firing time of 
all nodes when synchronization is achieved. Assume 
that the UWB pulse p ( t )  operates over baseband, then 
the signals in (4) add up in voltage and produce pe- 
riodically a sharp pulse at time f within each cycle. 
The next section introduces an elegant distributed tech- 
nique that allows to achieve synchrony thanks to a sim- 
ple nonlinear loop that operates at each node. 
3. SYNCHRONIZATION STRATEGY AND 
PULSE DETECTION 
The distributed synchronization strategy that we pro- 
pose is based on emulating the synchronization behav- 
ior observed in the population of pulse-coupled oscilla- 
tors. In this paper, we adopt the model proposed in [41 
and utilize the theoretical results within. 
3.1. Pulse-Coupled Oscillators 
Consider each node in the network as an oscillator that 
periodically emits a pulse with pulse duration much 
smaller than the period T.  The internal dynamics of the 
oscillator at each node, say node i ,  can be generated as 
a function of a state variable zi(t) which takes values 
within [0, zth] where zth = 1, w.l.o.g., is the threshold 
value. Assume that zi( t )  is a monotonically increasing 
function that achieves the threshold value at some time 
i. Once the threshold is achieved, the node immedi- 
ately emits a pulse p(t) and resets the state variable to 
0, i.e. D;( 2 )  = 0. If zi(t)  increases according to 
a self-generated deterministic function, each node will 
emit a pulse periodically by following the same proce- 
dure. Let's define a phase variable 4i ( t )  E [0, I] as 
the time after the previous firing of node i normalized 
by T ,  therefore, d4/dt  = 1/T. Since the state vari- 
able monotonically increases in between transmissions, 
there is a one-to-one correspondence between the val- 
ues of 6 and zi for 4 E (0,l). The relation can he 
expressed as the following: 
2; = f(&), i = 1 , , . . , N  ( 5 )  
where f : [0,1] + [0,1]. The oscillator i startS from 
initial state zi = 0 and fires when the state variable zi 
reaches the threshold 1, i.e. f(0) = 0 and f(1) = 1. 
The phase and state variables are reset to 0 immediately 
after the firing. Assume that each oscillator operates 
under identical dynamics. 
In natural swarms, each individual oscillator inter- 
acts through the periodically emitted pulses. The pulses 
received at each node will cause an increase to the state 
variable, thus, creating an offset in the phase of each re- 
ceiving node. This effect on the state variable is called 
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3.3. Pulse Detection 
The oscillators following the Peskin’s model, as shown 
in the previous section, also result in synchrony under 
the assumptions in [4] where the effect of noise was ne- 
glected. However, noise is to be considered in a realis- 
tic model and we want to discriminate the contributions 
that come for other oscillators from that of noise. 
Assume that the duration of the UWB pulse p ( t )  
is much smaller than the period T so that the pulses 
do not overlap with each other. In the general theory 
of Mirollo and Strogatz, we know that synchronization 
can be achieved in the case of uniform instantaneous 
coupling. Therefore, we want a coupling function of 
the received signal in (1) such that an instantaneous uni- 
form coupling occurs at the time of each pulse arrival, 
i.e. the coupling in the absence of noise is 
N 
Fig. 1. The block diagram of the Peskin’s model as 
shown in (6). 
the coupling between the transmit and receiver nodes. 
Under the assumptions: a l )  the contribution of the cou- 
pling is constant for every receiving node, a 2 )  the cou- 
pling is instantaneous, i.e. there is no propagation de- 
lay, a3) there is no noise at the receiver, Mirollo and 
Strogatz proved in [4, Theorem 3.1-3.21 that the syn- 
chronization of pulse firing times occurs with proha- 
bility 1, i f f  is smooth, monotonically increasing and 
concave down. 
3.2. Synchronization Strategy 
Consider the Peskin’s model [SI as a special case of the 
self-accumulating mechanism introduced above. The 
state variable is modelled as the following: 
dxi _ -  S o - y ~ <  05ziI1 i = l , . . . , N  . (6) 
dt 
which is typically referred to as a leaky integrate-and- 
fire (IF) model, with So as a constant representing the 
speed of accumulation when there are no leakage and y 
as the leakage factor. Therefore, we have 
f($) = C(1- e -id) (7) 
whereC = l / ( l - e  7) andT = y In[So/(So-y)]. 
In the case where coupling occurs through the re- 
ception of pulses from other nodes, we can integrate 
the effect of coupling into the IF model in (6), i.e. 
(8) 
dzi _ -  - so - yz i  + E(Ti(t)) dt 
where 0 5 zi 5 1 i = 1, .  . . , N and the coupling 
E(ri(t)) is a function of the received signal. The dy- 
namics of the state variable can be illustrated as shown 
in Fig. 1. Due to the short duration of U W B  pulses, we 
assume that the coupling strength of node n on node 
i can be expressed as a function of the received pulse 
energy E , I A ~ , , ~ ~ ,  and that the coupling from different 
receivers are considered to be additive. 
where p is the strength of the uniform coupling and ( t )  
is the Dirac delta function. Therefore, the function E 
can be viewed as a pulse detection function. 
Assume that the signal received at is passed through 
a filter matched to p ( t ) .  Then, the signal sampled at 
each time instant t of the matched filter output can be- 
long to either of the following hypotheses: 
‘HI:  r ( t ) =  i + n  (10) 
‘ H o :  r(t ) =n.  (11) 
If we consider unlikely the event of exactly overlapping 
pulse contribution, then i is typically €iJAi12 with pdf 
fa( ) and n is AWGN with variance No. The likeli- 
hood function is 
1 2“- 2 
fa( ) - - - - e T d  . (12) 
L(T) = J m  
For that is Gaussian distributed, the optimum detector 
is simply the energy detector, i.e. the decision ‘H = 
7-11 if Ir(t )I2 > y’ where y’ is an arbitrary threshold 
chosen according to a certain false alarm probability. 
Therefore, we define the coupling function as 
We should note that the choice of 7’ affects the area 
of nodes which will cause a coupling on the receiv- 
ing node and also the synchronization of the network. 
This issue requires a more thorough analysis which will 
be left for future study. Furthermore, the discussion 
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unit Of Cycle Perrmr(n 
Fig. 2. The variance of the time jitter with respect to the 
number of cycle periods. This shows the convergence 
to synchrony of the pulse-coupled oscillators. 
of pulse detection can also be extended to a multiple 
hypotheses setting, where we can adjust the coupling 
strength according the strength of the received pulse 
energy. In the following section, we will show through 
numerical simulations that synchronization can still be 
achieved when the coupling strength is not uniform. In 
the remainder of this paper, we assume that the effect of 
noise is minimized by the optimal choice of y’, there- 
fore, assuming that the UWB pulses are received cor- 
rectly at each node. 
4. NUMERICAL OBSERVATIONS 
In this section, we show through numerical simulations 
that the synchronization between nodes can be obtained 
in a distributed manner as claimed in the previous sec- 
tion. We also show that achieving the maximal align- 
ment of pulses allows the network to form a distributed 
array that can reach a distant receiver which is out of 
the range of individual nodes. 
4.1. Synchronization 
We study, in Fig. 2, a network of 20 and 40 nodes ran- 
domly distributed in a 10 x 10 square area while each 
node transmits with unit power. The result is averaged 
over 100 different network realizations. In this exper- 
iment, we assumed that the coupling strength is equal 
to the pulse energy received at the receiver. By apply- 
ing the Peskin’s pulse-coupled oscillator model shown 
in (7) with y = 4 and SO = 5, we observe, from Fig. 2, 
that the timing of each node is reached after a few tens 
of cycle periods and that a longer time is necessary for 
the synchronization of a larger population. This is sim- 
Jo. L 
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Fig. 3. The amplitude of the signal received at a far 
distance normalized by the amplitude that one would 
receive if only a single node were to transmit. 
ilar to using the multiple hypotheses testing function as 
described in Section 3.3. We note that a cycle period is 
a controllable parameter, and can be made very small, 
thus, lowering the time to convergence. 
Remark 1 In the design of the system, we must as- 
sume that the nodes cannot receive any coupling during 
a shon period after its jiring time. This is necessary 
to avoid feedback cyc les f”  other nodes of the net- 
work and result in an injnite excitation between close- 
by nodes. Interestingly, the effect of avoiding the feed- 
back cycles is also seen in biological swarms such as 
that of spiking neurons, where an equivalent rest pe- 
riod also exists, it is called, in this case, the refractory 
period. This is an important observation that may lead 
to removing some idealistic assumptions made in 141. 
4.2. Cooperative Reachback 
By using baseband UWB pulses at each node, synchro- 
nization of the pulse transmissions allows the signals to 
add up coherently, reaching a distant receiver. In Fig. 
3, we show the evolution of the superposition of sig- 
nals received at a distant node where the amplitude is 
normalized by the amplitude received when only a sin- 
gle node is transmitting. The distance of the remote 
receiver is assumed to be the same for all nodes in the 
network. The experiment is done for a network of 100 
nodes randomly distributed in a 100 x 100 area, and 
that each node transmits a monocycle pulse, as shown 
in [7], with one tenth the duration of a cycle period. The 
transmission power of each node is set to 1 and their 
dynamics follow the Peskin’s model with y = 4 and 
SO = 5. We note that the area of the network and the 
transmission power of each node are dependent only 
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on the scale of each other, but not the exact values. We 
can deduce from this figure that a cooperative transmis- 
sion by synchronized transmitters allows the network to 
transmit to a distance 100 times further than one could 
reach with a single transmitter node when the path loss 
exponent = 2. 
With the ability of the system to reach a far destina- 
tion, we can design a system utilizing the cooperation 
of nodes to achieve the reach-hack channel. Assume a 
certain node in the network is chosen to he the source 
of transmission, however, each node in the network is 
allowed to switch between being a pulse-coupled os- 
cillator, or a transmission source that transmits its data 
repetitively with the same cycle period. The major dif- 
ference between a source and a pulse-coupled oscillator 
is that the source node will avoid the coupling signals 
from the network while still emitting a pulse periodi- 
cally according to the oscillating mechanism shown in 
(7). The source encodes the information into its emitted 
pulse-stream by adding a phase shift (4 to the CUT- 
rent phase @(t)  of the oscillator when the symbol m is 
to be transmitted, where m E 11,. , , , M}. Due to the 
fact that the source avoids all the coupling from other 
nodes, all the other nodes in the network will progres- 
sively lock on to the phase of this source. As a result, 
the coherently superimposed signal will have a collect 
phase shift identical to that of the source. 
In Fig. 4, we consider again the scenario similar to 
that of Fig. 3 and assume that the nodes in the network 
are initially synchronized. At the 4th cycle period, we 
impose a phase shift = 0.3 to the current phase of 
the source. By avoiding the coupling from the network 
of nodes, we can see that the synchronized pulse of the 
other nodes will merge towards the pulse of the source 
node, eventually locking on to the phase of the source 
at the 10th cycle period. The distant receiver can detect 
the information by the time difference between previ- 
ous and current stream of pulses. 
5. DISCUSSIONS AND FUTURE DIRECTIONS 
Due to the decentralized structure of the system, it is 
clear that the strategy is robust to the change of net- 
work topology such as mobility or random addition of 
nodes. However, the basic structure that we show in 
this paper is still prone to jamming or attack. We shall 
provide in our future work, a method to lower this prob- 
ability. The synchronization strategy that we propose 
provides several parameters open for design. One of 
the most interesting is the design of the coupling func- 
tion E as shown in (8). It is clear that the selection of 
this function will affect the convergence towards syn- 
chrony, but a quantitative analysis of this dependence is 
Unlfr 01 cycle Penads (r) 
Fig. 4. Realization of the reach-hack signal of the net- 
work when the information is encoded in the phase shift 
of the oscillator. 
still missing. We may even allow the source to accept 
coupling of the network, while adjusting its coupling 
strength based on the importance of its data, and this is 
an interesting direction to explore. 
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