Abstract. In this paper, we introduce a new method based on the well-known Krasnoselskii-Mann's method for non-expansive mappings in Hilbert spaces. We show that the proposed method has strong convergence for non-expansive mappings.
Introduction
Let H be a real Hilbert space. Recall that a mapping T : H → H is said to be non-expansive if T x − T y ≤ x − y , ∀x, y ∈ H.
A point x ∈ H is a fixed point of T provided T x = x. Let's denote the set of fixed points of T by F (T ), that is, F (T ) = {x ∈ H : T x = x}. Assume, throughout this paper, that F (T ) = ∅. Construction of fixed points of non-expansive mappings is an important subject in the theory of non-expansive mappings and its applications in a number of applied areas, in particular, image recovery and signal processing (see [1] - [28] ). It is well-known that Picard's iteration
of the mapping T at a point x ∈ H may not behave well in general. This means that it may not converge even in the weak topology. One way to overcome this difficulty is to use Krasnoselskii-Mann's method that produces a sequence {x n } via the recursive manner:
This Krasnoselskii-Mann's method is remarkably useful for finding fixed points of a non-expansive mapping and provides a unified framework for some kinds of algorithms from various different fields. In this respect, the following result is basic and important. However, as in Theorem 1, Krasnoselskii-Mann's method for non-expansive mappings has only weak convergence. Thus a natural question rises: could we obtain a strong convergence result by using the well-known Krasnoselskii-Mann method for non-expansive mappings? In this connection, in 1975, Genel and Lindenstrass [7] gave a counterexample. Hence the modification is necessary in order to guarantee the strong convergence of Krasnoselskii-Mann's method.
Some attempts to construct iteration algorithm so that strong convergence is guaranteed have recently been made. For a sequence {α n } of real numbers in [0, 1] and fixed u ∈ C, let the sequence {x n } in C be iteratively defined by x 0 ∈ C,
The iterative method is now referred to as the Halpern iterative algorithm. The interest and importance of the Halpern iterative algorithm lie in the fact that strong convergence of the sequence {x n } is achieved under certain mild conditions on parameter {α n } in a general Banach space. We recall some relevant important results as follows. In 1977, Lions [11] proved the strong convergence of {x n } generated by (1.2) to a fixed point of T , where the real sequence {α n } satisfies the following conditions:
Based on this result, many authors considered the strong convergence of the Halpern algorithm under some restrictions on the parameters {α n }. For related works, see, e.g., [21, 25] and the references therein. Recently, Kim and Xu [9] proposed the following simpler modification of Mann iteration method:
Let C be a closed convex subset of a Banach space and T : C → C a nonexpansive mapping such that F ix(T ) = ∅. Define {x n } in the following way:
where u ∈ C is an arbitrary (but fixed) element in C, and {α n } and {β n } are two sequences in (0, 1).
Remark 1.
The modified Mann iteration scheme (1.3) is a convex combination of a fixed point in C and the Mann iteration method (1.1). There is no additional projection involved in iteration scheme (1.3).
A strong convergence of iteration scheme (1.3) is proved in [9] .
Theorem 2. Let C be a closed convex subset of a uniformly smooth Banach space X and let T : C → C be a nonexpansive mapping such that F ix(T ) = ∅. Given a point u ∈ C and given sequences {α n } ∞ n=0 and {β n } ∞ n=0 in (0, 1), the following conditions are satisfied:
Then {x n } ∞ n=0 defined by (1.2) strongly converges to a fixed point of T .
Motivated by the result of Kim and Xu [9] , Yao, Chen and Yao [23] introduced a modified version of the algorithm (1.3) with the viscosity method and proved the strong convergence of the proposed algorithm under some mild assumptions on the parameters.
Preliminaries
In the sequel, we use the notation ⇀ for weak convergence and → for strong convergence. We will need some lemmas to prove our main results.
Lemma 1. ([8])
Let H be a real Hilbert space. Let T : H → H be a nonexpansive mapping. Then I − T is demi-closed at 0, i.e., if x n ⇀ x ∈ H and x n − T x n → 0, then x = T x.
Lemma 2. ([21])
Assume that {a n } is a sequence of nonnegative real numbers such that a n+1 ≤ (1 − γ n )a n + γ n δ n for all n ≥ 0, where {γ n } is a sequence in (0, 1) and {δ n } is a sequence in R such that
Let H be a real Hilbert space and T : H → H be a non-expansive mapping. Let λ be a constant in (0, 1). For each t ∈ (0, 1), define a mapping T t : H → H by
For any x, y ∈ H, we have
which implies that T t is a contraction. Using Banach's contraction principle, we get that there exists a unique fixed point x t of T t in H, i.e.,
Next, we show the convergence of the net {x t }.
Lemma 3. Let H be a real Hilbert space and T : H → H be a non-expansive mapping with F (T ) = ∅.
Then, as t → 0, the net {x t } defined by (3.1) converges strongly to a fixed point of T .
Proof. First, we prove that {x t } is bounded. Take u ∈ F (T ). From (3.1), we have
which implies that x t − u ≤ u . Hence {x t } is bounded. Again, from (3.1), it follows that
Next, we show that {x t } is relatively norm compact as t → 0. Let {t n } ⊂ (0, 1) be a sequence such that t n → 0 as n → ∞. Put x n := x tn . From (3.2), we have
From (3.1), we get
which implies that x t − u 2 ≤ u, u − x t . In particular,
Since {x n } is bounded, without loss of generality, we may assume that x n ⇀ x * ∈ H. Noticing (3.3), we can use Lemma 1 to get x * ∈ F (T ). Therefore, we can substitute x * for u in (3.4) to get
Hence x n ⇀ x * implies that x n → x * . This has proved the relative norm compactness of the net {x t } as t → 0.
To show that the entire net {x t } converges to x * , assume x tm →x ∈ F (T ), where t m → 0. Put x m = x tm . Similarly, we have
and so
Interchanging x * andx, we obtain
Adding up (3.5) and (3.6) yields
which implies thatx = x * . This completes the proof. ⊓ ⊔ Remark 2. It should be pointed out that Lemma 3 is a new result which is very important for proving the following theorem.
Theorem 3. Let H be a real Hilbert space and T : H → H be a non-expansive mapping with F (T ) = ∅. Let {α n } and {λ n } be two real sequences in (0, 1).
For given x 0 ∈ C arbitrarily, let the sequence {x n } be generated iteratively by
Suppose the following conditions are satisfied:
Then the sequence {x n } generated by (3.7) strongly converges to a fixed point of T .
Proof. First, we prove that the sequence {x n } is bounded. Take u ∈ F (T ). From (3.7), we have
Hence {x n } is bounded and so is {T x n }. From (3.7), it follows that 8) where M 1 is a constant such that sup n { x n−1 + T x n−1 } ≤ M 1 . Hence, from (3.8) and Lemma 2, we deduce
At the same time, we note that
Therefore, we have
Next, we prove lim sup n→∞ x * , x * − x n ≤ 0, where x * = lim t→0 x t and {x t } is the net defined by (3.1). As a matter of fact, we have
where M 2 > 0 such that sup{ x t − x n , t ∈ (0, 1), n ≥ 0} ≤ M 2 , which implies that
We note that
where {α n } is a sequence in the interval [0, 1].
In an infinite-dimensional space X, Mann's algorithm has only weak convergence, in general. In fact, it is known that if the sequence {α n } is such that ∞ n=0 α n (1−α n ) = ∞, then Mann's algorithm converges weakly to a fixed point of T provided the underlying space X is a Hilbert space or more general, a uniformly convex Banach space which has a Frechet differentiable norm or satisfies Opial's property. It is a very interesting topic of constructing some algorithms such that the strong convergence of proposed algorithms are guaranteed. For this purpose, in this article we present a modified Krasnoselskii-Mann method (3.7) for nonexpansive mappings in Hilbert spaces and show that the proposed method (3.7) has strong convergence. However, we note that in order to obtain the main result of Theorem 3, we have imposed some additional conditions ∞ n=0 |α n − α n−1 | < ∞, ∞ n=0 |λ n − λ n−1 | < ∞ and ∞ n=0 (1 − λ n )α n = ∞. Hence this brings us a nature problem: could we weaken or drop these additional assumptions?
