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Abstract: This paper addresses the automatic image segmentation problem in a region merging style. With 
an initially over-segmented image, in which the many regions (or super-pixels) with homogeneous color are 
detected, image segmentation is performed by iteratively merging the regions according to a statistical test. 
There are two essential issues in a region merging algorithm: order of merging and the stopping criterion. In 
the proposed algorithm, these two issues are solved by a novel predicate, which is defined by the sequential 
probability ratio test (SPRT) and the maximum likelihood criterion. Starting from an over-segmented image, 
neighboring regions are progressively merged if there is an evidence for merging according to this predicate. 
We show that the merging order follows the principle of dynamic programming. This formulates image 
segmentation as an inference problem, where the final segmentation is established based on the observed 
image. We also prove that the produced segmentation satisfies certain global properties. In addition, a faster 
algorithm is developed to accelerate the region merging process, which maintains a nearest neighbor graph 
in each iteration. Experiments on real natural images are conducted to demonstrate the performance of the 
proposed dynamic region merging algorithm.  
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I. Introduction 
Image segmentation is a fundamental yet still challenging problem in computer vision and image processing. 
In particular, it is an essential process for many applications such as object recognition, target tracking, 
content-based image retrieval and medical image processing, etc. Generally speaking, the goal of image 
segmentation is to partition an image into a certain number of pieces which have coherent features (color, 
texture, etc.) and in the meanwhile to group the meaningful pieces together for the convenience of 
perceiving [1]. In many practical applications, as a large number of images are needed to be handled, human 
interactions involved in the segmentation process should be as less as possible. This makes automatic image 
segmentation techniques more appealing. Moreover, the success of many high-level segmentation techniques 
(e.g. class-based object segmentation [2, 3]) also demands sophisticated automatic segmentation techniques.  
Dating back over decades, there is a large amount of literature on automatic image segmentation. For 
example, some classical algorithms are based on the abrupt changes in image intensity or color, thus salient 
edges can be detected. Well-known edge detection algorithms include the Robert edge detector, the Sobel 
edge detector, the Laplacian operator [4] and the Canny edge detector [5-7]. However, due to the resulting 
edges are often discontinuous or over-detected, they can only provide candidates for the object boundaries. 
As the image segmentation problems can be easily translated into graph-related problems, some algorithms 
were proposed based on the criterion of minimizing the cut on a graph. The most widely used cut criteria 
include normalized cut [8], ratio cut [9] and minimum cut [10], in which the cost functions are minimized by 
different optimization strategies. Modeling the problem as an energy minimization process, these methods 
aim to produce a desirable segmentation by achieving global optimization. However, these methods only 
provide a characterization of each cut rather than the whole regions and they might be computationally 
inefficient for many practical applications. In most cases, it is very difficult to find the globally optimal 
solution for cut based energy functions. Since a single optimal partition of an image is not easy to obtain, it 
makes a possibility of finding different level-based explanations of an image. From this aspect, there are 
works [11-12] tackling the image segmentation as a hierarchical bottom-up problem.  
Another classical category of segmentation algorithms is based on the similarity among the pixels within 
a region, namely region-based segmentation. A lot of work has investigated the use of primitive regions as a 
preprocessing step for image segmentation [13-15]. The advantages are twofold: first, regions carry on more 
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information in describing the nature of objects. Second, the number of primitive regions is much fewer than 
that of pixels in an image and thus largely speeds up the region merging process. Starting from a set of 
primitive regions, the segmentation is conducted by progressively merging the similar neighboring regions 
according to a certain predicate. Although the segmentation is obtained by making local decisions, some 
techniques have been proved to be very efficient [16-21]. In region merging techniques, the goal is to merge 
regions that satisfy a certain homogeneity criterion. In previous works, there are region merging algorithms 
based on statistical properties [16, 22, 23], graph properties [17-19, 24-25] or spatio-temporal similarity [21]. 
However, most region merging algorithms are hardly proven to preserve the global properties.  
In this paper, we implement the segmentation algorithm in a region merging style for its merit of 
efficiency, where similar neighboring regions are iteratively merged according to a novel merging predicate. 
The proposed predicate can be interpreted as a combination of the consistency measure and the similarity 
measure. As stated above, homogeneity criteria (cues) are essential to the region merging process. However, 
in this paper we do not focus on how to find good cues. Instead, we model the cues as a function of random 
variables. Evaluation of the homogeneity of regions follows the principle of Gestalt theory [26-27], which 
suggests a preference to having consistent elements in the same data set. Unlike some traditional methods 
which measure the data consistency with a certain threshold [20], the function we use is associated to a 
binary value which is defined by the Sequential Probability Ratio Test (SPRT) [28]. More specifically, the 
extent of consistency is measured by two hypotheses, i.e. null hypothesis H0 “the tested data are 
inconsistent” and an alternative hypothesis H1 “the tested data are consistent”. The similarity measure 
describes the affinity between two neighboring regions. In each iteration, a region finds its closest neighbor 
at the lowest value according to some cost function. This casts as that of finding in a spatial-time search 
space an optimal path that most satisfies the data consistency. If taking the image segmentation as a labeling 
problem [1], the label of a region will transit to the one of its closest neighbor as iteration goes on. As a 
result, a merging will happen when two neighboring regions exchange their labels. We can prove that this 
merging scheme satisfies the maximum likelihood criterion, by which a primitive region will be merged into 
its most similar group at the lowest cost in the final segmentation.  
A good segmentation algorithm should preserve certain global properties according to the perceptual 
cues [16, 22-23]. This leads to another essential problem in a region merging algorithm: the order that is 
followed to perform the region merging. Since the merging process is inherently local, most existing 
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algorithms have difficulties to possess some global optimality. However, we demonstrate that the proposed 
algorithm holds certain global properties, i.e. being neither over-merged nor under-merged, using the 
defined merging predicate. In addition, to speed up the region merging process, we introduce the structure of 
Nearest Neighbor Graph to accelerate the proposed algorithm in searching the merging candidates. The 
experimental results indicate the efficiency of the acceleration algorithm.  
The rest of this paper is organized as follows. In Section II, a novel region merging predicate is defined. 
The consistency test of neighboring regions is defined in Section III by using SPRT. In Section IV, we 
present the dynamic region merging algorithm and prove some global properties it holds for the 
segmentation. In Section V, an accelerated algorithm for the merging process is presented and analyzed. In 
Section VI, we show the segmentation results on real images. Section VII concludes the paper.  
 
II. The Region Merging Predicate 
Automatic image segmentation can be phrased as an inference problem [1]. For example, we might observe 
the colors in an image, which are caused by some unknown principles. In the context of image segmentation, 
the observation of an image is given but the partition is unknown. In this respect, it is possible to formulate 
the inference problem as finding some representation of the pixels of an image, such as the label that each 
pixel is assigned. With these labels, an image is partitioned into a meaningful collection of regions and 
objects. The Gestalt laws in psychology [26-27] have established some fundamental principles for this 
inference problem. For example, they imply some well-defined perceptual formulations for image 
segmentation, such as homogeneous, continuity and similarity. In the family of region merging techniques, 
some methods have used statistical similarity tests [16, 29] to decide the merging of regions, where a 
predicate is defined for making local decisions. These are good examples of considering the homogeneity 
characteristics within a region, from which we can see that an essential attribute for region merging is the 
consistency of data elements in the same region. In other words, if neighboring regions share a common 
consistency property, they should belong to the same group. However, most of the existing region merging 
algorithms cannot guarantee a globally optimal solution of the merging result; in other words, the region 
merging output is either over-segmented or under-segmented. In this section, we propose a novel predicate 
which leads to certain global properties for the segmentation result. 
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The proposed predicate is based on measuring the dissimilarity between pixels along the boundary of 
two regions. For the convenience of illustrating the whole framework, we use the definition of region 
adjacency graph (RAG) [30] to represent an image. Let G = (V, E) be an undirected graph, where vi∈V is a 
set of nodes corresponding to image elements (e.g. super-pixels or regions). E is a set of edges connecting 
the pairs of neighboring nodes. In other words, between two nodes there exists an edge if the nodes are 
adjacent. Each edge (vi,vj)∈E has a corresponding weight w((vi,vj)) to measure the dissimilarity of the two 
nodes connected by that edge. In the context of region merging, a region is represented by a component R ⊆ 
V. We obtain the dissimilarity between two neighboring regions R1, R2 ⊆ V as the minimum weight edge 
connecting them. That is, 
)),((min),(
),(,,21 21
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jiji ∈∈∈
=  (1) 
The graph structure of an example partition is shown in Fig. 1, where the image has 7 partitioned regions 
and its RAG is accordingly shown on the right. The advantage of RAG is that it can provide a “spatial view” 
of the image.  
 
              
Figure 1. An example of region partition and the corresponding region adjacency graph (RAG). 
 
Since the merging predicate will decide whether there is an evidence of merging between the pair of 
regions, it involves two aspects: a dissimilarity measure which is used to determine the candidate region for 
merging, and the consistency property which checks if the regions are homogenous. We define the following 
region merging predicate P: 
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where Ω1 and Ω2 are the neighborhood sets of R1 and R2, respectively. The merging predicate on regions R1 
and R2 could thus be “merge R1 and R2 if and only if they are the most similar neighbors in each other’s 
neighborhood and follow the principle of consistency.” The condition (a) is stronger than that of only 
requiring the connecting edge between R1 and R2 to be the minimum one in either of the neighborhood. This 
leads to an interesting property of the proposed region merging algorithm, i.e., it is not influenced by the 
starting point of merging. We shall see hereafter that such a condition uniquely decides the pairs of regions 
to be merged in a given merging level. Moreover, in Section V we will prove that there is always at least one 
pair of regions which satisfies condition (a). Clearly, without condition (b), all the regions will merge into 
one big region at the end of region merging process. Therefore, condition (b) acts as a stopping criterion. Fig. 
2 illustrates an example when the predicate P between regions R1 and R2 is true. 
 
 
Figure 2.  An example that the predicate P between R1 and R2 is true. The thickness of lines indicates the weights of 
the edges. The most similar pair of regions is connected by an edge with the minimum weight. 
 
According to the definition of P, the test of consistency is based on the visual cues extracted from the 
image data. In the next section, the SPRT method is introduced for a reliable decision on the consistency of 
regions. 
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III. Consistency Test of Cues 
In order to obtain the homogenous regions in region merging, the proposed predicate P in Eq. (2) checks the 
consistency of regions. Region information is usually presented by the cues extracted from the observed data. 
The choice of cues can be intensity, color, texture and so on. If we view the cue as a random variable, the 
distribution of the cue depends on the consistency of pairs of regions. In this paper, we formulate the 
evaluation of the region consistency as a sequential test process. Suppose parameter θ is related to the 
distribution of random cues x. More specifically, we gather information of parameter θ by observing random 
variables in successive steps. Since every sample of the cues carries statistical information on parameter θ, 
we may collect the information at the end of observation. This is one of the interesting problems studied in 
sequential analysis, where θ is called a hypothesis. In the context of region merging, two hypotheses are 
involved in the evaluation task: a pair of regions is “consistent”, and is “inconsistent”, which are denoted by 
a null hypothesis H0: θ = θ0 against an alternative hypothesis H1: θ = θ1, respectively. The property of the 
hypotheses is a hidden state that is not directly observable, but is statistically linked to the observable cues. 
To decide whether or not a pair of regions belongs to the same group, we look for the solution of its 
hypothesis test. 
An efficient and popular procedure for integrating the statistical evidence is the Sequential Probability 
Ratio Test (SPRT) which was proposed by Wald [28]. SPRT shows that the solution to the hypothesis can be 
found by making the smallest number of observations and satisfying the bounds on the predefined 
probabilities of two errors. SPRT is purely sequential in nature, i.e. continuing sampling on the instances of 
a random variable will eventually lead to a reliable inference about parameter θ. 
The application of SPRT to the consistency test of cues is described as follows. We observe the 
distribution of random cues x in a sequence until a likelihood ratio δ goes out of the interval (B,A) for the 
first time by a random walk, where the real numbers A and B satisfy B<0<A. The sequence of successive 
likelihood ratio δi is: 
1 1
0 0
( | )log
( | )
i
i
i
P x
P x
θδ θ= , Ni ,...,2,1=                       (3)
where P0(x|θ0) and P1(x|θ1) are the distributions of visual cues. P0(x|θ0) and P1(x|θ1) should be different so as 
to make a convincing decision. We use the Gaussian distribution model to approximate the cue distributions. 
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The two conditional probabilities are given as follows: 
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where Ia, Ib are the average color of sampled data in region a, b respectively, and Ia+b is the average value of 
samples’ union. SI is the covariance matrix of the regions, and λ1, λ2 are scalar parameters. If each test is 
independent, the composition of the likelihood ratios is the sum of the individual δi: 
1
N
ii
δ δ==∑  (5) 
where N is the first integer for which δ ≥ A or δ ≤ B. We can see that the solution to the hypothesis is 
decided by the relationship between δ and an upper and lower limits, denoted by A and B, respectively. If δ 
goes out of one of these limits, the hypothesis is made and thus the test stops. Otherwise, the test is carried 
on with a new random sampling.  
Intuitively, the likelihood ratio δ is positive and high when the terminal decision is in favor of H1, while 
it is negative and low when the situation is reversed. In the SPRT theory [28], Wald recommended 
implementing the test with a practical approximation: A=log(1-β)/α and B=logβ(1-α), where α and β are 
probabilities of the decision error given by: 
α =Pr{Rejecting H0 when H0 is true} 
β =Pr{Accepting H0 when H1 is true} 
The selection of α and β  affects the region merging quality. Intuitively, as error rates decrease, the region 
merging quality grows. However, at the same time the computational effort will increase accordingly. In our 
implementation, both α and β are set as a fixed value 0.05. If consider the probabilities of the decision error, 
the likelihood ratio becomes:  
1 1
0 0
( | ) (1 )log
( | )(1 )
i
i
i
P x
P x
θ βδ θ α
⋅ −= −                          (6)
For the uncertainty of the (worst-case) number of tests in SPRT, a truncated SPRT [28] is used here by 
presetting an upper bound N0 on the number of tests. In Wald’s theory, the expected number of tests is given 
by: 
0 0
1 1
{ | } [ (1 )] /
{ | } [ (1 ) ] /
E n A B
E n A B
θ α α η
θ β β η
= + −⎧⎨ = − +⎩
                      (7)
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where η0, η1 are the conditional expected number of trails from a single test: η0=E{δ |θ0} and η1=E{δ |θ1}. 
We set N0 to be a constant which is greater than max{E{δ |θ0}, E{δ |θ1}}. The proposed SPRT based 
consistency test of cues is summarized in Table 1. 
 
Table 1.  Algorithm 1: consistency test of cues 
Preset λ1; 
Let λ2=1, α=0.05, β=0.05; 
Compute parameters:  
N0: be a constant greater than max{E{δ |θ0}, E{δ |θ1}}; 
A=log(1-β)/α , B=logβ(1-α); 
P0(x|θ0), P1(x|θ1) are computed using Eq. (4). 
 
Input: a pair of neighboring regions. 
Output: the decision D that the two regions are “consistent” (D=1) or “inconsistent” (D=0). 
 
1. Set evidence accumulator δ and the trials counter n to be 0. 
2. Randomly choose m pixels in each of the pair of regions, where m equals the half size of the 
region. 
3. Calculate the distributions of visual cues x using Eq. (4) based on these pixels. 
4. Update the evidence accumulator 1 1
0 0
( | )(1 )log
( | )(1 )
P
P
x
x
θ βδ δ θ α
−= + − . 
5. If n≤N0 
If δ ≥ A, return D=1 (consistent) 
If δ ≤ B, return D=0 (inconsistent) 
If n>N0 
If δ ≥ 0, return D=1 (consistent) 
If δ <0, return D=0 (inconsistent) 
6. Go back to step 2. 
 
 
IV. Dynamic Region Merging (DRM) 
IV-A. The dynamic region merging algorithm 
In this section, we explain the proposed region merging algorithm as a dynamic region merging (DRM) 
process, which is proposed to minimize an objective function with the merging predicate P defined in Eq. 
(2). As mentioned in Section I, the proposed DRM algorithm is started from a set of over-segmented regions. 
This is because a small region can provide more stable statistical information than a single pixel, and using 
regions for merging can improve a lot the computational efficiency. For simplicity and in order to validate 
the effectiveness of the proposed DRM algorithm, we use the watershed algorithm [31] (with some 
modification) to obtain the initially over-segmented regions (please refer to Section VI-A for more 
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information), yet using a more sophisticated initial segmentation algorithm (e.g. mean-shift [32]) may lead 
better final segmentation results. 
Given an over-segmented image, there are many regions to be merged for a meaningful segmentation. 
By taking the region merging as a labeling problem, the goal is to assign each region a label such that 
regions belong to the same object will have the same label. There are two critical labels for a region Ri: the 
initial label li0, which is decided by the initial segmentation, and the final label lin, which is assigned to the 
region when the merging process stops. In our problem, the final label lin for a given region is not unique, 
which means that the same initialization li0 could lead to different solutions. This uncertainty mainly comes 
from the process of SPRT with a given decision error. However, it can be guaranteed that all the solutions 
satisfy the merging predicate P defined in Eq. (2). In the process of region merging, the label of each region 
is sequentially transited from the initial one to the final one, which is denoted as a sequence (li0, li1,…, lin).  
To find an optimal sequence of merges which produce a union of optimal labeling for all regions, the 
minimization of a certain objective function F is required. According to predicate P, the transition of a 
region label to another label corresponds to a minimum edge weight connects the two regions. In this case, a 
sequence of transitions will be defined on a set of local minimum weights, i.e., in each transition the edge 
weight between the pair of merged regions should be the minimum one in the neighborhood. As a result, the 
objective function F used in this work is defined as the measure of transition costs in the space of partitions. 
In other words, as the whole image is a union of all regions, F is the sum of transition costs over all regions. 
That is: 
where Fi is the transition costs of one region Ri in the initial segmentation. Minimizing F in Eq. (8) is a 
combinatorial optimization problem and finding its global solutions is in general a hard task. Since the 
exhaustive search in the solution space is impossible, an efficient approximation method is desired. The 
solution adopted here is based on the stepwise minimization of F, where the original problem is broken 
down into several sub-problems by using the dynamic programming (DP) technique [33]. 
The DP is widely used to find the (near) optimal solution of many computer vision problems. The 
principle of DP is to solve a problem by studying a collection of sub-problems. Indeed, there have been 
some works in image segmentation that benefit from this efficient optimization technique, such as DP snake 
∑=
iR i
FF                                  (8)
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[34,35]. In the proposed DRM algorithm, we apply DP on discrete regions instead of line segments [34, 35]. 
The minimization problem for region Ri starting at labeling li0 is defined as: 
0 0 1
1,
0 2
2, 1 1,
1
, 10
min ( , , ) min ( , )
                           min ( , )
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i i i i i i n n
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?
?                        (9) 
where Fi(li0, li1,…, lin) is the transition cost from li0 to lin, dk,k+1 is the minimum edge weight between the 
regions with labeling lik and lik+1, respectively. In conjunction with Eq. (1), we have 
The overall path length from li0 to lin is the sum of minimum edges dk,k+1 for each node in that path. This 
problem reduces to a search for a shortest path problem, whose solution can be found at a finite set of steps 
by the Dijkstra’s algorithm in polynomial time. At this point, a minimization process of object function F is 
exactly described by the predicate P defined in Eq. (2), where P is true if the nodes are connected by the 
edge with the minimum weight in their neighborhood. It means that the closest neighbors will be assigned to 
the same label, which is the cause of the merging. 
In Fig. 3, an example process of region merging is shown by embedding it into a 3D graph. Between two 
adjacent layers there is a transition which indicates the costs of a path. Clearly, this is also a process of label 
transitions. The neighborhood of the highlighted region (in red) is denoted as the black nodes in the graph 
and the closest neighbor is denoted as the red nodes. The directed connections with the lowest cost between 
adjacent layers are made (shown as blue arrows). Note that the connectivity between regions in the same 
layer is represented by the RAG, which is not explicitly shown in Fig. 3. 
),(min 11,
1
+Ω∈+ +
= kkRkk RRSd kk                             (10)
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Figure 3. The dynamic region merging process as a shortest path in a layered graph. The upper row shows the label 
transitions of a graph node. The lower row shows the corresponding image regions of each label layer. Starting from 
layer 0, the highlighted region (in red) obtains a new label from its closest neighbor (in red). If the region is merged 
with its neighbor, they will be assigned to the same label. The shortest path is shown as the group of the directed edges 
(in blue).  
 
The proposed DRM algorithm is summarized in Table 2. Minimization of the objective function follows 
the principle of DP, which is exactly expressed in terms of predicate P. In the k-th decision step, a merging 
occurs when two neighboring regions are connected by the minimum weight edge in each other’s 
neighborhood. With the observation of this characteristic, we will propose an accelerated region merging 
algorithm in Section V. 
 
Table 2. Algorithm 2: segmentation by dynamic region merging 
Input: the initially over segmented image S0. 
Output: region merging result.  
1. Set i=0. 
2. For each region in segmentation Si, use Algorithm 1 to check the value of predicate P with 
respect to its neighboring regions. 
3. Merge the pairs of neighboring regions whose predicate P is true, such that segmentation 
Si+1 is constructed. 
4. Go back to step 2 until Si+1 = Si. 
5. Return Si. 
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IV-B. Properties of the proposed DRM algorithm 
Although the proposed DRM scheme is conducted in a greedy style, some global properties of the 
segmentation can be obtained. More specifically, it can be proved that the proposed DRM algorithm 
produces a segmentation S which is neither over-merged nor under-merged according to the proposed 
predicate P. Similar to the definitions of over-segmentation and under-segmentation in [18], we define the 
concepts of over-merged segmentation and under-merged segmentation as below. 
Definition 1. Under-merged segmentation. A segmentation S is under-merged if it contains some pair 
of regions for each there is an evidence of a merging between the regions.  
Definition 2. Over-merged segmentation. A segmentation S is over-merged, if there is another 
segmentation Sr which is not under-merged and each region of Sr is contained in some component of S. Or 
saying, Sr can be obtained by splitting one or more regions of S. We call that Sr is a refinement of S.  
Definition 3. The evidence of boundary. There is an evidence of boundary between a pair of regions R1 
and R2 if the predicate P is false because the inconsistency property between them does not hold, with 
respect to Eq. (2). 
Lemma 1. If two adjacent regions are not merged for an evidence of a boundary between them in the 
k-th iteration, they will be in different regions in the final segmentation. Denote by Rik and Rjk two 
neighboring regions in the k-th iteration. Then Ri = Rik and Rj = Rjk, where Ri is the region whose label is Li 
and Rj is the region whose label is Lj in the final segmentation S.  
Proof: If there is an evidence of a boundary between Rik and Rjk, according to Definition 3, we have 
( , ) min ( , ) min ( , )
i j
i j i a j ba b
S R R S R R S R R∈ ∈= =Ω Ω , where Ωi and Ωj are neighborhood of Ri
k and Rjk. Since Rik and 
Rjk are not merged, they will not be merged with any other regions in the remaining steps before they are 
merged with each other. So we have Ri = Rik and Rj = Rjk. ■ 
Lemma 1 holds because our merging predicate relies on comparing the minimum weight edge between 
regions. We can prove that with this measure, some global properties of the segmentation can be easily 
obtained.  
Theorem 1. The segmentation S by Algorithm 2 is not under-merged according to Definition 1. 
Proof. If S is under-merged, there must be some pair of regions Rik and Rjk that do not cause a merge in the 
merging process. Therefore, the evidence of a boundary does not hold for Rik and Rjk. According to Lemma 
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1, if Rik and Rjk are not merged, Ri = Rik and Rj = Rjk. This implies that Algorithm 2 does not merge Rik and 
Rjk. The evidence of a boundary holds for them, which is a contradiction. ■ 
Theorem 2. The segmentation S by Algorithm 2 is not over-merged according to Definition 2. 
Proof. If S is over-merged, there must be a proper refinement T that is not under-merged. Let a region 
C∈S, and there are two adjacent regions A⊂C, B⊂C, such that A and B satisfy the refinement T. According 
to Algorithm 2, A and B will not merge with any other regions in C before they merge with each other. Then 
C does not contain A and B, which is a contradiction. ■ 
 
V. Algorithm Acceleration by Nearest Neighbor Graph (NNG) 
The DRM process presented in Algorithm 2 depends on adjacency relationships between regions. At each 
merging step, the edge with the minimum weight in a certain neighborhood is required. This requires a scan 
of the whole graph by which the relations between neighboring regions are identified. The edge weights and 
nodes of RAG are calculated and stored for each graph layer. Since the positions of the edges are unknown, 
the linear search for these nodes and edges requires O(||E||) time. After each merging, at least one of the 
edges must be removed from RAG, the positions and edge weights are updated. Then a new linear search is 
performed for constructing the next graph layer. If the number of regions to be merged is very large, the total 
computational cost in the proposed DRM algorithm will be very high. 
Based on the observation that only a small portion of RAG edges counts for the merging process, we can 
find an algorithm for accelerating the region merging process. The implement of the algorithm relies on the 
structure of nearest neighbor graph (NNG), which is defined as follows. For a given RAG, where G = <V, 
E>, the NNG is a directed graph Gm = <Vm, Em>, where Vm = V. If we define a symmetric dissimilarity 
function S to measure the edge weights, the directed edge is defined as: 
}),(),,(min)),((|),{( EvvvvSvvwvvE kikijijim ∈==  
Fig. 4 shows an example of NNG with respect to the RAG in Fig. 1. From the definition we can see that the 
out-degree of each node equals to one and the number of edges in an NNG is ||V||. The edge starting at a 
node is pointing toward its most similar neighbor. For a sequence of graph nodes, if the starting and ending 
nodes coincide, we call it a cycle (see Fig. 4).  
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It is easy to verify that the NNG has the following properties [36]:  
(1) Along any directed edge in NNG, the weights are non-increasing.  
(2) The maximum length of a cycle is two. 
(3) NNG contains at least one cycle. 
(4) The maximum number of cycles is ⎣||V||/2⎦. 
 
 
Figure 4. A possible NNG of the RAG in Fig. 1 and a cycle in the NNG. 
 
From the definition of merging predicate in Eq.(2), we see that when the predicate value between two 
regions is true, there is exactly a cycle between them. This demonstrates the stop criterion for the proposed 
DRM algorithm, i.e., if there is no cycle in the NNG, the region merging will stop. In other words, before the 
process stops, we can always have at least one pair of regions to merge according to the above property (3). 
This suggests that we can keep the NNG cycles during the region merging process instead of searching over 
the whole RAG. The original RAG is constructed from the over-segmented image, and the NNG is formed 
by searching for the most similar neighbors of each graph node. The NNG cycles are identified by a scan of 
the NNG. The accelerated region merging process is described in Table 3. 
Now we have the following theorem to demonstrate that the regions merging process will go on until the 
predicate is false for all pairs of regions in the image. 
Theorem 3. In the DRM algorithm, there is at least one pair of regions to be merged in each iteration 
before the stopping criterion is satisfied. 
Proof. According to the property (3) of the NNG, there is always at least one cycle in the graph (the 
number of graph nodes should be greater than 1). Therefore, the region merging process will continue until 
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the condition (b) in Eq.(2) is not satisfied. ■ 
 
Table 3. Algorithm 3: Accelerating the dynamic region merging process. 
Input: the initial RAG and NNG of the image. 
Output: The region merging result (in the form of RAG). 
1. Set i=0. 
2. For the NNG in the i-th graph layer, find the minimum weight edge of the RAG using the cycles.  
3. Use Algorithm 1 to check the value of the predicate P. If P is between the cycle is true, merge the 
corresponding pair of regions. 
4. Update the RAG, NNG and the cycles. 
5. Set i=i+1. 
6. Go back to step 2 until no cycle can be found. 
7. Return RAG. 
 
 
 
Figure 5. An example of NNG modification. Dotted lines represent the RAG edges, while directed lines represent 
NNG edges. 
 
 
If only use RAG in the merging process, update of the RAG requires O(||V||) searching time. The 
computation is usually expensive due to a large number of nodes in RAG. In Algorithm 3, after the nodes of 
a cycle are merged, the weights of the neighboring RAG and the structure of NNG are modified. There is an 
observation that the new cycles can only form in the second order neighborhood of the merged nodes, which 
is illustrated in Fig. 5. After merging nodes 1 and 2, the closest neighbor of node 3 becomes node 4, and that 
of node 4 becomes node 5. A new cycle is formed between nodes 4 and 5, and by no means to be between 
nodes 5 and 6. In such a way, the causes of new NNG cycles can only be detected in the second order 
neighborhood of merged nodes. Hence, the computational effort for updating the NNG at each merge of 
region pair depends on the distribution of the second order neighborhood size in the RAG. The computation 
time for a merge of NNG cycle is O(γ(2)+1), where γ(2) is the size of the second order neighborhood of the 
17 
 
new node. In most cases, γ(2) is far less than ||V||, which indicates the reduction of computation time by the 
accelerating algorithm.  
 
VI. Experimental Results and Discussions 
In this section, we evaluate the proposed DRM algorithm on the Berkeley Segmentation Dataset2 (BSDS), 
which contains 100 test images with 5-10 human segmentations on each one of them as the ground-truth 
data. In Section VI-A, we test the DRM algorithm with several representative examples. In Section VI-B, we 
compare the well known mean-shift algorithm [32] and the graph-based region merging method [18] with 
the DRM algorithm. In Section VI-C, the performance of the accelerated DRM algorithm is evaluated. In 
Section VI-D, we discuss the DRM method and its potential extensions.  
 
VI-A. Analysis on DRM by representative examples 
The proposed DRM algorithm starts from an initially over-segmented image. For simplicity, we use the 
watershed algorithm to obtain the initial segmentation. Certainly, a more sophisticated initial segmentation 
method, such as the mean-shift algorithm, may lead to a better final segmentation result. Since the standard 
watershed algorithm is very sensitive to noise and hence leads to severe over-segmentation (see Fig 6(b) for 
an example), to reduce noise and trivial structures we apply median filtering on the gradient image before 
using the watershed algorithm. Fig. 6(c) shows the result of the modified watershed segmentation, where the 
over-segmentation is reduced a lot while preserving the desired the object boundaries.  
 
   
(a)                      (b)                           (c) 
Figure 6. (a) Original image; (b) initial segmentation by standard watershed algorithm; and (c) initial segmentation by 
modified watershed algorithm with median filtering on the gradient image. 
 
                                                        
2 http://www.cs.berkeley.edu/projects/vision/grouping/segbench/ 
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Original image                  λ1=0.5                      λ1=1 
   λ1=1.2                      λ1=1.4                      λ1=1.8 
 
Figure 7. Segmentation results with λ1=0.5, 1, 1.2, 1.4, 1.8, respectively. 
 
 
    
(a)       (b)        (c) 
   
(d)         (e)         (f) 
 
Figure 8. Region merging process. (a) the original image; (b) the result of initial watershed segmentation; (c)-(f) the 
merging results in different stages. 
 
 
19 
 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
(g) 
Figure 9. Segmentation results by the proposed algorithm. From left to right, the first column shows the original 
images. The second column shows the over-segmentation produced by watershed algorithm. The third column shows 
our segmentation results. 
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As stated in Section III, there is only one set of parameters in the proposed algorithm, i.e. the values of 
λ1, λ2 in the cue distribution functions (refer to Eq. (4)). These parameters control the degree of consistency 
between two regions, and hence decide when to terminate the region merging. In practice, we set λ2 to be a 
constant value 1, and hence there is only one parameter λ1 to be set. By experiment experience, we set λ1 
between 0.5 and 5. Fig. 7 shows the segmentation results of an example image with different values of λ1. 
When λ1 is large, the algorithm is more likely to take two neighboring regions as consistency. Therefore it 
may produce over-merged regions (see the result where λ1=1.8). When λ1 is small, the case is inverse and as 
a result produces under-merged regions (see the results where λ1=0.5, 1). To clearly show the region 
merging process, we give an example in Fig.8, in which primitive regions (in Fig. 8(b)) are merged 
iteratively until the stop criterion is satisfied (in Fig. 8(f)). 
We illustrate the proposed DRM algorithm using more example images in Fig. 9. It is clear that 
neighboring regions with coherent colors are merged into one, whereas the boundaries are well located on 
the reasonable places. Some of the large regions have substantial variations inside (Figs. 9 (c), (e), (f)), 
however, with relatively slow changes of colors along the boundaries. This indicates that the DRM 
algorithm can tolerate some variations for grouping meaningful regions in an image.  
 
VI-B. Comparison with state-of-the-art methods 
In this section we compare the segmentation results of DRM with the mean-shift algorithm [32] and the 
graph-based algorithm [18], which represent state-of-the-art of automatic image segmentation. Mean-shift 
performs the segmentation by clustering the data into several disjoint groups. The cluster centers are 
computed by first defining a spherical window, then shifting the window to the mean of the data points with 
a radius r. This shifting process repeats until convergence. The segmented image is constructed using the 
cluster labels. Mean-shift algorithm takes a feature (range) bandwidth, spatial bandwidth, and a minimum 
region area (in pixels) as input. We need to adjust these three parameters for a good segmentation. In the 
graph-based algorithm [18], the predicate is based on both of the external and the internal intensity 
differences of the regions. More specifically, the external difference is calculated as the minimum weight 
edge between two neighboring regions and the internal difference of a region is the largest weight in the 
minimum spanning tree of that region. The predicate is then defined by comparing these two values to make 
21 
 
an adaptive decision with respect to the local characteristics of an image. The graph-based algorithm [18] 
also contains three parameters, which are used to smooth the image, to control the minimum region size and 
to set the expected number of regions. All of these parameters are in different ranges, making the tuning of 
parameters tricky. As stated in Section III, the proposed DRM algorithm contains only one set of two 
parameters (λ1,λ2) in the consistency test. In implementation, we fix λ2 to be 1, and hence only need to tune 
the value of λ1. This makes DRM is much more convenient to control than the mean-shift algorithm [32] and 
the graph-based algorithm [18]. 
Figs. 10(b)-(d) show the segmentation results by the graph-based method [18], the mean-shift method 
[32] and the proposed DRM method. Segmentations are obtained by choosing the results with roughly the 
same number of regions from the three methods. By this setting, we can compare the performance of them in 
the same segmentation granularity. In Figs. 10(b)-(c), some major boundaries in the ground truth are missed, 
and some boundaries are over-detected. In Fig. 10(d), we can see that the proposed method can retain good 
localization of boundaries. In Fig. 10(e), the human labeled segmentation is used as the reference (ground 
truth) for visual evaluation of the segmentation quality. For each image, 5-10 segmentations produced by 
different human observers are chosen, and the consistency among different human segmentations is indicted 
by the probability-of-boundary (Pb) images (Fig. 10(e)), where the darker pixels means more people marked 
them as a boundary. For more information about the generation of human labeled ground truth segmentation, 
please refer to [37].  
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(a) Original images. 
      
(b) Segmentation results by the graph-based region merging method in [18]. 
      
(c) Segmentation results of mean-shift method in [32]. 
      
(d) Segmentation results of the proposed method with watershed initializations. 
      
 (e) Ground truth. 
 
Figure 10. Segmentation results by different methods. The first row shows the original images. The second row shows 
the results by the graph-based image segmentation method [18]. The third row shows the results by the mean-shift 
method [32]. The forth row shows the proposed method. The fifth row shows probability-of-boundary images of the 
human segmentation, where the darker boundaries indicate more subjects marked a boundary [38].  
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Let’s then discuss about the quantitative measure of segmentation quality. This task might be as hard as 
segmentation itself. In the past decades, many researchers have been studying the supervised evaluation 
methods, where the segmented images are compared with a ground truth image. However, in unsupervised 
image segmentation, often there is no ground truth available. In order to build a common platform for 
researchers to evaluate various image segmentation methods, a group of human segmented images for each 
test sample are provided in the Berkeley Segmentation Dataset (BSDS), and a boundary-based evaluation 
method was proposed by Martin et al. [38] on this dataset. In [38], the precision-recall framework is applied 
in conjunction with the human-marked boundaries. Precision-recall is a well-accepted measure technique in 
image segmentation, which considers two aspects of boundary qualities: precision is the fraction of 
detections that are true positives rather than false positives, while recall is the fraction of true positives that 
are detected rather than missed. A combination of these two quantities can be summarized as the F-measure 
in [39]: 
F=PR/(αR+(1-α)P) 
where α is a relative cost between P and R. An F-measure curve can be obtained by changing the algorithm 
parameters. Since the F-measure curve is usually unimodal, the maximal one may be taken as a summary of 
the algorithm’s performance in the sense that large value of F-measure indicates high quality of image 
segmentation. In our experiment, the optimal parameter is chosen for each image and the corresponding 
F-measure is recorded for the overall evaluation.  
There are two issues needed to address when use BSDS for evaluating the segmentation results. First, 
the ground truth is defined by a collection of 5 to 10 human segmentations for each image. Simply uniting 
the humans’ boundary maps is not a reasonable choice because it ignores the high overlapping boundaries 
among different humans. Second, when matching boundary pixels, one should avoid over-penalizing the 
slightly mislocalized boundaries. We use the method proposed by Martin et al. to compute the F-measure 
for all algorithms. In this method, the segmentation results are compared with each human segmentation 
separately. False positives are counted as the boundary pixels that do not match any human boundary. The 
recall depends on all the human segmentations, i.e. averaged over different human data. A merit of Martin et 
al.’s method is that it can tolerate some localization errors in the matching process, which is a reasonable 
consideration in the correspondence of ground-truth and segmentation results. In Table 4, we compare the 
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F-measures of the Canny edge detector [5], the graph-based method [18], the mean-shift method [32] and 
the DRM algorithm. The best parameter is chosen for each of these methods, and we have the F-measures as 
0.62 for Canny edge detector, 0.62 for the graph-based method [18], 0.65 for mean-shift method [32] and 
0.65 (with watershed as initial segmentation) and 0.66 (with mean-shift as initial segmentation) for the 
proposed DRM method.  
 
Table 4. The best F-measures by the competing methods in the BSDS dataset. The average F-measure for the human 
subjects is 0.79 [40], which represents the human performance for the segmentation task. The DRM algorithm is tested 
when initialized by watershed and mean-shift respectively. 
 
Method Human Graph –based method [18]  
Canny 
[25] 
Mean-shift 
[32] 
DRM (initialized 
by watershed)   
DRM (initialized 
by mean-shift)   
F-measure 0.79 0.62 0.62 0.65 0.65 0.66 
 
 
Figure 11. The number of RAG edges (in blue) vs. the number of NNG cycles (in red) for images in Figs. 9(a)-(g) at 
different region merging stages.  
 
 
VI-C. The performance of accelerated DRM algorithm 
In Fig. 11, we show the number of RAG regions and the number of NNG cycles for images Fig. 9(a)-(g) at 
different region merging stages. Apparently, the number of cycles (in red) is much smaller than that of the 
RAG edges (in blue). By using the accelerated region merging algorithm, the computational effort is largely 
saved. The update of NNG cycles depends on the size of RAG in the second order neighborhood. In Fig. 12, 
we show the histogram of RAG node degrees for the over-segmented images in Figs. 9(a)-(e) (in the second 
column). We can see that most of the nodes have the degree less than 15, therefore the computational cost 
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for updating the NNG cycles is not expensive. This acceleration algorithm would be very helpful in the 
high-resolution environment where a massive graph containing billions of vertices will exist.  
 
Figure 12. Histograms of the RAG node degrees for images in Figs. 9(a)-(g) (shown in different colors). 
 
VI-D. Discussions 
The proposed DRM method checks the consistency between neighboring regions for region merging, and 
the region merging predicate uses the minimum weight edge between two regions in measuring the 
difference between them. It guarantees that some global properties are kept under this predicate. However, 
there can be a limitation for capturing the perceptual differences between two neighboring local regions. 
Another issue lies in the DP based merging order. Since decisions are made locally, DRM might be trapped 
into the local minimum, though it does possess some global properties as we proved in Section IV-B. Some 
failure examples are given in Fig. 13. We can see that the proposed DRM algorithm may miss some long but 
weak boundaries (1st example), and it may also merge the regions with short but high contrast boundary (2nd 
example).   
There are several potential extensions to DRM to solve the above problems. For example, we can add a 
global refinement step to correct the miss-classified regions due to local decisions. Many merging errors in 
DRM are due to the insufficient local (perceptual) information used to making the merging decision. 
However, if we view the outputted labels of DRM as initial markers of the image content, then these initial 
markers can be used to calculate some global statistics of the image so that a global refinement can be 
defined to correct the DRM errors according to some criterion. Such a DRM with refinement scheme can 
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exploit both local and global image features, and hence better results can be expected.  
Another potential extension is the introduction of user interaction. With some user guidance, the initial 
label of part of the image regions can be assigned beforehand, which will provide useful information for the 
region merging process. An interactive DRM algorithm can then be developed to accomplish the image 
segmentation. 
 
   
   
 
Figure 13. Failure examples of the proposed DRM method. The first column shows the original images, the second 
column shows the initial segmentation by watershed algorithm, and the third column shows the region merging results 
by the proposed method. We see that DRM methods may miss some weak boundaries (in the 1st example) and merge 
the regions with short but high contrast boundary (in the 2nd example).  
 
VII. Conclusions 
In this paper, we proposed a novel method for segmenting an image into distinct components. The proposed 
algorithm is implemented in a region merging style. We defined a merging predicate P for the evidence of a 
merging between two neighboring regions. This predicate was defined by the sequential probability ratio test 
(SPRT) and the maximum likelihood criterion. A dynamic region merging (DRM) was then presented to 
automatically group the initially over-segmented many small regions. Although the merged regions are 
chosen locally in each merge stage, some global properties are kept in the final segmentations. For the 
computational efficiency, we introduce an accelerated algorithm by using the data structure of region 
adjacency graph (RAG) and nearest neighbor graph (NNG). Experiments on natural images show the 
efficiency of the proposed algorithm. There are several potential extensions to this work, such as the 
introduction of global refinement and user interaction, etc. Those will be further investigated in our future 
work.  
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