I. INTRODUCTION
Recent advances in nonlinear dynamics have led to more informative characterizations of complex signals [1 -4] . The realization that even simple dynamical systems are capable of exhibiting complex unstable behavior with broadband spectra has made it clear that descriptions in terms merely of time series, conventional statistical measures, and spectra are no longer sufficient. Chaotic trajectories starting from neighboring initial points diverge exponentially; simple nonlinear maps have spectra that are as broadband as those of the outputs of welldesigned random number generators or of sequences as random as the time intervals between decays of radioactive nuclei [5] .
Nonlinear dynamical tools have made it possible to probe correlations to which traditional linear statistical and spectral analyses were not sensitive. Some of these new tools make it possible, at least in principle, to determine if a signal is deterministic, to identify and classify seemingly random signals, to compare complex experimental results with theoretical or model predictions, or to distinguish signals generated by distinct but similar dynamical systems.
These new tools typically rely on the possibility of using a series of measurements of a single variable to reconstruct or embed the system's multidimensional trajectory. The embedding, or reconstruction, is usually done using the method of time delays [6 -8) . If the reconstructed trajectory evolves on an attractor, the system's dynamics may be described in several ways, including (1) the rate at which nearby trajectories diverge from each other (Lyapunov exponents) [9 -12] , (2) the rate at which information is generated by each new datum (entropy production) [13] , (3) the topological properties of the trajectory [14 -18] , or (4) by characterizing the geometry of the attractor by one or all of a hierarchy of dimensions [19 -21] . Many 1995 The American Physical Society data [22, 23] . In medical applications, one may wish to determine whether a particular signal more closely resembles those from a normal subject, or those from subjects afBicted by one of a variety of pathological conditions. - In Ref. [24] we illustrated the use 
where d2 is the correlation dimension and K2 the order-2
Kolmogorov entropy [18, 19] .
The correlation dimension is usually evaluated by taking the slope of the double-logarithmic plot of C (r) vs r in that interval of r values where the right-hand side of Eq. (3) is satisfied, the so-called scaling region. Instead of taking the high-m limit, Takens [7] shows that taking m &2d2 may be sufficient. Sauer, Yorke, and Cadagli [8] show that m &d2 is good enough.
K2 is calculated by taking differences of log-log plots of C (r) vs Fig. 2(a) . In each calculation, 2048 points were used and the lag and embedding window were chosen as described in the previous section.
The least steep graph in Fig. 2(a) , which corresponds to the graph with the long, tlat plateau in Fig. 2(b) , was calculated from the uncorrupted or "clean" data. The increasingly steep graphs at larger values of log, (r/r, ") were calculated from the 20, 10, and 5 dB data, respectively. The plateau value of the slope in Fig. 2(b 
1+[x (t -5)]' (7) integrated in steps of 0.5, with delay 5=17. All three have correlation dimensions that are approximately 2.0 [29, 42] . That is, the differences in their correlation dimensions are in the second decimal place so that these must be calculated with an accuracy of the order of 1% if they are to be useful in distinguishing any one attractor from the others. Accuracies of this quality when using the Grassberger-Procaccia algorithm impose data requirements that are efFectively unobtainable with experimental data. Figure 3 shows the slope of the log, C (r) vs log, (r/r, ") plots for the three cases. These graphs show, first of all, the difficulty of establishing the location of a scaling region and, once this has been done, of ob-
High dimensions
There are some rather stringent limits on the number of data points needed to determine dimensions reliably.
A limit due to Eckm ann and Ruelle [43] Eq. (7), with a delay, 5=150, which has a high dimensional attractor. Figure 4( A. The Kolmogorov-Smirnov test [25, 26] The following is a brief account of the KolmogorovSmirnov test for the case when two sets of measurements are being compared. For a more comprehensive treatment, see, e.g. , Ref. [25] ; for computational details, see Ref. [26] . In the previous discussion, attention has been directed to the sensitivity of dynamical measures, particularly the correlation integral, to embedding parameters m and L.
In our application of the Kolrnogorov-Smirnov test, the sensitivity of S(C (r)) is of importance. This sensitivity is investigated in the calculations presented in this section. We present evidence, that, with lags of the order obtained with Schuster's criterion, the shape of S(C (r)) approaches a limit as the embedding dimension and the number of embedding vectors are increased. For a given number of embedding vectors, however, the graph of S(C (r)) becomes severely distorted at extremely large windows. This distortion is in the form of a steplike structure in S(C (r)} which occurs when the embedding dimension is so large that distances between neighboring embedding vectors exceed the scale Ar used in calculating the correlation integral. 
