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Abstract
We study the existence of traveling wave fronts for a reaction–diffusion equation with spatio-temporal
delays and small parameters. The equation reduces to a generalized Fisher equation if small parameters
are zero. We present two results. In the first one, we deal with the equation with very general kernels and
show the persistence of Fisher wave fronts for all sufficiently small parameters. In the second one, we deal
with some particular kernels, with which the nonlocal equation can be reduced to a system of singularly
perturbed ODEs, and we are then able to apply the geometric singular perturbation theory and phase plane
arguments to this system to show the existence of the minimal wave speed, the existence of a continuum of
wave fronts, and the global uniqueness of the physical wave front with each wave speed.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years, many mathematical models involving reaction–diffusion equations with spa-
tially and temporally nonlocal terms in the form of the convolution of a kernel with the depend-
able variable have been proposed in population biology. This type of equations are believed to be
more realistic than the usual kind of reaction–diffusion models for certain population dynamics.
We refer the interested reader to [5,6,20,21] and the references therein for more biological back-
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for those models becomes a very active research subject. See [1,3,4,9,12–14,16,19,21,23–27]
and the references therein. In these references, results on the persistence of Fisher wave fronts
have been established for various particular reaction functions and kernels. Our first goal in this
paper is to generalize this type of results to an equation with a more general reaction function
and kernels. After that, we restrict ourselves to some particular kernels which allow us to reduce
the nonlocal equation under consideration to a system of singularly perturbed ODEs. Then, the
theory of dynamical systems enables us to prove an analogous result for this system to that for
the Fisher equation: namely, there exist a continuum of wave fronts, a minimal wave speed, and a
unique physical wave front (up to a translation) with each wave speed. We are not aware of such
a result for this type of equations in the literature.
We first study the existence of wave fronts for a scalar equation of the form:
∂u
∂t
= ∂
2u
∂x2
+ F ((g1 ∗ ϕ1(u, ε))(t, x), . . . , (gm ∗ ϕm(u, ε))(t, x), ε), (1.1)
where ε = (μ, ε1, . . . , εm), μ ∈Rl1 (l1  0) is a small parameter, εj for j = 1, . . . ,m are defined
below in (1.3), F is a C2(Rm+l ) function with l = l1 +m, for j = 1, . . . ,m, ϕj ∈ C2(R1+l ) and
the convolutions gj ∗ ϕj (u, ε) are defined by
(
gj ∗ ϕj (u, ε)
)
(t, x) =
∞∫
0
∞∫
−∞
gj (s, y)ϕj
(
u(t − s, x − y), ε)dy ds,
and each gj (t, x) takes one of the following forms:
(i) δ(t − τj )δ(x), (ii) δ(t − τj ) 1
ρj
pj
(
x
ρj
)
,
(iii) 1
τj
qj
(
t
τj
)
δ(x), (iv) 1
τj
qj
(
t
τj
)
1√
4πt
e−x2/4t . (1.2)
Here δ is the Dirac delta function, pj (x) and qj (t) are nonnegative integrable functions such
that
∫∞
−∞ pj (y) dy = 1 and
∫∞
0 qj (s) ds = 1, τj > 0 and ρj > 0 are small parameters that can
be considered as measures of the strength of temporal and spatial delays respectively. τj = 0 is
allowed in (i) and (ii). Now we define
εj :=
{
τj , if (1.2)(i) or (iii), or (iv) occurs,
max{τj , ρj }, if (1.2)(ii) occurs. (1.3)
Note that:
(i) If gj is defined by (1.2)(i), then (gj ∗ u)(t, x) = u(t − τj , x);
(ii) If gj is defined by (1.2)(ii), then (gj ∗ u)(t, x) =
∫∞
−∞ pj (y)u(t − τj , x − ρjy) dy;
(iii) If gj is defined by (1.2)(iii), then (gj ∗ u)(t, x) =
∫∞
qj (s)u(t − τj s, x) ds;0
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(gj ∗ u)(t, x) = 1√
π
∞∫
0
∞∫
−∞
qj (s)e
−y2u
(
t − τj s, x −
√
4τj s y
)
dy ds.
By the Lebesgue’s dominated convergence theorem, limε→0(gj ∗ϕj (u, ε))(t, x) = ϕj (u(t, x),0)
for j = 1, . . . ,m. Thus, the limiting equation of (1.1) as ε → 0 is a regular reaction–diffusion
equation:
∂u
∂t
= ∂
2u
∂x2
+ f (u), where f (u) := F (ϕ1(u,0), . . . , ϕm(u,0),0). (1.4)
Therefore, (1.1) can be considered as a “perturbation” of (1.4) as ε → 0. Throughout the paper,
we assume that there are constants γij (i = 0,1, j = 1, . . . ,m) independent of ε such that for all
ε ∈Rl , {
ϕj (0, ε) = γ0j , ϕj (1, ε) = γ1j ,
F (γ01, . . . , γ0m, ε) = F(γ11, . . . , γ1m, ε) = 0, (1.5)
and that f satisfies the mono-stable condition:
f > 0 on (0,1), f ′(0) > 0, f ′(1) < 0. (1.6)
Note that f (0) = f (1) = 0. Under these assumptions, we refer to (1.4) as a (generalized) Fisher
equation. The following theorem is well known (cf. [2,7,11,17]).
Theorem 1.1. There exists a minimal speed c0 ∈ [2
√
f ′(0),2
√
k ] where k = supu∈(0,1) f (u)/u
such that for each c  c0, (1.4) has a unique monotonically decreasing wave front (up to a
translation in z) U(z) := Uc,0(z), z = x − ct , satisfying
U ′′(z)+ cU ′(z)+ f (U(z))= 0, (1.7)
lim
z→−∞U(z) = 1, limz→∞U(z) = 0. (1.8)
Furthermore,
lim
z→∞
U ′c,0(z)
Uc,0(z)
=
{
σ+(c), if c > c0,
σ−(c), if c = c0,
where σ±(c) = 12 (−c ±
√
c2 − 4f ′(0)) < 0.
In the first part of the paper we shall confirm the persistence of these wave fronts for (1.1)
when ε is sufficiently small. We use Uc,ε(z), z = x − ct , to denote a wave front of (1.1) with
speed c, which satisfies
U ′′(z)+ cU ′(z)+ F ((g1 ∗ ϕ1(U, ε))(z), . . . , (gm ∗ ϕm(U, ε))(z), ε)= 0, (1.9)
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(
gj ∗ ϕj (U, ε)
)
(z)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ϕj (U(z + cτj ), ε), if (1.2)(i) of occurs,∫∞
−∞ pj (y)ϕj (U(z + cτj − ρjy), ε) dy, if (1.2)(ii) occurs,∫∞
0 qj (s)ϕj (U(z + cτj s), ε) ds, if (1.2)(iii) occurs,
1√
π
∫∞
0
∫∞
−∞ qj (s)e
−y2ϕj (U(z + cτj s −
√
4τj s y), ε) dy ds, if (1.2)(iv) occurs.
(1.10)
Our first result is the following:
Theorem 1.2. Assume (1.5) and (1.6). Let c0 > 0 be the minimal wave speed of the Fisher
equation (1.4). Given any c  c0, let Uc,0(z) be the wave front of (1.4) with Uc,0(0) = 1/2.
Then, there exists a δ = δ(c) > 0 such that for sufficiently small ε, (1.1) has a unique wave
front solution Uc,ε(z) such that Uc,ε(0) = 1/2 and ‖Uc,ε − Uc,0‖1  δ, where ‖ · ‖1 is the usual
supremum norm in C1b(R), the Banach space of all bounded functions in C1(R). Furthermore,
‖Uc,ε −Uc,0‖1  χc(ε), (1.11)
where χc(ε), |ε| 1, is a scalar function such that limε→0 χc(ε) = 0.
Comparing with relevant existing results in the literature, Theorem 1.2 is new in the sense that
it does not require any particular forms for F , pj and qj in (1.1) and (1.2). However, it fails to
answer the following questions:
(i) Is it true that 0 < Uc,ε < 1 and U ′c,ε < 0 on (−∞,∞)? The estimate (1.11) seems not
enough to yield an affirmative answer to this question. We note that, physically, it requires
0 <Uc,ε < 1 since, in general, Uc,ε represents a density or concentration of certain biolog-
ical object.
(ii) Is Uc,ε a unique wave front of (1.1) with each speed c? Note that Theorem 1.2 only confirms
the local uniqueness of Uc,ε near Uc,0.
(iii) Is there a minimal speed cε such that for each c  cε (1.1) has a monotonically decreasing
wave front with the speed c?
In the literature, the first question has been answered for a special case of (1.1), e.g.,
∂u
∂t
= ∂
2u
∂x2
+ F (u(t, x), (g ∗ u)(t, x)),
with some particular F and g. Here are some examples: F(u,w) = −u+ βwe−w and g(t, x) =
t
τ 2
e−t/τ δ(x) in Gourley [12]; F(u,w) = u(1 − w) and g(t, x) = δ(t) 12ρ e−|x|/ρ in Gourley [13];
F(u,w) = −au + b[1 − u]w and g(t, x) = t
τ 2
e−t/τ δ(x) in Ruan and Xiao [21]; F(u,w) =
u − uw and g(t, x) = 1 e−t/τ 1√ e−x2/4t in Ashwin et al. [3]; F(u,w) = αe−γ τ [w − u2] andτ 4πt
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4πτ
e−x2/4τ in Gourley and Kuang [14]; F(u,w) = u[1 + au − (1 + a)w]
and g(t, x) equals 1
τ
e−t/τ δ(x), or δ(t) 1√4πρ e
−x2/4ρ
, or 1
τ
e−t/τ 1√
4πt
e−x2/4t in Wang et al. [25].
In [23], So et al. studied (1.1) with m = 2, F(u,w, ε) := du−w, g1(t, x) = δ(t)δ(x), g2(t, x) =
δ(t − τ) 1√4πρ e−x
2/4ρ
, ϕ1(u, ε) = u and ϕ2(u, ε) = αu(d/α)u where d and α are constants with
d > 0 and 0 < α < d . (The proofs in these references are based on either monotone iteration
technique or geometric singular perturbation theory.) However, we are not aware of any results
on the second and third questions. It seems not easy to answer (ii) and (iii) if general kernels
are present in (1.1). Therefore, our goal in the second part of the paper is to provide a positive
answer to (ii) and (iii) for some of these specific kernels just mentioned. The main result of this
part is as follows:
Theorem 1.3. Consider the equation
∂u
∂t
= ∂
2u
∂x2
+ F (u(t, x), (g ∗ ϕ(u, ε))(t, x), ε), (1.12)
where ε = (μ, τ), μ ∈ Rl1 and τ > 0 are small parameters, ϕ ∈ C4(R1+l ) and F ∈ C4(R2+l )
with l = l1 + 1 satisfy ϕ(0, ε) = γ0, ϕ(1, ε) = γ1, F(0, γ0, ε) = F(1, γ1, ε) = 0 for all ε, where
γ0 and γ1 are constants (independent of ε), f (u) := F(u,ϕ(u,0),0) satisfies (1.6), and g(t, x)
is one of the following:
(a)
1
τ
e−t/τ δ(x), (b) t
τ 2
e−t/τ δ(x), (c) δ(t) 1
2τ
e−|x|/τ ,
(d)
1
2τ 2
e−t/τ e−|x|/τ , (e) 1
τ 2
e−t/τ 2 1√
4πt
e−x2/4t . (1.13)
Then, given any sufficiently small c∗ ∈ (0,2
√
f ′(0) ), where c∗ = 0 is allowed if g is given in
(1.13)(a) or (b), and sufficiently large c∗ with c∗ > 2√k where k is defined in Theorem 1.1, there
exists an ε0 = ε0(c∗, c∗) > 0 such that if |ε| < ε0, then there exists a cε such that
(i) limε→0 cε = c0, where c0 is the minimal speed of (1.4);
(ii) for each cε  c  c∗, (1.12) has a unique wave front Uc,ε (up to a translation in z) that
satisfies (1.8) and 0 < Uc,ε < 1. (Such a wave front will be referred to as a physical wave
front.) Moreover, Uc,ε is monotonically decreasing;
(iii) for any c∗ < c < cε , (1.12) has no physical wave front.
We remark that for technical reasons, we have to introduce c∗ and c∗ in Theorem 1.3. For
sufficiently small ε > 0, we define
c¯ε = sup
{
c∗: (1.12) has a physical wave front for c ∈ [cε, c∗]}.
It follows from Theorem 1.3 that limε→0 c¯ε = ∞. This limit and limε→0 cε = c0 imply that
for any given c > c0, if ε is sufficiently small, then (1.1) has a monotonically decreasing wave
front, as obtained in [3,12,13,21,24,25]. However, we do not know whether or not c¯ε = ∞ for
sufficiently small ε. Due to the length of the paper, we will not pursue this matter further.
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Theorem 1.2. We shall first transform the problem (1.8)–(1.9) into equivalent integral equations
and then apply the contraction mapping principle to show the existence of desired solutions for
the integral equations. Although this approach seems very natural for (1.8)–(1.9), apparently it
has not been used before. In Section 3, we shall prove Theorem 1.3 via a series of lemmas. We
first change the resulting wave equation from (1.12) into an equivalent system of ODEs which is
singularly perturbed. We then show that, for sufficiently small ε, any physical wave fronts of this
system with speed c∗  c c∗ lie on the slow manifold of this system. This reduces the study of
physical wave fronts on the slow manifold whose slow variables u and v satisfy a plane system,
which is a regular perturbation of the Fisher equation (1.7). Unfortunately, Theorem 1.1 cannot
be applied to this system. Instead, we shall study this system directly by a phase plane argument
similar to that used in the proof of Theorem 1.1 and obtain an analogous result to Theorem 1.1.
Due to presence of perturbation terms in the system, much extra work is needed in this argument,
some of which is given in Appendix A. As we mentioned above, geometric singular perturbation
arguments have been used by other researchers in some relevant works (see [3,12,13,15,21,24]
and the references therein) where only the persistence of wave fronts of the Fisher equation is
proved, but our argument is very different from theirs.
2. Proof of Theorem 1.2
Our goal in this section is to prove Theorem 1.2. For convenience, we shall use the lower
case letter u to denote the wave front solutions of (1.1) in the remaining of the paper. We fix a
c c0 in (1.7) and let u0 := uc,0 be the solution of (1.7) and (1.8) with u0(0) = 1/2. Recall that
C1b(R) is the Banach space of all continuous differentiable functions u over R with the norm‖u‖1 = ‖u‖0 + ‖u′‖0 = supz∈R |u(z)| + supz∈R |u′(z)| < ∞. We use B0(δ) to denote a closed
subset of the ball in C1b(R) with the center 0 and radius δ > 0 such that
B0(δ) :=
{
y ∈ C1b(R): ‖y‖1  δ, lim
z→±∞y(z) = 0
}
.
We write (1.9) as a perturbation of (1.7):
u′′ + cu′ + f (u) = H(z,u, ε), (2.1)
where
H(z,u, ε) = f (u(z))− F ((g1 ∗ ϕ1(u, ε))(z), . . . , (gm ∗ ϕm(u, ε))(z), ε),
whose dependence on c is suppressed. In the proof of Theorem 1.2, we need the following lemma
on the perturbation term H whose proof will be given at the end of this section.
Lemma 2.1. (i) There exists a scalar function h defined for all |ε| 1 with limε→0 h(ε) = 0 such
that, for any y1 and y2 in B0(1), z ∈R and |ε| 1,{ |H(z,u0 + y1, ε)| h(ε),
|H(z,u0 + y1, ε)−H(z,u0 + y2, ε)| h(ε)‖y1 − y2‖1; (2.2)
(ii) limz→±∞ H(z,u0 + y, ε) = 0 for any y ∈ B0(1) and |ε| 1.
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(cf. [8]) that
⎡
⎣u0(z)− 1u′0(z)
u′′0(z)
⎤
⎦= −k1eλ+z
⎡
⎣ 1λ+
λ2+
⎤
⎦[1 + o(1)] as z → −∞, (2.3)
where λ+ = λ+(c) := 12 (−c +
√
c2 − 4f ′(1) ) > 0, and
⎡
⎣u0(z)u′0(z)
u′′0(z)
⎤
⎦= k2zieσj z
⎡
⎣ 1σj
σ 2j
⎤
⎦[1 + o(1)] as z → ∞, (2.4)
where i = 0 and j = + if c > c0, i = 0 or 1 and j = − if c = c0, σ± = σ±(c) := 12 (−c ±√
c2 − 4f ′(0) ) < 0, and k1 > 0 and k2 > 0 are some constants. Note that if i = 1 in (2.4), then
σ+ = σ− = −c0/2 = −
√
f ′(0).
We now let u = u0 + y in (2.1), so that (2.1) and (1.8) reduce to
y′′ + cy′ + f ′(u0(z))y = N(z, y, ε), lim
z→±∞y(z) = 0, (2.5)
where
N(z, y, ε) = −[f (u0(z)+ y(z))− f (u0(z))− f ′(u0(z))y(z)]+H(z,u0 + y, ε).
To prove the existence of a solution to (2.5), we shall apply the variation of constants formula
to write equivalent integral equations to (2.5). To this end, we define fundamental solutions p(z)
and q(z) for the associated homogeneous equation of (2.5) by p(z) = u′0(z), and
q(z) =
⎧⎨
⎩
−p(z) ∫∞
z
1
p2(s)ecs
ds, if c > c0, or c = c0 and i = 1 in (2.4),
p(z)
∫ z
0
1
p2(s)ecs
ds, if c = c0 and i = 0 in (2.4).
Since u′0 < 0 over R, (2.3) and (2.4) imply that q is well defined on R, p(z)q ′(z)− p′(z)q(z) =
e−cz for z ∈R, and the following asymptotic formulas hold:
[
q(z)
q ′(z)
]
= 1
k1(λ− − λ+)e
λ−z
[
1
λ−
][
1 + o(1)] as z → −∞,
where λ− = λ−(c) := 12 (−c −
√
c2 − 4f ′(1) ) < 0, and
(i) if c > c0, then [
q(z)
q ′(z)
]
= 1
k2(σ− − σ+)e
σ−z
[
1
σ−
][
1 + o(1)] as z → ∞; (2.6)
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√
f ′(0), then p(z) = k2eσ−z[1 + o(1)] and[
q(z)
q ′(z)
]
= 1
k2(σ− − σ+)e
σ+z
[
1
σ+
][
1 + o(1)] as z → ∞; (2.7)
(iii) if c = c0 = 2
√
f ′(0) and p(z) = k2ze−c0z/2[1 + o(1)], then[
q(z)
q ′(z)
]
= − 1
k2
e−c0z/2
[
1
−c0/2
][
1 + o(1)] as z → ∞; (2.8)
(iv) if c = c0 = 2
√
f ′(0) and p(z) = k2e−c0z/2[1 + o(1)], then[
q(z)
q ′(z)
]
= 1
k2
ze−c0z/2
[
1
−c0/2
][
1 + o(1)] as z → ∞. (2.9)
(Note that we used σ±(c0) = −c0/2 in (iii) and (iv).) From the above asymptotic formulas, we
conclude that there exists a constant K > 0 such that, for −∞ < z s  0,
∣∣p(z)q(s)ecs ∣∣Keλ+(z−s), ∣∣p′(z)q(s)ecs ∣∣Keλ+(z−s); (2.10)
for −∞ < s  z 0,
∣∣q(z)p(s)ecs ∣∣Keλ−(z−s), ∣∣q ′(z)p(s)ecs ∣∣Keλ−(z−s); (2.11)
and, for 0 s  z < ∞, if (2.6) or (2.7) holds, then{ |p(z)q(s)ecs | + |q(z)p(s)ecs |K[eσ+(z−s) + eσ−(z−s)],
|p′(z)q(s)ecs | + |q ′(z)p(s)ecs |K[eσ+(z−s) + eσ−(z−s)]; (2.12)
otherwise, if (2.8) or (2.9) holds, then{ |−p(z)q(s)ecs + q(z)p(s)ecs |K(z − s)e−c(z−s)/2,
|−p′(z)q(s)ecs + q ′(z)p(s)ecs |K(z − s)e−c(z−s)/2. (2.13)
We consider the linear equation
y′′ + cy′ + f ′(u0(z))y = n(z), (2.14)
where n is in C0b(R) which is the Banach space of all bounded and continuous functions over
R with the usual supremum norm. The above estimates implies that y is a solution of (2.14) in
C1b(R), if and only if y ∈ C1b(R) is a solution of integral equations
y(z) = p(z)
[
C −
z∫
0
q(s)ecsn(s) ds
]
+ q(z)
z∫
−∞
p(s)ecsn(s) ds, (2.15)
y′(z) = p′(z)
[
C −
z∫
q(s)ecsn(s) ds
]
+ q ′(z)
z∫
p(s)ecsn(s) ds, (2.16)0 −∞
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ness, we let
C = − q(0)
p(0)
0∫
−∞
p(s)ecsn(s) ds,
so that (Ln)(0) = 0. It is easy to verify that (Ln)′(z) is equal to the right-hand side of (2.16).
Thus, L is a linear mapping from C0b(R) into C1b(R). We next show that L is bounded.
First note that |q(0)p(s)ecs |  Ke−λ−s for s  0 and so |C|  K|λ−p(0)| ‖n‖0. For z  0, we
have
∣∣(Ln)(z)∣∣  |C|‖p‖0 +K‖n‖0
( 0∫
z
eλ+(z−s) ds +
z∫
−∞
eλ−(z−s) ds
)
 K‖p‖0|λ−p(0)| ‖n‖0 +K
(
1
λ+
+ 1|λ−|
)
‖n‖0
=: K1‖n‖0,
while for z 0, we have
∣∣(Ln)(z)∣∣  |C|∣∣p(z)∣∣+ ∣∣q(z)∣∣ · ‖p‖0
0∫
−∞
ecs
∣∣n(s)∣∣ds
+
z∫
0
∣∣−p(z)q(s)ecs + q(z)p(s)ecs ∣∣∣∣n(s)∣∣ds

(
K‖p‖0
|λ−p(0)| +
1
c
‖p‖0|q|[0,∞] +K max
{
1
|σ+| +
1
|σ−| ,
4
c2
})
‖n‖0
=: K2‖n‖0,
where |q|[0,∞] := supz∈[0,∞] |q(z)|, which is finite since q is bounded on [0,∞). Therefore, we
have ‖Ln‖0 K3‖n‖0 where K3 := max{K1,K2}. Similarly, we obtain ‖(Ln)′‖0 K4‖n‖0 for
some constant K4 > 0. Thus,
‖Ln‖1 K5‖n‖0, (2.17)
where K5 := K3 + K4 > 0. Note that all constants K and Ki (i = 1,2,3,4,5) are independent
of n. This shows ‖L‖K5.
Let δ > 0 be a very small number which will be determined next. We define a mapping
T :B0(δ) 	→ C1b(R) by T y = L(N(·, y, ε)) on B0(δ). We shall show that T maps B0(δ) into
itself and is a contraction for sufficiently small ε. To this end, we first choose δ > 0. Since f
is C1, it follows that f ′ is uniformly continuous on [−1,2], and hence there is a δ ∈ (0,1) such
that if ‖y‖0 < δ and ‖y˜‖0 < δ, then, for z ∈ (−∞,∞),
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− [f (u0(z)+ y˜(z))− f (u0(z))− f ′(u0(z))y˜(z)]∣∣
=
∣∣∣∣∣
1∫
0
[
f ′
(
u0(z)+ θy(z)+ (1 − θ)y˜(z)
)− f ′(u0(z))]dθ
∣∣∣∣∣∣∣y(z)− y˜(z)∣∣
 1
2K5
‖y − y˜‖0,
which also yields |f (u0(z) + y(z)) − f (u0(z)) − f ′(u0(z))y(z)|  12K5 ‖y‖0 by taking y˜ = 0.
Then, using the estimates in (2.2) and the definition of N we have, for y and y˜ in B0(δ),
{‖N(·, y, ε)‖0  12K5 ‖y‖0 + h(ε),
‖N(·, y, ε)−N(·, y˜, ε)‖0  [1/(2K5)+ h(ε)] ‖y − y˜‖1,
where ‖N(·, y, ε)‖0 := supz∈R |N(z, y, ε)|, and so, from (2.17) and the linearity of L,{‖T y‖1  12‖y‖0 +K5h(ε),
‖T y − T y˜‖1  [1/2 +K5h(ε)]‖y − y˜‖1.
(2.18)
Since limε→0 h(ε) = 0, it follows that there exists an ε0 > 0 such that h(ε)  δ/2K5 for all
|ε| < ε0. Thus, by virtue of (2.18) we have, for y and y˜ in B0(δ) and |ε| < ε0, ‖T y‖1  δ
and ‖T y − T y˜‖1  [(1 + δ)/2]‖y − y˜‖1. Finally, using the asymptotic formulas for p,
p′, q and q ′, the estimates in (2.10)–(2.13), and limz→±∞ y(z) = 0 one can easily show
limz→±∞(T y)(z) = 0. Therefore, T maps B0(δ) into itself and is a contraction. An applica-
tion of the contraction mapping principle implies that T has a unique fixed point, denoted by
yc,ε , in B0(δ), which gives a desired solution to (2.5). We also have yc,ε(0) = 0 and, from (2.18),
‖yc,ε‖1 = ‖T yc,ε‖1  12‖yc,ε‖0 +K5h(ε), and thus ‖yc,ε‖1  2K5h(ε). Letting uc,ε = u0 + yc,ε
and χc(ε) = 2K5h(ε) completes the proof of Theorem 1.2. 
It remains to show Lemma 2.1 in this section. To do so, we need the following lemma:
Lemma 2.2. (I) For any u ∈ C1b(R), z ∈R, and j = 1, . . . ,m,∣∣(gj ∗ u)(z)− u(z)∣∣ ωj (εj )‖u‖1, (2.19)
where
(i) if (gj ∗ u)(z) = u(z + cτj ), then ωj (εj ) = cεj , where εj = τj ;
(ii) if (gj ∗ u)(z) =
∫∞
−∞ pj (y)u(z + cτj − ρjy) dy with τj  0 and ρj > 0, then
ωj (εj ) =
{
cτj + ρj
∫∞
−∞ |y|pj (y) dy, if
∫∞
−∞ |y|pj (y) dy < ∞,
cτj + √ρj + 2
∫
R\[−1/√ρj ,1/√ρj ] pj (y) dy, if
∫∞
−∞ |y|pj (y) dy = ∞,
where εj = max{τj , ρj };
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∫∞
0 qj (s)u(z + cτj s) ds with τj > 0 and εj = τj , then
ωj (εj ) =
{
cεj
∫∞
0 sqj (s) ds, if
∫∞
0 sqj (s) ds < ∞,
c
√
εj + 2
∫∞
1/√εj qj (s) ds, if
∫∞
0 sqj (s) ds = ∞;
(iv) if (gj ∗ u)(z) = 1√π
∫∞
0
∫∞
−∞ qj (s)e
−y2u(z + cτj s −
√
4τj s y) dy ds, then
ωj (εj ) =
⎧⎨
⎩ cεj
∫∞
0 sqj (s) ds +
√
4εj
π
∫∞
0
√
sqj (s) ds, if
∫∞
0 sqj (s) ds < ∞,
c
√
εj + 2√π ε
1/4
j + 2
∫∞
1/√εj qj (s) ds, if
∫∞
0 sqj (s) ds = ∞,
where εj = τj > 0.
(II) If limz→±∞ u(z) exist, then limz→±∞(gj ∗ u)(z) = limz→±∞ u(z).
Proof. We only prove (i) and (iv) of (I) since cases (ii) and (iii) in (I) can be proved similarly.
Assume that gj ∗ u is defined in (i). Then, by the mean value theorem we have∣∣(gj ∗ u)(z)− u(z)∣∣= ∣∣u(z + cτj )− u(z)∣∣ cτj‖u′‖0  cτj‖u‖1,
yielding the conclusion in (i).
Now, assume that gj ∗u is defined in (iv). If
∫∞
0 sqj (s) ds < ∞, then using
∫∞
−∞ |y|e−y
2
dy = 1
we have
∣∣(gj ∗ u)(z)− u(z)∣∣ 1√
π
∞∫
0
∞∫
−∞
qj (s)e
−y2 ∣∣u(z + cτj s −√4τj sy)− u(z)∣∣dy ds

[
cτj
∞∫
0
sqj (s) ds +
√
4τj
π
∞∫
0
√
sqj (s) ds
]
‖u′‖0.
If
∫∞
0 sqj (s) ds = ∞, then using
∫∞
0 qj (s) ds = 1 and 1√π
∫∞
−∞ e
−y2 dy = 1 we obtain
∣∣(gj ∗ u)(z)− u(z)∣∣ 1√
π
1/√τj∫
0
∞∫
−∞
qj (s)e
−y2[cτj s +√4τj s|y|]dy ds‖u′‖0
+ 2√
π
∞∫
1/√τj
qj (s) ds
∞∫
−∞
e−y2 dy ‖u‖0

[
c
√
τj +
2 4√τj√
π
+ 2
∞∫
1/√τj
qj (s) ds
]
‖u‖1.
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We next show (II). We only prove the case where g ∗u is defined in (iv) of the lemma since the
other three cases can be proved similarly. We define two sets E1(z) = [0,√|z| ]× [−√|z|,√|z| ]
and E2(z) = ([0,∞)×R) \E1(z). Then,
∣∣(gj ∗ u)(z)− u(z)∣∣
 max
(s,y)∈E1(z)
∣∣u(z + cτj s −√4τj s y)− u(z)∣∣+ 2√
π
∫ ∫
E2(z)
qj (s)e
−y2 dy ds‖u‖0.
Since z + cτj s −
√
4τj s y = z[1 + O(1/ 4√|z| )] for (s, y) ∈ E1(z) and limz→±∞ u(z) exist,
it follows that limz→±∞ max(s,y)∈E1(z) |u(z + cτj s −
√
4τj s y) − u(z)| = 0. It is clear that
the last integral in the above inequality goes to zero as z → ±∞. Therefore, it follows that
limz→±∞[(gj ∗ u)(z)− u(z)] = 0. This completes the proof of Lemma 2.2. 
Proof of Lemma 2.1. Given y1 and y2 in B0(1), z ∈ R and ε with |ε|  1, let ui = u0 + yi ,
vi(ε) = (ϕ1(ui(z), ε), . . . , ϕm(ui(z), ε)), vi := vi(0), and wi = ((g1 ∗ ϕ1(ui, ε))(z), . . . , (gm ∗
ϕm(ui, ε))(z)) with i = 1,2. Since 0 < u0 < 1 on R, it follows that −1  ui  2 on R.
Also, ‖u′i‖0  ‖u′0‖0 + ‖y′i‖0  ‖u′0‖0 + 1 =: C0. We let L  1 be a constant such that
|Diϕj (u, ε)|  L for all −1  u  2, |ε|  1, i = 0,1,2 and j = 1, . . . ,m, where Diϕj (u, ε)
denotes the ith derivative of ϕj (u, ε) with respect to both variables u and ε. Using C0 > 1 and
the mean value theorem we have, for |ε| 1 and j = 1, . . . ,m,
∥∥ϕj (ui, ε)∥∥1 = sup
z∈R
∣∣ϕj (ui(z), ε)∣∣+ sup
z∈R
∣∣Duϕj (ui(z), ε)u′i (z)∣∣ 2LC0,
∥∥ϕj (u1, ε)− ϕj (u2, ε)∥∥1 = sup
z∈R
∣∣ϕj (u1(z), ε)− ϕj (u2(z), ε)∣∣
+ sup
z∈R
∣∣Duϕj (u1(z), ε)u′1(z)−Duϕj (u2(z), ε)u′2(z)∣∣
 2LC0‖y1 − y2‖1.
We use the norm |ξ | = |ξ1| + |ξ2| + · · · + |ξm| for ξ = (ξ1, . . . , ξm) ∈ Rm. Now, using the above
estimates and (2.19) we obtain the following estimates:
(i) |w1 −w2|
m∑
j=1
∣∣(gj ∗ (ϕj (u1, ε)− ϕj (u2, ε)))(z)∣∣

∣∣(ϕj (u1, ε)− ϕj (u2, ε))∣∣0  L‖y1 − y2‖0,
(ii) ∣∣wi − vi(ε)∣∣ m∑
j=1
∣∣(gj ∗ ϕj (ui, ε))(z)− ϕj (ui(z), ε)∣∣ m∑
j=1
ωj (εj )
∥∥ϕj (ui, ε)∥∥1
 2LC0
m∑
ωj (εj ),j=1
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j=1
∣∣ϕj (ui(z), ε)− ϕj (ui(z),0)∣∣mL|ε|,
(iv) |wi − vi |
∣∣wi − vi(ε)∣∣+ ∣∣vi(ε)− vi∣∣ L
[
2C0
m∑
j=1
ωj (εj )+m|ε|
]
,
(v) ∣∣(v1(ε)− v2(ε))− (v1 − v2)∣∣ m∑
j=1
1∫
0
∣∣Duϕj (θu1(z)+ (1 − θ)u2(z), ε)
−Duϕj
(
θu1(z)+ (1 − θ)u2(z),0
)∣∣dθ ∣∣u1(z)− u2(z)∣∣
mL|ε|‖y1 − y2‖0,
(vi) ∣∣(w1 −w2)− (v1 − v2)∣∣ ∣∣(w1 −w2)− (v1(ε)− v2(ε))∣∣+ ∣∣(v1(ε)− v2(ε))− (v1 − v2)∣∣

m∑
j=1
ωj (εj )
∥∥ϕj (u1, ε)− ϕj (u2, ε)∥∥1 +mL|ε|‖y1 − y2‖0
L
[
2C0
m∑
j=1
ωj (εj )+m|ε|
]
‖y1 − y2‖1.
Now, let D1F denote the Jacobian matrix of F with respect to its first m variables, DiF de-
note the ith derivative of F with respect to its all variables, and M = max{|DiF(ξ1, . . . , ξm, ε)|:
|ε| 1, |ξj | L, j = 1, . . . ,m, i = 1,2}. Then, using the estimates (i), (iv) and (vi) we have
∣∣H(z,u0 + y1, ε)−H(z,u0 + y2, ε)∣∣
= ∣∣[F(w1, ε)− F(w2, ε)]− [F(v1,0)− F(v2,0)]∣∣
=
∣∣∣∣∣
1∫
0
D1F
(
θw1 + (1 − θ)w2, ε
)
dθ(w1 −w2)+
1∫
0
D1F
(
θv1 + (1 − θ)v2,0
)
dθ(v1 − v2)
∣∣∣∣∣

1∫
0
∣∣D1F (θw1 + (1 − θ)w2, ε)−D1F (θv1 + (1 − θ)v2,0)∣∣dθ |w1 −w2|
+
1∫
0
∣∣D1F (θv1 + (1 − θ)v2,0)∣∣dθ ∣∣(w1 −w2)− (v1 − v2)∣∣
 LM
[|w1 − v1| + |w2 − v2| + |ε|]‖y1 − y2‖0 +LM
[
2C0
m∑
j=1
ωj (εj )+m|ε|
]
‖y1 − y2‖1
 LM
[
(2L+ 1)
(
2C0
m∑
j=1
ωj (εj )+m|ε|
)
+ |ε|
]
‖y1 − y2‖1,
and
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M
(
L
[
2C0
m∑
j=1
ωj (εj )+m|ε|
]
+ |ε|
)
.
We define h(ε) := LM[(2L + 1)(2C0∑mj=1 ωj (εj ) + m|ε|) + |ε|], which satisfies
limε→0 h(ε) = 0 due to limε→0 ωj (ε) = 0 for each j . Since L  1, the estimates in (2.2) fol-
low from the above estimates.
Next, given y ∈ B0(1), from Lemma 2.2(II) we have, for j = 1, . . . ,m,
lim
z→−∞
(
gj ∗ ϕj (u0 + y, ε)
)
(z) = lim
z→−∞ϕj
(
u0(z)+ y(z), ε
)= γ1j ,
lim
z→∞
(
gj ∗ ϕj (u0 + y, ε)
)
(z) = lim
z→∞ϕj
(
u0(z)+ y(z), ε
)= γ0j .
Hence, limz→−∞ H(z,u0 + y, ε) = F(γ11, . . . , γ1m, ε) − F(γ11, . . . , γ1m,0) = 0 and
limz→∞ H(z,u0 + y, ε) = F(γ01, . . . , γ0m, ε) − F(γ01, . . . , γ0m,0) = 0. This completes the
proof of Lemma 2.1. 
3. Proof of Theorem 1.3
In this section, we only prove Theorem 1.3 with g given in (1.13)(b) and c∗ = 0 since the
theorem can be proved similarly for other kernels in (1.13) (see Remark 3.2 at the end of this
section). In this case, traveling wave fronts of (1.12) satisfy the equation
u′′ + cu′ + F
(
u,
∞∫
0
se−sϕ
(
u(z + τcs),μ, τ)ds,μ, τ
)
= 0, (3.1)
and boundary conditions in (1.8). We remark that in the first part of this section, we will use
parameters μ and τ instead of ε = (μ, τ), since, we shall see below, μ is a “regular” parameter
for (3.2) while τ is a “singular” parameter. Letting w(z) := ∫∞0 se−sϕ(u(z + τcs),μ, τ) ds and
y(z) := ∫∞0 e−sϕ(u(z + τcs),μ, τ) ds, one can verify that any wave front of (3.1) is a solution
to the ODE problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
u′ = v,
v′ = −cv − F(u,w,μ, τ),
c′ = 0,
μ′ = 0,
τw′ = 1
c
(w − y),
τy′ = 1
c
[y − ϕ(u,μ, τ)],
(3.2)
lim
z→−∞(u, v,w,y)(z) = (1,0, γ1, γ1), limz→∞(u, v,w,y)(z) = (0,0, γ0, γ0). (3.3)
This is a singularly perturbed system as τ → 0. In order to study (3.2), the following theorem
will be used (cf. [10,18,22]):
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a′ = G(a,b, τ ), τb′ = H(a,b, τ ). (S)τ
Here τ > 0 is a small parameter, G and H are Cr functions of (a,b, τ ) ∈Rm ×Rn ×R, where
r is a positive integer. Let K be a compact and simply connected domain in Rm with a smooth
boundary and h0 be a Cr function on K such that H(a, h0(a),0) = 0 for a ∈ K. Assume that
the critical manifold M0 = {(a, h0(a)): a ∈K} is normally hyperbolic, i.e., the real parts of the
eigenvalues of the matrices DbH(a, h0(a),0), a ∈K, are not zero. Then, the following hold:
(i) There exists a τ0 > 0 and a Cr−1 function h :K × [0, τ0] 	→ Rn such that the set Mτ =
{(a, h(a, τ )),a ∈K}, τ ∈ (0, τ0], is locally invariant under the flow generated by (S)τ and,
moreover, max{|h(a, τ )− h0(a)|: a ∈K} = O(τ) as τ → 0.
(ii) There exists a δ > 0 independent of τ ∈ (0, τ0] such that any solution (a(z),b(z)) of (S)τ
satisfying a(z) ∈K and |b(z)−h0(a(z))| < δ for all z ∈R lies onMτ , i.e., b(z) = h(a(z), τ )
for all z ∈R.
In Theorem 3.1, Mτ is referred to as a slow manifold of (S)τ , and a and b are referred to as
slow and fast variables respectively. We note that, like a center manifold,Mτ may not be unique.
It is clear that system (3.2) has slow variable a = (u, v, c,μ) and fast variable b = (w,y).
Let c∗ > 2
√
k be fixed where k := sup0<u<1 f (u)/u as defined in Theorem 1.1. Using (1.6), we
can fix a small number δ0 such that 0 < δ0 < 2
√
f ′(0) and f does not have any other zeros in
[−δ0,1+ δ0] except u = 0 and u = 1. We letM0(c∗, δ0) be the critical manifold of (3.2) defined
by
M0
(
c∗, δ0
)= {(u, v, c,μ,w,y): w = ϕ(u,μ,0), y = ϕ(u,μ,0),
(u, v, c) ∈D(c∗, δ0), |μ| 1},
where
D(c∗, δ0) := {(u, v, c): −δ0  u 1 + δ0, |v|M(F, δ0), 2√f ′(0)− δ0  c c∗},
and
M(F, δ0) := max{|F(u,w,μ, τ)|: u, τ ∈ [0,1], |w|L0, |μ| 1}
2
√
f ′(0)− δ0
+
√√√√√2
1∫
0
f (s) ds, (3.4)
where L0 := max0u1,0τ1,|μ|1 |ϕ(u,μ, τ)|. These definitions will become clear after the
first lemma below. It can be easily verified that M0(c∗, δ0) is normally hyperbolic, and then
Theorem 3.1 together with the assumption F ∈ C4(R3+l ) and ϕ ∈ C4(R1+l ) yields that (3.2) has
a slow manifoldMτ (c∗, δ0) given by, for 0 < τ  τ0,
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(
c∗, δ0
) := {(u, v, c,μ,w,y): w = W(u,v, c,μ, τ), y = Y(u, v, c,μ, τ),
(u, v, c) ∈D(c∗, δ0), |μ| 1},
where W and Y are some C3 functions over their domains, W(u,v, c,μ, τ) = ϕ(u,μ,0)+O(τ)
and Y(u, v, c,μ, τ) = ϕ(u,μ,0) + O(τ) for (u, v, c) ∈ D(c∗, δ0), |μ|  1 and 0 < τ  τ0. We
remark here that it seems that we have applied Theorem 3.1 to system (3.2) with K = K0 :=
{(u, v, c,μ): (u, v, c) ∈ D(c∗, δ0), |μ|  1}. But indeed, we can let K be any compact set in
R
3+l with smooth boundary that includes K0. Since the next lemma shows that any physical
wave front of (3.2) with speed c ∈ (0, c∗] satisfies (u(z), v(z), c,μ) ∈ K0 for all z ∈ R, it is
sufficient to restrict our study of the slow manifold of (3.2) on K0.
Lemma 3.1. There exist τ0 > 0 and μ0 > 0 such that if 0 < τ  τ0 and (u, v, c,μ,w,y) is a solu-
tion of (3.2)–(3.3) with 0 < u < 1, 0 < c  c∗ and |μ|  μ0, then, for all
z ∈ R, (u(z), v(z), c,μ) ∈ K0, |w(z) − ϕ(u(z),μ,0)|  L1[2c∗M(F, δ0) + 1]τ , and |y(z) −
ϕ(u(z),μ,0)| L1[c∗M(F, δ0)+ 1]τ , where L1 = max{|Dϕ(u,μ, τ)|: u, τ ∈ [0,1], |μ| 1}.
Proof. We first claim that there exist τ0 > 0 and μ0 > 0 such that if 0 < τ  τ0 and
(u, v, c,μ,w,y) is a solution of (3.2)–(3.3) with 0 < u < 1, 0 < c  c∗ and |μ|  μ0, then
c 2
√
f ′(0)− δ0. To do so, we need to study the local dynamics of the system at (0,0, γ0, γ0):
u′ = v, v′ = −cv − F(u,w,μ, τ), w′ = 1
cτ
(w − y),
y′ = 1
cτ
[
y − ϕ(u,μ, τ)], (3.5)
which is obtained from (3.2) after dropping the trivial equations c′ = 0 and μ′ = 0. The Jacobian
matrix of (3.5) at (0,0, γ0, γ0) is
A =
⎡
⎢⎢⎣
0 1 0 0
−DuF(0, γ0,μ, τ) −c −DwF(0, γ0,μ, τ) 0
0 0 1
cτ
− 1
cτ
− 1
cτ
Duϕ(0,μ, τ) 0 0 1cτ
⎤
⎥⎥⎦
and the corresponding characteristic equation is
(cτσ − 1)2[σ 2 + cσ +DuF(0, γ0,μ, τ)]+DwF(0, γ0,μ, τ)Duϕ(0,μ, τ) = 0.
Using f ′(0) = DuF(0, γ0,0,0)+DwF(0, γ0,0,0)Duϕ(0,0,0), one easily obtains the following
asymptotic formulas for the eigenvalues of A as (μ, τ) → (0,0):
σ1,2 = 12
(−c ±√c2 − 4f ′(0) )+O(|μ| + τ), σ3,4 = 1
cτ
+O(1),
where |O(|μ| + τ)| M(|μ| + τ) and |O(1)| M for some constant M > 0 independent of
0 < c c∗.
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√
f ′(0)−δ0 and that τ > 0 and |μ| are sufficiently small. It follows that
σ1,2 are complex conjugate with negative real parts close to −c/2, while σ3,4 may be real or com-
plex but their real parts are close to 1/cτ . Therefore, the stable manifold of (3.5) at (0,0, γ0, γ0)
is two-dimensional. By computing the eigenvector of A associated with σ1, we conclude that
(u(z), v(z)) approaches (0,0) spirally as z → ∞, which implies that 0 < u(z) < 1 cannot hold
for all z ∈R. This contradiction shows the claim.
Now, we let τ ∈ (0, τ0] be sufficiently small and (u, v, c,μ,w,y) be a solution of (3.2)–(3.3)
with 0 < u < 1, 0 < c  c∗ and |μ|  μ0. The above proof has shown that c ∈ [2
√
f ′(0) −
δ0, c∗]. Since 0 < u(z) < 1, w(z) =
∫∞
0 e
−sy(z + cτs) ds = ∫∞0 se−sϕ(u(z + cτs),μ, τ) ds
and y(z) = ∫∞0 e−sϕ(u(z + cτs),μ, τ) ds, it follows that |w(z)|  L0 and |y(z)|  L0 for
all z ∈ R. Since v(±∞) = 0, there exists a z˜ ∈ R such that |v(z˜)| = maxz∈R |v(z)| where
v′(z˜) = 0 and so, from (3.2), c|v(z˜)| = |F(u(z˜),w(z˜),μ, τ)| and so, for z ∈R, |v(z)| |v(z˜)| <
M(F, δ0) by the definition of M(F, δ0). By the mean value theorem we have, for z ∈ R,
|y(z) − ϕ(u(z),μ,0)|  ∫∞0 e−s |ϕ(u(z + cτs),μ, τ) − ϕ(u(z),μ,0)|ds  L1[c|u′|0 + 1]τ 
L1[c∗M(F, δ0) + 1]τ . Similarly, |w(z) − ϕ(u(z),μ,0)|  L1[2c∗M(F, δ0) + 1]τ . This com-
pletes the proof of Lemma 3.1. 
It follows from Lemma 3.1 and Theorem 3.1(ii) that if τ0 and μ0 are sufficiently small,
then any solution of (3.2)–(3.3) with 0 < u < 1, c ∈ (0, c∗], |μ|  μ0 and 0 < τ  τ0 lies on
Mτ (c∗, δ0). This implies that, in order to prove Theorem 1.3, it suffices to prove the following
theorem:
Theorem 3.2. Let τ0 > 0 and μ0 > 0 be sufficiently small. Consider{
u′ = v,
v′ = −cv − F(u,W(u, v, c,μ, τ),μ, τ), (3.6)
where (u, v, c) ∈D(c∗, δ0), |μ| μ0, τ ∈ (0, τ0], and
0 < u< 1, lim
z→−∞
(
u(z), v(z)
)= (1,0), lim
z→∞
(
u(z), v(z)
)= (0,0). (3.7)
Let ε = (μ, τ) and cε = inf{c ∈ [2
√
f ′(0)− δ0, c∗]: (3.6)–(3.7) has a solution}. Then,
(i) cε is well defined and limε→0 cε = c0;
(ii) for each cε  c  c∗, (3.6)–(3.7) has a unique solution (uc,ε, vc,ε) (up to a translation in z)
and, moreover, vc,ε < 0 on R.
In order to prove Theorem 3.2, we need a much careful study of W(u,v, c,μ, τ) as well
as F(u,W(u, v, c,μ, τ),μ, τ) in (3.6). By virtue of the local invariance of Mτ (c∗, δ0) for
flows of (3.2), we obtain W(u,v, c,μ, τ) = ϕ(u,μ,0) + τW1(u, v, c,μ, τ). Since ϕ ∈ C4,
ϕ(0,μ,0) = γ0 and ϕ(1,μ,0) = γ1 for any μ, using the fundamental theorem of calcu-
lus twice we get ϕ(u,μ,0) − ϕ(u,0,0) = u(1 − u)b(u,μ) for some C2 function b. Since
b(u,0) = 0 for all u, it follows that b(u,μ) = [∫ 10 Dμb(u, θμ)dθ ]μ =: B0(u,μ)μ and so
ϕ(u,μ,0) = ϕ(u,0,0) + u(1 − u)B0(u,μ)μ. Next, for any c ∈ [2
√
f ′(0) − δ0, c∗], |μ|  1
and τ ∈ (0, τ0], since (0,0, c,μ,γ0, γ0) and (1,0, c,μ,γ1, γ1) are constant solutions of (3.2), it
follows from Theorem 3.1(ii) that both of them lie on Mτ (c∗, δ0), whence W(0,0, c,μ, τ) −
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W1(0,0, c,μ, τ) = W1(1,0, c,μ, τ) = 0. Thus, using the smoothness of W1 (e.g. W1 is of C3)
we have
W1(u, v, c,μ, τ) = u(1 − u)W11(u, v, c,μ, τ)+ vW12(u, v, c,μ, τ), (3.8)
where W1j , j = 1,2, are some C1 functions. We leave a proof of (3.8) in Appendix A. Conse-
quently,
W(u,v, c,μ, τ)− ϕ(u,0,0) = u(1 − u)B1(u, v, c, ε)ε + vB2(u, v, c, ε)ε, (3.9)
where B1 = [B0 W11], B2 = [0 W12] and ε stands for a column vector (μ
, τ )
 whenever it
multiplies by a matrix.
From now on, we shall use ε to replace (μ, τ) since both μ and τ are regular small parameters
for (3.6). Using (3.9) we get
f (u)− F (u,W(u, v, c, ε), ε)= F (u,ϕ(u,0),0)− F (u,W(u, v, c, ε), ε)
= −P(u, v, c, ε)[ϕ(u,0)−W(u,v, c, ε)]+Q(u,v, c, ε)ε
= u(1 − u)PB1ε + vPB2(u, v, c, ε)ε +Q(u,v, c, ε)ε,
where
P(u, v, c, ε) := −
1∫
0
DwF
(
u, θϕ(u,0)+ (1 − θ)W(u, v, c, ε), (1 − θ)ε)dθ,
Q(u, v, c, ε) := −
1∫
0
DεF
(
u, θϕ(u,0)+ (1 − θ)W(u, v, c, ε), (1 − θ)ε)dθ.
Since DεF(1, γ1, c, ε) = DεF(0, γ0, c, ε) = 0, it follows that Q(1,0, c, ε) = Q(0,0, c, ε) = 0,
so that
Q(u,v, c, ε) = u(1 − u)Q1(u, v, c, ε)+ vQ2(u, v, c, ε)
for some C1 matrix functions Q1 and Q2. Therefore, letting
Φ(u,v, c, ε) = P(u, v, c, ε)B1(u, v, c, ε)+Q1(u, v, c, ε),
Ψ (u, v, c, ε) = P(u, v, c, ε)B2(u, v, c, ε)+Q2(u, v, c, ε),
(3.6) can be written as
{
u′ = v,
′ (3.10)v = −cv − f (u)+ [u(1 − u)Φ(u, v, c, ε)+ vΨ (u, v, c, ε)]ε,
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However, it seem not easy to apply Theorem 1.1 directly to (3.10). Instead, we shall use phase
plane arguments to study (3.10).
The following estimates will be used below. There exists a constant M0 = M0(ε0) > 0 (recall
that c∗ and δ0 have been fixed) such that
|Φ|M0, |DΦ|M0, |Ψ |M0, |DΨ |M0
for all (u, v, c) ∈D(c∗, δ0) and |ε| ε0, where DΦ and DΨ denote the derivatives of Φ and Ψ
with respect to their variables (u, v, c, ε). These estimates guarantee that there exists an absolute
constant M = M(ε0) > 0 independent of (u, v, c) ∈ D(c∗, δ0) and |ε|  ε0 such that, for all
O(|ε|) appearing below, |O(|ε|)|M|ε| for |ε| ε0.
We need a series of lemmas to prove Theorem 3.2. We start with analyzing the local properties
of (3.10) at the equilibria (1,0) and (0,0). To do so, we first find the Jacobian matrices of (3.10)
at (1,0) and (0,0), respectively. Denoting the right-hand side of the second equation in (3.10)
by R(u, v) whose dependence on c and ε is suppressed, we have
DuR = −f ′(u)+
[
(1 − 2u)Φ + u(1 − u)DuΦ + vDuΨ
]
ε,
DvR = −c +
[
u(1 − u)DvΦ +Ψ + vDvΨ
]
ε.
Consequently,
DuR(1,0) = −f ′(1)−Φ(1,0, c, ε)ε, DvR(1,0) = −c +Ψ (1,0, c, ε)ε,
DuR(0,0) = −f ′(0)+Φ(0,0, c, ε)ε, DvR(0,0) = −c +Ψ (0,0, c, ε)ε.
Thus, the Jacobian matrices for the linearized systems of (3.10) at (1,0) and (0,0) are, respec-
tively,
A1 :=
[
0 1
DuR(1,0) DvR(1,0)
]
, A0 :=
[
0 1
DuR(0,0) DvR(0,0)
]
.
Hence, the characteristic equation of (3.10) at (1,0) is
λ2 + [c −Ψ (1,0, c, ε)ε]λ+ f ′(1)+Φ(1,0, c, ε)ε = 0,
which yields that the eigenvalues at (1,0) are
λ±(c, ε) = 12
{−c +Ψ (1,0, c, ε)ε ±√Θ1(c, ε)},
where
Θ1(c, ε) =
[
c −Ψ (1,0, c, ε)ε]2 − 4f ′(1)− 4Φ(1,0, c, ε)ε.
It is easy to see that, as ε → 0,
λ±(c, ε) = 1
[−c ±√c2 − 4f ′(1)]+O(|ε|)2
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that the characteristic equation of (3.10) at (0,0) is
σ 2 + [c −Ψ (0,0, c, ε)ε]σ + f ′(0)−Φ(0,0, c, ε)ε = 0,
which has solutions
σ±(c, ε) = 12
[−c +Ψ (0,0, c, ε)ε ±√Θ0(c, ε) ],
where
Θ0(c, ε) =
[
c −Ψ (0,0, c, ε)ε]2 − 4f ′(0)+ 4Φ(0,0, c, ε)ε.
Let c
¯
ε be the positive solution of Θ0(c, ε) = 0. We have, as ε → 0,
c
¯
ε = Ψ (0,0, c
¯
ε, ε)ε +
√
4f ′(0)− 4Φ(0,0, c
¯
ε, ε)ε = 2
√
f ′(0)+O(|ε|), (3.11)
so that c
¯
ε > 2
√
f ′(0)− δ0. Also, note that
σ±(c, ε) = 12
[− c ±√c2 − 4f ′(0)]+O(|ε|) as ε → 0.
Hence, if c > c
¯
ε , then σ−(c, ε) < σ+(c, ε) < 0, and if c < c
¯
ε , then σ±(c, ε) are complex numbers
with negative real parts close to −c/2. We note that all O(|ε|)’s appearing above hold uniformly
for 2
√
f ′(0)− δ0  c c∗. Thus, we have
Lemma 3.2. Let ε0 be sufficiently small and |ε| ε0.
(i) Let c ∈ [2√f ′(0)− δ0, c∗]. Then (1,0) is a saddle of (3.10); (0,0) is a stable node of (3.10)
if c > c
¯
ε and a stable focus if c < c
¯
ε .
(ii) λ+(c1, ε) > λ+(c2, ε) for any c1 and c2 such that 2
√
f ′(0)− δ0  c1 < c2  c∗.
Proof. (i) follows from the above paragraphs. We only need to show (ii).
By the mean value theorem we have
α1 := Φ(1,0, c1, ε)−Φ(1,0, c2, ε) = O(1)|c1 − c2|,
α2 := Ψ (1,0, c1, ε)−Ψ (1,0, c2, ε) = O(1)|c1 − c2|.
Then
Θ1(c1, ε)−Θ1(c2, ε) = [c1 − c2 − α2ε]
[
c1 + c2 +O
(|ε|)]− 4α1ε
= [c1 − c2 +O(|ε|)|c1 − c2|][c1 + c2 +O(|ε|)]+O(|ε|)|c1 − c2|
= (c1 − c2)
[
c1 + c2 +O
(|ε|)].
Hence, using f ′(1) < 0 we have, for sufficiently small ε,
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{
−(c1 − c2)
[
1 +O(|ε|)]+ Θ1(c1, ε)−Θ1(c2, ε)√
Θ1(c1, ε)+ √Θ1(c2, ε)
}
= 1
2
(c1 − c2)
{
−1 +O(|ε|)+ c1 + c2 +O(|ε|)√
Θ1(c1, ε)+ √Θ1(c2, ε)
}
= 1
2
(c1 − c2)
{
−1 + c1 + c2√
c21 − 4f ′(1)+
√
c22 − 4f ′(1)
+O(|ε|)}
> 0,
which yields (ii) (note that the above O(|ε|)’s hold independent of c1 and c2). 
Now, for sufficiently small ε and c ∈ [2√f ′(0)−δ0, c∗], a simple computation shows that one
branch of the unstable manifold of (3.10) at (1,0) lies in the fourth quadrant of the (u, v)-plane
tangent to the eigenvector [1, λ+(c, ε)]
. Let (uc,ε, vc,ε) be a solution of (3.10) lying on this
branch of the unstable manifold, which is defined on the maximal interval (−∞, zc,ε), zc,ε ∞,
where 0 < uc,ε < 1, vc,ε < 0. Clearly, (uc,ε, vc,ε) is the only candidate solution (up to a transla-
tion in z) of (3.10) satisfying (3.7). Hence, below we shall just study (uc,ε, vc,ε).
Lemma 3.3. Let ε0 be sufficiently small, |ε| ε0 and c ∈ [2
√
f ′(0)− δ0, c∗].
(i) If zc,ε < ∞, then uc,ε(zc,ε) = 0 and −M(F, δ0) < vc,ε(z) < 0 for z ∈ (−∞, zc,ε], where
M(F, δ0) is defined in (3.4);
(ii) (uc,ε, vc,ε) satisfies (3.7) if and only if zc,ε = ∞.
Proof. Clearly, (ii) follows from (i) and the definition of z0,ε . So, we only need to show (i). Let
zc,ε < ∞. We first show that vc,ε(z) > −M(F, δ0) on (−∞, zc,ε] by a contradiction. Assume that
vc,ε(z1) = −M(F, δ0) at some first z1 in (−∞, zc,ε]. Since vc,ε < 0 on (−∞, zc,ε), we multiply
the second equation of (3.10) by vc,ε = u′c,ε and then integrate over (−∞, z1] to get
1
2
v2c,ε(z1) = −c
z1∫
−∞
v2c,ε(τ ) dτ +
1∫
uc,ε(z1)
[
f (s)+O(|ε|)]ds <
1∫
0
f (s) ds +O(|ε|),
so that, by the definition of M(F, δ0), |vc,ε(z1)| < M(F, δ0) if ε is sufficiently small. This con-
tradicts the definition of z1. Hence, vc,ε(z) > −M(F, δ0) on (−∞, zc,ε].
We now show that vc,ε(zc,ε) < 0. Assume that it is false. It follows from the uniqueness
theorem that 0 < uc,ε(zc,ε) < 1. Thus, from (3.10) we have
v′c,ε(zc,ε) = −uc,ε(1 − uc,ε)
(
f (uc,ε)
uc,ε(1 − uc,ε) −Φ(uc,ε,0, c, ε)ε
)∣∣∣∣
z=zc,ε
< 0
for sufficiently small ε, where we used f (u)  αu(1 − u) for u ∈ [0,1] with some constant
α > 0, which is implied from the assumptions in (1.6). This contradicts the fact that vc,ε < 0 on
(−∞, zc,ε).
Therefore, by the continuity of uc,ε in z and the definition of zc,ε , we must have uc,ε(zc,ε) = 0.
This shows (i) of the lemma. 
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has an inverse function for z ∈ (−∞, zc,ε), which is denoted by z = Zc,ε(u). Then, letting
Vc,ε(u) := vc,ε(Zc,ε(u)) yields that, on its domain, V (u) := Vc,ε(u) < 0 satisfies
lim
u→1−
V (u)
u− 1 = λ+(c, ε), (3.12)
and
dV
du
= −c − f (u)− u(1 − u)Φ(u,V, c, ε)ε
V
+Ψ (u,V, c, ε)ε. (3.13)
Also, using the continuous dependence of unstable manifold of (3.10) at (1,0) with respect to c
and ε, and continuity of solutions of (3.10) with respect to z, c and ε in any compact sets, we con-
clude the following which will be used below in several places: Given a cˆ ∈ [−2√f ′(0)− δ0, c∗]
and an |εˆ| ε0, let z0 ∈ (−∞, zcˆ,εˆ) and u0 ∈ (ucˆ,εˆ(zcˆ,εˆ),1) be arbitrary. Then, as (c, ε) → (cˆ, εˆ),
(uc,ε(z), vc,ε(z)) → (ucˆ,εˆ(z), vcˆ,εˆ(z)) uniformly for z ∈ (−∞, z0], and Vc,ε(u) → Vcˆ,εˆ(u) uni-
formly for u ∈ [u0,1]. Furthermore, if zcˆ,εˆ < ∞, then z0 = zcˆ,εˆ and u0 = ucˆ,εˆ(zcˆ,εˆ) are allowed.
Lemma 3.4. Let ε0 be sufficiently small and |ε| ε0. If c ∈ [2
√
k + δ0, c∗], then (uc,ε, vc,ε) is a
solution to (3.6)–(3.7).
Proof. Let c ∈ [2√k + δ0, c∗] and V = Vc,ε(u) and Δ(k) := {(u, v): −
√
ku < v < 0, 0 <
u < 1} which is a triangular region in the fourth quadrant of the (u, v)-plane. (3.12) implies
that (u,V (u)) ∈ Δ(k) for all u close to 1 and less than 1. We claim (u,V (u)) ∈ Δ(k) for all
u ∈ (0,1). By Lemma 3.3, it suffices to show that any orbit of (3.13) starting in Δ(k) cannot
touch the side v = −√ku of Δ(k) in the future. This is true since, at any point on this side, from
(3.13),
dV
du
= −c + f (u)√
ku
− (1 − u)Φε√
k
+Ψε
−c + √k +O(|ε|)−√k − δ0 +O(|ε|)< −√k,
if ε is sufficiently small (where O(|ε|)’s holds uniformly for c ∈ [2√k + δ0, c∗]). It is easily
shown that limu→0+ V (u) = 0, which implies the conclusion of the lemma. 
For the simplicity of notation, we shall use (u0,ε, v0,ε) and V0,ε to denote (ucε,ε, vcε,ε) and
Vcε,ε respectively in the next three lemmas.
Lemma 3.5. Let ε0 be sufficiently small and |ε| ε0. Let cε be defined in Theorem 3.2. Then,
(i) c
¯
ε  cε  2
√
k + δ0.
(ii) (u0,ε, v0,ε) is a solution of (3.6)–(3.7).
(iii) limε→0 cε = c0.
Proof. First, Lemma 3.4 implies that cε is well defined for sufficiently small ε > 0, and then the
estimates in (i) follow from Lemmas 3.2 and 3.4.
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it is false for some sufficiently small ε. Then, u0,ε(z0,ε) = 0 and v0,ε(z0,ε) < 0 by Lemma 3.3.
The continuity of (uc,ε, vc,ε) in c and z ∈ (−∞, z0,ε] implies that if c is sufficiently close to cε ,
then (uc,ε, vc,ε) will intersect the negative v-axis so that it is not a solution to (3.6)–(3.7). This
contradicts the definition of cε , thereby proving (ii).
Since the proof of (iii) is long, we leave it to Appendix A. 
The following lemma will be used in the proof of Lemma 3.7, whose proof will also be given
in Appendix A.
Lemma 3.6. Let ε0 be sufficiently small. Then there is a constant M = M(ε0) > 0 such that for
|ε| ε0,
u0,ε(z)(1 − u0,ε(z))
|v0,ε(z)| M for z ∈ (−∞,∞).
Lemma 3.7. Let ε0 be sufficiently small. Then, for |ε|  ε0 and c ∈ [cε, c∗], (uc,ε, vc,ε) is a
solution to (3.6)–(3.7).
Proof. First, it follows from Lemma 3.5(ii) that V0,ε(u) < 0 exists for u ∈ (0,1) and
limu→0+ V0,ε(u) = limu→1− V0,ε(u) = 0. In order to complete the lemma, by virtue of Lem-
ma 3.3, it suffices to show that for any c ∈ (cε, c∗], as long as Vc,ε(u) < 0 for u ∈ (0,1) we
have
V0,ε(u) < Vc,ε(u). (3.14)
Since, from Lemma 3.2, λ+(c, ε) < λ+(cε, ε), it follows from (3.12) that (3.14) holds for u
sufficiently close to 1.
Next, as we decrease u from 1, suppose that Vc,ε = V0,ε =: v0 at some first u = u0 ∈ (0,1). It
follows from (3.13), the mean value theorem and Lemma 3.6 that, at u = u0,
d(V0,ε − Vc,ε)
du
= −(cε − c)+ εu0(1 − u0)
v0
[
Φ(u0, v0, cε, ε)−Φ(u0, v0, c, ε)
]
ε
+ [Ψ (u0, v0, cε, ε)−Ψ (u0, v0, c, ε)]ε
= −(cε − c)
[
1 + u0(1 − u0)|v0| O
(|ε|)+O(|ε|)]> 0,
provided that ε is sufficiently small (note that the above O(|ε|)’s hold uniformly for c). This
inequality contradicts the definition of u0. This completes the proof of Lemma 3.7. 
Proof of Theorem 3.2. It is clear that Theorem 3.2 follows from Lemmas 3.5 and 3.7. 
Before ending this section, we give the following remarks.
Remark 3.1. Similar to those for Fisher waves, the following limits hold:
lim
z→∞
vc,ε(z) =
{
σ+(c, ε), if c > cε,
σ (c, ε), if c = c .uc,ε(z) − ε
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Remark 3.2. Regarding other kernels (a), (c), (d), (e) given in (1.13), we note:
(i) If the kernel g is given in (1.13)(a), then letting w(z) := (g ∗ ϕ(u, ε))(z) = ∫∞0 e−sϕ(u(z+
cτs), ε) ds yields that traveling wave solutions of (1.12) satisfy
u′ = v, v′ = −cv − F(u,w, ε), τw′ = 1
c
[
w − ϕ(u, ε)].
(ii) If the kernel g is given in (1.13)(c), then letting w(z) := (g ∗ ϕ(u, ε))(z) = 12
∫∞
−∞ e
−|y| ×
ϕ(u(z − τy), ε) dy yields that traveling wave solutions of (1.12) satisfy
u′ = v, v′ = −cv − F(u,w, ε), τw′ = n, τn′ = w − ϕ(u, ε).
(iii) If the kernel g is given in (1.13)(d), then letting w(z) := (g ∗ ϕ(u, ε))(z) =
1
2
∫∞
0
∫∞
−∞ e
−|y|e−sϕ(u(z + cτs − τy), ε) dy ds and n(z) = 12
∫∞
−∞ e
−|s|ϕ(u(z − τy), ε) dy
yields that traveling wave solutions of (1.12) satisfy
{
u′ = v, v′ = −cv − F(u,w, ε),
τw′ = 1
c
(w − n), τn′ = m, τm′ = n− ϕ(u, ε). (3.15)
(iv) If the kernel g is given in (1.13)(e), then letting w(t, x) := (g ∗ ϕ(u, ε))(t, x) =
1
τ 2
∫ t
−∞
∫∞
−∞ e
−(t−s)/τ 2 1√
4π(t−s) e
− (x−y)24(t−s) ϕ(u(s, y), ε) dy ds reduces (1.12) into
ut = uxx + F(u,w, ε), wt = wxx + 1
τ 2
[
ϕ(u, ε)−w],
whose traveling wave solutions satisfy
u′ = v, v′ = −cv − F(u,w, ε), τw′ = n, τn′ = w − ϕ(u, ε)− τcn.
The above ODE systems are similar to (3.2) in the sense that u, v, c and μ are their only
slow variables. The proofs of Theorem 1.3 for these cases can be carried out in a similar manner
to that given above, with a possible exception for the proof of Lemma 3.1 in cases (ii)–(iv). In
these three cases, we could not show that any physical wave fronts with 0 < u < 1 and c > 0
satisfies c > 2
√
f ′(0)− δ0 because there is an extra negative eigenvalue appearing at z = ∞ and
the physical wave front may exist along a direction tangent to the eigenvector of this eigenvalue
on the stable manifold which is 3-dimensional. Since a positive lower bound for c is used to
show the uniform bound for v, we have to impose the condition c  c∗ for this purpose. Below
we state an analogous lemma to Lemma 3.1 for case (iii) above, which is proved by a different
argument from that of Lemma 3.1. One should get the corresponding lemmas for cases (ii) and
(iv) without any difficulty which are thus omitted.
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2
√
f ′(0)  2
√
k < c∗, let δ0 > 0 be such that δ0 < 2
√
f ′(0) − c∗ and that f does not have
not any other zero in [−δ0,1 + δ0] other than 0 and 1. Let
K= {(u, v, c,μ): −δ0  u 1 + δ0, |v|M(F, δ0, c∗), c∗  c c∗, |μ| 1}
where M(F, δ0, c∗) is defined by the right-hand side of the (3.4) in which 2
√
f ′(0) − δ0 is re-
placed by c∗. Let, for sufficiently small τ > 0,
Mτ (K) =
{
(u, v, c,μ,w,n,m): (w,n,m) = h(u, v, c,μ, τ), (u, v, c,μ) ∈K}
be a slow manifold of (3.15) whose existence can easily be verified. Then, there exists a τ0 > 0
such that if 0 < τ  τ0 and (u, v, c,μ,w,n,m) is a wave front solution of (3.15) with 0 <
u(z) < 1 for all z ∈ R, c∗  c  c∗ and |μ|  1, then (u, v, c,μ,w,n,m)(z) ∈Mτ (K) for all
z ∈R.
Proof. Let (u, v, c,μ,w,n,m) be a wave front solution of (3.15) with 0 < u(z) < 1 for z ∈ R,
c∗  c c∗ and |μ| 1 and sufficiently small τ > 0. First, we use the equations in (3.15) to get,
for z ∈R,
0 <w(z) < max
0u1,0τ1,|μ|1
ϕ(u,μ, τ) = L0,
∣∣v(z)∣∣<M(F, δ0, c∗),
from which we conclude that (u, v, c,μ)(z) ∈ K. We write (3.15) into the form (S)τ in Theo-
rem 3.1 with the slow variable a = (u, v, c,μ) and fast variable b = (w,n,m). It remains to show
that b(z) = h(a(z), τ ) for all z ∈R.
Let Δ(z) = b(z) − h(a(z), τ ) which is defined for all z since a(z) ∈ K. Clearly, Δ is
bounded on R. By the local invariance of the slow manifold, we have, for all a ∈ K,
τDah(a, τ )G(a, h(a, τ ), τ ) = H(a, h(a, τ ), τ ), and thus, for z ∈R,
τΔ′(z) = τb′(z)− τDah
(
a(z), τ
)
a′(z)
= H (a(z),b(z), τ)−H (a(z), h(a(z), τ), τ)
− τDah
(
a(z), τ
)[
G
(
a(z),b(z), τ
)−G(a(z), h(a(z), τ), τ)]
=: [A(z)+ τB(z)]Δ(z),
where
A(z) =
1∫
0
DbH
(
a(z), θb(z)+ (1 − θ)h(a(z), τ), τ)dθ,
B(z) = −Dah
(
a(z), τ
) 1∫
DbG
(
a(z), θb(z)+ (1 − θ)h(a(z), τ), τ)dθ.0
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DbH(a,b, τ ) =
⎡
⎣ 1c − 1c 00 0 1
0 1 0
⎤
⎦=: E, DbG(a,b, τ ) =
[
0 0 0
−DwF(u,w,μ, τ) 0 0
]
.
Let M0 = max{|DwF(u,w,μ, τ)|: 0  u  1,0  τ  1, |w|  L0, |μ|  1} and M1 =
max{|Dah(a(z), τ )|: a ∈ K,0  τ  1}. It follows that A(z) = E and |B(z)| M0M1 for all
z ∈ R. Since the eigenvalues of E are ±1 and 1/c, it can be shown easily that there exists a
τ0 > 0 which depends only on c∗, c∗ and M0M1 such that for any τ ∈ (0, τ0] and any matrix
function R(z) with |R(z)|M0M1 for z ∈R, δ ≡ 0 is the only bounded solution of the equation
τδ′(z) = [E + τR(z)]δ(z) on R. Since Δ is a bounded solution of τΔ′(z) = [E + τB(z)]Δ(z)
on R, it follows that Δ ≡ 0 so that b(z) = h(a(z), τ ) for all z ∈ R provided that 0 < τ  τ0. We
thus complete the proof of Lemma 3.8. 
Remark 3.3. We remark that Theorem 1.3 can be extended to a more general equation than
(1.12):
∂u
∂t
= ∂
2u
∂x2
+ F (u(t, x), (g1 ∗ ϕ1(u, ε))(t, x), . . . , (g5 ∗ ϕ5(u, ε))(t, x), ε), (3.16)
where g1, . . . , g5 are given in (a)–(e) of (1.13) respectively. We leave this generalization to the
interested reader.
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Appendix A
Proof of Lemma 3.5(iii). To prove (iii), we shall show by contradiction arguments that
lim supε→0 cε  c0 and lim infε→0 cε  c0.
Suppose on the contrary that lim supε→0 cε = c¯ > c0. It follows from Theorem 1.1 that Vc¯,0(u)
is defined for all u ∈ (0,1) with Vc¯,0(u) < 0 and limu→0+ Vc¯,0(u)/u = σ+(c¯,0) > −c¯/2. There-
fore, there exists an η0 > 0 such that (u,Vc¯,0(u)) ∈ Δ(c¯, η0) for all 0 < u η0, where
Δ(c¯, η0) :=
{
(u, v): 0 < u< η0, −(c¯/2)u < v < 0
}
,
which is a small triangle near the origin in the fourth quadrant of (u, v)-plane. Since, as (c, ε) →
(c¯,0), Vc,ε(u) approaches Vc¯,0(u) uniformly for u ∈ [η0/2,1), it follows that Vc,ε(u) < 0 is well
defined for all u ∈ [η0/2,1) and (η0/2,Vc,ε(η0/2)) ∈ Δ(c¯, η0) provided that (c, ε) is sufficiently
close to (c¯,0).
Next, we show that if (c, ε) is sufficiently close to (c¯,0), then the orbit v = Vc,ε(u) will stay in
Δ(c¯, η0) for all 0 < u< η0/2. From Lemma 3.3 we only need to show that the curve v = Vc,ε(u)
will not intersect the boundary v = −(c¯/2)u of Δ(c¯, η0). Since limu→0+ f (u)/u = f ′(0), we
can take η0 > 0 very small at the beginning such that f (u)/u < f ′(0)+ ν for 0 < u< η0 where
ν = (c¯2 − 4f ′(0))/8 > 0 (recall that c¯2 > c20  4f ′(0)). Then, on the boundary v = −(c¯/2)u
with 0 < u η0, from (3.13) we have
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du
+ c¯
2
= −c + 2f (u)
c¯u
+O(|ε|)+ c¯
2
 1
2c¯
[−2cc¯ + 4f ′(0)+ 4ν +O(|ε|)+ c¯2]< 0
since −2cc¯+4f ′(0)+4ν+ c¯2 → −c¯2 +4f ′(0)+4ν = −4ν < 0 as (c, ε) → (c¯,0). This implies
the above desired result.
Now, the invariance of Δ(c¯, η0) ensures that there exists a small κ1 > 0 such that for each
(c, ε) satisfying |c − c¯| κ1 and |ε| κ1, the orbit v = Vc,ε(u) exists for all 0 < u < 1, which
shows that (uc,ε, vc,ε) is a solution of (3.6)–(3.7). Thus, the definition of cε implies cε  c¯ − κ1
for all |ε|  κ1, which contradicts the assumption lim supε→0 cε = c¯. Therefore, we must have
lim supε→0 cε = c¯ c0.
Next, we assume that lim infε→0 cε = c˜ < c0. Clearly, c˜  2
√
f ′(0) − δ0. Theorem 1.1 and
Lemma 3.3 implies that (uc˜,0, vc˜,0) will leave fourth quadrant at a finite zc˜,0 through the negative
v-axis where u′
c˜,0 = vc˜,0 < 0. The continuous dependence of (uc,ε, vc,ε) implies that there exists
a sufficiently small number κ2 > 0 such that if |c − c˜|  κ2 and |ε|  κ2, then (uc,ε, vc,ε) will
also leave the fourth quadrant through the negative v-axis at some finite z close to zc˜,0, which
implies that (uc,ε, vc,ε) is not a solution to (3.6)–(3.7). But this contradicts the definition of cε .
Therefore, we must have lim infε→0 cε = c˜ c0.
In conclusion, the above two results yield limε→0 cε = c0. This completes the proof of
Lemma 3.5(iii). 
Proof of Lemma 3.6. For convenience, let (u0, v0) := (uc0,0, vc0,0) be a solution of (1.7)–(1.8)
with c = c0 and V0(u) := Vc0,0(u) for u ∈ (0,1). We take two numbers σ˜± such that σ˜− <
σ−(c0,0) σ+(c0,0) < σ˜+ < 0. Since, from Theorem 1.1, limu→0+ V0(u)u = σ−(c0,0), it follows
that there exists an η0 > 0 sufficiently small such that (u,V0(u)) ∈ Δ0(η0) for 0 < u η0, where
Δ0(η0) := {(u, v): 0 < u η0, σ˜−u < v < σ˜+u }. We next show that there exists an η1 ∈ (0, η0]
such that if ε is sufficiently small, then (u,V0,ε(u)) with 0 < u  η1 lies inside Δ0(η1). To do
so, we check the direction field of (3.13) (with c = cε) at v = σ˜±u for sufficiently small u.
Note that f (u) = f ′(0)u + O(u2) for u > 0 sufficiently small. Then, using −f ′(0) = σ 2+ +
cεσ+ + O(|ε|) where σ+ = σ+(cε, ε), we get, from (3.13) with c = cε , v = σ˜+u, and u > 0
sufficiently small,
dV
du
− σ˜+ = −cε − f
′(0)
σ˜+
+O(u)+O(|ε|)− σ˜+
= 1
σ˜+
[−cεσ˜+ − f ′(0)+O(|ε| + u)− σ˜ 2+]
= 1
σ˜+
[−cεσ˜+ + cεσ+ + σ 2+ − σ˜ 2+ +O(|ε| + u)]
= 1
σ˜+
[
(σ+ − σ˜+)(σ+ + σ˜+ + cε)+O
(|ε| + u)]
= (σ+ − σ˜+)
σ˜+
[
(σ+ + σ˜+ + cε)+O
(|ε| + u)]> 0, (A.1)
where in the last inequality we used limε→0 cε = c0 and limε→0 σ+(cε, ε) = σ+(c0,0) so that
limε→0(σ+ + σ˜+ + cε) = σ+(c0,0)+ c0 + σ˜+ = [σ˜+ − σ−(c0,0)] > 0.
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dV
du
− σ˜− = (σ− − σ˜−)
σ˜−
[
(σ− + σ˜− + cε)+O
(|ε| + u)]> 0, (A.2)
where σ− = σ−(cε, ε). Therefore, there exists an η1 ∈ (0, η0] such that (A.1) and (A.2) holds for
all 0 < u η1 and sufficiently small ε.
Now, since σ˜−η1 < V0(η1) < σ˜+η1 and V0,ε(u) → V0(u) as ε → 0 uniformly for u ∈ [η1,1),
it follows that σ˜−η1 <V0,ε(η1) < σ˜+η1 for sufficiently small ε. Now we claim that (u,V0,ε(u)) ∈
Δ0(η1) for 0 < u η1. First, (A.1) implies that (u,V0,ε(u)) cannot touch the side v = σ˜+u for
0 < u < η1, while (A.2) implies that if (u,V0,ε(u)) touched the side v = σ˜−u at some 0 <
u0 < η1, it would leave Δ0(η1) and then stay outside Δ0(η1) for all 0 < u < u0, which
contradicts the fact that σ˜− < limu→0+ V0,ε(u)/u = σ−(cε, ε) < σ˜+ since σ˜− < σ−(cε, ε) 
σ+(cε, ε) < σ˜+ for sufficiently small ε. Therefore, the above claim holds, which yields
u(1 − u)
|V0,ε(u)| < |σ˜−| for 0 < u η1. (A.3)
Note that the above estimate holds whether c0 = 2
√
f ′(0) or c0 > 2
√
f ′(0).
Next, by virtue of limu→1− V0(u)1−u = λ+(c0,0) > 0 and V0(u) < 0 on (0,1), we conclude that
1−u
|V0(u)| is bounded for u ∈ [η1,1). Again, using the fact that V0,ε(u) → V0(u) as ε → 0 uniformly
for u ∈ [η1,1), we deduce that for sufficiently small ε,
u(1 − u)
|V0,ε(u)|  2 supξ∈[η1,1)
1 − ξ
|V0(ξ)| for η1  u < 1. (A.4)
Finally, taking M to be the larger number on the right-hand sides of (A.3) and (A.4) concludes
the assertion of Lemma 3.6. 
Proof of (3.8). Since W1(0,0, c, ε) = 0, it follows by virtue of the fundamental theorem of
calculus that
W1(u, v, c, ε) = u
1∫
0
DuW1(θu, θv, c, ε) dθ + v
1∫
0
DvW1(θu, θv, c, ε) dθ.
Then, W1(1,0, c, ε) = 0 implies
∫ 1
0 DuW1(θ,0, c, ε) dθ = 0, and so
1∫
0
DuW1(θu, θv, c, ε) dθ =
1∫
0
[
DuW1(θu, θv, c, ε)−DuW1(θ,0, c, ε)
]
dθ
= (u− 1)
1∫
0
1∫
0
θDuuW1
(
θ0θu+ (1 − θ0)θ, θ0θv, c, ε
)
dθ0 dθ
+ v
1∫ 1∫
θDuvW1
(
θ0θu+ (1 − θ0)θ, θ0θv, c, ε
)
dθ0 dθ.0 0
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W11(u, v, c, ε) = −
1∫
0
1∫
0
θDuuW1
(
θ0θu+ (1 − θ0)θ, θ0θv, c, ε
)
dθ0 dθ,
W12(u, v, c, ε) =
1∫
0
DvW1(θu, θv, c, ε) dθ
+ u
1∫
0
1∫
0
θDuvW1
(
θ0θu+ (1 − θ0)θ, θ0θv, c, ε
)
dθ0 dθ.
Since W1 is in C3, it follows that W11 and W12 are in C1. 
References
[1] J. Al-Omari, S.A. Gourley, Monotone traveling fronts in age-structured reaction–diffusion model of a single species,
J. Math. Biol. 45 (2002) 294–312.
[2] D.G. Aronson, H.F. Weinberger, Multidimensional nonlinear diffusion arising in population genetics, Adv. Math. 30
(1978) 33–76.
[3] P. Ashwin, M.V. Bartuccelli, T.J. Bridges, S.A. Gourley, Traveling fronts for the KPP equation with spatio-temporal
delay, Z. Angew. Math. Phys. 53 (2002) 103–122.
[4] J. Billingham, Dynamics of a strongly nonlocal reaction–diffusion population model, Nonlinearity 17 (2004) 313–
346.
[5] N.F. Britton, Aggregation and the competitive exclusion principle, J. Theoret. Biol. 136 (1989) 57–66.
[6] N.F. Britton, Spatial structures and periodic traveling waves in an integro-differential reaction–diffusion population
model, SIAM J. Appl. Math. 50 (1990) 1663–1688.
[7] N.F. Britton, Reaction–Diffusion Equations and Their Applications to Biology, Academic Press, London, 1986.
[8] E. Coddington, N. Levinson, Theory of Differential Equations, New York, 1955.
[9] T. Faria, W. Huang, J. Wu, Traveling waves for delayed reaction–diffusion equations with global response, Proc. R.
Soc. Lond. Ser. A Math. Phys. Eng. Sci. 462 (2006) 229–261.
[10] N. Fenichel, Geometric singular perturbation theory for ordinary differential equations, J. Differential Equations 31
(1979) 53–98.
[11] P.C. Fife, Mathematical Aspects of Reacting and Diffusing Systems, Lectures Notes in Biomathematics, vol. 28,
Springer, Berlin, 1979.
[12] S.A. Gourley, Traveling fronts in the diffusive Nicholson’s blowflies equation with distributed delays, Math. Com-
put. Modelling 32 (2000) 843–853.
[13] S.A. Gourley, Traveling front solutions of a nonlocal Fisher equation, J. Math. Biol. 41 (2000) 272–284.
[14] S.A. Gourley, Y. Kuang, Wavefronts and global stability in a time-delayed population model with stage structure,
Proc. R. Soc. Lond. Ser. A 59 (2003) 1563–1579.
[15] S.A. Gourley, S. Ruan, Convergence and traveling fronts in functional differential equations with nonlocal terms:
A competition model, SIAM J. Math. Anal. 35 (2003) 806–822.
[16] S.A. Gourley, M.A.J. Chaplain, F.A. Davidson, Spatio-temporal pattern formation in a nonlocal reaction–diffusion
equation, Dyn. Syst. 16 (2001) 173–192.
[17] K.P. Hadeler, F. Rothe, Traveling fronts in nonlinear diffusion equations, J. Math. Biol. 2 (1975) 251–263.
[18] C. Jones, Geometric singular perturbation theory, in: Lecture Notes in Math., vol. 1069, Springer, Berlin, 1995,
pp. 44–118.
[19] S. Ma, Traveling wavefronts for delayed reaction diffusion systems via a fixed point theorem, J. Differential Equa-
tions 171 (2001) 294–314.
[20] J.D. Murray, Mathematical Biology, Springer, Berlin, 1989.
S. Ai / J. Differential Equations 232 (2007) 104–133 133[21] S. Ruan, D. Xiao, Stability of steady states and existence of traveling waves in a vector disease model, Proc. Roy.
Soc. Edinburgh Sect. A 134 (2004) 991–1011.
[22] K. Sakamoto, Invariant manifolds in singular perturbation problems for ordinary differential equations, Proc. Roy.
Soc. Edinburgh Sect. A 116 (1990) 45–78.
[23] J.W.-H. So, J. Wu, X. Zou, A reaction diffusion model for a single species with age structure, I: Traveling wavefronts
on unbounded domains, Proc. R. Soc. Lond. Ser. A 457 (2001) 1841–1853.
[24] Y. Song, Y. Peng, M. Han, Traveling wavefronts in the diffusive single species model with Allee effect and distrib-
uted delay, Appl. Math. Comput. 152 (2004) 483–497.
[25] Z. Wang, W. Li, S. Ruan, Traveling wave fronts in reaction–diffusion systems with spatio-temporal delays, J. Dif-
ferential Equations 222 (2006) 185–233.
[26] J. Wu, X. Zou, Traveling wave fronts of reaction–diffusion systems with delay, J. Dynam. Differential Equations 13
(2001) 651–687.
[27] X. Zou, Delay induced traveling wave fronts in reaction–diffusion equations of KPP-Fisher type, J. Comput. Appl.
Math. 146 (2002) 309–321.
