We consider a perturbed ordinary differential equation where the perturbation is only significant when a one-dimensional null recurrent diffusion is close to zero. We investigate the first order correction to the unperturbed system and prove a central limit theorem type result, i.e., that the normalized deviation process converges in law in the space of continuous functions to a limit process which we identify. We show that this limit process has a component which only moves when the limit of the null-recurrent fast motion equals zero. The set of these times forms a zero-measure Cantor set and therefore the limiting process cannot be described by a standard SDE. We characterize this process by its infinitesimal generator (with appropriate boundary conditions) and we also characterize the process as the weak solution of an SDE that depends on the local time of the fast motion process. We also investigate the long time behavior of such a system when the unperturbed motion is trivial. In this case, we show that the long-time limit is constant on a set of full Lebesgue measure with probability 1, but it has nontrivial drift and diffusion components that move only when the fast motion equals zero.
Introduction
In systems of multidimensional diffusion processes where both slow and fast timescales are present, the limiting behavior of the slow component is an interesting mathematical problem with applications in physics, biology and other areas. One possible setting is a system of diffusion processes (X ε (t),Ỹ ε (t)) that depends on a parameter ε representing the ratio of the two time scales. More precisely, suppose thatX ε changes faster and faster in time as ε ↓ 0 whileỸ ε changes on the same time scale for all values of ε. ThenX ε andỸ ε are called the fast and the slow component respectively.
Classical stochastic averaging theory, first invented by Khasminskii ([16] ) expanding the ideas of Bogolyubov for ordinary differential equations ( [4] ), states that if the fast component X ε has a finite invariant measure, then as ε → 0, the distribution of the slow component Y ε approaches a limit where the X dependence in the drift and diffusion coefficients of Y is averaged out with respect to this invariant measure. This result was later extended and refined by a vast number of authors (see e.g [10] , [11] , [19] , [18] , [23] , [27] amongst many others).
In this paper, we are going to study a system where the fast component is a null-recurrent process and therefore has no invariant probability measure while the slow motion is a perturbation of an ordinary differential equation. Namely, let W be a k-dimensional Brownian motion and consider the system dX ε (t) = ε −1 ϕ(X ε (t),Ỹ ε (t))dW (t),X ε (0) = x 0 /ε, (1.1) dỸ ε (t) = b(X ε (t),Ỹ ε (t))dt + σ(X ε (t),Ỹ ε (t))dW (t),Ỹ ε (0) = y 0 ,
where all coefficients are Lipschitz continuous, ϕ is bounded away from zero and infinity, and the processX ε (Ỹ ε ) is one (d) dimensional. Intuitively, the fast componentX ε (t) is of order O(ε −1 ) and therefore the limiting dynamics of the system, as ε ↓ 0, is governed by the behavior of the coefficients for large absolute value of the x-variable.
In [17] , it was shown that if b, ϕ, and σ have certain limits as |x| ↑ ∞ in the Cesaro sense then (εX ε (t),Ỹ ε (t)) converges in law to a process where the x-dependence in (1.1)-(1.2) is replaced by coefficients associated to these limits. More precisely, after the change of coordinates (X ε (t), Y ε (t)) = (εX ε (t),Ỹ ε (t)), the system (X ε (t), Y ε (t)) can be written as
It might be tempting to assume that the limit will be given by taking the limit of the coefficients for large positive and negative values of x. However, this is not the complete picture as one has to include the effects of null recurrent averaging. To see this, note that the diffusion matrix can be written as
A(x, y) = 1 2 |ϕ(x, y)| 2 ϕσ T (x, y) σϕ T (x, y) σσ T (x, y) = 1 2 1 1/|ϕ(x, y)| 2 1 ϕσ T (x,y) |ϕ(x,y)| 2 σϕ T (x,y) |ϕ| 2 (x,y) σσ T (x,y) |ϕ 2 (x,y)| Let p(x, y) = 1/|ϕ(x, y)| 2 and note that if we freeze the y dynamics, this is proportional to the sigma finite invariant density of the X ε process. For a function K(x, y), define K ± (x, y) = χ {x>0} · lim whenever the Cesaro-limits exist. Using this, introduce the averaged diffusion matrixĀ ij (x, y) = (pA ij ) ± (x, y)/p ± (x, y) for i, j = 1, .., 1 + d and the averaged driftb(x, y) = (0, (pb) ± /p ± ). Theorem 1.1 (Khasminskii, Krylov [17] ). Suppose that ϕ, σ, b are Lipschitz continuous and, for each x, their first and second order derivatives in y are bounded continuous functions of y. Assume as well that for some positive constants c 1 , c 2 , c 3 > 0, we have for all (x, y) ∈ R 1+d . Also assume that p, pA ij , pb i and all their first and second derivatives in y have well defined Cesaro limits as x → ±∞. Then the pair (εX ε (t),Ỹ ε (t)) converges in distribution in C [0, ∞), R 1+d to the solution of d X 0 (t), Y 0 (t) =b(X 0 (t), Y 0 (t))dt + Ā (X 0 (t), Y 0 (t))dW (t), whenever weak uniqueness for this equation holds.
In general, however, the Cesáro limits in question can be quite different for large positive and negative values of x. This implies that the coefficients of this limiting system will be discontinuous at x = 0 in the generic situation and the well-posedness of the corresponding martingale problem becomes a challenge. Note that the limit being well defined is an assumption in this theorem. For a list of special cases when well-posedness holds, we refer the reader to [17] (see also [2] ).
In this paper, we answer the question what happens when the Cesaro limits of σ are zero while the Cesaro limits of b are equal. Namely, we study the following special case of (1.1)-(1.2). dX ε (t) = ε −1 ϕ(X ε (t),Ỹ ε (t))dW (t),X ε (0) = x 0 /ε, (1.3)
where b 2 and σ satisfy a certain decay condition in x which guarantee that their Cesáro limits for large |x| vanish so their contribution to the dynamics for large values of |X ε | is negligible. In this setting, the result of [17] implies that Y ε (t) converges uniformly in probability to the solution y(t) of the ordinary differential equation (ODE) y(t) = b 1 (y(t)), y(0) = y 0 .
In fact, it can be shown that this convergence holds in a stronger sense (see Lemma 3.2) . Consequently, Y ε (t) can be viewed as a perturbation of y(t) and it is of interest to describe the behavior of their deviation. This system can model, for example, the effect of spatial inhomogenity localized around a one co-dimensional surface (e.g. a crack in a solid) where the homogeneous structures away from the interface can possibly be different on different sides of this interface. This is the situation, for example, in groundwater hydrology when one studies diffusion in composite porous materials, see e.g. [20] and the references therein. In our scaling, the dynamics transversal to the interface is much faster than the one parallel to it. In [22] , the authors considered the simpler case whenX ε is a Brownian motion independent of the noise driving the slow motion. Namely, the stochastic differential equation (SDE)
where W 1 and W 2 are independent standard Brownian motions, was considered and it was shown that the first order correction to the deterministic limit is of order √ ε. Moreover, a functional central limit theorem was proved for the normalized difference ε −1/2 (Y ε (t) − y(t)) with the limit identified as a process that is Gaussian when conditioned on W 1 . This case was significantly simpler than (1.3)-(1.4) as the difficulty arising from the discontinuity at x = 0 does not appear and there is no feedback from the Y ε process to X ε . This allowed for a proof using only elementary stochastic analysis. In the limit, the perturbation acts only when W 1 (t) = 0 (i.e., on a Cantor set of times) and the equation for the limiting solution can be expressed in terms of the local time of W 1 at zero. In the current paper, we prove a similar result for the general system (1.3)-(1.4) using the martingale method. We show that if σ = 0, the pair (εX ε (t), ε −1/2 (Ỹ ε (t) − y(t))) converges to a non-trivial process with singular diffusion on the interface which we describe. On the other hand if σ ≡ 0, then the pair (εX ε (t), ε −1 (Ỹ ε (t) − y(t))) converges to a nontrivial process with singular drift on the interface. Moreover, we show that in the absence of the unperturbed system (b 1 ≡ 0), the interesting limit behavior happens on longer time scales (of order ε −2 ). The long-time limit has both singular drift and singular diffusion in the sense that there is a proper diffusion process on the interface, with coefficients that are averages with respect to a sigma-finite invariant measure of the fast motion, that is sampled at the random times when the limit of the fast motion is in the origin. Once again, these times form a Cantor set and the limiting slow motion is constant for almost all times.
It is worth pointing out that in some sense, the original result of [17] and the results in this paper parallel the first few steps of the program contained in ( [10] , Chapter 7) when the fast process is positively recurrent (See Section 7).
The plan of this paper is as follows. In Section 2, we specify the conditions on the coefficients in (1.3)-(1.4), describe the limit processes, and state our convergence results. In Section 3, we derive the main technical tools needed for our analysis. In Section 4, we show that the families of processes under consideration are tight while in Section 5, we prove that all subsequential limits converge to the solution of the associated martingale problem. In Section 6, we prove that these martingale problems are well-posed and characterize their unique solutions as the weak solutions of certain SDE-s. In Section 7, we mention some open problems.
For convenience, we will make the change of coordinates (X ε (t), Y ε (t)) = (εX ε (t),Ỹ ε (t)) and consider the system
where W (t) is a k-dimensional Wiener process, ϕ(x, y) is a k-dimensional vector field, b 1 (y) and b 2 (x, y) are d-dimensional vector fields, and σ(x, y) is a d × k-matrix. In this way, X ε (t) is a one-dimensional process and Y ε (t) is a d-dimensional process. We make the following assumptions:
1. ϕ, b 2 , and σ are Lipschitz continuous and b 1 (y) is a twice continuously differentiable d-dimensional vector field with bounded derivatives.
2. Decay conditions hold in x:
, we require that there are numbers 0 < c 1 ≤ c 2 < ∞ such that
4. 1/|ϕ(x, y)| 2 has Cesaro-limits in x, i.e. the limits
Occasionally, we will use the notation a + (y) to denote the restriction of a ± to {(x, y) ∈ R d+1 : x > 0} (similarly we will use a − (y)).
It follows from Assumption 1 that the ODE
which serves as the unperturbed part of the slow motion, has a unique globally defined solution. Before stating our main result, let us introduce the construction which we use to describe the limit processes. Let H + = {(x, y) : x > 0} and H − = {(x, y) : x < 0} be two half-spaces in R 1+d and let L ± be second order differential operators acting on functions over H ± respectively. Denote the interface by H 0 = {(x, y) : x = 0}. Also let β i (y), α ij (y) ∈ C(R d ), i, j = 1, ..., d, be such that (α ij (y)) is uniformly elliptic and such that the SDE
has a unique weak solution. Let p ± (y) ≥ 0 with p + (y)+p − (y) = 1. Let C 0 (R 1+d ) be the Banach space of bounded, continuous functions f : R 1+d → R decaying at infinity endowed with the supremum norm.
We construct an operatorL on
• The restriction of f to H + , H − , and along H 0 are smooth.
• ∂ y i f (x, y) ∈ C 1 (R 1+d ) for i = 1, ..., d.
• ∂ x f (x, y) has right and left limits as x → 0 and the gluing-boundary condition
This is the adaptation of a special case of the well-known Wentzell type boundary conditions (see [30] , [31] or the survey [29] ). In general, it is hard to prove that the closure of such an operator is the generator of a continuous strong Markov process Z(t) = (X(t), Y (t)). Nevertheless, we will show that when p + (y) ≡ p − (y) ≡ 1/2 and L ± has a special form,L does indeed generate a Markov semigroup on C 0 (R 1+d ). In fact, in the cases of interest we construct the corresponding Markov process probabilistically. However, we believe that the closure of such an operatorL is the generator of a Markov semigroup in greater generality.
Intuitively, the process Z(t) can be described as follows. Inside the half-spaces H + and H − , it coincides with the diffusion generated by L ± up to the point when it hits H 0 . On H 0 , Z(t) follows a diffusion process for an infinitesimal amount of time, after which it leaves H 0 in the direction of H ± with probability p ± . The set of times at which Z(t) ∈ H 0 has Lebesgue measure zero and consequently the displacement due to the effect of the boundary is singular in time (the support of the increments is a Cantor set in R). To make this intuition rigorous and obtain a characterization of Z(t), let us recall the definition of the local time of a semimartingale (see Theorem 7.1 in [13] ).
Definition 2.1. The symmetric local time of a semimartingale S with quadratic variation S is the unique nonnegative random field
such that the following hold:
2. For each x ∈ R, the mapping t → L S (t, x) is non-decreasing and constant on each open interval where S(t) = x.
For every Borel measurable
4. L S (t, x) is a.s. jointly continuous in t and x for x = 0, while the one sided limits exist at x = 0 and
Note that instead of (2.6), we could have choosen an arbitrary convex combination. Other common choices include L S (t, 0) = L S (t, 0+) (right local time) or L S (t, 0) = L S (t, 0−) (left local time). For our current purposes, however, the symmetric local time satisfying (2.6) is the most suitable as it makes our formulas more transparent.
Assume that Z(t) is the unique solution of the martingale problem givenL for appropriate β, α and p ± . It is natural to conjecture (see also e.g. [12] , [21] ) that it is also the unique weak solution of an SDE involving singular terms on the interface x = 0. Namely, let
be the diffusion operator on H − ∪ H + ,where ∂ y is the d-dimensional gradient with respect to the y variable and A(x, y), B(x, y) are matrix-valued functions that are uniformly elliptic and sufficiently regular on both halfspaces H i . Assume A(x, y) has a jump discontinuity at x = 0 (B(x, y) may or may not be continuous at x = 0). Then Z(t) is a weak-solution to the following SDE
where √ . is the matrix square root,
is a continuous martingale whose quadratic variation is V
and the cross-variations are V
It is natural to define the weak solution to such an SDE as a quadruple (Z 1 , Z 2 , W, V Z 1 ) such that W is a one-dimensional Brownian motion and V Z 1 is a continuous martingale satisfying the above variation relations and that (Z 1 , Z 2 ) solves (2.8)-(2.9) in the integral sense with (W, V Z 1 ) taken as the driving noise. In this way, Z 1 diffuses like a skew-Brownian motion (see [21] ) modulated by Z 2 (t), and Z 2 (t) − t 0 B(Z 1 (s), Z 2 (s))ds moves only when Z 1 (t) = 0, because L Z 1 (t) (and therefore V Z 1 (t)) is constant when Z 1 = 0.
Because of the discontinuous coefficients and the coupled nature of the above equations, the well-posedness of such an SDE is in general unclear. We will show, just as one would expect based on the classical situation, that the weak solutions of (2.8)-(2.9) are in one to one correspondence with the solutions of the martingale problem associated to the operatorL as discussed above under fairly general circumstances. However, we do not need this general result for the proofs of our main results and therefore defer the proof to the appendix.
We are ready to state our main result on the asymptotic behavior of the process (X ε , Y ε ). As we mentioned before, Y ε (t) converges to y(t). Our first main result concerns the rate of this convergence. Let C([0, ∞), R k ) be the space of all continuous R k -valued functions on the halfline endowed with the metric
It is well known that weak convergence of probability measures over this space is equivalent to weak convergence of measures in C([0, T ], R k ) with the supremum norm for all T > 0. Let us introduce the normalized deviation process ζ ε (t) = ε −1/2 (Y ε (t) − y(t)).
Theorem 2.2. The triple (X ε (t), y(t), ζ ε (t)) converges in law in C([0, ∞), R 1+2d ) to a Markov process which is the unique solution of the martingale problem associated to the operatorL described above with
where a ± is as in (2.4) and
Moreover, there is a one dimensional Brownian motion W and a continuous martingale
, and such that the limit process of the pair (X ε , ζ ε ) satisfies the inhomogeneous equations
where √ · in (2.11) denotes the matrix square root, and ∂ y b 1 (y) is the derivative tensor of the vector field
Remark 2.3. Note that once the processes X 0 and y are constructed, the solution of (2.11) is explicitly given by the variation of parameters formula
As is apparent from this theorem, the drift part of the perturbation (b 2 ) does not contribute to the deviations of order √ ε. On the other hand, the following result suggests that b 2 does play a role in fluctuations of order ε.
to the unique solution of the martingale problem associated to the operatorL described above with
Moreover, there is a Brownian motion W such that the limit process of the pair (X ε , ζ ε ) solves the inhomogeneous equation
where √ · in (2.11) denotes the matrix square root, and ∂ y b 1 (y) is the derivative tensor of the
Remark 2.5. In this case, the variation of parameters formula implies
When b 1 (y) ≡ 0, we have y(t) ≡ 0 and it follows from Theorem 2.2 that sup t∈[0,T ] |Y ε (t)| converges to zero for every fixed T in probability. On long time scales (of order ε −2 ), however, the process converges to a limit with both singular drift and singular diffusion on the interface. LetX ε (t) = εX ε (ε −2 t) andȲ ε (t) = Y ε (ε −2 t). This pair satisfies the SDE
with a Brownian motion W different from the one in (2.1)-(2.2).
Theorem 2.6. The pair (X ε ,Ȳ ε ) converges in law in C([0, ∞); R 1+d ) to the unique solution of the martingale problem associated to the operatorL with
Moreover, the limit process is the unique weak solution of the equation
14)
with (X 0 (0),Ȳ (0)) = (0, y 0 ) where LX 0 , W , and VX 0 are as in (2.8) and (2.9).
As one can see from (2.15), the singular drift and diffusion on the interface are both significant on these longer time scales. Also, a careful look at the explicit formula for β(y) and α(y) reveals that they are essentially averages with respect to a σ-finite invariant measure of the fixed y process dX y (t) = ϕ(X y (t), y)dW (t) (with density c/|ϕ(·, y)| 2 for any c > 0). In this sense, Theorem 2.6 is an averaging result where the singular term on the interface follows the averaged dynamics of the slow component with respect to the invariant measure of the fast motion. Due to the null recurrence of the fast dynamics, however, the natural timescale for this averaged process is not proportional to t (as it is due to the ergodic behavior of fast-slow systems in the positive recurrent case). Instead, it is proportional to the amount of time that the fast component asymptotically spends in the essential support of b and σ, or in other words to the local time at x = 0. Since our fast motion is roughly Brownian, this time scale is of order √ t. Note that even though the theorems above are stated for a flat interface, they are applicable to situations when the interface is a more general hypersurface. We also remark that we chose the initial conditions x 0 , y 0 somewhat arbitrarily. The modifications one needs to make to include the case when x 0 , y 0 can depend on ε differently are straightforward.
Auxiliary lemmas
First we derive an estimate on certain integral functionals of the fast process (2.1)
< ∞, and all ε > 0,
Proof. If f ∈ C 2 (R), then by Ito formula,
almost surely. In fact, by the Meyer-Tanaka formula, the above expression is valid even if f ′′ is not continuous, but is only L 1 . We want to construct f such that
is well defined, continuous and bounded
This function is Lipschitz continuous because
where here and in what follows, c is some (possibly different from line to line) positive constant independent of ε. Plugging this into (3.2),
By the elementary inequality |a
and therefore,
Each of these expectations can be bounded by the BDG inequality, and we see that
All of these integrands are bounded because |ϕ| ≤ c 2 and Ψ(x) ≤ |ψ| L 1 (R) . Therefore, we can conclude that
as required.
Next we show that the slow motion (2.2) converges to the unperturbed system in a strong sense.
Lemma 3.2. For every p ≥ 1, there exists a constant C p such that
Proof. Note that
By the Lipschitz continuity of b 1 and Jensen's inequality,
On the other hand, recall thatb(x) = sup y∈R d |b 2 (x, y)| and note
where in the last inequality we used Lemma 3.1 with τ 1 = 0 and τ 2 = T . Finally, it is easy to see that the scalar quadratic variation of I 3 is
(where we recallσ 2 (x) = sup y∈R d Trσσ T (x, y)) and therefore by the Burkholder-Davis-Gundy inequality and Lemma 3.1 we have
The result now follows from Gronwall's lemma.
Next, we recall Lemma 3.5 from [17] , which explains why the Cesaro limits of 1 |ϕ| 2 describe the limiting behavior of X ε .
as ε ↓ 0 in probability where a ± is defined in (2.4) Moreover, (3.5) holds for every family of stopping times {τ ε } ε≤ε 0 in place of T such that {X ε (τ ε )} ε≤ε 0 is tight.
Before proving Lemma 3.3, we establish the following fact about Cesaro limits.
Lemma 3.4. Assume that g : R → R is bounded and has the Cesaro limit
Then for any f ∈ L 1 loc (R), and R > 0,
Proof. First, we consider the case where f ≡ 1 (see [17] ). In this case, for x ∈ R,
Becauseḡ is the Cesaro limit of g, for any fixed x, the above expression converges to zero as ε → 0. This convergence is uniform in |x| ≤ R because for |x| ≤ R,
Next, we consider the case where f ∈ C 1 . In this case, by integrating by parts,
and it follows from (3.8) that the convergence is uniform.
By first choosing n large and then ε small we can make the above expression arbitrarily small.
Proof of Lemma 3.3. Very similar to the proof of Lemma 3.5 in [17] , we only include a sketch of the proof. For ε > 0, define the auxiliary function u ε (t, x, y) to solve
By dividing by |ϕ| 2 and integrating, we see that for x > 0 (the situation for x < 0 is similar),
By Lemma 3.4, this converges to zero as ε → 0 uniformly in |x| ≤ R if and only if a + (y) is the reciprocal of the Cesaro limit of 1 |ϕ| 2 . By integrating in x once more, we show that u ε also converges to zero as ε → 0 uniformly in |x| ≤ R. The proof concludes by applying Ito formula to u ε (t, X ε (t), Y ε (t)), identifying the integral in (3.5) as the Ito-correction term, a standard localization argument and estimating the resulting other terms. The last statement of the lemma follows similarly using that X ε (τ ε ) is in a large enough compact set for all ε < ε 0 with high probability.
Finally, we state the version of the Ito-Tanaka-Meyer formula that is relevant to our situation (a special case of [24] ).
Lemma 3.5. Let (Z 1 , Z 2 , W, V Z 1 ) be a weak solution of (2.8)-(2.9) with p + = p − = 1/2 and assume that f ∈ C(R 1+d ) has continuous first and second order derivatives in y and for fixed
where used the symmetrized x-derivative
Note that the symmetrized derivative was necessary by our choice to use the symmetric local time.
Tightness
In this section we are going to show that the laws of the families in Theorem 2.2, Theorem 2.4, and Theorem 2.6 are tight in the space C([0, ∞); R 1+d ). To prove tightness, we will show that there exists c > 0, p > 0, q > 1 such that for all T > 0 and 0 ≤ s ≤ t ≤ T , and ε > 0,
and in the long-time case
All of these results are consequences of Lemma 3.1.
Theorem 4.1. Let (X ε , ζ ε ) satisfy the conditions of Theorem 2.2 or Theorem 2.4. Then the family of laws of the pairs {(X ε , ζ ε )} ε>0 are tight. Let (X ε ,Ȳ ε ) satisfy the conditions of Theorem 2.6, then the family of laws of the pairs {(X ε ,Ȳ ε )} ε>0 are tight.
Proof. We prove tightness in the context of Theorem 2.2, as the tightness for the other systems can be proved analogously. In this case,
By the BDG inequality and the fact that |ϕ| 2 < c 2 ,
As for ζ ε , because Y ε (t) = y(t) + √ εζ ε (t),
We estimate I ε 2 (s, t) and I ε 3 (s, t) by using Lemma 3.1. By (2.3) and Lemma 3.1
and similarly by the BDG inequality,
Finally, if p > 1, Lemma 3.2 implies
We choose p > 4, q = p/4 and tightness follows from (4.1), (4.2), and (4.3) and the Kolmogorov criterion above.
As a result of tightness, for every subsequence ε n → 0 there exists a ε n k such that (X εn k , ζ εn k ) converges in distribution. In the next sections we characterize the limit and show that it is the same process for all such subsequences. Consequently, the entire sequence converges in law to that unique limit.
Convergence to the martingale problem

Freidlin-Wentzell type result
We are going to show that the processes in Theorems 2.2, 2.4, and 2.6 each converge to a solution of a martingale problem. In all three cases, the main tool in proving convergence is a Freidlin-Wentzell type result ( [9] , see also [12] ). Assume we have a family of (1 + k)-dimensional processes Z ε . Depending on the situation, Z ε will be either
We are going to use the notation E z (·) to the expectation when Z ε has initial point z = (x, y, ζ) or z = (x, y) respectively. Recall that H ± = {z : ±x > 0} Theorem 5.1. LetL i be second order differential operators on H i , i = {+, −} and let D i ⊆ C ∞ b (H i ) be a set of test functions that have bounded derivatives of all order. Let τ ε = inf{t ≥ 0 : |X ε (t)| ≤ l(ε)} for some l(ε) ↓ 0 as ε ↓ 0. Assume that there is a λ 0 ≥ 0 such that for each λ > λ 0 , the following assumptions hold.
We have for every
for some k(ε) ↓ 0 as ε ↓ 0 uniformly for z ∈ H i .
2. For i ∈ {+, −}, there is a u i,λ ∈ D i such that
and such that u ±,λ (0, y) = 1 and ±∂ x u ±,λ (0, y) < c < 0.
3. There is a δ(ε) ↓ 0 as ε ↓ 0 such that δ(ε)/l(ε) → ∞, δ(ε)/k(ε) → ∞ and
as ε ↓ 0.
Define
There are p + (y), p − (y) > 0 such that p + + p − = 1 and
as ε ↓ 0 uniformly in z ∈ R 1+d , |x| < l(ε).
5.
There are β i (y), α ij (y) for i, j = 1, ..., d such that
as ε ↓ 0, uniformly for |x| < l(ε). Moreover, we have sup |x|<l(ε) E|Z ε (θ δ ) − z| 3 = o(δ).
Then for every f ∈ C 0 (R 1+d ) such that f | H i ∈ D i and the boundary-gluing conditions (2.5) hold, we have
as ε ↓ 0 for every t 0 ≥ 0, λ > λ 0 , where
In particular, for all such functions, every weak limit of Z ε as ε ↓ 0 satisfies the martingale problem forL defined bȳ
Proof. By the Markov property of (Z ε , P z ), it is sufficient to show that
as ε ↓ 0 uniformly with respect to z ∈ R 1+d .
Introduce the sequence of stopping times σ 0 = 0, φ n = inf{t > σ n : |X ε (t)| = l(ε)} and σ n+1 = inf{t > φ n : |X ε (t)| > δ(ε)}. Using this sequence, we can decompose the above expression to terms corresponding to downcrossings (on [σ n , φ n ]) and upcrossings (on [φ n , σ n+1 ]) respectively. More precisely,
Note that by the strong Markov property, we can bound the downcrossing terms by
where we used (5.1). To bound the sum on the right hand side, first note that
Let |x| = δ(ε) and apply (5.1) to u i,λ given by Condition 2. to get
This implies that
) whereas the condition on the derivative of u i,λ normal to the interface implies u i,λ (z) ≤ 1 − Cδ(ε) for some C > 0 since |z| = δ(ε). Plugging these back to (5.6) gives sup |z|=δ(ε)
for small enough ε for some C ′ > 0. This, together with (5.5), implies that ∞ n=0 E z e −λσn = O(1/δ(ε)) which in turn implies that the bound in (5.4) converges to zero.
To bound the upcrossing terms, first note that the sum of the integrals σ n+1 φn can be bounded by
as ε ↓ 0 uniformly in z by (5.2), where we used that f has bounded derivatives of all order. The remaining terms can be written as
where the first term can immediately be bounded by
For the second term in (5.7), we can use the strong Markov property to write
Using |x ′ | = l(ε) and Taylor's formula, we get
where we used the last statement of condition 5. Now using condition 4., the rest of condition 5. and the gluing conditions, we get that this entire expression is o(δ) uniformly in |x ′ | = l(ε). Noting that
8) converges to zero and the proof is finished. That every weak limit of Z ε converges to the solution of the martingale problem ofL follows exactly as in [9] after noticing that if the Laplace transform of a function is identically zero for sufficiently large λ then the function itself is identically zero.
We are going to need some estimates on the exit time θ δ .
Lemma 5.2.
Moreover, there is a δ 0 > 0 such that δ ∈ (0, δ 0 ] and |x| < δ implies
Proof. Let W be a Brownian motion such that X ε (·) and x + W ( 
Martingale Convergence for the long-time asymptotics
Now we show that the system of equations in Theorem 2.6 satisfies the conditions of Theorem 5.1 with
Lemma 5.3. Let f ∈ D i i = −, +. If we choose l(ε) so that l(ε) → 0 and ε −2 l(ε) → +∞, then (5.1) is satisfied for Z ε = (X ε ,Ȳ ε ) andLf (x, y) = 1 2 a ± (x, y)f xx (x, y). Proof. By Ito's formula and a standard localization argument,
. We estimate each term separately. Note that
By Lemma 3.1, there exists a constant c, independent of k and ε such that
Becauseb ∈ L 1 (R) and ε −2 l(ε) → +∞, it follows that I ε 1 → 0 uniformly in z ∈ H i . The analysis of I ε 2 is analogous to that of I ε 1 and we can conclude that I ε 2 → 0 unifomly in z ∈ H i . To estimate I ε 3 , we recall that ϕ 2 C ≤ c 2 , and therefore a little manipulation shows that
By Hölder's inequality for the integral E z τ ε 0 e −λt · dt,
Therefore, I ε 3 → 0 unifomly in z ∈ H i by the same arguments used for I ε 1 . We show that I ε 4 → 0 by applying Lemma 3.3.
Lemma 5.4. For each λ > 0, and i ∈ {+, −}, there is a u i,λ ∈ D i such that
Proof. Set
This function satisfies all the requirements.
Proof. First we observe that
By Lemma 3.1, there exists c > 0 independent of ε and k such that
Therefore, for any z ∈ R 1+d ,
uniformly in z ∈ R 1+d , |x| < l(ε) as long as l(ε)/δ(ε) → 0.
Proof. Let
Since the exit only depends on the x component, and the effect of ϕ is a time change that does not effect the exit probabilities, it is easy to see that the corresponding Brownian formula holds, i.e.
and if l(ε) ≪ δ(ε),
as ε ↓ 0. The part for H − follows by complementation.
Lemma 5.7. For i, j = 1, ..., n, let
Then if δ(ε), l(ε) → 0 such that δ(ε)/l(ε) → ∞, and θ δ = inf{t > 0 : |X ε (t)| > δ},
Proof. Observe that
By Lemma 3.1 and the Lipschitz continuity of b, and the fact that
we have
Using E z θ δ ≤ Cδ 2 for all |x| ≤ l(ε), we see that the first term can be made less than η/2 for any η > 0 if K is chosen sufficiently large. Fix such a K and note that by Cauchy-Schwarz inequality, the second term in (5.12) can be bounded from above by
where the second term is easily seen to be less than c(Eθ δ ) 1/2 ≤ cδ by Lemma 3.1. On the other hand, (a + b) 2 ≤ 2(a 2 + b 2 ) and the BDG inequality imply that
where Lemma 3.1 and Lemma 5.2 were used in the last two inequalities. By (5.13), and (5.14), the second term in (5.12) is less than cδ < η/2 and consequently I(δ, ε) < η for sufficiently small δ. Since η was arbitrary, (5.11) implies that
By the properties of the local time, the above expression is equal to
where LX ε (u, t) is the local time ofX ε at u. We calculate by the Tanaka formula that for
BecauseX ε (θ δ ) = ±δ, the above expression is bounded by
Therefore, it follows from (5.2) and the dominated convergence theorem that
and a further straightforward application of Lemma 3.1 yields
Set γ > 0, l(ε) = ε 2−γ and δ(ε) = max{ε 2−2γ , ε −γ sup |x|>l(ε) |k(ε)|} where k(ε) is the convergence rate in Lemma 5.3. Lemmas 5.3-5.7 and Theorem 5.1 together with tightness imply that every subsequence of (X ε ,Ȳ ε ) has a further subsequence converging to a solution of the martingale problem associated toL. In the next section we will argue that this martingale problem is well posed which establishes the convergence of the entire sequence.
Convergence to the solution of the martingale problem in the normalized deviation case
In this section, we show that the assumptions of Theorem 5.1 are satisfied by Z ε = (X ε , y, ζ ε ) with Z ε (0) = z = (x, y, ξ) under the assumptions of Theorem 2.2 or Theorem 2.4. We start with a simple growth estimate on ζ ε .
Lemma 5.8. For any stopping time τ > 0 with Eτ < ∞,
(1) under the conditions of Theorem 2.4, we have 
Proof. Recall that under the conditions of Theorem 2.4, we have
and therefore by the Cauchy-Schwartz inequality,
, and Lemma 3.1 and Lemma 5.2 yield (1). To prove (2), note that under the conditions of Theorem 2.2,
and one can easily see as above that
, where we used the BDG inequality in the last term. (2) once again follows by applying Lemma 3.1 twice and Lemma 5.2.
Lemma 5.9. There is a λ 0 > 0 such that for λ > λ 0 , if we choose l(ε) so that l(ε) → 0 and ε −1 l(ε) → +∞, then (5.1) is satisfied with some rate k(ε) for Z ε (t) = (X ε (t), y(t), ζ ε (t)) with
Proof. We only prove the lemma under the hypothesis of Theorem 2.2, the other case being almost identical. Using Ito's formula,
where I 1 (z, ε) contains terms that can be dealt with exactly as we did with their counterparts in Lemma 5.3 and therefore sup
On the other hand,
and because b 1 (y) ∈ C 2 b (R d ), we have that 17) where the constant C depeds on |f | C 2 and the second derivatives of b 1 . By (5.16), we have for
for some C 1 , C 2 > 0 and therefore choosing λ 0 = C 2 makes the integral in (5.17) converge for every λ > λ 0 and the result is proved.
Lemma 5.10. For each λ > 0, and i = +, −, there is a u i,λ ∈ D i such that
Proof. The operators L ± are both generators of non-degenerate diffusion processes Z = (X, y, ζ) in H ± . Define τ = inf{t > 0 : X(t) = 0}, then it is well known that
has the property we desire. That the requirement on the derivative is also fulfilled once again follows from a time change argument and the corresponding Brownian formula.
The statements of the following lemma are proved completely analogously to those in the previous section.
uniformly for (x, y, z) ∈ R 1+2d , |x| < l(ε).
Lemma 5.12. For i, j = 1, .., n, let
as ε → 0 uniformly in |x| < l(ε). Moreover,
Proof. We only prove the case σ ≡ 0, the other one being similar. First note that by (5.15) and Lemma 5.2, there is a δ 0 > 0 and M > 0 such that
The second term can be dealt with exactly as in (5.12) and (5.13) and it can be shown to converge to
uniformly in |x| < l(ε) once one notices that
by (5.21), a standard Gronwall estimate on y(t), and Lemma 5.2. On the other hand, the integral in the first term in (5.22) is immediately less than or equal to If we set γ > 0, l(ε) = ε 1−γ and δ(ε) = max{ε 1−2γ , ε −γ k(ε)} then Lemmas 5.9-5.12 and Theorem 5.1 with (y, ξ) in place of y show that the possible subsequential limits are all solutions of the martingale problem associated toL and the convergence will be established once we show well-posedness in the next section.
6 Uniqueness and Markov property of the martingale problem and characterization of the solution.
In this section, we prove that the martingale problems associated to the operators in Theorem 2.2, Theorem 2.4 and Theorem 2.6 are well-posed and the unique solutions satisfy the stated SDEs.
Our main tool will be the following result which is a special case of a result of Ethier and Kurtz which we reformulate for our current purposes. Lf (Z(s))ds, are martingales with respect to the filtration generated by the coordinate process then Z andZ are equal in distribution. Moreover, if there is a solution Z, it is a Markov process corresponding to the semigroup on C 0 (R d+1 ) generated by the closure of L.
In all three cases, we probabilistically construct a solution of the corresponding stochastic differential equation and conclude by the Hille-Yosida theorem that the generator of the associated Markov semigroup satisfies the hypothesis of Theorem 6.1. This together with Lemma 3.5 implies that the measure generated by this process is the unique solution of the martingale problem associated toL.
Long-time case
By the concrete form of β and α (as in Theorem 2.6), there is a weak solution (Y 0 , W 2 ) to the equation
Take an independent Brownian moton W 1 and consider the time changed procesŝ
where L W 1 (t, 0) is the local time of W 1 at zero. Finally, set
and let s(t) denote its inverse. Let Z(t) =Ẑ(s(t)).
Lemma 6.2. Z(t) =: (X 0 (t),Ȳ 0 (t)) is a weak solution of (2.14)-(2.15).
Proof. First note that if we introduce
Note that V W 1 is a continuous martingale and
for all t > 0 and therefore the stochastic integral is well defined for all times. Indeed, it follows from the construction that V
Therefore,
which is finite with probability 1. Now performing the second time change yields
Note that for any Borel measurable f :
. This also implies that if we let VX 0 (t) = V W 1 (s(t)), then we have
This means thatȲ
as required. We also have that the martingale
has quadratic variation t and therefore by Levy's theorem it is a Brownian motion. Consequently,X
It remains to show that the appropriate cross-variations vanish. Since W 1 , W 2 ≡ 0, it is easy to see that W 1 , V
Proof of Theorem 2.6. As a Markov process, Z(t) generates a strongly continuous contraction semigroup
. From this definition and Lemma 3.5, it is easy to see that the closure ofL (denoted byL again) is an extension of the generator of T t and hence, by a standard semigroup fact, they are actually equal. Thus, by the Hille Yosida theorem, D(L) is dense in C 0 (R 1+d ) and R(λ −L) = C 0 (R 1+d ). Therefore by Theorem 6.1, the associated martingale problem is well-posed. It is straightforward to show using Lemma 3.5, that Z(t) is actually a solution of the martingale problem. This, combined with the tightness result of Section 4 and the convergence result of Section 5, finishes the proof of Theorem 2.6.
Normalized deviation case
Similarly to the previous case, we are going to directly construct the limiting Markov process which solves the martingale problem associated to L. We are only going to carry out the construction, the other steps are analogous.
Lemma 6.3. There is a process X 0 which solves
This X 0 solves the martingale problem associated toL for functions f that do not depend on y or ζ.
Proof. Such a result is not completely obvious because of the discontinuity of the coefficients. Consider instead the system
The pair (X,ŷ) is perfectly well-defined because the formula forŷ is a random ODE that we can consider pathwise in the integral sense. The function b 1 (y)/a ± (x, y) is discontinuous in x , but uniformly Lipschitz continuous in y. Classical successive approximation arguments show that a unique solution exists. We then define the random time change
and denote its functional inverse by s(t). Then we define
which has the properties that we desire.
The following two lemmas are a straightforward consequence of Lemma 3.5.
Lemma 6.4.
1. Let (X ε , y, ζ ε ) satisfy the assumptions of Theorem 2.2. Let
where 0) ). Then the triple (X 0 , y, ζ 0 ) is a Markov process with generatorL.
2. Let (X ε , y, ζ ε ) satisfy the assumptions of Theorem 2.4. Let
where the above integral is the Riemann-Stieltjes integral with respect to the increasing function t → L X 0 (t, 0). Then the triple (X 0 , y, ζ 0 ) is a Markov process with generatorL.
Proof of Theorem 2.2 and Theorem 2.4. Analogous to the proof of Theorem 2.6 in the previous subsection.
Remarks and further directions
There are several interesting further questions one can ask in relation with (2.1)-(2.2).
• In some sense, the original result of [17] and the results in this paper carry out the first few steps of the program contained in ( [10] , Chapter 7) when the fast process is positively recurrent. In particular, a result similar to Theorem 2.2 was proved by Khasminskii ([15] ) and one simlar to Theorem 5 was proven again by Borodin ([5] ) sharpening a result of Khasminskii ([14] ) that in turn was inspired by the non-rigorous result of Stratonovich ([28] ). The next step in this program would be to study large deviation estimates of (X ε , Y ε ) from their respective limit in [17] .
• Along the same lines, it is expected that one can generalize Theorem 2.6 to the case when there are several conserved quantities of that are conserved by the limiting motion in [17] . Namely, if H is such a quantity and (X 0 , Y 0 ) is the limit of (X ε , Y ε ) in distribution then H(Y ε (t)) will converge to the constant process process H(y). uniformly on compact time intervals in probability. It is natural to conjecture that this process needs to be considered on time-scales of order ε −2 in order to see any non-trivial behavior. The corresponding result for positive recurrent averaging was carried out by Borodin and Freidlin ([6] ). The result is expected to be a combination of external averaging due to the null recurrent fast process and internal averaging inside the over the level sets of H. In the case of Theorem 2.6, H(y) = y and the level sets are single points, so this internal averaging does not take place.
• A different direction is to replace the fast motion with a more general null recurrent process or a process that is only neighborhood recurrent. For example, by considering a situation when the fast process is driven by a Bessel process of order n ∈ (1, 2], one can hope to study the asymptotic behavior of a three dimensional diffusive stochastic dynamical system the dynamics of which is perturbed in a narrow tube.
• The results in this paper also imply certain results on partial differential equations through the well known representation formulas. For example, consider the Cauchy problem for u ε :
is the unique solution of this Cauchy problem. In this setting, if f ε (x, y) = f (y) then we have by Lemma 3.2 that u ε converges to u 0 (x, y, t) = f (y(t)) uniformly on compact sets which solves the transport equation
On the other hand if b 1 ≡ 0, f ε (x, y) = f (εx, y), then Theorem 2.6 implies that u ε (x, y, t/ε 2 ) converges toû 0 (x, y, t) = E (x,y) f (X 0 ,Ȳ 0 ). Formally, this function solves
where δ(x) is the Dirac-delta distribution at x=0, even though the solution theory of such an equation is non-trivial. The case when there is only a generalized drift, i.e. α ≡ 0, has been studied (see e.g. [25] , but see also [3] ) but to our knowledge, there have been no successful attempts to make sense directly of (7.1) in the general case. Another approach is to note that Y (t) is a fractional diffusion. Indeed, in the case of e.g. a ± ≡ 1, and f (x, y) ≡ f (y), we have (see [26] or the more general [1] )
where ∂ β y is the Caputo-derivative, i.e.
This latter non-local equation expresses the averaged (non-Markovian) dynamics of the Y -process (which is trivial when a ± ≡ 1 and it is expected that a similar equation can be written down for the general case. It would also be interesting to investiate the relation between (7.1) and (7.2).
Similarly, the results in this paper can be also used to study other initial-boundary problems through the usual representation formulas.
Appendix A Martingale problem -SDE equivalence in the general case
In this section we establish that there is a one to one correspondence between the solutions of the martingale problem associated to the operatorL and the weak solutions of the corresponding SDEs under very general circumstances. Even though this result is not needed for the specific results of this paper, we believe it is of independent interest and useful for future studies. For convenience, we prove the case p + = p − = 1/2 case rigorously and then outline the necessary changes for the case when p + and p − are constants but not necessarily equal.
Theorem A.1. LetL be the operator on C 0 (R 1+d ) described in Section 2 with p + = p − = 1/2. Then the distribution of a process Z(t) solves the martingale problem associated toL if and only if there is a Brownian motion W and a martingale V Z 1 such that (Z(t), W, V Z 1 ) is a weak solution of (2.8)-(2.9).
Proof. Using Lemma 3.5, it is straightforward to see that for every weak solution, the distribution of Z solves the martingale problem associated toL. Now we prove the opposite direction. Assume that (X, Y ) is a Martingale solution to the operatorL given byL f (x, y) = 1 2 A(x, y)f xx (x, y) + we have that
is a local martingale. Applying the same procedure with y 2 k shows that this local martingale has quadratic variation 0 and therefore does not move. The boundary conditions are not relevant for this stopped process because we stop the process before it reaches the boundary. To study the motion at the boundary, we note that for any k ∈ {1, . . . , d}, the function f (x, y) = y k − |x|β k (y) is a local martingale. Note that because f (x, y) = x satisfies the boundary conditions, we know that X(t) is also a local martingale. Therefore by the Meyer-Tanaka formula, |X(t)| = |x| + L X (t, 0) + local martingale.
Next, we observe that for any partition 0 = t 0 < t 1 < .. < t N +1 = t, t i )) ) .
|X(t)|β
As the partition gets finer, in L 2 (Ω). As for the second sum, which does not move unless X(t) = 0 with probability one. Given any partition, P of [0, t], we can refine the partition (randomly) in the following manner. For any I = (t i , t i+1 ) ∈ P , 1. If there exists s ∈ I such that X(s) = 0 but X(t i+1 ) = 0, we split the interval, I, at the random time τ = sup{s ∈ (t i , t i+1 ) : X(s) = 0}
2. Otherwise, we do not refine I.
Call the randomly refined partitionP . This partition has the property that if [t i , t i+1 ] ∈P , then either X(t i+1 ) = 0 orỸ (t i+1 ) =Ỹ (t i ). Switching to this random family of partitions, is a d-dimensional Wiener process, and V X (t) = W 0 (L X (t, 0)). Finally, we can conclude that (X(t), Y (t)) is the weak solution of dX(t) = √ A(X(t), Y (t))dW (t), dY (t) = B(X(t), Y (t))dt + β(Y (t))L X (dt, 0) + √ α(Y (t))dV X (t).
(A.7)
Remark A.2. In the case when p + (y) and p − (y) are not necessarily equal, one direction is still given by Lemma 3.5. The main difference in proving the other direction is that now X(t) is not a local martingale. Rather, by applying the martingale problem to the function f (x, y) = x − (p + (y) − p − (y))|x| (which requires sufficient regularity from p ± ), we see that
is a local martingale. The difficulty lies in the fact that we do not a priori know that X(t) is a semimartingale and therefore we cannot immediately apply the Tanaka-Meyer formula. However, let τ δ 0 = 0, σ δ 0 = inf{t ≥ 0|X(t) = 0} and recursively define and we can write
It can be shown similarly as in Lemma 2.2 in [8] that as δ ↓ 0, the first sum converges to a local martingale while the second sum converges to a monotone process that only changes when X(t) = 0. More precisely, this second term converges to 
