Abstract
Introduction
It is well known that volatility in equity markets is asymmetric, i.e. negative returns are associated with higher volatility than positive returns, but whether other asset markets, such as currency futures, exhibit volatility asymmetry is less well-known. Bollerslev at al. (1992) suggest that "The two-sided nature of the foreign exchange market makes such asymmetries less likely". Since then the theoretical advances in volatility models has led to a large literature on exchange rate volatility, almost exclusively concentrated on rates versus the US Dollar. However, the issue of volatility asymmetry has remained under-examined, as noted by Wang and Yang (2009) . The so-called "two-sided" nature of the foreign exchange market is the primary reason that symmetric models are chosen for modeling exchange rates and currency derivatives. The reasoning is that relative positive news for one currency must of necessity imply relative negative news for the other currency. This implies that currency rate volatility should have symmetric responses to shocks in the return on the underlying rate. Further, standard asymmetric GARCH models regularly fail to detect asymmetry in daily exchange rate volatility.
There are art least two reasons to suspect the presence of asymmetry in exchange rates. First, some currencies have greater economic importance than others. Many banks use the US dollar as their base currency for profit and loss calculation. Therefore, a higher than expected volatility in a dollar based exchange rate may imply greater risk in assets denominated in another currency, but not necessarily greater risk for dollar denominated assets. This can lead to sales of assets denominated in another currency, and a lower US dollar direct exchange rate. Though, with currencies of relatively similar importance, say the Japanese Yen/Euro cross rate, we should expect this effect to be weaker. Second, central bank intervention could lead to periods of volatility asymmetry. Higher volatilities could be a result of a central bank reacting to an undesired appreciation or depreciation of its currency. For Japanese Yen (JPY) cross-rate futures in the current case, this would be of particular emphasis since the Bank of Japan is well-known to have been a heavy seller of the JPY over much of my sample period. McKenzie (2002) finds some support for the hypothesis that central bank intervention s cause asymmetric volatility in exchange rates using USD/AUD rates on a daily basis. Several authors have documented asymmetric volatility in exchange rates while studying other issues. Byers and Peel (1995) find volatility asymmetry in European exchange rates from 1922 -1925 .Andersen et al. (2003b measure asymmetric responses in volatility for major exchange rates to US economic announcements. Asymmetric volatility has also been documented in minor currencies, including the Malaysian ringgit (Tse and Tsui, 1997), Australian dollar (McKenzie, 2002) and the Mexican peso (Adler and Qi, 2003) . Wang and Yang (2009) examine four major currencies (the Australian dollar, Euro, British pound and the Japanese yen) versus the dollar and find strong evidence for volatility asymmetry This study tests for the presence of asymmetric volatility in Euro denominated cross-rate futures. The issue is important for several reasons. First, the currency futures markets present a substantial risk to investors as well as an opportunity to hedge for users and suppliers of currencies.
As argued by Engle (2004) , the presence of asymmetric volatility, if unaccounted for, will lead to the underestimation of the Value at Risk. Second, an empirical examination of asymmetric volatility will enhance our understanding of currency futures dynamics, particularly in the second moment and particularly for non-dollar denominated contracts. This in turn may improve volatility forecasting and derivative pricing. Third, the presence of asymmetric volatility invalidates the standard normality results associated with a continuous diffusion price process Dobrev, 2005, Barndorff-Nielsen and Shephard, 2006) . These results are used in testing for jumps in volatility, e.g. Huang and Tauchen (2005) . Last but not least, the presence of asymmetric volatility will challenge the traditional economic explanations for asymmetric volatility and call for alternative explanations. This study makes several contributions to the literature on currency futures volatility. First, I test for the presence of asymmetric volatility in realized volatility of currency futures returns. Realized volatility is an unbiased and highly efficient estimator of the underlying integrated return volatility. It should capture any asymmetric relationship between return and integrated volatility that may have been missed in less-efficient volatility measures.
This leads to my second contribution. I draw direct comparison between realized volatility and daily GARCH estimated volatility in terms of statistical properties and short-term dynamics. Despite a rapid expansion of studies on realized volatility, "the relationship between these models and the standard daily ARCH-type modeling paradigm is not yet fully understood, neither theoretically nor empirically." (Andersen, Bollerslev, and Dobrev, 2005) .
Third, my test for asymmetric volatility is based on a dynamic model of realized volatility that encompasses the impact of the long-run volatility as well as the long-run price trend. The long memory in volatility has been documented by many studies since Ding, et al. (1993) . The association between price trend and volatility has been explored by Müller, et al. (1997 ), Campa, et al. (1998 ), and Johnson (2002 among others. I separately identify the impact of long-term price trend from the asymmetric impact of return innovations.
Fourth, using the nonparametric procedure proposed by Barndorff-Nielsen and Shephard (2006) , I decompose realized volatility into a continuous component and a jump component. Understanding the jump component is important for a range of investment decisions, from asset allocation (Liu, Longstaff, Pan, 2003) to option pricing (Eraker, et al., 2003) . I examine which component is associated with volatility asymmetry.
Fifth, by studying non-dollar denominated currency futures, we can investigate the presence of asymmetric volatility in less well-traded contracts, in terms of volume.
Data and Preliminary Analysis
The analysis is based on intraday quotes for Swiss franc (CHF/EUR), British pound (EUR/GBP) and Japanese yen (EUR/JPY) cross-rate futures versus the euro, over a period of more than 5 years from April 14, 2004 to October 22, 2009 . The quotes are from the Chicago Mercantile Exchange.
Construction of Daily Return and Realized Volatility
The quotes are used for the construction of daily return and realized volatility. I adopt the same 30-minute sampling interval as Andersen et al (2003) argue that "the use of equally-spaced thirty-minute returns strikes a satisfactory balance between the accuracy of the continuous-record asymptotics underlying the construction of our realized volatility measures on the one hand, and the confounding influences from microstructure frictions on the other." I first calculate the midpoint of the bid and ask quotes at each 30-minute interval as the linear interpolation of the quotes immediately before and after the 30-minute time stamp. Following the convention in Bollerslev and Domowitz (1993) and Andersen et al (2003) , a trading day starts at 2100 GMT, or 4pm New York time, and ends at 2100 GMT on the next day. Weekend quotes, from 2100 GMT on Friday to 2100 GMT on Sunday, are excluded. Half-hourly returns are the log-difference of half-hourly prices. Daily returns are the sum of half-hourly returns over the trading day. Daily realized volatility is the sum of squared half-hourly returns over a trading day. Sometimes a trading day has less than 48 half-hourly observations due to holiday in part of the world, slow trading, or a recording system stoppage. If a trading day has more than 3.5 hours of missing data, I exclude the day from our sample. This process leads to 1549 daily observations.
Data summary
Table 1 exhibits summary statistics for daily returns based on the quotes. For all contracts, the means and the medians are several orders smaller than the standard deviation of the measured returns. The standard deviations of the two contracts are very close to each other.
Both returns series display departures from normality, exhibiting positively skewed and lepto-kurtopic distributions. The Ljung-Box statistics indicate significant autocorrelation in the return series and in the squared return series for both contracts. Table 2 reports the summary statistics for the daily realized volatility series of both contracts. The mean and standard deviations of the realized volatility for both contracts are very similar, as are the skewness statistics. The Ljung-Box statistics indicate significant autocorrelations in all series, but it is less pronounced in the realized volatility series that has been constructed. The realized volatility series are clearly nonnormal in terms of their underlying distribution.
The middle panel of Table 2 summarizes the log realized volatility on a daily basis, which is the primary variable used in our study. The skewness and kurtosis are much smaller than for the realized volatility. The log realized volatility has higher Ljung-Box statistics than the realized volatility, a characteristic consistent with previous studies using realized volatility (Anderson et al (2001 (Anderson et al ( ,2003 and Wang and Yang (2009) ). The bottom panel reports the basic statistics for the estimated conditional variance of an EGARCH model, whose estimation details are provided below. Compared to the realized variance, the EGARCH variance has a higher mean and median and exhibit much less skewness and kurtosis. On the other hand, the EGARCH estimated variances also show a much larger degree of autocorrelation as shown by the Ljung-Box statistics.
Asymmetric GARCH models for daily returns
Previous studies using GARCH type models have reported mixed results in volatility asymmetry in the oil futures markets. I revisit this issue by estimating GARCH models that allow for asymmetry in the return series. I then draw comparisons between the realized volatility and the GARCH-estimated daily volatility in terms of statistical properties and short-term dynamics; I use two asymmetric GACRH models. The first is the exponential GARCH, EGARCH hereafter, model of Nelson (1991) and the second is the Glosten, Jaganathan and Runkle model, hereafter GJR. Given that there is autocorrelation in the return series, the mean specification is:
where h t is the conditional variance of the daily return series r t and t(v) is Student's t-distribution with degree of freedom v. The t-distribution is suitable for capturing the lepto-kurtosis of the underlying distribution in the return series. The EGARCH specification is
and the GJR specification is ln ℎ = + −1 2 + −1 −1 2 + ℎ −1 (3) where S t =1 if r t <0; S t =0 otherwise. Engle and Ng (1993) show that EGARCH and GJR are superior to other asymmetric volatility models. For both models, the γ term captures the asymmetric effects.
The results of the GARCH estimations are reported in Table 3 . The results are consistent with the stylized characteristics of daily GARCH models. The coefficients α and β are significant and β is close to one for all contracts.. The asymmetry effect, γ, is significant for all contracts under all models, but there is a sign change depending on the model. The EGARCH model exhibits a negative asymmetry coefficient, while the coefficient estimated for the GJR model is positive. However, the asymmetric effects found here are very transitory. All of the estimated coefficients are very small. EGARCH volatility is often viewed as predicted volatility based solely on past returns whereas realized volatility may be viewed as an observation on the current volatility. Figure 1 makes plain that EGARCH volatility captures the low frequency component of volatility adequately, but represents the high frequency component poorly. On the other hand, realized volatility, which converges in probability to the underlying volatility when the sampling frequency increases, carries much more information about the underlying volatility than the EGARCH return.
Testing for asymmetry in realized volatility
As I argued in the previous section, daily realized volatility is a better means of examining the structure of daily volatility and its relationship with lagged returns. In the following section, I model the daily realized volatility and test for volatility asymmetry.
Long-memory and HAR-RV model
As shown by the Ljung-Box statistics, the autocorrelations in daily realized volatility decays very slowly. This long-memory dependence is a common characteristic of daily realized volatility, To account for this, Andersen et al (2003a) Table 3 and by ABDL (2001 ABDL ( , 2003 . When negative returns lead to greater volatility than positive returns, as in equity markets, I expected the coefficient of the lagged return, γ, to be negative and significant. In addition, I include past absolute returns at daily, weekly, monthly, and quarterly intervals. Theory (e.g. Forsberg and Ghysels, 2004) and empirical evidence (e.g. Ghysels, et al., 2006) suggest that absolute returns outperform square return-based volatility measures in predicting future increments in quadratic variation. Long-run absolute returns also captures price trends that increase volatility; see Campa, et al. (1998) and Johnson (2002) (5), where the standard errors are computed using the Newey-West correction for heteroscedasticity and autocorrelation (HAC) to obtain robust estimates. The null hypothesis of no asymmetry, γ=0, can be rejected for all futures contracts. As shown by Wang and Yang, the relative asymmetric effect of r Table 1 and the point estimate in Table 4 , the value of this measure would be -0.10%, -12.42% and 5.81% for the CHF/EUR, EUR/GBP and EUR/JPY future respectively. Thus asymmetric returns are of little economic significance for the CHF/EUR futures and of some significance for the remaining futures contracts.
Sensitivity analysis
In this section I examine an alternative specification of the HAR-logRV model and the removal of the jump component from realized volatility. This will serve as a robustness check on the findings in the previous section.
Modified HAR-logRV-R models
Forsberg and Ghysels (2004) and Ghysels et al (2006) both suggest that absolute returns have predictive power for realized volatility. One way to view this is that long-term absolute returns may be viewed as price trends, or momentum, that increases volatility. Thus, lagged weekly, monthly and quarterly absolute returns are relevant explanatory variables in explaining daily log realized volatility. I check the sensitivity of the asymmetric effects to the inclusion of long-term absolute returns in the HAR-logRV model by estimating the following version:
where
and h=1 for k=D, 5 for k =W, 22 for k=M and 66 for k=Q. The hypothesis of symmetric volatility is again that γ=0. The estimation results for model (6) are presented in Table 5 . The hypothesis of symmetric volatility is rejected for all of the contracts except for the CHF/EUR contract. As a further test of robustness, I now examine the model when lagged weekly, monthly and quarterly returns are included:
= + = ln −1 + −1 + −1 + .
The estimation results of model (7) are reported in Table 6 . I test the joint null hypothesis H o : γ D = γ W = γ M = γ Q =0. The joint null is rejected for all contracts again except for the CHF/EUR contract. Business and Social Science Vol. 2 No. 17 www.ijbssnet.com
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Continuous and jump components of realized volatility
Recently, Shepard (2004,2006) have proposed a procedure that allows for a direct nonparametric decomposition of realized volatility into a continuous component and a jump component. If jumps are viewed as infrequently observed large-magnitude intraday returns, it is of interest to determine the effects of these jumps on asymmetric volatility, especially, if these jumps may be causing us to detect asymmetry. That, I check to see if the asymmetric effects in Table 4 are sensitive to the removal of the jump component from the realized volatility. Barndorff-Nielsen and Shepard (2004) show that as the intra-day sampling length shrink to zero the realized volatility rv 
|r t,j ||r t,j-1 | |r t,j-2 ||r t,j-3 | (a quad-power variation)
. The Z statistic converges in probability to a standard normal random veritable when the lengths of the sampling intervals shrink to zero and there are no jumps. Therefore, the null of no jump is rejected if Z t is too negative.. Following Andersen et al (2005) , I let z α be the standard normal upper tail critical interval for a given significance level α, z 0.001 =3.09. As suggested by Andersen et al (2005) , the jump and continuous components of daily realized volatility are then constructed by = < − and = − (9) respectively, where I{A} is an indicator function that is 1 if A is true and zero otherwise. I construct the continuous and jump components as described above choosing the significance level of α = 0.001. Some descriptive statistics of J D t are given in Table 7 . To test whether the HAR-logRV model (5) Table 8 . Since the results in Table 8 are qualitatively the same as the results in Table 4 , I conclude that the asymmetric effects noted in Table 4 are not caused by infrequent jumps in the returns series.
Conclusions
I present in this paper new evidence for the presence of asymmetric volatility in Euro cross-rate futures contracts. The results are robust to a number of model variations and data series. The CHF/EUR futures are found to have no significant volatility asymmetry, while the remaining contracts exhibit small, but significant, volatility asymmetries. The underlying economic rationale is not clear, but central bank intervention may play a role in volatility asymmetry. This explanation left to future investigation 
