SUMMARY One of the most challenging tasks in computer graphics and cyberworlds is the realistic animation of the behavior of virtual agents emulating human beings and evolving within virtual 3D worlds. In a previous paper, the authors presented a new, sophisticated behavioral system that allows the agents to take intelligent decisions by themselves [8] . A central issue of this process is the adequate choice of appropriate mechanisms for goal selection. This is actually the aim of the present contribution. In this paper a new scheme for goal selection is described. According to it, the goal's priority is calculated as a combination of different agent's internal states (given by mathematical functions also described in this paper) and external factors (which will determine the goal's feasibility). The architecture of the goal selection module as well as its simulation flow are also analyzed in this paper. Finally, the excellent performance of this new scheme is enlightened by means of a simple yet illustrative example.
Introduction
One of the most exciting topics in computer graphics is the realistic animation of the behavior of virtual agents. In this field (also known as Artificial Life), the challenge is to create a behavioral system for the virtual agents so that they behave as realistic as possible. To this aim, a number of different techniques have been applied during the last few years (see [7] and references therein). Among them, a previous paper by the authors introduced a new, sophisticated behavioral system that allows the agents to take intelligent decisions by themselves [8] . The novelty of such a system consisted of the application of some standard artificial intelligence techniques (such as neural networks, expert systems and fuzzy logic) for simulating realistically the mental and cognitive processes (learning, memory, reasoning, recognition, perception, etc.) of the virtual agents. The reader is referred to [8] for more details about the implementation and performance of such a system.
A central issue in behavioral animation is the adequate choice of appropriate mechanisms for goal selection. Those mechanisms will determine which is the next goal to be carried out from a set of available goals. This is actually the aim of the present contribution: in this paper we introduce a new scheme for goal selection. Its architecture and simulation flow (describing how the decision on the next goal to be performed is achieved) will be analyzed in detail. Such a decision will be based on the agent's internal states and other internal and external factors, that will also be described in this work. The structure of this paper is as follows: in Sect. 2 we introduce the mathematical functions that describe the agent's internal states used in this paper. Section 3 introduces a new scheme for goal selection, which is actually a module of the behavioral system described in [8] . The architecture of this module as well as the simulation flow are also reported in this section. In order to show the performance of our proposal, Sect. 4 describes a simple yet illustrative example. Comparison with previous (similar) approaches is also given in this section. Finally, the main conclusions of this work close the paper.
Internal States
As mentioned above, our goal selection scheme depends (among other factors) on the agent's internal states. They are functions describing the mental states of the agent and, consequently, have a strong influence on his/her decisions. In this section we describe the mathematical functions for the internal states considered in this paper: energy, sociability, boredom and anxiety.
The energy function, E, measures the physical energy of a virtual agent. It is described as E = E 1 + E 2 where these two functions account for the tiredness and the recovery spans, respectively. Each time the agent performs any kind of activity, the tiredness function, E 1 , varies as:
where m > 0 is the maximum number of time units until the agent becomes completely tired, R ∈ (0, 1] is the agent's resistance capacity, t is the time and ρ ∈ {1, 1.25} is a variable that describes how much soft/ hard is the current activity. At its turn, the recovery function, E 2 , is given by:
E 2 (n, r, t) = min 100, e t 4.6 n (1−r) (2) where n > 0 is the maximum number of time units until an agent with r = 0 reaches the maximum level of energy, r ∈ (2) mean that when a virtual agent performs some activity, he/she is always getting tired (E decreases towards 0). The agent can keep doing something until E = 0, when he/she has to stop so that his/her the energy starts to increase by means of the recovery function E 2 .
It is worthwhile to point out that activation of either E 1 or E 2 (note that they are never activated simultaneously) implies a change in agent's goals. For example, when the energy is very high, i.e. E > E u (E u < 100 being an upper threshold value) the agent will likely perform some kind of physical or intellectual activity (the final choice will depend on the agent's wishes, the goal's feasibility and other factors). After a while, the energy reaches a lower threshold value E < E l , and the agent immediately starts to look for a place to rest (perhaps a bench to sit down). Note that this value E l is strictly higher than 0 in order to allow the agent to move and look for such a place. Otherwise, energy would fall to 0 and the agent would not have energy at all, thus preventing him/her to do anything but to stand still. We also remark that the variable t in (1)- (2) is initialized every time that E reaches either E u or E l values as:
The sociability function, S, is used to determine the agent's wishes to socialize. It is given by:
where s ∈ [0, 1] is the agent's sociability rate, l > 0 is the maximum number of time units for an agent with s = 0.5 to change from one state (either to be alone or with others) to the another one and t is the time. Note that higher values of S indicate the agent's wishes to be with others. Once the agent finds other people to be with or an activity to be shared with others, the function decreases over the time and finally the agent's wish changes to being alone. Similar discussion applies for lower values of S by simply swapping the to be alone/with others states. The third internal state, boredom, B, expresses how much bored does the agent become when performing a particular goal. It is given by:
where g k is the wish rate for a goal k and n k is the maximum of time units needed for the agent to become completely bored about such a goal k.
The anxiety fuction, A, is a measure of the frustration caused by trying to perform a goal and failing in the attempt. For instance, if a child is alone and his/her current goal is to play with the seesaw (that requires two people to play with), he/she sits down on it and waits for another child in order to play together. If nobody comes during a prescribed span, the child becomes eventually anxious. The mathematical description for this function is:
where t is the time and a k is the feasible time span to reach the goal k.
A New Goal Selection Scheme
In this section, a new goal selection scheme is described. Firstly, we introduce some basic definitions to be used throughout the paper. Then, the architecture of this goal selection module is analyzed. Finally, the simulation flow is also briefly described.
Basic Definitions
The goal selection problem (also known as behavior arbitration, behavioral choice or action selection) has been intensively analyzed in the framework of ethology and cognitive sciences [2] , [14] , [15] as well as in psychology [11] and robotics [1] , [12] literature. Interesting applications can also be found in [6] , [18] , [19] and in [4] , [5] , [9] , [13] , [16] , [17] , [20] for virtual animals and humans, respectively. Basically, it can be stated as follows: at each moment of time, given a set of feasible (either exclusive or non-exclusive) goals to be performed, we want to choose the most appropriate one based on the agent's internal and external conditions. By "exclusive" we understand those goals that cannot be performed simultaneously. A typical example is given by those goals that require the same group of muscles and/or actuators, such as driving and playing piano. In contrast, nonexclusive goals can be selected simultaneously; in fact, they are the origin of the opportunistic and compromise behaviors. For example, one can stop at the supermarket while driving back home (opportunistic behavior) or one can rest on the bed and listen to music at the same time (compromise behavior). From the previous considerations, it becomes quite clear that designing effective goal selection mechanisms is a major challenge in the design and animation of autonomous agents. To this end, we need to answer to the questions of what is the meaning of both goal and the most appropriate goal. At this point, we adopt the definition of goal † as a "motor skill" [19] . According to this definition, the goal selection module is only responsible for choosing a goal without knowing how it is implemented. This implies that the motion control subsystem and additional modules other than the goal selection subsystem can be implemented independently, as it actually happens in our system. The fundamental task of any goal selection module is to determine a dynamic list of priority goals to be performed by the virtual agent. For each simulation step, the goal with the highest level of priority is placed at the top of the list; it is referred to as the current goal. Note that being the current goal does not mean that it will be automatically attained. If the current goal for an agent is to rest, he/she must sit down. But if there is not any bench available, the goal cannot be achieved and should be either replaced by another one (the next one in the list of priority goals) and finally removed from the list (failed goal) or temporarily stored in a buffer until that subsequent events allow the agent to carry out this goal (waiting goal). This leads to the concept of feasibility, that is used to check which goals are actually feasible at each time.
Typically, a standard goal requires several simulation steps in order to be attained. For example, if there is a bench available but it is far from the agent, some previous actions must be carried out: walk towards the bench, avoid the obstacles (if any) and finally sit down. During the walk towards the bench, the primary goal is still to rest but the agent is not able to perform it yet. We talk about a candidate goal. Once the agent reaches the bench and sits down, the goal to rest is already in progress but it requires some time to finish. We refer to as a goal in progress. Finally, when a goal has been completely achieved, we refer to this goal as goal attained.
Module Architecture
This section describes the architecture of our goal selection module, which is actually a component of a (more general) behavioral system which provide the virtual agents with a number of features such as perception, motion control, communication between agents, interaction with the environment, etc. In this paper, we use the behavioral system described in [8] and focus exclusively on the goal definition and selection tasks. From this point of view, this paper follows up that presented at the CyberWorlds'2004 conference [8] . The interested reader is referred to that paper for a more detailed description about other behavioral modules, the cognitive and mental processes and implementation issues. Figure 1 displays the architecture of our goal selection subsystem which comprises three modules and a goal database (GD). The database stores a list of arrays (associated with each of the available goals at each time) having the structure: [gid, fer, pri, wr, t, sr] where gid stores the goal identification code (see Table 1 for a list of feasible goals for the example described in Sect. 4), fer describes its feasibility rate (which is determined by the analyzer subsystem described in [8] ), pri indicates the priority of such a goal (determined by the intention planning as described below), wr is used to measure the wish rate (determined by the emotional analyzer described below), t is the time at which the goal is selected and sr describes its success rate. On the other hand, an additional array is stored only for the current goal in progress: [tsel,tatt], the components being the time at which the goal has been selected and attained, respectively. The emotional analyzer (EA) is the module responsible to update the wish rate of a goal (regardless its feasibility). Such a rate takes values on the interval [0, 100] according to the mathematical functions listed in Table 1 . As the reader can see, those functions involve the internal state variables described in Sect. 2 as well as two parameters: (1) the dynamic rate, D, which expresses the agent's predilection for dynamical activities (such as walk or run) over the intellectual ones and (2) a temporal parameter Ω k , defined as:
where Θ is the set of all possible goals, t m = min j∈Θ, j k t j , where t j is the simulation step at which the j-th goal was selected for the last time and k the current goal, t is the current time, δ k ∈ {1, 1.2} is a parameter that accounts for the goal's success (successful goals exhibit higher wish rate than those unsuccessful), and α k ∈ [0, 2] is a parameter used to promote some particular goals with respect to others, depending on the agent's personality. Note that the role of Ω k is to increase the wish rate of the oldest goals in the priority list (i.e. the older a goal, the higher its wish). This simple procedure assures that, for a sufficiently long span, all possible goals will be finally selected. Note also that this condition can be easily skipped by simply omitting this factor in the equations of Table 1 .
The intention planning (IP) module determines the priority of each goal. To this aim, it uses information such as the factibility and wish rate. From this point of view, it is rather similar to the "intention generator" of [18] except by the fact that decision for that system is exclusively based on rules. This IP module also comprises a buffer to store temporarily those goals interrupted for a while, so that the agent exhibits a certain "persistence of goals". This feature is specially valuable to prevent agents from the oscillatory behavior appearing when the current goal changes continuously.
The last module is the action planning (AP), a basedon-rules expert system that gets information from the environment (via the knowledge motor described in [8] ), determines the sequence of actions to be carried out in order to achieve a particular goal and updates the goal's status accordingly. These actions are transferred to the motion subsystem to be converted into graphical instructions subsequently sent to the graphics pipeline.
We would like to point out that this decomposition of the goal selection module into four subsystems is very useful from the programmers' viewpoint: on one hand, it makes maintenance, debugging and updating of the system components much easier and simpler. On the other hand, this modularity allows the animator to modify any function by simply rewritting some code lines of the particular subsystem at which this function is implemented, while the other components remain unchanging. In fact, all mathematical functions described in this paper have been chosen mostly because of their simplicity and ability to describe common situations in a very realistic way. However, they can be modified without altering significantly the current framework. Figure 1 depictes the simulation flow of the goal selection system described above. Firstly, the analyzer subsystem updates the factibility, which is stored into the goal database (step (1) of that figure) . Then, the emotional analyzer gets information about: the internal states (such as E, S , B, A, etc.) from the internal states subsystem (2), the time at which each goal is selected/attained from the goal database (3) and relevant parameters such as the dynamic or sociability rates D and s from the knowledge motor (4). This information is used by the EA to update the goals' wish rate at the GD. The factibility and wish rates are sent to the intention planning module (5) to determine the priority of each goal, which is subsequently updated at the GD. Then, the current goal is sent to the AP module. It takes additional information on the environment from the knowledge motor (6) in order to run the set of actions associated with such a goal. This will modify the agent's status within the virtual 3D world (and, hence, the knowledge motor as well). Information about the actions is sent to the GD (7) to update the goal's status (failed, candidate, in progress). Finally, those actions are sent to the motion subsystem (8) to be converted into graphical instructions.
Simulation Flow

Results
An Illustrative Example
In this section, the performance of the goal selection scheme is analyzed by means of a very simple yet illustrative example † . The scene consists of a virtual park, with different static (such as trees) and smart objects (such as a bench, two wheels), animals (a bird) and a virtual agent evolving within the park. The following initial values for the agent's internal states and parameters have been chosen † † : E = 50, S = 50, B = 100 and D = 80. Therefore, the agent is neither specially exhausted nor rested and neither specially friendly nor unsociable, and he/she is a dynamic person. As the goal by default is to stand still, boredom was set to 100 so that a new (more exciting) goal is immediately selected. Figure 2 shows the evolution within the interval [0, 100] of the three internal state functions † † † (top) and wishes for the six available goals (bottom) vs. the simulation steps. The figure is crossed by six vertical solid lines labelled with numbers indicating the different simulation's milestones (the associated animation screenshots † † † † for those time units are displayed in Fig. 3 ):
(1) The goal with the highest wish rate (see Fig. 2-bottom) is to catch birds, so this is the current goal at the initial time (step 1 of the animation). The agent moves towards the nearest bird in the environment (see Fig. 3 top-left). (2) Since the initial energy level was just 50% and the agent is performing a strong physical activity (and hence this function decreases very quickly), the lower threshold value for this internal state is reached and the new agent's current goal is to rest. The agent moves towards the nearest bench to sit down and have a rest (Fig. 3 top-right) . Note that the goal catch birds has not been completely achieved, so its status is waiting goal. (3) While going towards the bench to sit down, the energy † We remark that this example is considered here for illustrative purposes only. In fact, more complex scenarios can be easily generated from our system. † † The assignment and/or modification of default values of variables and parameters is allowed at the initial stage only. Once the animation is launched, the animator is just an observer of what is going on.
† † † We remark that while the energy and sociability are continuous functions, boredom and anxiety are only piecewise continuous functions. In fact, they play a complementary role in the sense that, while boredom only applies for a goal in progress, anxiety applies exclusively for candidate goals. This is the reason why we used the same function to describe the boredom/anxiety internal states in this figure. † † † † The corresponding QuickTime video is available at: http://personales.unican.es/iglesias/IEICE/video1.avi decreases further, so the agent must stand still twice in order to recover before reaching the bench (Fig. 3  middle-right) . This situation is reflected in Fig. 2 -top by the couple of local maxima exhibited by the energy function. (4) Once seated, the agent is resting so its energy function increases over the time. Interesting enough is that the sociability has increased right from the start of the animation. This can be explained by the fact that, during that span, the agent has not had social relationship at all so the Ω m parameter described in Sect. 3.2 strenghtens its wish rate (see Fig. 2-bottom) . (5) Now, the energy function reaches its upper threshold value. At that time, the goal to rest has been successfully attained and the previous goal catch birds becomes the current one again. This goal is performed until the agent gets bored and the goal's status changes to goal attained. (6) The current goal is to play with the wheel because it has (among the feasible goals) the highest wish rate (see Fig. 2 -bottom). Note that, despite of the fact that the sociability function takes higher values than the energy, the goal meet others does not become the current goal. The reason is that the agent is a dynamic person rather than a sociable one (recall that its dynamic rate is 80 while its sociability rate is just 50). This means that the agent prefers the dynamic activities to the social ones. Finally, the agent plays with the wheel until this goal is successfully achieved.
The results show the excellent performance of the present scheme. In particular, the six criteria used in [17] to validate a motivational model for action selection are also respected here. For example, the motivations are taken into account (criterion 1) via the goal's wish function and, as discussed above, the persistence of motivations is also included into the system. In addition, the environment information (criterion 2) is provided by the knowledge motor and used to determine the goal's feasibility and perform the actions in sequence for the current goal accordingly (criterion 4). On the other hand, the opportunistic behavior can interrupt the current goal (criterion 5): in fact, this is the idea behind the waiting goal concept. The compromise behavior (to choose the action which satisfies the greatest number of motivations) is also considered here via the intention planning subsystem (criterion 6). Finally, criterion 3 (to prefer motivated actions over locomotion actions) is also considered, although we allow the agent to decide about it by means of the dynamic rate, as it actually happens in the example in this paper.
Comparison with Previous Approaches
Some outstanding features of our system are improvements, generalizations and/or modifications of previous schemes. In particular, the architecture of our goal selection system represents a substantial improvement of that in [6] , in which the characters' behavior mechanism is based on compact table-based descriptions and flexible scripts. However, the proposal in [6] is much simpler since it is restricted to a particular case and it is environment and input-device dependent. On the other hand, the short-term memory and computer redundacy avoidance via cascading and reusing of [3] are actually applied in our approach † . Also, the intention planning module is rather similar (but much more complex in our case) to that in [18] (see Sect. 3.2 above for details). Finally, similarly to [10] reasoning strategies are considered in our scheme. However, in [10] they consist of a design grammar for selecting, combining and locating elements that comprise the design in order to reason about how to achieve the design goals for the agent. By contrast, in our approach they are based on an expert system for goal selection, which is applied at a previous step of the process.
As pointed out in [13] and [20] , emotions play an important role in the decision process. Although our current approach is not actually similar, emotions are effectively considered in our scheme in many different ways. In fact, the following strategies discussed in [20] are currently incorporated into our system: action (selection of an action for execution), planning (form an intention to perform some act), procrastination (wait for an external event to change the current circumstances), acceptance (drop a threatened intention) and denial (lower the probability of a pending undesirable outcome).
The main strenghts of the proposed system in comparison with previous approaches are: (a) adaptability and flexibility: the proposed scheme is extremely flexible; agents can adapt to any environment without modifying the undelying structure. In fact, the process only requires the simple addition and/or modification of the internal states and parameters; (b) inclusion of personality: different parameter values and functions lead to different personalities. In our example, the agent is very dynamic but not specially sociable and exhibits a behavior accordingly; (c) definition of human internal states as mathematical functions: to our knowledge, no other approach includes this feature for virtual humans; (d) inclusion of uncertainty: performed through some probability terms, so that different agent parameters lead to a drastically different reactions; (e) inclusion of reasoning: the sequence of actions to be performed in order to achieve a goal is determined by reasoning through an expert system (the action planning).
Conclusions and Future Work
In this paper, a new goal selection scheme for behavioral animation of virtual agents is introduced. The paper describes its design and implementation as well as the main components and its simulation flow. The performance of this approach has been shown by means of an illustrative example. Finally, comparison with previous (similar) approaches is † In particular, the short-term memory has been generalized to a more complex structure by using the neural network and the Kmeans scheme described in [8] .
briefly discussed.
Despite of the encouranging results, this is just one step to reproduce realistically the huge range of complex human behaviors and there is a long way ahead. In particular, further research is still needed in order to describe many human behaviors in mathematical terms: some functions are to be improved, others have to be defined yet. On the other hand, we expect to perform further analysis about the influence of emotions on the decision process. To this aim, the present scheme will be improved to emphasize the role of emotions by adding some new emotional features (such as shift blame, seek instrumental support or positive reinterpretation) commonly observed in human behavior. Subsequent versions of this model will include lots of modifications, but we do not expect its design and implementation will vary significantly.
Finally, we remark that this paper is concerned on the goal selection problem only (the hypothesising process in Maher's terminology [10] ). Consequently, although selfcontained for the goal selection issues, it must be considered in combination with [8] for a complete understanding on the system as a whole.
