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DECAY OF CORRELATIONS FOR MAPS WITH UNIFORMLY
CONTRACTING FIBERS AND LOGARITHM LAW FOR SINGULAR
HYPERBOLIC ATTRACTORS.
VITOR ARAUJO, STEFANO GALATOLO, AND MARIA JOSE PACIFICO
Abstract. We consider maps preserving a foliation which is uniformly contracting and a one-
dimensional associated quotient map having exponential convergence to equilibrium (iterates of
Lebesgue measure converge exponentially fast to physical measure). We prove that these maps
have exponential decay of correlations over a large class of observables.
We use this result to deduce exponential decay of correlations for suitable Poincare´ maps of
a large class of singular hyperbolic flows. From this we deduce a logarithm law for these flows.
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1. Introduction
The term statistical properties of a dynamical system F : X → X , where X is a measurable
space and F a measurable map, refers to the behavior of large sets of trajectories of the system.
It is well known that this relates to the properties of the evolution of measures by the dynamics.
Statistical properties are often a better object to be studied than pointwise behavior. In fact,
the future behavior of initial data can be unpredictable, but statistical properties are often regular
and their description simpler. Suitable results can be established in many cases, to relate the
evolution of measures with that of large sets of points (ergodic theorems, large deviations, central
limit, logarithm law, etc...).
In this paper we take the point of view of studying the evolution of measures and its speed of
convergence to equilibrium to understand the statistical properties of a class of dynamical systems.
We consider fiber-contracting maps which are a skew-product whose base transformation has
exponential convergence to equilibrium (a measure of how fast iterates of the Lesbegue measure
converge to the physical measure) and deduce that the whole system has exponential decay of
correlations. By this it is possible to obtain other consequences regarding the statistical behavior
of the dynamics, as the logarithm law, which will be introduced below. The regularity required
by the techiniques we use to prove decay of correlations is quite low, so we can apply it to a class
of systems including Poincare´ return maps of Lorenz like systems.
We apply indeed these results to suitable Poincare´ maps of an open dense subset of a large
class of attractors of three-dimensional partially hyperbolic flows, including the singular-hyperbolic
(or Lorenz-like) attractors, introduced in [35]. These last kind of attractors present equilibria
accumulated by regular orbits, and the Lorenz attractor as well the geometric Lorenz attractor
are the most studied examples of this class of attractors [32, 22].
The main feature of these systems we exploit to estimate the decay of correlations is the existence
of a quite regular stable foliation. We can disintegrate a measure along the foliation, and estimate
the convergence of its iterates separately, along the stable and along the unstable direction, also
by the use of suitable anysotropic norms.
Let us mention that it was proved in [34] that a generic C1 vector field on a closed 3-manifold
either has infinitely many sinks or sources, or else its non-wandering set admits a finite decompo-
sition into compact invariant sets, each one being either a uniformly hyperbolic set or a singular-
hyperbolic attractor or a singular-hyperbolic repeller (which is a singular-hyperbolic attractor for
the time reversed flow). This shows that the class of singular-hyperbolic attractors is a good
representative of the limit dynamics of many flows on three-dimensional manifolds. More impor-
tant, the class of singular-hyperbolic attractors contains every C1 robustly transitive isolated set
for flows on compact three-manifolds; see [35, 6].
We obtain exponential decay of correlations for the Poincare´ return maps of a well-chosen
finite family of cross-sections for these flows. In [18], exponential decay of correlations and limit
laws for the two-dimensional Poincare´ first return map of a class of geometrical Lorenz attractors
were proved. We now provide similar results in a much more general context. We remark that
our results on decay of correlations are finer that the one of Bunimovich [13] and Afraimovich,
Chernov, Sataev [3], which can be seen as developments on the work of Pesin [38].
From the decay of correlations we then deduce a logarithm law for the hitting times to small
targets in these cross-sections. Then, exploiting the fact that the flow on these attractors can be
seen as a suspension flow over Poincare´ return maps, we also obtain a logarithm law for the hitting
time for the singular hyperbolic flow itself. We observe that quantitative dynamical properties of
this class of systems are still quite unknown.
A logarithm law is a statement on the time a typical orbit hits a sequence of decreasing targets
which is strictly related to the so called dynamical Borel Cantelli lemma and to diophantine
approximation (see [19] and [16] for relations with the Borel Cantelli lemma and other approaches).
Roughly speaking, a system has a logarithm law for a decreasing sequence of targets Si if the time
which is needed for a typical orbit to hit the i-target is in some sense inversely proportional to
the measure of the target. Hence it is a quantitative statement indicating how fast a typical orbit
”fills” the space. Hitting time results of this kind have been proved in many continuous time
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dynamical systems of geometrical interest: geodesic flows, unipotent flows, homogeneous spaces
etc.; see e.g. [9, 24, 30, 47, 17, 20]. Other examples of connections with diophantine approximation
can be found in [19] and [29]. We also remark that, in the symbolic setting, similar results about
the hitting time are also used in information theory (see e.g. [44, 31]).
The logarithm law automatically holds for fastly mixing systems (see e.g, Theorem 11), but
there are mixing systems for which the law does not hold ([19]). As it will be mentioned in the
next section, some subclass of singular hyperbolic flows has been proved to be fastly mixing but
in general the speed of mixing (and several statistical properties) of such flows are still unknown.
The referee of the current paper has pointed out to us that, in the case of Poincare´ maps
for geometric Lorenz attractors, as considered in [18], exponential decay of correlations can be
also obtained as an application of the landmark work of Young [48]. Indeed, results on the
statistical behavior of more or less general classes of Lorenz like flows have also been obtained
by Markov tower like constructions; see e.g. [26]. The approach we present here to estimate
decay of correlations decouples the statistical properties of the base map of a skew-product with
contracting fibers from the rest of the estimation about the speed of mixing. In the application
to singular hyperbolic flows, we use the functional analytic approach to estimate the convergence
to equilibrium for the base map (a piecewise expanding map), but in other cases also tower like
constructions could be used in this step. We also remark that we need very weak regularity
assumptions on the base map apart from the speed of convergence to equilibrium; see Section 2.3
and Remark 6. This will be essential when studying higher-dimensional partially hyperbolic
systems, like the sectional-hyperbolic attractors introduced by Bonatti, Pumarino, Viana in [11]
and Metzger-Morales in [33], where the quotient map over the contracting fibers in general fails
even to have a derivative; it should be not more than a locally Holder homeomorphism.
1.1. Statement of the results. In Section 2 we establish results on the decay of correlations and
convergence to equilibrium for fiber contracting maps with a base transformation which rapidly
converges to equilibrium. Those results imply the following statement (which in turn will be
applied to singular hyperbolic attractors).
We denote by Q = I × I the unit square, where I = [0, 1]. For a function g : Q → R we
denote by L(g) the best Lipschitz constant of g, that is, L(g) = supp,q∈Q
|g(p)−g(q)|
|p−q| where | · | is
the Euclidean distance. We define the Lipschitz norm by setting ‖g‖lip = ‖g‖∞ + L(g) where, as
usual, ‖g‖∞ = ess supp∈Q |g(p)| and set Lip(Q) = {g : Q→ R : ‖g‖lip <∞}.
Theorem A. Let us consider a map F : Q 	 from the unit square into itself such that:
(1) F has the form F (x, y) = (T (x), G(x, y)) (is a skew-product and preserves the natural
vertical foliation of the square) ;
(2) F |γ is λ-Lipschitz with λ < 1 (hence is uniformly contracting) on each leaf γ of the vertical
foliation of the square;
(3) var(G) < ∞ (a kind of variation in one direction; see beginning of Section 3 for the
definition),
(4) T : I 	 is piecewise monotonic, with n + 1, C1 increasing branches on the intervals
(0, c1),...,(ci, ci+1) ,..., (cn, 1) and infx∈I |T
′(x)| > 1.
(5) 1T ′ has finite universal p−bounded variation (a generalization of the notion of bounded
variation; see again Section 3 for the definition);
(6) T has only one absolutely continuous (w.r.t. Lebesgue on I) invariant probability measure
(a.c.i.m.) for which it is weakly mixing.
Then the unique physical measure µF of F has exponential decay of correlation with respect to
Lipschitz observables, that is, there are C,Λ ∈ R+, Λ < 1, such that∣∣∣∣∫ f · (g ◦ Fn) dµF − ∫ g dµF ∫ f dµF ∣∣∣∣ ≤ CΛn‖g‖Lip‖f‖Lip, f, g ∈ Lip(Q).
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The notion of physical measure is central in smooth Ergodic Theory. We say that a F -invariant
probability measure µF is physical if the ergodic basin of µF
B(µF ) =
p ∈ Q : limn→+∞ 1n
n−1∑
j=0
ϕ(F j(p)) =
∫
ϕdµF , for all continuous ϕ : Q→ R

has positive area in Q (two-dimensional Lebesgue measure).
Remark 1. We remark that items (4) to (6) of the assumptions on the above theorem can be
replaced by (much more general) exponential convergence to equilibrium on the base map under
suitable observables: see Theorem 1 and Theorem 3 in Section 2. We also remark that Lipschitz
norms can be replaced by suitable weaker anisotropic norms.
Next, we establish a logarithm law for the dynamics of the flow. This is a relation between
hitting time to small targets and the local dimension of the invariant measure we consider. Let us
consider a family of target sets Br(x0), where x0 is a given point, indexed by a real parameter r,
and let us denote the time needed for the orbit of a point x to enter in Br(x0) by
τF (x,Br(x0)) = min{n ∈ N
+ : Fn(x) ∈ Br(x0)}.
A logarithm law is the statement that as r → 0 the hitting time scales like 1/µ(Br).
To express this, let us consider the local dimensions of a measure µ
(1.1) dµ(x0) = lim sup
r→0
logµ(Br(x0))
log(r)
and dµ(x0) = lim inf
r→0
logµ(Br(x0))
log(r)
representing the scaling rate of the measure of small balls as the radius goes to 0. When the above
limits coincide for µ-almost every point, we say that µ is exact dimensional and set dµ = dµ(x) =
dµ(x). From the main results of [15, 14, 46] it follows that in the kind of systems mentioned above
(under mild extra conditions on the second coordinate G of F ) µF is exact dimensional, and the
logarithm law holds.
Proposition 1. If F (x, y) = (T (x), G(x, y)) is as in the setting of Theorem A and
• F is injective;
• G is C1 on J × I, where J is any monotonicity interval of T ;
• |∂G/∂y| > 0 whenever defined, sup |∂G/∂x| <∞ and sup |∂G/∂y| < 1;
then the physical measure µF is exact dimensional and for µF -almost every x it holds
lim
r→0
log τF (x,Br(x0))
− log r
= dµF (x0).
We now apply these results to three-dimensional flows having a singular-hyperbolic attractor.
Let SH2(M3) be the family of all C2 vector fields X on a compact three-manifold M3 having
an open trapping region U , i.e., Xt(U) ⊂ U for all t > 0, such that its maximal invariant subset
Λ = ∩t>0Xt(U) is a compact transitive singular-hyperbolic set.
This means that, for each X ∈ SH2(M3), there exists a continuous invariant and dominated
decomposition EsΛ ⊕ E
c
Λ of the tangent space at each x ∈ Λ, where E
s
Λ is a one-dimensional sub-
bundle uniformly contracted by the derivative DXt, and E
c
Λ is a two-dimensional sub-bundle,
containing the flow direction, and whose area is uniformly expanded by the action of DXt, that
is, there are constants C, λ > 0 such that | detDXt | Ecx| ≥ Ce
λt. In addition, there are finitely
many hyperbolic singularities σ in Λ, which are Lorenz-like, i.e., the eigenvalues λi(σ), 1 ≤ i ≤ 3,
of DX(σ) are real and satisfy λ2(σ) < λ3(σ) < 0 < −λ3(σ) < λ1(σ) (see Section 4 for a more
precise description). We consider the C2 topology of vector fields in SH2(M3) in what follows.
Given a flow having a singular hyperbolic attractor, there exists a finite family Ξ of well-
adapted cross-sections of the flow where we can define a Poincare´ return map F which satisfies the
properties in the statement of Theorem A after a suitable choice of coordinates. To take advantage
of the above cited result from Steinberger [46] on exact dimensionality and obtain Proposition 1,
we need that the Poincare´ return map F be injective, which is not evident in the construction
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and choice of these cross-sections done at [7]. Because of this, the construction presented here is
slightly different from the ones presented elsewhere.
Once constructed a suitable section, taking some nonresonance conditions on the eigenvalues
of the equilibria of X inside Λ we can reduce the dynamics on Λ to a map F as in Theorem A,
and obtain
Corollary 1. There exists an open dense set A of vector fields (satisfying a nonresonance con-
dition) in SH2(M3) such that, for each X ∈ A, we can find a finite family Ξ of cross-sections to
the flow Xt of X such that an iterate of the Poincare´ first return map F : dom(F ) ⊂ Ξ→ Ξ has
a finite set of SRB measures µiF , each of them has exponential decay of correlations with respect
to Lipschitz observables: there are C,Λ ∈ R+, Λ < 1 satisfying for every pair f, g : Ξ → R of
Lipschitz functions∣∣∣∣∫ f · (g ◦ Fn) dµiF − ∫ g dµiF ∫ f dµiF ∣∣∣∣ ≤ CΛn||g||Lip||f ||Lip, n ≥ 1.
We remark that, since the work of Ruelle [43], it is well-known that exponentially mixing for
the base transformation of a suspension flow does not imply fast mixing for the suspension flow.
In fact, the suspension flow might be mixing but without exponential decay of correlations as
in [43]; or it may have arbitrarily slow decay of correlations, as shown by Pollicott in [39]. Hence
we cannot deduce in general any kind of fast mixing results for the flow on a singular-hyperbolic
attractor from Corollary 1. However, in a recent work of one of the authors with Varandas [8],
it has been proved the existence of a C2 open subset of vector fields having a geometrical Lorenz
attractor with exponential decay of correlations for the flow on C1 observables, from which follows
the exponential decay of correlations for the corresponding Poincare´ map. But this C2 open subset
was obtained under very strong conditions which cannot hold in such generality as in Corollary 1.
Under mild (open and dense) conditions on the eigenvalues of the hyperbolic singularities of Λ,
we can show that the second coordinate G of F is in the setting of Proposition 1. Hence we can
also deduce the logarithm law for the Poincare´ return map; see Section 7.
We can then use this to obtain a log-law for the hitting times for the singular-hyperbolic flow,
in a way similar to what was done in [18]. Let x, x0 ∈ Λ and
(1.2) τXtr (x, x0) = inf{t ≥ 0|Xt(x) ∈ Br(x0)}
be the time needed for the X-orbit of a point x to enter for the first time in a ball Br(x0).
The number τXtr (x, x0) is the hitting time associated to the flow Xt and target Br(x0). Let us
consider dµX (x0), the local dimension at x0 of the unique physical measure µX supported on the
singular-hyperbolic attractor (which was constructed in [7]).
Corollary 2. If Xt is a flow over a singular-hyperbolic attractor in the setting of Corollary 1 and
if, in addition, the eigenvalues of every equilibrium point σ of X in Λ satisfy λ1(σ) + λ2(σ) < 0
(which includes the classical Lorenz system of ODEs), then for each regular point x0 ∈ Λ such that
dµX (x0) exists, we have
lim
r→0
log τXtr (x, x0)
− log r
= dµX (x0)− 1
for µX-almost each x ∈ Λ.
1.2. Organization of the text. We begin by proving exponential decay of correlations for fiber-
contracting maps in Section 2. We use the exponential convergence to equilibrium of the base
transformation to prove exponential convergence to equilibrium of the fibered contracting map.
For this we compare the disintegrations of the push-forward measures along the fibers using the
Wasserstein-Kantorovich distance between measures. We choose appropriate norms to be able
to compare the size of the correlation functions and deduce the exponential decay of correlations
from the exponential convergence to equilibrium. To help the reader follow the diverse norms used
throughout we have compiled a list of norms in the last Section 8.
In Section 3, we explain the meaning of generalized p-bounded variation and the existence of
absolutely continuous invariant probability measures for C1+α piecewise expanding maps (not
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necessarily Markov maps) whose densities are of generalized p-bounded variation. This is based
on the work of Keller in [28].
We present singular-hyperbolic attractors and the related properties which we use in the re-
maining part of the paper in Section 4, mainly following the works [7] and [6].
In Section 5, we analyze the Poincare´ return map associated to a singular-hyperbolic attractor
and show that this map satisfies the conditions needed to deduce exponential decay of correlations
for Lipschitz observables. Here we take advantage of the constructions presented in the previous
section.
In Section 6 we also show that the physical measure of the flow is exact dimensional. This is
done using the results of [46].
Following [14, 15, 18], in Section 7 we use the results proved in the previous sections to establish
the logarithm law for the hitting times for the Poincare´ map and flow of a singular-hyperbolic
attractor with mild conditions on the eigenvalues of its hyperbolic singularities.
Acknowledgments: S. G. wishes to thank IMPA, PUC, and UFRJ (Rio de Janeiro), where a
part of this work has been done, for their warm hospitality. All authors whish to thank Carlangelo
Liverani for illuminating discussions about convergence to equilibrium and decay of correlations.
2. Decay of correlations for fiber contracting maps
In this section we will prove that a certain class of maps, with contracting fibers and low
regularity have exponential decay of correlation. This class contains suitable Poincare´ maps of
singular-hyperbolic attractors as we will se in what follows.
The methods we use are related both to coupling and to spectral techniques, and will be
implemented by adequate anisotropic norms.
We will quantify the speed of convergence of the iterates of the Lesbegue measure to the physical
invariant measure through the help of a certain distance on the space of probability measures.
2.1. The Wasserstein-Kantorovich distance. If Y is a bounded metric space, we denote by
PM(Y ) the set of Borel probability measures on Y . We denote by L(g) the best Lipschitz constant
of g : Y → R, that is, L(g) = supx,y
|g(x)−g(y)|
|x−y| and set ‖g‖lip = ‖g‖∞ + L(g).
Let us consider the following notion of distance between measures: given two probability mea-
sures µ1 and µ2 on Y
W1(µ1, µ2) = sup
{∣∣∣∣∫
Y
g dµ1 −
∫
Y
g dµ2
∣∣∣∣ : g : Y → R, L(g) = 1} .
We remark that adding a constant to the test function g does not change the above difference of
integrals.
We also recall that if F : X → Y is a map, then it induces an associated map F ∗ : PM(X)→
PM(Y ) defined as (F ∗(µ))(A) = µ(F−1(A)).
The above defined distance has the following basic properties; see e.g [4, Prop 7.1.5] and [18].
Proposition 2. W1 is a distance and if Y is separable and complete, then PM(Y ) with this
distance becomes a separable and complete metric space. A sequence is convergent for the W1
metrics if and only if it is convergent for the weak-star topology. Moreover, let F : γ → γ be a
λ-contracting map, let us consider two probability measures µ, ν on γ. Then
W1(F
∗(µ), F ∗(ν)) ≤ λ ·W1(µ, ν).
Remark 2. (distance and convex combinations) If
∑n
1 ai = 1, ai ≥ 0, µi, νi ∈ PM(Y ) for
i = 1, . . . , n, then
(2.1) W1(
n∑
1
aiµi,
n∑
1
aiνi) ≤
n∑
1
ai ·W1(µi, νi).
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Remark 3. If g is ℓ-Lipschitz and µ1, µ2 are probability measures then∣∣∣∣∫
Y
g dµ1 −
∫
Y
g dµ2
∣∣∣∣ ≤ ℓ ·W1(µ1, µ2).
Remark 4. We will see that the decay of correlation of the system is related to the speed of con-
vergence of iterates of a starting measure to the invariant one. In [18] the rate of convergence
with respect to the W1 distance was considered to obtain exponential decay of correlation for the
Poincare´ map of a geometric Lorenz flow. Here, being in a more general case, having less regu-
larity, we cannot perform the same construction. But this idea will be part of the construction we
are going to implement.
We will also use the following variation distance on the space of probability measures
V (µ1, µ2) = sup
{∣∣∣∣∫ hdµ1 − ∫ hdµ2∣∣∣∣ : ‖h‖∞ ≤ 1} .
We remark that when the two measures have a density, this is the L1 distance between the
densities.
2.2. Distance and disintegration. We denote by I = [0, 1] and Q = I× I. We consider the sup
distance on Q so that the diameter is one: diam(Q) = 1. This choice is not essential, but will
avoid the presence of many multiplicative constants in the following, making notations cleaner.
The squareQ will be foliated by stable, vertical leaves. We will denote the leaf with x coordinate
by γx or, with a small abuse of notation, when no confusion is possible, we will denote both the
leaf and its coordinate by γ.
Let fµ be the measure µ1 such that dµ1 = fdµ. Let µ be a probability measure on Q. Such
measures on Q will be often disintegrated in the following way: for each Borel set A
(2.2) µ(A) =
∫
γ∈I
µγ(A ∩ γ)dµx
with µγ being probability measures on the leaves γ and µx the marginal on the x axis, which
will be absolutely continuous with respect to the Lebesgue length measure. We denote by φx the
density of µx.
Now we consider the integral of a suitable observable g : Q→ R. Let us consider the following
anisotropic norm, considering Lipschitz regularity only on the vertical direction. Let ‖ · ‖llip be
defined by
(2.3) ‖g‖llip = ‖g‖∞! + Lipy(g),
where for simplicity we consider
(2.4) ‖g‖∞! := sup
x,y∈[0,1]
|g(x, y)| and Lipy(g) := sup
x,y1,y2∈[0,1]
y1 6=y2
|g(x, y2)− g(x, y1)|
|y2 − y1|
.
If µ1 and µ2 are two disintegrated measures as above, the integral of an observable g can be
estimated as function of the above norm, some distance between their respective marginals on the
x axis and measures on the leaves.
Proposition 3. Let µ1, µ2 be measures on Q as above, such that for each Borel set A
µ1(A) =
∫
γ∈I
µ1γ(A ∩ γ)dµ
1
x and µ
2(A) =
∫
γ∈I
µ2γ(A ∩ γ)dµ
2
x,
where µix is absolutely continuous with respect to the Lebesgue measure. In addition, let us assume
that
(1)
∫
I
W1(µ
1
γ , µ
2
γ)dµ
1
x ≤ ε
(2) V (µ1x, µ
2
x) ≤ δ .
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Then1 |
∫
gdµ1 −
∫
gdµ2| ≤ ||g||llip(ε+ δ).
Proof. Disintegrating µ1 and µ2 we get
(2.5) |
∫
gdµ1 −
∫
gdµ2| =
∣∣∣∣∫
γ∈I
∫
γ
g dµ1γ dµ
1
x −
∫
γ∈I
∫
γ
g dµ2γ dµ
2
x
∣∣∣∣ .
Adding and subtracting
∫ ∫
γ g dµ
2
γ dµ
1
x the last expression is equivalent to∣∣∣∣∫
I
∫
γ
g dµ1γ dµ
1
x −
∫
I
∫
γ
g dµ2γ dµ
1
x +
∫
I
∫
γ
g dµ2γ dµ
1
x −
∫
I
∫
γ
g dµ2γ dµ
2
x
∣∣∣∣ .
This is bounded by (see Remark 3)∣∣∣ ∫
I
(∫
γ
g dµ1γ − g dµ
2
γ
)
dµ1x
∣∣∣+ ∣∣∣∣∫
I
∫
γ
g dµ2γ dµ
1
x −
∫
I
∫
γ
g dµ2γ dµ
2
x
∣∣∣∣
≤ ‖g‖llipε +
∣∣∣∣∫
I
∫
γ
g dµ2γ dµ
1
x −
∫
I
∫
γ
g dµ2γ dµ
2
x
∣∣∣∣
≤ ε‖g‖llip +
∣∣∣∣∫
I
∫
γ
g dµ2γ d(µ
1
x − µ
2
x)
∣∣∣∣ .
For almost each γ it holds h(γ) = |
∫
γ
g dµ2γ | ≤ ||g||llip. Thus, by assumption (2) in the statement,
the proposition is proved. 
2.3. Exponential convergence to equilibrium and decay of correlations. Let us consider
a manifold M (possibly with boundary) and the dynamics on M generated by the iteration of a
function T :M →M . We will consider a notion of speed of approach of an absolutely continuous
initial measure, with density f , to an invariant measure µ. Of course, many generalizations are
possible, but we will consider here only absolutely continuous measures as starting measures.
Definition 1. We say that T has exponential convergence to equilibrium with respect to norms
‖.‖a and ‖.‖b, if there are C,Λ ∈ R
+, Λ < 1 such that for f ∈ L1(m), g ∈ L1(µ)∣∣∣∣∫ f · (g ◦ T n) dm− ∫ g dµ ∫ f dm∣∣∣∣ ≤ CΛn · ‖g‖a · ‖f‖b, n ≥ 1
where m is the Lebesgue measure on M .
We remark that in several situations, exponential convergence to equilibrium can be obtained
as consequence of spectral gap of the transfer operator restricted to suitable funcion spaces, see
Lemma 5.
Now we consider maps preserving a regular foliation, which contracts the leaves and whose
quotient map (the induced map on the space of leaves) has exponential convergence to equilibrium.
We will give an estimation of the speed of convergence to equilibrium for this kind of maps,
establishing that it is also exponential.
Definition 2. If f : Q → R is integrable, we denote by π(f) : I → R the function π(f) : x 7→∫
I
f(x, t) dt.
Theorem 1. Let F : Q 	 be a Borel function such that F (x, y) = (T (x), G(x, y)). Let µ be
an F -invariant measure with marginal µx on the x-axis which, moreover, is T -invariant. Let us
suppose that
(1) (T, µx) has exponential convergence to equilibrium with respect to the norm ‖ ·‖∞ (the L∞
norm) and to a norm which we denote by ‖ · ‖ .
(2) T is nonsingular with respect to the Lesbegue measure, piecewise continuous and mono-
tonic: there is a collection of intervals {Ii}i=1,...,m, ∪Ii = I such that on each Ii, T is an
homeomorphism onto its image.
1We remark that to have the left hand of item (1) well defined we can assume (without changing µ1) that µ2
γ
is
defined in some way, for example µ2
γ
= m (the one dimensional Lebesgue measure on the leaf) for each leaf where
the density of µ2x is null.
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(3) F is a contraction on each vertical leaf: G is λ -Lipschitz in y with λ < 1.
Then (F, µ) has exponential convergence to equilibrium in the following sense. There are C,Λ ∈
R+, Λ < 1 such that∣∣∣∣∫ f · (g ◦ Fn) dm− ∫ g dµ ∫ f dm∣∣∣∣ ≤ CΛn · ‖g‖llip · (||π(f)|| + ||f ||1)
for each f ≥ 0.
Proof. Let us take an integrable non-negative f : Q → R and an essentially bounded g : Q → R.
We can divide and multiply by ‖g‖llip
∫
f dm obtaining∣∣∣∣∫ g ◦ Fn · f dm− ∫ g dµ ∫ f dm∣∣∣∣ = (‖g‖llip ∫ f dm) ∣∣∣∣∫ g ◦ Fn‖g‖llip · f∫ f dm dm−
∫
g
‖g‖llip
dµ
∣∣∣∣ .
We denote νn = F ∗n( f∫
fdm
m) and disintegrate the measures. Let us suppose having iterated the
system n0 times, and then continue to iterate again n more times. By item (1) after the first n0
iterations, the marginals become exponentially close:
(2.6) sup
||h||∞≤1
|
∫
hd((νn0 )x)−
∫
hd(µx)| ≤ CΛ
n0 · ‖π(
f∫
fdm
)‖ .
Now iterating n more times we estimate the distance on the leaves, and then the speed of
convergence by Theorem 3. Let us consider {Ii}i=1,...,m′, the intervals where the continuous
branches of T n are defined. Let us consider ϕi = 1Ii×I and νi = ϕiν
n0 , µi = ϕiµ so that
µ =
∑
µi, ν
n0 =
∑
νi.
Remark that by item (1) after the first n0 iterations, also the marginals of νi and µi are
exponentially close, and since ϕi have disjoint support:
(2.7)
∑
i≤m′
sup
||h||∞≤1
|
∫
hd((νi)x)−
∫
hd((µi)x)| ≤ CΛ
n0 · ‖π(
f∫
fdm
)‖ .
By triangle inequality∣∣∣∣∫ g||g||llip d(F ∗(n+n0)(ν)) −
∫
g
‖g‖llip
d(µ)
∣∣∣∣ ≤ ∑
i=1,..,m
∣∣∣∣∫ g||g||llip d(F ∗n(νi))−
∫
g
‖g‖llip
d(F ∗n(µi))
∣∣∣∣ .
Let us denote Ti = T
n|Ii , remark that this is injective. Then by Proposition 3∣∣∣∣∫ g||g||llip d(F ∗n(νi))−
∫
g
‖g‖llip
d(F ∗n(µi))
∣∣∣∣
≤
∫
I
W1((F
∗nµi)γ , (F
∗nνi)γ) dT
∗n((νi)x) + ||T
∗n((µi)x)− T
∗n((νi)x)||1
≤
∫
I
W1(F
∗n((µi)T−1i (γ)
), F ∗n((νi)T−1i (γ)
)) dT ∗n((νi)x) + ||T
∗n((µi)x)− T
∗n((νi)x)||1
and by uniform contraction along the leaves we can bound
≤ λn
∫
I
W1((µi)T−1i (γ)
, (νi)T−1(γ)i
) dT ∗n((νi)x) + ||T
∗n((µi)x)− T
∗n((νi)x)||1
= λn
∫
Ii
W1((µi)γ , (νi)γ) d((νi)x) + ||T
∗n((µi)x)− T
∗n((νi)x)||1.
Summarizing, we obtain∣∣∣∣∫ g||g||llip d(F ∗n(νi))−
∫
g
‖g‖llip
d(F ∗n(µi))
∣∣∣∣
≤ λn
∑
i
∫
Ii
W1((µi)γ , (νi)γ) d((νi)x) +
∑
i
||T ∗n((µi)x)− T
∗n((νi)x)||1
= λn
∫
I
W1(µγ , ν
n0
γ ) d(νx) +
∑
i
||T ∗n((µi)x)− T
∗n((νi)x)||1.
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Since T ∗n is a L1 contraction, from (2.6) this is less or equal than
λn
∫
I
W1(µγ , ν
n0
γ ) d(νx) +
∑
i
‖(µi)x − (νi)x‖1
≤ λn
∫
I
W1(µγ , ν
n0
γ ) d(νx) + CΛ
n0 · ‖π(
f∫
fdm
)‖ .
Finally we can deduce(
‖g‖llip
∫
f dm
) ∣∣∣∣∫ g||g||llip d(F ∗(n+n0)( f∫ fdmm))−
∫
g
‖g‖llip
dµ
∣∣∣∣
≤
(
‖g‖llip
∫
f dm
)[
λn + CΛn0 · ‖π(
f∫
fdm
)‖
]
which implies the statement and concludes the proof of Theorem 1. 
Remark 5. Since ‖f‖∞ ≥ ‖f‖1 we can also state: under the assumptions of Theorem 1, if f ≥ 0∣∣∣∣∫ f · (g ◦ Fn) dm− ∫ g dµ ∫ f dm∣∣∣∣ ≤ CΛn · ‖g‖llip · (||π(f)|| + ||f ||∞).
Remark 6. We remark that if, instead of exponential convergence to equilibrium for the base map
(CΛn0 · ‖π( f∫
fdm
)‖
]
), we had a slower rate of convergence (Cn0 · ‖π(
f∫
fdm
)‖ with Cn → 0 slower
than exponential), then because λn will converge to 0 much faster than Cn (see the last equation
in the above proof), the same arguments lead to an estimation for the convergence to equilibrium
for the skew product with the same kind of asymptotical behavior as Cn.
Now let us relate convergence to equilibrium to decay of correlations. We consider the general
case of a measure preserving map.
Lemma 1 (convergence to equilibrium and decay of correlations). Let us consider a measurable
map F : Ω → Ω, two probability measures m,µ on Ω, such that µ is invariant. If we have a
convergence to equilibrium with speed Cn and norms ‖ · ‖1 and ‖ · ‖2, that is∣∣∣∣∫ g(Fn(x))f(x)dm − ∫ f(x)dm ∫ g(x)dµ∣∣∣∣ ≤ Cn · ‖f‖1 · ||g||2,
then, for each k, |
∫
f · (g ◦ Fn) dµ−
∫
g dµ
∫
f dµ| is bounded by
Ck||1||1||g ◦ F
n f ||2 + Cn||f ◦ F
k||1||g ◦ F
k||2 + Ck
∣∣∣∣∫ g dµ∣∣∣∣ ||f ||2||1||1,
where 1 is the constant function with value 1.
Proof. Adding and subtracting we rewrite |
∫
f · (g ◦ Fn) dµ−
∫
g dµ
∫
f dµ| as∣∣∣ ∫ f · (g ◦ Fn) dµ− ∫ 1 · (g ◦ Fn+k)(f ◦ F k) dm
+
∫
(g ◦ Fn+k)(f ◦ F k) dm−
∫
f ◦ F k dm
∫
g dµ
+
∫
(f ◦ F k) · 1 dm
∫
g dµ−
∫
g dµ
∫
f dµ
∣∣∣.
Applying the assumption to each line we obtain the three summands in the statement. 
Now we use the above results to deduce exponential decay of correlations from exponential
speed of convergence to equilibrium.
Theorem 2. Let F be a map satisfying the assumptions of Theorem 1 and let us suppose that
there are C1,K ∈ R and a seminorm ‖ · ‖ such that for each n ≥ 1
(2.8) ‖π(f ◦ Fn)‖ + ‖f ◦ Fn‖ ≤ C1K
n(‖π(f)‖ + ‖f‖llip + ‖f‖).
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Then F has exponential decay of correlations: there are C2,Λ ∈ R+, Λ < 1 such that for n ≥ 1∣∣∣∣∫ f · (g ◦ Fn) dµ− ∫ g dµ ∫ f dµ∣∣∣∣ ≤ C2Λn‖g‖llip(‖f‖llip + ‖π(f)‖ + ‖f‖).
Proof. Let us consider bounded observables f, g. Since adding a constant to f the correlation
integral does not change, we can suppose f ≥ 0 and we can apply Theorem 1.
By Theorem 1, Remark 5 and Lemma 1, there are C,Λ ∈ R+, Λ < 1, s.t. for each k∣∣∣∣∫ f · (g ◦ Fn) dµ− ∫ g dµ ∫ f dµ∣∣∣∣ ≤ CΛk(||π(1)|| + ||1||∞) · ||f · (g ◦ Fn)||llip+
CΛn
(
||π(f ◦ F k)|| + ||f ◦ F k||∞
)
· ||g ◦ F k||llip + CΛ
k
∣∣∣∣∫ g dµ∣∣∣∣ ||f ||llip(||π(1)|| + ||1||∞).
By assumption (2.8), we take k = ⌊αn⌋ (the integer part) with α so small that
CΛn(||π(f ◦ F ⌊αn⌋)|| + ||f ◦ F ⌊αn⌋||)
goes to zero exponentially; that is, there are C3,Λ3 ∈ R
+, Λ3 < 1 such that
(2.9) CΛn(||π(f ◦ F ⌊αn⌋)|| + ||f ◦ F ⌊αn⌋||) ≤ C3Λ
n
3 (||π(f)|| + ||f || + ||f ||llip).
Let us evaluate each term of the above sum. We recall the definition of Lipy(g) from (2.4). We
observe that we can bound the first summand in the above inequality in the following way
CΛk(||π(1)|| + ||1||∞)||f · (g ◦ F
n)||llip ≤ C2Λ
⌊αn⌋
(
||f · (g ◦ Fn)||∞! + Lipy
(
f · (g ◦ Fn)
))
.
Since F is contracting on the vertical direction, when n grows we get
Lipy(g ◦ F
n)→ 0, Lipy(g ◦ F
n) ≤ Lipy(g) and ||g ◦ F
n||llip ≤ ||g||llip.
Then, for all big enough n, C2Λ
⌊αn⌋
(
||f · (g ◦Fn)||∞!+Lipy
(
f · (g ◦Fn)
))
is bounded from above
by
C2Λ
⌊αn⌋
(
||g||∞!||f ||∞! + ||g||∞!Lipy(f) + ||f ||∞!Lipy(g)
)
≤ C2Λ
⌊αn⌋||g||llip||f ||llip.
The second summand can be estimated as
CΛn
(
||π(f ◦ F k)|| + ||f ◦ F k||∞
)
· ||g ◦ F k||llip
≤ CΛn(||π(f ◦ F ⌊αn⌋)|| + ||f ◦ F ⌊αn⌋||∞ + ||f ◦ F
⌊αn⌋||)||g ◦ F
⌊αn⌋||llip
≤ (C3Λ
n
3 (||π(f)|| + ||f ||llip + ||f ||) + CΛ
n||f ||∞)||g||llip,
where the last inequality is obtained using inequality (2.9). Finally, the last term is
CΛ⌊αn⌋
∣∣∣∣∫ g dµ∣∣∣∣ ||f ||llip(||π(1)|| + ||1||∞),
Altogether, we can bound |
∫
g ◦ Fnf dµ−
∫
g dµ
∫
f dµ| by (I) + (II) + (III) + (IV ), where
(I) = C2Λ
⌊αn⌋||g||llip||f ||llip
(II) = C3Λ
n
3 (||π(f)|| + ||f ||llip + ||f ||)||g||llip
(III) = CΛn||f ||∞||g||llip
(IV ) = CΛ⌊αn⌋
∣∣∣∣∫ g dµ∣∣∣∣ ||f ||llip(||π(1)|| + ||1||∞)
which finally gives∣∣∣∣∫ g ◦ Fnf dµ− ∫ g dµ ∫ f dµ∣∣∣∣ ≤ C4Λn4 ||g||llip(||f ||llip + ||π(f)|| + ||f ||).

For ease of reference, the previous results can be summarized as follows.
Theorem 3. Let F : Q 	 be a Borel function such that F (x, y) = (T (x), G(x, y)), µ an F -
invariant probability measure with T -invariant marginal µx on the x-axis and satisfying
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(1) (T, µx) has exponential convergence to equilibrium with respect to the norm ‖ · ‖1 and to a
norm ‖ · ‖ ;
(2) T is nonsingular with respect to the Lesbegue measure, piecewise continuous and mono-
tonic: there is a collection of intervals {Ii}i=1,...,m, ∪Ii = I such that on each Ii, T is an
homeomorphism onto its image.
(3) F is a uniform contraction on each vertical leaf.
Moreover, let us assume that that there are C,K ∈ R and a seminorm ‖ · ‖ such that
‖π(f ◦ Fn)‖ + ‖f ◦ Fn‖ ≤ C1K
n(‖π(f)‖ + ‖f‖llip + ‖f‖), n ≥ 1.
Then F has exponential decay of correlations: there are C,Λ ∈ R+, Λ < 1∣∣∣∣∫ f · (g ◦ Fn) dµ− ∫ g dµ ∫ f dµ∣∣∣∣ ≤ C2Λn‖g‖llip(‖f‖llip + ‖π(f)‖ + ‖f‖)
for all f, g : Q→ R and n ≥ 0.
To use this result in concrete examples we must find suitable norms ‖ · ‖ and ‖ · ‖ satisfying
the above assumptions in each particular application. For the case of Poincare´ maps of singular
hyperbolic systems such norms will be introduced in the next section.
3. p−bounded variation and C1+α piecewise expanding maps
We recall the main definitions and results about p−bounded variation and iteration of piecewise
expanding maps T such that 1
T ′
has p−bounded variation. Almost everything in this section is
taken from [28]. We will however put the results of [28] in a form which can be used for our
purposes.
Given a function g : [0, 1]→ R we define its universal p−variation as the following adaptation
of the usual notion of bounded variation:
varp(g, x1, ..., xn) =
∑
i≤n
|g(xi)− g(xi+1)|
p

1
p
varp(g) = sup
(xi)∈Finite subdivisions of [0,1]
varp(g, x1, ..., xn).
Let us also define UBVp = {g : varp(g) <∞}.
We will need another definition of variation for maps with two variables that we present here
for convenience. Similarly to the one dimensional case, if f : Q → R and xi ≤ x2 ≤ ... ≤ xn, let
us define
var(f, x1, ..., xn, y1, ..., yn) =
∑
1≤i≤n
|f(xi, yi)− f(xi+1, yi)|.
We then consider the supremum var(f, x1, ..., xn, y1, ..., yn) over all subdivisions xi and all choices
of the yi
var(f) = sup
n
(
sup
(xi≤x2≤...≤xn)∈I,(yi)∈I
var(f, x1, ..., xn, y1, ..., yn)
)
.
Let m be the Lebesgue measure on the unit interval, ε > 0 and h : I→ C. We define
osc(h, ε, x) = ess sup{|h(y1)− h(y2)| : y1, y2 ∈ Bε(x) ∩ I},
where Bε(x) is the ball centered in x with radius ε, and the essential supremum is taken with
respect to the product measure m2 on Q. Now let us define
oscp(h, ε) = ‖ osc(h, ε, x)‖p, 1 ≤ p ≤ ∞,
where the p-norm is taken with respect to m.
Remark 7. oscp(h, ∗) : (0, A]→ [0,∞] is a non decreasing function and oscp(h, ε) ≥ osc1(h, ε).
Fixed 0 ≤ r ≤ 1, set Rp,r,n = {h|∀ε ∈ (0, A], oscp(h, ε) ≤ nεr} and Sp,r = ∪n∈NRp,r,n.
We can now define:
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(1) BVp,r as the space of m−equivalence classes of functions in Sp,r
(2) varp,r(h) = sup0<ε≤A(ε
−roscp(h, ε))
(we remark that this definition depends on a fixed constant A and that varp,r(h) ≥
var1,r(h)).
(3) for h ∈ BVp,r we define ‖h‖p,r := varp,r(h) + ‖h‖p.
It turns out that BVp,r with the norm ||h||p,r is a Banach space; see [28, Thm. 1.13] and [28,
Lemma 2.7].
Proposition 4. UBVp ⊆ BVp, 1
p
⊆ BV1, 1
p
for all 1 ≤ p <∞. Moreover
(3.1) var1, 1
p
(h) ≤ varp, 1
p
(h) ≤ 2
1
p varp(h).
In what follows we need to compare the ‖ · ‖p,r norm with the L∞(m) norm.
Lemma 2. If f ∈ BV1,r (r ≤ 1), then f ∈ L∞(m) and ‖f‖∞ ≤ Ar−1 · ‖f‖1,r, where A is the
constant in the definition of ‖ · ‖1,r (see item 2 above) and ‖ · ‖∞ is the norm of L∞(m).
Proof. From the definition of varp,r(f) and considering ε = A, then var1,r(f) ≥ A
−r · osc1(f,A)
and
∫
[0,1]
| osc(f,A, x)| dm(x) ≤ Ar · var1,r(f).
Moreover Bε(x) ⊇ Bε/2(y) implies osc(f, ε, x) ≥ osc(f, ε/2, y), and then∫
[0,A]
| osc(f,A, x)| dm(x) ≥ A · osc(f,A/2, A/2),
and by induction we can prove that (where [x] is the biggest integer no larger than x)∫
[0,1]
| osc(f,A, x)| dm(x) ≥ A
[1/A]+1∑
i=0
osc(f,
A
2
,
A
2
+ iA)
and
∑[1/A]+1
i=0 osc(h,
A
2 + iA,
A
2 ) ≥ osc(f,
1
2 ,
1
2 ) by the triangle inequality. Thus
var1,r(f) ≥ A
1−r osc(h,
1
2
,
1
2
).
Finally ‖f‖∞ ≤ osc(h,
1
2 ,
1
2 )+‖f‖1 and then ‖h‖1,r = var1,r(f)+‖f‖1 ≥ A
1−r osc(h, 12 ,
1
2 )+‖f‖1 ≥
A1−r‖f‖∞. 
Let us consider the iteration of piecewise expanding maps whose inverse of the derivative has
p−bounded variation. Let {I1, ..., In} a finite interval partition of I and T : I 	 be a transformation
which is monotone and continuous on each interval Ii. We assume that
(1) T is nonsingular with respect to the measure m;
(2) T ′ exists inside the intervals and 1T ′ is bounded almost everywhere;
Under these assumptions let us consider a measurable and bounded function f and the Perron-
Frobenius operator related to T
(3.2) Pf(x) =
N∑
i=1
f
T ′
◦ T−1i · 1T (Ii) , where Ti = T |Ii .
This operator represent the action of the transfer operator on densities of absolutely continuous
measures, and extends to a linear contraction on L1(m). Under these assumptions, if the map
T is piecewise expanding, and 1/|T ′| has universal p−bounded variation, a kind of Lasota Yorke
inequality can be proved (see [28, Thm 3.2 and 3.5]).
Theorem 4 (Lasota Yorke inequality for P ). Let T, P,m be as described above.
(1) If 1T ′ ∈ UBVp (where 1 ≤ p <∞) and
(2) there is an n ∈ N with ‖ 1(Tn)′ ‖∞ < 1,
then there are 0 < β < 1 and C > 0 such that for each f ∈ BV1, 1
p
(3.3) ‖Pf‖1, 1
p
≤ β‖f‖1, 1
p
+ C‖f‖1.
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Since P is a L1(m)-contraction, the theorem of Ionescu-Tulcea-Marinescu [27] provides a de-
scription of the spectral properties of P ; see [28, Thm. 3.3].
(1) P : L1(m)→ L1(m) has a finite number of eingenvalues λ1, ..., λr of modulus 1;
(2) Let Ei = {f ∈ L
1(m)|Pf = λif}, then Ei ⊂ BV1, 1
p
and dim(Ei) <∞ (i = 1, ..., r);
(3) P =
∑r
i=1 λiΨi + Q, where Ψi are projections onto the eigenspaces Ei with ||Ψi||1 ≤ 1
and Q is a linear operator on L1(m) with Q(BV1, 1
p
) ⊆ BV1, 1
p
, supn ||Q
n||1 < ∞ and
||Qn||1, 1
p
= O(Λn) for some 0 < Λ < 1. Furthermore ΨiΨj = 0 (i 6= j) and ΨiQ = QΨi = 0
(for all i);
(4) 1 is an eigenvalue of P , and assuming λ1 = 1 and h = Ψ1(1), µ = h m is the greatest T -
invariant probability on X absolutely continuous with respect to m, i.e., if µ˜ is T -invariant
and µ˜ << m, then µ˜ << µ;
(5) there is a finite partition {Cl,k}l=1,...,r;k=1,...,Ll of [0, 1] such that T (Cl,k) = Cl,k+1 for
k = 1, . . . , L1 − 1 and T (Cl,L1) = Cl,1; moreover, T
Ll |Cl,k is weakly mixing for each k, l.
Remark 8. The above result (item (5)) tells that some iterate Pn of the transfer operator has a
finite set of a.c.i.m. with no eigenvalues other than 1 on the unit circle. An iterated of the system
can be hence decomposed into a finite union of invariant sets and each invarant subsystem has a
unique a.c.i.m and no other eigenvalues on the unit circle.
This implies exponential convergence to equilibrium for some iterate of the map, as needed in
Theorem 2.
Proposition 5. Under the same assumptions as above, if g ∈ L1(m), f ∈ BV1, 1
p
, µ is an a.c.i.m.,
the associated transfer operator has 1 as a simple eigenvalue and there are no more eigenvalues
on the unit circle, then there is C,Λ > 0,Λ ≤ 1 s.t.
(3.4)
∣∣∣∣∫ g(T n(x))f(x) dm − ∫ g(x) dµ ∫ f(x) dm∣∣∣∣ ≤ CΛn · ‖g‖1 · ‖f‖1,r.
Proof. Let us set f0 = Ψ1(1). Since 1 is a single eigenvalue and there are no more eigenvalues on
the unit circle, then BV1, 1
p
= Rf0+X0 (this decomposition is invariant by P ), and spec(P |X0) is
contained in a disc with radius Λ < 1. Without loss of generality we can suppose that
∫
f(x)dm =
1. By item (4) above, f0 is the density of the invariant measure µ, therefore∫
g(T n(x))f(x) dm −
∫
g(x) dµ
∫
f(x) dm =∫
g · Pnf dm−
∫
g · f0 dm =
∫
g · (Pnf − f0) dm∫
g · (Pn(f − f0)) dm =
∫
g · (Pn(π0f)) dm
where π0(g) = g − f0
∫
g dm is the spectral projection onto X0 = {f :
∫
fdm = 0}. Then, by
Lemma 2 and the spectral radius theorem, we get the needed estimation∣∣∣∣∫ g · (Pn(π0f)) dm∣∣∣∣ ≤ ‖g‖1‖Pn(π0f)‖∞ ≤ ‖g‖1Ar−1‖Pn(π0f)‖1,r
≤ C′Λn‖g‖1‖π0f‖1,r ≤ C
′′Λn‖g‖1‖f‖1,r.

4. Singular-hyperbolic attractors
In this section we will introduce what nowadays is called a singular-hyperbolic attractor for a
3-dimensional vector field X (or flow Xt).
The singular-hyperbolic class of attractors we consider contains the partially hyperbolic attrac-
tors Λ of a C2 vector field X , with finitely many equilibria accumulated by regular orbits of X in
Λ, and admitting a continuous and DXt-invariant splitting of the tangent bundle over Λ into a
pair TΛM = E
s
Λ⊕E
cu
Λ of vector sub-bundles. Here E
s
Λ has one-dimensional fibers and is uniformly
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contracted by DXt, and E
cu
Λ has two-dimensional fibers whose area is uniformly expanded by
DXt; see below for precise definitions. As shown in [35], this class is an extension of the class of
uniformly hyperbolic attractors, since every singular-hyperbolic attractor containing no equilibria
of X is uniformly hyperbolic, that is, the sub-bundle EcuΛ admits a further continuous and DXt-
invariant splitting EcuΛ = E
X
Λ ⊕E
u
Λ into the line bundle generated by the flow direction over Λ, and
the bundle EuΛ with one-dimensional fibers uniformly expanded by DXt. In particular, Anosov
(or globally hyperbolic) flows on three-dimensional manifolds belong to this class. Moreover, and
more important, the class of singular-hyperbolic attractors contains every C1 robustly transitive
isolated set for flows on compact three-manifolds M . That is, as proved in [35], if for a given open
subset U of M there exists a C1 open subset U of X1(M) (the family of C1 vector fields of M)
such that the maximal invariant subset ΛY (U) of U contains a non-trivial transitive orbit of Y for
every Y ∈ U, then ΛY (U) is a singular-hyperbolic attractor and contains at most finitely many
hyperbolic saddle-type equilibria, either for Y of for −Y , for each Y ∈ U.
Next we describe precisely what we mean by a singular-hyperbolic attractor. We start by
recalling some definitions and notations and then we shall list some facts about this kind of
attractors proved elsewhere but that will be useful for us. We also adapt some known results
to our case and add some new ones, to meet the requirements needed to prove the decay of
correlations and the logarithm law; the main results proved are listed in Theorem 5 below.
Let M be a 3-dimensional compact riemanian manifold and X r(M), r ≥ 1, be set of Cr vector
fields (or flows) defined on M . Given a compact invariant set Λ of X ∈ X r(M), we say that Λ is
isolated if there exists an open set U ⊃ Λ such that
Λ =
⋂
t∈R
Xt(U).
If U above can be chosen such that Xt(U) ⊂ U for t > 0, we say that Λ is an attracting set.
Given X ∈ X r(M), a point x ∈M is regular if X(x) 6= 0. In this case we refer to its orbit as a
regular X-orbit or regular orbit for short.
Given p ∈M , we define ωX(p) as the set of accumulation points of the positive orbit {Xt(p); t ≥
0} of p. We also define αX(p) = ω−X(p), where −X is the time reversed vector field.
A subset Λ ⊂ M is transitive if it has a full dense orbit, that is, there is p ∈ M such that
ωX(p) = Λ = αX(p).
Definition 3. An attractor is a transitive attracting set, and a repeller is an attractor for the
reversed vector field −X.
An attractor, or repeller, is proper if it is not the whole manifold. An invariant set of X is
non-trivial if it is neither a periodic orbit nor an equilibrium of X . Recall that a point σ ∈ M is
an equilibrium of X if X(σ) = 0.
Definition 4. Let Λ be a compact invariant set of X ∈ X r(M) , c > 0, and 0 < λ < 1. We
say that Λ has a (c, λ)-dominated splitting if the bundle over Λ can be written as a continuous
DXt-invariant sum of sub-bundles
TΛM = E
1 ⊕ E2,
such that for every t > 0 and every x ∈ Λ, we have
(4.1) ‖DXt | E
1
x‖ · ‖DX−t | E
2
Xt(x)
‖ < c · λt.
We say that Λ is partially hyperbolic if it has a (c, λ)-dominated splitting such that the sub-bundle
E1 is uniformly contracting, that is, for some c > 0 and every t > 0 and each x ∈ Λ we have
(4.2) ‖DXt | E
1
x‖ < cλ
t.
In this case we denote the one-dimensional bundle E1 by Es and the two-dimensional bundle E2
by Ecu. We refer to Es as the contracting direction and to Ecu as the central or center-unstable
direction of the splitting.
The next proposition is an immediate consequence of [21, Theorem 1] and will simplify many
of the arguments.
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Proposition 6. There exists an adapted Riemannian metric ‖ · ‖0, equivalent to the original one,
and λ ∈ (0, 1) such that
‖DXt | E
1
x‖0 · ‖DX−t | E
2
Xt(x)
‖0 < λ
t, and(4.3)
‖DXt | E
1
x‖ < λ
t,(4.4)
for all t ≥ 0, and all x ∈ Λ.
Throughout the remaining of the paper we assume that the Riemannian metric is an adapted
metric and the first sub-bundle E1 is one-dimensional. For simplicity we denote the adapted
metric by ‖ · ‖.
For x ∈ Λ and t ∈ R we let Jcut (x) be the absolute value of the determinant of the linear map
DXt | E
cu
x : E
cu
x → E
cu
Xt(x)
.
We say that the sub-bundle EcuΛ of the partially hyperbolic invariant set Λ is volume expanding if
(4.5) Jcut (x) ≥ K e
θt for every x ∈ Λ and t ≥ 0 and some θ > 0.
In this case we say that EcuΛ is (K, θ)-volume expanding to indicate the dependence on K, θ.
This condition is weaker than the uniform exponential expansion along the central direction.
The Geometric Lorenz attractor has a volume expanding central direction that is not uniformly
expanding [6].
The domination condition (4.1), together with the volume expanding condition (4.5) along the
central direction, imply that the direction of the flow is contained in the central bundle Ecu [6,
Lemma 6.1, pg 163].
Recall that an equilibrium σ of X is hyperbolic only if the real part of every eigenvalue of
DX(σ) is distinct of zero, see [6, Section 2.1,pp 6]. Recall also the definition of a special type of
equilibrium of a vector field X in a 3-manifold.
Definition 5. We say that an equilibrium σ of a 3-vector field X is Lorenz-like if the eigenvalues
λi, 1 ≤ i ≤ 3, of DX(σ) are real and satisfy
λ2 < λ3 < 0 < −λ3 < λ1.(4.6)
If σ is a Lorenz-like equilibrium, letting α = −λ3λ1 and β = −
λ2
λ1
we obtain 0 < α < 1 < β.
Definition 6 (Singular Hyperbolic Attractor). Let Λ be a compact invariant set of X ∈ X r(M).
We say that Λ is a singular-hyperbolic set for X if all the equilibria of Λ are hyperbolic, and Λ
is partially hyperbolic with volume expanding central direction. A singular-hyperbolic set which is
also an attractor will be called a singular-hyperbolic attractor.
The next result is the content of [6, Lemma 5.27]:
Lemma 3. Let Λ be a singular-hyperbolic attractor of a 3-dimensional vector field X. Then, every
equilibrium σ properly accumulated by regular orbits within Λ is Lorenz-like either for X or for
−X.
An isolated set Λ of a C1 vector field X is robustly transitive if it has an open neighborhood
U such that
ΛY (U) =
⋂
t∈R
Yt(U)
is both transitive and non-trivial (i.e., it is neither an equilibrium point nor a periodic orbit) for
any vector field Y C1-close to X . Roughly speaking, Λ is robustly transitive if it can not be
destroyed by small C1 perturbations.
Morales, Pacifico, and Pujals proved in [35] that any transitive robust invariant set of a 3-
dimensional flow containing some equilibrium is a singular-hyperbolic attractor or repeller. In the
absence of equilibria, robustness implies uniform hyperbolicity. The most meaningful examples of
singular-hyperbolic attractors are the Lorenz attractor [32] and the so called Geometric Lorenz
attractor [2, 22].
The main results we explain and derive in this section that will be used in the rest of the paper
are stated in the following.
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Theorem 5. For an open and dense subset of C2 vector fields X having a singular hyperbolic
attractor Λ on a 3-manifold, there exists a finite family Ξ of cross-sections and a global (n-th
return) Poincare´ map R : Ξ0 → Ξ, R(x) = Xτ(x)(x) such that
(1) the domain Ξ0 = Ξ \Γ is the entire cross-sections with a family Γ of finitely many smooth
arcs removed and τ : Ξ0 → [τ0,+∞) is a smooth function bounded away from zero by some
uniform constant τ0 > 0.
(2) We can choose coordinates on Ξ so that the map R can be written as F : Q˜ → Q,
F (x, y) = (T (x), G(x, y)), where Q = I× I, I = [0, 1] and Q˜ = Q \ Γ0 with Γ0 = C × I and
C = {c1, . . . , cn} ⊂ I a finite set of points.
(3) The map T : I \ C → I is C1+α piecewise monotonic with n + 1 branches defined on
the connected components of I \ C and has a finite set of a.c.i.m., µiT . Also inf |T
′| > 1
where it is defined, 1/|T ′| has universal bounded p-variation and then dµiT /dm has bounded
p-variation.
(4) The map G : Q˜ → I preserves and uniformly contracts the vertical foliation F = {{x} ×
I}x∈I of Q: there exists 0 < λ < 1 such that dist(G(x, y1), G(x, y2)) ≤ λ · |y1− y2| for each
y1, y2 ∈ I. In addition, the map G satisfies var(G) <∞.
(5) The map F admits a finite family of physical probability measures µiF which are induced
by µiT in a standard way. The Poincare´ time τ is integrable both with respect to each µ
i
F
and with respect to the two-dimensional Lebesgue area measure of Q.
(6) Moreover if, for all singularities σ ∈ Λ, we have the eigenvalue relation −λ2(σ) > λ1(σ),
then the second coordinate map G of F has a bounded partial derivative with respect to
the first coordinate, i.e., there exists C > 0 such that |∂xG(x, y)| < C for all (x, y) ∈
(I \ {c1, . . . , cn})× I.
4.1. Preliminary results. Next we give the notions and establish notations needed to describe
the properties of singular-hyperbolic attractors stated in Theorem 5.
4.1.1. Stable foliations on cross-sections. Hereafter, Λ is a singular-hyperbolic attractor of X ∈
X 2(M) with invariant splitting TΛM = Es⊕Ecu with dimEcu = 2. Let E˜s⊕ E˜cu be a continuous
extension of this splitting to a small neighborhood U0 of Λ. For convenience, we take U0 to be
forward invariant and such that ∩t≥0Xt(U0) = Λ. We will see in Subsection 4.1.2, that E˜s may
be chosen invariant under the derivative. In general, the extension E˜cu of the center-unstable
direction cannot be assumed to be invariant; see [25] and also [10, Appendix B]. However, we can
always consider a cone field around it on U0
Ccua (x) = {v = v
s + vcu : vs ∈ E˜sx and v
cu ∈ E˜cux with ‖v
s‖ ≤ a · ‖vcu‖}
which is forward invariant for some a > 0, that is, there is a large T > 0 depending on a, but not
depending on x ∈ U0, such that
(4.7) DXt(C
cu
a (x)) ⊂ C
cu
a (Xt(x)) for all t ≥ T .
Moreover, we may take a > 0 arbitrarily small, reducing U0 if necessary. For notational simplicity,
we write Es and Ecu for E˜s and E˜cu in all that follows.
Next let us recall a few classical facts about partially hyperbolic systems, especially existence
of stable and strong-stable foliations, and center-unstable foliations. The standard reference are
[25, Theorems 4.1, 5.1 and 5.5] and [45, Theorem IV.1].
Before stating the appropriate result we need to review some terms in [25]; namely, the notion
of immediate relative ρ pseudo-hyperbolic splitting. To define this, recall that if L : Rd → Rd is
an injective linear map and G ⊂ Rd is a subspace, then the conorm of L restricted to G is
m(L|G) : = inf
v 6=0 ,v∈G
‖Lv‖
‖v‖
.
The conorm gives the minimal expansion of L on G.
Let {Xt : M → M}t∈R be a flow and Ω be an X-invariant compact set. A splitting TΩ(M) =
E⊕F is immediate relatively ρ pseudo-hyperbolic relative to X if there exists a continuous function
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ρ : Ω→ R+ such that
‖DX1|E(x)‖ < ρ(x) < m(DX−1|F (x)) for all x ∈ Ω.
Using Proposition 6 we have the following
Lemma 4. Let X be a C2 flow and Λ be a singular-hyperbolic attractor with splitting Es ⊕ Ecu.
Then Es ⊕ Ecu is an immediate relatively ρ pseudo-hyperbolic splitting over Λ relative to X for
some continuous function ρ : Λ→ R+.
Proof. The domination assumption ensures that ‖DX1 |E(x) ‖ < λm(DX−1 |F (X1(x))) for all
x ∈ Λ, so
m(DX−1 |F (X1(x))) >
‖DX1 |E(x) ‖
λ
:= ρ(x) > ‖DX1 |E(x) ‖
and the above function ρ : Λ→ R+ is continuous since a dominated splitting is continuous. 
We then have the following restatement of Theorems [45, Theorem IV.1] and [25, Theorem 5.5]:
Theorem 6. Let X be a C2 flow and Λ be a compact X-invariant singular-hyperbolic attractor
Λ having a dominated splitting Es ⊕ Ecu. There are ε > 0 and λ ∈ (0, 1) such that for every
point x ∈ Λ there are two embedded discs W ssε (x) and W
cu
ε (x) tangent at x to E
s(x) and Ecu(x)
respectively, and satisfying, for all t > 0
(1) W ssε (x) is a C
2 embedded disc,
(2) W ssε (x) = {q ∈M ; dist(Xt(x), Xt(q)) ≤ ε and limt→∞ dist(Xt(x), Xt(q))/λ
t = 0},
(3) Xt(W
ss
ε (x)) ⊂W
ss
ε (Xt(x)),
(4) The embedding W ssε (x) depends C
2 smoothly on x in the following sense: there is a neigh-
borhood V of x in Λ and a continuous map γ : V ∩Λ→ Emb2(I,M) such that γ(x)(0) = x
and γ(x)(I) = W ssε (x), where Emb
2(I,M) is the collection of all embeddings φ : I → M
endowed with the C2 distance;
(5) Xt(W
cu
ε (x)) ∩Bε(x) ⊂W
cu
ε (Xt(x)), where Bε(x) = {y ∈M ; dist(x, y) < ε},
(6) The W cuε (x) depend C
2 smoothly on x as in (4). That is, there exists a continuous map γ :
V ∩ Λ → Emb2(D,M) such that γ(x)(0) = x and γ(x)(D) = W cuε (x), where Emb
2(D,M)
is the collection of all embeddings φ : D→M from the unit 2-disk D into M endowed with
the C2 distance.
Note that, for x ∈ Λ, W ssε (x) andW
cu
ε (x) are embedded discs, and so, sub-manifolds ofM . We
refer to W ssε (x) as local strong-stable manifold and to W
cu
ε (x) as local center-unstable manifold.
Since Es is uniformly contracting we have that W ssε (x) is uniquely defined. But we stress that
the center-unstable W cuε (x) manifold is not unique without further assumptions; see [1].
The set
W s(x) =
⋃
t∈R
W ssε (Xt(x)) ⊂
⋃
t∈R
Xt(W
ss
ε (x))(4.8)
is called the stable manifold at x ∈ Λ. The proof that W s(x) is a manifold is contained in [25,
Theorem 5.5].
Denoting Ecsx = E
s
x ⊕ E
X
x , where E
X
x is the direction of the flow at x, it follows that
TxW
s(x) = Ecsx .(4.9)
4.1.2. Extension of the lamination {W ssε }x∈Λ to a contracting invariant foliation in a neighbor-
hood of Λ. Here we show that the collection of C2 strong-stable leaves through the points of Λ,
depending continuously on the base point, which is known as a lamination, can be extended to
an invariant foliation (in the usual sense from Differential Topology) of a open neighborhood of
Λ, whose leaves are C2 submanifolds and whose foliated charts are of class C1. In addition, these
leaves are uniformly contracted by the action of the flow. The argument we present below follows
[37, Appendix 1] closely.
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Let us fix a neighborhood U0 of the singular-hyperbolic attractor Λ on the manifold M such
that the closure of Xt(U0) is contained in U0 for all t > 0. We consider the following family of
directions through the points of U0
D = {(x, ℓ) : x ∈ U0, ℓ ∈ P
1(TxM)}.
This set is clearly a smooth manifold of dimension 5. The time-one map of the flow f = X1
induces a map ψ : D → ψ(D) given by
ψ(x, ℓ) = (f(x), Df(x) · ℓ), (x, ℓ) ∈ D.
Naturally, this map ψ is of class C1 if f is of class C2. We note that the subset Ω := {(x, ℓ) ∈ D :
x ∈ Λ, ℓ = Essx } is compact and fixed by ψ. We claim that it is also a partially hyperbolic subset
for ψ. To prove this, we consider the inverse map ϕ(x, ℓ) = (f−1(x), Df−1(x) · ℓ).
Indeed, for every (x, ℓ) ∈ Ω we can calculate the derivative Dϕ of ϕ at (x, ℓ) ∈ Ω using
coordinates provided by the splitting of TΛM , as follows. Directions on P
1(TxM) near the stable
direction can be seen as graphs of a linear map ℓ : Essx → E
cu
x which in fact is given by the vector
ℓ(1) ∈ Ecux , since E
ss
x is one-dimensional. The action of Df
−1(x) on the directions of P1(TxM) can
be represented by the graph transform ℓ′ = Df−1 |Ecux ◦ℓ ◦ (Df
−1 |Essx )
−1 : Essf−1(x) → E
cu
f−1(x).
So in this coordinates we have ϕ(x, ℓ) = (f−1(x), ℓ′). Then we have, since a tangent direction at
ℓ ∈ P1(TxM) is another linear map ξ : Essx → E
cu
x given by the vector ξ(1)
Dϕ(x, ℓ) · (v, ξ) = (Df−1(x) · v,Df−1(x) · ξ)
which we may represent by the following isomorphism of R5(
Df−1(x) 0
0 (Df−1 |Essx )
−1 ·Df−1 |Ecux
)
: (Essx ⊕ E
cu
x )⊕ E
cu
x → (E
ss
f−1(x) ⊕ E
cu
f−1(x))⊕ E
cu
f−1(x).
We have now using the domination assumption from (4.3)
‖(Df−1 |Essx )
−1 ·Df−1 |Ecux ‖ ≤ ‖Df |Essf−1(x)
‖ · ‖(Df |Ecu
f−1(x)
)−1‖ < λ
and by condition (4.2) we get
‖(Df−1 |Essx )
−1 ·Df−1 |Ecux ‖ < λ · ‖(Df |Ecuf−1(x)
)−1‖ < m(Df−1(x))
since the assumption (4.3) ensures that ‖(Df |Ecu
f−1(x)
)−1‖ < λ · ‖Df |Ess
f−1(x)
‖−1 which is the
same as
‖Df−1 |Ecux ‖ < λ · ‖Df
−1 |Essx ‖ < ‖Df
−1 |Essx ‖.
This shows the partial hyperbolicity of Ω. Hence the map Dϕ is immediate relative ρ-pseudo-
hyperbolic for some function ρ strictly smaller than 1 over Ω. We may now use [45, Theorem IV.1]
and [25, Theorem 5.5] to obtain a C1 center-unstable manifold W c(x) for ϕ through each point
(x,Essx ) ∈ Ω, which is a center-stable manifold for ψ, with dimension 3 and tangent to TxM ×E
ss
x
at (x,Essx ).
This manifold projects to a neighborhood of x ∈ Λ on M through the canonical projection of
D on the first coordinate. This means that on a neighborhood U ⊂ U0 of Λ we can define a field
of directions {ℓ(y)}y∈U such that (y, ℓ(y)) ∈ W
c(x) for some x ∈ Λ. Integrating these direction
we obtain C2 one-dimensional submanifolds W ss(y) passing through y ∈ U (note that the field
of direction is C1 smooth because W c was C1). Since the lamination W c is ψ-invariant, we can
deduce that f(W ss(y)) ⊂W ss(f(y)) for all y ∈ U ∩ f−1(U).
We have obtained a one-dimensional foliation of a neighborhood U of Λ which extends the
strong-stable lamination provided by Theorem 6. For small enough U the leaves of this foliation
are uniformly contracted by a rate close to λ under the action of f .
This results extend to the action of Xt in a standard way: we have the same conclusions for
the diffeomorphism Xt for t > 0 in the place of f = X1.
Corollary 3. For any compact invariant subset Λ of a C2 flow Xt which is partially hyperbolic,
that is, Λ satisfies conditions (4.3) and (4.2) for a continuous DXt-invariant splitting TΛM =
Es⊕Ecu with one-dimensional stable direction, there exists a neighborhood U of Λ in the ambient
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manifold M where a extension Fs(x) of the local stable lamination {W ssε (x)}x∈Λ is defined, is a
locally Xt-invariant foliation and its leaves are uniformly contracted by Xt, for all t > 0. Each
leaf is a C2 one-dimensional sub-manifold of M .
The dependence of W ssε (x) on x is similar to item (4) of Theorem 6 but in the C
1 topology.
We stress that the smoothness of x 7→ W ssε (x) is in general not related to the differentiability of
the foliation Fss = {W ssε (x)}x∈U of the neighborhood U of Λ; see e.g. [41].
4.2. Cross-sections and Poincare´ maps. Now let Σ be a cross-section to the flow, that is,
a C2 embedded compact disk transverse to X at every point x ∈ Σ. We assume from now on
that cross-sections are contained in the open neighborhood of Λ where a contracting foliation Fss
which extends the strong-stable lamination through the points of Λ is defined.
For x ∈ Σ we define W s(x,Σ) to be the connected component of Fsc(x) ∩ Σ that contains
x, where Fcs(x) := ∪t∈RXt(Fs(x)) is the central-stable leaf obtained from the strong-stable leaf
Fs(x) in a manner similar to (4.8). Since the flow (Xt)t∈R is C2, W s(x,Σ) is a C2 co-dimension
one embedded curve for every x ∈ Σ. These leaves form a foliation F sΣ of Σ.
From the celebrated work of Anosov [5] and more recent developments in the partially hyperbolic
setting by Pugh-Shub [40] and Brin-Pesin [12, Theorem 3.1], it is known that the holonomies
(projection along leaves) between pairs of transverse surfaces to Fss admit a Ho¨lder Jacobian with
respect to Lebesgue induced measure. This naturally implies a similar statement for holonomies
transverse to Fcs.
In this setting the holonomy (projection) between pairs of transverse curves to F sΣ along the
lines of F sΣ can be seen as maps between intervals of the real line having a Ho¨lder Jacobian with
respect to Lebesgue measure. Hence these holonomies are C1+α maps, for some 0 < α < 1 which
depends on X only; see e.g. [6, Section 2.7.2].
In this case the leaves W s(x,Σ), for x ∈ Σ, define a foliation F sΣ of Σ whose transversal
smoothness is Ho¨lder-C1.
Remark 9. Given a cross-section Σ there is no loss of generality in assuming that it is the image
of the square I × I by a C1+α diffeomorphism h, for some 0 < α < 1, which sends vertical lines
inside leaves of FsΣ. We denote by int(Σ) the image of (0, 1) × (0, 1) under the above-mentioned
diffeomorphism, which we call the interior of Σ.
We also assume that each cross-section Σ is contained in U0, so that every x ∈ Σ is such that
ω(x) ⊂ Λ. From now on we always assume that cross-sections are of this kind.
Given any two cross-sections Σ and Σ′ to the flow, a Poincare´ map is a map defined by
R : U ⊂ Σ→ Σ′, x ∈ U 7→ Xt(x)(x) ∈ Σ
′
(for a suitable hitting time t which will be precised later). We note that, in general, R needs not
correspond to the first time the orbits of Σ encounter Σ′, nor it is defined everywhere in Σ. If R
is defined at x ∈ Σ, a time t(x) > 0 so that Xt(x)(x) ∈ Σ
′ is called a Poincare´ time of x.
The continuity of the flow implies that, if R is defined at x ∈ Σ, then it is defined in an open
neighborhood Ux of x in Σ and it is a C
1 local diffeomorphism, see [36, Proposition 1.2, pp 94].
4.2.1. Hyperbolicity of Poincare´ maps. Let Σ be a cross-section toX and R : Σ→ Σ′ be a Poincare´
map R(y) = Xt(y)(y) to another cross-section Σ
′ (possibly Σ = Σ′), defined as above.
The splitting Es ⊕Ecu over U0 induces a continuous splitting EsΣ ⊕E
cu
Σ of the tangent bundle
TΣ to Σ (and analogously for Σ′), defined by (recall (4.9) for the use of Ecs)
(4.10) EsΣ(y) = E
cs
y ∩ TyΣ and E
cu
Σ (y) = E
cu
y ∩ TyΣ.
The next result establishes that if the Poincare´ time t(x) is sufficiently large then (4.10) defines
a hyperbolic splitting for the transformation R on the cross-sections. Given a pair Σ,Σ′ of cross-
sections in Ξ, we write Σ(Σ′) for the subset of points of Σ whose Poincare´ map is defined and hits
Σ′.
Proposition 7. [6, Proposition 6.15, pp 172] Let R : Σ(Σ′) → Σ′ be a Poincare´ map as before
with Poincare´ time t(·). Then DRx(EsΣ(x)) = E
s
Σ(R(x)) at every x ∈ Σ(Σ
′) and DRx(E
cu
Σ (x)) =
EcuΣ (R(x)) at every x ∈ Λ ∩ Σ(Σ
′).
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Moreover, for every given 0 < λ < 1 there exists T1 = T1(Σ,Σ
′, λ) > 0 such that if t(·) > T1 at
every point, then
‖DR | EsΣ(x)‖ < λ and ‖DR | E
cu
Σ (x)‖ > 1/λ at every x ∈ Σ(Σ
′).
Given a cross-section Σ, a positive number ρ, and a point x ∈ Σ, we define the unstable cone
of width ρ at x by
(4.11) Cuρ (x) = {v = v
s + vu : vs ∈ EsΣ(x), v
u ∈ EcuΣ (x) and ‖v
s‖ ≤ ρ ‖vu‖}
(we omit the dependence on the cross-section in our notations). We note that Cuρ (x) = C
cu
ρ (x) ∩
TxΣ.
Let 0 < ρ < 1 be a small constant. In the following consequence of Proposition 7 (which is itself
a consequence of partial hyperbolicity for the splitting Es⊕Ecu) we assume that the neighborhood
U0 has been chosen sufficiently small, depending on ρ and on a bound on the angles between the
flow and the cross-sections.
Corollary 4. [6, Corollary 6.17, pp 173] For R : Σ→ Σ′ as in Proposition 7, with t(·) > T1 , and
any x ∈ Σ(Σ′), we have
DR(x)(Cuρ (x)) ⊂ C
u
ρ/2(R(x)) and ‖DR(x)(v)‖ ≥
λ−1
2
· ‖v‖ for all v ∈ Cuρ (x).
The proof of this corollary is based on the observation that, for small ρ > 0, the vectors in
Cuρ (x) can be written as the direct sum of a vector in E
cu
x , which is expanded at a rate λ
−1, with a
vector in Ecsx , which is contracted at a rate λ. Hence, for small ρ, the center-unstable component
dominates the stable component and the length of the vector is increased at a rate close to λ−1.
In this way we can always achieve an arbitrarily large expansion rate along the directions of
the unstable cone as long as we take λ sufficiently close to zero and, consequently, a big enough
threshold time T1.
Let us introduce the following notion: a cu-curve in Σ is a curve contained in a cross-section
Σ ∈ Ξ whose tangent direction Tzγ is contained in a center-unstable cone Cuρ (z) ⊂ TzΣ for all
z ∈ γ; see (4.11) below.
Remark 10. The cone Ccua (x) is defined at every x ∈ Σ and we can choose Σ so that the
diffeomorphism h sends horizontal lines into cu-curves, i.e., curves whose tangent directions are
contained in the cu-cone at every point.
4.2.2. Adapted cross-sections. The next step is to exhibit stable manifolds for Poincare´ transfor-
mations R : Σ → Σ′. The natural candidates are the intersections W s(x,Σ) = W s(x) ∩ Σ we
introduced previously. By construction, these leaves are contracted by the action of the flow and
so they are contracted by the transformation R. Moreover, as already commented before, these
intersections define a C1+α stable foliation F sΣ of Σ with a Ho¨lder-C
1 holonomy. For our purposes
it is also important that this foliation be invariant:
(4.12) R(W s(x,Σ)) ⊂W s(R(x),Σ′) for every x ∈ Λ ∩ Σ(Σ′).
In order to have this we restrict our class of cross-sections so that the center-unstable boundary
is disjoint from Λ. We recall (see Remark 9) that we are considering cross-sections Σ that are
diffeomorphic to the square I × I, with the vertical lines {η} × I being mapped to stable sets
W s(y,Σ). The stable boundary ∂sΣ is the image of {0, 1}×I. The center-unstable (or cu-)boundary
∂cuΣ is the image of I× {0, 1}. The cross-section is δ-adapted if
d(Λ ∩ Σ, ∂cuΣ) > δ,
where d is the intrinsic distance in Σ. We also recall that, from Remark 10, we choose the cross-
sections so that the cu-boundary is in fact formed by cu-curves.
We call vertical strip of Σ the image h(J × I) for any compact subinterval J , where h : I2 → Σ
is the coordinate system on Σ as in Remark 9. Notice that every vertical strip is an δ-adapted
cross-section.
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Figure 1. An adapted cross-section for Λ.
Lemma 5. [6, Lemma 6.22, pp 177] Let x ∈ Λ be a regular point, that is, such that X(x) 6= 0.
Then there exists δ > 0 for which we can find a δ-adapted cross-section Σ at x.
Given cross-sections Σ and Σ′ we set Σ(Σ′) = {x ∈ Σ : R(x) ∈ Σ′} the domain of the return
map from Σ to Σ′. The next lemma establishes that if the cross-sections are adapted, then we
have the invariance property (4.12).
Lemma 6. [6, Lemma 6.23, pp 178] Given δ > 0 and δ-adapted cross-sections Σ and Σ′, there
exists T2 = T2(Σ,Σ
′) > T1 > 0, where T1 is as in Proposition 7, such that if R : Σ(Σ
′) → Σ′
defined by R(z) = Rt(z)(z) is a Poincare´ map with time t(·) > T2, then
(1) R
(
W s(x,Σ)
)
⊂W s(R(x),Σ′) for every x ∈ Σ(Σ′), and also
(2) d(R(y), R(z)) ≤ 12 d(y, z) for every y, z ∈ W
s(x,Σ) and x ∈ Σ(Σ′).
This lemma provides a sufficient condition for having partial hyperbolicity for the Poincare´
return map. Indeed, if t > T2 > T1, then the stable leaves are sent strictly inside stable leaves and
uniformly contracted by the ratio 1/2; and the unstable cones on cross-sections are preserved.
4.2.3. Poincare´ maps near Lorenz-like equilibria. Here we consider the Poincare´ maps of the flow
near the singularities.
We recall that, since the equilibria σ = σk in our setting are all Lorenz-like, the unstable
manifoldWu(σ) is one-dimensional, and there is a one-dimensional strong-stable manifoldW ss(σ)
contained in the two-dimensional stable manifold W s(σ). By the smooth linearization results
provided by Hartman [23] in the absence of resonances, orbits of the flow in a small neighborhood
Uσ of the given equilibrium σ are solutions of the following linear system, modulo a smooth change
of coordinates:
(x˙, y˙, z˙) = (λ1x, λ2y, λ3z) thus Xt(x0, y0, z0) = (x0e
λ1t, y0e
λ2t, z0e
λ3t),(4.13)
with λ2 < λ3 < 0 < −λ3 < λ1.
More precisely, let us consider and use the following smooth linearization result.
Theorem 7. Let n ∈ Z+ be given. Then there exists an integer N = N(n) ≥ 2 such that: if Γ is
a real non-singular d× d matrix with eigenvalues γ1, . . . , γd satisfying
d∑
i=1
miγi 6= γk for all k = 1, . . . , d and 2 ≤
d∑
j=1
mj ≤ N(4.14)
and if ξ˙ = Γξ + Ξ(ξ) and ζ˙ = Γζ, where ξ, ζ ∈ Rd and Ξ is of class CN for small ‖ξ‖ with
Ξ(0) = 0, ∂ξΞ(0) = 0; then there exists a C
n diffeomorphism R from a neighborhood of ξ = 0 to
a neighborhood of ζ = 0 such that RξtR
−1 = ζt for all t ∈ R and initial conditions for which the
flows ζt and ξt are defined in the corresponding neighborhood of the origin.
Proof. See [23, Theorem 12.1, p. 257]. 
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We recall that, in general, hyperbolic singularities are only linearizable by an at most Ho¨lder
homeomorphism according to the standard Hartman-Grobman Theorem [36, 42].
By Theorem 7 , hence it is enough for us to choose the eigenvalues (λ1, λ2, λ3) ∈ R3 of σ satis-
fying a finite set of non-resonance relations (4.14) for a certain N = N(2) and for each singularity
σk in Λ. For this condition defines an open and dense set in R
3 and so all small C1 perturbations
Y of the vector field X will have a singularity whose eigenvalues (λ1(Y ), λ2(Y ), λ3(Y )) are still in
the C2 linearizing region.
We note that in (4.13) x1 corresponds to the strong-stable direction at σ, x2 to the expanding
direction and x3 to the weak-stable direction.
Then for some δ > 0 we may choose cross-sections contained in Uσ
• Σo,±σ at points y
± in different components of Wuloc(σ) \ {σ}
• Σi,±σ at points x
± in different components of W sloc(σ) \W
ss
loc(σ)
and Poincare´ first hitting time maps R± : Σi,±σ \ ℓ
± → Σo,−σ ∪ Σ
o,+
σ , where ℓ
± = Σi,±σ ∩W
s
loc(σ),
satisfying (see Figure 2)
(1) every orbit in the attractor passing through a small neighborhood of the equilibrium σ
intersects some of the incoming cross-sections Σi,±σ ;
(2) R± maps each connected component of Σi,±σ \ ℓ
± diffeomorphically inside a different out-
going cross-section Σo,±σ , preserving the corresponding stable foliations.
Here we write W ∗loc(σ), ∗ = s, ss, u for the local invariant stable, strong-stable and unstable man-
ifolds of the hyperbolic saddle-type singularity σ (see e.g. [36]), so that these invariant manifold
extend up to the cross-sections Σi,± and Σo,±.
We note that at each flow-box near a singularity there are four cross-sections: two “ingoing”
Σi,±σ and two “outgoing” Σ
o,±
σ .
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Figure 2. Cross-sections near a Lorenz-like equilibrium.
Using C2 linearizing coordinates in a flow-box near a singularity, with the appropriate rescaling,
we can assume without loss of generality that, for a small δ > 0, see Figure 2
Σi,± = {(x1, x2,±1) : |x1| ≤ δ, |x2| ≤ δ} and
Σo,± = {(±1, x2, x3) : |x2| ≤ δ, |x3| ≤ δ}.
Then from (4.13) we can determine the expression of the Poincare´ maps between ingoing and
outgoing cross-sections easily
(4.15) Σi,+ ∩ {x1 > 0} → Σ
0,+, (x1, x2, 1) 7→
(
1, x2 · x
−λ2/λ1
1 , x
−λ3/λ1
1
)
.
The cases corresponding to the other ingoing/outgoing pairs and signs of x1, x2 are similar.
This shows that the map obtained by identifying points with the same x2 coordinate, i.e., points
in the same stable leaf, is simply x 7→ f(x) = xα where α = −λ3/λ1 ∈ (0, 1). Analogously, the
coordinate transverse to the stable leaves transforms according to the map g(x, y) = yxβ where
β = −λ2/λ1 > 0.
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Remark 11. Here ∂xg(x, y) = βyx
β−1 is bounded if, and only if, β ≥ 1 or, equivalently −λ2 > λ1.
In these coordinates it is easy to see that for points z = (x1, x2,±1) ∈ Σi,± the time τ± taken
by the flow starting at z to reach one of Σo,± depends on x1 only and is given by
τ±(x1) = −
log |x1|
λ1
and consequently
∫ δ
−δ
|τ±(x1)| dx1 <∞.(4.16)
This in particular shows that the return time on a ingoing cross-section near a singularity is
constant on stable leaves.
4.3. Global Poincare´ map. In this section we exibit a global Poincare´ map for the flow near the
singular-hyperbolic attractor Λ. The construction we perform here is slightly different from the
one presented at [7]: we need injetiveness of the Poincare´ return map to prove exact dimensionality
of the physical measure. For this we need to cover the attractor by flow boxes through pairwise
disjoint cross-sections and then consider a fixed iterate of the Poincare´ first return map between
these cross-sections. This is the main difference with respect to the usual construction presented
elsewhere.
We observe first that by Lemma 5 we can take a δ-adapted cross-section at each non-singular
point x ∈ Λ. We know also that near each singularity σk of Λ there is a flow-box Uσk containing
σk in its interior. Let S(Λ) denote the finite set of equilibria contained in Λ, all of which are
Lorenz-like.
Step 1: Choose a flow-box Uσ near each singularity σ ∈ S(Λ) as explained in Section 4.2.3
with the extra conditions
(1) for any pair of distinct σ1, σ2 ∈ S(Λ) the flow-boxes
Σi,±σ (T ) := {Xs(x) : x ∈ int(Σ
∗,±
σ ), |s| < T1}, σ = σ1, σ2, ∗ = i, o
are pairwise disjoint, and
(2) the smallest time needed for the positive orbit of a point in Σi,± to reach Σo,± is
bigger than T1.
We note that since we may take Σ∗,±σ arbitrarily close to σ, these conditions can always
be achieved. We denote by S the family of all such cross-sections near the singularities of
Λ.
Step 2: Consider the open set VS = ∪σ∈S(Λ) ∪∗=i,o Σ
∗,±
σ (T1) and the compact subset Λ1 :=
Λ\VS of Λ. For any x ∈ Λ1 we know that x is a regular point. Hence we have a δ-adapted
cross-section Σx through x. We consider the ε0-flow-box
Σx(ε0) := {Xs(x) : x ∈ int(Σx), |s| < ε0}
for a given fixed ε0 > 0 small and ε0 < T1. We note x ∈ Λ1 ensures that Σx(ε0) does not
contain any singularity and, in fact, does not intersect any of the cross-sections fixed at
Step 1.
The collection C := {Σx(ε0) : x ∈ Λ1} is an open cover of the compact set Λ1. We
fix a finite subcover C0 = {Σx1(ε0), . . . ,Σxk(ε0)} in what follows and also consider the
corresponding finite family of cross-sections Ξ0 = {Σx1 , . . . ,Σxk}.
Step 3: Now we adjust the construction so that the Poincare´ first return time between
elements of Ξ0 is bigger than some uniform positive constant.
For any given pair Σ,Σ′ ∈ Ξ0, if we have int(Σ) ∩ int(Σ′) 6= ∅, then we may assume
without loss of generality that the intersection is transversal. For otherwise, if h : I2 → Σ
is the coordinate system of Σ given according to Remark 9, we may find a C1+α embedding
h˜ : I2 → M close enough to h so that Σ˜ := h˜(I2) is a δ-adapted cross-section and there
exists φ : I2 → (−ε0, ε0) such that h˜(s, t) = Xφ(s,t)(h(s, t)) and both pairs int(Σ˜), int(Σ
′)
and ∂Σ˜, ∂Σ′ are transversal. In particular, ∂Σ˜ and ∂Σ′ must be disjoint because the
ambient space is three-dimensional.
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Hence we may assume that the (transversal) intersection Σ ∩ Σ′ is formed by finitely
many smooth closed curves. We consider the sub-strip of Σ given by
Σ0 := ∪{W
s(y,Σ) : y ∈ Σ ∩ Σ′}
and also the sub-strip of Σ′ given by
Σ1 := ∪{W
s(z,Σ′) : z ∈ Σ ∩ Σ′};
see Figure 3. According to the definition of W s(z,Σ),W s(z,Σ′) there are φz :W
s(z.Σ)→
(−ε0, ε0) and φ˜z :W s(z,Σ′)→ (−ε0, ε0) such that for each z ∈ Σ ∩ Σ′
W ss0 (z) := {Xφ(x)(x) : x ∈W
s(z,Σ)} ∪ {Xφ˜(y)(y) : y ∈ W
s(z,Σ′)} ⊂W ssε (z)
and φ(z) = 0 = φ˜(z). Since, by Theorem 6, the stable manifolds in the neighborhood U0
of Λ depend C2-smoothly on the base point
Σ2 := {W
ss
0 (z) : z ∈ Σ ∩ Σ
′}
is a δ-adapted cross-section whose flow-box with time 2ε0 covers the ε0-flow-box of Σ0 and
Σ1.
We replace Σ and Σ′ in Ξ0 by the following strips: the closure of the connected com-
ponents of Σ \Σ0; together with the closure of the connected components of Σ′ \Σ1; and
the closure of Σ2; see Figure 3. The number of such components is finite and, moreover,
their flow boxes with time 2ε0 cover at least the same portion of Λ as the flow-boxes of Σ
and Σ′.
This procedure ensures that, given any pair Σ, Σ˜ in Ξ0, their interiors do not intersect, and the
minimum Poincare´ first return time between these sections is strictly positive. At this point we
redefine C0 = {Σ(2ε0) : Σ ∈ Ξ0}.
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Figure 3. Cross-sections which intersect and their adaptation.
We define Ξ := Ξ0 ∪S the family of all cross-sections chosen in the above steps.
Remark 12. After this construction we note that
(1) we can ensure that each of the open sets Σ(2ε0),Σ ∈ Ξ and Uσ, σ ∈ S(Λ) is contained in
the trapping region U0, which we also assume is a neighborhood of Λ where the extension
of the strong-stable foliation is defined;
(2) given Σ ∈ Ξ and x ∈ int(Σ), the Poincare´ first return time for the positive orbit of x
to reach some cross-section in Ξ is strictly positive; since the number of cross-sections is
finite and each cross-section is compact, there exists ε1 > 0 such that
inf{t > 0 : Xt(x) ∈ Ξ} ≥ ε1.
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(3) since Λ is an attractor, the omega-limit set ω(z) of any z ∈ ∪Σ∈CΣ(ε0) ∪ ∪σ∈S(Λ)Uσ is
contained in Λ. Let us assume that z is a regular point. Thus, with the exception of
the local stable manifolds of σ in Uσ, a point w ∈ ω(z) has regular orbit under the flow
which cross some cross-section in Ξ in some future time. Therefore, the orbit of z, which
accumulates in ω(z), must cross some cross-section of Ξ.
Definition 7. [Global Poincare´ first return map] For any point z in the interior of the cross-
sections in Ξ, we consider the first hit at a cross-section from Ξ. This gives the global Poincare´
first return map
R0(z) := Xτ0(z)(z)(4.17)
and we say that
τ0(z) := inf{t > 0 : Xt(z) ∈ Ξ}(4.18)
is the Poincare´ time of z. If the point z never returns to one of the cross-sections, then the map
R0 is not defined at z.
Remark 13. This construction ensures that R0 is injective, since it is a first return map between
cross-sections of a flow.
In this way we cannot yet ensure that the Poincare´ time is big enough to guarantee hyperbolicity
of the return map. To obtain such big enough Poincare´ time we consider an iterate ofR0, as follows.
Using Proposition 7 and Lemma 6, for the collection Ξ of δ-adapted cross-sections, we consider
the following threshold time
T := max{T1, T2(Σ,Σ
′) : Σ,Σ′ ∈ Ξ,Σ 6= Σ′}.
Hence, if we choose a big enough iterate RN0 of the Poincare´ first return map so that the return
time for R = RN0 is bigger than T , then the tangent map to R : Σ(Σ
′)→ Σ′ is hyperbolic between
any pair of cross-sections.
Definition 8. [Global Poincare´ map] We choose N ∈ Z+ such that Nε1 > T and set R := RN0 .
We note that R in the definition above is guaranteed to have hyperbolic derivative at every
point where it is defined, since we can write
R(z) = Xτ(z)(z) with τ(z) =
N−1∑
i=0
τ0(R
i
o(z)) > T(4.19)
if R(z) is defined, z ∈ Ξ. The function τ is the global Poincare´ time and (4.19) shows that both
Proposition 7 and Lemma 6 simultaneously hold.
In addition, by Lemma 6, if R is defined for x ∈ Σ on some Σ ∈ Ξ, then R is defined for
every point in W s(x,Σ). Hence the domain of R | Σ consists of strips of Σ. The smoothness of
(t, x) 7→ Xt(x) ensures that the strips
(4.20) Σ(Σ′) = {x ∈ Σ : R(x) ∈ Σ′}
have non-empty interior in Σ for every Σ,Σ′ ∈ Ξ.
Remark 14. Since R is a fixed iterate of the injective map R0, we see that R is also injective.
Moreover, by item (3) of Remark 12, the family of all Σ(Σ′) for Σ′ ∈ Ξ covers Σ except the points
where R is not defined.
4.3.1. Finite number of strips in the domain of the global Poincare´ return map. The next result
shows that, fixing a cross-section Σ ∈ Ξ, the points where R is not defined are contained in finitely
many stable leaves. Thus, after Remark 14, the family of all possible strips, defined as in (4.20) by
the set of points Σ(Σ′) which move from Σ to some strip Σ′ ∈ Ξ, covers Σ except for finitely many
stable leaves W s(xi,Σ), i = 1, . . . ,m = m(Σ). Thus the number of strips in each cross-section is
finite.
We note that R is locally smooth for all points x ∈ int(Σ) such that R(x) ∈ int(Ξ) by the
Tubular Flow Theorem, [36, Theorem 1.1, pp 40], and the smoothness of the flow, where int(Ξ)
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is the union of the interiors of each cross-section of Ξ. Let ∂sΞ denote the union of all the leaves
forming the stable boundary of every cross-section in Ξ.
Lemma 7. [6, Lemma 6.29, pp 182] The subset D of points for which R is not defined in Ξ \ ∂sΞ
is contained in the set of points x ∈ Ξ \ ∂sΞ such that:
(a) either R(x) is defined and belongs to ∂sΞ;
(b) or there is some time 0 < t ≤ t2, t2 given at Lemma 6, such that Xt(x) ∈W sε (σ) ∩Σj for
some singularity σ of Λ and Σj ∈ Ξ.
Moreover this set is contained in a finite number of stable leaves of the cross-sections Σ ∈ Ξ.
The proof of this lemma depends on the fact that the Poincare´ time is finite for points where
R(x) is defined, so the other points must be inside the attractor but never cross other cross-sections
of Ξ, so they must be converging to an equilibrium point of X in Λ; or they will hit the stable
boundary of some cross-section of Ξ.
Let Γ be the finite set of stable leaves of Ξ provided by Lemma 7 together with ∂sΞ. Then the
complement Ξ\Γ of this set is formed by finitely many open strips Σ ∈ Ξ, where R is smooth, i.e.,
of class C2. Each of these strips is then a connected component of the sets Σ(Σ′) for Σ,Σ′ ∈ Ξ,
where R is a C2 diffeomorphism.
4.3.2. Integrability of the global Poincare´ return time τ . We may now obtain a crucial property
for the construction of the physical measure for singular hyperbolic attractors and to study its
properties in what follows.
Lemma 8. The global Poincare´ time τ is integrable with respect to the Lebesgue area measure in
Ξ, induced by the Riemannian Lebesgue volume form on the manifold.
Proof. Indeed, given z ∈ Ξ, the point R(z) = Xτ(z)(z) is also given by R
N
0 (z) = XSNτ0(z)(z)
where τ(z) = SNτ0(z) =
∑N−1
k=0 τ0(R
k
0(z)). Hence τ is bounded by the sum of at most N exit-time
functions of flow-boxes of S(Λ) (all of them integrable with respect to Lebesgue measure) plus the
sum of at most N bounded Poincare´ first return time functions between cross-sections in C0, away
from singularities. Thus the Poincare´ time of R on Ξ is Lebesgue integrable. 
4.4. The two-dimensional map F . ¿From now on, Ξ is the collection of all strips Σ(Σ′) where
the Poincare´ return map is smooth. We still denote the strips by the letter Σ in what follows. We
choose a C2 cu-curve γΣ transverse to F sΣ in each Σ ∈ Ξ. Then the projection pΣ along leaves of
F sΣ onto γΣ is a C
1+α map, since the stable leaves W s(x,Σ) are defined through every point of
Σ ∈ Ξ and holonomies depend C1+α smoothly on the base point.
Given a set A, Cl(A) means the closure of A. We define
I =
⋃
Σ,Σ′∈Ξ
Cl
(
Σ(Σ′)
)
∩ γΣ and S =
⋃
Σ,Σ′∈Ξ
Cl
(
Σ(Σ′)
)
.
As the number of strips is finite, by the properties of Σ(Σ′) obtained earlier, the set I is C2-
diffeomorphic to a closed interval I = [0, 1] with finitely many points C = {c1, . . . , cn} removed,
and pΣ|p
−1
Σ (I) becomes a C
1 submersion. The set S is C1+α-diffeomorphic to a non-degenerate
closed rectangle Q ⊂ R2, Q = [0, 1]× [0, 1] with finitely many vertical lines C × I = {c1, . . . , cn}× I
removed. We denote by H the C1+α-diffeomorphism H : S → Q which sends stable leaves to
vertical lines and consider the composition map
F = H ◦R ◦H−1 : Q→ Q.
According to Lemma 6, Proposition 7 and Corollary 4, the Poincare´ map R : Ξ \ Γ→ Ξ takes
stable leaves of F sΣ inside stable leaves of the same foliation and is C
1 piecewise hyperbolic. In
addition, by Corollary 4, a cu-curve γ ⊂ Σ is taken by R into a cu-curve R(γ) in the image
cross-section.
We can define unstable cones on Q using the smoothness of H as Cuρ(H(x)) := DH(x) ·C
u
ρ (x).
This ensures, in particular, that cu-curves are taken by F = H ◦ R ◦H−1 into cu-curves. Hence,
the map F = H ◦R ◦H−1 : Q→ Q can be written as
F (x, y) = (T (x), G(x, y)),
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where
T : I \ C → I, (I \ C) ∋ z 7→ H
(
pΣ′
(
R
(
W s(H−1(z),Σ) ∩ Σ(Σ′)
)))
.
Moreover, by construction, we have that the following hold:
(a) T : I \ C → I is not defined at a finite number of points c1, · · · , cn, and it is C1 at
I \ C = ∪0≤j≤nIj . The points c1, · · · , cn correspond either to the projection of a line
ℓ = Σi ∩W sε (σ) of points which fall in the stable manifold of an equilibrium σ, or to the
projection of the boundary of a strip Σ ∈ Ξ.
(b) G : Q → I is not defined at a finite number of vertical lines ℓci = {ci} × I in Q, corre-
sponding to p−1Σ (ci), where ci are as in (a) and G is C
1 restricted to Q \ (∪1≤i≤nℓci).
(c) the choice of R as an iterate of the first return map R0 between the finite family Ξ of
cross-sections ensures that F is injective in the following sense: if i 6= j then F ((ci, ci+1)×
[0, 1]) ∩ F ((cj , cj+1)× [0, 1]) = ∅.
Finally, with the convention c0 = 0 and cn = 1, the restriction of F to each strip Σj = (cj , cj+1)×
[0, 1] ⊂ Q, 0 ≤ j ≤ n− 1, is given by
FΣj (x, y) =
(
TΣj (x), GΣj (x, y)
)
.
We note that Lemma 6(b) together with the fact that H is a C1+α-diffeomorphism imply
Lemma 9. The map F : Q→ Q preserves the vertical foliation Fs of Q, and F |γ is λ-Lipschitz
with λ < 1 on each leaf γ ∈ Fs.
Remark 15. By taking the cross-sections Σ small enough we can ensure that the unstable cone
has very small variation along the strip. We can then ensure that all curves which are at a constant
distance from γΣ along FsΣ are also cu-curves. Since F
s
Σ is sent to vertical lines in Q through H,
this in turn ensures that all horizontal lines in Q which do not intersect the vertical lines ℓci are
cu-curves, because these horizontal lines correspond through H to curves which are essentially at
a constant distance from γΣ along the stable leaves.
4.4.1. Additional properties of the one-dimensional map T . As already mentioned, since the flow
(Xt)t∈R is C
2, the leavesW s(x,Σ), x ∈ Σ, define a C1 foliation F sΣ of each Σ ∈ Ξ with a Ho¨lder-C
1
holonomy (since the leaves are one-dimensional).
These properties taken together with the expansion provided by Corollary 4 imply (see the
proof in [6, Sec. 7.3.2, pp 222]).
Lemma 10. The one-dimensional map T obtained above is in fact a C1+α piecewise expanding
map such that 1/|DT | is α-Ho¨lder, for some 0 < α < 1, restricted to each Ij .
The uniform expansion is a consequence of the existence of a uniform bound for the angles
between FsΣ and the curves γΣ, once we have fixed the set Ξ of cross-sections, and our ability
to obtain an arbitrarily large expansion rate along the unstable cones if we choose the threshold
T1 > 0 large enough.
As seen in Section 3 (see Theorem 4 and consequences), if T is piecewise expanding and h =
1/|DT | has finite universal p-bounded variation then there is an absolutely continuous invariant
measure with p-bounded variation density. It is easy to see that if 1/|DT | is piecewise α-Ho¨lder
for some α ∈ (0, 1), then it is of universal p-bounded variation. Moreover, by taking an iterate
T k of T if necessary, we can assume that each ergodic absolutely continuous invariant probability
measure for T is decomposed into a finite family of of probability measures invariant for T k and
having exponential speed of convergence to equilibrium.
Thus, Lemma 10 together with the results from Section 3 imply the following result.
Lemma 11. The one-dimensional map T obtained above has finitely many ergodic physical mea-
sures µ1T , . . . , µ
l
T , whose density is a function of p-bounded variation, and whose ergodic basins
cover Lebesgue almost all points of I.
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We recall that, given a ϕ-invariant Borel probability measure µ with respect to a map ϕ : X 	
on a metric space X , we denote by
B(µ) = {x ∈ X : lim
n→+∞
1
n
n−1∑
j=0
ψ(ϕj(x)) =
∫
φdµ, ∀ψ ∈ C0(X,R)}
the ergodic basin of µ and say that µ is physical if the volume of B(µ) (or some other natural
measure) is positive.
According to standard constructions described in [7] and [6, Section 7.3, pp. 225-235], each
absolutely continuous ergodic probability measure µiT for T can be lifted to a unique physical
ergodic probability measure µiF for the map F , in such a way that π∗µ
i
F = µ
i
T , where π : Q→ I is
the projection on the first coordinate and we have π ◦ F = T ◦ π. Hence the ergodic basin B(µiF )
of µiF is given by π
−1(suppµiT ) and is a finite collection of strips with non-empty interior and the
interior of the supports of distinct µjF and µ
i
F are disjoint.
Moreover, each probability measure µiF can be lifted to a physical ergodic probability measure
νiΛ for the flow of X supported in the attractor Λ; more on this in Subsection 4.5. Since a singular-
hyperbolic attractor is transitive, that is, it has a dense orbit, it follows that there can be only
one such physical measure for the flow in the basin of attraction of Λ; see [6, Section 7.3.8, pp.
234-235].
Lemma 12. For each absolutely continuous ergodic probability measure µiT for T there exists a
unique physical ergodic probability measure µiF for the map F such that π∗µ
i
F = µ
i
T .
For each physical measure µiF for F there exists a unique ergodic physical measure νX for X.
We note that since F is given by a power of the first return map R0, the uniqueness statement
above does not imply uniqueness of the absolutely continuous invariant probability measure µT
for T .
4.4.2. Positive entropy for the two-dimensional map. We will also need the fact that the entropy
hµi
F
(F ) of the map F with respect to each physical measure µiF is positive. Since we know that
π ◦F = T ◦π and hµiT (T ) =
∫
log |DT | dµT > 0, where µiT is one ergodic absolutely continuous T -
invariant probability measure, we see that hµi
F
(F ) > 0, for each F -invariant ergodic and physical
probability measure µiF .
4.4.3. Additional properties of the map G. Since F (x, y) = (T (x), G(x, y)), Lemma 9 means that
there is 0 < λ < 1 such that for all fixed x,
(4.21) dist(G(x, y1), G(x, y2)) ≤ λ · |y1 − y2| , ∀ y1, y2 ∈ I.
The form of the singularities ensures the following result.
Lemma 13. If for all singularities σ we have that the eigenvalues λ2(σ) < λ3(σ) < 0 < λ1(σ)
satisfy the non-resonance conditions expressed in Theorem 7, then the map G : Q → I satisfies
var(G) <∞.
Proof. From the choices made in Section 4.2.3 we see that the expression of the Poincare´ maps
between ingoing and outgoing cross-sections implies the following.
For a maximal interval (ci, ci+1), where the first coordinate map T is monotonous, corresponding
to an ingoing cross-section near a equilibrium point of the flow σi with the eigenvalue ratios αi > 0
and βi ∈ (0, 1), we have that F | (ci, ci+1)× I is given by
(x, y) 7→ ((x − ci)
β , y(x− ci)
αi) or (x, y) 7→ (|x− ci+1|
β, y|x− ci+1|
αi)(4.22)
For the remaining cases, F | (ci, ci+1) × I is just a Poincare´ map between tubular neighborhoods
of regular points for the flow, whose derivatives are bounded: T ′, ∂xG and ∂yG are bounded
functions. Since there are finitely many such tubular neighborhoods, we let K > 0 be an upper
bound for these derivatives.
Let us now consider the estimation of the total variation. Let 0 = x1 < x2 < . . . , < xn = 1 be
a partition of I and y1, y2, . . . , yn arbitrary points in I. For a sequence xk < xk+1 < · · · < xl in
(ci, ci+1) we consider two cases.
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Case A: (ci, ci+1)× I is the domain corresponding to an ingoing cross-section near an equi-
librium point of the flow. We can write, since (xj , yj) ∈ Q∑
k≤j≤l
∣∣G(xj , yj)−G(xj+1, yj)∣∣ = ∑
k≤j≤l
yj
(
(xj+1 − ci)
αi − (xj − ci)
αi
)
≤
∑
k≤j≤l
(
(xj+1 − ci)
αi − (xj − ci)
αi
)
= (xl − ci)
αi − (xk − ci)
αi ≤ 1
where we have assumed that G(x, y) = y(x− ci)αi . The other case, with ci+1 in the place
of ci, is similar.
Case B: (ci, ci+1)× I is the domain corresponding to a tubular neighborhood away from a
singular flow-box. We can now write by the Mean Value Theorem∑
k≤j≤l
∣∣G(xj , yj)−G(xj+1, yj)∣∣ = ∑
k≤j≤l
∣∣∂xG(x∗j , yj)∣∣(xj+1 − xj) ≤ K(xl − xk) ≤ K
for some x∗j ∈ (xj , xj+1).
Finally, the case xk < ci < xk+1 can also be bounded∣∣G(xk, yk)−G(xk+1, yk)∣∣ ≤ 2 sup
x∈I
|g(x, yk)| ≤ 2.
We note that the bounds we have obtained do not depend on the choice of the yj . Since there are
finitely many such tubular neighborhoods and flow-boxes to consider, we see that
sup
n∈Z+
sup
y1,...,yn∈I
0=x1<···<xn=1
n∑
j=1
∣∣G(xj , yj)−G(xj+1, yj)∣∣
is bounded above by a constant times the number of smooth branches of the first coordinate
function f . 
Now we state a straightforward consequence of Remark 11.
Lemma 14. If for all singularities σ ∈ Λ we have the eigenvalue relation −λ2(σ) > λ1(σ), then the
second coordinate map G of F has a bounded partial derivative with respect to the first coordinate,
i.e., there exists C > 0 such that |∂xG(x, y)| < C for all (x, y) ∈ (I \ {c1, . . . , cn})× I.
Proof. We just have to observe that in the domains corresponding to ingoing cross-sections near
singularities, the expression of the map g is given by (4.22). Thus we can apply Remark 11 to
conclude that ∂xg is bounded if, and only if, the stated eigenvalue relation holds for the eigenvalues
of DX at the equilibrium point. For the other domains, since F is just a Poincare´ map between
tubular neighborhoods of regular points for the flow, its partial derivatives are bounded. 
4.5. Integrability of τ , log |T ′| and log |∂yG| with respect to the physical measures. Now
we show that the global Poincare´ time τ is integrable with respect to the F -invariant physical
measures µiF on Q, which lifts to the physical measure ν for the flow on the singular-hyperbolic
attractor and itself is a lift of the T -invariant absolutely continuous probability measure µT on I.
Proposition 8. The global Poincare´ time τ is integrable with respect to each F -invariant physical
probability measure µiF .
Proof. We recall the main steps of the construction of µF from µT .
We denote by F = {{x}×I}x∈I the vertical foliation on the squareQ and by Γ = {{ci}×I}i=1,...,n
the leaves corresponding to discontinuities of the map T . We have already shown that F is
• invariant: the image of any ξ ∈ F distinct from Γ is contained in some element η of F ;
• contracting: the diameter of Fn(ξ) goes to zero when n→∞, uniformly over all the ξ ∈ F
for which Fn(ξ) is defined.
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Let µiT be an absolutely continuous probability measure on I = Q/F invariant under the trans-
formation T obtained in Subsection 4.4.1. For each bounded function ψ : Q→ R, let ψ− : F → R
and ψ+ : F → R be defined by
ψ−(ξ) = inf
x∈ξ
ψ(x) and ψ+(ξ) = sup
x∈ξ
ψ(x).
Lemma 15. [6, Lemma 7.21] Given any continuous function ψ : Q→ R, both limits
(4.23) lim
n
∫
(ψ ◦ Fn)− dµ
i
T and lim
n
∫
(ψ ◦ Fn)+ dµ
i
T
exist, and they coincide.
¿From this it is straighforward to prove the following.
Corollary 5. [6, Corollaries 7.22, 7.25 & Subsection 7.3.5] There exists a unique probability
measure µiF on Q such that∫
ψ dµiF = lim
∫
(ψ ◦ Fn)− dµ
i
T = lim
∫
(ψ ◦ Fn)+ dµ
i
T
for every continuous function ψ : Ξ→ R. Besides, µiF is invariant under F and is F -ergodic. In
addition, the basin B(µiF ) of µF equals Q except for a zero Lebesgue (area) measure subset.
Now, for the integrability of τ with respect to µiF , we use the construction in Lemma 15. We
observe first that for each (x, y) ∈ Q \ Γ we have a constant c > 0 such that(
τ ◦ Fn(x, y)
)
+
−
(
τ ◦ (Fn(x, y)
)
−
< c · diam(Fn({x} × I))
since, as explained in Subsection 4.3, the Poincare´ time on points of a ingoing cross-section near a
equilibrium point is constant on the stable leaves; and on other cross-sections is just a uniformly
bounded smooth function of y. Moreover, because the density dµiT /dm is bounded from above
(since it is a function of generalized bounded variation on the interval; see Section 3), by a constant
L > 0 say, we have ∫
τ+ dµ
i
T ≤ L
∫
τ+ dm <∞
since, as explained in (4.16), the integral with respect to Lebesgue (length) measure over an ingoing
cross-section is finite, and the return time function is globally bounded otherwise.
Hence we may define τI(x) := τ(x, y)+ and write
τI(T
n(x)) = (τ(Fn(x, y)))+ ≥ τ(F
n(x, y))− c · diam(Fn({x} × I)) ≥ τ(Fn(x, y)) − cλn
for all y ∈ I, n ≥ 1 and µT -almost every x ∈ I. Thus we obtain∫
(τ ◦ Fn)− dµ
i
T ≤
∫
(τI ◦ T
n) dµiT + cλ
n =
∫
τI dµ
i
T + cλ
n
and from Lemma 15 we see that
∫
τ dµiF ≤
∫
τI dµ
i
T < ∞. This completes the proof of the
proposition. 
Some other integrability or regularity properties will be needed in the sequel. We obtain them
here.
Proposition 9. We have the following properties:
(1) 0 <
∫
log |T ′| dµF <∞;
(2)
∫
− log |∂yG(x, y)| dµF <∞;
(3) the maps y 7→ ∂yG(x, y) are uniformly equicontinuous for x ∈ I\ {c1, . . . , cn}, i.e., outside
the singularities of the map T .
32 VITOR ARAUJO, STEFANO GALATOLO, AND MARIA JOSE PACIFICO
Proof. For the integrability, we repeat the arguments in the proof of Proposition 8.
Indeed, at a maximal interval (ci, ci+1), where the first coordinate map T is monotonous,
corresponding to an ingoing cross-section near a equilibrium point σi with the eigenvalue ratios
αi > 0 and βi ∈ (0, 1), we have the expression (4.22), thus we obtain log |T
′(x)| = log βi + (βi −
1) log |x− cl| and − log |∂yG(x, y)| = (1 − αi) log |x− cl| with l = i or l = i+ 1.
For the remaining cases, F | (ci, ci+1)×I is just a Poincare´ map between tubular neighborhoods
of regular points for the flow bounded away from equilibria, whose derivatives are bounded: T ′
and ∂yG are bounded functions. In addition, because detDF = T
′(x) · ∂yG(x, y) 6= 0 we have
that |∂yG(x, y)| is also bounded away from zero. Since there are finitely many such tubular
neighborhoods, we let K > 0 be an upper bound for these derivatives.
We can now argue exactly as in the proof of Proposition 8 to conclude that the integrals in items
1 and 2 of the statement are finite, since both log |T ′(x)| and − log |∂yG(x, y)| are comparable to
the logarithm of the distance to the singular set {c1, . . . , cn}, and this function in integrable, as
explained in (4.16). Moreover, since |T ′| > 1 in I \ {c1, . . . , cn} we also obtain that the integral in
item 1 is positive.
Finally, on the one hand, we have seen that |∂yG(x, y)| does not depend on y at monotonicity
intervals associated to ingoing cross-sections near singularities. On the other hand, on other
monotonicity intervals, the function |∂yG(x, y)| is bounded above and also away from zero, and
it is moreover a C1 function with bounded derivatives. This is enough to conclude item 3 of the
statement. The proof is complete. 
5. Decay of correlation for the Poincare´ maps.
Now we are ready to consider the Poincare´ maps of singular hyperbolic attractors, and use the
results of the previous section to deduce exponential decay of correlations for these maps for each
one of the physical measures. To apply Theorem 2 we have to consider a suitable seminorm. We
will use var as defined at beginning of Section 3 (recall also Theorem 5, item 4). The following
Lemma will establish an estimation (see Equation 2.8 ) which will allow to apply Theorem 2.
Lemma 16. If F has the following properties
• F : Q→ Q is of the form F (x, y) = (T (x), G(x, y)) and
• the map uniformly contracts the vertical leaves
• var(G) <∞
• T : I → I has m + 1, increasing branches on the intervals [− 12 = c0, c1),...,(ci , ci+1) ,...,
(cm,
1
2 = cm+1],
If moreover p ≥ 1, then there are C,K ∈ R such that
||π(f ◦ Fn)||1, 1
p
+ var(f ◦ Fn) ≤ CKn(||π(f)||1, 1
p
+ ||f ||llip + var
(f)).
for each n ≥ 0.
Before proving the above Lemma, we need the following
Lemma 17. ||π(f)||1,1 ≤ 2var(f)
Proof. Let us fix y and set y1 = y, ..., yn = y, then
var(f, x1, ..., xn, y1, ..., yn) =
∑
i≤n
|f(xi, y)− f(xi+1, y)| ≤ var
(f)
and ∫ (∑
i≤n
|f(xi, y)− f(xi+1, y)|
)
dy ≤ var(f).
Since ∑
i≤n
∣∣∣∣∫ f(xi, y)dy − ∫ f(xi+1, y) dy∣∣∣∣ ≤ ∫ (∑
i≤n
|f(xi, y)− f(xi+1, y)|
)
dy
CORRELATIONS & LOGARITHM LAW FOR SINGULAR HYPERBOLIC FLOWS. 33
then ∑
i≤n
|π(f)(xi)− π(f)(xi+1)| ≤ var
(f).
For any x1, ...xn. By proposition 4 Equation 3.1 we then have the required result. 
Proof of Lemma 16. We first remark that
||π(f ◦ Fn)||1, 1
p
≤ ||π(f ◦ Fn)||1,1 ≤ 2var
(f ◦ Fn)
so it is sufficient to prove that
3var(f ◦ Fn) ≤ CKn(||f ||llip + var
(f)).
Let us fix x1 ≤ ... ≤ xk,
var(f ◦ F, x1, ..., xk, y1, ..., yk) =
∑
i≤k
|f(F (xi, yi))− f(F (xi+1, yi))|
=
∑
i≤k
|f(T (xi), G(xi, yi)) − f(T (xi+1), G(xi+1, yi))|.
Suppose that there are no {ci} between xi and xi+1. Since f is Lipchitz along the y direction,
by the third item in the assumptions
|f(T (xi), G(xi, yi))− f(T (xi+1), G(xi+1, yi)) ≤
≤ |f(T (xi), G(xi, yi)))− f(T (xi+1), G(xi, yi))|+ ||f ||llip|G(xi, yi)−G(xi+1, yi)|.
We note that
∑
i |G(xi, yi)−G(xi+1, yi)| ≤ var
(G).
Now suppose that xkj , ..., xkj+1−1 ∈ (cj , cj+1). Since T |(ci,ci+1) is increasing, then∑
kj≤i≤kj+1−2
|f(T (xi), G(xi, yi))− f(T (xi+1), G(xi, yi))| ≤ var
(f)
and
|f(T (xkj+1−1), G(xkj+1−1, ykj+1−1))− f(T (xkj+1), G(xkj+1−1, ykj+1−1))| ≤ 2||f ||∞!.
Hence, putting all togheter one obtains∑
i≤k
|f(T (xi), G(xi, yi))− f(T (xi+1), G(xi+1, yi))| ≤ m · var
(f) + ||f ||llipvar
(G) + 2m||f ||∞!.
This gives
var(f ◦ F ) ≤ m · var(f) + var(G)||f ||llip + 2m||f ||∞!
var(f ◦ F 2) ≤ m · var(f ◦ F ) + var(G)||f ◦ F ||llip + 2m||f ◦ F ||∞!
= m(m · var(f) + var(G)||f ||llip + 2m||f ||∞) + var
(G)||f ||llip + 2m||f ||∞!
var(f ◦ Fn) ≤ mnvar(f) + (mn−1 + ...+m)(var(G)||f ||llip + 2m||f ||∞!)
and the statement is proved. 
By Theorem 3 and equation (3.4), we obtain exponential decay of correlations with suitable
norms for a class of maps containing the ones found as Poincare´ sections of singular hyperbolic
flows.
Theorem 8. Let F : Q → Q a Borel function such that F (x, y) = (T (x), G(x, y)). Let µ be
an invariant measure for F with marginal µx on the x-axis (which is absolutely continuous and
invariant for T : I 	). Let us suppose that
• F is a contraction on each vertical leaf: G is λ-Lipschitz in y with λ < 1 for each x;
• var(G) <∞;
• T : I → I is piecewise monotonic, with n + 1 C1, increasing branches on the intervals
(− 12 , c1),...,(ci, ci+1) ,..., (cn,
1
2 ) and infx(T
′(x)) > 1;
• 1T ′ has finite universal p−bounded variation;
• µx is weakly mixing.
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Then, F has exponential decay of correlations with respect to suitable norms: there are C,Λ ∈
R+,Λ < 1∣∣∣∣∫ g ◦ Fn · f dµ− ∫ g dµ ∫ f dµ∣∣∣∣ ≤ CΛn‖g‖llip(‖f‖llip + ‖π(f)‖1, 1p + var(f)).
Since in next section we need to use decay of correlation with respect to lipshitz observables,
we show the following estimation.
Lemma 18. Let f : Q→ R, then
‖π(f)‖1, 1
p
≤ 2var(f) ≤ 2‖f‖lip.
Proof. Let f : Q→ R be Lipschitz. By Lemma 17 we have only to prove var(f) ≤ ‖f‖lip, but
var(f, x1, ..., xn, y1, ..., yn) =
∑
1≤i≤n
|f(xi, yi)− f(xi+1, yi)| ≤ ‖f‖lip
∑
i
|xi − xi+1| = ‖f‖lip.

Altogether we obtain exponential decay of correlations with respect to Lipschitz observables,
as stated.
Proposition 10. If F satisfies the assumptions of Theorem 8 then it has exponential decay of
correlations with respect to Lipshitz observables: there are C,Λ ∈ R+, Λ < 1 such that∣∣∣∣∫ g ◦ Fn · f dµ− ∫ g dµ ∫ f dµ∣∣∣∣ ≤ CΛn‖g‖Lip‖f‖Lip.
Remark 16. We have seen that if we consider a suitable iterate of the first return map on a
section of a flow having a singular hyperbolic attractor, then by Theorem 5 and Remark 8 all the
needed assumptions are satisfied. Hence we conclude that this iterate has exponential decay of
correlations over lipschitz observables for each of its physical invariant measures.
6. Exact dimensionality
To establish the logarithm law for a singular hyperbolic system, we need to establish that
the local dimension exists at a section of the system (see Proposition 11) . We recall and use a
result of Steinberger [46] and prove that for a singular hyperbolic system, under certain general
assumptions the local dimension is defined at almost every point.
Let us consider a map F : Q→ Q, F (x, y) = (T (x), G(x, y)) where
(1) T : [0, 1] → [0, 1] is piecewise monotonic: there are ci ∈ [0, 1] for 0 ≤ i ≤ N with
0 = c0 < · · · < cN = 1 such that T |(ci, cI+1) is continuous and monotone for 0 ≤ i < N .
Furthermore, for 0 ≤ i < N , T |(ci, ci+1) is C1 and that infx∈P |T ′(x)| > 0 holds where
P = [0, 1] \ ∪0≤i<N ci.
(2) G : Q → (0, 1) is C1 on P × [0, 1]. Furthermore, sup |∂G/∂x| < ∞, sup |∂G/∂y| < 1 and
|(∂G/∂y)(x, y)| > 0 for (x, y) ∈ P × [0, 1].
(3) F ((ci, ci+1)× [0, 1]) ∩ F ((cj , cj+1)× [0, 1]) = ∅ for distinct i, j with 0 ≤ i, j < N .
Now consider the projection πx : Q→ I, set V = {(ci, ci+1), 1 ≤ i ≤ N} and Vk =
∨k
i=0 T
−iV .
For x ∈ E let Jk(x) be the unique element of Vk which contains x. We say that V is a generator if
the length of the intervals Jk(x) tends to zero for n→∞ for any given x. In piecewise expanding
maps it is easy to see that V is a generator. Set
ψ(x, y) = log |T ′(x)| and ϕ(x, y) = − log |(∂G/∂y)(x, y)|.(6.1)
The result of Steinberger that we shall use is the following
Theorem 9. [46, Theorem 1] Let F be a two-dimensional map as above and µF an ergodic,
F -invariant probability measure on Q with the entropy hµ(F ) > 0. Suppose V is a generator,
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ϕ · dµF < ∞ and 0 <
∫
ψdµF < ∞. If the maps y 7→ ϕ(x, y) are uniformly equicontinuous for
x ∈ I \ {0} and 1/|T ′| has finite universal p- Bounded Variation, then
dµ(x, y) = hµ(F )
(
1∫
ψ · dµ
+
1∫
ϕ · dµ
)
for µ-almost all (x, y) ∈ Q.
Now, in the systems we consider, item (3) above is satisfied because the map is induced by a first
return Poincare´ map induced by a flow; see Remark 13 and Definition 8 in Section 4.2. Moreover
sup |∂G/∂x| <∞ in item (2) above is established at item (6) of Theorem 5, provided that for all
equilibria σ ∈ Λ we have the eigenvalue relation −λ2(σ) > λ1(σ). Let us also observe that, for the
first return map F : Q \Γ→ Q, associated to the singular-hyperbolic flow, the entropy is positive
hµ(F ) > 0; see Section 4.4.2.
So, all we need to prove that (Ξ, F, dµF ) is exact dimensional is to verify that F (x, y) satisfies
the hypothesis of Theorem 9. However, Proposition 9 provides precisely that for the functions
ϕ, ψ defined above in (6.1): we have
(1)
∫
ϕdµiF <∞;
(2) 0 <
∫
ψdµiF <∞; and
(3) the maps y 7→ ϕ(x, y) are uniformly equicontinuous for x ∈ I \ {c1, . . . , cn};
where µiF is each one of the invariant ergodic SRB measure described in Section 4.
This all together completes what is necessary to use Theorem 9, establishing that each µiF is
exact dimensional.
The exact dimensionality of the measure on the section implies the exact dimensionality of the
measure µ on the flow at almost each point, and the dimension satisfies dµ(x) = dµF (x) + 1 at
almost every point x.
7. Logarithm law for singular hyperbolic attractors
In this section we prove the logarithm law for singular hyperbolic flows. More precisely we
prove
Theorem 10. Let Xt : M 	 be a C
2 flow having a singular hyperbolic attractor Λ satisfying the
nonresonance condition in Theorem 7 and −λ2(σ) > λ1(σ) at each fixed point σ of the flow in Λ.
Let us consider its physical invariant measure µ. Let us consider x0 and the local dimension at x0
(7.1) dµ(x0) = lim
r→0
logµ(Br(x0))
log r
,
(which was above proved to exist almost everywhere), then for µ almost every x
(7.2) lim
r→0
log τ(x,Br(x0))
− log r
= dµ(x0)− 1
where τ(x,Br(x0)) is the time needed for the orbit of x to hit the ball Br(x0) as defined in (1.2).
The remaining part of the section is devoted to the proof of the Theorem 10. The strategy is
to first establish the law for the Poincare´ map associated to the flow, and then extend it to the
flow itself. The first step is based on a result about discrete time systems which we recall: let
(M,F, µF ) be an ergodic, measure preserving transformation on a metric space. In this setting
the following is proved in [14] ( see also [15] for a generalization to targets different than balls).
Proposition 11. For each x0
(7.3) lim sup
r→0
log τF (x,Br(x0))
− log r
≥ dµF (x0) , lim inf
r→0
log τF (x,Br(x0))
− log r
≥ dµF (x0)
hold for µF -almost every x.
Moreover, if the system has super-polynomial decay of correlations under Lipschitz observables
and dµ(x0) exists, then for µ-almost every x it holds
(7.4) lim
r→0
log τF (x,Br(x0))
− log r
= dµF (x0).
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Remark 17. We show how this result can be applied to deduce a logarithm law for the Poincare´
map of singular hyperbolic systems as described in Theorem 5, which is a suitable iteration of the
first return map and then to the first return map. By Proposition 10 and Remark 16, we know that
the Poincare´ map we consider has super-polynomial decay of correlations for Lipshitz observables
with respect to each physical invariant measure µiF . Since in the previous section we proved exact
dimensionality of those measures, we can apply Proposition 11 to our Poincare´ map.
More precisely, to apply this result to the Poincare´ map F and establish the logarithm law,
suppose x0 is in the basin of µ
i
F and consider the system (Q,µ
i
F , F ). Now note that since we
are dealing with a ratio of logarithms, and (7.3) always hold, if we establish the logarithm law
(7.4) for some iterate F = Fn0 , then it will hold also for F0; indeed, applying Proposition 11, we
know that there is a set A with µi(A) = 1 such that lim supr→0
log τF (x,Br(x0))
− log r ≤ dµiF (x0) then
we also have lim supr→0
log τF0 (x,Br(x0))
− log r ≤ dµiF (x0) for each x ∈ A. But this is also true for each
x ∈ F−i0 (A) for each i, which by ergodicity of the first return map F0 covers a full measure set
for the invariant measure µF0 of the first return map F0. Finally we remark that, since each
µiF is exact dimensional, and each µ
i
F give rise to the ergodic physical measure µ of the flow by
suspension, then the a.e. local dimension of each µiF will be the same for each i.
7.1. Logarithm law for the flow. In Remark 17 we showed that, on the section, the logarithm
law holds for the first return map. Let us extend this to the flow. We consider a general measure
preserving flow and note that, just like in discrete time systems, one inequality between hitting
time behavior and dimension of the measure is valid in general (see [17, Remark 2.4]).
Proposition 12. Let us consider a C1 flow preserving the measure µ, then for each x0 where
dµ(x0) is defined
(7.5) lim sup
r→0
log τ(x,Br(x0))
− log r
≥ lim inf
r→0
log τ(x,Br(x0))
− log r
≥ dµ(x0)− 1
hold for amost each x.
The other inequality can be established by the behavior of the system on a section, as considered
before. Let Σ be a section of a measure preserving flow (M,Φt). We will show that, if the flow is
ergodic and the return time is integrable, then the hitting time scaling behavior of the flow can
be estimated by the one of the system induced on the section.
Given any x ∈ X , let us denote by t(x) the smallest strictly positive time such that Φt(x)(x) ∈ Σ.
We also consider t′(x), the smallest non negative time such that Φt
′(x)(x) ∈ Σ. We remark that
these two times differ on the section Σ, where t′ = 0, while t is the return time to the section. We
define π : X → Σ as π(x) = Φt
′(x)(x), the projection on Σ. As before denote by µF0 the invariant
measure for the first return Poincare´ map F0 which is induced by the invariant measure µ of the
flow.
Proposition 13 (see [17]). Let us suppose that the flow Φt is ergodic and has a transverse section
Σ with an induced first return map F0 and an ergodic invariant measure µF0 such that∫
Σ
t(x) dµF0 <∞.
Let r ≥ 0 and Br(x0) ⊆ Σ be balls centered in x0, with limr→0 µF0(Br) = 0. Then, there is a full
measure set C ⊆ Σ not depending on x0, such that if x ∈ C
lim inf
r→0
log τ(x,Br(x0))
− log r
= lim inf
r→0
log τF0(π(x), Br(x0))
− log r
,(7.6)
lim sup
r→0
log τ(x,Br(x0))
− log r
= lim sup
r→0
log τF0(π(x), Br(x0))
− log r
.(7.7)
(We recall that τ(x,Br(x0)) is the time needed for the flow to take x to Br(x0) and τF0(π(x), Br(x0))
is the time needed for the induced map F0 to take x0 to the same set.)
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Once we have the logarithm law for the first return map, by this proposition we can extend it to
the flow. Indeed, on the section there will be a set C of points where the logarithm law is satistied
for each x ∈ C. Let us consider A = {y ∈ M : Φt(y) ∈ C for some t ≥ 0}. Then µ(A) = 1 (recall
that µ is the physical measure of the flow) because the flow is ergodic and, by definition of A, for
each x ∈ A there is x′ ∈ C such that τ(x,Br(x0)) ≤ τ(x′, Br(x0)) + const., where the constant
represent the time which is needed for x to arrive in x′ by the flow, and does not depend on r.
Hence the same logarithm law which is satisfied on C is satisfied on A, showing that, for x in the
full measure subset of A
(7.8) lim inf
r→0
log τ(x,Br(x0))
− log r
≤ lim sup
r→0
log τ(x,Br(x0))
− log r
≤ dµ(x0)− 1.
A similar construction can be done if the target point x0 is not on the section, and extend the
result to x0 ∈ M . The other inequality is provided by Proposition 12. All together this proves
the logarithm law for the flow, once it was proved on the section. This was done in Remark 17.
Hence we have established the logarithm law for the flow stated in Theorem 10.
8. Notation of norms used throughout the paper
To help the reader, in this section we give a list of notations related to the various norms which
are used in the paper and some explanations to explain their role in the construction.
8.1. Custom norms used.
‖ · ‖ : the ”regularity” norm on the base (in a skew product the norm for which convergence
to equilibrium is established for the base transformation).
‖ · ‖llip: norm evaluating the Lipschitz constant in the vertical direction.
‖ · ‖: a seminorm on the square having some suitable properties with respect to the previous
two above norms (see Theorem 2 ).
var: a sort of bounded variation seminorm on the square (but looking only on increments
on the horizontal direction) which is an example of ‖ · ‖ (for the definition, see beginning
of Section 3 ).
‖ · ‖∞!: the sup norm on all points (not neglecting zero Lebesgue measure sets, this norm
will be used where we have to consider both Lebesgue and the invariant measure, which
are singular with respect to each other).
8.2. Other norms we use or mention.
‖ · ‖∞: the usual L∞ norm with respect to Lebesgue measure.
‖ · ‖p: the usual Lp norm with respect to Lebesgue measure.
‖ · ‖1: the usual L
1 norm with respect to Lebesgue measure.
‖ · ‖p,r: the generalized bounded variation norm with respect to Lebesgue measure (see Sec-
tion 3).
‖ · ‖Lip: the usual Lipschitz norm.
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