Pienkowski M, Eggermont JJ. Sound frequency representation in primary auditory cortex is level tolerant for moderately loud, complex sounds. J Neurophysiol 106: 1016 -1027 , 2011 . First published June 8, 2011 doi:10.1152/jn.00291.2011The distribution of neuronal characteristic frequencies over the area of primary auditory cortex (AI) roughly reflects the tonotopic organization of the cochlea. However, because the area of AI activated by any given sound frequency increases erratically with sound level, it has generally been proposed that frequency is represented in AI not with a rate-place code but with some more complex, distributed code. Here, on the basis of both spike and local field potential (LFP) recordings in the anesthetized cat, we show that the tonotopic representation in AI is much more level tolerant when mapped with spectrotemporally dense tone pip ensembles rather than with individually presented tone pips. That is, we show that the tuning properties of individual unit and LFP responses are less variable with sound level under dense compared with sparse stimulation, and that the spatial frequency resolution achieved by the AI neural population at moderate stimulus levels (65 dB SPL) is better with densely than with sparsely presented sounds. This implies that nonlinear processing in the central auditory system can compensate (in part) for the level-dependent coding of sound frequency in the cochlea, and suggests that there may be a functional role for the cortical tonotopic map in the representation of complex sounds. multiunit spikes; local field potentials; spectrotemporal receptive fields; tuning curves THE LARGE-SCALE TONOTOPIC organization of mammalian primary auditory cortex (AI) is well-established (e.g., Humphries et al. 2010; Merzenich et al. 1975; Reale and Imig 1980; Woolsey 1972) , at least for the population of layer III and IV pyramidal cells, which receive afferent input from the principal neurons of the ventral nucleus of the medial geniculate body (MGB), the primary nucleus of the lemniscal auditory pathway (Winer 1992) . In other words, the distribution of neuronal characteristic frequencies (CFs; best frequencies at response threshold) over the area of layer III/IV reflects the orderly place code for sound frequency established mechanoelectrically in the cochlea. A pair of recent in vivo two-photon calcium imaging studies have indicated that, at the level of wellisolated units of presumably various cell types in layers II and III, the distribution of CFs appears more disordered on small distance scales (Bandyopadhyay et al. 2010; Rothschild et al. 2010) . Thus more superficial layers of AI exhibit a more coarse tonotopy, a fact not entirely unexpected given the extensive frequency integration that occurs in AI (Happel et al. 2010; Imaizumi and Schreiner 2007; Kaur et al. 2004; Read et al. 2001; Schreiner et al. 2000; Wallace et al. 1991; Winer 1992) .
multiunit spikes; local field potentials; spectrotemporal receptive fields; tuning curves THE LARGE-SCALE TONOTOPIC organization of mammalian primary auditory cortex (AI) is well-established (e.g., Humphries et al. 2010; Merzenich et al. 1975; Reale and Imig 1980; Woolsey 1972) , at least for the population of layer III and IV pyramidal cells, which receive afferent input from the principal neurons of the ventral nucleus of the medial geniculate body (MGB), the primary nucleus of the lemniscal auditory pathway (Winer 1992) . In other words, the distribution of neuronal characteristic frequencies (CFs; best frequencies at response threshold) over the area of layer III/IV reflects the orderly place code for sound frequency established mechanoelectrically in the cochlea. A pair of recent in vivo two-photon calcium imaging studies have indicated that, at the level of wellisolated units of presumably various cell types in layers II and III, the distribution of CFs appears more disordered on small distance scales (Bandyopadhyay et al. 2010; Rothschild et al. 2010) . Thus more superficial layers of AI exhibit a more coarse tonotopy, a fact not entirely unexpected given the extensive frequency integration that occurs in AI (Happel et al. 2010; Imaizumi and Schreiner 2007; Kaur et al. 2004; Read et al. 2001; Schreiner et al. 2000; Wallace et al. 1991; Winer 1992) .
The CF distribution, by itself, gives only limited insight into the spatial representation of sound frequency in AI. As stated by Phillips et al. (1994) , "The representation of any tonal stimulus lies not in the isofrequency line corresponding to the test frequency, but in the spatial distribution of activity evoked by the signal. That distribution may bear little relation to the isofrequency line." Indeed, Phillips and colleagues demonstrated a considerable mismatch, in AI of the anesthetized cat, between the tonotopic map based on unit CFs and areas of activity evoked by tones at suprathreshold SPLs; the higher the SPL, the bigger the observed mismatch. This follows in part from the fact that the frequency tuning curves (FTCs) of AI neurons typically broaden considerably at higher sound levels, and even shift in best frequency (BF), not unlike the FTCs of auditory nerve fibers (ANFs) and the cochlear filters that produce them (Robles and Ruggero 2001; Ruggero 1992) . The spatially broad activation pattern produced by any given sound frequency has led to the suggestion that frequency is represented in auditory cortex not with a rate-place code, but with a more complex, distributed code in which sparsely firing neurons play a prominent role (e.g., Funamizu et al. 2011) .
In contrast to FTCs, which are classically derived from repeated presentations of individual tone pips at low rates, AI spectrotemporal receptive fields (STRFs), estimated from responses to more spectrotemporally dense tone pip stimuli, typically feature sharper frequency tuning even at suprathreshold SPLs (e.g., Blake and Merzenich 2002; Eggermont 2011; Noreña et al. 2008; Valentine and Eggermont 2004) . This is likely largely a consequence of the depressive nonlinearity termed forward suppression (e.g., Brosch and Schreiner 1997; Pienkowski and Eggermont 2010; Wehr and Zador 2005) , which dominates AI responses to dense, rapidly modulated stimulation. Moreover, it has been noted that a majority of STRFs in anesthetized cat AI have frequency bandwidths (BWs) that are more or less invariant over a wide range of levels, up to at least 65 dB SPL (Valentine and Eggermont 2004) .
Given the relative level tolerance of STRF BWs, we hypothesized that the tonotopic representation in AI might be more robust when determined with spectrotemporally dense sounds than with isolated tones. To test this, we analyzed the spatial distribution of multiunit (MU) spike and local field potential (LFP) activity in anesthetized cat AI as a function of sound frequency, sound level, and sound density. We show here that for densely compared with sparsely presented tone pips, the rate-place representation of frequency is indeed much more tolerant to increases in sound level, up to at least 65 dB SPL. This implies that the auditory brain can compensate (in part) for the broadening of cochlear filters with sound level. In fact, level-invariant frequency coding has been documented in a subpopulation of stellate neurons in the very first auditory integration center, the dorsal cochlear nucleus (Blackburn and Sachs 1990; Young 1998 ). Our direct demonstration of leveltolerant coding in the AI neural population suggests that the cortical tonotopic map is indeed relevant functionally, especially in the analysis of more complex (natural) sounds.
METHODS

Animals.
Four normal-hearing [auditory brain stem responses (ABR), distortion product otoacoustic emission (DPOAE), and cortical thresholds in the normative range] adult cats (age 3-6 mo; weight 2-4 kg) served as experimental subjects. Animal use was approved (BI 10R-04) and reviewed on a yearly basis by the Life and Environmental Sciences Animal Care Committee of the University of Calgary, according to the guidelines set by the Canadian Council of Animal Care. The cat was deeply anesthetized with 30 mg/kg ketamine hydrochloride (im) and 20 mg/kg pentobarbital sodium (ip). A mixture of 0.2 ml of acepromazine (0.25 mg/ml) and 0.8 ml of atropine methyl nitrate (25 mg/ml) was periodically administered subcutaneously at 0.25 ml/kg body wt to reduce secretions into the respiratory tract. Lidocaine (20 mg/ml) was injected subcutaneously prior to the dissection of tissue and craniotomy over the right temporal lobe. The cat was then transferred to an anechoic, double-walled sound-isolation booth and fixed on a vibration-isolation table.
Sound stimulation. Sound stimuli were presented from a calibrated speaker system (Fostex RM765 in combination with a Realistic super-tweeter) that produced an approximately flat spectrum over the frequency range of interest (0.3-40 kHz), as measured at the cat's head. The speakers were placed ϳ30°from the midline in the field contralateral to the exposed cortex, ϳ50 cm from the cat's head.
Stimuli consisted of tone pips shaped by a gamma-function envelope: ␥(t) ϭ (t/4) 2 exp(Ϫt/4) (0 Յ t Յ 50 ms). Thus pip amplitude exceeds half-maximum between 3 and 17 ms after onset and decays 64 dB from the peak by 50 ms, at which time the pip is truncated. Pips were presented in either "single-tone" or "multitone" ensembles (STE or MTE). The STE consisted of 38 pip frequencies spanning 7 octaves (0.3-40 kHz) in equal logarithmic steps, at each of eight peak levels (Ϫ5, 5, 15, 25, 35, 45, 55, 65 dB SPL) . Pips were individually presented in a pseudorandom sequence, at the rate of 4/s (1 pip every 250 ms), with each frequency level repeated 10 times. Thus STE duration was 760 s. The MTE consisted of 112 pip frequencies, also spanning 0.3-40 kHz in equal logarithmic steps. Each pip was generated as the realization of an independent Poisson process with a mean rate of 1 every 4 s (0.25/s). The waveforms were added together (so that different frequencies could superpose), giving a mean aggregate pip rate of 28/s. Pips were presented at either 35 or 65 dB SPL, in two separate MTEs, each lasting 900 s. The first 10 s of the MTE are represented in Fig. 1A , along with the amplitude modulation spectrum for the entire 900-s ensemble (Fig. 1B) . At every electrode penetration (see below), the stimulus sequence was always STE, MTE at 65 dB SPL, MTE at 35 dB SPL, and finally a second STE as a check on long-term response stationarity.
Data acquisition. ABRs were recorded with needle electrodes in ipsi-and contralateral muscles covering the mastoids, as described previously ). DPOAEs were recorded with the ERO-SCAN instrument (Etymotic Research). ABR and DPOAE data are not reported, as they served only to verify normal cochlear and auditory brain stem function.
Spike and LFP activity in auditory cortex during sound stimulation was recorded simultaneously on two arrays of 16 microelectrodes each (Microprobe; impedance 1-2 M⍀). Electrodes were arranged in a 2 ϫ 8 configuration, separated by 0.25 mm along a row and by 0.5 mm between the two rows. Arrays were inserted roughly perpendicular to the cortical surface, to depths of 700 -1,200 m (i.e., deep layer III or layer IV). Extracellular potentials were amplified, digitized, and band-pass filtered between 0.3 and 3 kHz for spikes and between 2 and 40 Hz for LFP (RA16PA amplifier and RX5 processor; Tucker Davis Technologies). Spikes were identified online, with a single trigger level set well outside of the noise floor, and sorted off-line, with an automated procedure based on principal component analysis and K-means clustering (Eggermont 1990 ). Up to three well-sorted spike waveforms on an electrode were pooled to form a "multiple single-unit" (MU) recording, providing that each waveform represented a significant sound-evoked response. AI was densely and uniformly sampled with the electrode arrays over the course of an experiment (see Fig. 2A for an example). Approximately every hour, the cat was injected with ketamine (ϳ10 mg/kg) to maintain a state of nonreflexive anesthesia and with the atropine and acepromazine mix to reduce respiratory secretions.
Data analysis. FTCs and STRFs were computed from MU and LFP recordings during STE (FTC) and MTE (STRF) stimulation, as detailed previously ) (see Fig. 3 for MU-based examples). Responses were classified to AI, or to one of the surrounding auditory fields [secondary auditory cortex (AII), anterior auditory field (AAF), posterior auditory field (PAF), or dorsoposterior field (DP)] (see Fig. 2A for example), also as described previously . From both FTCs and STRFs, we obtained so-called frequency marginals at a given SPL by first subtracting the baseline activity rate (determined by averaging activity over the first 5 ms after stimulus onset) and then averaging frequency responses over the time bins in which the spike rate or LFP amplitude was at least 30% of its peak value (see Fig. 3 for examples, which are shown normalized on their respective maxima). BFs and BWs at 75%, 50%, and 25% of the peak frequency response were calculated, as illustrated in Fig. 3 . From the FTC data, the BF at the SPL corresponding to response threshold was defined as the CF.
RESULTS
We recorded auditory cortical MU spike and LFP activity in response to sparse single-tone (STS) and dense multitone (MTS) stimulation (see METHODS), at threshold and suprathreshold SPLs, in four normal-hearing, ketamine-anesthetized adult cats.
We begin by describing the results obtained from MU recordings in an individual cat (cat 443) under sparse STS. Figure 2A illustrates the distribution of MU CFs (color legend at bottom) across several fields of auditory cortex. The absence of color at a given electrode penetration (black open circles) indicates insufficient response to the STS to unambiguously determine CF. Black-outlined colored circles in AI mark units with thresholds of Ͻ35 dB SPL and sufficient responses to determine CFs/BFs to both STS and MTS ensembles. These criteria were met by 62 of the 111 tone-responding units sampled in AI of this cat, and only data from such units will be considered in analyses beyond Fig. 2 (the thresholds of all 111 units are plotted against their CFs in Fig. 2E ). Figure 2B gives the classic CF-distance plot only for AI, in which CFs are projected onto the axis of the prevailing one-dimensional (1D) tonotopic gradient. An orderly tonotopy is evident, at least on the large scale, although it is apparent that CFs in the highest 2 octaves (10 -40 kHz) are distributed over roughly the same extent of cortex as those in the lowest 5 octaves (0.3-10 kHz). This "overrepresentation" of the higher sound frequencies (in this case, particularly of the octave centered at 20 kHz; Fig.  2D ) has been noted previously in cat AI (Imaizumi and Schreiner 2007) but is quite variable between cats (see, e.g., Fig. 8 ). On the other hand, the STS-based BF map, in which BFs are plotted not at response threshold but at 65 dB SPL, exhibits a more degraded tonotopy (Fig. 2C) , although in this case the average spread of BFs (in octave-wide bins) along the 1D tonotopic axis is not significantly greater at 65 dB SPL than at threshold [P ϭ 0.13; compare error bars (ϭ 1 SD) in Fig. 2 , B and C]. Nevertheless, when we consider not just the distributions of CFs/BFs but the representational areas activated by different tone frequencies (as did, e.g., Phillips and colleagues), we will see that frequency is indeed significantly more poorly resolved in AI space at higher sound levels, although only for individually presented tone pips. This will be contrasted with the level tolerance of the frequency representation when measured with more dense MTS.
Before proceeding with the effects of sound level on the AI tonotopic map, we examine more closely its effects on individual and group MU responses to the STS and MTS ensembles, continuing, for the moment, to limit ourselves to data from example cat 443. Figure 3 shows MU-based FTCs and STRFs (derived from responses to the STS and MTS ensembles, respectively) and their normalized frequency marginals at 35 and 65 dB SPL, obtained from two representative penetrations in AI, marked as "a" and "b" on the photograph in Fig.  2A . Note that although peak firing rates (FRs) for FTCs and STRFs increase by a similar factor from 35 to 65 dB SPL (see color scales), frequency BWs increase much more for FTCs than STRFs. In Fig. 3A , the FTC 50% BW increases from 1.2 to 2.9 oct, from 35 to 65 dB SPL, whereas the STRF 50% BW remains roughly constant at 1.0 oct. In another example (Fig.  3B) , the level-dependent increase in FTC BW is accompanied by a shift to a lower BF, whereas again, both BW and BF remain about constant on the STRF, except for a small increase in firing near the new FTC BF at ϳ0.9 kHz. Figure 4 shows scatterplots of FTC and STRF BFs (Fig. 4A ), peak FRs (Fig. 4B) , and BWs (Fig. 4C) , at 35 versus 65 dB SPL, for all 62 low-threshold MU recordings from AI of cat 443. The mean absolute change in BF (Ϯ1 SD) between the two SPLs was 0.47 Ϯ 0.55 oct for FTCs and 0.36 Ϯ 0.42 oct for STRFs; this change in BF was not significantly different between FTCs and STRFs (P ϭ 0.20). There was a slight bias for shifts to lower BFs at the higher SPL for both FTCs and STRFs (mean change of Ϫ0.05 Ϯ 0.72 oct for FTCs and Ϫ0.12 Ϯ 0.54 oct for STRFs, again an insignificant difference between the two; P ϭ 0.56). On average, FTC peak FRs were about twice the STRF peak FRs at both 35 and 65 dB SPL, as expected from the difference in stimulus density (Blake and Merzenich 2002; Noreña et al. 2008; Valentine and Eggermont 2004) . More notably, while FTC peak FRs on average nearly doubled from 35 dB SPL (140 Ϯ 79 spikes/s) to 65 dB SPL (210 Ϯ 88 spikes/s) (P Ͻ 0.001), STRF peak FRs increased only insignificantly with level (from 58 Ϯ 43 spikes/s to 65 Ϯ 57 spikes/s; P ϭ 0.38). Mean 75%, 50%, and 25% BWs at 35 and 65 dB SPL are compared for FTCs and STRFs in Table 1 . On average, STRF BWs were significantly (P Ͻ 0.001) smaller than their FTC counterparts at both SPLs (repeated-measures ANOVA), again an expected finding (Blake and Merzenich 2002; Noreña et al. 2008; Valentine and Eggermont 2004) . More importantly, while BWs increased significantly (P Ͻ 0.001) from 35 to 65 dB SPL for both STRFs and FTCs, the increase was significantly (P Ͻ 0.01) smaller for STRFs compared with FTCs. That is, BWs increased by an average factor of only ϳ1.4 for STRFs but doubled or more for FTCs.
Both FTCs and STRFs typically showed only small BF shifts from near-threshold to moderate SPLs, explaining the relative invariance of CF-distance plots with sound level (Fig.  2, B and C) . On the other hand, FTCs but not STRFs showed substantial level-dependent FR and BW increases. We there- fore hypothesized that different sound frequencies should be more poorly resolved in AI space at moderate compared with near-threshold SPLs but much more so for sparse, single-tone compared with dense, multitone stimulation. To test this hypothesis, we reduced each frequency marginal to just five values by averaging responses over the following set of frequency bands: 0.3-1.0 kHz, 1.0 -3.0 kHz, 3.0 -10 kHz, 10 -20 kHz, and 20 -40 kHz. The widths are ϳ1.7 oct for the first three bands and 1 oct for the last two, a design to accommodate the relative overrepresentation of the higher frequencies in cat 443. In Fig. 5 , we show the areas of AI of cat 443 activated by each of the five frequency bands, as determined using sparse (FTC) and dense (STRF) tone pip stimulation at 35 and 65 dB SPL. Peak spike activity is illustrated by the depth of shading (scale bars at right), with 75%, 50%, and 25% (of maximum) contours drawn in. Absolute FR ranges (scale bars) reflect this contour division. One notices that for 1-3 kHz and 3-10 kHz (2nd and 3rd columns) higher SPLs result in an extension of the activated cortical area toward higher CFs. The visual impression is that the STRF-derived representation of sound frequency is more level tolerant than the FTC-derived representation. The last column in Fig. 5 shows all frequency ranges superimposed to reflect the tonotopic organization for this cat.
To simplify data presentation, and facilitate a quantitative comparison of our FTC-based versus STRF-based results, we transformed these two-dimensional (2D) representational areas to 1D frequency response curves. To do this, each active multiunit recording was assigned to one of 12 rectangular distance bins, all 0.75 mm wide, measured along the dominant tonotopic axis from the AAF/AI boundary. The number of units falling into each bin for cat 443 is shown in Fig. 6A . Next, in each distance bin, responses to the five frequency bands were averaged across units. Each of the final set of five curves was then normalized on its maximum value. The results are presented in Fig. 6 , B-E, and represent the spatial distribution of the activity of the AI neural population projected onto the principal tonotopic dimension.
An inspection of Fig. 6 , B-E, indicates that at 35 dB SPL the five frequency bands are about equally well resolved under sparse (FTC) and dense (STRF) stimulation. We quantified the spatial resolution of sound frequency in AI by calculating the degree of overlap between the BWs of the frequency response curves at 75%, 50%, and 25% of the peak response. That is, we obtained the amount of BW overlap as a fraction of BW for each pair of curves and averaged the data across all pairs. Results are presented in the top half of Table 2 . The numbers corroborate the visual impression made by Figs. 5 and 6. Again, at 35 dB SPL spatial frequency resolution is similar when derived from FTCs or STRFs. At 65 dB SPL, the resolution does not worsen appreciably when obtained from STRF data. On the other hand, for FTCs the smearing from 35 to 65 dB SPL is very clear, although not all resolving power is lost. Fig. 7 and the bottom half of Table 2 present results from another cat (cat 444). In this cat, it is the 2.5-5 kHz octave that appears to be "overrepresented" in AI (Fig. 7, A and B) . Nevertheless, the areas of AI activated by tones in the different frequency bands, as a function of sound level and stimulus density, exhibit properties similar to those in cat 443 (Fig. 6) . In cat 444, the spatial representation of sound frequency breaks down even more severely with the increase in sound level under sparse (FTC) stimulation but remains largely unaffected under the more dense (STRF) stimulation (Fig. 7, C-F) . Note in particular that at 65 dB SPL the 2.5-5 kHz band (in green) strongly activates all but the most anterior 2 mm of AI under sparse stimulation but only a small, well-localized area under dense stimulation.
Averaged results for the four cats (Ϯ1 SE), using the BW-overlap metric for sound frequency resolution in AI space, are given in the top half of Table 3 . At near-threshold sound levels (35 dB SPL), frequencies are slightly better resolved when sound is presented at higher (STRF) compared with lower (FTC) densities, but the difference is not significant (P Ͼ 0.05) for any measure of BW (repeated-measures ANOVA). At moderate sound levels (65 dB SPL), the difference in resolution at high and low stimulus densities is significant (P Ͻ 0.01). Moreover, resolution became significantly poorer with sound level only for FTC-based (P Ͻ 0.01) but not for STRF-based (P Ͼ 0.19) data. Pooling FTC and STRF BWs, BFs, and peak FRs across cats (n MU AI ϭ 250), at different sound levels and stimulus densities, produced results similar to those presented in Fig. 4 The MU spike-based findings described above were corroborated by 2-40 Hz filtered LFP data. LFPs primarily represent synchronous postsynaptic potentials (PSPs) (Mitzdorf 1985) , summed over a much larger brain volume than the (high-pass filtered) spike activity recorded extracellularly on a given electrode . They are typically more broadly tuned than spike recordings by about a factor of two (Kaur et al. 2004; Noreña and Eggermont 2002) , not only because of their larger sampling volume but because of intracortical inhibitory neurotransmission that affects the spike activity (Tan et al. 2004; Wang et al. 2002; Wehr and Zador 2003) . Nevertheless, LFP CFs are roughly tonotopically organized in AI, as shown in Fig. 8 for example cat 443 (CFs derived from FTCs; compare with spike-based data in Fig. 2, A  and B) . Figure 9 compares LFP-based FTC and STRF BFs (Fig. 9A ), peak amplitudes (Fig. 9B) , and BWs (Fig. 9C) at 35 vs. 65 dB SPL. Data were taken from the same 250 electrode penetrations in AI of four cats that gave low-threshold MU spike responses. That is, although we obtained high-signal-to-noise ratio (SNR), low-threshold LFP data from nearly every electrode penetration in AI, under both sparse and dense stimulation (e.g., Fig. 8) , for the present analysis we used only LFP data from electrodes on which good spike responses were simultaneously recorded. Mean BWs (Ϯ1 SE) are presented in the bottom half of Table 4 (compare with the top half for spike-based results). Turning first to BWs, we note the approximately twofold increase from spikes to LFPs, for both FTCs and STRFs, at both SPLs. Furthermore, LFP-based STRF BWs were smaller at a given SPL than LFP FTC BWs, as was the case for spikes. Importantly, we note that LFP-based STRF BWs are even more conserved across level than spike-based STRF BWs (average increase of a factor of only 1.1 from 35 to 65 dB SPL). On the other hand, LFP-based FTC BWs again almost doubled from 35 to 65 dB SPL, using the width at 50% of peak response as our definition of BW. Compared with spikes, LFP BFs were significantly (P Ͻ 0.001) more variable across sound level for both FTCs and STRFs, but much more so for FTCs. The mean (Ϯ1 SD) absolute change in BF with SPL was 1.5 Ϯ 1.2 oct for FTCs and 0.60 Ϯ 0.68 oct for STRFs, a highly significant difference (P Ͻ 10 Ϫ10 ). There was a significant bias for shifts to lower BFs at the higher SPL for FTCs (mean change: Ϫ0.66 Ϯ 1.8 oct) but not for STRFs (mean change: 0.08 Ϯ 0.91 oct). Note that the level-dependent BF changes on LFP STRFs rarely reflect the emergence of new bands of activation or shifts of existing ones (recall that BWs are conserved). Rather, LFP STRFs are overwhelmingly multipeaked, and the peaks tend to be distributed at approximately octave-spaced intervals centered at ϳ1.2, 2.5, 5, 10, 20, and 40 kHz (Fig. 9A) , as first reported by Noreña et al. (2008) . Thus the BF changes typically reflect a (small) shift in activation preference from one peak to another. On the other hand, BF changes with level on LFP FTCs tend to reflect increasing BWs coupled with systematic shifts to lower BFs. Finally, as was the case for peak spike FRs, peak LFP amplitudes (mean Ϯ 1 SD) increased significantly from 35 to 65 dB SPL only for FTCs (from 327 Ϯ 249 V to 542 Ϯ 421 V; P Ͻ 0.001) but not for STRFs (from 46 Ϯ 40 V to 51 Ϯ 40 V; P ϭ 0.18).
As expected from the larger increases in BW and changes in BF with sound level for LFP compared with MU spike data, the spatial resolution of sound frequency in AI appeared poorer when viewed through the LFP lens. Nevertheless, the tonotopy again remained relatively invariant from 35 to 65 dB SPL when derived from population STRF data, compared with FTC data. Figure 10 shows an example from cat 444 (compare with Fig.  7 , C-F for spike-based results). The bottom half of Table 3 gives the mean (Ϯ1 SE) overlap of the BWs of the five LFP-based frequency response curves, averaged across the four cats at each sound level and stimulus density (compare with the top half for spike-based results). As for spikes, LFP-based frequency resolution became significantly poorer with sound level only with sparse (FTC) stimulation (P Ͻ 0.05) but not with dense (STRF) stimulation (P Ͼ 0.22).
DISCUSSION
Our finding that the topographic representation of sound frequency in AI of the anesthetized cat degrades substantially with the level of individually presented tone pips qualitatively corroborates that of Phillips et al. (1994) . Note that this agreement was obtained despite differences between the two studies in anesthesia (ours: ketamine; theirs: pentobarbital), stimulus delivery (ours: free field; theirs: closed coupled), response sampling (unlike Phillips et al., we excluded highthreshold or strongly nonmonotonic units that did not respond at both 35 and 65 dB SPL), and analysis (ours: 1D quantitative and 2D qualitative; theirs: 2D qualitative).
Despite the agreement between our results and those of Phillips et al. for individually presented tone pips, the data we obtained at higher spectrotemporal sound densities do not support Phillips et al.'s suggestion that "tonotopicity and isofrequency contours are abstractions which bear little resemblance to the spatial representation of tone signals." Our more dense stimulus ensemble consisted of randomly and independently generated tone pips presented at the mean aggregate rate of 28/s. While the stimulus is behaviorally irrelevant, its Table 2 , but averaged across the 4 cats (Ϯ1 SE). Spike-based averages at top, local field potential (LFP)-based averages at bottom. low-pass envelope modulation spectrum (Fig. 1B) is not dissimilar to those of animal vocalizations (e.g., Hsu et al. 2004; Rieke et al. 1995) . We showed that at this higher stimulus density both the frequency BWs and the tonotopic organization of MU spike and LFP receptive fields in AI vary little with sound level up to at least 65 dB SPL. Note that although we chose to focus on a quantification of the spatial distribution of spike and LFP activity along the predominant tonotopic axis (i.e., in 1D), the 1D map is necessarily a more (not less) disordered version of the 2D map. Thus level invariance of activation patterns along the tonotopic axis (Fig. 6 ) guarantees level invariance in 2D cortical space (cf. Fig. 5 ), even if the 1D visualization sacrifices details of the representation along the isofrequency lines. Note also that while our normalized frequency response curves (Figs. 6, 7, and 10), which equalize peak activity across the five frequency bands, gave our results a "clean" look, the level tolerance observed with the dense, multitone stimulus appears absolute, in the sense that both STRF BWs and peak FRs/LFP amplitudes tended to be conserved with sound level.
Sharply tuned receptive fields derived from individually presented tone pip stimuli have recently been reported in proportionately greater numbers in AI of the awake animal (marmoset) (Sadagopan and Wang 2008) . Although the spatial distribution of the receptive fields was not reported, these results suggested that the representation of the sound spectrum in AI could be robust across a wide range of sound levels in awake animals, with no restriction on stimulus density. Sadagopan and Wang found that more than two-thirds of the AI units sampled were nonmonotonic (for sound level), and proposed that the neural population response strength could be constant over a wide range of sound levels at any given frequency.
Several functional magnetic resonance imaging (fMRI) studies in awake humans (Bilecen et al. 2002; Hall et al. 2001; Hart et al. 2003) have demonstrated a positive correlation between pure tone stimulus SPL and both the spatial extent (i.e., voxel count) and the average magnitude of the BOLD response in auditory cortex. These fMRI studies are more consistent with our results based on multiunit FTCs in the anesthetized cat, and with the similar results of others (e.g., Heil et al. 1994; Phillips et al. 1994; Polley et al. 2007) , than with the level invariance inferred from responses to tones in awake monkeys by Sadagopan and Wang (2008) . Interestingly, several fMRI studies in awake humans and monkeys that used complex tone stimulation have reported a less variable BOLD representation with sound level (Hall et al. 2001; Tanji et al. 2010) . These studies also corroborate our findings based on the analysis of population spike and (especially) LFP responses to complex tones (LFPs are more related to the BOLD response than spikes, e.g., Logothetis et al. 2001) .
In normal-hearing human subjects, speech intelligibility does not change with speech level in quiet, or at high SNRs, but it does decrease appreciably with level above ϳ70 dB SPL for SNRs below ϳ20 dB (Studebaker et al. 1999 ; see also Summers and Molis 2004) . Thus our ability to perceive complex sounds in challenging environments does in fact worsen at SPLs just above those studied here. This is expected from the Data are as in Table 1 , but averaged across the 4 cats (Ϯ1 SE). Spike-based averages at top, LFP-based averages at bottom. more rapid broadening of basilar membrane and auditory nerve FTCs with sound level at high SPLs (Robles and Ruggero 2001; Ruggero 1992 ), leading to a deterioration of frequency resolution particularly at low SNRs (Oxenham and Wojtczak 2010) . Thus it may be that the relative level invariance of the AI sound frequency representation under complex stimulation breaks down not far above the 65 dB SPL limit tested here. We suggest that the central auditory system can compensate for the level-dependent coding of sound frequency in the auditory periphery ; see also Young and Sachs 1979) , at least up to moderate sound levels, but only for more dense (i.e., natural) sounds, not for sparsely presented tone pips. A possible mechanism for said compensation in AI is forward suppression (e.g., Brosch and Schreiner 1997; Pienkowski and Eggermont 2010; Wehr and Zador 2005) , a compressive nonlinearity that arises from GABA-mediated feedforward inhibition (Wehr and Zador 2005) and/or from Ca 2ϩ -mediated short-term synaptic depression (Zucker and Regehr 2002) . The stronger the excitation, the stronger the subsequent suppression (lasting on the order of 100 ms), so that best-frequency sounds more strongly suppress off-frequency sounds than vice versa, sharpening the receptive field. It is interesting that while LFP-based STRFs have BWs that are typically about a factor of 2 larger than those of spike-based STRFs, both spike and especially LFP BWs increase only slightly with sound level up to 65 dB SPL, implying that level invariance is already present in the synaptic currents of the cortical cells. This could be the result of corticofugal activity that tends to decrease thresholds and increase FRs in thalamic neurons with BFs similar to those of the activated cortical cells (Zhang and Yan 2008 ).
Our direct demonstration of level-tolerant coding in the AI neural population suggests that the cortical tonotopic map may be relevant functionally, especially in the spectral analysis of complex sounds. However, a previous study found improved discrimination of natural and morphed cat meows in nontonotopic cortical areas compared with AI (Gourévitch and Eggermont 2007) . In AI, discrimination was to a large extent also possible because of responses of neurons with high CFs and a low-frequency extension (at 65 dB SPL) that covered the frequency content of the calls (Figs. 9 and 10 of Gourévitch and Eggermont 2007) . Thus the retained tonotopy at higher Fig. 6, B -E.) stimulus levels for spectrotemporally dense sounds may be important for their representation, as well as for discriminating between them. Las et al. (2005) showed that the neural representation of a low-level tone in a high-level fluctuating noise masker is enhanced along the afferent auditory pathway from the inferior colliculus (IC) to MGB to AI. Whereas the tonotopy of the maps does not improve from IC to AI, the increased lateral inhibition from IC to AI allows more efficient suppressing of the masker noise by the tones.
In summary, we have demonstrated that AI tonotopy is more resistant to deterioration with sound level when the sound is spectrotemporally dense and thus processed nonlinearly. While this suggests that the rate-place code may play a functional role in the representation of sound frequency even at the cortical level, more work is needed to elucidate this functional role precisely. Additional studies of the perceptual consequences of central tonotopic map disruption and/or reorganization following frequency-specific acoustic deprivation or overstimulation, or following perceptual learning, should be useful in this regard (see Pienkowski and Eggermont 2011) .
