The extraction of features characterizing the structure of atherosclerotic carotid plaques, obtained by high-resolution ultrasound imaging is important for the correct plaque classification and the estimation of the risk of stroke. In this study morphological features were extracted and compared with the well-known texture features spatial gray level dependence matrices (SGLDM), gray level difference statistics (GLDS) and the first order statistics (FOS) for the classification of 330 carotid plaques. For the classification the neural selforganizing map (SOM) classifier and the statistical k-nearest neighbor (KNN) classifier were used. The results showed that morphological and other texture features are comparable, with the morphological and the GLDS feature sets to perform slightly better than the SGLDM and the FOS features. The highest diagnostic yield was achieved with the GLDS feature set and it was about 70%.
Introduction
There are indications that the morphology of atherosclerotic carotid plaques, obtained by high-resolution ultrasound imaging, has prognostic implications [1] [2] [3] [4] [5] . Smooth surface, echogenicity and a homogenous texture are characteristics of stable plaques, whereas irregular surface, echolucency and a heterogeneous texture are characteristics of potentially unstable plaques. The extraction of features characterizing efficiently the structure of ultrasound carotid plaques is important for the correct plaque classification. The objective of this work was to investigate the usefulness of morphological features for the characterization of carotid plaques for the identification of individuals with asymptomatic carotid stenosis at risk of stroke. The developed system should be able, based on extracted morphological and other texture features to classify plaques into one of the following types: 1) symptomatic because of ipsilateral hemispheric symptoms, and 2) asymptomatic because they were not connected with ipsilateral hemispheric events. The aim is to identify subjects at risk of stroke.
A total of 330 carotid plaque ultrasound images (194 asymptomatic and 136 symptomatic) were analyzed. The carotid plaques were labeled as symptomatic after one of the following symptoms was identified: 1) Stroke, 2) Transient Ischemic Attack (TIA) or 3) Amaurosis Fugax (AF). Two sets of data were selected: 1) for training the system, and 2) for evaluating its performance. For training the system 90 asymptomatic and 90 symptomatic plaques were used, whereas for evaluation of the system the remaining 104 asymptomatic and 46 symptomatic plaques were used. The ultrasound images were collected at the Irvine Laboratory for Cardiovascular Investigation and Research, Saint Mary's Hospital, UK, by two ultrasonographers using an ATL duplex scanner with a 7-4 MHz multifrequency probe. Longitudinal scans were performed using duplex scanning and color flow imaging [6] .
Before processing, the images were standardized manually by linearly adjusting the image so that the median gray level value of the blood was 0, and the median gray level value of the adventitia (artery wall) was 190. The scale of the gray level of the images ranged from 0 to 255. This standardization using blood and adventitia as reference points was necessary in order to extract comparable measurements in case of processing images obtained by different operators or different equipment [6] . Following the image standardization, the expert physician using as guide their corresponding color blood flow images segmented the plaques manually. Figure 1 shows ultrasound images with the plaque region outlined. 
Feature Extraction and Selection
In order for the pattern recognition process to be tractable it is necessary to convert patterns into features, which are condensed representations of the patterns, containing only salient information. Features contain the characteristics of a pattern in a comparable form making the pattern classification possible. The extraction from the signal patterns of good features and the selection from them of the ones with the most discriminatory power can be very crucial for the success of the classification process. In this work morphological and other texture features were extracted from the segmented plaque images in order to be used for the classification of the carotid plaques.
Morphological Features
Morphological image processing allows us to detect the presence of specified patterns at different scales. We consider the detection of isotropic features that show no preference to particular directions. The simplest structural element for near-isotropic detection is the cross '+' consisting of 5 image pixels.
Thus, we considered pattern spectra based on a flat ' ' + structural element . Formally, the Pattern Spectrum is defined in terms of the Discrete Size Transform (DST). We define the DST using [7, 8, 9] : 
o denotes an open operation, and • denotes the close operation. The grayscale DST is a multi-resolution image decomposition scheme, which decomposes an image f into residual images
The pattern spectrum of a grayscale image f, in terms of a structuring element B, is given by:
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We note that in the limit, as , we have that the resulting image k → ∞ ( ) . Thus, to eliminate undesired variations, all the pattern spectra were normalized.
Texture Features
Texture refers to the spatial interrelationships and arrangement of the basic elements of an image. Visually, these spatial interrelationships and arrangements of the image pixels are seen as variations in the intensity patterns or gray tones. Therefore texture features have to be derived from the gray tones of the image.
The following feature sets were computed: and 135 o we computed four values for each of the above 13 texture measures. In this work, the mean of these four values were computed for each feature and it was used for classification. (c) Gray Level Difference Statistics (GLDS). The GLDS algorithm [11] uses first order statistics of local property values based on absolute differences between pairs of gray levels or of average gray levels in order to extract the following texture measures: 1) Homogeneity, 2) Contrast, 3) Energy, 4) Entropy, and 5) Mean.
The above features were calculated for displacements δ = (0, 1), (1, 1), (1,0), (1,-1), where δ ≡ (∆x,∆y), and their mean values were taken.
Feature Selection
A simple way for calculating the discriminatory power of each individual feature can be defined by computing the distance between the two classes for each feature as: 
where m 1 and m 2 are the mean values and σ 1 and σ 2 are the standard deviations of the two classes for each feature. The features with the highest discriminatory power are considered to be the ones with the greatest distance.
Plaque Classification
For the classification of the carotid plaques into symptomatic or asymptomatic two different classifiers were used: (i) the neural network self-organizing map (SOM) classifier [12] and (ii) the statistical K-Nearest Neighbor (KNN) classifier. All features were normalized before use by subtracting their mean value and dividing with their standard deviation:
where m i is the mean value and σ i is the standard deviation of the feature i .
The SOM Classifier
The SOM was chosen because it is an unsupervised learning algorithm where the input patterns are freely distributed over the output node matrix [12] . The weights are adapted without supervision in such a way, so that the density distribution of the input data is preserved and represented on the output nodes. This mapping of similar input patterns to output nodes, which are close to each other, represents a discretisation of the input space, allowing a visualization of the distribution of the input data. The output nodes are usually ordered in a two dimensional grid and at the end of the training phase, the output nodes are labeled with the class of the majority of the input patterns of the training set, assigned to each node.
In the evaluation phase, a new input pattern was assigned to the winning output node with the weight vector closest to the new input vector. In order to classify the new input pattern, the majority of the labels of the output nodes in a RxR neighborhood window centered at the winning node, were considered. The number of the input patterns in the neighborhood window for the two classes m={1, 2}, (1=symptomatic, 2=asymptomatic), was computed as:
where L is the number of the output nodes in the RxR neighborhood window with L=R 2 (e.g. L=9 using a 3x3 window), and N mi is the number of the training patterns of the class m assigned to the output node i. W i =1/(2 d i ), is a weighting factor based on the distance d i of the output node i to the winning output node. W i gives the output nodes near to the winning output node a greater weight than the ones farther away (e.g. in a 3x3 window, for the winning node W i =1, for the four nodes perpendicular to the winning node W i =0.5 and for the four nodes diagonally located W i =0.3536, etc). The evaluation input pattern was classified to the class m of the SN m with the greatest value, as symptomatic or asymptomatic. In this work five different window sizes were tested: 1x1, 3x3, 5x5, 7x7, 9x9. Figure 2 illustrates the distribution of the 180 plaques of the training set on a 10x10 SOM using as input the 5 best morphological features. The figure illustrates the degree of overlap between the two classes. A new plaque will be assigned to one winning output node and will be classified based on the labels of the neighboring nodes in a RxR neighborhood window. The output nodes near to the winning node are given a greater weight than the ones farther away.
The KNN Classifier
The statistical k-nearest neighbor (KNN) classifier was also used for the classification of the carotid plaques. In the KNN algorithm, in order to classify a new input pattern, its k nearest neighbors from the training set are identified. The new pattern is classified to the most frequent class among its neighbors based on a similarity measure that is usually the Euclidean distance. In this work the KNN carotid plaque classification system was implemented for different values of k = 1, 3, 5, 7, 9, 11, 19 and it was tested using for input the different feature sets.
Results
A total of 330 ultrasound images of carotid atherosclerotic plaques were analyzed and four different feature sets (morphological, FOS, SGLDM and GLDS) were extracted from the manually segmented plaque images as described in section 3. The morphological algorithm extracted 98 features from the plaque images. Using the entire pattern spectra for classification yielded poor results. Using Eq. 5 the number of features used was reduced to only five, which proved to yield satisfactory classification results. The selected features represent the most significant normalized pattern spectra components. We determined that small features due to: 1,' ' 2,' ' 3,' ' 4,' ' , , , P P P P which may be susceptible to noise but it is also the feature that is most sensitive to turbulent flow effects around the carotid plaques. Table 1 tabulates the statistics for the five selected morphological features, for the two classes and their interclass distance as computed with Eq. 5. For the classification task, the neural SOM classifier and the statistical KNN classifier were implemented. For training the classifier, 90 symptomatic and 90 asymptomatic plaques were used, whereas for evaluation of the system the remaining 104 asymptomatic and 46 symptomatic plaques were used. Table 2 tabulates the diagnostic yield for the SOM classifier for the different feature sets and for different neighborhood window sizes on the self-organizing map. Table 3 tabulates the diagnostic yield of the KNN classifier for the different feature sets, for different values of k. The diagnostic yield is defined as the percentage of the correctly classified plaques to the total number of the tested plaques. The estimated success rate for the two classes was about similar.
The unsupervised neural SOM classifier was implemented with a 10x10 output node architecture and it was trained for 5000 learning epochs. In order to obtain a more reliable estimate of the diagnostic yield, the SOM was trained and evaluated three times and the average of the three runs was used. Different neighborhood window sizes were tested, where larger window sizes tend to yield higher success rate. The significantly lower success rate for the 1x1 window size is attributed to the many 'undefined' cases where the evaluation input pattern was assigned to a node on the SOM (s. Fig. 2) , where no training patterns were assigned during the training phase. The highest diagnostic yield was 69.6% and it was obtained with a 9x9 window size, using as input the GLDS feature set. On average, the results with the highest diagnostic yield were obtained by the GLDS feature set, which was 64.6%, followed by the morphological feature set with a diagnostic yield of 62.9%, the SGLDM with 62.2% and the FOS with 59.9%. In conclusion, the results in this work show that it is possible to identify a group of patients at risk of stroke based on morphological and other texture features extracted from high resolution ultrasound images of carotid plaques. This group of patients may benefit from a carotid endarterectomy whereas other patients may be spared from an unnecessary operation. Because of the difficulty of the problem and the high degree of overlap of the symptomatic and asymptomatic classes, the above results should be verified with more images from more patients. Furthermore other source of information may be used for classification, for example information obtained by a 3-dimensional reconstruction of the carotid plaque, which may lead to a better diagnostic yield.
