Abstract: Solving Multi-objective Combinatorial Optimization Problems (MCOPs) is often a twofold problem: Firstly, the feasible region has to be identified in order to, secondly, improve the set of non-dominated solutions. In particular, problems where the construction of a single feasible solution is N Pcomplete are most challenging. In the present paper, we will propose a combination of Multi-Objective Evolutionary Algorithms (MOEAs) with Symbolic Techniques (STs) to solve this problem. Different Symbolic Techniques, such as Binary Decision Diagrams (BDDs), Multi-valued Decision Diagrams (MDDs), and SAT solvers as known from digital hardware verification will be considered in our methodology. Experimental results from the area of automatic design space exploration of embedded systems illustrate the benefits of our proposed approach. As a key result, the integration of STs in MOEAs is particularly useful in the presence of large search spaces containing only few feasible solutions.
I. Introduction
Multi-Objective Evolutionary Algorithms (MOEAs) have been shown to perform well in solving Multi-objective Optimization Problems [37, 40, 12, 10, 7, 2, 3] . Beside the improvement of the set of non-dominated solutions, MOEAs have to face the problem of identifying and guiding the search towards the feasible region. This is especially interesting if we consider Multi-objective Combinatorial Optimization Problems (MCOPs) where the construction of a single feasible solution is N P-complete as is the case, e.g., for the Hamiltonian path [20] and for the system synthesis problem [6] .
The prototype of these problems is the well known satisfiability problem (SAT). In SAT, a 0/1-assignment to variables is sought such that a given Boolean formula evaluates to true (is satisfied). If such an assignment exists, the given Boolean formula is said to be satisfiable. This basic problem can be reduced in polynomial time to all N P-complete problems. Many methods and tools exist to solve SAT problems. These methods are usually known as Symbolic Techniques (STs). On the other hand, each N P-complete problem can be reduced polynomially to the SAT problem, thus allowing to apply Symbolic Techniques to these problems.
In this paper, we consider the problem of automatic design space exploration of embedded systems which is the (multi-objective) optimization variant of the system synthesis problem. Most popular examples of embedded systems include automotive and telecommunication electronics as well as industrial and domestic automation systems. The goal in automatic design space exploration is to optimize an embedded system with respect to many objectives while meeting several constraints imposed on the solution, the so-called implementation. Typical objectives in embedded system design are: the cost of a system, its power consumption, its weight, the data throughput, etc.
In order to allow an unbiased search, the task of design space exploration is performed before selecting (decision making) the actual implementation. Here, MOEAs have been shown to perform well [26, 23, 15, 6] . The success of these approaches lies in the fact that (i) MOEAs improve a set of solutions, (ii) MOEAs do not assume any properties of the objective functions, and (iii) MOEAs work well in large and non-convex search spaces [5] .
However, all these approaches fail or at least perform poorly in the presence of search spaces containing only very few feasible solutions. To overcome this drawback, we will propose the integration of Symbolic Techniques in the MOEA in order to guide the search towards the feasible region. Although we will use the example of automatic design space exploration to develop these novel ideas, the resulting methodology is not limited to this particular application.
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The remaining of the paper is organized as follows: Section II discusses some related work, before Section III introduces the N P-complete problem of system synthesis. The corresponding multi-objective optimization problem is known as automatic design space exploration which can be solved by using MOEAs. This issue will be discussed in Section IV. The main contributions of this paper, the integration of Symbolic Techniques into MOEAs, are presented in Section V. An H.264 encoder/decoder system will be used throughout the paper to illustrate our approach and derive first results (Section VI). In order to thoroughly evaluate our novel methodology, benchmark results will be presented in Section VII. Finally, Section VIII will conclude the paper and will show some future research directions.
II. Related Work
An overview of MCOPs can be found in [16] . Different techniques including MOEAs are proposed in literature to solve these problems cf. [33, 32, 29, 19] . One of the most popular MCOPs is the Multi-Objective Traveling Salesperson Problem (MOTSP) [39] . In MOTSP, a permutation of vertices in a fully connected graph is sought such that the route given by the permutation is optimal in several objectives simultaneously. When considering a non-fully connected graph, already the construction of a single feasible solution, i.e., a route to visit all vertices by only using the given edges, is N Pcomplete. This decision problem is known as the Hamiltonian path problem. As a consequence, the objectives of an infeasible solution cannot be determined as no valid evaluation function exists.
Another challenging constrained MCOP with similar properties is the automatic design space exploration of embedded systems [23, 26, 22] . The basic optimization problem is a combined selection and assignment problem where appropriate hardware resources must be selected for the implementation of the embedded system and the processes which represent the application must be assigned to the selected resources. The task of assigning processes to resources is known to be N P-complete [6] . Obviously, there is an inherent tradeoff between the number of resources used and the performance of the systems. Many successful design space exploration methodologies based on MOEAs are reported in literature [26, 23, 15, 6] . However, due to data dependencies among the processes, nearly all possible implementations are infeasible. As in the case of the Hamiltonian path problem, this infeasibility prohibits the evaluation of the design point. In order to overcome this drawback, we will use Symbolic Techniques inside the MOEA to guide the search towards the feasible region. Other constraint optimization problems known from literature are often constrained in the objective space only (see e.g. [12, 1] ).
III. System Synthesis
In this paper, we consider the problem of automatic design space exploration for embedded systems. In contrast to general purpose computers, embedded systems are designed for a particular application while satisfying several constraints. Basically, the design space exploration problem is a multi-objective selection and assignment problem. In this section, we will introduce the necessary background and mathematical notation.
A. Defining the Search Space
To allow a mathematical model of the search space, the concept of a so-called specification graph is needed. A specification graph specifies an embedded system by means of its applications, architectures, and the relation between these two views. Here, we use a graph-based approach already proposed in [6] . The specification graph consists of three parts:
• The application by means of its processes and their data dependencies.
• The possible target architectures are represented by computing elements (e.g. ASIC, FPGA, DSP) and their possible interconnects.
• Mapping edges that indicate which process can be implemented on which computing element.
The application is modeled by a so-called process graph g p = (V p , E p ). Vertices v ∈ V p model processes whereas edges e ∈ E p ⊆ V p × V p represent data dependencies between processes.
Example 1:
The example in Figure 1 shows the process graph of an H.264 video codec for image compression [34] . The upper part of Figure 1 shows the encoder and the lower part shows the decoder. The encoder consists of 37, the decoder of 28 processes. Here, we use rectangular vertices and circles to distinguish between operation and communication processes. For an explanation of the algorithm we refer to [34] .
The architecture including functional resources and buses is also modeled by a directed graph termed architecture graph g a = (V a , E a ). Vertices v ∈ V a model functional resources (RISC processor, coprocessors, or ASIC) and communication resources (shared buses or point-to-point connections). An edge e ∈ E a models a directed link between two resources. All the resources are viewed as potentially allocatable components. Example 2: The process graph given in the previous example is mapped onto a target architecture shown in Figure 2 . For the sake of readability, edges with two arrows are used to indicate bidirectional links. The architecture may consist of three shared bus with different communication bandwidths, two memory modules (a single and a dual ported memory), two programmable RISC processors, a signal processor (DSP), several predefined hardware modules namely a filter module (FILTM), a module for performing the transformation operations (TM), an subtract/adder module (SAM), an entropy encoder/decoder module (CM), and I/O devices (INM and OUTM).
Next, it is shown how user-defined mapping constraints representing possible bindings of processes onto resources can be specified in a graph based model.
, and a set of mapping edges E m . In particular,
Mapping edges relate the vertices of the process graph to vertices of the architecture graph. The edges represent userdefined mapping constraints in the form of a relation: "can be implemented by". Example 3: Figure 3 shows an example of a specification graph. As process graph we use a part of the H.264 process graph from Figure 1 and as architecture graph we use a part of the architecture graph from Figure 2 Figure 1 ) and an architecture graph g a (part of Figure 2 ). Additionally, the dashed lines model mapping edges E m . In this example, it is possible to bind all communication nodes to the busses SBS, SBM, and SBF (not shown in figure) .
between the two graphs are the additional mapping edges E m that describe the possible mappings. For example, process BM can be executed on RISC1, RISC2, or the DSP. In this example, it is possible to bind all communication nodes to the busses SBS, SBM, and SBF (not shown in figure) .
B. System Synthesis
Before discussing automatic design space exploration in detail, we formalize the notion of a feasible implementation (cf. [6] ). An implementation, being the result of a system synthesis, consists of two parts:
(1) The allocation that indicates which elements of the architecture graph are used in the implementation and (2) the binding, i.e., the set of mapping edges which define the binding of vertices in the process graph to components of the architecture graph. Before defining the term implementation formally, Blickle et al. [6] introduce the so-called activation of vertices and edges: Definition 2 [Activation]: The activation of a specification graph g s = (V s , E s ) is a function a : V s × E s → {0, 1} that assigns to each edge e ∈ E s and to each vertex v ∈ V s the value 1 (activated) or 0 (not activated).
The task of system synthesis is to determine an implementation, i.e., assigning activity values to vertices and edges of the specification graph. An implementation consists of an allocation and a binding. For the sake of simplicity, in the following it is assumed that all vertices v ∈ V p and all edges e ∈ E p of the process graph g p are activated. 
(2) For each process graph vertex v ∈ V p , exactly one outgoing mapping edge e ∈ E m is activated, i.e.,
• either both processes are mapped onto the same vertex, i.e.,
• or there exists an activated edge e = ( v i , v j ) ∈ E a ∩ α in the architecture graph to handle the communication associated with edge e, i.e.,
Example 4: The second and third requirement are depicted in Figure 4 : To achieve a feasible binding, the second requirement makes the process p 0 in Figure 4 (a) to be bound to exactly one of the allocated resources r 0 . . . r n . The third requirement is depicted in Figure 4 (b). Here, the process p 0 must be bound to the resource r 0 and thus the dependent process p 1 must be bound either to the same resource r 0 or to one of the adjacent resources r 1 . . . r n .
Definition 6 [Feasible Allocation]:
A feasible allocation is an allocation α that allows at least one feasible binding β.
With the above discussion, we can define an implementation by means of a feasible allocation and a feasible binding.
Definition 7 [Implementation]:
Given a specification graph g s , a (feasible) implementation ψ is a pair (α, β) where α is a feasible allocation and β is a corresponding feasible binding. Figure 5 ) is indeed feasible, i.e., the implementation ψ = (α, β) is feasible.
Given the implementation ψ, some properties of ψ can be calculated. This can be done analytically or simulationbased. The task of evaluation of objectives is not in the scope of the paper. However, in our experiments we will estimate the power dissipation, the implementation cost, as well as the latency of the implementation which are typical objectives in embedded system design.
IV. Automatic Design Space Exploration Using Multi-Objective Evolutionary Algorithms
Beside the problem of determining a single feasible solution, it is also important to identify the set of optimal solutions. This is done during the automatic design space exploration. In the following we will discuss the optimization problem as well as the application of MOEAs to this challenging task. This introduction is needed to develop the idea of integrating Symbolic Techniques into MOEAs.
A. The Optimization Problem
The task of automatic design space exploration can be formulated as a Multi-objective Combinatorial Optimization Problem.
Definition 8 [Automatic Design Space Exploration]:
The task of automatic design space exploration is the following multi-objective optimization problem (see e.g., [40] ) where without loss of generality, only minimization problems are assumed here:
is the objective function and Y is the objective space.
Here, x is an encoding called decision vector representing an implementation ψ. Moreover, there are q constraints c i (x), i = 1, . . . , q imposed on x defining the set of feasible implementations. The objective function f is n-dimensional, i.e., n objectives are optimized simultaneously. For example, in embedded system design it is required that the monetary cost and the power dissipation of an implementation are minimized simultaneously. Often, objectives in embedded system design are conflicting [17] .
Only those design points x ∈ X that represent a feasible implementation ψ and that satisfy all constraints c i , are in the set of feasible solutions, or for short in the feasible set called
n , where the objective function f on the set X is given by f (X) = {f (x) | x ∈ X}. Analogously, the feasible region in the objective space is denoted by
In the following, the necessary definitions for multiobjective optimization problems are given (cf. [40, 27] 
Definition 10 [Pareto optimality]:
A decision vector x ∈ X f is said to be non-dominated regarding a set A ⊆ X f iff a ∈ A : a x. A decision vector x is said to be Paretooptimal iff x is non-dominated regarding X f .
The set of all Pareto-optimal solutions is called the Paretooptimal set, or the Pareto set X p for short. An approximation of the Pareto set X p will be termed approximation set X a in the following. Furthermore, the Pareto-optimal front is given by Y p = f (X p ).
B. The Basic Multi-Objective Evolutionary Algorithm
In this section, we will show how to solve the automatic design space exploration problem by using Multi-Objective Evolutionary Algorithms. This basic algorithm was already presented in [6] and [23] . The MOEA determines the allocation and bindings. In this paper, we are mainly concerned about the encoding and decoding of solutions. The actual Evolutionary optimization can be performed with any state-of-the-art MOEA like NSGA-II [13] , SPEA2 [42] , ECEA [28] , CNSGA-II [14] , or IBEA [41] .
The main decoding idea is outlined in Figure 6 : (1) The allocation of resources v ∈ V a is decoded from the individual and repaired with a simple heuristic (the function allocation), (2) the binding of the edges e ∈ E m is performed (the function binding), and (3) the allocation is updated in order to eliminate unnecessary vertices v ∈ V a from the allocation and all necessary edges e ∈ E a are added to the allocation (the function update allocation()).
Thus, the decoding function results in a feasible allocation and binding of the vertices and edges of the process graph g p to the vertices and edges of the architecture graph g a . If no feasible binding could be found, the whole decoding of the individual is aborted.
The allocation of vertices is directly encoded in the chromosome, i.e., the elements in a vector alloc encode for each vertex v ∈ V a if it is activated or not, i.e., a(v) = alloc(v). This simple encoding might result in many infeasible allocations. The repair heuristic only adds new vertices v ∈ V a to the allocation and reflects the simplest case of infeasibility that may arise from non-executable functional vertices: Consider the set V B ⊆ V p that contains all vertices that can not be executed, because not a single corresponding resource vertex is allocated, i.e.,
To make the allocation feasible (in this sense), we add for each v ∈ V B , at most one v ∈ V a , until feasibility in the sense above is achieved.
The order in which additional resources are added has a large influence on the resulting allocation. For example, one could be interested in an additional allocation with minimal cost. As this depends on the optimization goal expressed in the objective function f , the order should automatically be adapted. This will be achieved by the introduction of a repair allocation priority list L R coded in the individual. In this list, all resources v ∈ V a are contained and the order in the list determines the order the vertices will be added to the allocation. In this paper, the function binding is of special interest and should be discussed in more detail. A binding is obtained by activating exactly one incident edge e ∈ E m for each allocated vertex v ∈ V p . This is achieved in the following way: All processes are bound in the order they appear in the binding order list L O . For each process p ∈ V p , a list L B is encoded as allele that contains all incident edges e ∈ E m to p. This list is seen as a priority list and the first edge e k with e k = (v, v) that gives a feasible binding is included in the binding, i.e., a(e k ) := 1. Figure 7 . Process p 1 is bound before process p 2 . For process p 1 , it is tested if it can be bound to resource r 1 before checking r 2 .
The test of feasibility is directly related to the definition of a feasible binding (see Definition 5) . As the priority lists contain all incident edges e ∈ E m , each individual contains a feasible binding iff it contains a feasible allocation. Calculating a feasible binding for a given allocation is equivalent to solve the underlying satisfiability problem. To solve this problem, we can use fast heuristics that try to find a feasible binding, or we use prohibitively slow exact methods. Different methods are described and compared in the next section. When no feasible binding is found, β is the empty set, and the individual will be given a penalty value as its fitness value. Finally, in the function update allocation, vertices of the allocation that are not used will be removed from the allocation. Furthermore, all edges e ∈ E a in the architecture graph g a are added to the allocation that are necessary to obtain a feasible binding.
V. Integrating Symbolic Techniques
As the determination of a feasible binding is N P-complete [6] , the basic MOEA as presented above uses a simple heuristic to bind one mapping edge after each other sequentially and focuses only on a small scope of the specification. Hence, this approach might be trapped (as will be shown later). As each N P-complete problem can be reduced polynomially to the SAT problem, it is possible to apply Symbolic Techniques (STs) to these problems. There are two advantages:
(1) The optimization might benefit from sophisticated heuristics to solve the SAT problem and (2) a wider scope in contrast to the basic MOEA can be considered during decoding. The first advantage is obvious while the latter needs some explanation: Choosing a mapping edge for the binding resembles the assignment of a 1 to a variable in the corresponding Boolean formula. STs permit to check if there exists at least one feasible completion that satisfies the Boolean formula.
We will discuss this topic in the following in more depth. We will start with the simple heuristic called sequential decoder that is used by the basic MOEA presented above and is used by many automatic design space exploration tools. Next, we will show how the problem of determining a feasible binding can be reduced polynomially to the SAT problem. With this result, we will show how to use a) Binary Decision Diagrams (BDDs), b) Multi-valued Decision Diagrams (MDDs), and c) SAT solvers to improve the decoding of solutions.
A. Sequential Decoder
This is the most simple and a well known decoding algorithm. All processes are bound in the order they appear in the binding order list L O of the individual. When binding a process, the different mapping edges are tested in the order of the binding priority list L B . To find a feasible binding of the complete problem, only those mapping edges are chosen which satisfy a simple feasibility test. This simple feasibility test checks if the tested mapping edge is infeasible with the binding performed up to this point.
The mapping edges are activated sequentially and the outcome of this sequential decoder strongly depends on both, the binding order list L O and the binding priority list L B . As only the yet bound processes are considered, the sequential decoder might be trapped, even if the allocation is feasible, i.e., a feasible completion of the binding exists. Example 7: An example is shown in Figure 7 . Using the given binding order list L O and the given binding priority lists L B , the sequential decoder does not find the valid binding β = {(p 1 , r 2 ), (p 2 , r 3 )}. This happens because p 1 is mapped to r 1 first, what does not conflict with any already activated mapping edge (as there is none of that ilk). However, that binding prohibits a feasible mapping of process p 2 . As a consequence, the sequential decoder fails to find the valid binding.
B. Symbolic Representation of the Specification
The problem of finding a feasible binding can be reduced polynomially to the satisfiability problem [18, 35, 31] by assigning Boolean variables to mapping edges and resources, resulting in a symbolic representation. These Boolean variables indicate that the associated element is activated. Hence, we can use the activation introduced in Definition 5. The Boolean formula can be deduced by interpretation of the three requirements for a feasible binding from Definition 5:
The first requirement states that each activated mapping edge m ∈ E m has to end at an activated resource r ∈ V a : This implication written in conjunctive normal form (CNF) is:
The second requirement states that exactly one mapping edge m = (p, r) ∈ E m is activated for each process p ∈ V p what can be split into two statements. At least one mapping edge m for each process p has to be activated:
And at most one mapping edge m for each process p has to be activated.
The last requirement states that communicating processes have to be mapped to the same or to an adjacent resource. This can be expressed by the following equation.
There is a feasible implementation for a given allocation α represented by a(r) if and only if the conjunction of Equation (1) - (4) is satisfiable, i.e., an assignment to a(m) exists:
In the following we will present three different approaches to solve this satisfiability problem.
C. BDD Decoder
As stated before, finding a feasible binding for a given allocation is a complex task. The binding is performed by binding one process after each other in the order of the binding order list L O of the individual. When binding a process, the different mapping edges are tested in the order of the binding priority list L B . To find a feasible binding of the complete problem, only those mapping edges are chosen which satisfy a feasibility test.
One possibility to perform this decoding is to check whether there still exists a valid completion for all the unbound processes if the currently tested mapping edge is chosen. This will always find the correct binding for each process, and each feasible allocation results in a feasible binding β. Solving this problem means to solve the satisfiability problem stated in the Equation (5) .
The basic idea of using Binary Decision Diagrams (BDD [8] ) is to encode Equation (5) in a single BDD. A BDD is a tree-based data structure to represent Boolean formula. The leaves of the BDDs are the Boolean values 0 and 1. All paths in the BDD from the root to the 1 represent assignments that satisfy the encoded Boolean formula. Thus, when applied to the decoding in automatic design space exploration, all paths from the root of the BDD to the 1 represent feasible bindings.
Summary Pros
The BDD for Equation (5) represents the feasible region X f symbolically. This BDD can be built once and be used for each individual. After BDD construction, the test if a mapping edge m still allows a feasible binding is just as simple as combining a(m) with the BDD by a logic AND-function. This test can be done in O(|E m | + |V a |) once the BDD is built and is known as functional simulation with BDDs [36] .
Summary Cons
Unfortunately, for real-world problems, the BDD is prohibitively large (memory requirements) and thus this approach is not viable.
To overcome this drawback, we constructed a small BDD for each process as compromise. It is tested if the selection of a certain mapping edge m = (p, r) for a process p prohibits a feasible binding of any direct predecessor or successor of p. To do so, Equations (1) -(3) are split into parts that contain only mapping edges incident to a single process p. These Boolean equations are encoded in the BDD of the corresponding process. Equation (4) always contains mapping edges of different processes. Hence, Equation (4) must be considered in the BDDs associated with p i and p j .
With these BDDs, we can test if the activation of mapping edge m i prohibits the feasibility of the adjacent processes. Therefore, we have to set a(m i ) = 1 for the BDD associated with process p i belonging to m i , and for all the BDDs associated with succeeding or proceeding processes p j . If one of the BDDs collapses to a logic 0 value, the mapping edge m i would not allow to find a feasible binding and thus will be rejected.
This method solves the problem shown in Figure 7 . Of course, this BDD decoder generally is not able to find a feasible binding for each feasible allocation.
Example 8:
This is illustrated in Figure 8 Later in this paper, we will show, that the BDD decoder can improve the convergence speed compared with the sequential decoder even though the test itself is slower.
D. MDD Decoder
The MDD decoder is similar to the approach by using a single BDD that encodes the complete satisfiability problem (Equation (5)) of finding a valid completion for a binding. The difference is that it is based on Multi-valued Decision Diagrams (MDD [25] ) which support integer valued variables. The operator that supports integer valued variables in MDDs is the CASE-operator. It selects a value of a subtree depending on an additional integer valued variable. Due to the use of integer values instead of binary values, the size (memory requirement) of the MDD is expected to be less than the size of the BDD. In order to use Equation (5) with MDDs, we assign different integer values for the mapping edges m = (p, r) belonging to a process p. Thus we implicitly take care that exactly one mapping edge is selected per process p ∈ V p during the evaluation of the MDD.
We use the recursive algorithm shown in Figure 10 to build the MDD used for the decoding. This algorithm mainly uses the CASE-operator and the Boolean AND-function to create the MDD. However, one can see from this algorithm that this approach is limited to acyclic process graphs. Example 9: In Figure 9 , an example of a specification graph together with its corresponding MDD is given. All paths in the MDD beginning with the root node p 0 and ending at 1 indicate valid bindings. All the paths ending at 0 indicate invalid bindings. Even though the MDD is smaller compared to a corresponding BDD, it still requires a lot of memory for large problems.
The decoding itself is the same as for the BDD decoder (functional simulation), the binding is performed by selecting one process after each other in the order of the binding order list L O of the individual. When binding a process, the different mapping edges are tested in the order of the binding priority list L B and the MDD is used to calculate the feasibility for this mapping edge. If the MDD collapses to zero, we know that using this particular mapping edges prohibits a feasible completion of the binding.
E. SAT Decoder
Finally, we will present a decoder based on SAT solvers. SAT solvers are designed to solve satisfiability problems as shown in Equation (5). The most important task is to force the SAT solver to regard the information encoded in the individual. Here we describe how to manage this by using a SAT solver based on the Davis-Putnam backtrack search algorithm [11] .
A decision strategy used by the Davis-Putnam algorithm determines which unassigned variable will be set to a Boolean value (0 or 1). If a clause of the CNF given to the SAT-solver is recognized as unsatisfiable, the SAT solver tries to resolve this conflict by a backtracking procedure. This continues until all variables are assigned, and this assignment represents a feasible solution. Thus, we developed a problem-specific decision strategy. Considering the encoded information of the individual, this decision strategy can be described by the following three steps: (1) The Boolean value 1 is assigned to all allocated resources. The order does not matter as an allocation of a resource does not prohibit a feasible binding. (2) The Boolean value 0 is assigned to every not activated resource in the reverse order of the allocation priority list L R . This ensures the sequential addition of resources respecting the priority in L R if the CNF is unsatisfiable with the given resource allocation. (3) In the third step, we try to find a feasible binding based on the allocation determined in step 1 and step 2. The Boolean variables associated to mapping edges are set to true regarding the order of the binding order list L O and the corresponding binding priority list L B . If this assignment prohibits a feasible binding, the next variable in the binding priority list is tested. If the end of the binding priority list is reached without finding an assignment that allows a feasible solution, the backtracking algorithm will automatically return to step 2 and add additional resources.
Next we will present first results when using the three described Symbolic Techniques in automatic design space exploration.
VI. Results
In this section, first results of applying our four different decoders, Sequential decoder, BDD decoder, MDD decoder, and SAT decoder, to the problem of the H.264 decoder/encoder example will be presented. This example consists of 65 processes, 15 resources, and 274 mapping edges. The search space contains about 2 140 solutions, where most of them are infeasible. The optimization is performed for three objectives namely implementation cost, power dissipation, and latency. The implementation uses the PISA (Platform independent Interface for Search Algorithms [4] ) framework for optimization purposes. In the present work, the SPEA2 selection procedure [42] was applied. For the SAT decoding technique, we used the zChaff [30] SAT solver, for the BDD decoder we used the Buddy BDD library [9] . We implemented the MDD decoder using an MDD package from the University of Colorado at Boulder [38] .
A. Evaluation Methods
For each individual decoding technique, we performed 10 optimization runs. Consequently, 40 approximation sets X a were obtained. From these 40 approximation sets, we build a reference set X R containing the non-dominated solutions over all runs. The performance assessment was done using the -dominance and entropy indicator. For a discussion on indicators for performance assessment in multi-objective optimization, see [43] .
-Dominance Laumanns et al. [28] 
Using the definition of -dominance, a binary quality indicator D can be defined.
where n is the number of objectives and |A| and |B| denote the cardinalities of A and B, respectively [43] : A generalization of -dominance and Pareto-dominance called Edominance and its application to archiving strategies is proposed in [24] .
Entropy Method Gunawan et al. [21] propose the entropy method E(A) for measuring the diversity of an approximation set A. Hence, E(A) is a unary quality indicator. The basic idea is to use Shannon's entropy for probability distribution functions which is defined as:
where p i is the probability that some random variable takes the value x i . To apply the entropy method to an approximation set A, a Gaussian influence function ω i (x) is associated with each member a i ∈ A. The influence function for a particular point a i has its maximum at that point (x = a i ) and decreases gradually with the distance. From all influence functions associated with an approximation set A, an aggregative density function D can be defined:
where d ai,x denotes the Euclidean distance from x to point a i . In a last step, a mesh is constructed in the objective space and the normalized density function δ(x) can be measured at each point x i of this mesh:
Note, that xi δ(x i ) = 1. As a result, a normalized distribution function is obtained and Shannon's entropy can be applied to this function, leading to the entropy quality indicator:
The observation is, that an approximation set A with a high entropy E(A) has a high diversity as well and vice versa.
B. Quantitative Results
For our experiments, we chose the parameters for the MOEA as follows: The population size was set to 400. For recombination, 100 children were created from 100 parents by single-point crossover. The mutation rate was set to |decision variables| −1 . The mutation operation is either a single bit flip or order-based mutation.
The -dominance results are shown in Figure 11 and Figure 12. We can see that all three decoders using symbolic techniques reach a better -dominance than the original sequential decoder. As expected, the best values are obtained by the SAT and MDD decoder. However, having a look at Figure 12 , we can see that the construction of the MDD takes more time than the complete optimization of 200 generations using any of the other methods. Including this construction time, the complete optimization of 200 generations lasts 5544 seconds, making the MDD decoder not competitive. Note that the BDD decoder constructs a set of small BDDs (instead of a single BDD for the entire problem) making this procedure much faster in comparison to the MDD decoder.
The entropy values and their standard deviations are shown in Figure 13 . One can see that all methods have a comparable diversity, where the SAT decoder seems to be slightly better while the sequential decoder is clearly performing worst. Figure. 12: H.264 example: The mean -dominance and its standard deviation over the average optimization time. 
VII. Synthetic Benchmark Results
In this section, we present additional experimental results from applying the sequential decoder, the BDD decoder, and the SAT decoding technique to a set of synthetic benchmarks in order to test the performance in the presence of small and respectively large feasible regions X f . We do not take the MDD decoder into account here, because the MDD could not be build for most of our test cases due to memory restrictions. The three objectives used during the optimization are again the technical properties of embedded systems, namely implementation cost, power dissipation, and latency. In the following, we provide quantitative results from the comparison between the sequential decoder, the BDD decoder, and the SAT decoder.
The experiments are performed as follows: A generator program is used to construct specification graphs. Due to different random values, the generated problem instances are similar in structure, but not equal. Each MCOP instance is optimized using all three methods. After the optimization of each problem instance, the non-dominated solutions X a found by these methods are combined in a single reference set X R . This reference set is Pareto-filtered and is used to quantitatively assess the performance of the three decoding techniques.
A. Problem Instances and Parameters
We created nine different classes of MCOP instances (specification graphs). First we created three classes that differ in size. These are generated from following parameters: (i) The number of available resources in the architecture graph is 25, 50, respectively 75.
(ii) The number of processes in the process graph g p is either 50, 100, or 150. (iii) Each process has 3 . . . 6, 4 . . . 8, respectively 5 . . . 9 random mapping edges. (iv) The number of edges in the process graph is determined by a value that indicates the probability that two processes are connected by an edge. This probability value is 25% for every problem class. All these values are typical in system level design. The resulting MCOP instances are of approximate sizes 2 104 − 2 154 , 2 250 − 2 350 , and 2 423 − 2 550 , respectively. Then for each of these three problem classes we created three different subclasses with feasibility probabilities 15%, 25%, and 45%. This probability is used when the edges E a of the architecture graph are created. For each possible mapping edge m i = (p i , r i ), m j = (p j , r j ) ∈ E m of two adjacent processes p i and p j , the resources r i and r j are connected with this probability to satisfy the data dependency. Smaller probability values result in less created edges, and less feasible solutions exist.
For each of these nine problem classes, we created 10 different problem instances. The optimization was run 10 times for each problem instance with all three decoding techniques.
Especially for very hard problems, the sequential decoder only finds solutions in a reasonable time when all resources are allocated for the individuals in the initial population. So we changed the generation of the initial population for the sequential decoder to contain only this kind of individuals. For the SAT decoding technique and the BDD decoder we used the original algorithm which randomly allocates approximately half of the resources.
The parameters for the MOEA are: Population size 100, 25 children were created from 25 parents. The mutation rate was set to |decision variables| −1 again.
B. Quantitative Results
Each optimization was run for 1000 generations, and for every generation the average time to reach this generation is calculated and used to draw the Figures 14 -16 . An optimization run contributes to the average value computation only after it found at least one feasible solution. Figure. 14: 50 processes: The mean -dominance and its standard deviation over the average optimization time (5 minutes). Figure 14 shows that all three methods behave similar for problems with a small number of processes and many feasible solutions. But the less feasible solutions exist, the worse is the sequential decoder as compared to the SAT decoding technique, the BDD decoder is right in between.
In Figure 15 , one can see, that the sequential decoder performs worse for problems with an increasing number of processes. The curve for the sequential decoder with a feasibility of 15% has some spikes. These spikes are due to optimization runs that find a first feasible solution quite late. The BDD decoder is always worse than the SAT decoding technique, and in the beginning even worse than the sequential decoder. But the harder the problem becomes, the earlier does the BDD decoder overtake the sequential one. As these feasible solutions are worse than the already found solutions of the other runs the mean -value becomes larger. Figure 16 indicates that the SAT decoding technique still works good for a large number of processes. The steps in the curve of the sequential decoder with a feasibility of 15% indicate that only a single run out of 100 was able to find a feasible solution at all. The BDD decoder behaves similar to Figure 15 . If we compare the times for the different optimization runs, we can see that the runs of both symbolic decoding techniques take a longer time for bigger problems. This is due to the increased number of mapping edges, processes and resources, that increase the runtime for the evaluation of different quality functions. We can also see that the SAT-solver requires more time to compute 1000 generations than the sequential decoder. This has two reasons: (1) The SAT decoding technique requires slightly more time to compute a binding for each individual (but one has to keep in mind that it always finds a valid binding by adjusting the resource allocation, if such exists). (2) As the SAT decoding technique finds more feasible solutions in every generation, the quality functions have to be executed for this increased number of individuals.
But even with these increased durations, the SAT decoding technique generates better solutions earlier for big problems that contain few feasible solutions. 150 processes is not the upper limit for the SAT decoding technique, internal test have shown that even 500 processes can be handled in acceptable time with regard to the MOEA. Table 1 shows the average entropy values for the test cases and their standard deviations. We can see that both the SAT decoder as well as the BDD decoder produce results with a higher diversity than the sequential decoder. With these results, we can conclude (at least for our test cases) that using Symbolic Techniques can help a MOEA to find feasible solutions. Moreover, the produced results by symbolic decoding converge faster to the Pareto-optimal set and do this, with a high diversity.
VIII. Conclusions
In many Multi-objective Combinatorial Optimization Problems (MCOPs), already the construction of a single feasible solution is an N P-complete problem. In order to guide the search towards the feasible region, we propose the use of Symbolic Techniques (STs) in Multi-Objective Evolutionary Algorithms. We illustrate our approach on the example of automatic design space exploration. In automatic design space exploration, the goal is to optimally select hardware resources and bind processes of an application onto these resources such that the communication between processes is guaranteed. By polynomially reducing the problem of finding a feasible binding to the Boolean satisfiability problem, the application of STs can be established. We have shown how to integrate STs into the decoding phase of an individual. From our experimental results, we can conclude that using STs in MOEAs are particularly useful in the presence of complex search spaces containing only very few feasible solutions. Although we focused on automatic design space exploration of embedded systems, there is however the potential to generalize our results to other constrained MCOPs.
