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Abstract
For n ≥ 5, it is well known that the moduli space M0, n of unordered n
points on the Riemann sphere is a quotient space of the Zariski open set
Kn of Cn−3 by an Sn action. The stabilizers of this Sn action at certain
points of this Zariski open set Kn correspond to the groups fixing the
sets of n points on the Riemann sphere. Let α be a subset of n distinct
points on the Riemann sphere. We call the group of all linear fractional
transformations leaving α invariant the stabilizer of α, which is finite by
observation. For each non-trivial finite subgroup G of the group PSL(2,C)
of linear fractional transformations, we give the necessary and sufficient
condition for finite subsets of the Riemann sphere under which the sta-
bilizers of them are conjugate to G. We also prove that there does exist
some finite subset of the Riemann sphere whose stabilizer coincides with
G. Next we obtain the irreducible decompositions of the representations
of the stabilizers on the tangent spaces at the singularities of M0, n. At
last, on M0, 5 and M0, 6, we work out explicitly the singularities and the
representations of their stabilizers on the tangent spaces at them.
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1 Introduction
This manuscript is originated from the bachelor’s thesis of the first author. We
study in great detail some algebraic properties of orbifold singularities of the
moduli space M0, n of n ≥ 5 unordered points on the Riemann sphere, such
as the stabilizers of them and the corresponding linear representations over the
tangent spaces at them. A lot of interesting results are observed and proved by
hand computation, at least some of which, we do admit, may be well known
to experts. This elementary and systematic exposition on M0, n might be still
of some value to be open access to the community through arXiv. We should
mention some references for the widely known classical cases of n = 4, 5 and 6
about the stabilzers. In particular, see [5] and [3, Chapter 8 ] for the case of
n = 4 and 5, and [2] for the case of n = 6.
1.1 The Moduli Space M0, n
Let C and C ′ be two compact Riemann surfaces of genus g, and
{p1, p2, · · · , pn} ⊆ C, {p′1, p′2, · · · , p′n} ⊆ C ′.
(C, {p1, p2, · · · , pn}) and (C ′, {p′1, p′2, · · · , p′n}) are isomorphic if there exists
some biholomorphic map f : C → C ′ such that
f({p1, p2, · · · , pn}) = {p′1, p′2, · · · , p′n}.
Definition 1 ([4]). The moduli space Mg, n is the set of isomorphism classes
of compact Riemann surfaces of genus g with n unordered marked points.
It is well-known that
Theorem 2 (Deligne-Mumford[1]). Mg, n is both a complex orbifold and an
irreducible quasiprojective variety of dimension 3g−3+n, where n ≥ 3 if g = 0,
n ≥ 1 if g = 1 and n ≥ 0 if g ≥ 2.
In Section 2.1 using elementary methods we shall prove that
Theorem 3. M0, n = Kn/G for n ≥ 4, where Kn is the Zariski open set
Kn = {λ = (λ1, λ2, · · · , λn−3) ∈ Cn−3|λi 6= 0, 1, λi 6= λj ,∀i, j = 1, 2, · · · , n−3, i 6= j}
and G is a finite group of birational transformations of Cn−3, whose restrictions
to Kn are isomorphisms on Kn.
Corollary 4. M0, n = Kn/G is a complex orbifold of dimension n−3 for n ≥ 4.
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Remark. M0, n is a single point if n ≤ 3. Each point in M0, 4 can be viewed
as an elliptic curve, and vice versa. Hence M0, 4 is isomorphic to the complex
plane.
In Section 2.2 we shall find that
Theorem 5. G is isomorphic to Sn when n ≥ 5.
Corollary 6. The moduli space M0, n is the quotient space of a Zariski open
set Kn of Cn−3 by an Sn action when n ≥ 5.
For λ ∈ Kn, set
[λ] = {0, 1, ∞, λ1, λ2, · · · , λn−3}
and Gλ the stabilizer of λ
Gλ = {gσ ∈ G|gσ(λ) = λ}.
Definition 7. For n ≥ 5, we call [λ] ∈M0, n an oribfold singularity of M0, n if
Gλ is non-trivial.
Given a finite subset α of the Riemann sphere, let Aα denote the group of
linear fractional transformations that fix α. In Section 2.3 we shall prove that
Theorem 8. For n ≥ 5, Gλ is isomorphic to A[λ].
Thus the study of the orbifold singularities of M0, n for n ≥ 5 can be reduced
to that of Aα for subsets α with n elements on the Riemann sphere. Next we
shall find a way to determine Aα for any finite subset α of the Riemann sphere
when |α| ≥ 4.
1.2 The Subset Fixed by a Specific Group
Given a finite subset α of the Riemann sphere, |α| = n, n ≥ 4. It is easy to see
that Aα has at most n(n − 1)(n − 2) elements. Thus Aα is finite. There are
exactly five kinds of non-trivial finite linear fractional transformation groups:
the icosahedral group I, the octahedral group O, the tetrahedral group T , the
dihedral group Dn and the finite cyclic group Zn, n ≥ 2.
Let G be a finite group of linear fractional transformations. In Section 3,
by discussing the orbits of the action of G on S2 and Ĉ, we shall find all finite
subsets α of Ĉ such that Aα ' G. Thus for any given finite α ⊆ Ĉ, |α| ≥ 4, we
can find Aα. The following five theorems constitute the whole result. Notice
that we shall not distinguish a point on S2 from its image on the extended
complex plane under the stereographic projection.
Suppose that G is the icosahedral group I that fixes a regular dodecahedron
whose center is the origin. Let VI , FI , EI denote the vertices, the projections of
the central points of the faces on S2 and the projections of the middle points of
the edges on S2 respectively, with the origin being the central of the projection.
For any X ∈ S2\(VI ∪ FI ∪ EI), define BI(X) as the orbit of X.
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Theorem 9. For any finite subset α of S2, Aα = G(' A5) if and only if α is
a union of certain elements in {VI , FI , EI} ∪ {BI(X)|X ∈ S2\(VI ∪FI ∪EI)}.
Now suppose G is the octahedral group O that fixes a cube whose center is
the origin. Let VO, FO, EO denote the vertices, the projections of the central
points of the faces on S2 and the projections of the middle points of the edges
on S2 respectively, with the origin being the center of the projection. For any
X ∈ S2\(VO ∪ FO ∪ EO), define BO(X) as the orbit of X.
Theorem 10. For any finite subset α of S2, Aα = G(' S4) if and only if α is a
union of certain elements in {VO, FO, EO}∪{BO(X)|X ∈ S2\(VO∪FO∪EO)}.
Now suppose G is the tetrahedral group T that fixes a regular tetrahedron
whose center is the origin. Let VT , FT , ET denote the vertices, the projections of
the central points of the faces on S2 and the projections of the middle points of
the edges on S2 respectively, with the origin being the center of the projection.
For any X ∈ S2\(VT ∪FT ∪ET ), define BT (X) as the orbit of X. Thus we have
(see Figure 1)
VI = VT ∪ FT ∪BT (B); FI = BT (N); EI = ET ∪BT (Q) ∪BT (R);
BI(X) = BT (X) ∪BT (g(X)) ∪BT (g2(X)) ∪BT (g3(X)) ∪BT (g4(X)),
for X ∈ S2\(VI ∪ FI ∪ EI).
Figure 1: The dodecahedron fixed by Aα and the tetrahedron fixed by G.
And (see Figure 2)
VO = VT ∪ FT ;FO = ET ; EO = BT (P );
BO(X) = BT (X) ∪BT (g(X))
for X ∈ S2\(VO ∪ FO ∪ EO).
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Figure 2: The dodecahedron fixed by Aα and the tetrahedron fixed by G.
Theorem 11. For any finite subset α of S2, Aα = G(' A4) if and only if all
of the three claims are true:
1. α is a union of certain elements in
{VT , FT , ET } ∪ {BT (X)|X ∈ S2\(VT ∪ FT ∪ ET )};
2. α is NOT a union of certain elements in
{VI , FI , EI} ∪ {BI(X)|X ∈ S2\(VI ∪ FI ∪ EI)};
3. α is NOT a union of certain elements in
{VO, FO, EO} ∪ {BO(X)|X ∈ S2\(VO ∪ FO ∪ EO)}.
Remark. Theorem 11 does not claim the existence of α though it does give
a necessary and sufficient condition for α under which Aα coincides with A4.
Theorems 12 and 13 have the same flavor as Theorem 11. We overcome this
shortcoming by giving a unified existence result for α in Theorem 24.
Now we go back to Ĉ. Assume that
f(z) = e
1
n 2piiz, g(z) =
1
z
, n ≥ 2
and
G = 〈f, g〉 ' Dn.
Set
V = {0,∞},
An = {e kn 2pii|k ∈ Z},
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Bn = {e
2k+1
2n 2pii|k ∈ Z}
and
Cn(z) = {ze kn 2pii|k ∈ Z} ∪ {z−1e kn 2pii|k ∈ Z}
for z ∈ C∗\{e l2n 2pii|l ∈ Z}.
Theorem 12. For any finite subset α of S2, |α| ≥ 4, Aα = G(' Dn) if and
only if all of the four claims are true:
1. α is a union of certain elements in
{V, An, Bn} ∪ {Cn(z)|z ∈ C∗\{e l2n 2pii|l ∈ Z}};
2. α is NOT a union of certain elements in
{V, Apn, Bpn} ∪ {Cpn(z)|z ∈ C∗\{e l2n 2pii|l ∈ Z}}, p ≥ 2;
3. α is NOT in the icosahedral, the octahedral or the tetrahedral case;
4. when n = 2, α is NOT a union of certain elements in
{A2, φ−1(A2p), φ−1(B2p)} ∪ {φ−1(C2p(z))|z ∈ C∗\{e l4p 2pii|l ∈ Z}}, p ≥ 2,
where
φ(z) =
1 + z
1− z .
Assume that
G = 〈z 7→ e 2piin z〉 ' Zn, n ≥ 2.
Set
Cn(z) = {e kn 2piiz|k ∈ Z}
for z ∈ C∗.
Theorem 13. For any finite subset α of S2, |α| ≥ 4, Aα = G(' Zn), n ≥ 2 if
and only if all of the three claims are true:
1. α is a union of certain elements in
{{∞}, {0}} ∪ {Cn(z)|z ∈ C∗};
2. α is NOT a union of certain elements in
{{∞}, {0}} ∪ {Cpn(z)|z ∈ C∗}, p ≥ 2;
3. α is NOT in the icosahedral, the octahedral the tetrahedral or the dihedral
case.
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1.3 Representations of the Stabilizers of Singularities
For any λ ∈ Kn, n ≥ 5 such that [λ] is a singularity of M0, n, each gσ ∈ Gλ
introduces a tangential mapping g∗σ of TλKn such that
g∗σ(
∂
∂λi
∣∣∣∣
λ
)(λj) =
∂
∂λi
∣∣∣∣
λ
(λj ◦ gσ) = ∂
∂λi
∣∣∣∣
λ
(g(j)σ ) =
∂g
(j)
σ
∂λi
∣∣∣∣
λ
for i, j = 1, 2, · · · , n− 3.
Definition 14. Let Jσ denote the Jacobian matrix of gσ. Define a representa-
tion of Gλ
Xλ : Gλ → GLn−3, gσ 7→ Jσ
∣∣∣∣
λ
.
It is obvious that Xλ is a representation of Gλ of degree n − 3. Let
K
(1)
λ ,K
(2)
λ , · · · ,K(k)λ denote the conjugate classes ofGλ, andX(1)λ , X(2)λ , · · · , X(k)λ
its irreducible representations (for the exact definition, please refer to Section
4).
Definition 15. For any λ ∈ Kn, n ≥ 5 such that [λ] is a singularity of M0, n,
assume that Xλ = p1X
(1)
λ ⊕ · · · ⊕ pkX(k)λ . Then call (p1, p2, · · · , pk) the mul-
tiplicity vector of λ.
From the above discussion we know that if Gλ is isomorphic to the icosahe-
dral group I, [λ] is equivalent to one of the following sets (which are categorized
into eight types):
1. F+mB: FI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
2. V+mB: VI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
3. E+mB: EI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
4. FV+mB: FI∪VI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
5. VE+mB: VI∪EI∪BI(a1)∪BI(a2)∪· · ·∪BI(a)m), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
6. EF+mB: EI∪FI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
7. FVE+mB: FI∪VI∪EI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
8. (1+m)B:BI(a0)∪BI(a1)∪· · ·∪BI(am), whereBI(a0), BI(a1), · · · , BI(am)
are different orbits of order 60, m ∈ N.
8
Theorem 16. For any λ ∈ Kn such that Gλ is isomorphic to the icosahedral
group I, we have found its multiplicity vector
1. F+mB: (m, 1 + 4m, 1 + 5m, 3m, 3m);
2. V+mB: (m, 1 + 4m, 2 + 5m, 3m, 1 + 3m);
3. E+mB: (m, 2 + 4m, 2 + 5m, 1 + 3m, 2 + 3m);
4. FV+mB: (m, 2 + 4m, 3 + 5m, 1 + 3m, 1 + 3m);
5. VE+mB: (m, 3 + 4m, 4 + 5m, 2 + 3m, 3 + 3m);
6. EF+mB: (m, 3 + 4m, 3 + 5m, 2 + 3m, 2 + 3m);
7. FVE+mB: (m, 4 + 4m, 5 + 5m, 3 + 3m, 3 + 3m);
8. (1+m)B: (1 +m, 4 + 4m, 5 + 5m, 2 + 3m, 3 + 3m).
If Gλ is isomorphic to the octahedral group O, [λ] is equivalent to one of
the following sets (which are categorized into eight types):
1. F+mB: FO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
2. V+mB: VO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
3. E+mB: EO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
4. FV+mB: FO∪VO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
5. VE+mB: VO∪EO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
6. EF+mB: EO∪FO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
7. FVE+mB: FO ∪ VO ∪ EO ∪ BO(a1) ∪ BO(a2) ∪ · · · ∪ BO(am), where
BO(a1), BO(a2), · · · , BO(am) are different orbits of order 24, m ∈ N;
8. (1+m)B:BO(a0)∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N.
Theorem 17. For any λ ∈ Kn such that Gλ is isomorphic to the octahedral
group O, we have found its multiplicity vector
1. F+mB: (m, m, 1 + 3m, 3m, 2m);
2. V+mB: (m, m, 1 + 3m, 3m, 1 + 2m);
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3. E+mB: (m, 1 +m, 1 + 3m, 1 + 3m, 1 + 2m);
4. FV+mB: (m, m, 2 + 3m, 1 + 3m, 1 + 2m);
5. VE+mB: (m, 1 +m, 2 + 3m, 2 + 3m, 2 + 2m);
6. EF+mB: (m, 1 +m, 2 + 3m, 2 + 3m, 1 + 2m);
7. FVE+mB: (m, 1 +m, 3 + 3m, 3 + 3m, 2 + 2m);
8. (1+m)B: (1 +m, 1 +m, 3 + 3m, 2 + 3m, 2 + 2m).
If Gλ is isomorphic to the Tetrahedral Group T , then [λ] is equivalent to
one of the following sets (which are categorized into six types):
1. F+mB: FT∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N∗;
2. E+mB: ET∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N∗;
3. FV+mB: FT∪VT∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N∗;
4. FE+mB: FT∪ET∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N;
5. FVE+mB: FT∪VT∪ET∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 12, m ∈ N∗;
6. (1+m)B:BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N.
Theorem 18. For each singularity [λ] such that Gλ is isomorphic to the tetra-
hedral group T , we have found its multiplicity vector
1. F+mB: (m, 1 +m, m, 3m);
2. E+mB: (m, m, m, 1 + 3m);
3. FV+mB: (m, 1 +m, 1 +m, 1 + 3m);
4. FE+mB: (m, 1 +m, m, 2 + 3m);
5. FVE+mB: (m, 1 +m, 1 +m, 3 + 3m);
6. (1+m)B: (m, 1 +m, 1 +m, 2 + 3m).
For any λ ∈ Kn such that Gλ is isomorphic to the dihedral group Dp, [λ] is
equivalent to one of the following sets (which are categorized into six types):
1. mC: Cp(a1) ∪Cp(a2) ∪ · · · ∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N∗;
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2. A+mC:Ap∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N;
3. AB+mC:Ap∪Bp∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N∗;
4. 2+mC: {0,∞}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N∗;
5. A+2+mC:Ap∪{0,∞}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N;
6. AB+2+mC: Ap ∪Bp ∪ {0, ∞}∪Cp(a1) ∪Cp(a2) ∪ · · · ∪Cp(am), where
Cp(a1), Cp(a2), · · · , Cp(am) are different orbits of order 2p, m ∈ N∗.
Theorem 19. For any λ ∈ Kn such that Gλ is isomorphic to the dihedral
group Dp (p is odd), we have found its multiplicity vector
1. mC:
• (2m− 1, m, m− 1) for p = 3;
• (2m− 1, 2m, · · · , 2m, m, m− 1) for p ≥ 5;
2. A+mC:
• (2m, m, m) for p = 3;
• (2m, 2m+ 1, · · · , 2m+ 1, m, m) for p ≥ 5;
3. AB+mC:
• (2m+ 1, m, m+ 1) for p = 3;
• (2m+ 1, 2m+ 2, · · · , 2m+ 2, m, m+ 1) for p ≥ 5;
4. 2+mC: (2m, · · · , 2m, m, m− 1);
5. A+2+mC: (2m+ 1, · · · , 2m+ 1, m, m);
6. AB+2+mC: (2m+ 2, · · · , 2m+ 2, m, m+ 1).
Theorem 20. For any λ ∈ Kn such that Gλ is isomorphic to the dihedral
group Dp (p is even), we have found its multiplicity vector
1. mC:
• (m, m− 1, m− 1, m− 1) for p = 2;
• (2m− 1, m, m− 1, m, m) for p = 4;
• (2m− 1, 2m, · · · , 2m, m, m− 1, m, m) for p ≥ 6;
2. A+mC:
• (m, m, m− 1, m) for p = 2;
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• (2m, m, m, m, m+ 1) for p = 4;
• (2m, 2m+ 1, · · · , 2m+ 1, m, m, m, m+ 1) for p ≥ 6;
3. AB+mC:
• (m, m+ 1, m, m) for p = 2;
• (2m+ 1, m, m+ 1, m+ 1, m+ 1) for p = 4;
• (2m+ 1, 2m+ 2, · · · , 2m+ 2, m, m+ 1, m+ 1, m+ 1) for p ≥ 6;
4. 2+mC:
• (m, m− 1, m, m) for p = 2;
• (2m, · · · , 2m, m, m− 1, m, m) for p ≥ 4;
5. A+2+mC:
• (m, m, m, m+ 1) for p = 2;
• (2m+ 1, · · · , 2m+ 1, m, m, m, m+ 1) for p ≥ 4;
6. AB+2+mC:
• (m, m+ 1, m+ 1, m+ 1) for p = 2;
• (2m+ 2, · · · , 2m+ 2, m, m+ 1, m+ 1, m+ 1) for p ≥ 4.
For any λ ∈ Kn such that Gλ is isomorphic to the cyclic group Zp, [λ] is
equivalent to one of the following sets (which are categorized into three types):
1. mC: Cp(a1) ∪Cp(a2) ∪ · · · ∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order p, m ∈ N∗;
2. 1+mC: {0}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order p, m ∈ N∗;
3. 2+mC: {0,∞}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order p, m ∈ N∗.
Theorem 21. For any λ ∈ Kn such that Gλ is isomorphic to the cyclic group
Zp, we have found its multiplicity vector
1. mC:
• (m− 2, m− 1) for p = 2;
• (m− 1, m− 1, m− 1) for p = 3;
• (m− 1, m, · · · , m, m− 1, m− 1) for p ≥ 4;
2. 1+mC:
• (m− 1, m− 1) for p = 2;
• (m, · · · , m, m− 1, m− 1) for p ≥ 3.
3. 2+mC: (m, · · · , m, m− 1).
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1.4 The Group that Fixes Five of Six Points
In Section 6 and 7 we will investigate Aα when |α| = 5 or 6, and find their
classifications and multiplicity vectors.
From the above discussion we shall drive the following conclusion
Theorem 22. Set α = {z1, z2, z3, z4, z5} ⊆ Ĉ.
1. If there exists some linear fractional transformation ψ such that
ψ(α) = {1, w, w2, w3 , w4}, w = e 2pi5 i,
then
Aα = ψ−1〈z 7→ e 2pi5 iz, z 7→ 1
z
〉ψ ' D5,
and its multiplicity vector is (0, 1, 0, 0);
2. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, 1, i, −1, −i},
then
Aα = ψ−1〈z 7→ iz〉ψ ' Z4,
and its multiplicity vector is (1, 1, 0, 0);
3. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, ∞, 1, w, w2}, w = e 2pi3 i,
then
Aα = ψ−1〈z 7→ e 2pi3 iz, z 7→ 1
z
〉ψ ' D3,
and its multiplicity vector is (1, 0, 0);
4. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, 1, −1, a, −a}, a 6= 0, ±1,
then
(a) if a = ±(√5+2) or ±(√5−2), then there exists some linear fractional
transformation φ such that
φ(α) = {1, w, w2, w3 , w4}, w = e 2pi5 i
and this is case 1;
(b) if a = ±i, then
α = {0, 1, i, −1, −i}
and this is case 2;
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(c) if a = ±√3i or ± 1√
3
i, then there exists some linear fractional trans-
formation φ such that
φ(α) = {0, ∞, 1, w, w2}, w = e 2pi3 i
and this is case 3;
(d) otherwise,
Aα = ψ−1〈z 7→ −z〉ψ ' Z2,
and its multiplicity vector is (1, 1);
5. otherwise,
Aα = {Id}.
Theorem 23. Set α = {z1, z2, z3, z4, z5, z6} ⊆ Ĉ.
1. If there exists some linear fractional transformation ψ such that
ψ(α) = {1, w, w2, w3, w4, w5}, w = epi3 i,
then
Aα = ψ−1〈z 7→ epi3 iz, z 7→ 1
z
〉ψ ' D6,
and its multiplicity vector is (0, 1, 0, 0, 0, 1);
2. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, 1, w, w2, w3, w4}, w = e 2pi5 i,
then
Aα = ψ−1〈z 7→ e 2pi5 iz〉ψ ' Z5,
and its multiplicity vector is (1, 1, 1, 0, 0);
3. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, ∞, 1, i, −1, −i},
then
Aα = ψ−1〈z 7→ iz, z 7→ iz + 1
z + i
〉ψ ' S4,
and its multiplicity vector is (0, 0, 1, 0, 0);
4. if there exists some linear fractional transformation ψ such that
ψ(α) = {1, w, w2, a, aw, aw2}, |a| ≥ 1, a 6= 1, w, w2, w = e 2pi3 i,
(a) if a =
√
w, w
√
w or w2
√
w,
α = {1, √w, w, w√w, w2, w2√w}
and this is case 1 ;
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(b) if a = −(2 + √3), −(2 + √3)w or − (2 + √3)w2, then there exists
some linear fractional transformation φ such that
φ(α) = {0, ∞, 1, i, −1, −i}
and this is case 3;
(c) otherwise
Aα = ψ−1〈z 7→ e 2pi3 iz, z 7→ a
z
〉ψ ' D3,
and its multiplicity vector is (1, 1, 0);
5. if there exists some linear fractional transformation ψ such that
ψ(α) = {1, −1, a, −a, b, −b}, a 6= ±b, a, b ∈ C\{0,±1},
(a) if {±1, ±a, ±b} =
{±(7−4
√
3),±(2−
√
3),±1}, {±(2−
√
3),±1,±(2+
√
3)}, {±1,±(2+
√
3),±(7+4
√
3)}
then there exists some linear fractional transformation φ such that
φ(α) = {1, w, w2, w3, w4, w5}, w = epi3 i
and this is case 1;
(b) if {±1, ±a, ±b} =
{±(
√
2−1)i,±(
√
2+1)i,±1}, {±(3−2
√
2),±1,±(
√
2−1)i}, {±1,±(3+2
√
2),±(
√
2+1)i},
then there exists some linear fractional transformation φ such that
φ(α) = {0, ∞, 1, i, −1, −i}
and this is case 3;
(c) if a2b+ ab2 + a2 − 6ab+ b2 + a+ b = 0, then there exists some linear
fractional transformation φ such that
φ(α) = {1, w, w2, c, cw, cw2}, c 6= 0, 1, w, w2, w = e 2pi3 i
and this is case 4c;
(d) otherwise,
i. if ab = ±1,
Aα = ψ−1〈z 7→ −z, z 7→ 1
z
〉ψ ' K4,
and its multiplicity vector is (1, 0, 1, 1) (viewed as type 2+mC);
ii. if ab 6= ±1,
Aα = ψ−1〈z 7→ −z〉ψ ' Z2,
and its multiplicity vector is (1, 2);
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6. otherwise,
Aα = {Id}.
Finally we will come to the conclusion in Section 8 that every non-trivial
finite group of linear fractional transformations is a stabilizer of certain finite
subset of Ĉ.
Theorem 24. For any finite non-trivial group G of linear fractional transfor-
mations, there exists a subset α = {z1, z2, · · · , zn} ⊆ Ĉ such that Aα ' G.
2 The Moduli Space M0, n
It is well-known that
Theorem 25 (Deligne-Mumford). The moduli space Mg, n is both a complex
orbifold and an irreducible quasiprojective variety of dimension 3g−3+n, where
n ≥ 3 if g = 0, n ≥ 1 if g = 1 and n ≥ 0 if g ≥ 2.[1]
In this section using elementary methods we shall prove that M0, n is a
complex orbifold of dimension n − 3 when n ≥ 4. Moreover, we shall show
that it is the quotient space of a Zariski open set Kn of Cn−3 by an Sn action
when n ≥ 5. The stabilizers of this Sn action at points of this Zariski open set
correspond to the groups fixing the sets of n points on the Riemann sphere.
2.1 The Orbifold Structure of Moduli Space M0, n
For n ∈ Z≥4, set
Kn = {λ = (λ1, λ2, · · · , λn−3) ∈ Cn−3|λi 6= 0, 1, λi 6= λj ,∀i, j = 1, 2, · · · , n−3, i 6= j}.
For any λ ∈ Kn, set
zλ1 = 0, z
λ
2 = 1, z
λ
3 =∞, zλi+3 = λi, i = 1, 2, · · · , n− 3.
For any λ ∈ Kn and σ ∈ Sn, define fλσ as the unique linear fractional transfor-
mation such that
fλσ (z
λ
σ−1(1)) = 0, f
λ
σ (z
λ
σ−1(2)) = 1, f
λ
σ (z
λ
σ−1(3)) =∞.
For i = 1, 2, · · · , n− 3 and σ ∈ Sn define a mapping g(i)σ
g(i)σ : Kn → C, λ 7→ fλσ (zλσ−1(i+3)),
and gσ
gσ : Kn → Kn, λ 7→ (fλσ (zλσ−1(4)), fλσ (zλσ−1(5)), · · · , fλσ (zλσ−1(n))).
By definition gσ is a rational map from Cn−3 to Cn−3 which restricts to an
isomorphism of Kn. Here is a useful observation:
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Remark. For any λ ∈ Kn and σ ∈ Sn, we have
fλσ (z
λ
k ) = z
gσ(λ)
σ(k)
holds for k = 1, 2, · · · , n.
Define G
G = {gσ|σ ∈ Sn}.
Notice that |G| ≤ n! and
Theorem 26. G is a finite group acting on Kn.
Proof. To prove the theorem first notice that
fλσ (z
λ
σ−1(k)) = z
gσ(λ)
k , k = 1, 2, · · · , n.
So we have
fgσ(λ)pi ◦ fλσ (zλ(pi·σ)−1(k)) = fgσ(λ)pi (zgσ(λ)pi−1(k)) = z
gpi◦gσ(λ)
k , k = 1, 2, · · · , n.
Thus we conclude that
fgσ(λ)pi ◦ fλσ = fλpi·σ, zgpi◦gσ(λ)k = zgpi·σ(λ)k , k = 1, 2, · · · , n.
So gpi ◦ gσ = gpi·σ ∈ G. Thus G is a group.
As G is a finite group acting on Kn, we have another conclusion
Theorem 27. M0, n = Kn/G.
Proof. Given two elements
{0, 1, ∞, λ1, λ2, · · · , λn−3}, {0, 1, ∞, µ1, µ2, · · · , µn−3} ∈M0, n,
set
λ = (λ1, λ2, · · · , λn−3), µ = (µ1, µ2, · · · , µn−3).
If µ ∈ G(λ), then there exists some σ ∈ Sn s.t. µ = gσ(λ). So we have
fλσ (z
λ
σ−1(k)) = z
gσ(λ)
k = z
µ
k , k = 1, 2, · · · , n,
which means
fλσ ({0, 1, ∞, λ1, λ2, · · · , λn−3}) = {0, 1, ∞, µ1, µ2, · · · , µn−3}.
So
{0, 1, ∞, λ1, λ2, · · · , λn−3} = {0, 1, ∞, µ1, µ2, · · · , µn−3}.
On the other hand, if
{0, 1, ∞, λ1, λ2, · · · , λn−3} = {0, 1, ∞, µ1, µ2, · · · , µn−3},
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then there exists some linear fractional transformation h s.t.
h({0, 1, ∞, λ1, λ2, · · · , λn−3}) = {0, 1, ∞, µ1, µ2, · · · , µn−3}
and some σ ∈ Sn s.t.
h(zλσ−1(k)) = z
µ
k , k = 1, 2, · · · , n.
So h = fλσ and µ = gσ(λ).
Thus we conclude that
{0, 1, ∞, λ1, λ2, · · · , λn−3} = {0, 1, ∞, µ1, µ2, · · · , µn−3}
if and only if
µ ∈ G(λ),
and therefore
M0, n = Kn/G.
Corollary 28. M0, n is a complex orbifold of dimension n− 3.
2.2 The Explicit Structure of the Group G
Now let us explore G. Define subgroup V of Sn
V = S{1, 2, 3} × S{4, 5, ··· , n}
and subset S of Sn
S = {e, (p, 1), (p, 2), (p, 3), (p, 1)(q, 2), (p, 2)(q, 3), (p, 3)(q, 1), (p, 1)(q, 2)(r, 3)|
p, q, r = 4, 5, · · · , n, p 6= q, q 6= r, r 6= p}.
Thus S forms a complete list of left coset representatives of V ⊂ Sn.
Define group H of linear fractional transformations
H = {Id, λ 7→ 1− λ, λ 7→ 1
λ
, λ 7→ λ
λ− 1 , λ 7→
λ− 1
λ
, λ 7→ −1
λ− 1},
then we have
{gσ|σ ∈ V } = {λ 7→ (h(λτ(1)), h(λτ(2)), · · · , h(λτ(n−3)))|h ∈ H, τ ∈ Sn−3}.
For p = 4, 5, · · · , n, set σ = (1, p) and we have
fλ(1, p)(λ
p−3) = fλ(1, p)(z
λ
σ−1(1)) = 0,
fλ(1, p)(1) = f
λ
(1, p)(z
λ
σ−1(2)) = 1,
fλ(1, p)(∞) = fλ(1, p)(zλσ−1(3)) =∞.
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So we have
fλ(1, p)(z) =
z − λp−3
1− λp−3 ,
and
g
(k)
(1, p)(λ) =

λk − λp−3
1− λp−3 , k 6= p− 3;
−λp−3
1− λp−3 , k = p− 3.
Set σ = (2, p) and we have
fλ(2, p)(0) = f
λ
(2, p)(z
λ
σ−1(1)) = 0,
fλ(2, p)(λ
p−3) = fλ(2, p)(z
λ
σ−1(2)) = 1,
fλ(2, p)(∞) = fλ(2, p)(zλσ−1(3)) =∞.
So we have
fλ(2, p)(z) =
z
λp−3
,
and
g
(k)
(2, p)(λ) =

λk
λp−3
, k 6= p− 3;
1
λp−3
, k = p− 3.
Set σ = (3, p) and we have
fλ(3, p)(0) = f
λ
(3, p)(z
λ
σ−1(1)) = 0,
fλ(3, p)(1) = f
λ
(3, p)(z
λ
σ−1(2)) = 1,
fλ(3, p)(λ
p−3) = fλ(3, p)(z
λ
σ−1(3)) =∞.
So we have
fλ(3, p)(z) =
z(1− λp−3)
z − λp−3 ,
and
g
(k)
(3, p)(λ) =

λk(1− λp−3)
λk − λp−3 , k 6= p− 3;
λp−3 − 1
λp−3
, k = p− 3.
For p, q = 4, 5, · · · , n and p 6= q set σ = (1, p)(2 , q) and we have
fλ(1, p)(2 ,q)(λ
p−3) = fλ(1, p)(2 ,q)(z
λ
σ−1(1)) = 0,
fλ(1, p)(2 ,q)(λ
q−3) = fλ(1, p)(2 ,q)(z
λ
σ−1(2)) = 1,
fλ(1, p)(2 ,q)(∞) = fλ(1, p)(2 ,q)(zλσ−1(3)) =∞.
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So we have
fλ(1, p)(2 ,q)(z) =
z − λp−3
λq−3 − λp−3 ,
and
g
(k)
(1, p)(2 ,q)(λ) =

λk − λp−3
λq−3 − λp−3 , k 6= p− 3, q − 3;
−λp−3
λq−3 − λp−3 , k = p− 3;
1− λp−3
λq−3 − λp−3 , k = q − 3.
Set σ = (2, p)(3, q) and we have
fλ(2, p)(3, q)(0) = f
λ
(2, p)(3, q)(z
λ
σ−1(1)) = 0,
fλ(2, p)(3, q)(λ
p−3) = fλ(2, p)(3, q)(z
λ
σ−1(2)) = 1,
fλ(2, p)(3, q)(λ
q−3) = fλ(2, p)(3, q)(z
λ
σ−1(3)) =∞.
So we have
fλ(2, p)(3, q)(z) =
(λp−3 − λq−3)z
λp−3(z − λq−3) ,
and
g
(k)
(2, p)(3 ,q)(λ) =

(λp−3 − λq−3)λk
λp−3(λk − λq−3) , k 6= p− 3, q − 3;
λp−3 − λq−3
λp−3(1− λq−3) , k = p− 3;
λp−3 − λq−3
λp−3
, k = q − 3.
Set σ = (3, p)(1, q) and we have
fλ(3, p)(1, q)(λ
q−3) = fλ(3, p)(1, q)(z
λ
σ−1(1)) = 0,
fλ(3, p)(1, q)(1) = f
λ
(3, p)(1, q)(z
λ
σ−1(2)) = 1,
fλ(3, p)(1, q)(λ
p−3) = fλ(3, p)(1, q)(z
λ
σ−1(3)) =∞.
So we have
fλ(3, p)(1, q)(z) =
(λp−3 − 1)(z − λq−3)
(λq−3 − 1)(z − λp−3) ,
and
g
(k)
(3, p)(1 ,q)(λ) =

(λp−3 − 1)(λk − λq−3)
(λq−3 − 1)(λk − λp−3) , k 6= p− 3, q − 3;
λp−3 − 1
λq−3 − 1 , k = p− 3;
(λp−3 − 1)λq−3
(λq−3 − 1)λp−3 , k = q − 3.
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For p, q, r = 4, 5, · · · , n, and p 6= q, q 6= r, r 6= p, set σ = (1, p)(2 , q)(3, r)
and we have
fλ(1, p)(2 ,q)(3, r)(λ
p−3) = fλ(1, p)(2 ,q)(3, r)(z
λ
σ−1(1)) = 0,
fλ(1, p)(2 ,q)(3, r)(λ
q−3) = fλ(1, p)(2 ,q)(3, r)(z
λ
σ−1(2)) = 1,
fλ(1, p)(2 ,q)(3, r)(λ
r−3) = fλ(1, p)(2 ,q)(3, r)(z
λ
σ−1(3)) =∞.
So we have
fλ(1, p)(2 ,q)(3, r)(z) =
(λq−3 − λr−3)(z − λp−3)
(λq−3 − λp−3)(z − λr−3) ,
and
g
(k)
(1, p)(2 ,q)(3, r)(λ) =

(λq−3 − λr−3)(λk − λp−3)
(λq−3 − λp−3)(λk − λr−3) , k 6= p− 3, q − 3, r − 3;
(λq−3 − λr−3)λp−3
(λq−3 − λp−3)λr−3 , k = p− 3;
(λq−3 − λr−3)(1− λp−3)
(λ− q − 3− λp−3)(1− λr−3) , k = q − 3;
λq−3 − λr−3
λq−3 − λp−3 , k = r − 3.
So we have the conclusions
Theorem 29. G = S˜V˜ , where
V˜ = {λ 7→ (h(λτ(1)), h(λτ(2)), · · · , h(λτ(n−3)))|h ∈ H, τ ∈ Sn−3};
H = {Id, λ 7→ 1− λ, λ 7→ 1
λ
, λ 7→ λ
λ− 1 , λ 7→
λ− 1
λ
, λ 7→ −1
λ− 1};
S˜ = {gσ|σ = e, (p, 1), (p, 2), (p, 3), (p, 1)(q, 2), (p, 2)(q, 3), (p, 3)(q, 1), (p, 1)(q, 2)(r, 3)
p, q, r = 4, 5, · · · , n, p 6= q, q 6= r, r 6= p};
and
g
(k)
(1, p)(λ) =

λk − λp−3
1− λp−3 , k 6= p− 3;
−λp−3
1− λp−3 , k = p− 3;
g
(k)
(2, p)(λ) =

λk
λp−3
, k 6= p− 3;
1
λp−3
, k = p− 3;
g
(k)
(3, p)(λ) =

λk(1− λp−3)
λk − λp−3 , k 6= p− 3;
λp−3 − 1
λp−3
, k = p− 3;
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g
(k)
(1, p)(2 ,q)(λ) =

λk − λp−3
λq−3 − λp−3 , k 6= p− 3, q − 3;
−λp−3
λq−3 − λp−3 , k = p− 3;
1− λp−3
λq−3 − λp−3 , k = q − 3;
g
(k)
(2, p)(3 ,q)(λ) =

(λp−3 − λq−3)λk
λp−3(λk − λq−3) , k 6= p− 3, q − 3;
λp−3 − λq−3
λp−3(1− λq−3) , k = p− 3;
λp−3 − λq−3
λp−3
, k = q − 3;
g
(k)
(3, p)(1 ,q)(λ) =

(λp−3 − 1)(λk − λq−3)
(λq−3 − 1)(λk − λp−3) , k 6= p− 3, q − 3;
λp−3 − 1
λq−3 − 1 , k = p− 3;
(λp−3 − 1)λq−3
(λq−3 − 1)λp−3 , k = q − 3;
g
(k)
(1, p)(2 ,q)(3, r)(λ) =

(λq−3 − λr−3)(λk − λp−3)
(λq−3 − λp−3)(λk − λr−3) , k 6= p− 3, q − 3, r − 3;
(λq−3 − λr−3)λp−3
(λq−3 − λp−3)λr−3 , k = p− 3;
(λq−3 − λr−3)(1− λp−3)
(λq−3 − λp−3)(1− λr−3) , k = q − 3;
λq−3 − λr−3
λq−3 − λp−3 , k = r − 3.
Corollary 30. G is isomorphic to Sn when n ≥ 5.
2.3 The Singularities of Moduli Space M0, n
For λ ∈ Kn, n ≥ 5, set
[λ] = {0, 1, ∞, λ1, λ2, · · · , λn−3} = {zλk |k = 1, 2, · · · , n}
and Gλ the stabilizer of λ
Gλ = {gσ ∈ G|gσ(λ) = λ}.
Definition 31. When n ≥ 5, call [λ] ∈ M0, n an oribfold singularity of M0, n
if Gλ is non-trivial.
Set
α = {z1, z2, · · · , zn} ⊆ Ĉ,
and Aα the group of linear fractional transformations fixing α.
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Definition 32. For any λ ∈ Kn, n ≥ 5, define Φλ as the mapping
Φλ : Gλ → A[λ], gσ 7→ fλσ .
For each gσ ∈ Gλ, we have
fλσ (z
λ
σ−1(k)) = z
gσ(λ)
k = z
λ
k , k = 1, 2, · · · , n.
Thus fλσ ∈ A[λ], and Φλ is well-defined.
Theorem 33. The map Φλ is a group isomorphism between Gλ and A[λ].
Proof. First notice that for gpi, gσ ∈ Gλ
fλpi ◦ fλσ (zλ(pi·σ)−1(k)) = fλpi (zλpi−1(k)) = zλk , k = 1, 2, · · · , n.
So fλpi ◦ fλσ = fλpi·σ, which means that Φλ is a group homomorphism.
For any h ∈ A[λ], there exists a unique σ ∈ Sn such that
h(zλσ−1(k)) = z
λ
k , k = 1, 2, · · · , n.
Thus we have h = fλσ and gσ(λ) = λ, and
Φλ(gσ) = f
λ
σ = h.
So Φλ is a group epimorphism.
For any gσ ∈ Gλ such that
Φλ(gσ) = f
λ
σ = Id,
we have
zλk = f
λ
σ (z
λ
k ) = z
λ
σ(k)
holds for k = 1, 2, · · · , n. Thus σ is the identity element.
Hence Φλ is a group isomorphism.
Now the study of the orbifold singularities of M0, n for n ≥ 5 can be reduced
to that of Aα for subset α with n elements on the Riemann sphere. In Section
3 I shall develope a method to find Aα for an arbitrary finite subset α of the
Riemann sphere when |α| ≥ 4.
3 The Subset Fixed by a Specific Group
Given a finite subset α = {z1, z2, · · · , zn} ⊆ Ĉ, n ≥ 4, let Aα be the group of lin-
ear fractional transformations that fix α. For any f inAα, since f(z1), f(z2), f(z3)
are all in α, there are at most n(n − 1)(n − 2) ways to choose the images of
z1, z2, z3. Thus |Aα| ≤ n(n− 1)(n− 2).
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Let G be a finite group of linear fractional transformations. There are only
five kinds of non-trivial finite linear fractional transformation groups: the icosa-
hedral group I, the octahedral group O, the tetrahedral group T , the dihedral
group Dn and the finite cyclic group Zn, n ≥ 2. In the rest of this section,
by discussing the orbits of the action of G on S2 and Ĉ, we shall find all finite
subsets α of Ĉ such that Aα ' G. Thus given a finite α ⊆ Ĉ, |α| ≥ 4, we can
find Aα. Notice that we shall not distinguish a point on S2 from its image on
the extended complex plane under the stereographic projection.
3.1 G is the Icosahedral Group I
Suppose that G is the icosahedral group I that fixes a regular dodecahedron
whose center is the origin.
Figure 3: The dodecahedron fixed by G.
There are 10 axes joining opposite vertices of the dodecahedron. Rotations
about each axis of angles 2pi/3 and 4pi/3 carry the dodecahedron into itself.
There are, thus, 2× 10 = 20 such rotations in G.
There are 6 axes joining central points of opposite faces of the dodecahe-
dron. Rotations about each axis of angles 2pi/5, 4pi/5, 6pi/5 and 8pi/5 carry the
dodecahedron into itself. There are, thus, 4× 6 = 24 such rotations in G.
There are 15 axes joining middle points of opposite edges of the dodecahe-
dron. Rotations about each axis of angle pi carry the dodecahedron into itself.
There are, thus, 1× 15 = 15 such rotations in G.
We have already got 20 + 24 + 15 = 59 rotations. To these add the identity
transformation, and we get the whole group.
There are four kinds of orbits of G on S2. Let VI , FI , EI denote the vertices,
the projections of the central points of the faces on S2 and the projections of the
middle points of the edges on S2 respectively, with the origin being the center
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of the projection. Then VI , FI , EI are three different orbits of G and
|VI | = 20, |FI | = 12, |EI | = 30.
For any X ∈ S2\(VI ∪ FI ∪ EI), define BI(X) as the orbit of X. As X is not
fixed by any non-trivial element in G, it is obvious that
|BI(X)| = |G| = 60.
For any finite subset α of S2 such that Aα = G, α is a finite union of the
orbits of G. On the other hand, if α is a finite union of the orbits of G, we have
G ⊆ Aα. Since none of S4, A4, Dn, Zn, n ≥ 2 has a subgroup isomorphic to
A5, we conclude that G = Aα. Thus we conclude that
Theorem 34. For any finite subset α of S2, Aα = G ' A5 if and only if α is
a union of certain elements in {VI , FI , EI} ∪ {BI(X)|X ∈ S2\(VI ∪FI ∪EI)}.
3.2 G is the Octahedral Group O
Now suppose G is the octahedral group O that fixes a cube whose center is the
origin.
There are 4 axes joining opposite vertices of the cube. Rotations about each
axis of angles 2pi/3 and 4pi/3 carry the cube into itself. There are, thus, 2×4 = 8
such rotations in G.
There are 3 axes joining central points of opposite faces of the cube. Rota-
tions about each axis of angles pi/2, pi and 3pi/2 carry the cube into itself. There
are, thus, 3× 3 = 9 such rotations in G.
There are 6 axes joining middle points of opposite edges of the cube. Ro-
tations about each axis of angle pi carry the cube into itself. There are, thus,
1× 6 = 6 such rotations in G.
We have already got 8 + 9 + 6 = 23 rotations. To these add the identity
transformation, and we get the whole group.
There are four kinds of orbits on S2. Let VO, FO, EO denote the vertices,
the projections of the central points of the faces on S2 and the projections of the
middle points of the edges on S2 respectively, with the origin being the center
of the projection. Then VO, FO, EO are three different orbits of G and
|VO| = 8, |FO| = 6, |EO| = 12.
For any X ∈ S2\(VO ∪ FO ∪EO), define BO(X) as the orbit of X. As X is not
fixed by any non-trivial element in G, it is obvious that
|BO(X)| = |G| = 24.
For any finite subset α of S2 such that Aα = G, α is a finite union of the
orbits of G. On the other hand, if α is a finite union of the orbits of G, we have
G ⊆ Aα. Since none of A5, A4, Dn, Zn, n ≥ 2 has a subgroup isomorphic to
S4, we conclude that G = Aα. Thus we conclude that
Theorem 35. For any finite subset α of S2, Aα = G ' S4 if and only if α is a
union of certain elements in {VO, FO, EO}∪{BO(X)|X ∈ S2\(VO∪FO∪EO)}.
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3.3 G is the Tetrahedral Group T
3.3.1 The Orbits of T
Now suppose G is the tetrahedral group T that fixes a regular tetrahedron whose
center is the origin.
There are 4 axes, each joining a central point of a face to the opposite vertex.
Rotations about each axis of angles 2pi/3 and 4pi/3 carry the tetrahedral into
itself. There are, thus, 2× 4 = 8 such rotations in G.
There are 3 axes joining middle points of opposite edges of the tetrahedral.
Rotations about each axis of angle pi carry the tetrahedral into itself. There
are, thus, 1× 3 = 3 such rotations in G.
We have already got 8 + 3 = 11 rotations. To these add the identity trans-
formation, and we get the whole group.
There are three kinds of orbits on S2, too. Let VT , FT , ET denote the ver-
tices, the projections of the central points of the faces on S2 and the projections
of the middle points of the edges on S2 respectively, with the origin being the
center of the projection. Then VT , FT , ET are three different orbits of G and
|VT | = |FT | = 4, |ET | = 6.
For any X ∈ S2\(VT ∪ FT ∪ ET ), define BT (X) as the orbit of X. As D is not
fixed by any non-trivial element in G, it is obvious that
|BT (X)| = |G| = 12.
For any finite subset α of S2 such that Aα = G, α is a finite union of the
orbits of G.
On the other hand, if α is a finite union of the orbits of G, we have G ⊆ Aα.
Since neither ofDn, Zn, n ≥ 2 has a subgroup isomorphic to S4, we conclude that
Aα is isomorphic to A5, S4 or A4. In the following sections we shall investigate
the two cases when Aα is isomorphic to A5 and S4.
3.3.2 Case 1: Aα is Isomorphic to A5
If Aα is isomorphic to A5, we know that Aα fixes some regular dodecahedron
whose center is the origin. For every vertex of the tetrahedron, there exists some
element f ∈ G ⊆ Aα of order three that fixes it. But for any element g ∈ Aα, if
g is of order three, both of the fixed points of g are vretices of the dodecahedron.
Thus we conclude that every vertex of the tetrahedron is also a vertex of the
regular dodecahedron. Their relative positions are shown in Figure 4.
It is obvious that
VT ⊆ VI .
Connect the two points G and G′. As they are opposite points of the do-
decahedron, the segment GG′ goes through the origin O. Assume that GG′
intersects the triangle AD′H at G′′, then G′′ must be the center of AD′H, and
thus G ∈ FT . As the four points in FT are congruent, we have
FT ⊆ VI .
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Figure 4: The dodecahedron fixed by Aα and the tetrahedron fixed by G.
Let P be the midpoint of BC. Connect the origin O and P . Let f be the
rotation of pi with OP as its axis. By observation we have f ∈ Aα and
f(A) = H, f(H) = A.
So OP intersects the segment AH at its midpoint P ′′. As the six points in ET
are congruent, we have
ET ⊆ EI .
From the above discussion we see that
B /∈ VT ∪ FT ∪ ET .
So we have
|BT (B)| = 12.
Since
VT ⊆ VI , FT ⊆ VI , BT (B) ⊆ VI ,
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and
|VT | = |FT | = 4, |BT (B)| = 12, |VI | = 20,
we have
VI = VT ∪ FT ∪BT (B).
Let N denote the center of the pentagon ABCDE. It is obvious that
N /∈ VT ∪ FT ∪ ET .
So we have
|BT (N)| = 12.
Since
BT (N) ⊆ FI ,
and
|BT (N)| = |FI | = 12,
we have
FI = BT (N).
Let Q, R denote the midpoints of AB, DE. It is obvious that
Q,R /∈ VT ∪ FT ∪ ET .
Note that for any f ∈ G, f(Q) 6= R. So we have
BT (Q) 6= BT (R).
Since
ET ⊆ EI , BT (Q) ⊆ EI , BT (R) ⊆ EI ,
and
|ET | = 6, |BT (Q)| = |BT (R)| = 12, |EI | = 30,
we have
EI = ET ∪BT (Q) ∪BT (R).
For any X ∈ S2\(VI ∪ FI ∪ EI), f(X) /∈ VI ∪ FI ∪ EI , ∀f ∈ Aα. Now let g
denote the rotation which fixes the pentagon ABCDE and transforms A to B.
We have
X, g(X), g2(X), g3(X), g4(X) ∈ S2\(VT ∪ FT ∪ ET ).
Next we shall prove that
BT (X), BT (g(X)), BT (g
2(X)), BT (g
3(X)), BT (g
4(X))
are five different orbits of G.
Suppose that
BT (g
i(X)) = BT (g
j(X))
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for some i, j = 0, 1, 2, 3, 4, i 6= j. Then there exists some h ∈ G ' A4 such that
gi(X) = h(gj(X)) = h(gj−i(gi(X))).
Since gi(X) /∈ VI ∪ FI ∪ EI , it can not be fixed by any non-trivial element in
Aα. Thus we have
h ◦ gj−i = I,
which contradicts the assumption that
h ∈ G ' A4.
Now we see that
BT (X), BT (g(X)), BT (g
2(X)), BT (g
3(X)), BT (g
4(X))
are five different orbits of G.
As
BT (X), BT (g(X)), BT (g
2(X)), BT (g
3(X)), BT (g
4(X)) ⊆ BI(X)
and
|BT (X)| = |BT (g(X))| = |BT (g2(X))| = |BT (g3(X))| = |BT (g4(X))| = 12,
|BI(X)| = 60,
we have
BI(X) = BT (X) ∪BT (g(X)) ∪BT (g2(X)) ∪BT (g3(X)) ∪BT (g4(X)).
In summary,
VI = VT ∪ FT ∪BT (B),
FI = BT (N),
EI = ET ∪BT (Q) ∪BT (R),
BI(X) = BT (X) ∪BT (g(X)) ∪BT (g2(X)) ∪BT (g3(X)) ∪BT (g4(X)),
X ∈ S2\(VI ∪ FI ∪ EI).
As Aα is isomorphic to A5, α is a finite union of these above orbits.
3.3.3 Case 2: Aα Is isomorphic to S4
If Aα is isomorphic to S4, we know that Aα fixes some cube whose center
is the origin. For every vertex of the tetrahedron, there exists some element
f ∈ G ⊆ Aα of order three that fixes it. But for any element g ∈ Aα, if g is of
order three, both of the fixed points are vretices of the cube. Thus we conclude
that every vertex of the tetrahedron is also a vertex of the cube. Their relative
positions are shown in Figure 5.
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Figure 5: The cube fixed by Aα and the tetrahedron fixed by G.
It is obvious that
VT ⊆ VO.
Connect the two points A and A′. As they are opposite points of the cube,
the segment AA′ goes through the origin O. Assume that AA′ intersects the
triangle B′CD′ at A′′, then A′′ must be the center of B′CD′, and A′ ∈ FT . As
the four points in FT are congruent, we have
FT ⊆ VI .
From the above discussion we see that
VT ⊆ VO, FT ⊆ VO,
and
|VT | = |FT | = 4, |VO| = 8,
so we have
VO = VT ∪ FT .
It is obvious that
FO = ET .
Let P denote the midpoint of AB. It is obvious that
P /∈ VT ∪ FT ∪ ET .
Since
BT (P ) ⊆ EO,
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and
|BT (P )| = |EO| = 12,
we have
EO = BT (P ).
For any X ∈ S2\(VO ∪ FO ∪ EO), f(X) /∈ VO ∪ FO ∪ EO, ∀f ∈ Aα. Now
let g denote the rotation which fixes the square ABCD and transforms A to B.
We have
X, g(X) ∈ S2\(VT ∪ FT ∪ ET ).
Next we shall prove that
BT (X), BT (g(X))
are two different orbits of A4.
Suppose that
BT (X) = BT (g(X)).
Then there exists some h ∈ G ' A4 such that
X = h(g(X)).
Since X /∈ VO ∪ FO ∪EO, it can not be fixed by any non-trivial element in Aα.
Thus we have
h ◦ g = I,
which contradicts the assumption that
h ∈ G ' A4.
Now we see that
BT (X), BT (g(X))
are two different orbits of A4.
As
BT (X), BT (g(X)) ⊆ BO(X)
and
|BT (X)| = |BT (g(X))| = 12, |BO(X)| = 24,
we have
BO(X) = BT (X) ∪BT (g(X)).
In summary,
VO = VT ∪ FT ,
FO = ET ,
EO = BT (P ),
BO(X) = BT (X) ∪BT (g(X)),
X ∈ S2\(VO ∪ FO ∪ EO).
As Aα is S4, α is a finite union of these above orbits.
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3.3.4 Conclusion
From the discussion above we conclude that
Theorem 36. For any finite subset α of S2, Aα = G ' A4 if and only if all of
the three claims are true:
1. α is a union of certain elements in
{VT , FT , ET } ∪ {BT (X)|X ∈ S2\(VT ∪ FT ∪ ET )};
2. α is NOT a union of certain elements in
{VI , FI , EI} ∪ {BI(X)|X ∈ S2\(VI ∪ FI ∪ EI)};
3. α is NOT a union of certain elements in
{VO, FO, EO} ∪ {BO(X)|X ∈ S2\(VO ∪ FO ∪ EO)};
where (Figure 4)
VI = VT ∪ FT ∪BT (B);
FI = BT (N);
EI = ET ∪BT (Q) ∪BT (R);
BI(X) = BT (X) ∪BT (g(X)) ∪BT (g2(X)) ∪BT (g3(X)) ∪BT (g4(X))
and (Figure 5)
VO = VT ∪ FT ;
FO = ET ;
EO = BT (P );
BO(X) = BT (X) ∪BT (g(X)).
3.4 G is the Dihedral Group Dn
In this section, we go back to Ĉ. Assume that
f(z) = e
1
n 2piiz, g(z) =
1
z
, n ≥ 2
and
G = 〈f, g〉 ' Dn.
There are three kinds of orbits. Set
V = {0,∞},
An = {e kn 2pii|k ∈ Z},
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Bn = {e
2k+1
2n 2pii|k ∈ Z}
and
Cn(z) = {ze kn 2pii|k ∈ Z} ∪ {z−1e kn 2pii|k ∈ Z}
if z ∈ C∗\{e l2n 2pii|l ∈ Z}.
If Aα = G, α is a finite union of the above orbits.
If α is a finite union of the above orbits, we have G ⊆ Aα. So we conclude
that Aα is isomorphic to A5, S4, A4 or Dpn for p ∈ Z+. The A5, S4, A4 case
have already been explored. Now we shall discuss the case that Aα is isomorphic
to Dpn, p ∈ Z, p ≥ 2.
Set that
Aα = 〈ρ, pi|(ρ)pn = (pi)2 = (ρpi)2 = e〉 ' Dpn.
Case 1: f = ρq for some q ∈ Z.
As f = ρq, ρ fixes 0 and ∞ as f . As ρ is of order pn, we see that
ρ(z) = e
m
pn 2piiz
for some m prime to pn. Thus
Aα = 〈z 7→ e 1pn 2piiz, z 7→ 1
z
〉.
If p is odd, we have
Apn = An ∪ Cn(e 1pn 2pii) ∪ Cn(e 2pn 2pii) ∪ · · · ∪ Cn(e
p−1
2pn 2pii),
Bpn = Bn ∪ Cn(e 12pn 2pii) ∪ Cn(e 32pn 2pii) ∪ · · · ∪ Cn(e
p−2
2pn 2pii),
Cpn(z) = Cn(z) ∪ Cn(e 1pn 2piiz) ∪ Cn(e 2pn 2piiz) ∪ · · · ∪ Cn(e
p−1
pn 2piiz).
If p is even, we have
Apn = An ∪Bn ∪ Cn(e 1pn 2pii) ∪ Cn(e 2pn 2pii) ∪ · · · ∪ Cn(e
p−2
2pn 2pii),
Bpn = Cn(e
1
2pn 2pii) ∪ Cn(e 32pn 2pii) ∪ · · · ∪ Cn(e
p−1
2pn 2pii),
Cpn(z) = Cn(z) ∪ Cn(e 1pn 2piiz) ∪ Cn(e 2pn 2piiz) ∪ · · · ∪ Cn(e
p−1
pn 2piiz).
Case 2: f = pi.
Thus we see that n = 2 and g = ρp. Define the linear fractional transforma-
tion φ
φ(z) =
1 + z
1− z .
Now we have
φ−1 ◦ ρp ◦ φ(z) = −z, φ−1 ◦ pi ◦ φ(z) = 1
z
,
and thus
φ−1 ◦ ρ ◦ φ(z) = em2p 2piiz,
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for some m prime to 2p. So we have
φ−1Aαφ = 〈z 7→ e 12p 2piiz, z 7→ 1
z
〉 ' D2p.
So the three kinds of orbits of Aα are φ−1(V ), φ−1(A2p), φ−1(B2p) and
φ−1(C2p(z)) for z ∈ C∗\{e l4p 2pii|l ∈ Z}.
If n is odd, we have
φ−1(V ) = A2,
φ−1(A2p) = V ∪ C2(i tan( 1
4p
2pi)) ∪ C2(i tan( 2
4p
2pi)) ∪ · · · ∪ C2(i tan(
p−1
2
4p
2pi)),
φ−1(B2p) = B2 ∪C2(i tan( 1
8p
2pi))∪C2(i tan( 3
8p
2pi))∪ · · · ∪C2(i tan(p− 2
8p
2pi)),
φ−1(C2p(z)) = C2(φ−1(z)) ∪ C2(φ−1(e 12p 2piiz)) ∪ · · · ∪ C2(φ−1(e
p−1
2p 2piiz))
for z ∈ C∗\{e l4p 2pii|l ∈ Z}.
If n is even, we have
φ−1(V ) = A2,
φ−1(A2p) = V ∪B2∪C2(i tan( 1
4p
2pi))∪C2(i tan( 2
4p
2pi))∪· · ·∪C2(i tan(
p−2
2
4p
2pi)),
φ−1(B2p) = C2(i tan(
1
8p
2pi)) ∪ C2(i tan( 3
8p
2pi)) ∪ · · · ∪ C2(i tan(p− 1
8p
2pi)),
φ−1(C2p(z)) = C2(φ−1(z)) ∪ C2(φ−1(e 12p 2piiz)) ∪ · · · ∪ C2(φ−1(e
p−1
2p 2piiz))
for z ∈ C∗\{e l4p 2pii|l ∈ Z}.
In conclusion, we have
Theorem 37. For any finite subset α of S2, |α| ≥ 4, Aα = G ' Dn, n ≥ 2 if
and only if all of the four claims are true:
1. α is a union of certain elements in
{V, An, Bn} ∪ {Cn(z)|z ∈ C∗\{e l2n 2pii|l ∈ Z}};
2. α is NOT a union of certain elements in
{V, Apn, Bpn} ∪ {Cpn(z)|z ∈ C∗\{e l2n 2pii|l ∈ Z}}, p ≥ 2;
3. when n = 2, α is NOT a union of certain elements in
{A2, φ−1(A2p), φ−1(B2p)} ∪ {φ−1(C2p(z))|z ∈ C∗\{e l4p 2pii|l ∈ Z}}, p ≥ 2;
4. α is NOT in the icosahedral, the octahedral or the tetrahedral case,
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where
Apn = An ∪ Cn(e 1pn 2pii) ∪ Cn(e 2pn 2pii) ∪ · · · ∪ Cn(e
p−1
2pn 2pii),
Bpn = Bn ∪ Cn(e 12pn 2pii) ∪ Cn(e 32pn 2pii) ∪ · · · ∪ Cn(e
p−2
2pn 2pii),
Cpn(z) = Cn(z) ∪ Cn(e 1pn 2piiz) ∪ Cn(e 2pn 2piiz) ∪ · · · ∪ Cn(e
p−1
pn 2piiz),
φ−1(V ) = A2,
φ−1(A2p) = V ∪ C2(i tan( 1
4p
2pi)) ∪ C2(i tan( 2
4p
2pi)) ∪ · · · ∪ C2(i tan(
p−1
2
4p
2pi)),
φ−1(B2p) = B2 ∪C2(i tan( 1
8p
2pi))∪C2(i tan( 3
8p
2pi))∪ · · · ∪C2(i tan(p− 2
8p
2pi)),
φ−1(C2p(z)) = C2(φ−1(z)) ∪ C2(φ−1(e 12p 2piiz)) ∪ · · · ∪ C2(φ−1(e
p−1
2p 2piiz))
for z ∈ C∗\{e l4p 2pii|l ∈ Z} if p is odd, and
Apn = An ∪Bn ∪ Cn(e 1pn 2pii) ∪ Cn(e 2pn 2pii) ∪ · · · ∪ Cn(e
p−2
2pn 2pii),
Bpn = Cn(e
1
2pn 2pii) ∪ Cn(e 32pn 2pii) ∪ · · · ∪ Cn(e
p−1
2pn 2pii),
Cpn(z) = Cn(z) ∪ Cn(e 1pn 2piiz) ∪ Cn(e 2pn 2piiz) ∪ · · · ∪ Cn(e
p−1
pn 2piiz),
φ−1(V ) = A2,
φ−1(A2p) = V ∪B2∪C2(i tan( 1
4p
2pi))∪C2(i tan( 2
4p
2pi))∪· · ·∪C2(i tan(
p−2
2
4p
2pi)),
φ−1(B2p) = C2(i tan(
1
8p
2pi)) ∪ C2(i tan( 3
8p
2pi)) ∪ · · · ∪ C2(i tan(p− 1
8p
2pi)),
φ−1(C2p(z)) = C2(φ−1(z)) ∪ C2(φ−1(e 12p 2piiz)) ∪ · · · ∪ C2(φ−1(e
p−1
2p 2piiz))
for z ∈ C∗\{e l4p 2pii|l ∈ Z} if p is even.
We also have two corollaries
Corollary 38. For n ≥ 5, set α = {e kn 2pii|k ∈ Z}, we have
Aα = 〈z 7→ e 1n 2piiz, z 7→ 1
z
〉 ' Dn.
Corollary 39. For n ≥ 5, set α = {0, ∞} ∪ {e kn 2pii|k ∈ Z}, we have
Aα = 〈z 7→ e 1n 2piiz, z 7→ 1
z
〉 ' Dn.
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3.5 G is the Cyclic Group Zn
Things are the same as in the section above. We still work in Ĉ. We may assume
that
G = 〈z 7→ e 2piin z〉 ' Zn, n ≥ 2.
There are three kinds of orbits. Let N be the orbit {∞}, S the orbit {0} and
Cn(z) the orbit {e kn 2piiz|k ∈ Z} for z ∈ C∗.
If Aα = G, α is a finite union of the above orbits.
If α is a finite union of the above orbits, we have G ⊆ Aα. So we conclude
that Aα is isomorphic to A5, S4, A4, Dpn or Zpn for p ∈ Z+. The A5, S4, A4, Dpn
case have already been explored. Now we shall discuss the case that Aα is
isomorphic to Zpn, p ∈ Z, p ≥ 2.
We have
Cpn(z) = Cn(z) ∪ Cn(e 1pn 2piiz) ∪ Cn(e 2pn 2piiz) ∪ · · · ∪ Cn(e
p−1
pn 2piiz)
for z ∈ C∗.
In conclusion, we have
Theorem 40. For any finite subset α of S2, |α| ≥ 4, Aα = G ' Zn, n ≥ 2 if
and only if all of the three claims are true:
1. α is a union of certain elements in
{N, S} ∪ {Cn(z)|z ∈ C∗};
2. α is NOT a union of certain elements in
{N, S} ∪ {Cpn(z)|z ∈ C∗}, p ≥ 2;
3. α is NOT in the icosahedral, the octahedral the tetrahedral or the dihedral
case,
where
Cpn(z) = Cn(z) ∪ Cn(e 1pn 2piiz) ∪ Cn(e 2pn 2piiz) ∪ · · · ∪ Cn(e
p−1
pn 2piiz)
for z ∈ C∗.
We also have one corollary
Corollary 41. For n ≥ 4, set α = {0} ∪ {e kn 2pii|k ∈ Z}, we have
Aα = 〈z 7→ e 1n 2piiz〉 ' Zn.
36
4 Representations of the Stabilizers of Singular-
ities
4.1 Definition and Some Prior Work
For any λ ∈ Kn such that [λ] is a singularity of M0, n, each gσ ∈ Gλ introduces
a tangential mapping g∗σ of TλKn such that
g∗σ(
∂
∂λi
∣∣∣∣
λ
)(λj) =
∂
∂λi
∣∣∣∣
λ
(λj ◦ gσ) = ∂
∂λi
∣∣∣∣
λ
(g(j)σ ) =
∂g
(j)
σ
∂λi
∣∣∣∣
λ
for i, j = 1, 2, · · · , n− 3.
Definition 42. Let Jσ denote the Jacobian matrix of gσ. Define a representa-
tion of Gλ
Xλ : Gλ → GLn−3, gσ 7→ Jσ
∣∣∣∣
λ
.
It is obvious that Xλ is an representation of Gλ of degree n−3. In the rest of
this section by calculating its character χλ, we shall explore the representation
Xλ for each λ ∈ Kn such that [λ] is a singularity of M0, n. To make the
calculation easier, we shall introduce two lemmas first.
Lemma 43. For any σ ∈ Sn, let Jσ denote the Jacobian matrix of gσ. Then
trJσ =
∑
σ(k+3)
=1, 2, 3 or k+3
∂g
(k)
σ (λ)
∂λk
.
Proof. Set
Ψσ : Kn × Ĉ→ Ĉ, (λ, z) 7→ fλσ (z).
By definition fλσ is the linear fractional transformation such that
fλσ (z
λ
σ−1(1)) = 0, f
λ
σ (z
λ
σ−1(2)) = 1, f
λ
σ (z
λ
σ−1(3)) =∞.
Thus Ψσ(λ, z) is a fraction of z and λ
j , where j satisfies the condition σ(j+3) =
1, 2 or 3. So we have
∂Ψσ(λ, z)
∂λl
= 0
if σ(l + 3) 6= 1, 2 or 3. As
g(k)σ (λ) = f
λ
σ (z
λ
σ−1(k+3)) = Ψσ(λ, z
λ
σ−1(k+3))
we have
∂g
(k)
σ (λ)
∂λl
= 0
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if σ(l + 3) 6= 1, 2, 3 or k + 3. Thus
trJσ =
n−3∑
k=1
∂g
(k)
σ (λ)
∂λk
=
∑
σ(k+3)
=1, 2, 3 or k+3
∂g
(k)
σ (λ)
∂λk
.
Lemma 44. If λ, µ ∈ Kn, and [λ], [µ] are equivalent, then for any linear
fractional transformation ϕ such that
ϕ([λ]) = [µ],
there exists a unique element pi ∈ Sn satisfying
ϕ = fλpi , µ = gpi(λ), Gµ = gpiGλgpi−1
and
Φµ(gpi·σ·pi−1) = fλpi ◦ Φλ(gσ) ◦ (fλpi )−1, χµ(gpi·σ·pi−1) = χλ(gσ)
for each gσ ∈ Gλ, with Φλ, Φµ defined in 31 and χλ, χµ denoting the characters
for Xλ and Xµ respectively.
Proof. For any linear fractional transformation ϕ such that
ϕ([λ]) = [µ],
there exists a unique element pi ∈ Sn such that
ϕ(zλpi−1(k)) = z
µ
k , k = 1, 2, · · · , n.
Thus we have
ϕ = fλpi , µ = gpi(λ).
For any gσ ∈ Gλ,
fλpi ◦ fλσ ◦ (fλpi )−1(zµpi·σ−1·pi−1(k)) = fλpi ◦ fλσ (zλσ−1·pi−1(k)) = fλpi (zλpi−1(k)) = zµk
for k = 1, 2, · · · , n. Thus
fλpi ◦ fλσ ◦ (fλpi )−1 = fµpi·σ·pi−1 , gpi·σ·pi−1 ∈ Gµ.
We conclude that
gpiGλgpi−1 = Gµ
and
Φµ(gpi·σ·pi−1) = f
µ
pi·σ·pi−1 = f
λ
pi ◦ fλσ ◦ (fλpi )−1 = fλpi ◦ Φλ(gσ) ◦ (fλpi )−1.
Notice that
Xµ(gpi·σ·pi−1) = Jpi·σ·pi−1
∣∣∣∣
µ
= Jpi
∣∣∣∣
gσ(gpi−1 (µ))
Jσ
∣∣∣∣
gpi−1 (µ)
Jpi−1
∣∣∣∣
µ
= Jpi
∣∣∣∣
λ
Jσ
∣∣∣∣
λ
Jpi−1
∣∣∣∣
µ
.
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As gpi ◦ gpi−1 = gε, we have
In−3 = Xµ(gε) = Jε
∣∣∣∣
µ
= Jpi
∣∣∣∣
gpi−1 (µ)
Jpi−1
∣∣∣∣
µ
= Jpi
∣∣∣∣
λ
Jpi−1
∣∣∣∣
µ
.
Thus
Xµ(gpi·σ·pi−1) = Jpi
∣∣∣∣
λ
Xλ(gσ)(Jpi
∣∣∣∣
λ
)−1
and
χµ(gpi·σ·pi−1) = χλ(gσ).
4.2 Calculation of the Characters
Before the calculation, notice that
Remark. For each gσ ∈ Gλ,
fλσ (z
λ
k ) = z
λ
σ(k)
for k = 1, 2, · · · , n. So if σ is of order m, fλσ is of order m, too. Also note
that σ has at most two fixed points if gσ is not the identity element.
4.2.1 Characters of Elements with Two Fixed Points
Theorem 45. For any λ0 ∈ Kn and gσ ∈ Gλ0 (gσ is not the identity element),
if there are two fixed points of σ, then χλ0(gσ) = −1.
Proof. Suppose that
σ(a) = a, σ(d) = b, σ(c) = c
where a, b, c and d are four different integers. Let ϕ be the linear fractional
transformation such that
ϕ(zλ0a ) = 0, ϕ(z
λ0
b ) = 1, ϕ(z
λ0
c ) =∞
and µ0 an element of Kn such that
[µ0] = ϕ([λ0]).
From Lemma 44 we know that there exists a unique element pi ∈ Sn such that
ϕ = fλ0pi and
Gµ0 = gpiGλ0gpi−1 , χµ0(gpi·σ·pi−1) = χλ0(gσ).
Note that
pi(a) = 1, pi(b) = 2, pi(c) = 3, pi(d) > 3.
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Thus
pi · σ−1 · pi−1(1) = 1, pi · σ−1 · pi−1(2) = pi(d), pi · σ−1 · pi−1(3) = 3
and
{k ∈ N∗∣∣pi · σ · pi−1(k + 3) = 1, 2, 3 or k + 3} = {pi(d)− 3}.
For any µ ∈ Kn, by the definition of fµpi·σ·pi−1 we have
0 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(1)) = f
µ
pi·σ·pi−1(z
µ
1 ) = f
µ
pi·σ·pi−1(0),
1 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(2)) = f
µ
pi·σ·pi−1(z
µ
pi(d)) = f
µ
pi·σ·pi−1(µ
pi(d)−3),
∞ = fµpi·σ·pi−1(zµpi·σ−1·pi−1(3)) = fµpi·σ·pi−1(zµ3 ) = fµpi·σ·pi−1(∞).
Thus
fµpi·σ·pi−1(z) =
z
µpi(d)−3
.
Particularly
fµ0pi·σ·pi−1(z) =
z
µ
pi(d)−3
0
.
Suppose σ is of order m (m ≥ 2). As gpi·σ·pi−1 ∈ Gµ0 , fµ0pi·σ·pi−1 is of order m,
too. Thus µ
pi(d)−3
0 is the primitive mth root of unity. As
µ
pi(d)−3
0 = z
µ0
pi(d) = f
µ0
pi·σ·pi−1(z
µ0
pi·σ−1(d)) =
zµ0pi·σ−1(d)
µ
pi(d)−3
0
we have
zµ0pi·σ−1(d) = (µ
pi(d)−3
0 )
2.
χλ0(gσ) =χµ0(gpi·σ·pi−1) = trJpi·σ·pi−1
∣∣∣∣
µ0
=
∑
pi·σ·pi−1(k+3)
=1, 2, 3 or k+3
∂g
(k)
pi·σ·pi−1(µ)
∂µk
∣∣∣∣
µ0
=
∂g
(pi(d)−3)
pi·σ·pi−1 (µ)
∂µpi(d)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(pi(d)))
∂µpi(d)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
pi·σ−1(d))
∂µpi(d)−3
∣∣∣∣
µ0
=
(
∂
∂µpi(d)−3
(zµpi·σ−1(d)
µpi(d)−3
))∣∣∣∣
µ0
.
As pi · σ−1(d)− 3 6= pi(d)− 3, we know that
∂zµpi·σ−1(d)
∂µpi(d)−3
= 0.
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Thus
χλ0(gσ) =
(
∂
∂µpi(d)−3
(zµpi·σ−1(d)
µpi(d)−3
))∣∣∣∣
µ0
=
−zµpi·σ−1(d)
(µpi(d)−3)2
∣∣∣∣
µ0
=
−zµ0pi·σ−1(d)
(µ
pi(d)−3
0 )
2
= −1.
4.2.2 Characters of Elements with One Fixed Point
Lemma 46. For any λ0 ∈ Kn and gσ ∈ Gλ0 , if σ has only one fixed point and
is of order two, then χλ0(gσ) = 0.
Proof. Suppose that
σ(a) = a, σ(b) = c, σ(c) = b
where a, b and c are three different integers. Let ϕ be the linear fractional
transformation such that
ϕ(zλ0a ) = 0, ϕ(z
λ0
b ) = 1, ϕ(z
λ0
c ) =∞
and µ0 an element of Kn such that
[µ0] = ϕ([λ0]).
From Lemma 44 we know that there exists a unique element pi ∈ Sn such that
ϕ = fλ0pi and
χµ0(gpi·σ·pi−1) = χλ0(gσ).
Note that
pi(a) = 1, pi(b) = 2, pi(c) = 3
and
pi · σ−1 · pi−1(1) = 1, pi · σ−1 · pi−1(2) = 3, pi · σ−1 · pi−1(3) = 2.
Thus
{k ∈ N∗∣∣pi · σ · pi−1(k + 3) = 1, 2, 3 or k + 3} = ∅
and
χλ0(gσ) = χµ0(gpi·σ·pi−1) = trJpi·σ·pi−1
∣∣∣∣
µ0
=
∑
pi·σ·pi−1(k+3)
=1, 2, 3 or k+3
∂g
(k)
pi·σ·pi−1(µ)
∂µk
∣∣∣∣
µ0
= 0.
Theorem 47. For any λ0 ∈ Kn and gσ ∈ Gλ0 , if σ has only one fixed point
a1, and there exists some linear fractional transformation ψ such that
ψ ◦ fλ0σ ◦ ψ−1(z) = e
2qpi
p iz
where p, q are co-prime positive integers, and
ψ(zλ0a1 ) = 0,
then
χλ0(gσ) = −1− e
−2qpi
p i.
41
Proof. Notice that σ is of order p as fλ0σ is of order p. Thus from the previous
lemma it is obvious that the result holds when p = 2. Next assume that p ≥ 3.
Suppose that
σ(a2) = a3, σ(a3) = a4, · · · , σ(ap+1) = a2
where a1, a2, · · · , ap+1 are p+1 different integers. Let ϕ be the linear fractional
transformation such that
ϕ ◦ ψ(zλ0a1 ) = 0, ϕ ◦ ψ(zλ0a2 ) = 1, ϕ ◦ ψ(zλ0a3 ) =∞
and µ0 an element of Kn such that
[µ0] = ϕ ◦ ψ([λ0]).
From Lemma 44 we know that there exists a unique element pi ∈ Sn such that
ϕ ◦ ψ = fλ0pi and
µ0 = gpi(λ0), Gµ0 = gpiGλ0gpi−1 , χµ0(gpi·σ·pi−1) = χλ0(gσ).
Note that
pi(a1) = 1, pi(a2) = 2, pi(a3) = 3, pi(ap+1) > 3.
Thus
pi · σ−1 · pi−1(1) = 1, pi · σ−1 · pi−1(2) = pi(ap+1), pi · σ−1 · pi−1(3) = 2
and
{k ∈ N∗∣∣pi · σ · pi−1(k + 3) = 1, 2, 3 or k + 3} = {pi(ap+1)− 3}.
For any µ ∈ Kn, by the definition of fµpi·σ·pi−1 we have
0 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(1)) = f
µ
pi·σ·pi−1(z
µ
1 ) = f
µ
pi·σ·pi−1(0),
1 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(2)) = f
µ
pi·σ·pi−1(z
µ
pi(ap+1)
) = fµpi·σ·pi−1(µ
pi(ap+1)−3),
∞ = fµpi·σ·pi−1(zµpi·σ−1·pi−1(3)) = fµpi·σ·pi−1(zµ2 ) = fµpi·σ·pi−1(1).
Thus
fµpi·σ·pi−1(z) =
(µpi(ap+1)−3 − 1)z
µpi(ap+1)−3(z − 1) .
Now we have
χλ0(gσ) =χµ0(gpi·σ·pi−1) = trJpi·σ·pi−1
∣∣∣∣
µ0
=
∑
pi·σ·pi−1(k+3)
=1, 2, 3 or k+3
∂g
(k)
pi·σ·pi−1(µ)
∂µk
∣∣∣∣
µ0
=
∂g
(pi(ap+1)−3)
pi·σ·pi−1 (µ)
∂µpi(ap+1)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(pi(ap+1)))
∂µpi(ap+1)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
pi(ap)
)
∂µpi(ap+1)−3
∣∣∣∣
µ0
.
Set w = e
2pi
p i. Thus ψ ◦ fλ0σ ◦ ψ−1(z) = wqz.
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1. If p = 3, we have
ψ(zλ0a1 ) = 0,
ψ(zλ0a3 ) = ψ ◦ fλ0σ ◦ ψ−1(ψ(zλ0a2 )) = wqψ(zλ0a2 ),
ψ(zλ0a4 ) = ψ ◦ fλ0σ ◦ ψ−1(ψ(zλ0a3 )) = w2qψ(zλ0a2 ).
Thus
µ
pi(a4)−3
0 =[0, 1, µ
pi(a4)−3
0 , ∞]
=[ϕ ◦ ψ(zλ0a1 ), ϕ ◦ ψ(zλ0a2 ), ϕ ◦ ψ(zλ0a4 ), ϕ ◦ ψ(zλ0a3 )]
=[ψ(zλ0a1 ), ψ(z
λ0
a2 ), ψ(z
λ0
a4 ), ψ(z
λ0
a3 )]
=[0, 1, w2q, wq]
=− wq.
χλ0(gσ) =
∂fµpi·σ·pi−1(z
µ
pi(a3)
)
∂µpi(a4)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
3 )
∂µpi(a4)−3
∣∣∣∣
µ0
=
(
∂
∂µpi(a4)−3
(
µpi(a4)−3 − 1
µ
pi(a4)−3
0
))∣∣∣∣
µ0
=
1
(µpi(a4)−3)2
∣∣∣∣
µ0
= w−2q.
As p = 3, we have
w−2q = −1− w−q
for q = 1 and 2.
2. If p ≥ 4, we have
ψ(zλ0a1 ) = 0,
ψ(zλ0ap+1) = ψ ◦ fλ0σ ◦ ψ−1(ψ(zλ0ap )) = wqψ(zλ0ap ),
ψ(zλ0a2 ) = ψ ◦ fλ0σ ◦ ψ−1(ψ(zλ0ap+1)) = w2qψ(zλ0ap ),
ψ(zλ0a3 ) = ψ ◦ fλ0σ ◦ ψ−1(ψ(zλ0a2 )) = w3qψ(zλ0ap ).
Thus
µ
pi(ap+1)−3
0 =[0, 1, µ
pi(ap+1)−3
0 , ∞]
=[ϕ ◦ ψ(zλ0a1 ), ϕ ◦ ψ(zλ0a2 ), ϕ ◦ ψ(zλ0ap+1), ϕ ◦ ψ(zλ0a3 )]
=[ψ(zλ0a1 ), ψ(z
λ0
a2 ), ψ(z
λ0
ap+1), ψ(z
λ0
a3 )]
=[0, w2q, wq, w3q]
=
1
1 + wq
43
and
µ
pi(ap)−3
0 =[0, 1, µ
pi(ap)−3
0 , ∞]
=[ϕ ◦ ψ(zλ0a1 ), ϕ ◦ ψ(zλ0a2 ), ϕ ◦ ψ(zλ0ap ), ϕ ◦ ψ(zλ0a3 )]
=[ψ(zλ0a1 ), ψ(z
λ0
a2 ), ψ(z
λ0
ap ), ψ(z
λ0
a3 )]
=[0, w2q, 1, w3q]
=
1
1 + wq + w2q
.
χλ0(gσ) =
∂fµpi·σ·pi−1(z
µ
pi(ap)
)
∂µpi(ap+1)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(µ
pi(ap)−3)
∂µpi(ap+1)−3
∣∣∣∣
µ0
=
(
∂
∂µpi(ap+1)−3
(
(µpi(ap+1)−3 − 1)µpi(ap)−3
µpi(ap+1)−3(µpi(ap)−3 − 1)
))∣∣∣∣
µ0
=
µpi(ap)−3
(µpi(ap+1)−3)2(µpi(ap)−3 − 1)
∣∣∣∣
µ0
= −1− w−q.
4.2.3 Characters of Elements with No Fixed Point
Lemma 48. For any λ0 ∈ Kn and gσ ∈ Gλ0 , if σ has no fixed point and is of
order two, then χλ0(gσ) = 1.
Proof. Suppose that
σ(a) = c, σ(c) = a, σ(d) = b, σ(b) = d
where a, b, c and d are four different integers. Let ϕ be the linear fractional
transformation such that
ϕ(zλ0a ) = 0, ϕ(z
λ0
b ) = 1, ϕ(z
λ0
c ) =∞
and µ0 an element of Kn such that
[µ0] = ϕ([λ0]).
From Lemma 44 we know that there exists a unique element pi ∈ Sn such that
ϕ = fλ0pi and
Gµ0 = gpiGλ0gpi−1 , χµ0(gpi·σ·pi−1) = χλ0(gσ).
Note that
pi(a) = 1, pi(b) = 2, pi(c) = 3, pi(d) > 3.
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Thus
pi · σ−1 · pi−1(1) = 3, pi · σ−1 · pi−1(2) = pi(d), pi · σ−1 · pi−1(3) = 1
and
{k ∈ N∗∣∣pi · σ · pi−1(k + 3) = 1, 2, 3 or k + 3} = {pi(d)− 3}.
For any µ ∈ Kn, by the definition of fµpi·σ·pi−1 we have
0 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(1)) = f
µ
pi·σ·pi−1(z
µ
3 ) = f
µ
pi·σ·pi−1(∞),
1 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(2)) = f
µ
pi·σ·pi−1(z
µ
pi(d)) = f
µ
pi·σ·pi−1(µ
pi(d)−3),
∞ = fµpi·σ·pi−1(zµpi·σ−1·pi−1(3)) = fµpi·σ·pi−1(zµ1 ) = fµpi·σ·pi−1(0).
Thus
fµpi·σ·pi−1(z) =
µpi(d)−3
z
.
χλ0(gσ) =χµ0(gpi·σ·pi−1) = trJpi·σ·pi−1
∣∣∣∣
µ0
=
∑
pi·σ·pi−1(k+3)
=1, 2, 3 or k+3
∂g
(k)
pi·σ·pi−1(µ)
∂µk
∣∣∣∣
µ0
=
∂g
(pi(d)−3)
pi·σ·pi−1 (µ)
∂µpi(d)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(pi(d)))
∂µpi(d)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
2 )
∂µpi(d)−3
∣∣∣∣
µ0
=
∂µpi(d)−3
∂µpi(d)−3
∣∣∣∣
µ0
= 1.
Lemma 49. For any λ0 ∈ Kn and gσ ∈ Gλ0 , if σ has no fixed point and is of
order three, then χλ0(gσ) = 0.
Proof. Suppose that
σ(a) = b, σ(b) = c, σ(c) = a
where a, b and c are three different integers. Let ϕ be the linear fractional
transformation such that
ϕ(zλ0a ) = 0, ϕ(z
λ0
b ) = 1, ϕ(z
λ0
c ) =∞
and µ0 an element of Kn such that
[µ0] = ϕ([λ0]).
From Lemma 44 we know that there exists a unique element pi ∈ Sn such that
ϕ = fλ0pi and
χµ0(gpi·σ·pi−1) = χλ0(gσ).
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Note that
pi(a) = 1, pi(b) = 2, pi(c) = 3
and
pi · σ−1 · pi−1(1) = 3, pi · σ−1 · pi−1(2) = 1, pi · σ−1 · pi−1(3) = 2.
Thus
{k ∈ N∗∣∣pi · σ · pi−1(k + 3) = 1, 2, 3 or k + 3} = ∅
and
χλ0(gσ) = χµ0(gpi·σ·pi−1) = trJpi·σ·pi−1
∣∣∣∣
µ0
=
∑
pi·σ·pi−1(k+3)
=1, 2, 3 or k+3
∂g
(k)
pi·σ·pi−1(µ)
∂µk
∣∣∣∣
µ0
= 0.
Theorem 50. For any λ0 ∈ Kn and gσ ∈ Gλ0 , if σ has no fixed point and fλ0σ
is conjugate to a rotation of 2qpip (p, q are co-prime positive integers), then
χλ0(gσ) = −1− 2 cos
2qpi
p
.
Proof. Notice that σ is of order p as fλ0σ is of order p. Thus from the previous
lemmas it is obvious that the result holds when p = 2 and 3. Next assume that
p ≥ 4. Suppose that
σ(a1) = a2, σ(a2) = a3, · · · , σ(ap) = a1
where a1, a2, · · · , ap are p different integers. Let ϕ be the linear fractional
transformation such that
ϕ(zλ0a1 ) = 0, ϕ(z
λ0
a2 ) = 1, ϕ(z
λ0
a3 ) =∞
and µ0 an element of Kn such that
[µ0] = ϕ([λ0].
From Lemma 44 we know that there exists a unique element pi ∈ Sn such that
ϕ = fλ0pi and
µ0 = gpi(λ0), Gµ0 = gpiGλ0gpi−1 , χµ0(gpi·σ·pi−1) = χλ0(gσ).
Note that
pi(a1) = 1, pi(a2) = 2, pi(a3) = 3, pi(ap) > 3.
Thus
pi · σ−1 · pi−1(1) = pi(ap), pi · σ−1 · pi−1(2) = 1, pi · σ−1 · pi−1(3) = 2
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and
{k ∈ N∗∣∣pi · σ · pi−1(k + 3) = 1, 2, 3 or k + 3} = {pi(ap)− 3}.
For any µ ∈ Kn, by the definition of fµpi·σ·pi−1 we have
0 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(1)) = f
µ
pi·σ·pi−1(z
µ
pi(ap)
) = fµpi·σ·pi−1(µ
pi(ap)−3),
1 = fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(2)) = f
µ
pi·σ·pi−1(z
µ
1 ) = f
µ
pi·σ·pi−1(0),
∞ = fµpi·σ·pi−1(zµpi·σ−1·pi−1(3)) = fµpi·σ·pi−1(zµ2 ) = fµpi·σ·pi−1(1).
Thus
fµpi·σ·pi−1(z) =
z − µpi(ap)−3
µpi(ap)−3(z − 1) .
χλ0(gσ) =χµ0(gpi·σ·pi−1) = trJpi·σ·pi−1
∣∣∣∣
µ0
=
∑
pi·σ·pi−1(k+3)
=1, 2, 3 or k+3
∂g
(k)
pi·σ·pi−1(µ)
∂µk
∣∣∣∣
µ0
=
∂g
(pi(ap)−3)
pi·σ·pi−1 (µ)
∂µpi(ap)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
pi·σ−1·pi−1(pi(ap)))
∂µpi(ap)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
pi(ap−1)
)
∂µpi(ap)−3
∣∣∣∣
µ0
.
Set
w = e
2pi
p i.
As fλ0σ is conjugate to a rotation of
2qpi
p , there exists a linear fractional trans-
formation ψ such that
ψ(zλ0ak ) = w
kq
for k = 1, 2, · · · , p.
1. If p = 4, we have
µ
pi(a4)−3
0 =[0, 1, µ
pi(a4)−3
0 , ∞]
=[ϕ(zλ0a1 ), ϕ(z
λ0
a2 ), ϕ(z
λ0
a4 ), ϕ(z
λ0
a3 )]
=[ψ(zλ0a1 ), ψ(z
λ0
a2 ), ψ(z
λ0
a4 ), ψ(z
λ0
a3 )]
=[1, wq, w−q, w2q]
=
−wq
1 + wq + w2q
=− 1.
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χλ0(gσ) =
∂fµpi·σ·pi−1(z
µ
pi(a3)
)
∂µpi(a4)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(z
µ
3 )
∂µpi(a4)−3
∣∣∣∣
µ0
=
(
∂
∂µpi(a4)−3
(
1
µ
pi(a4)−3
0
))∣∣∣∣
µ0
=
−1
(µ
pi(a4)−3
0 )
2
∣∣∣∣
µ0
= −1.
As p = 4, we have
−1 = −1− 2 cos 2qpi
p
when p, q are co-prime positive integers.
2. If p ≥ 4, we have
µ
pi(ap)−3
0 =[0, 1, µ
pi(ap)−3
0 , ∞]
=[ϕ(zλ0a1 ), ϕ(z
λ0
a2 ), ϕ(z
λ0
ap ), ϕ(z
λ0
a3 )]
=[ψ(zλ0a1 ), ψ(z
λ0
a2 ), ψ(z
λ0
ap ), ψ(z
λ0
a3 )]
=[1, wq, w−q, w2q]
=
−wq
1 + wq + w2q
.
and
µ
pi(ap−1)−3
0 =[0, 1, µ
pi(ap−1)−3
0 , ∞]
=[ϕ(zλ0a1 ), ϕ(z
λ0
a2 ), ϕ(z
λ0
ap−1), ϕ(z
λ0
a3 )]
=[ψ(zλ0a1 ), ψ(z
λ0
a2 ), ψ(z
λ0
ap−1), ψ(z
λ0
a3 )]
=[1, wq, w−2q, w2q]
=
−wq
1 + w2q
.
χλ0(gσ) =
∂fµpi·σ·pi−1(z
µ
pi(ap−1)
)
∂µpi(ap)−3
∣∣∣∣
µ0
=
∂fµpi·σ·pi−1(µ
pi(ap−1)−3)
∂µpi(ap)−3
∣∣∣∣
µ0
=
(
∂
∂µpi(ap)−3
(
µpi(ap−1)−3 − µpi(ap)−3
µpi(ap)−3(µpi(ap−1)−3 − 1)
))∣∣∣∣
µ0
=
−µpi(ap−1)−3
(µpi(ap)−3)2(µpi(ap−1)−3 − 1)
∣∣∣∣
µ0
=− (1 + 2 cos 2qpi
p
).
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4.3 Representations of the Icosahedral Group I
For any λ ∈ Kn such that Gλ is isomorphic to the icosahedral group I, recall
from Section 2.3 that
Φλ : Gλ → A[λ], gσ 7→ fλσ
is a group isomorphism. There are five conjugacy classes of Gλ:
• K(1)λ : the identity element;
• K(2)λ : elements whose images under Φλ are conjugate to a rotation of 2pi5 ;
• K(3)λ : elements whose images under Φλ are conjugate to a rotation of 4pi5 ;
• K(4)λ : elements whose images under Φλ are conjugate to a rotation of 2pi3 ;
• K(5)λ : elements whose images under Φλ are conjugate to a rotation of pi.
Table 1 is the character table of Gλ, with X
(1)
λ , X
(2)
λ , · · · , X(5)λ representing
the five different irreducible representations of Gλ and χ
(1)
λ , χ
(2)
λ , · · · , χ(5)λ their
characters.
K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ K
(5)
λ
χ
(1)
λ 1 1 1 1 1
χ
(2)
λ 4 −1 −1 1 0
χ
(3)
λ 5 0 0 −1 1
χ
(4)
λ 3
1+
√
5
2
1−√5
2 0 −1
χ
(5)
λ 3
1−√5
2
1+
√
5
2 0 −1
Table 1: Character table of Gλ, with Gλ isomorphic to A5.
Definition 51. For any λ ∈ Kn such that Gλ is isomorphic to the icosahedral
group I, assume that Xλ = p1X
(1)
λ ⊕ · · · ⊕ p5X(5)λ . Then call (p1, p2, · · · , p5)
the multiplicity vector of λ.
Now all we have to do is to find the multiplicity vector for any λ ∈ Kn such
that Gλ is isomorphic to the icosahedral group I. From Section 3.1 we know
that [λ] is equivalent to one of the following sets (which are categorized into
eight types):
1. F+mB: FI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
2. V+mB: VI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
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3. E+mB: EI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
4. FV+mB: FI∪VI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
5. VE+mB: VI∪EI∪BI(a1)∪BI(a2)∪· · ·∪BI(a)m), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
6. EF+mB: EI∪FI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
7. FVE+mB: FI∪VI∪EI∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 60, m ∈ N;
8. (1+m)B:BI(a0)∪BI(a1)∪· · ·∪BI(am), whereBI(a0), BI(a1), · · · , BI(am)
are different orbits of order 60, m ∈ N.
From the theorems in Section 4.2 we have already known the character of
Xλ. The results are shown in Table 2.
K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ K
(5)
λ
F +mB 9 + 60m −1 −1 0 1
V +mB 17 + 60m −
√
5−1
2
√
5−1
2 −1 1
E +mB 27 + 60m −
√
5−1
2
√
5−1
2 0 −1
FV +mB 29 + 60m −1 −1 −1 1
V E +mB 47 + 60m −
√
5−1
2
√
5−1
2 −1 −1
EF +mB 39 + 60m −1 −1 0 −1
FV E +mB 59 + 60m −1 −1 −1 −1
(1 +m)B 57 + 60m −
√
5−1
2
√
5−1
2 0 1
Table 2: Character of Xλ, with Gλ isomorphic to A5.
Thus we have the conclusion
Theorem 52. For any λ ∈ Kn such that Gλ is isomorphic to the icosahedral
group I, we have found its multiplicity vector
1. F+mB: (m, 1 + 4m, 1 + 5m, 3m, 3m);
2. V+mB: (m, 1 + 4m, 2 + 5m, 3m, 1 + 3m);
3. E+mB: (m, 2 + 4m, 2 + 5m, 1 + 3m, 2 + 3m);
4. FV+mB: (m, 2 + 4m, 3 + 5m, 1 + 3m, 1 + 3m);
5. VE+mB: (m, 3 + 4m, 4 + 5m, 2 + 3m, 3 + 3m);
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6. EF+mB: (m, 3 + 4m, 3 + 5m, 2 + 3m, 2 + 3m);
7. FVE+mB: (m, 4 + 4m, 5 + 5m, 3 + 3m, 3 + 3m);
8. (1+m)B: (1 +m, 4 + 4m, 5 + 5m, 2 + 3m, 3 + 3m).
There is an interesting pattern of the result.
Corollary 53. For λ1 ∈ Kn1 ,λ2 ∈ Kn2 with (a1, a2, · · · , a5) and (b1, b2, · · · , b5)
their multiplicity vectors respectively, if there exist some linear fractional trans-
formations φ1 and φ2 such that
Aφ1([λ1]) = Aφ2([λ2]) ' A5
with φ1([λ1]) 6= φ2([λ2]), then choose µ ∈ Kn1+n2+3 such that there exists some
linear fractional transformation φ satisfying
φ([µ]) = φ1([λ1]) ∪ φ2([λ2]),
then Gµ ' A5 and the multiplicity vector of µ is
(a1 + b1, a2 + b2, a3 + b3, a4 + b4 + 1, a5 + b5).
4.4 Representations of the Octahedral Group O
For any λ ∈ Kn such that Gλ is isomorphic to the octahedral group O, let Ψλ
be the isomorphism which maps Gλ to the symmetric group S4. There are five
conjugacy classes of Gλ:
• K(1)λ : the identity element;
• K(2)λ : elements whose images under Ψλ are conjugate to (1234);
• K(3)λ : elements whose images under Ψλ are conjugate to (123);
• K(4)λ : elements whose images under Ψλ are conjugate to (12)(34);
• K(5)λ : elements whose images under Ψλ are conjugate to (12).
Table 3 is the character table of Gλ, with X
(1)
λ , X
(2)
λ , · · · , X(5)λ representing
the five different irreducible representations of Gλ and χ
(1)
λ , χ
(2)
λ , · · · , χ(5)λ their
characters.
Definition 54. For any λ ∈ Kn such that Gλ is isomorphic to the octahedral
group O, assume that Xλ = p1X
(1)
λ ⊕ · · · ⊕ p5X(5)λ . Then call (p1, p2, · · · , p5)
the multiplicity vector of λ.
Now all we have to do is to find the multiplicity vector for any λ ∈ Kn such
that Gλ is isomorphic to the octahedral group O. From Section 3.2 we know
that [λ] is equivalent to one of the following sets (which are categorized into
eight types):
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K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ K
(5)
λ
χ
(1)
λ 1 1 1 1 1
χ
(2)
λ 1 −1 1 1 −1
χ
(3)
λ 3 −1 0 −1 1
χ
(4)
λ 3 1 0 −1 −1
χ
(5)
λ 2 0 −1 2 0
Table 3: Character table of Gλ, with Gλ isomorphic to S4.
1. F+mB: FO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
2. V+mB: VO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
3. E+mB: EO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
4. FV+mB: FO∪VO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
5. VE+mB: VO∪EO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
6. EF+mB: EO∪FO∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N;
7. FVE+mB: FO ∪ VO ∪ EO ∪ BO(a1) ∪ BO(a2) ∪ · · · ∪ BO(am), where
BO(a1), BO(a2), · · · , BO(am) are different orbits of order 24, m ∈ N;
8. (1+m)B:BO(a0)∪BO(a1)∪BO(a2)∪· · ·∪BO(am), whereBO(a1), BO(a2), · · · , BO(am)
are different orbits of order 24, m ∈ N.
From the theorems in Section 4.2, we have already found the character of
Xλ. The results are shown in Table 4.
Theorem 55. For any λ ∈ Kn such that Gλ is isomorphic to the octahedral
group O, we have found its multiplicity vector
1. F+mB: (m, m, 1 + 3m, 3m, 2m);
2. V+mB: (m, m, 1 + 3m, 3m, 1 + 2m);
3. E+mB: (m, 1 +m, 1 + 3m, 1 + 3m, 1 + 2m);
4. FV+mB: (m, m, 2 + 3m, 1 + 3m, 1 + 2m);
5. VE+mB: (m, 1 +m, 2 + 3m, 2 + 3m, 2 + 2m);
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K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ K
(5)
λ
F +mB 3 + 24m −1 0 −1 1
V +mB 5 + 24m −1 −1 1 1
E +mB 9 + 24m −1 0 1 −1
FV +mB 11 + 24m −1 −1 −1 1
V E +mB 17 + 24m −1 −1 1 −1
EF +mB 15 + 24m −1 0 −1 −1
FV E +mB 23 + 24m −1 −1 −1 −1
(1 +m)B 21 + 24m −1 0 1 1
Table 4: Character of Xλ, with Gλ isomorphic to S4.
6. EF+mB: (m, 1 +m, 2 + 3m, 2 + 3m, 1 + 2m);
7. FVE+mB: (m, 1 +m, 3 + 3m, 3 + 3m, 2 + 2m);
8. (1+m)B: (1 +m, 1 +m, 3 + 3m, 2 + 3m, 2 + 2m).
There is an interesting pattern of the result.
Corollary 56. For λ1 ∈ Kn1 ,λ2 ∈ Kn2 with (a1, a2, · · · , a5) and (b1, b2, · · · , b5)
their multiplicity vectors respectively, if there exist some linear fractional trans-
formations φ1 and φ2 such that
Aφ1([λ1]) = Aφ2([λ2]) ' S4
with φ1([λ1]) 6= φ2([λ2]), then choose µ ∈ Kn1+n2+3 such that there exists some
linear fractional transformation φ satisfying
φ([µ]) = φ1([λ1]) ∪ φ2([λ2]),
then Gµ ' S4 and the multiplicity vector of µ is
(a1 + b1, a2 + b2, a3 + b3, a4 + b4 + 1, a5 + b5).
4.5 Representations of the Tetrahedral Group T
Things are a little complicated in the tetrahedral case, as all rotations of order
three are conjugate in the liner fractional transformation group. Let FT denote
the projections of the four central points of the faces of the tetrahedron on the
Riemann sphere. That means
FT = {A, B, C, D} = {0,
√
2 ,
√
2e
2pi
3 i,
√
2e
4pi
3 i}.
Let VT , ET denote the four vertices and the projections of the six middle points
of the edges of the tetrahedron on the Riemann sphere. That means
VT = {E, F, G, H} = {∞, −1√
2
,
−1√
2
e
2pi
3 i,
−1√
2
e
4pi
3 i},
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ET = {I, J,K,L,M,N} = {
√
2
1−√3 ,
√
2
1−√3e
2pi
3 i,
√
2
1−√3e
4pi
3 i,
√
2
1 +
√
3
,
√
2
1 +
√
3
e
2pi
3 i,
√
2
1 +
√
3
e
4pi
3 i}.
Set
G0 = 〈z 7→ e 2pi3 iz, z 7→
√
2− z√
2z + 1
〉 ' A4.
Thus G0 fixes FT , VT and ET .
Figure 6: Center points on the faces, vertices and middle points on the edges of
a tetrahedron.
From Section 3.3 we know that if Gλ is isomorphic to the Tetrahedral Group
T , then [λ] is equivalent to one of the following sets (which are categorized into
six types):
1. F+mB: FT∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N∗;
2. E+mB: ET∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N∗;
3. FV+mB: FT∪VT∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N∗;
4. FE+mB: FT∪ET∪BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N;
5. FVE+mB: FT∪VT∪ET∪BI(a1)∪BI(a2)∪· · ·∪BI(am), whereBI(a1), BI(a2), · · · , BI(am)
are different orbits of order 12, m ∈ N∗;
6. (1+m)B:BT (a1)∪BT (a2)∪· · ·∪BT (am), whereBT (a1), BT (a2), · · · , BT (am)
are different orbits of order 12, m ∈ N.
Set
w = e
2pi
3 i.
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4.5.1 Representations of T when λ is of type E+mB, FV+mB, EFV+mB
or (1+m)B
There are four conjugacy classes of Gλ:
• K(1)λ : the identity element;
• K(2)λ : elements of order two;
• K(3)λ : one of the two left classes;
• K(4)λ : the other of the two left classes.
Now fix K
(1)
λ , K
(2)
λ , K
(3)
λ , K
(4)
λ . Table 5 is the character table of Gλ, with
X
(1)
λ , X
(2)
λ , X
(3)
λ and X
(4)
λ representing the four different irreducible represen-
tations of Gλ and χ
(1)
λ , χ
(2)
λ , χ
(3)
λ and χ
(4)
λ their characters.
K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ
χ
(1)
λ 1 1 1 1
χ
(2)
λ 1 1 w w
2
χ
(3)
λ 1 1 w
2 w
χ
(4)
λ 3 −1 0 0
Table 5: Character table of Gλ, with Gλ isomorphic to A4.
Definition 57. For any λ ∈ Kn such that Gλ is isomorphic to the tetrahedral
group T and λ is of type E+mB, FV+mB, EFV+mB or (1+m)B, assume that
Xλ = p1X
(1)
λ ⊕· · ·⊕ p4X(4)λ . Then call (p1, p2, p3, p4) the multiplicity vector
of λ.
Remark. The definition seems ambiguous as K
(3)
λ and K
(4)
λ are chosen ran-
domly. But we shall prove that (p1, p2, p3, p4) remains the same however we
choose K
(3)
λ and K
(4)
λ , which makes the notion multiplicity vector well-defined.
From the theorems in Section 4.2, we have already found the character of
Xλ. The results are shown in Table 6.
Thus we have the conclusion that the multiplicity vector of λ is
1. E+mB: (m, m, m, 1 + 3m);
2. FV+mB: (m, 1 +m, 1 +m, 1 + 3m);
3. FVE+mB: (m, 1 +m, 1 +m, 3 + 3m);
4. (1+m)B: (m, 1 +m, 1 +m, 2 + 3m).
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K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ
E +mB 3 + 12m −1 0 0
FV +mB 5 + 12m 1 −1 −1
FV E +mB 11 + 12m −1 −1 −1
(1 +m)B 9 + 12m 1 0 0
Table 6: Character of Xλ, with Gλ isomorphic to A4.
4.5.2 Representations of T when λ is of type F+mB or FE+mB
If λ is of type F+mB or FE+mB, let ψ be a linear fractional transformation
such that
ψ([λ]) = FT ∪BT (a1) ∪BT (a2) ∪ · · · ∪BT (am)
or
ψ([λ]) = FT ∪ ET ∪BT (a1) ∪BT (a2) ∪ · · · ∪BT (am).
Let ρ denote the element in Gλ such that
ψ ◦ Φλ(ρ) ◦ ψ−1(z) = wz.
There are four conjugacy classes of Gλ:
• K(1)λ : the identity element;
• K(2)λ : elements of order two;
• K(3)λ : the conjugate class of ρ;
• K(4)λ : the conjugate class of ρ2.
Now fix K
(1)
λ , K
(2)
λ , K
(3)
λ , K
(4)
λ . Table 7 is the character table of Gλ, with
X
(1)
λ , X
(2)
λ , X
(3)
λ and X
(4)
λ representing the four different irreducible represen-
tations of Gλ and χ
(1)
λ , χ
(2)
λ , χ
(3)
λ and χ
(4)
λ their characters.
K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ
χ
(1)
λ 1 1 1 1
χ
(2)
λ 1 1 w w
2
χ
(3)
λ 1 1 w
2 w
χ
(4)
λ 3 −1 0 0
Table 7: Character table of Gλ, with Gλ isomorphic to A4.
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Definition 58. For any λ ∈ Kn such that Gλ is isomorphic to the tetrahedral
group T and λ is of type F+mB or FE+mB, assume that Xλ = p1X
(1)
λ ⊕ · · · ⊕
p4X
(4)
λ . Then call (p1, p2, p3, p4) the multiplicity vector of λ.
Remark. The definition seems ambiguous as ψ is chosen randomly. But we
shall prove that (p1, p2, p3, p4) remains the same however we choose ψ, which
makes the notion multiplicity vector well-defined.
From the theorems in Section 4.2, we have already found the character of
Xλ. The results are shown in Table 8.
K
(1)
λ K
(2)
λ K
(3)
λ K
(4)
λ
F +mB 1 + 12m 1 w w2
FE +mB 7 + 12m −1 w w2
Table 8: Character of Xλ, with Gλ isomorphic to A4.
Thus we have the conclusion that the multiplicity vector of λ is
1. F+mB: (m, 1 +m, m, 3m);
2. FE+mB: (m, 1 +m, m, 2 + 3m).
Theorem 59. For each singularity [λ] such that Gλ is isomorphic to the tetra-
hedral group T , we have found its multiplicity vector
1. F+mB: (m, 1 +m, m, 3m);
2. E+mB: (m, m, m, 1 + 3m);
3. FV+mB: (m, 1 +m, 1 +m, 1 + 3m);
4. FE+mB: (m, 1 +m, m, 2 + 3m);
5. FVE+mB: (m, 1 +m, 1 +m, 3 + 3m);
6. (1+m)B: (m, 1 +m, 1 +m, 2 + 3m).
4.6 Representations of the Dihedral Group Dp
For any λ ∈ Kn such that Gλ is isomorphic to the dihedral group Dp, recall
from Section 2.3 that
Φλ : Gλ → A[λ], gσ 7→ fλσ
is a group isomorphism. From Section 3.4 we know that [λ] is equivalent to one
of the following sets (which are categorized into six types):
1. mC: Cp(a1) ∪Cp(a2) ∪ · · · ∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N∗;
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2. A+mC:Ap∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N;
3. AB+mC:Ap∪Bp∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N∗;
4. 2+mC: {0,∞}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N∗;
5. A+2+mC:Ap∪{0,∞}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order 2p, m ∈ N;
6. AB+2+mC: Ap ∪Bp ∪ {0, ∞}∪Cp(a1) ∪Cp(a2) ∪ · · · ∪Cp(am), where
Cp(a1), Cp(a2), · · · , Cp(am) are different orbits of order 2p, m ∈ N∗.
4.6.1 Representations of Dp when p is odd
When Gλ is isomorphic to the dihedral group Dp (p is odd), there are
p+3
2
conjugacy classes of Gλ:
• K(l)λ : elements whose images under Φλ are conjugate to a rotation of 2lpip ,
where l = 1, 2, : · · · , p−12 ;
• K(
p+1
2 )
λ : the identity element;
• K(
p+3
2 )
λ : elements of order two.
Table 9 is the character table of Gλ, with X
(1)
λ , X
(2)
λ , · · · , X
( p+32 )
λ representing
the p+32 different irreducible representations of Gλ and χ
(1)
λ , χ
(2)
λ , · · · , χ
( p+32 )
λ
their characters.
K
(1)
λ · · · K(k)λ · · · K
( p−12 )
λ K
( p+12 )
λ K
( p+32 )
λ
χ
(1)
λ 2 cos
2pi
p · · · 2 cos 2kpip · · · 2 cos (p−1)pip 2 0
...
...
...
...
...
...
χ
(l)
λ 2 cos
2lpi
p · · · 2 cos 2klpip · · · 2 cos (p−1)lpip 2 0
...
...
...
...
...
...
χ
( p−12 )
λ 2 cos
(p−1)pi
p · · · 2 cos (p−1)kpip · · · 2 cos (p−1)
2pi
2p 2 0
χ
( p+12 )
λ 1 · · · 1 · · · 1 1 1
χ
( p+32 )
λ 1 · · · 1 · · · 1 1 −1
Table 9: Character table of Gλ, with Gλ isomorphic to Dp and p odd.
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Definition 60. For any λ ∈ Kn such that Gλ is isomorphic to the dihedral
group Dp (p is odd), assume that Xλ = a1X
(1)
λ ⊕ · · · ⊕ a p+3
2
X
( p+32 )
λ . Then call
(a1, a2, · · · , a p+3
2
) the multiplicity vector of λ.
From the theorems in Section 4.2 we have already known the character of
Xλ. The results are shown in Table 10.
K
(1)
λ · · · K(k)λ · · · K
( p−12 )
λ K
( p+12 )
λ K
( p+32 )
λ
mC −1− 2 cos 2pip · · · −1− 2 cos 2kpip · · · −1− 2 cos (p−1)pip 2mp− 3 1
A+mC −1− 2 cos 2pip · · · −1− 2 cos 2kpip · · · −1− 2 cos (p−1)pip (2m+ 1)p− 3 0
AB +mC −1− 2 cos 2pip · · · −1− 2 cos 2kpip · · · −1− 2 cos (p−1)pip (2m+ 2)p− 3 −1
2 +mC −1 · · · −1 · · · −1 2mp− 1 1
A+ 2 +mC −1 · · · −1 · · · −1 (2m+ 1)p− 1 0
AB + 2 +mC −1 · · · −1 · · · −1 (2m+ 2)p− 1 −1
Table 10: Character of Xλ, with Gλ isomorphic to Dp and p odd.
Thus we have the conclusion
Theorem 61. For any λ ∈ Kn such that Gλ is isomorphic to the dihedral
group Dp (p is odd), we have found its multiplicity vector
1. mC:
• (2m− 1, m, m− 1) for p = 3;
• (2m− 1, 2m, · · · , 2m, m, m− 1) for p ≥ 5;
2. A+mC:
• (2m, m, m) for p = 3;
• (2m, 2m+ 1, · · · , 2m+ 1, m, m) for p ≥ 5;
3. AB+mC:
• (2m+ 1, m, m+ 1) for p = 3;
• (2m+ 1, 2m+ 2, · · · , 2m+ 2, m, m+ 1) for p ≥ 5;
4. 2+mC: (2m, · · · , 2m, m, m− 1);
5. A+2+mC: (2m+ 1, · · · , 2m+ 1, m, m);
6. AB+2+mC: (2m+ 2, · · · , 2m+ 2, m, m+ 1).
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4.6.2 Representations of Dp when p is even
When Gλ is isomorphic to the dihedral group Dp (p is even), there are
p+6
2
conjugacy classes of Gλ:
• K(l)λ : elements whose images under Φλ are conjugate to a rotation of 2lpip ,
where l = 1, 2, : · · · , p2 ;
• K(
p+2
2 )
λ : the identity element.
There are only two conjugacy classes left. If λ is of type A+mC or A+2+mC,
set
• K(
p+4
2 )
λ : elements which have two fixed points in [λ] and are not in K
(l)
λ ,
l = 1, 2, : · · · , p+22 ;
• K(
p+6
2 )
λ : elements which have no fixed point in [λ] and are not in K
(l)
λ ,
l = 1, 2, : · · · , p+22 .
If λ is of type mC, AB+mC, 2+mC or AB+2+mC, just set K
( p+42 )
λ to be any
of the left two conjugacy classes and K
( p+62 )
λ the other one.
Now fix K
(1)
λ , K
(2)
λ , · · · ,K
( p+62 )
λ . Table 11 is the character table of Gλ, with
X
(1)
λ , X
(2)
λ , · · · , X
( p+62 )
λ representing the
p+6
2 different irreducible representations
of Gλ and χ
(1)
λ , χ
(2)
λ , · · · , χ
( p+62 )
λ their characters.
K
(1)
λ · · · K(k)λ · · · K
( p2 )
λ K
( p+22 )
λ K
( p+42 )
λ K
( p+62 )
λ
χ
(1)
λ 2 cos
2pi
p · · · 2 cos 2kpip · · · −2 2 0 0
...
...
...
...
...
...
...
χ
(l)
λ 2 cos
2lpi
p · · · 2 cos 2klpip · · · 2(−1)l 2 0 0
...
...
...
...
...
...
...
χ
( p−22 )
λ 2 cos
(p−2)pi
p · · · 2 cos (p−2)kpip · · · 2(−1)
p−2
2 2 0 0
χ
( p2 )
λ 1 · · · 1 · · · 1 1 1 1
χ
( p+22 )
λ 1 · · · 1 · · · 1 1 −1 −1
χ
( p+42 )
λ −1 · · · (−1)k · · · (−1)
p
2 1 1 −1
χ
( p+62 )
λ −1 · · · (−1)k · · · (−1)
p
2 1 −1 1
Table 11: Character table of Gλ, with Gλ isomorphic to Dp and p even.
Definition 62. For any λ ∈ Kn such that Gλ is isomorphic to the dihedral
group Dp (p is even), assume that Xλ = a1X
(1)
λ ⊕ · · · ⊕ a p+6
2
X
( p+62 )
λ . Then call
(a1, a2, · · · , a p+6
2
) the multiplicity vector of λ.
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Remark. The definition seems ambiguous when λ is of type mC, AB+mC,
2+mC or AB+2+mC as K
( p+42 )
λ and K
( p+62 )
λ are chosen randomly. But we shall
prove that (a1, a2, · · · , a p+6
2
) remains the same however we choose K
( p+42 )
λ and
K
( p+62 )
λ , which makes the notion multiplicity vector well-defined.
From the theorems in Section 4.2 we have already known the character of
Xλ. The results are shown in Table 12.
K
(1)
λ · · · K(k)λ · · · K
( p2 )
λ K
( p+22 )
λ K
( p+42 )
λ K
( p+62 )
λ
mC −1− 2 cos 2pip · · · −1− 2 cos 2kpip · · · −1− 2 cos (p−1)pip 2mp− 3 1 1
A + mC −1− 2 cos 2pip · · · −1− 2 cos 2kpip · · · −1− 2 cos (p−1)pip (2m+ 1)p− 3 −1 1
AB + mC −1− 2 cos 2pip · · · −1− 2 cos 2kpip · · · −1− 2 cos (p−1)pip (2m+ 2)p− 3 −1 −1
2 + mC −1 · · · −1 · · · −1 2mp− 1 1 1
A + 2 + mC −1 · · · −1 · · · −1 (2m+ 1)p− 1 −1 1
AB + 2 + mC −1 · · · −1 · · · −1 (2m+ 2)p− 1 −1 −1
Table 12: Character of Xλ, with Gλ isomorphic to Dp and p even.
Thus we have the conclusion
Theorem 63. For any λ ∈ Kn such that Gλ is isomorphic to the dihedral
group Dp (p is even), we have found its multiplicity vector
1. mC:
• (m, m− 1, m− 1, m− 1) for p = 2;
• (2m− 1, m, m− 1, m, m) for p = 4;
• (2m− 1, 2m, · · · , 2m, m, m− 1, m, m) for p ≥ 6;
2. A+mC:
• (m, m, m− 1, m) for p = 2;
• (2m, m, m, m, m+ 1) for p = 4;
• (2m, 2m+ 1, · · · , 2m+ 1, m, m, m, m+ 1) for p ≥ 6;
3. AB+mC:
• (m, m+ 1, m, m) for p = 2;
• (2m+ 1, m, m+ 1, m+ 1, m+ 1) for p = 4;
• (2m+ 1, 2m+ 2, · · · , 2m+ 2, m, m+ 1, m+ 1, m+ 1) for p ≥ 6;
4. 2+mC:
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• (m, m− 1, m, m) for p = 2;
• (2m, · · · , 2m, m, m− 1, m, m) for p ≥ 4;
5. A+2+mC:
• (m, m, m, m+ 1) for p = 2;
• (2m+ 1, · · · , 2m+ 1, m, m, m, m+ 1) for p ≥ 4;
6. AB+2+mC:
• (m, m+ 1, m+ 1, m+ 1) for p = 2;
• (2m+ 2, · · · , 2m+ 2, m, m+ 1, m+ 1, m+ 1) for p ≥ 4.
Remark. When Gλ is isomorphic to D2, λ is of type 2+mC if and only if λ is
of type A+mC, and λ is of type A+2+mC if and only if λ is of type AB+mC.
Notice that the multiplicity vectors are different when λ is viewed as an element
of different types.
4.7 Representations of the Cyclic Group Zp
For any λ ∈ Kn such that Gλ is isomorphic to the cyclic group Zp, recall from
Section 2.3 that
Φλ : Gλ → A[λ], gσ 7→ fλσ
is a group isomorphism. From Section 3.5 we know that [λ] is equivalent to one
of the following sets (which are categorized into three types):
1. mC: Cp(a1) ∪Cp(a2) ∪ · · · ∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order p, m ∈ N∗;
2. 1+mC: {0}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order p, m ∈ N∗;
3. 2+mC: {0,∞}∪Cp(a1)∪Cp(a2)∪· · ·∪Cp(am), where Cp(a1), Cp(a2), · · · , Cp(am)
are different orbits of order p, m ∈ N∗.
Set
w = e
2pi
p i.
4.7.1 Representations of Zp when λ is of type mC or 2+mC
When λ is of type mC or 2+mC, let ρ denote an element in Gλ such that Φλ(ρ)
is a rotation of 2pip . Set
K
(k)
λ = {ρk}
for k = 1, 2, · · · , p, and we have got the p conjugate classes of Gλ.
Now fix K
(1)
λ , K
(2)
λ , · · · ,K(p)λ . Table 13 is the character table of Gλ, with
X
(1)
λ , X
(2)
λ , · · · , X(p)λ representing the p different irreducible representations of
Gλ and χ
(1)
λ , χ
(2)
λ , · · · , χ(p)λ their characters.
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K
(1)
λ K
(2)
λ · · · K(k)λ · · · K(p)λ
χ
(1)
λ w w
2 · · · wk · · · 1
χ
(2)
λ w
2 w4 · · · w2k · · · 1
...
...
...
...
...
χ
(l)
λ w
l w2l · · · wkl · · · 1
...
...
...
...
...
χ
(p)
λ 1 1 · · · 1 · · · 1
Table 13: Character table of Gλ, with Gλ isomorphic to Zp.
Definition 64. For any λ ∈ Kn such that Gλ is isomorphic to the cyclic group
Zp and λ is of type mC or 2+mC, assume that Xλ = a1X(1)λ ⊕ · · · ⊕ apX(p)λ .
Then call (a1, a2, · · · , ap) the multiplicity vector of λ.
Remark. The definition seems ambiguous as ρ is chosen randomly. But we
shall prove that (a1, a2, · · · , ap) remains the same however we choose ρ, which
makes the notion multiplicity vector well-defined.
From the theorems in Section 4.2 we have already known the character of
Xλ. The results are shown in Table 14.
K
(1)
λ K
(2)
λ · · · K(k)λ · · · K(p−1)λ K(p)λ
mC −1− 2 cos 2pip −1− 2 cos 4pip · · · −1− 2 cos 2kpip · · · −1− 2 cos 2(p−1)pip mp− 3
2 +mC −1 −1 · · · −1 · · · −1 mp− 1
Table 14: Character of Xλ, with Gλ isomorphic to Zp.
Thus we have the conclusion that the multiplicity vector of λ is
1. mC:
• (m− 2, m− 1) for p = 2;
• (m− 1, m− 1, m− 1) for p = 3;
• (m− 1, m, · · · , m, m− 1, m− 1) for p ≥ 4;
2. 2+mC: (m, · · · , m, m− 1).
4.7.2 Representations of Zp when λ is of type 1+mC
When λ is of type 1+mC, suppose that σ(a) = a for each gσ ∈ Gλ. Let ψ be
any linear fractional transformation such that
ψ(zλa ) = 0
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and
ψ ◦ Φλ(Gλ) ◦ ψ−1 = 〈z 7→ wz〉 ' Zp.
Let ρ denote the element in Gλ such that
ψ ◦ Φλ(ρ) ◦ ψ−1(z) = wz.
Set
K
(k)
λ = {ρk}
for k = 1, 2, · · · , p, and we have got the p conjugate classes of Gλ.
Now fix K
(1)
λ , K
(2)
λ , · · · ,K(p)λ . Table 15 is the character table of Gλ, with
X
(1)
λ , X
(2)
λ , · · · , X(p)λ representing the p different irreducible representations of
Gλ and χ
(1)
λ , χ
(2)
λ , · · · , χ(p)λ their characters.
K
(1)
λ K
(2)
λ · · · K(k)λ · · · K(p)λ
χ
(1)
λ w w
2 · · · wk · · · 1
χ
(2)
λ w
2 w4 · · · w2k · · · 1
...
...
...
...
...
χ
(l)
λ w
l w2l · · · wkl · · · 1
...
...
...
...
...
χ
(p)
λ 1 1 · · · 1 · · · 1
Table 15: Character table of Gλ, with Gλ isomorphic to Zp.
Definition 65. For any λ ∈ Kn such that Gλ is isomorphic to the cyclic group
Zp and λ is of type 1+mC, assume that Xλ = a1X(1)λ ⊕ · · · ⊕ apX(p)λ . Then call
(a1, a2, · · · , ap) the multiplicity vector of λ.
Remark. The definition seems ambiguous as ψ is chosen randomly. But we
shall prove that (a1, a2, · · · , ap) remains the same however we choose ψ, which
makes the notion multiplicity vector well-defined.
From the theorems in Section 4.2 we have already known the character of
Xλ. The results are shown in Table 16.
K
(1)
λ K
(2)
λ · · · K(k)λ · · · K(p−1)λ K(p)λ
1 +mC −1− w−1 −1− w−2 · · · −1− w−k · · · −1− w−(p−1) mp− 2
Table 16: Character of Xλ, with Gλ isomorphic to Zp.
Thus we have the conclusion that the multiplicity vector of λ is
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1. 1+mC:
• (m− 1, m− 1) for p = 2;
• (m, · · · , m, m− 1, m− 1) for p ≥ 3.
Theorem 66. For any λ ∈ Kn such that Gλ is isomorphic to the cyclic group
Zp, we have found its multiplicity vector
1. mC:
• (m− 2, m− 1) for p = 2;
• (m− 1, m− 1, m− 1) for p = 3;
• (m− 1, m, · · · , m, m− 1, m− 1) for p ≥ 4;
2. 1+mC:
• (m− 1, m− 1) for p = 2;
• (m, · · · , m, m− 1, m− 1) for p ≥ 3.
3. 2+mC: (m, · · · , m, m− 1).
5 The Group that Fixes Four Points
Let α = {z1, z2, z3, z4} ⊆ Ĉ, we define λ to be the cross-ratio [z1, z2, z3, z4].
Define a function pi : S4 → C σ 7→ [zσ(1), zσ(2), zσ(3), zσ(4)].
Then we have
pi((1, 2)) = [z2, z1, z3, z4] =
(z2 − z3)(z1 − z4)
(z2 − z1)(z3 − z4) = 1− λ;
pi((1, 3)) = [z3, z2, z1, z4] =
(z3 − z1)(z2 − z4)
(z3 − z2)(z1 − z4) =
λ
λ− 1 ;
pi((1, 4)) = [z4, z2, z3, z1] =
(z4 − z3)(z2 − z1)
(z4 − z2)(z3 − z1) =
1
λ
.
By calculation we have
pi((1, 2)) = pi((3, 4)) = pi((1, 3, 2, 4)) = pi((1, 4, 2, 3)) = 1− λ;
pi((1, 3)) = pi((2, 4)) = pi((1, 2, 3, 4)) = pi((1, 4, 3, 2)) =
λ
λ− 1 ;
pi((1, 4)) = pi((2, 3)) = pi((1, 2, 4, 3)) = pi((1, 3, 4, 2)) =
1
λ
;
pi((1, 2, 3)) = pi((2, 4, 3)) = pi((3, 4, 1)) = pi((4, 2, 1)) =
λ− 1
λ
;
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pi((1, 3, 2)) = pi((2, 3, 4)) = pi((3, 1, 4)) = pi((4, 1, 2)) =
1
1− λ ;
pi((1, 2)(3, 4)) = pi((1, 3)(2, 4)) = pi((1, 4)(3, 2)) = λ.
On one hand, for any f ∈ Aα, we have
pi(σf ) = [zσf (1), zσf (2), zσf (3), zσf (4)] = [f(z1), f(z2), f(z3), f(z4)] = [z1, z2, z3, z4] = λ.
On the other hand, if there exists some σ ∈ S4 s.t.
pi(σ) = [zσ(1), zσ(2), zσ(3), zσ(4)] = [z1, z2, z3, z4] = λ,
there must be some f ∈ Aα s.t. f(zi) = zσ(i), i = 1, 2, 3, 4.
Now, all we have to do is to find σ ∈ S4 s.t. λ = pi(σ).
If λ = 1/2, we have 1− λ = λ, λλ−1 6= λ, 1λ 6= λ, λ−1λ 6= λ, 11−λ 6= λ.
{σf ∈ S4|f ∈ Aα} = {e, (1, 2), (3, 4), (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3), (1, 3, 2, 4), (1, 4, 2, 3)} ∼= D4.
If λ = 2, we have λλ−1 = λ, 1− λ 6= λ, 1λ 6= λ, λ−1λ 6= λ, 11−λ 6= λ.
{σf ∈ S4|f ∈ Aα} = {e, (1, 3), (2, 4), (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3), (1, 2, 3, 4), (1, 4, 3, 2)} ∼= D4
If λ = −1, we have 1λ = λ, 1− λ 6= λ, λλ−1 6= λ, λ−1λ 6= λ, 11−λ 6= λ.
{σf ∈ S4|f ∈ Aα} = {e, (1, 4), (2, 3), (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3), (1, 2, 4, 3), (1, 3, 4, 2)} ∼= D4
If λ = 1±
√
3i
2 , we have
λ−1
λ =
1
1−λ = λ, 1− λ 6= λ, λλ−1 6= λ, 1λ 6= λ.
{σf ∈ S4|f ∈ Aα} = {e, (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3), (1, 2, 3), (1, 3, 2), (2, 3, 4), (2, 4, 3),
(3, 4, 1), (3, 1, 4), (4, 1, 2), (4, 2, 1)} = A4.
If λ 6= 1/2, 2,−1, 1±
√
3i
2 , now 1− λ 6= λ, λλ−1 6= λ, 1λ 6= λ, λ−1λ 6= λ, 11−λ 6= λ.
{σf ∈ S4|f ∈ Aα} = {e, (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3)} ∼= K4.
6 The Group that Fixes Five Points
Let z1, z2, z3, z4 be 0, 1, λ,∞, respectively, λ ∈ C\{0, 1}. For σ ∈ S4, let fσ
denote the linear fractional transformation which maps zi to zσ(i), i = 1, 2, 3, 4 (if
fσ exists). From the previous section we know that f(1,2)(3,4), f(1,3)(2,4), f(1,4)(2,3)
always exist regardless of the choice of λ.
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By calculation we know that
f(1,2)(3,4)(z) =
λz − λ
z − λ , f(1,3)(2,4)(z) =
z − λ
z − 1 , f(1,4)(2,3)(z) =
λ
z
,
which fix λ±√λ2 − λ, 1±√1− λ,±√λ respectively.
When n = 5, α = {z1, z2, z3, z4, z5} ⊆ Ĉ. Since any non-trivial f ∈ Aα
is elliptic, σf must be of Type (5), (4, 1), (3, 1, 1) or (2, 2, 1). There are five
possibilities:
1. There exists some f ∈ Aα s.t. σf is of Type (5);
2. For any f ∈ Aα, σf is not of Type (5), but there exists some f ∈ Aα
s.t. σf is of Type (4, 1);
3. For any f ∈ Aα, σf is not of Type (5) or (4, 1), but there exists some
f ∈ Aα s.t. σf is of Type (3, 1, 1);
4. For any f ∈ Aα, σf is not of Type (5), (4, 1) or (3, 1, 1), but there exists
some f ∈ Aα s.t. σf is of Type (2, 2, 1);
5. Aα is the trivial group.
In the rest of this section we shall discuss the five possibilities one by one,
and prove the following theorem
Theorem 67. For α = {z1, z2, z3, z4, z5} ⊆ Ĉ, Aα is isomorphic to D5, Z4,
D3, Z2 or the trivial group {Id}.
6.1 Aα is Isomorphic to D5
In the first case assume that there exists some f ∈ Aα s.t. σf is of Type (5). This
assumption amounts to the existence of some linear fractional transformation ψ
s.t.
ψ(α) = {1, w, w2, w3, w4}, w = e 2pi5 i.
Without lose of generality we assume that
α =
{
1, w, w2, w3, w4
}
, f(z) = e
2pi
5 iz.
Define another linear fractional transformation g
g(z) =
1
z
.
It is obvious that f, g ∈ Aα. Note that 〈f, g〉 ' D5 acts transitively on α.
For any k ∈ Aα, there exists some l ∈ 〈f, g〉 s.t. h = l ◦ k fixes w4. We have
h({1, w, w2, w3}) = {1, w, w2, w3}, h(w4) = w4.
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Let φ be the linear fractional transformation which maps 1, w, w3 to 0, 1,∞
respectively. Define λ to be the image of w2, so we have
λ = φ(w2) = [0, 1, φ(w2),∞] = [1, w, w2, w3] = w4 + w + 2,
and
φ(w4) = [0, 1, φ(w4),∞] = [1, w, w4, w3] = w3 + w2.
Thus
φ ◦ h ◦ φ−1({0, 1, λ,∞}) = {0, 1, λ,∞}, φ ◦ h ◦ φ−1(w3 + w2) = w3 + w2.
As a result, φ ◦ h ◦ φ−1 ∈ A{0,1,λ,∞}.
As [0, 1, λ,∞] = λ = w4 + w + 2 =
√
5+3
2 6= 2, 12 ,−1, 1±
√
3i
2 , we know from 5
that A{0,1,λ,∞} = {I, f(1,2)(3,4), f(1,3)(2,4), f(1,4)(2,3)}.
However f(1,2)(3,4), f(1,3)(2,4), f(1,4)(2,3) fix λ±
√
λ2 − λ, 1±√1− λ,±√λ re-
spectively, and
w3 + w2 6= λ±
√
λ2 − λ, 1±√1− λ,±
√
λ.
So we have φ ◦ h ◦ φ−1 = I, and thus k = l−1 ∈ 〈f, g〉.
In conclusion we have
Aα = 〈z 7→ e 2pi5 iz, z 7→ 1
z
〉 ' D5.
6.2 Aα is Isomorphic to Z4
In this case assume that for any h ∈ Aα, σh is not of Type (5), but there exists
some f ∈ Aα s.t. σf is of Type (4, 1). Under this assumption, there exists some
linear fractional transformation ψ s.t.
ψ(α) = {0, 1, i,−1,−i}.
On the other hand, for any α = {z1, z2, z3, z4, z5} ⊆ Ĉ, if there exists some
linear fractional transformation ψ s.t. ψ(α) = {0, 1, i,−1,−i}, we see that ψ−1 ◦
f ◦ ψ fixes α and is of Type (4, 1), where f(z) = iz. However, since the five
points in α are not concyclic, then for any h ∈ Aα, σh is not of Type (5). Thus
we see that the assumption amounts to the existence of some linear fractional
transformation ψ s.t.
α = {0, 1, i,−1,−i}, f(z) = iz.
It is obvious that f ∈ Aα.
For any g ∈ Aα, it is easy to see that
|g({±1,±i}) ∩ {±1,±i}| ≥ 3.
So g fixes the unit circle, and thus g(0) = 0.
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The linear fractional transformation
φ(z) =
(1− i)z + i− 1
z + i
takes 1, i,−i and 0 to 0, 1,∞ and 1 + i respectively. Define λ to be the image
of −1, so we have
λ = φ(−1) = [0, 1, φ(−1),∞] = [1, i,−1,−i] = 2.
As g fixes 0, we see that
φ ◦ g ◦ φ−1({0, 1, λ,∞}) = {0, 1, λ,∞}, φ ◦ g ◦ φ−1(1 + i) = 1 + i.
As [0, 1, λ,∞] = λ = 2, from 5 we know that
A{0,1,λ,∞} = {I, f(1,2,3,4), f(1,3)(2,4), f(1,4,3,2), f(1,3), f(2,4), f(1,2)(3,4), f(1,4)(2,3)}.
But f(1,2)(3,4), f(1,4)(2,3) fix λ±
√
λ2 − λ = 2±√2 and ±√λ = ±√2 respectively,
and f(1,3), f(2,4) fixes ±i and ±1 respectively. So none of them fixes 1 + i. Thus
we have
φ ◦ g ◦ φ−1 = f(1,2,3,4),
or
φ ◦ g ◦ φ−1 = f(1,3)(2,4),
or
φ ◦ g ◦ φ−1 = f(1,4,3,2),
or
φ ◦ g ◦ φ−1 = I.
However
φ−1◦f(1,2,3,4)◦φ = f, 2 : φ−1◦f(1,3)(2,4)◦φ = f2, φ−1◦f(1,4,3,2)◦φ = f3, φ−1◦I◦φ = I.
So we have g ∈ 〈f〉.
In conclusion we have
Aα = 〈z 7→ iz〉 ' Z4.
6.3 Aα is Isomorphic to D3
In this case assume that for any h ∈ Aα, σh is not of Type (5) or (4, 1), but
there exists some f ∈ Aα s.t. σf is of Type (3, 1, 1). Under this assumption,
there exists some linear fractional transformation ψ s.t.
ψ(α) = {0,∞, 1, w, w2}, w = e 2pi3 i.
On the other hand, for any α = {z1, z2, z3, z4, z5} ⊆ Ĉ, if there exists some
linear fractional transformation ψ s.t. ψ(α) = {0,∞, 1, w, w2}, we see that ψ−1◦
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f ◦ ψ fixes α and is of Type (3, 1, 1), where f(z) = wz. However, since no four
points are concyclic, then for any h ∈ Aα, σh is not of Type (5) or (4, 1). Thus
we see that the assumption amounts to the existence of some linear fractional
transformation ψ s.t.
ψ(α) = {0,∞, 1, w, w2}, w = e 2pi3 i.
Without lose of generality assume that
α = {0,∞, 1, w, w2}, f(z) = wz.
Define another linear fractional transformation g
g(z) =
1
z
.
It is obvious that f, g ∈ Aα. Note that there are two orbits of 〈f, g〉: {0,∞},
and {1, w, w2}.
For any k ∈ Aα, it is easy to see that
|k({1, w, w2}) ∩ {1, w, w2}| ≥ 1.
So there exists some i, j ∈ Z s.t. k(wi) = wj . Let h = f1−j ◦ k ◦ f i−1, we see
that h(w) = w. Thus
h({0, 1, w2,∞}) = {0, 1, w2,∞}, h(w) = w.
As a result, h ∈ A{0,1,w2,∞}.
Set λ = w2. As [0, 1, λ,∞] = λ = w2 6= 2, 12 ,−1, 1±
√
3i
2 , we know from 5 thatA{0,1,λ,∞} = {I, f(1,2)(3,4), f(1,3)(2,4), f(1,4)(2,3)}.
But f(1,2)(3,4), f(1,3)(2,4) fix λ±
√
λ2 − λ, 1±√1− λ respectively, and
w 6= λ±
√
λ2 − λ, 1±√1− λ.
So we have h = f(1,4)(2,3) or h = I.
However
f(1,4)(2,3) = f ◦ g ∈ 〈f, g〉, I ∈ 〈f, g〉,
thus we conclude that k = f1−i ◦ h ◦ f j−1 ∈ 〈f, g〉
In conclusion we have
Aα = 〈z 7→ e 2pi3 iz, z 7→ 1
z
〉 ' D3.
6.4 Aα is Isomorphic to Z2
In this case assume that for any h ∈ Aα, σh is not of Type (5), (4, 1) or (3, 1, 1),
but there exists some f ∈ Aα s.t. σf is of Type (2, 2, 1). Under this assumption,
there exists some linear fractional transformation ψ s.t.
ψ(α) = {0, 1,−1, a,−a}, a 6= 0,±1.
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On the other hand, for any {0, 1,−1, a,−a}, a ∈ C\{0,±1}, the linear
fractional transformation z 7→ −z is in A{0,1,−1,a,−a} and of Type (2, 2, 1).
Now we aim to find out the specific value a takes when for each element
h ∈ A{0,1,−1,a,−a}, σh is not of Type (5), (4, 1) or (3, 1, 1).
Case 1 : There exists some h ∈ A{0,1,−1,a,−a} s.t. σh is of Type (5).
This amounts to the existence of some linear fractional transformation ψ s.t.
ψ({0, 1,−1, a,−a}) = {1, w, w2, w3, w4}, w = e 2pi5 i.
We conclude that 0, 1,−1, a,−a lie on the same circle: the real axis, and a ∈ R.
Without lose of generality assume that r = a > 0.
If r > 1, we may assume that ψ(−r) = w4, ψ(−1) = 1, ψ(0) = w,ψ(1) =
w2, ψ(r) = w3. We have
[1, w, w2, w3] = [−1, 0, 1, r],
and thus
r = 2w4 + 2w + 3 =
√
5 + 2.
If 0 < r < 1, we assume that ψ(−1) = w4, ψ(−r) = 1, ψ(0) = w,ψ(r) =
w2, ψ(1) = w3. By exactly the same means we conclude that
r = 2w4 + 2w − 1 =
√
5− 2.
On the other hand, the linear fractional transformation
ψ1(z) =
(w2 − w)z + w2 + w
(1− w)z + w + 1
maps −√5− 2,−1, 0, 1 and √5 + 2 to w4, 1, w, w2 and w3 respectively, and
ψ2(z) =
(w2 + 3w + 1)z + w4 − w3
(w3 + w2 − 2)z + w3 − w2
maps −1,−√5 + 2, 0,√5− 2 and 1 to w4, 1, w, w2 and w3 respectively.
And we conclude that there exists some h ∈ A{0,1,−1,a,−a} s.t. σh is of Type
(6) if and only if z = ±√5± 2.
Case 2 : There exists some h ∈ A{0,1,−1,a,−a} s.t. σh is of Type (4, 1).
This amounts to the existence of some linear fractional transformation ψ s.t.
ψ({0, 1,−1, a,−a}) = {0, 1, i,−1,−i}.
It is obvious to see that such a ψ exists if and only if a = ±i.
Case 3 : There exists some h ∈ A{0,1,−1,a,−a} s.t. σh is of Type (3, 1, 1).
This amounts to the existence of some linear fractional transformation ψ s.t.
ψ({0, 1,−1, a,−a}) = {0,∞, 1, w, w2}, w = e 2pi3 i.
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The situation now is a little complex. We can see that the linear frac-
tional transformation f(z) = −z leaves {0, 1,−1, a,−a} invariant, is of or-
der 2, and fixes the point 0. However, from the above section we know that
Aψ({0,1,−1,a,−a}) = 〈z 7→ wz, z 7→ 1z 〉 ' D3. The only three linear fractional
transformations of order 2 in Aψ({0,1,−1,a,−a}) are
z 7→ 1
z
, z 7→ w
z
, z 7→ w
2
z
,
which fixes 1, w2, w respectively. So ψ(0) 6= 0,∞.
Without lose of generality we assume that ψ(0) = 1. The only element of
order 2 fixing 1 in Aψ({0,1,−1,a,−a}) is h(z) = 1z . However, the element f(z) = −z
is of order 2, fixes 0, and is in A{0,1,−1,a,−a}. So we have h = ψ ◦ f ◦ ψ−1.
As h fixes {0,∞} and {1,−1}, and f fixes {1,−1} and {a,−a}, we see that
there are only two possibilities. The first is ψ({1,−1}) = {0,∞}, ψ({a,−a}) =
{w,w2}, and the second is ψ({1,−1}) = {w,w2}, ψ({a,−a}) = {0,∞}.
In the former situation, assume that ψ(0) = 1, ψ(1) =∞, ψ(−1) = 0, ψ(a) =
w,ψ(−a) = w2, and we have
[0, 1, w,∞] = [−1, 0, a, 1]
and
a =
√
3i.
In the latter situation assume that ψ(0) = 1, ψ(1) = w,ψ(−1) = w2, ψ(a) =
0, ψ(−a) =∞, and we have
[0, 1, w,∞] = [a, 0, 1,−a]
and
a =
i√
3
.
On the other hand, the linear fractional transformation
ψ1(z) =
1 + z
1− z
maps 0, 1,−1,√3i,−√3i to 1,∞, 0, w, w2 respectively, and
ψ2(z) =
i−√3z
i+
√
3z
maps 0, 1,−1, 1√
3
i,− 1√
3
i to 1, w, w2,∞, 0 respectively.
And we conclude that there exists some h ∈ A{0,1,−1,a,−a} s.t. σh is of Type
(3, 1, 1) if and only if a = ±√3i or ± 1√
3
i.
From the above discussion we see that the assumption amounts to the exis-
tence of some linear fractional transformation ψ s.t.
ψ(α) = {0, 1,−1, a,−a}, a 6= 0,±1,±
√
5± 2,±i,±
√
3i or± i√
3
.
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Without lose of generality assume
α = {0, 1,−1, a,−a}, a 6= 0,±1,±
√
5± 2,±i,±
√
3i or± i√
3
, f(z) = −z.
So σf = (1)(2, 3)(4, 5).
If ∃g ∈ Aα s.t. σg(1) 6= 1, without lose of generality assume that σg(1) = 2.
We have
σg = (1, 2)(3, 4)(5) =: pi1
or
σg = (1, 2)(4, 5)(3) =: pi2
or
σg = (1, 2)(5, 3)(4) =: pi3.
But
pi1σf = (1, 2, 4, 5, 3)
and
pi2σf = (1, 2, 3)
and
pi3σf = (1, 2, 5, 4, 3).
thus such a g does not exist, and every element in Aα fixes 0.
If ∃g ∈ Aα s.t. g 6= f, g 6= I, assume that g(1) = a, g(−1) = −a, g(a) =
1, g(−a) = −1. So
g(z) =
a
z
.
However, g(0) 6= 0. So such a g does not exist, too.
In conclusion we have
Aα = 〈z 7→ −z〉 ' Z2.
6.5 Conclusion
From the above discussion we shall drive the following conclusion
Theorem 68. Set α = {z1, z2, z3, z4, z5} ⊆ Ĉ.
1. If there exists some linear fractional transformation ψ such that
ψ(α) = {1, w, w2, w3 , w4}, w = e 2pi5 i,
then
Aα = ψ−1〈z 7→ e 2pi5 iz, z 7→ 1
z
〉ψ ' D5,
and its multiplicity vector is (0, 1, 0, 0);
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2. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, 1, i, −1, −i},
then
Aα = ψ−1〈z 7→ iz〉ψ ' Z4,
and its multiplicity vector is (1, 1, 0, 0);
3. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, ∞, 1, w, w2}, w = e 2pi3 i,
then
Aα = ψ−1〈z 7→ e 2pi3 iz, z 7→ 1
z
〉ψ ' D3,
and its multiplicity vector is (1, 0, 0);
4. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, 1, −1, a, −a}, a 6= 0, ±1,
then
(a) if a = ±(√5+2) or ±(√5−2), then there exists some linear fractional
transformation φ such that
φ(α) = {1, w, w2, w3 , w4}, w = e 2pi5 i
and this is case 1;
(b) if a = ±i, then
α = {0, 1, i, −1, −i}
and this is case 2;
(c) if a = ±√3i or ± 1√
3
i, then there exists some linear fractional trans-
formation φ such that
φ(α) = {0, ∞, 1, w, w2}, w = e 2pi3 i
and this is case 3;
(d) otherwise,
Aα = ψ−1〈z 7→ −z〉ψ ' Z2,
and its multiplicity vector is (1, 1);
5. otherwise,
Aα = {Id}.
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7 The Group that Fixes Six Points
There is no much difference here from the previous section. When n = 6,
α = {z1, z2, z3, z4, z5, z6} ⊆ Ĉ. Since any non-trivial f ∈ Aα is a rotation of
finite order, σf must be of Type (6), (5, 1), (4, 1, 1), (3, 3), (2, 2, 2), (2, 2, 1,
1) or identity. There are seven possibilities:
1. There exists some f ∈ Aα s.t. σf is of Type (6);
2. For any f ∈ Aα, σf is not of Type (6), but there exists some f ∈ Aα
s.t. σf is of Type (5, 1);
3. For any f ∈ Aα, σf is not of Type (6) or (5, 1), but there exists some
f ∈ Aα s.t. σf is of Type (4, 1, 1);
4. For any f ∈ Aα, σf is not of Type (6), (5, 1) or (4, 1, 1), but there exists
some f ∈ Aα s.t. σf is of Type (3, 3);
5. For any f ∈ Aα, σf is not of Type (6), (5, 1), (4, 1, 1) or (3, 3), but there
exists some f ∈ Aα s.t. σf is of Type (2, 2, 2);
6. For any f ∈ Aα, σf is not of Type (6), (5, 1), (4, 1, 1), (3, 3) or (2, 2, 2),
but there exists some f ∈ Aα s.t. σf is of Type (2, 2, 1, 1);
7. Aα is the trivial group.
In the rest of this section we shall discuss the five possibilities one by one,
and prove the following theorem
Theorem 69. For α = {z1, z2, z3, z4, z5, z6} ⊆ Ĉ, Aα is isomorphic to D5, Z5,
S4, D3, K4, Z2 or the trivial group {Id}.
7.1 Aα is Isomorphic to D6
In the first case assume that there exists some f ∈ Aα s.t. σf is of Type (6).
This amounts to the existence of some linear fractional transformation ψ s.t.
ψ(α) = {1, w, w2, w3, w4, w5}, w = epi3 i.
Without lose of generality assume that
α = {1, w, w2, w3, w4, w5}, f(z) = wz.
Define another linear fractional transformation g
g(z) =
1
z
.
It is obvious that f, g ∈ Aα. Note that 〈f, g〉 ' D6 acts transitively on α.
For any k ∈ Aα, there exists some l ∈ 〈f, g〉 s.t. h = l ◦ k fixes −1. We have
h({w4, w5, 1, w, w2}) = {w4, w5, 1, w, w2}, h(−1) = −1.
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Thus h ∈ A{w4,w5,1,w,w2}.
Define another linear fractional transformation φ
φ(z) =
(−w2 − w)z + w2 + w
z + 1
.
Notice that
φ(w4) = −3, φ(w5) = −1, φ(1) = 0, φ(w) = 1, φ(w2) = 3, φ(−1) =∞.
Thus we have
φ ◦ h ◦ φ−1 ∈ A{0,±1,±3}, φ ◦ h ◦ φ−1(∞) =∞.
From Section 6.5 we know that
φ ◦ h ◦ φ−1(z) = −z or φ ◦ h ◦ φ−1 = I,
which amounts to
h = g or h = I.
So k = l−1 ◦ h ∈ 〈f, g〉.
In conclusion we have
Aα = 〈z 7→ epi3 iz, z 7→ 1
z
〉 ' D6.
7.2 Aα is Isomorphic to Z5
In this case assume that for any h ∈ Aα, σh is not of Type (6), but there exists
some f ∈ Aα s.t. σf is of Type (5, 1). Under this assumption, there exists some
linear fractional transformation ψ s.t.
ψ(α) = {0, 1, w, w2, w3, w4}, w = e 2pi5 i.
On the other hand, for any α = {z1, z2, z3, z4, z5, z6} ⊆ Ĉ, if there exists
some linear fractional transformation ψ s.t. ψ(α) = {0, 1, w, w2, w3, w4}, we see
that ψ−1 ◦ f ◦ ψ fixes α and is of Type (5, 1), where f(z) = wz. However,
since the six points in α are not concyclic, for any h ∈ Aα, σh is not of Type
(6). Thus we see that the assumption amounts to the existence of the linear
fractional transformation ψ s.t.
ψ(α) = {0, 1, w, w2, w3, w4}.
Without lose of generality we assume that
α = {0, 1, w, w2, w3, w4}, f(z) = wz.
It is obvious that f ∈ Aα.
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For any g ∈ Aα, it is easy to see that
|g({1, w, w2, w3, w4}) ∩ {1, w, w2, w3, w4}| ≥ 4.
So g fixes the unit circle, and thus g(0) = 0.
As g(0) = 0, g ∈ A{1,w,w2,w3,w4}. From Section 6.1 we know that
A{1,w,w2,w3,w4} = 〈z 7→ e 2pi5 iz, z 7→ 1
z
〉.
As g fixes 0, we see that g ∈ 〈f〉.
In conclusion we have
Aα = 〈z 7→ e 2pi5 i〉 ' Z5.
7.3 Aα is Isomorphic to S4
In this case assume that for any h ∈ Aα, σh is not of Type (6) or (5, 1), but
there exists some f ∈ Aα s.t. σf is of Type (4, 1, 1). Under this assumption,
there exists some linear fractional transformation ψ s.t.
ψ(α) = {0,∞, 1, i,−1,−i}.
On the other hand, for any α = {z1, z2, z3, z4, z5, z6} ⊆ Ĉ, if there exists
some linear fractional transformation ψ s.t. ψ(α) = {0,∞, 1, i,−1,−i}, we see
that ψ−1 ◦ f ◦ ψ fixes α and is of Type (4, 1, 1), where f(z) = iz. However,
since no five points in α are concyclic, we see that for any h ∈ Aα, σh is not of
Type (6) or (5, 1). Thus the assumption amounts to the existence of the linear
fractional transformation ψ s.t.
ψ(α) = {0,∞, 1, i,−1,−i}.
Without lose of generality we assume that
α = {0,∞, 1, i,−1,−i}.
Let ϕ be the stereographic projection from Ĉ to S2. We have
ϕ(α) = {(1, 0, 0), (−1, 0, 0), (0, 1, 0), (0,−1, 0), (0, 0, 1), (0, 0,−1)}.
So ϕ maps α to the six vertices of a regular octahedron with its center at
the origin. In Section 3.2 we shall prove that
Aα = 〈z 7→ iz, z 7→ iz + 1
z + i
〉 ' S4.
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7.4 Aα is Isomorphic to D3
In this case assume that for any h ∈ Aα, σh is not of Type (6), (5, 1) or (4, 1, 1),
but there exists some f ∈ Aα s.t. σf is of Type (3, 3). Under this assumption,
there exists some linear fractional transformation ψ s.t.
ψ(α) = {1, w, w2, a, aw, aw2}, |a| ≥ 1, a 6= 1, w, w2, w = e 2pi3 i.
On the other hand, for any {1, w, w2, a, aw, aw2}, |a| ≥ 1, a 6= 1, w, w2, the
linear fractional transformation z 7→ wz is in A{1,w,w2,a,aw,aw2} and of Type (3,
3). Now we aim to find out the specific value a takes when for each element
h ∈ A{1,w,w2,a,aw,aw2}, σh is not of Type (6), (5, 1) or (4, 1, 1).
Case 1: |a| = 1.
Suppose h ∈ A{1,w,w2,a,aw,aw2}, and σh is of Type (6), (5, 1) or (4, 1, 1). As
|a| = 1, the six points in {1, w, w2, a, aw, aw2} are concyclic. Thus no element
in A{1,w,w2,a,aw,aw2} is of Type (5, 1) or (4, 1, 1), and σh has to be of Type (6).
From Section 7.1 we know that there exists some linear fractional transfor-
mation ψ s.t.
ψ({1, w, w2, a, aw, aw2}) = {1,√w,w,w√w,w2, w2√w}, √w = epi3 i.
It is obvious that this amounts to a =
√
w,w
√
w or w2
√
w.
Case 2: |a| > 1.
Suppose h ∈ A{1,w,w2,a,aw,aw2}, and σh is of Type (6), (5, 1) or (4, 1, 1). As
|a| ≥ 1, no five points in {1, w, w2, a, aw, aw2} are concyclic. Thus no element
in A{1,w,w2,a,aw,aw2} is of Type (6) or (5, 1), and σh has to be of Type (4, 1, 1).
From Section 7.3 we know that there exists some linear fractional transfor-
mation ψ s.t.
ψ({1, w, w2, a, aw, aw2}) = {0,∞,±1,±i}.
Thus there exists a subset Σ ⊆ α, |Σ| = 4 s.t. all four points in Σ lie on the
same circle C, and the two points in α\Σ lie on different sides of C. As |a| > 1,
it is easy to see that
|Σ ∩ {1, w, w2}| = |Σ ∩ {a, aw, aw2}| = 2.
Without lose of generality we assume that
Σ = {w, aw,w2, aw2}.
Thus we have −3a
(1− a)2 = [w, aw,w
2, aw2] ∈ R.
As |a| > 1, the above condition equals to a ∈ R.
If a > 1, 1 and a lie on the same side of C. It con not be the case.
As a < −1, we have
[w,w2, aw, aw2] = 2,
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Figure 7: a ∈ R.
which equals to that
a = −2−
√
3.
Define the linear fractional transformation ϕ
ϕ(z) =
−(1 +√3)(1 + i)
2
z − 1
z + 2 +
√
3
,
then we have
ϕ(1) = 0, ϕ(−2−
√
3) =∞, ϕ(w) = 1, ϕ(w2) = i, ϕ((−2−
√
3)w) = −1, ϕ((−2−
√
3)w2) = −i.
From the above discussion we see that the assumption amounts to the exis-
tence of some linear fractional transformation ψ s.t.
ψ(α) = {1, w, w2, a, aw, aw2},
where
w = e
2pi
3 i, |a| ≥ 1, a 6= (√w)j or (−2−
√
3)wj for any j ∈ Z.
Without lose of generality assume that
α = {1, w, w2, a, aw, aw2}, f(z) = wz, g(z) = a
z
.
It is obvious that f, g ∈ Aα. Note that 〈f, g〉 ' D3 acts transitively on α.
For any k ∈ Aα, there exists some l ∈ 〈f, g〉 s.t. h = l ◦ k fixes 1. We have
h({w,w2, a, aw, aw2}) = {w,w2, a, aw, aw2}, h(1) = 1.
Thus h ∈ A{w,w2,a,aw,aw2}. Since no element in Aα is of Type (6), (5, 1) or (4,
1, 1), and h(1) = 1, σh is of Type (2, 2, 1, 1) or identity. Next we shall prove
that h has to be the identity.
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Suppose that σh is of Type (2, 2, 1, 1). Thus there exists some linear
fractional transformation ϕ s.t.
ϕ(α) = {0,∞, 1,−1, z0,−z0}, |z0| ≥ 1.
Since h fixes 1, assume
ϕ(1) = 0.
As 0,∞, 1,−1 are concyclic, there exists some subset Σ ⊆ α, |Σ| = 4, 1 ∈ Σ
s.t. all elements in Σ lie on the same circle C.
Case 1: |a| = 1.
Without lose of generality assume that arg a ∈ (0, pi/3) ∪ (pi/3, 2pi/3).
Figure 8: |a| = 1.
By observation we have
ϕ(1) = 0, ϕ(aw) =∞, ϕ(a) = 1, ϕ(aw2) = −1,
or
ϕ(1) = 0, ϕ(aw) =∞, ϕ(a) = −1, ϕ(aw2) = 1.
So we have
[1, aw, a, aw2] = [0,∞, 1,−1],
or
[1, aw, a, aw2] = [0,∞,−1, 1],
which equals to
a =
√
w.
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This contradicts the assumption that a 6= √w, so h can not be of Type (2, 2, 1,
1).
Case 2: |a| > 1.
As |a| > 1, it is easy to see that
|Σ ∩ {1, w, w2}| = |Σ ∩ {a, aw, aw2}| = 2.
Without lose of generality assume that
Σ = {1, w, a, aw}.
Then we have −3a
(1− a)2 = [1, w, a, aw] ∈ R,
which amounts to
a ∈ R.
Figure 9: |a| > 1.
If a > 1, w2 and aw2 lie on the same side of C, which contradicts the
assumption that ϕ(α) = {0,∞, 1,−1, z0,−z0}.
If a < −1, by observation we have
ϕ(1) = 0, ϕ(a) =∞, ϕ(w) = 1, ϕ(aw) = −1,
or
ϕ(1) = 0, ϕ(a) =∞, ϕ(w) = −1, ϕ(aw) = 1.
So we have
[1, a, w, aw] = [0,∞, 1,−1],
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or
[1, a, w, aw] = [0,∞,−1, 1],
which amounts to
a = −2−
√
3.
This also contradicts our assumption that a 6= −2−√3.
So h has to be the identity, and k = l−1 ∈ 〈f, g〉. In conclusion
Aα = 〈z 7→ wz, z 7→ a
z
〉 ' D3.
7.5 Aα is Isomorphic to K4 or Z2
In this case assume that for any h ∈ Aα, σh is not of Type (6), (5, 1), (4, 1, 1)
or (3, 3), but there exists some f ∈ Aα s.t. σf is of Type (2, 2, 2). Under this
assumption, there exists some linear fractional transformation ψ s.t.
ψ(α) = {1,−1, a,−a, b,−b}, a 6= ±b, a, b ∈ C\{0,±1}.
On the other hand, for any {1,−1, a,−a, b,−b}, a 6= ±b, a, b ∈ C\{0,±1},
the linear fractional transformation z 7→ −z is in A{±1,±a,±b} and of Type (2,
2, 2). Now we aim to find out the specific value a and b takes when for each
element h ∈ A{±1,±a,±b}, σh is not of Type Type (6), (5, 1), (4, 1, 1) or (3, 3).
Case 1 : There exists some h ∈ A{±1,±a,±b} s.t. σh is of Type (6).
This amounts to the existence of some linear fractional transformation ψ s.t.
ψ({±1,±a,±b}) = {1, w, w2, w3, w4, w5}, w = epi3 i.
We conclude that ±1,±a,±b lie on the same circle: the real axis or the unit
circle.
If ±1,±a,±b lie on the unit circle, we have
{±1,±a,±b} = {1, w, w2, w3, w4, w5}.
If ±1,±a,±b lie on the real axis, without lose of generality assume that
0 < a < b.
If a < b < 1, we have
[a, 1,−1,−a] = [1, w2, w3, w5], [b, 1,−1,−b] = [1, w, w2, w3],
which amounts to
a = 7− 4
√
3, b = 2−
√
3.
If a < 1 < b, we have
[a, 1,−1,−a] = [1, w, w4, w5], [b, 1,−1,−b] = [1, w5, w2, w],
which amounts to
a = 2−
√
3, b = 2 +
√
3.
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If 1 < a < b, we have
[a, 1,−1,−a] = [1, w5, w4, w3], [b, 1,−1,−b] = [1, w4, w3, w],
which amounts to
a = 2 +
√
3, b = 7 + 4
√
3.
On the other hand, the linear fractional transformation
f1(z) =
√
3z − (2−√3)
(2 +
√
3)z +
√
3
is of Type (6) and in A{±(7−4√3),±(2−√3),±1} and
f2(z) =
√
3z − 1
z +
√
3
is of Type (6) and in A{±(2−√3),±1,±(2+√3)} and
f1(z) =
√
3z − (2 +√3)
(2−√3)z +√3
is of Type (6) and in A{±1,±(2+√3),±(7+4√3)}.
Thus there exists some h ∈ A{±1,±a,±b} s.t. σh is of Type (6) if and only if
{±1,±a,±b} = {±(7− 4
√
3),±(2−
√
3),±1},
or
{±1,±a,±b} = {±(2−
√
3),±1,±(2 +
√
3)},
or
{±1,±a,±b} = {±1,±(2 +
√
3),±(7 + 4
√
3)}.
Case 2 : There exists some h ∈ A{±1,±a,±b} s.t. σh is of Type (5, 1).
From 7.2 we know that A{±1,±a,±b} ' Z5, and does not contain elements of
order two. This contradicts the assumption that σh is of Type (2, 2, 2).
Case 3 : There exists some h ∈ A{±1,±a,±b} s.t. σh is of Type (4, 1, 1).
This amounts to the existence of some linear fractional transformation ψ s.t.
ψ({±1,±a,±b}) = {0,∞,±1,±i}.
Set Σ = ψ−1({1, i,−1,−i}). So all four points in Σ lie on the circle C, and
the two points in {±1,±a,±b}\Σ are inverse points with respect to C.
If |Σ∩{1,−1}| = 0, we have Σ = {±a,±b}), and thus C is a Euclidean circle
with its center at the origin, or a line through the origin. As ±1 are inverse
points with respect to C, C has to be the imaginary line. Assume that
a = si, b = ti.
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Without lose of generality assume that
0 < s < t.
So we have
[ti, si,−si,−ti] = [1, ti,−si,−1] = [0, 1,∞,−1] = 2,
which amounts to
s =
√
2− 1, t =
√
2 + 1.
If |Σ ∩ {1,−1}| = 1, without lose of generality assume that
Σ = {1,±a, b}.
So we have
[−1, 1,−b, b] = [−1, a,−b,−a] = [0, 1,∞,−1] = 2,
or
[−1, 1,−b,−a] = [−1, b,−b, a] = [0, 1,∞,−1] = 2,
or
[−1, 1,−b, a] = [−1, b,−b,−a] = [0, 1,∞,−1] = 2,
which amounts to
a = ±(
√
2 + 1)i, b = −3− 2
√
2 or a = ±(
√
2− 1)i, b = −3 + 2
√
2,
or
a = 2 +
√
3, b = −7− 4
√
3 or a = 2−
√
3, b = −7 + 4
√
3
or
a = −2−
√
3, b = −7− 4
√
3 or a = −2 +
√
3, b = −7 + 4
√
3
respectively. As the six points in {±1,±a,±b} are not concyclic, a, b can not
both be real.
If |Σ∩ {1,−1}| = 2, let {±1,±a,±b}\Σ = {x, y} and there are two possibil-
ities. The first is that x+ y 6= 0, and the second is that x+ y = 0.
When x+ y 6= 0, without lose of generality assume that
Σ = {±1, a, b}.
As the six points in {±1,±a,±b} are not concyclic, it is easy to see that
a, b /∈ R.
As −a,−b are inverse points with respect to C, we see that
Im(a)Im(b) < 0.
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Figure 10: x+ y 6= 0.
So we have
[−a, 1,−b,−1] = [−a, a,−b, b] = [0, 1,∞,−1] = 2
which amounts to
a = (±
√
2± 1)i, b = 1
a
.
When x+ y = 0, without lose of generality assume that
Σ = {±1,±a}.
So C is a Euclidean circle with its center at the origin or is th real axis. As ±b
are inverse points with respect to C, C has to be the real axis. Without lose of
generality assume that
a > 0.
So we have
[b, 1,−b,−a] = [1, a,−a,−1] = [0, 1,∞,−1] = 2
which amounts to
a = 3 + 2
√
2, b = ±(
√
2 + 1)i or a = 3− 2
√
2, b = ±(
√
2− 1)i.
On the other hand, the linear fractional transformation
f1(z) =
iz + 1
z + i
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is of Type (4, 1, 1) and in A{±(√2−1)i,±(√2+1)i,±1} and
f2(z) =
z +
√
2− 1
−(√2 + 1)z + 1
is of Type (4, 1, 1) and in A{±(3−2√2),±1,±(√2−1)i} and
f3(z) =
z +
√
2 + 1
−(√2− 1)z + 1
is of Type (4, 1, 1) and in A{±1,±(3+2√2),±(√2+1)i}.
Thus there exists some h ∈ A{±1,±a,±b} s.t. σh is of Type (4, 1, 1) if and
only if
{±1,±a,±b} = {±(
√
2− 1)i,±(
√
2 + 1)i,±1},
or
{±1,±a,±b} = {±(3− 2
√
2),±1,±(
√
2− 1)i},
or
{±1,±a,±b} = {±1,±(3 + 2
√
2),±(
√
2 + 1)i}.
Case 4 : There exists some h ∈ A{±1,±a,±b} s.t. σh is of Type (3, 3).
This amounts to the existence of some linear fractional transformation ψ s.t.
ψ({±1,±a,±b}) = {1, w, w2, z0, z0w, z0w2},
where
z0 6= (
√
w)j or (−2−
√
3)wj for any j ∈ Z, w = e 2pi3 i.
From Section 7.4 we know that
Aψ({±1,±a,±b}) = 〈z 7→ wz, z 7→ z0
z
〉 ' D3.
The only three elements of order two in Aψ({±1,±a,±b}) are
f1(z) =
z0
z
, f2(z) =
wz0
z
, f3(z) =
w2z0
z
.
So we have
fi({1, w, w2}) = {z0, z0w, z0w2}, fi({z0, z0w, z0w2}) = {1, w, w2}, i = 1, 2, 3.
Define the linear fractional transformation g
g(z) = −z.
Then g ∈ A{±1,±a,±b} and is of order two. The we have
g = ψ−1 ◦ fi ◦ ψ
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for some i = 1, 2, or 3. So we have
|{1, w, w2} ∩ ψ({±1})| = |{1, w, w2} ∩ ψ({±a})| = |{1, w, w2} ∩ ψ({±b})| = 1.
Without lose of generality assume that
ψ({1, a, b}) = {1, w, w2}
and
ψ(1) = 1, ψ(a) = w, ψ(b) = w2.
Now there are two possibilities. The first is
ψ(−a) = wψ(−1), ψ(−b) = wψ(−a).
and the second is
ψ(−1) = wψ(−a), ψ(−a) = wψ(−b).
Define the linear fractional transformation ϕ
ϕ(z) =
((a− 2b+ 1)w + 2a− b− 1)z + (ab− 2a+ b)w − ab− a+ 2b
((−2a+ b+ 1)w +−a+ 2b− 1)z + (ab+ a− 2b)w − ab+ 2a− b
satisfies
ϕ(1) = 1, ϕ(a) = w, ϕ(b) = w2.
The equations {
ϕ(−a) = wϕ(−1)
ϕ(−b) = wϕ(−a)
reduces to {
a2b2 + a3 − 2a2b− 2ab+ b2 + a = 0
a2b2 + b3 − 2ab2 − 2ab+ a2 + b = 0
which amounts to
a = w, b = w2 or a = w2, b = w
which can not be the case.
The equations {
ϕ(−1) = wϕ(−a)
ϕ(−a) = wϕ(−b)
reduces to{
a3b+ a2b2 + a3 − 5a2b+ 2ab2 + 2a2 − 5ab+ b2 + a+ b = 0
ab3 + a2b2 + b3 − 5ab2 + 2a2b+ 2b2 − 5ab+ a2 + a+ b = 0.
As
a3b+a2b2+a3−5a2b+2ab2+2a2−5ab+b2+a+b = (a+1)(a2b+ab2+a2−6ab+b2+a+b)
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and
ab3+a2b2+b3−5ab2+2a2b+2b2−5ab+a2+a+b = (b+1)(a2b+ab2+a2−6ab+b2+a+b),
the above equations amounts to
a2b+ ab2 + a2 − 6ab+ b2 + a+ b = 0.
Thus there exists some h ∈ A{±1,±a,±b} s.t. σh is of Type (3, 3) if and only
if
a2b+ ab2 + a2 − 6ab+ b2 + a+ b = 0.
From the above discussion we see that the assumption amounts to the exis-
tence of some linear fractional transformation ψ s.t.
ψ(α) = {1,−1, a,−a, b,−b}, a 6= ±b, a, b ∈ C\{0,±1},
where {±1,±a,±b} is not the sets we discussed above.
Without lose of generality assume
α = {±1,±a,±b}, f(z) = −z,
where {±1,±a,±b} is not the sets we discussed above.
So f ∈ Aα and σf = (1, 2)(3, 4)(5, 6).
If ∃g ∈ Aα s.t. g 6= f, g 6= I, without lose of generality assume that σg(1) 6=
σf (1) = 2.
Case 1: σg(1) = 1.
We see that g is of Type (2, 2, 1, 1), and it has another fixed point besides
1. There are two possibilities.
If σg(2) = 2, it could be that
σg = (3, 4)(5, 6) =: pi1
or
σg = (3, 5)(4, 6) =: pi2
or
σg = (3, 6)(4, 5) =: pi3.
If σg(2) 6= 2, as 3, 4, 5, 6 are congruent, we may assume without lose of
generality that
σg(3) = 3.
So it could be that
σg = (2, 4)(5, 6) =: pi4
or
σg = (2, 5)(4, 6) =: pi5
or
σg = (2, 6)(4, 5) =: pi6.
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However
pi1σf = (1, 2), pi2σf = (1, 2)(3, 6)(4, 5), pi3σf = (1, 2)(3, 5)(4, 6),
pi4σf = (1, 4, 3, 2), pi1σf = (1, 5, 4, 3, 6, 2), pi1σf = (1, 6, 4, 3, 5, 2).
As a result
σg = pi2 or pi3.
Case 2: σg(1) 6= 1.
As 3, 4, 5, 6 are congruent, we may assume without lose of generality that
σg(1) = 3.
So it could be that
σg = (1, 3)(2, 4)(5, 6) =: ρ1
or
σg = (1, 3)(2, 5)(4, 6) =: ρ2
or
σg = (1, 3)(2, 6)(4, 5) =: ρ3
or
σg = (1, 3)(2, 4) =: ρ4
or
σg = (1, 3)(2, 5) =: ρ5
or
σg = (1, 3)(2, 6) =: ρ6
So it could be that
σg = (1, 3)(4, 5) =: ρ7
or
σg = (1, 3)(4, 6) =: ρ8
or
σg = (1, 3)(5, 6) =: ρ9.
However
ρ1σf = (1, 4)(2, 3), ρ2σf = (1, 5, 4)(2, 3, 6), ρ3σf = (1, 6, 4)(2, 3, 5)
ρ4σf = (1, 4)(2, 3)(5, 6), ρ5σf = (1, 5, 6, 2, 3, 4), ρ6σf = (1, 6, 5, 2, 3, 4),
ρ7σf = (1, 2, 3, 5, 6, 4), ρ8σf = (1, 2, 3, 6, 5, 4), ρ9σf = (1, 2, 3, 4).
As a result
σg = ρ1 or ρ4.
Notice that
〈σf , pi2〉 = {I, (1, 2)(3, 4)(5, 6), (3, 5)(4, 6), (1, 2)(3, 6)(4, 5)},
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〈σf , pi3〉 = {I, (1, 2)(3, 4)(5, 6), (3, 6)(4, 5), (1, 2)(3, 5)(4, 6)},
〈σf , ρ1〉 = {I, (1, 2)(3, 4)(5, 6), (1, 4)(2, 3), (1, 3)(2, 4)(5, 6)},
〈σf , ρ4〉 = {I, (1, 2)(3, 4)(5, 6), (1, 3)(2, 4), (1, 4)(2, 3)(5, 6)}.
If Aα 6= {I, f}, then there exists some h ∈ Aα s.t. h is of Type (2, 2, 1,
1), and the two fixed points of h are on the same orbit of f . Without lose of
generality assume that h fixes ±1. Thus
h(z) =
pz + q
qz + p
, p, q ∈ C, a2 6= b2, b 6= 0.
We have
h(a) = b, h(−a) = −b
or
h(a) = −b, h(−a) = b.
Anyway
h(a) + h(−a) = 0
which means that
p = 0.
So we have
ab = 1(or − 1).
In conclusion, if ab = ±1
Aα = 〈z 7→ −z, z 7→ 1
z
〉 ' K4.
Otherwise
Aα = 〈z 7→ −z〉 ' Z2.
7.6 Another Possibility
In this case assume that for any h ∈ Aα, σh is not of Type (6), (5, 1), (4, 1, 1),
(3, 3) or (2, 2, 2) but there exists some f ∈ Aα s.t. σf is of Type (2, 2, 1, 1).
Under this assumption, there exists some linear fractional transformation ψ s.t.
ψ(α) = {0,∞,±1,±a}, a 6= 0,±1.
Define the linear fractional transformation g
g(z) =
a
z
.
We see that g ∈ Aα and is of Type (2, 2, 2), which contradicts our assumption.
This case is not possible.
90
7.7 Conclusion
From the above discussion we shall drive the following theorem
Theorem 70. Set α = {z1, z2, z3, z4, z5, z6} ⊆ Ĉ.
1. If there exists some linear fractional transformation ψ such that
ψ(α) = {1, w, w2, w3, w4, w5}, w = epi3 i,
then
Aα = ψ−1〈z 7→ epi3 iz, z 7→ 1
z
〉ψ ' D6,
and its multiplicity vector is (0, 1, 0, 0, 0, 1);
2. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, 1, w, w2, w3, w4}, w = e 2pi5 i,
then
Aα = ψ−1〈z 7→ e 2pi5 iz〉ψ ' Z5,
and its multiplicity vector is (1, 1, 1, 0, 0);
3. if there exists some linear fractional transformation ψ such that
ψ(α) = {0, ∞, 1, i, −1, −i},
then
Aα = ψ−1〈z 7→ iz, z 7→ iz + 1
z + i
〉ψ ' S4,
and its multiplicity vector is (0, 0, 1, 0, 0);
4. if there exists some linear fractional transformation ψ such that
ψ(α) = {1, w, w2, a, aw, aw2}, |a| ≥ 1, a 6= 1, w, w2, w = e 2pi3 i,
(a) if a =
√
w, w
√
w or w2
√
w,
α = {1, √w, w, w√w, w2, w2√w}
and this is case 1 ;
(b) if a = −(2 + √3), −(2 + √3)w or − (2 + √3)w2, then there exists
some linear fractional transformation φ such that
φ(α) = {0, ∞, 1, i, −1, −i}
and this is case 3;
(c) otherwise
Aα = ψ−1〈z 7→ e 2pi3 iz, z 7→ a
z
〉ψ ' D3,
and its multiplicity vector is (1, 1, 0);
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5. if there exists some linear fractional transformation ψ such that
ψ(α) = {1, −1, a, −a, b, −b}, a 6= ±b, a, b ∈ C\{0,±1},
(a) if {±1, ±a, ±b} =
{±(7−4
√
3),±(2−
√
3),±1}, {±(2−
√
3),±1,±(2+
√
3)}, {±1,±(2+
√
3),±(7+4
√
3)}
then there exists some linear fractional transformation φ such that
φ(α) = {1, w, w2, w3, w4, w5}, w = epi3 i
and this is case 1;
(b) if {±1, ±a, ±b} =
{±(
√
2−1)i,±(
√
2+1)i,±1}, {±(3−2
√
2),±1,±(
√
2−1)i}, {±1,±(3+2
√
2),±(
√
2+1)i},
then there exists some linear fractional transformation φ such that
φ(α) = {0, ∞, 1, i, −1, −i}
and this is case 3;
(c) if a2b+ ab2 + a2 − 6ab+ b2 + a+ b = 0, then there exists some linear
fractional transformation φ such that
φ(α) = {1, w, w2, c, cw, cw2}, c 6= 0, 1, w, w2, w = e 2pi3 i
and this is case 4c;
(d) otherwise,
i. if ab = ±1,
Aα = ψ−1〈z 7→ −z, z 7→ 1
z
〉ψ ' K4,
and its multiplicity vector is (1, 0, 1, 1) (viewed as type 2+mC);
ii. if ab 6= ±1,
Aα = ψ−1〈z 7→ −z〉ψ ' Z2,
and its multiplicity vector is (1, 2);
6. otherwise,
Aα = {Id}.
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8 Each Finite Subgroup of PSL(2, C) is a Stabi-
lizer of Certain Finite Subset of Ĉ
It is already known that for any finite subset α = {z1, z2, · · · , zn} ⊆ Ĉ, n ≥ 4,
Aα is finite. In this section we aim to prove that
Theorem 71. For any finite non-trivial group G of linear fractional transfor-
mations, there exists a finite subset α = {z1, z2, · · · , zn} ⊆ Ĉ such that Aα ' G.
Proof. There are only five kinds of finite non-trivial linear fractional transforma-
tion groups: the icosahedral group A5, the octahedral group S4, the tetrahedral
group A4, the dihedral group Dk and the finite cyclic group Zk, k ≥ 2.
In Section 3.1, 3.2 and 3.3 we can find α such that Aα ' A5, S4 and A4.
In Corollary 38, 39 and 41 we can find α such that Aα ' Dm and Zn, m ≥ 5,
n ≥ 4. In Section 5 we can find α such that Aα ' D4 and D2. And in Section
6.5 we can find α such that Aα ' D3 and Z2. So all we need to do is to find an
α such that Aα ' Z3.
Set
α = {0, 1, w, w2, 2, 2w, 2w2}, w = e 2pi3 i,
and
G = 〈z 7→ wz〉 ' Z3.
We have G ⊆ Aα.
As |α| = 7, from Theorem 34, 35 and 36, we see that Aα is not A5, S4 or
A4. Thus G is isomorphic to Dk or Zk.
From Theorem 37 we see that if Aα ' Dk, |α| = nk or nk + 2, n ∈ N∗. As
|α| = 7, Aα ' D7 or D5.
From Theorem 40 we see that if Aα ' Zk, |α| = nk, nk+1 or nk+2, n ∈ N∗.
As |α| = 7, Aα ' Z7, Z6, Z5, Z3 or Z2.
It is easy to see that no five points in α are concyclic. Thus Aα is not D7,
D5, Z7, Z6 or Z5. As G ⊆ Aα and G ' Z3, Aα is not Z2.
Thus Aα is isomorphic to Z3.
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