Abstract Probabilistic seismic hazard analysis (PSHA) is classically performed through the Cornell approach by using a uniform earthquake distribution over the source area and a given magnitude range. This study aims at extending the PSHA approach to the case of a characteristic earthquake scenario associated with an active fault. The approach integrates PSHA with a high-frequency deterministic technique for the prediction of peak and spectral ground motion parameters in a characteristic earthquake. The method is based on the site-dependent evaluation of the probability of exceedance for the chosen strong-motion parameter. The latter is obtained from the statistical analysis of the synthetic waveform database produced for a large number of possible rupture histories occurring on the characteristic earthquake fault. The method has been applied to a hazard evaluation in the Umbria region, where the threat is represented by a fault having the same geometry and mechanism as the 26 September 1997, Colfiorito earthquake (central Italy; moment magnitude, M w 6).
Introduction
Since its formulation in 1968, probabilistic seismic hazard analysis (PSHA) (Cornell, 1968) has been one of the most widely used tools to evaluate the threat of seismic events in earthquake-prone zones. In particular, it finds large applications in regions where information about seismogenic structures is poor or not available for the application of deterministic seismic-hazard analyses.
The product of a PSHA is a hazard curve for a specified site representing the values of a selected strong ground motion parameter having a fixed probability of exceedance in a specified period. Each value takes into account the integrated effect of all the earthquakes of different sizes occurring in different seismic source zones (i.e., points, lines, areas, volumes, and faults) with different probabilities of occurrence.
One of the main steps in PSHA consists of evaluating the effects of an earthquake occurring at a given distance from a site of interest, and it is represented by the amplitude reached by the selected strong ground motion parameter (e.g., peak ground acceleration, velocity, or displacement or a spectral parameter) (Reiter, 1990) . In general, this goal is pursued by using an attenuation relationship that is, in general an empirical relationship among parameters characterizing the source, the propagation medium, and the local site geology.
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When a single causative fault and an associated maximum earthquake is considered as the threat for the site of interest, the application of the classical PSHA is not obvious. One problem is represented by the formulation of a recurrence relationship and the computation of the activity rate, in particular, for large-magnitude earthquakes for which the catalogs are generally not complete. Moreover, because of their empirical nature, the attenuation relationships provide ground-motion estimates and related uncertainties that account only partially for the characteristics of the earthquake source process and seismic wave propagation (Boore et al., 1997; Somerville et al., 1997; Convertito and Herrero, 2004) . These features are of main concern for those sites located at distances comparable to the fault dimension insofar as the effect of source heterogeneity and complexity could be responsible for the complexity of ground motion high frequency (f Ͼ 1 Hz) records.
In contrast, the use of a purely deterministic approach for simulating the effect of a seismic event occurring on a given causative fault does not account for earthquake recurrence, thus providing a sort of "static" scenario that is of little use for probabilistic hazard evaluations. In this article, we propose a new integrated probabilistic-deterministic method aimed at overcoming some of the limitations of both PSHA and deterministic techniques when applied to a single fault (or fault system) for a scenario-like description of the hazard. In particular, it allows the time variable to be accounted for (i.e., in terms of return period and time of interest) in the deterministic scenario studies and for source pa-rameters (geometry, radiation pattern, directivity, etc.) in the PSHA approach.
We use the "characteristic-earthquake" model to compute the probability of occurrence of earthquakes (Schwartz and Coppersmith, 1984) and the approach proposed by Youngs and Coppersmith (1985) to compute the activity rate. The characteristic-earthquake model is based on the observation that during repeated rupture episodes occurring on the same fault (or fault system), some characteristics, like fault geometry, source mechanism, and seismic moment, remain approximately constant over a large timescale; these parameters depend on the direction and intensity of the regional stress field. Relevant to the estimation of earthquake effects, the distance and azimuthal distribution of groundmotion parameters and their expected ranges of variability are obtained by applying the hybrid deterministic-stochastic method proposed by Zollo et al. (1997) . The ground-motion estimates are validated by a comparison with empirical attenuation relationships. The technique developed in this article is applied to the case of the mainshock of the UmbriaMarche (central Italy) seismic sequence (Colfiorito earthquake, 26 September 1997, 09:40 UTC, M w 6).
Theory Framework
The computation of a hazard curve requires the resolution of the classical hazard integral (Cornell, 1968) , the formulation of which, for a selected strong ground motion parameter A and for the ith seismic source zone, is given by:
The quantity E i (A Ն A 0 ) in equation (1) represents the frequency of exceedance of a given threshold value A 0 . If a Poissonian model for the earthquakes occurrence is assumed and a time of interest t is selected, the probability of exceedance P(A Ն A 0 , t) can be computed as:
0 Once the geometry of the source and a range of magnitude of interest have been fixed, the probability density functions (PDFs) in equation (1) can be defined. In particular, f R (r)dr represents the probability of occurrence of a given earthquake at a distance in the range (r, r ‫ם‬ dr) from the site of interest. In general, this PDF has no analytical formulation except for some simple source geometries as a point or a line. The PDF f M (m) describes the probability of occurrence of each earthquake having a magnitude in a given range of interest. It can be easily shown that the latter PDF is a truncated exponential function when the Gutenberg-Richter recurrence relationship is used to characterize the occurrence of the earthquakes (Cornell and Van Marcke, 1969) . The exceedance probability p a represents the probability of exceedance of a threshold value A 0 , for a given distance r and a given magnitude m. It depends on the ground-motion attenuation relationship and is, in general, computed assuming a lognormal distribution of the parameter A. Finally, the coefficient ␣ i represents the average rate of occurrence of the earthquakes for each zone, and it is usually estimated from seismic catalogs. When a single causative fault is considered and the occurrence of a given magnitude earthquake is considered for a scenario-like analysis, equation (1) needs some modifications. In fact, it is not obvious what is the best formulation for the PDFs f R (r) and f M (m) and how to compute the parameter ␣ i . For the definition of distance, the best choice in the case of a single fault could be the minimum horizontal distance to the surface projection of the fault plane (e.g., Joyner and Boore, 1981) , if one considers that the fault geometry and extension is known and that the rupture process involves the whole fault area, whatever the location of the nucleation point. In this case, the PDF f R (r) of the distance reduces to 1/dr. The characteristic-earthquake model is a reasonable assumption for computing f M (m) for a large-magnitude event on a given fault (Schwartz and Coppersmith, 1984) . This model is based on the hypothesis that individual faults tend to generate similar size or "characteristic" earthquakes and that characteristic earthquakes occur on a fault not at the exclusion of all other magnitudes, but with a frequency distribution different from an exponential one.
The observational basis of this model relies on both geological and seismological data. In fact, paleoseismic evidence in several different tectonic environments (e.g., Pantosti and Valensise, 1990; Pantosti et al., 1993; Megharoui et al., 2000) supports the idea that the rupture parameters of the earthquake (e.g., geometry, mechanism, and average slip per event) can be considered constant over a large timescale, with these parameters being mainly related to the regional stress regime. However, the details of the rupture process (e.g., nucleation and rupture propagation) need not remain identical in all events on the selected fault, as shown for example, by numerical simulation studies of fracture development (e.g., Rice, 1993; Nielsen et al., 1995; Cochard and Madariaga, 1996) . These processes are related to the variable rock strength and/or to the local stress conditions in the fault zone.
If the characteristic earthquake model is assumed, it is possible to formulate the corresponding f M (m) and to compute the activity rate following the approach proposed by Youngs and Coppersmith (1985) . In particular, it can be demonstrated that the PDF f M (m) has the following expression: 
where the constant C is given by: (3), Youngs and Coppersmith (1985) showed that the seismic activity rate ␣ C for the characteristic part of the PDF f M (m) is given by:
represents the seismic-activity rate for the noncharacteristic part of the PDF f M (m). In equation (6), l is the shear modulus, A f is the total area of the considered fault plane, S is the average slip rate along the fault, and M 0 max is the seismic moment evaluated for the maximum magnitude m max by a relationship of the type log M 0 ‫ס‬ cm ‫ם‬ d, relating the magnitude m to the seismic moment M 0 (e.g., Hanks and Kanamori [1979] law). The constant K is given by: Youngs and Coppersmith (1985) also determined an expression for the activity rate in the case of the exponential model for earthquakes occurrence, given by:
where the parameters are the same as in previous equations. On the basis of the previous considerations, the classical hazard integral reported in equation (1) can be finally reformulated for the characteristic-earthquake model as follows:
0 where r, for each site of interest, represents the minimum distance from the surface projection of the ith rupturing fault, and ␣ c is given by equation (5). Thus, it is possible to compute the hazard curve for the single causative fault once the magnitude m c for the characteristic earthquake has been selected. Of course, we also need a formulation for evaluating the level reached by the strong ground motion parameter A (i.e., the earthquake effect) and the associated exceedance probability p a . Figure 2 . Epicentral area of the 1997 M w 6 Colfiorito earthquake. The inner rectangle represents the surface fault projection and the star is the earthquake epicenter. The outer rectangle corresponds to the area considered in this study. The fault-plane solution after Zollo et al. (1999) and Capuano et al. (2000) is also shown.
The Simulation of Ground Motion
To estimate the earthquake effects, we have adopted the method proposed by Zollo et al. (1997) that computes the ground motion associated with the rupture of a given fault solving the source representation integral (Aki and Richards, 1980) . Details about the ground-motion simulation technique can be found in the Appendix.
A family of synthetic acceleration records was obtained by simulating a large number of rupture scenarios for a given fault plane. In the following section the application to the 1997 Umbria-Marche mainshock, where 150 different rupture scenarios are simulated, is discussed. Each rupture scenario has a different rupture nucleation point and final slip distribution. Heterogeneous slip on the fault is computed according to the k-square model of Hanks (1982) and Herrero and Bernard (1994) . Each computed slip distribution is such that the total seismic moment corresponds to that of the considered characteristic earthquake. Rupture nucleation points were uniformly distributed in the deepest part of the fault, according to hypocentral determinations of the main events of the Umbria-Marche sequence (Zollo et al., 1999) . The maximum number of rupture scenarios to be simulated was chosen after having verified that no substantial differences in the estimation of mean values and standard deviations of the selected ground-motion parameter were observed for each receiver, by considering a larger number of simulations. For each rupture scenario we computed synthetic accelerograms on a regular grid of 64 receivers located in an area of about 60 ‫ן‬ 60 km 2 (Fig. 2) . The spacing between adjacent receivers was 5 km and the maximum frequency content of simulated accelerograms was 20 Hz.
Application and Results
The method proposed in this article has been applied to the 1997 M w 6 Colfiorito mainshock of the Umbria-Marche sequence. The fault parameters used for the waveform simulation were determined by Zollo et al. (1999) and Capuano et al. (2000) , and they are listed in Table 1 .
The peak ground acceleration (PGA) is the selected ground-motion parameter for hazard analysis. The large number of simulated seismograms allowed a histogram to be built for each receiver, representing the frequency distribution of the PGA values. Through a chi-square test, we verified that the families of PGAs simulated at each receiver were lognormally distributed and could be characterized by a mean value with the associated statistical coefficient of variation [CoV ‫ס‬ 100 (standard deviation/mean value)]. Thus, for each site, the probability of exceedance, p a , in equation (9) could be finally computed by using the mean PGA value and the related uncertainty.
In Figure 3 , the PGA and CoV maps are shown. The map of mean PGA values (Fig. 3a) shows a northwest-southeast alignment and a lobular trend associated with the source radiation pattern. This distribution can be compared with similar patterns observed in macroseismic maps (Tosi et al., 1999) . The largest predicted ground acceleration values (Ͼ2.0 m/sec 2 ) are observed north and southeast of the fault. We stress that the interpretation of the average map has to be carried out jointly with the CoV map. This map (Fig. 3b) shows the lowest values in the eastern region as a consequence of the up-dip source directivity. Regions where the CoV is higher (e.g., the western side of the map) indicate that the PGA values can vary strongly, depending on how Table 1 Fault Parameters Relative to the Mainshock of the UmbriaMarche (Central Italy) Seismic Sequence (Colfiorito Earthquake, 26 September 1997, 09:40 UTC, M w 6) after Zollo et al. (1999) and Capuano et al. (2000) Fault the rupture nucleates, propagates, and stops during the faulting process.
Synthetic PGA values as a function of the distance and the azimuth are given in Figure 4 . The PGA variability along different profiles is controlled by fault geometry, directivity, and mechanism. Profiles located on the foot wall are characterized by PGA values larger than those for symmetrical profiles located on the hanging wall. This feature can be explained again as a dominant effect of the up-dip rupture directivity along with a geometrical source-to-receiver effect. This is not true for profiles 1 and 5. Indeed, the PGA attenuation along these profiles is clearly different. This behavior could be associated with a dominant effect of the source radiation pattern. In Figure 4 , synthetic PGA ranges (plus/minus one standard deviation) are compared with the empirical attenuation curves proposed by Sabetta and Pugliese (1987) and Abrahamson and Silva (1997) for the M 6 event. In each panel, black continuous lines represent the Sabetta and Pugliese (1987) attenuation curve and gray lines the Abrahamson and Silva (1997) attenuation curves. In particular, continuous gray lines refer to sites located on the foot wall, and dashed gray lines refer to sites located on the hanging wall.
For a more complete comparison, the simulated and estimated PGA values for all of the profiles and for the two attenuation relationships are also given in Figure 4 . We used the attenuation relationship proposed by Sabetta and Pugliese (1987) because it was derived from an Italian strongmotion database. We also selected the attenuation relationship proposed by Abrahamson and Silva (1997) , insofar as it allows us to account for hanging-and foot-wall effects.
It is possible to distinguish profile directions in Figure 4 (e.g., profiles 5 and 8) for which the Sabetta and Pugliese (1987) attenuation relationship underestimates the predicted PGA values for distances larger than a few kilometers. In the same cases, the Abrahamson and Silva (1997) attenuation relationship provides PGA estimates at large distances that are similar to the simulated ones. On the other side, there are also profiles (e.g., profiles 2, 3, and 4) for which synthetic results are underestimated with respect to the empirical curves. Again, this is mainly due to the dominant up-dip rupture directivity in our synthetics.
The seismic activity rate for the characteristic part of the magnitude PDF (equation 5) is the final parameter needed to be computed to evaluate the hazard integral (equation 9). We retrieved the values of the parameters b ‫ס‬ 0.847, m 0 ‫ס‬ 4.0, and m max ‫ס‬ 6.7 from the NT4.1 catalog (Camassi and Stucchi, 1996) , values that characterize the seismic source zone in which the selected fault is embedded. Moreover, we adopted a slip rate S ‫ס‬ 0.385 mm/year, which is the average value estimated for the seismogenic faults located in the Italian Apennines region (Valensise et al., 2001) . Finally, from the NT4.1 catalog, we estimated that the magnitude for which the characteristic behavior of the fault can be hypothesized ranges from M 5.7 to M 6.7. As a consequence, in our application we can select Dm 1 ‫ס‬ Dm 2 ‫ס‬ 1.0 in equations (3 4 5 6 7) and (9). With these assumptions, and using the fault parameters reported in Table 1 , we obtained ␣ C ‫ס‬ 0.000260 years ‫1מ‬ from equation (5). Once the PGA, the associated CoV (Fig. 3) , and the seismic-activity rate have been obtained, the hazard maps can be computed by using equation (9). The selected return periods for our analysis were T 1 ‫ס‬ 10,000 years, T 2 ‫ס‬ 20,000 years, and T 3 ‫ס‬ 50,000 years.
For comparison with the classical Cornell (1968) approach we also performed the analysis for the truncated exponential model. Using equation (8), we computed the seismic activity rate for the same magnitude range (M ʦ [5.7, 6 .7]), obtaining ␣ exp ‫ס‬ 0.0109 years ‫1מ‬ . The hazard integral was then solved for the same geometry and magnitude range Figure 4 . Plots of simulated PGA (mean values, black dots, plus/minus one standard deviation) versus the closest distance from the surface fault projection along different profiles around the fault. Profile 1 coincides with the fault-strike direction. The figures also report the Sabetta and Pugliese (1987) (black line) and Abrahamson and Silva (1997) (gray lines) relations for a M w 6.0 earthquake. In particular, dashed gray lines refer to sites located on the hanging wall, and continuous gray lines refer to sites located on the foot wall. The mean PGA values for all profiles along with the estimate PGA values are also shown in the same figure. and for both characteristic and exponential recurrence models, using two different attenuation relationships, Sabetta and Pugliese (1987) and Abrahamson and Silva (1997) , for computing the probability of exceedance, p a .
The results of the analysis for the return period T 1 ‫ס‬ 10,000 years are reported in Figure 5 , and those for periods T 2 ‫ס‬ 20,000 years and T 3 ‫ס‬ 50,000 years are shown in Figures 6 and 7 , respectively. In each of Figures 5, 6 , and 7, the top panels refer to the characteristic model and simulated PGAs (method presented in this article). Panels b and c show the results obtained for the characteristic model when the PGAs are estimated by using the Sabetta and Pugliese (1987) and Abrahamson and Silva (1997) attenuation relationships, respectively, whereas panels d and e correspond to the exponential models for the same attenuation relationships.
The hazard maps obtained from the synthetic data (panels a in Figs. 5, 6, and 7) reproduce the main features of the PGA map (Fig. 3a) , thus accounting for kinematic seismic source parameters, such as the focal mechanism, the radiation pattern, and the directivity effect. This characteristic is more evident at larger return periods (panels a in Figs. 6 and 7).
In addition, we selected four sites located at the same distances from the surface fault projection to examine the differences between the results in the classical approach and in our method in site-specific hazard analysis. In particular, because of the fault geometry and orientation, site S1 is located on the foot wall, site S2 is located on the hanging wall, whereas sites S3 and S4 are off the end of the fault (Fig. 8) . We computed the hazard curves for a 50-year exposure period (Figs. 9 and 10). As expected, for all four selected sites, there are no differences in the hazard curves when the PSHA with the Sabetta and Pugliese (1987) relation is applied, because of the symmetry of the problem. On the other hand, different results were obtained when an attenuation relationship that is able to account for the location or the azimuth of the site with respect to the orientation of the fault was used (the Abrahamson and Silva [1997] relation in our case). This is confirmed by the results shown in Figure 9 for sites 1 and 2 and in Figure 10 for sites 3 and 4.
The differences in the shapes of the hazard curves depend on the seismic-activity rates between the characteristic and the exponential recurrence models, the PGA estimates by the two different attenuation relationships with respect to the simulated values, and the differences among the standard deviations. In fact, although the two attenuation relationships are characterized by a constant value of the standard deviation, the synthetic results are characterized by a standard deviation that depends on the receiver position. Because this parameter controls the width and the long-tail shape of the lognormal distribution, the probability of exceedance in equation (9) retrieved from this distribution can be very different, depending on the site location (panels a of Figs. 9 and 10). In particular, for a given PGA value, the larger the distribution the larger is the probability of exceedance and the larger are the PGA threshold values (A 0 in equation 9) for which this probability can be evaluated. On the other hand, the differences in the hazard curves for sites S1 and S2 when the Abrahamson and Silva (1997) relation is used (Fig. 9e and i) are ascribed to the differences in the PGA estimates, depending on the site location relative to the fault mechanisms (i.e., hanging wall versus foot wall). In fact, when the sites are located on the same side or off the end of the faults, no difference is present in the hazard curves ( Fig. 10e and i ).
Discussion and Conclusions
In this article, we have proposed an original method that combines the probabilistic and the deterministic approaches in the hazard analysis. This technique is designed to overcome some of the limitations inherent in the deterministic and Cornell (1968) classical approaches when a single causative fault is considered for a scenario-like hazard analysis. In particular, we can account for the recurrence of a characteristic earthquake in the framework of the deterministic approach. In addition, the proposed method explicitly allows the incorporation of seismic source parameters in the PSHA, such as the radiation pattern, the fault geometry, and the directivity effect. Thus, some of the parameters that may affect the radiated energy in the near-source range and that cannot be easily considered by classical attenuation relationships can be accounted for.
Because of the availability of synthetic waveforms, the analyses performed in this article for PGA can be extended to any other ground-motion parameter, both in the time and frequency domains. Moreover, the site effect can be taken into account if the transfer functions are available.
We have shown the application of this method to the 1997 M w 6 Colfiorito earthquake. We followed the approach proposed by Youngs and Coppersmith (1985) to compute the seismic-activity rates for both exponential and characteristic earthquake-recurrence models. The concept of a characteristic earthquake is then introduced in the formulation of the classical hazard integral (equation 1) by using a specific formulation of the magnitude PDF (equation 3). The PGA values obtained by the hybrid deterministic-stochastic simulation method (Zollo et al., 1997) used in this application were first compared with estimates of the Sabetta and Pugliese (1987) and Abrahamson and Silva (1997) attenuation relationships (Fig. 4) . The comparison illustrates that the simulated PGAs are comparable to the empirical estimates. An azimuthal dependence of synthetic data is evident, however.
We computed the hazard maps for three different return periods, T 1 ‫ס‬ 10,000 years, T 2 ‫ס‬ 20,000 years, and T 3 ‫ס‬ 50,000 years, and we evaluated the hazard curves for four selected sites at a 50-year exposure period. The PGA distribution we retrieved (Figs. 5a, 6a , and 7a) can be ascribed to the way that the earthquake effects are accounted for in our technique. In particular, it is easy to recognize the source radiation pattern and directivity effects on our hazard maps. For each return period, the hazard maps obtained using syn- thetic data show PGA values lower than those obtained when the attenuation relationships are used to compute the earthquake effects. The site-specific hazard analyses also show differences in the shape of the hazard curves (Figs. 9 and 10), which is related, in particular, to the way that the earthquake effects and the associate uncertainties are estimated. Figure 9 . Hazard curves for the characteristic and the exponential recurrence models for sites 1 (dashed black lines) and 2 (gray lines). Annual frequency of exceedance is computed both by our technique (a) and by attenuation relationships. In particular, panels (c) and (g) refer to the characteristic and exponential models, respectively, when the Sabetta and Pugliese (1987) attenuation relationship (S&P) is used to estimate the PGA; panels (e) and (i) refer to the characteristic and exponential model, respectively, when the Abrahamson and Silva (1997) attenuation relationship (A&S) is used to estimate the PGA. The corresponding probability of exceedance curves for a 50-year exposure are also computed both by our technique (b) and by attenuation relationships (d, f, h, and l). Refer to Figure 8 for the site locations and the line style. 
