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Let Mn,m be the set of all n × m matrices with entries in R. For
A, B ∈ Mn,m, it is said that A is rowmajorized (respectively column-
majorized) by B if every row (respectively column) of A is majorized
by the corresponding row (respectively column) of B, i.e. for every
i (1  i  n) there exists a doubly stochastic matrix Di such that
A(i) = B(i)Di , where A(i) and B(i) are the ith rows of A and B re-
spectively. In this paper the relations row and column-majorization
onMn,m are studied and also all linear operators T : Mn,m → Mn,m
preserving (or strongly preserving) rowor column-majorizationwill
be characterized.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
An square matrix is called row stochastic if it is (componentwise) nonnegative and each row sum
is 1. If A and At are both row stochastic then A is called doubly stochastic. The concept of vector
majorization is a much studied concept in linear algebra and its applications. For x, y ∈ Rn it is said
that x is majorized by y (denoted by x ≺ls y ) if there is a doubly stochastic matrix D satisfying x = Dy.
Marshall et al. book [10] and Hardy et al. text [6] are the standard general references for majorization
and inequalities. To find a sampling of the diverse areas in whichmajorization has been used see [2,3].
Several generalizations of this concept have also been introduced for matrices. Let A, B ∈ Mn,m. It is
said that A is (left) multivariate majorized by B (denoted by A ≺ls B ) if A = DB for some n× n doubly
stochastic matrix D, see [5,7]. It is said that A is ls-row majorized by B (denoted by A ≺rowls B) if every
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rowof A is vectormajorized by the corresponding rowof B, see [4]. A linear operator T : Mn,m → Mn,m
is said to be a linear preserver (respectively strong linear preserver) of a given relation ∼ on Mn,m if
X ∼ Y implies that TX ∼ TY (respectively X ∼ Y if and only if TX ∼ TY). The linear preservers and
strong linear preservers of multivariate majorization are fully characterized in [5,7] as follows. The
notation is defined right below.
Proposition 1.1 [5, Theorem 2]. Let T be a linear operator on Mn,m. Then T preserves multivariate ma-
jorization if and only if one of the following holds:
(a) There exist A1, . . . , Am ∈ Mn,m such that TX = ∑mj=1(tr xj)Aj, where xj ∈ Rn is the jth column of
X.
(b) There exist R, S ∈ Mm and P ∈ Pn such that TX = PXR + JXS.
Proposition 1.2 [7, Theorem 2.4]. Let T be a linear operator on Mn,m. Then T strongly preserves multi-
variate majorization if and only if there exist R, S ∈ Mm and P ∈ Pn such that R(R + nS) is invertible and
TX = PXR + JXS.
Some of our notations are explained next.
R
n: the set of all n × 1 real column vectors.
Rn: the set of all 1 × n real row vectors.
Pn: the set of all n × n permutation matrices.
ei: the real column vector with 1 as ith component and 0 elsewhere.
tr x : the summation of all components of a vector x inRn orRn.
Mn: the set of all n × n real matrices.
Rn: the set of all n × n row stochastic matrices.
Sn: the set of all n × n doubly stochastic matrices.
J: the square matrix all of whose entries are 1 (the size of J is understood from the content).
X = [x1/x2/ . . . /xn]: an n × mmatrix whose rows are x1, x2, . . . , xn ∈ Rm.
X = [x1 | x2 | . . . | xm]: an n × mmatrix with xj ∈ Rn as the jth column of X .
Nk: the set {1, . . . , k}.
A(i): the ith row of a matrix A ∈ Mn,m.
X: the vector [x1/ . . . /xn] ∈ Rn with components xi = m−1(xi1 + xi2 + · · · + xim), for i ∈ Nn.
Mn(Rm): the set of all n × nmatrices with entries inRm.
xt: is the transpose of a vector x.
All kind of majorization concerning the paper are put in the following definition:
Definition 1.3. Let A, B ∈ Mn,m.
(i) ls-majorization: A ≺ls B if A = DB for some D ∈ Sn.
(ii) rs-majorization: A ≺rs B if A = BD for some D ∈ Sm.
(iii) ls-column majorization: A ≺columnls B if every column of A is ls-majorized by the corresponding
column of B, i.e. Aei ≺ls Bei, for all i ∈ Nm.
(iv) rs-row majorization: A ≺rowrs B if every row of A is rs-majorized by the corresponding row of B,
i.e. eti A ≺rs eti B, for all i ∈ Nn.
(v) lw-majorization: A ≺lw B if A = RB for some R ∈ Rn.
(vi) rw-majorization: A ≺rw B if A = BR for some R ∈ Rm.
(vii) lw-columnmajorization: A ≺columnlw B if every column of A is lw-majorized by the corresponding
column of B, i.e. Aei ≺lw Bei, for all i ∈ Nm.
(viii) rw-row majorization: A ≺rowrw B if every row of A is rw-majorized by the corresponding row of
B, i.e. eti A ≺rw eti B, for all i ∈ Nn.
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Note that when A and B have a single row the notion of rs-majorization coincides with classical
majorization. We have the following relations between the mentioned majorizations in the above
definition. These properties can be shown directly from the definitions:
A ≺ls B ⇒ A ≺lw B
A ≺rs B ⇒ A ≺rw B
A ≺columnls B ⇒ A ≺columnlw B
A ≺rowrs B ⇒ A ≺rowrw B
A ≺ls B ⇐⇒ At ≺rs Bt
A ≺columnls B ⇐⇒ At ≺rowrs Bt
The linear preservers of some of the mentioned majorizations in Definition 1.3 have been found
in [5,7–9]. The aim of this paper is to find the linear preservers of the remaining majorizations in
Definition 1.3.
This paper is organized as follows: In Section 2 the linear preservers and strong linear preservers
of rs-row (and ls-column) majorization onMn,m will be characterized. In Section 3 the concept of rw-
row (and lw-column) majorization on Mn,m are studied and their linear preservers and strong linear
preservers will be characterized.
2. Linear preservers of rs-row (ls-column) majorization on Mn,m
In this section we characterize linear operators T : Mn,m → Mn,m which preserve or strongly
preserve rs-row (ls-column)majorization. First we need some known facts and lemmas. The following
propositions have been proved in [1,5].
Proposition 2.1. A linear operator T : Rn → Rn preserves ≺ls if and only if one of the following holds:
(i) Tx = (tr x)a for some a ∈ Rn.
(ii) Tx = αPx + βJx for some α, β ∈ R and P ∈ Pn.
Corollary 2.2. A linear operator T : Rn → Rn preserves ≺rs if and only if one of the following holds:
(i) Tx = (tr x)a for some a ∈ Rn.
(ii) Tx = αxP + βxJ for some α, β ∈ R and P ∈ Pn.
Proposition 2.3 ([5, Lemma 3]). Let P ∈ Pn, α1, β1 ∈ R with α1 	= 0, and T1 : Rn → Rn satisfy
T1x = α1Px + β1Jx. Suppose T2 : Rn → Rn is a linear preserver of ≺ls such that
γ1T1Qy + γ2T2Qy ≺ls γ1T1y + γ2T2y,
for all γ1, γ2 ∈ R, y ∈ Rn, Q ∈ Pn. Then there exist α2, β2 ∈ R such that T2x = α2Px + β2Jx.
Corollary 2.4. Let P ∈ Pn, α1, β1 ∈ R with α1 	= 0, and T1 : Rn → Rn satisfy T1x = α1xP + β1xJ.
Suppose T2 : Rn → Rn is a linear preserver of ≺rs such that
γ1T1yQ + γ2T2yQ ≺rs γ1T1y + γ2T2y,
for all γ1, γ2 ∈ R, y ∈ Rn, Q ∈ Pn. Then there exist α2, β2 ∈ R such that T2x = α2xP + β2xJ.
Proof. For every i (1  i  2) define τi : Rn → Rn by τix = [Tixt]t for all x ∈ Rn and observe that
Proposition 2.3 is applicable to τ1 and τ2. 
Lemma2.5. Let a ∈ Rn. The linear operator T : Mn,m → Mn,m defined by TX = [aX/ . . . /aX], preserves≺rowrs if and only if a ∈ ∪ni=1Span{eti }.
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Proof. If a ∈ ∪ni=1Span{eti }, it is easy to show that T preserves ≺rowrs . Conversely, let T preserve ≺rowrs .
Assume if possible a = (a1, . . . , an) /∈ ∪ni=1Span{eti }. Then there exist i, j ∈ Nn such that ai, aj 	= 0.
Without loss of generality assume that a1, a2 	= 0. Put
X :=
⎛
⎜⎝−a2 a2
−a1 a1
⎞
⎟⎠⊕ 0, Y :=
⎛
⎜⎝ a2 −a2
−a1 a1
⎞
⎟⎠⊕ 0 ∈ Mn,m.
It is clear that X ≺rowrs Y , so aX ≺rs aY . But aY = 0 and aX 	= 0 which is a contradiction. 
For every i, j ∈ Nn, consider the embedding Ej : Rm → Mn,m by Ej(x) = ejx and projection
Ei : Mn,m → Rm by Ei(A) = eti A. It is easy to show that for every linear operator T : Mn,m → Mn,m,
TX =
⎡
⎣ n∑
j=1
T
j
1xj
/
. . .
/
n∑
j=1
Tjnxj
⎤
⎦ ,
where T
j
i = Ei ◦ T ◦ Ej and X = [x1/ . . . /xn]. If T preserves ≺rowrs , it is clear that Tji : Rm → Rm
preserves ≺rs. The following theorem characterizes the linear operators preserving ≺rowrs on
Mn,m.
Theorem 2.6. Let T : Mn,m → Mn,m be a linear operator. Then T preserves ≺rowrs if and only if there
exist A1, . . . , An ∈ Mn,m, b1, . . . , bn ∈ ∪ni=1Span{eti }, P1, . . . , Pn ∈ Pm and S ∈ Mn such that for every
i ∈ Nn, bi = 0 or eti A1 = · · · = eti An = 0 and for all X = [x1/ . . . /xn] ∈ Mn,m,
TX =
n∑
j=1
(trxj)Aj + [b1XP1/ . . . /bnXPn] + SXJ. (2.1)
Proof. First assume that T preserves ≺rowrs . For every i, j ∈ Nn, Tji : Rm → Rm preserves ≺rs as
observed above. Then, each T
j
i is of the form (i) or (ii) in Corollary 2.2. Put
I = {k ∈ Nn : ∃l ∈ Nn, αlk 	= 0, β lk ∈ R, Pk ∈ Pm, Tlkx = αlkxPk + β lkxJ}.
We show that if k ∈ I, then Tjk is of form (ii) with same Pk ∈ Pm, for every j ∈ Nn. Suppose k ∈ I,
then there exists l ∈ Nn, αlk 	= 0, β lk ∈ R, Pk ∈ Pm such that Tlkx = αlkxPk + β lkxJ. For every x ∈ Rm,
γ1, γ2 ∈ R, set X = γ1elx + γ2ejx ∈ Mn,m. It is clear that XQ ≺rowrs X , and hence TXQ ≺rowrs TX , for all
Q ∈ Pm. This implies that
γ1T
l
kxQ + γ2TjkxQ ≺rs γ1Tlkx + γ2Tjkx,
for all γ1, γ2 ∈ R, x ∈ Rm, Q ∈ Pm. Then there exist αjk, β jk ∈ R such that Tjkx = αjkPkx + β jkJx, by
Corollary 2.4. Set bk := (α1k , . . . , αnk ), S(k) := (β1k , . . . , βnk ) ∈ Rn if k ∈ I and bk = S(k) := 0 ∈ Rn
if k /∈ I. Define S := [S(1)/ . . . /S(n)] ∈ Mn,m.
If k /∈ I, then Tjk is of form (i) for every j ∈ Nn and hence Tjkx = (trx)ajk , for some ajk ∈ Rm. For
k ∈ I, put ajk = 0 and define Aj := [aj1/ . . . /ajn] ∈ Mn,m.
It is clear that for every i ∈ Nn, bi = 0 or eti A1 = · · · = eti An = 0 and by a straightforward
calculation one may show that for any X = [x1/ . . . /xn] ∈ Mn,m,
TX =
n∑
j=1
(trxj)Aj + [b1XP1/ . . . /bnXPn] + SXJ.
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If bj /∈ ∪ni=1Span{eti } for some j ∈ Nn, then Lemma 2.5 implies that T is not a linear preserver of≺rowrs which is a contradiction. Therefore b1, . . . , bn ∈ ∪ni=1Span{eti }, as desired. Conversely, let the
condition (2.1) hold. Suppose X = [x1/ . . . /xn], Y = [y1/ . . . /yn] ∈ Mn,m and X ≺rowrs Y . Since for
every i ∈ Nn, bi = 0 or eti A1 = · · · = eti An = 0, it is easy to see that eti TX ≺rs eti TY and hence
TX ≺rowrs TY . 
The following theorem gives the structure of strong linear preservers of ≺rowrs onMn,m.
Theorem 2.7. Let T : Mn,m → Mn,m be a linear operator. Then T strongly preserves ≺rowrs if and only if
there exist P1, . . . , Pn ∈ Pm, b1, . . . , bn ∈ ∪ni=1Span{eti }, and S ∈ Mn such that B(B + mS) is invertible
and
TX = [b1XP1/ . . . /bnXPn] + SXJ, (2.2)
where B = [b1/ . . . /bn].
Proof. The fact that the condition (2.2) is sufficient for T to be a strong linear preserver of≺rowrs is easy
to prove. So, we prove the necessity of the condition. Assume that T is a strong linear preserver of≺rowrs .
It is easy to see that T is invertible. In viewof Theorem2.6, there existA1, . . . , An ∈ Mn,m, b1, . . . , bn ∈∪ni=1Span{eti }, P1, . . . , Pn ∈ Pm and S ∈ Mn such that TX =
∑n
j=1(trxj)Aj +[b1XP1/ . . . /bnXPn]+SXJ
and for every i ∈ Nn, bi = 0 or eti A1 = · · · = eti An = 0.We show that for every j ∈ Nn,Aj = 0. Assume
if possible there exists j ∈ Nn, such that Aj 	= 0. Without loss of generality suppose that et1Aj 	= 0,
then b1 = 0. Choose a nonzero s ∈ (Span{b2, . . . , bn})⊥ and put X := [st | −st | 0 | . . . | 0]. Then X
is nonzero and TX = 0 that is a contradiction. Therefore Aj = 0, for every j ∈ Nn.
Now, we show that B is invertible. Assume if possible B is not invertible, then there exists a nonzero
s ∈ (Span{b1, . . . , bn})⊥. Put X := [st | −st | 0 | . . . | 0] and conclude that X is nonzero and TX = 0
that is a contradiction. Therefore B is invertible.
Finally, we show that B + mS is invertible. Assume if possible B + mS is not invertible. Choose a
nonzero x ∈ Rn such that (B + mS)x = 0 and put X := [x | . . . | x]. Then X is nonzero and
TX = [b1XP1/ . . . /bnXPn] + SXJ = [(B + mS)x/ . . . /(B + mS)x] = 0,
that is a contradiction. Therefore B + mS is invertible and the proof is complete. 
Let T : Mn,m → Mn,m be a linear operator. Define τ : Mm,n → Mm,n by τX = (TXt)t . It is easy to
see that T is a (strong) linear preserver of≺rowrs if and only if τ is a (strong) linear preserver of≺columnls .
Combining this fact and previous theorems, we have the following theorems:
Theorem 2.8. Let T : Mn,m → Mn,m be a linear operator. Then T preserves ≺columnls if and only if there
exist A1, . . . , Am ∈ Mn,m, b1, . . . , bm ∈ ∪mi=1Span{ei}, P1, . . . , Pm ∈ Pn and S ∈ Mm such that for
every i ∈ Nm, bi = 0 or A1ei = · · · = Amei = 0 and for all X = [x1 | . . . | xm] ∈ Mn,m,
TX =
m∑
j=1
(trxj)Aj + [P1Xb1 | . . . | PmXbm] + JXS.
Theorem 2.9. Let T : Mn,m → Mn,m be a linear operator. Then T strongly preserves≺columnls if and only if
there exist P1, . . . , Pm ∈ Pn, b1, . . . , bm ∈ ∪mi=1Span{ei}, and S ∈ Mm such that B(B+mS) is invertible
and
TX = [P1Xb1 | . . . | PmXbm] + JXS,
where B = [b1 | . . . | bm].
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3. Linear preservers of≺rowrw (or≺columnlw ) on Mn,m
In this section we characterize linear operators T : Mn,m → Mn,m which preserve or strongly
preserve ≺rowrw (or ≺columnlw ). Through this section we assume that Q =
(
0 1
1 0
)
.
Proposition 3.1 ([9, Theorem 3]). Let α, β ∈ R with 0  min{α, β} < max{α, β} = 1, and T1 :
Rm → Rm satisfy T1x = λx(αI + βQ). Suppose T2 : Rm → Rm is a linear preserver of ≺rw such that
T1xR + T2yR ≺rw T1x + T2y,
for all x, y ∈ Rm, R ∈ Rm. Then there exists μ ∈ R such that T2x = μx(αI + βQ).
Theorem 3.2 ([9, Theorem 2.1]). If a linear operator T : Rm → Rm preserves ≺rw, then one of the
following condition holds:
(i) rank(T)  1 and, in fact, there exists a ∈ Rm such that TX = maX for all X ∈ Rm.
(ii) rank(T) = m = 2 and TX = lX(cI + dQ) for all X ∈ Rm, where 0 	= l ∈ R and 0  min{c, d} <
max{c, d} = 1.
(iii) rank(T) = m  3 and TX = lXP for all X ∈ Rm, where 0 	= l ∈ R and P ∈ Pm.
Lemma3.3. Let a ∈ Rn. The linear operator T : Mn,m → Mn,m defined by TX = [aX/ . . . /aX], preserves
rw-row majorization if and only if a ∈ ∪ni=1Span{eti }.
Proof. If a ∈ ∪ni=1Span{eti }, it is easy to show that T preserves rw-row majorization. Conversely, let
T preserve rw-row majorization. Assume if possible a = (a1, . . . , an) /∈ ∪ni=1Span{eti }. Then there
exist i, j ∈ Nn such that ai, aj 	= 0. Without loss of generality assume that a1, a2 	= 0. Consider
X =
( −a2 a2
−a1 a1
)
⊕ 0, Y =
(
a2 −a2
−a1 a1
)
⊕ 0. It is clear that X ≺rowrw Y , so aX ≺rw aY . But aY = 0 and
aX 	= 0, which is a contradiction. 
Theorem 3.4. Let T : Mn,m → Mn,m be a linear operator. Then T preserves rw-row majorization if and
only if one of the following conditions holds:
(a) m = 2 and there exist A ∈ Mn(Rm), b1, . . . , bn ∈ ∪ni=1Span{eti }, αi, βi ∈ R with 0 
min{αi, βi} < max{αi, βi} = 1 such that for every i ∈ Nn, bi = 0 or A(i) = 0 and
TX = mAX + [b1X(α1I + β1Q)/ . . . /bnX(αnI + βnQ)].
(b) m  3 and there exist A ∈ Mn(Rm), b1, . . . , bn ∈ ∪ni=1Span{eti } and P1, . . . , Pn ∈ Pm such that
for every i ∈ Nn, bi = 0 or A(i) = 0 and
TX = mAX + [b1XP1/ . . . /bnXPn].
Proof. The fact that the condition (a) or (b) is sufficient for T to be a strong linear preserver of ≺rowrw
is easy to prove. So, we prove the necessity of the conditions. Now, assume that T preserves ≺rowrw . Let
m = 2. For every i, j ∈ Nn, Tji : Rm → Rm preserves ≺rw . Then, each Tji is of the form (i) or (ii) in
Theorem 3.2. Put
I = {k ∈ Nn : ∃l ∈ Nn, λlk 	= 0, αk, βk ∈ R, Tlkx = λlkx(αlkI + β lkQ)},
where 0  min{αk, βk} < max{αk, βk} = 1. We show that if k ∈ I, then Tjk is of form (ii) of Theorem
3.2 for every j ∈ Nn. Suppose k ∈ I, then there exist l ∈ Nn, λlk 	= 0 ∈ R, αk, βk ∈ R such that
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0  min{αk, βk} < max{αk, βk} = 1 and Tlkx = λlkx(αkI + βkQ). Set X = elx + ejy. It is clear that
XR ≺rowrw X and hence TXR ≺rowrw TX for all R ∈ Rm. This implies that
TlkxR + TjkyR ≺rw Tlkx + Tjky,
for all x, y ∈ Rm. So by Proposition 3.1, there exists λjk ∈ R such that Tjkx = λjkx(αkI + βkQ). Set
bk := (λ1k, . . . , λnk) if k ∈ I, and bk = 0 if k /∈ I.
If k /∈ I, then Tjk is of form (i) of Theorem 3.2 for every j ∈ Nn and hence Tjkx = majkx for some ajk ∈ Rm.
If k ∈ I, put ajk = 0 for every j ∈ Nn. For k ∈ Nn define A(k) = [a1k . . . ank].
It is clear that for every i ∈ Nn, bi = 0 or A(i) = 0. Define A = [A(1)/ . . . /A(n)], then TX =
[∑nj=1 Tji xj/ . . . /∑nj=1 Tji xj] = mAX + [b1X(α1I + β1Q)/ . . . /bnX(αnI + βnQ)]. Form  3, with an
argument same as above it is showed that TX = mAX + [b1XP1/ . . . /bnXPn]. 
Theorem 3.5. Let m  3. T : Mn,m → Mn,m is a strong linear preserver of ≺rowrw if and only if there exist
b1, . . . , bn ∈ ∪ni=1Span{eti }, P1, . . . , Pn ∈ Pm such that B := [b1/ . . . /bn] is invertible and
TX = [b1XP1/ . . . /bnXPn].
Proof. Assume that there exist k /∈ I. Without loss of generality assume that 1 /∈ I, so b1 = 0. Set
V := span{b2, . . . , bn}, so dimV  n − 1. Therefore dimV⊥  1 and there exists 0 	= s ∈ V⊥. Set
X := [s | −s | 0 | . . . | 0]. Therefore X is nonzero and biX = 0, so TX = 0, that is a contradiction. So
for every k ∈ Nn, k ∈ I. Therefore TX = [b1XP1/ . . . /bnXPn].
Now we show that B is invertible. Let if possible B is not invertible, and set V := span{b1, . . . , bn}. So
dimV  n − 1. Therefore dimV⊥  1 and there exists 0 	= s ∈ V⊥. Set X := [s | −s | 0 | . . . | 0].
Therefore X is nonzero and biX = 0, then TX = 0 which is a contradiction. 
Corollary 3.6. Let T : Mn,m → Mn,m be a strong linear preserver of ≺rowrw . Then T strongly preserves≺rowrs .
Now we characterize all linear operators T : Mn,m → Mn,m that preserve or strongly preserve
lw-column majorization.
Theorem 3.7 ([8, Theorem 2.3]). Let T : Rn → Rn be a linear operator. Then T preserves ≺lw if and
only if TX = (aI + bP)X for all x ∈ Rn, where P 	= I is an n × n permutation matrix, and a, b ∈ R are
such that ab  0 and, if n 	= 2, ab = 0. In case n 	= 2, then aI + bP = cQ for some c ∈ R and, hence,
TX = QXK for some K ∈ Mm.
Lemma 3.8. Let a ∈ Rm. The linear operator T : Mn,m → Mn,m defined by TX = [Xa | . . . | Xa],
preserves lw-column-majorization if and only if a ∈ ∪mi=1Span{ei}.
Theorem 3.9. Let T : Mn,m → Mn,m be a linear operator. Then T preserves lw-column majorization if
and only if one of the following condition holds:
(a) n = 2 and there exist b1, . . . , bm ∈ ∪mi=1Span{ei}, Q 	= I ∈ Pn, αi, βi ∈ R such that αiβi 	= 0,
and
TX = [(α1I + β1Q)Xb1 | . . . | (αnI + βnQ)Xbm].
(b) n 	= 2 and there exist b1, . . . , bm ∈ ∪mi=1Span{ei} and P1, . . . , Pm ∈ Pn such that
TX = [P1Xb1 | . . . | PmXbm].
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Theorem3.10. Let T : Mn,m → Mn,m be a linear operator. Then T strongly preserves lw-columnmajoriza-
tion if andonly if there exists b1, . . . , bm ∈ ∪mi=1Span{ei}, P1, . . . , Pm ∈ Pn such thatB := [b1 | . . . | bm]
is invertible, TX = [P1Xb1 | . . . | PmXbm].
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