This paper concerns a dynamic scheduling problem for a queueing system that has two streams of arrivals to in nite capacity bu ers and two (non-identical) servers working in parallel. One server can only process jobs from one bu er, whereas the other server can process jobs from either bu er. The service time distribution may depend on the bu er being served and the server providing the service. The system manager dynamically schedules waiting jobs onto available servers. We consider a parameter regime in which the system satis es both a heavy tra c condition and a resource pooling condition. Our cost function is a mean cumulative discounted cost of holding jobs in the system, where the (undiscounted) cost per unit time is a linear function of normalized (with heavy tra c scaling) queue length. We rst review the analytic solution of the Brownian control problem (formal heavy tra c approximation) for this system. We \interpret" this solution by proposing a threshold control policy for use in the original parallel server system. We show that this policy is asymptotically optimal in the heavy tra c limit and the limiting cost is the same as the optimal cost in the Brownian control problem. The techniques developed here are expected to be useful for analyzing the performance of threshold-type policies in more complex multiserver systems.
Introduction
Queueing networks (otherwise known as stochastic processing networks 11]) are used as stochastic models for modern telecommunication, manufacturing and computer systems. Some of these networks allow for exible scheduling of jobs (see e.g., 17]) through dynamic (state-dependent) alternate routing and sequencing. It is a challenging problem to design dynamic control policies for such networks that are simple to implement and yet are at least approximately optimal in an appropriate sense. As one approach to this problem, some authors (see for example 4, 14, 15, 18, 24, 25, 34] ) have followed the scheme rst suggested by Harrison 8] where analysis of Brownian control problems (formal heavy tra c approximations to queueing network control problems) is combined with clever interpretation of their optimal (analytic) solutions to suggest \good" policies for some queueing network control problems. These analytically derived policies (as opposed to ones derived computationally by discretization of the Brownian control problem, see e.g., 9, 10, 20, 22, 23] ), have frequently involved threshold-type control. Although these policies have usually performed well when simulated, there are few proofs 19, 26] of the asymptotic optimality (in heavy tra c) of such policies.
As a step towards providing a rigorous basis for this approach to dynamic scheduling of queueing networks, here we consider a queueing system (see Figure 1 ) consisting of two bu ers and two parallel servers with dynamic scheduling capabilities. This \parallel server system" may be viewed as a simple model for a parallel computing system where processors have overlapping capabilities, or for a manufacturing test facility where test machines have di ering primary functions and some overlapping secondary functions. More importantly, we believe the approach and techniques developed here provide templates for the treatment of more complex multiserver systems, i.e., systems with two or more parallel servers.
A detailed description of our parallel server system is given in Section 2. In this Introduction, we outline the structure to facilitate a description of the main results of the paper. A schematic for our parallel server system is shown in Figure 1 . The circles represent single servers and the open ended rectangles represent in nite capacity bu ers for holding jobs awaiting service. Arrivals to the two in nite capacity bu ers are given by independent renewal processes with a long run arrival rate of k for bu er k, k = 1; 2. Arrivals to bu er k are called class k jobs. Within each bu er, jobs are ordered according to their arrival times, with the earliest arrival being at the head of the line. Each job requires a single service at one of the servers, subject to the restriction that server 1 can only process jobs of class 1, whereas server 2 can process class 1 and class 2 jobs. Control of the system occurs through allocations of server time to processing activities de ned as follows: activity 1 = processing of class 1 jobs by server 1, activity 2 = processing of class 1 jobs by server 2, activity 3 = processing of class 2 jobs by server 2.
For concreteness we make the following speci c assumptions concerning service protocol. Once a job has commenced service at a server, it remains at that server until its service is complete, even if its service is interrupted for some time (e.g., by preemption by a job of the other class, if allowed). A server may not start on a new job of class k until it has nished serving any class k job that it is working on or that is in suspension. A server cannot work unless it has a job to work on (in particular, if there are no class 1 jobs in bu er 1 or at server 1, and server 2 has a class 1 job in process or in suspension, then server 1 cannot work on the class 1 job assigned to server 2 and must remain idle until a new class 1 job arrives to the system). For each activity there is an associated sequence of i.i.d. random variables, specifying the amounts of service time required by the successive jobs processed by that activity. The sequences for di erent activities are mutually independent and are independent of the arrival processes. The mean of the service times for activity j is 1= j , j = 1; 2; 3.
In this paper, we focus on the parameter regime in which the system is nominally heavily loaded, i.e., 1 ? 1 2 is close to 1 ? 2 3 , which has the interpretation that the long run fraction of server 2's time needed to help process class 1 jobs is close to the long run fraction of time left over after server 2 processes class 2 jobs. In addition, we assume that a (complete) resource pooling condition (cf. 10, 12, 18, 24] ) is satis ed, i.e., in addition, 1 > 1 . In particular, in the optimal solution of the Brownian control problem, the two servers combine to form a single pooled resource or \super-server". We consider a cost function which is a mean cumulative discounted cost of holding jobs in the system, where the (undiscounted) cost per unit time, per unit of normalized (in heavy tra c scale) queue length, is a constant h k > 0 for class k, k = 1; 2. be considered | we chose this one for concreteness and since it is commonly used in stochastic control.)
The main results of the paper are the following. After reviewing the optimal solution of the Brownian control problem for our system, we \interpret" this solution by proposing a dynamic threshold control policy for use in the original parallel server system (see De nition 5.1). We show that this threshold policy is asymptotically optimal in the heavy tra c limit and that the limiting cost is the same as the optimal cost for the Brownian control problem (see Theorem 5.3) . Formally (as in prior work on heavy tra c limit theorems), this involves considering a sequence of parallel server systems (see Section 3), each member of which has the same basic structure as the system described above, but in which combinations of the rst order parameters approach limiting values at uniform rates (see Assumption 3.1), and in particular, 1 ? 1 2 = 1 ? 2 3 and 1 > 1 in the limit. In addition, here we only consider the case where h 1 2 h 2 3 in the limit (see Assumption 3.2), which corresponds to class 2 being the \cheapest" (or equally cheap) class in which to hold jobs in the heavy tra c limit. For this parameter combination, one might be tempted to use a static priority policy suggested by an extrapolation of the classical c rule (see e.g., 27]), where c = h here. Such a policy would require that server 1 works whenever possible and server 2 gives priority to class 1 jobs over those in class 2. As illustrated by Harrison 10] this greedy scheduling policy is \disastrously ine cient" and one is led to seek more e cient dynamic policies. In this paper, we propose such a dynamic policy and prove it is asymptotically optimal. Although not considered here, the complementary parameter regime h 1 2 < h 2 3 can be treated in a similar manner, though a little more simply, for in this case the static priority policy suggested by the c -rule (i.e., server 2 gives priority to class 2 over class 1) is optimal.
The parallel server system treated here was considered previously by Harrison 10] under more restrictive assumptions. In particular, Harrison assumed the arrival processes were Poisson and the service times were deterministic with speci c numeric values (up to a heavy tra c scale factor) for the arrival and service rates, whereas we allow i.i.d. interarrival and service times with arbitrary distributions subject to a nite exponential moment condition and a relationship between arrival and service rates that ensures the system is heavily loaded and allows (complete) resource pooling. In addition, Harrison's asymptotically optimal control policy only reviews the system status at xed intervals of time, i.e., it is a so-called \discrete review" policy. On the other hand, we exhibit an asymptotically optimal \continuous review" policy which allows changes in service allocations to be made at random times, according to the state of the system. Our policy is easily described in terms of a threshold or safety stock level that is used to prevent unnecessary idleness of servers when there is still work in the system. A nal di erence is that our notion of asymptotic optimality involves a mean cumulative discounted cost whereas Harrison used a pathwise criterion.
Heavy tra c analysis of multiserver systems (parallel server systems with two or more servers) has also been considered by Kushner and Chen 20] and Harrison and L opez 12] . The work of Kushner and Chen considers a di erent parameter regime than that considered here. In a sense it is at the opposite end of the spectrum since our regime allows complete pooling and that of 20] does not allow for any resource pooling. In addition, solutions of the Brownian control problem in the regime of 20] are to be found by numerical means 21], whereas ours are derived by analytic means. The recent work of Harrison and L opez 12] identi es a condition for complete resource pooling in heavy tra c for the multiserver problem and proposes using the BIGSTEP discretization method of Harrison 9 ] to nd candidates for \good" discrete review policies for this problem. However, no proof of asymptotic optimality of such policies is given in 12]. Assuming the heavy tra c resource pooling condition of Harrison and L opez 12], a candidate for an asymptotically optimal threshold policy is proposed in Williams 37] for the multiserver problem. The analysis of the two server problem considered in this paper is expected to play a key role in an iterative proof that this threshold policy is asymptotically optimal for the multiserver problem under the Harrison-L opez heavy tra c complete resource pooling condition.
The remainder of this paper is organized as follows. In Section 2 we complete the description of the parallel server system considered here. This includes a description of the primitive stochastic processes in our model, allowed scheduling control policies, and a speci cation of dynamic equations satis ed by the queue length process. In Section 3 we describe the asymptotic regime in which we seek to analyze the performance of control policies for our system. In particular, we specify assumptions on the stochastic primitives that imply our system is asymptotically in heavy tra c (cf. 11]) and satis es the complete resource pooling condition of Harrison and L opez 12] . We describe the normalization of the queue length process via di usive scaling and we specify the associated cost function. In Section 4, following the general scheme proposed by Harrison 8] , we state the formal Brownian control problem associated with our parallel server system and describe an optimal solution for this problem. (A similar description and analysis can be found in Harrison and L opez 12] for the multiserver system.) In Section 5, we propose a threshold control policy for the parallel server system. We then state the main results which show that this policy is asymptotically optimal in the heavy tra c limit and that the limiting cost is the same as the optimal cost in the Brownian control problem. An outline of our method of proof is given in Section 6. The details of the proofs are contained in Sections 7{9. Here a critical role is played by our analysis in Section 7 of what we call the residual process, which measures deviations of the class 1 queue length from the threshold level when our threshold policy is used. This allows us to establish a form of \state space collapse" (see Theorem 5.2) under this policy.
Notation and Terminology
The set of non-negative integers will be denoted by IN and the value +1 will simply be denoted by 1. For any real number x, x] will denote the integer part of x, i.e., the greatest integer that is less than or equal to x. The m-dimensional (m 1) Euclidean space will be denoted by IR m and IR + will denote 0; 1). Let j j denote the norm on IR m given by jxj = P m i=1 jx i j for x 2 IR m .
Vectors in IR m should be treated as column vectors unless indicated otherwise, inequalities between vectors should be interpreted componentwise, the transpose of a vector a will be denoted by a 0 , the 6 diagonal matrix with the entries of a vector a on its diagonal will be denoted by diag(a), and the dot product of two vectors a and b will be denoted by a b. Consider D m to be endowed with the usual Skorokhod J 1 -topology (see 6]). Let M m denote the Borel -algebra on D m associated with the J 1 -topology. This is the same -algebra as the one generated by the coordinate maps, i.e., M m = f!(s) : 0 s < 1g. All of the continuous-time processes in this paper will be assumed to have sample paths in D m for some m 1.
Suppose fW n g 1 n=1 is a sequence of processes with sample paths in D m for some m 1. Then we say that fW n g 1 n=1 is tight if and only if the probability measures induced by the W n 's on (D m ; M m ) form a tight sequence, i.e., they form a weakly relatively compact sequence in the space of probability measures on (D m ; M m ). The notation \W n =) W", where W is a process with sample paths in D m , will mean that the probability measures induced by the W n 's on (D m ; M m ) converge weakly to the probability measure on (D m ; M m ) induced by W. If for each n, W n and W are de ned on the same probability space, we say that W n converges to W uniformly on compact time intervals in probability (u.o.c. in prob.) if P(kW n ? Wk t ") ! 0 as n ! 1 for each " > 0 and all t 0.
The Parallel Server System
The physicial structure of our parallel server system was described in the Introduction. This structure is the same as in the model considered by Harrison in 10] . However, our assumptions on the stochastic primitives as speci ed below are more general than those of 10] in that we allow non-Poisson renewal arrivals, i.i.d. random service times and more general rates. 7 
Stochastic Primitives
All random variables and stochastic processes in our model are assumed to be de ned on a complete probability space ( ; F; P). The expectation operation under P will be denoted by E and P(A; B) will mean P(A \ B).
We assume that the system is initially empty. 
u k (i); for n = 1; 2; : : :; (2) we de ne A k (t) = supfn 0 : k (n) tg for all t 0:
Then A k is a renewal process, A k (t) counts the number of arrivals to class k that have occurred in 0; t], and k is the long run arrival rate to class k.
For j = 1; 2; 3, we take as given a sequence of strictly positive, i.i.d. random variables fv j (i); i = 1; 2; : : :g with mean ?1 j 2 (0; 1) and squared coe cient of variation 2 j 2 0; 1). For each j, we interpret v j (i), i 1, as the the amount of service time required by the i th job to be processed by activity j. Note that j is the long run rate at which activity j can process its associated class of jobs if the associated server works continuously and exclusively on this class. For j = 1; 2; 3, let
v j (i); for n = 1; 2; : : :;
and S j (t) = supfn 0 : j (n) tg for all t 0:
Then S 1 ; S 2 ; S 3 are renewal processes and S 1 (t) represents the number of class 1 jobs that server 1 could complete if that server worked continuously in 0; t], and for j = 2; 3; S j (t) is the number of class j ? 1 jobs that server 2 could complete if that server worked continuously and exclusively on class j ? 1 jobs in 0; t].
We assume that the interarrival time sequences fu k (i); i = 1; 2; : : :g, k = 1; 2, and service time sequences fv j (i); i = 1; 2; : : :g, j = 1; 2; 3, are all mutually independent. Without loss of generality (by removing an exceptional P-null set from if necessary), we may and do assume that A k (t); S j (t), k = 1; 2, j = 1; 2; 3, are nite-valued for all t 0, everywhere on . (We note that this also extends to the situation in the next section where we consider a sequence of parallel server systems.)
Scheduling Control
Scheduling control of the system is exerted through a three-dimensional service time allocation process T(t) = (T 1 (t); T 2 (t); T 3 (t)) 0 ; t 0: (6) For j = 1; 2; 3, T j (t) is the cumulative amount of service time devoted to activity j in the time interval 0; t]. Then I 1 (t) t ? T 1 (t)
is the cumulative idletime of server 1 up to time t,
is the cumulative idletime of server 2 up to time t, S 1 (T 1 (t)) is the number of jobs completed by server 1 up to time t, S j (T j (t)) is the number of class j ?1 jobs completed by server 2, for j = 2; 3, up to time t, and for
Q k (t) is the number of class k jobs that are either in queue or \in progress" (i.e., being served or in suspension) at time t. Now, T must satisfy certain properties that go along with its interpretation. Indeed, one could give a discrete-event type description of the properties that T must have, including any application speci c constraints such as no preemption of service. Here we allow very general T's including those that may anticipate the future. For our analysis, we shall only need the following properties 9 of the three-dimensional process T = (T 1 ; T 2 ; T 3 ) 0 . For j = 1; 2; 3, and k = 1; 2, and I, Q given by (7){(10), T j (t) 2 F for each t 0; (11) T j ( ) is continuous and non-decreasing with T j (0) = 0; (12) I k ( ) is continuous and non-decreasing with I k (0) = 0; (13) Q k (t) 0 for all t 0: (14) Note that conditions (12){ (13) imply that for j = 1; 2; 3, T j is uniformly Lipschitz continuous with a Lipschitz constant of one.
The cost function we use for our control problem involves linear holding costs associated with the expense of holding (or storing) jobs in the system until they have completed service. We defer the precise description of this cost function to the next section, since it is formulated in terms of normalized queue lengths where the normalization is in di usion scale, commensurate with the heavy tra c limiting regime in which we consider our model.
Heavy Tra c Assumptions, Scaling and the Cost Function
Even for the simple parallel server system described in the last section, the problem of nding a control policy that minimizes a cost associated with holding jobs in the system is notoriously dicult. One possible means for discriminating between policies is to look for policies that outperform others in some asymptotic regime. Here we consider the asymptotic regime associated with heavy tra c limit theorems in which the queue length process is normalized with di usive scaling { this corresponds to viewing the system over long intervals of time of order r 2 (where r will tend to in nity in the asymptotic limit) and regarding a single job as only having a small contribution to the overall cost of storage, where this is quanti ed to be of order 1=r. Formally, we consider a sequence of parallel server systems indexed by r, where r tends to in nity through a sequence of values in 1; 1). These systems all have the same basic structure as that described in the last section, however, the arrival and service rates, scheduling control and cost function (de ned below) may vary with r. We shall indicate the dependence of relevant parameters and processes on r by appending a superscript to them. We assume that the interarrival and service times are given for To begin with, we make the following assumption on the rst order parameters associated with our sequence of networks. Remark. Viewing the limiting values, k ; k = 1; 2, j ; j = 1; 2; 3, as parameters for a parallel server system of the same type as in the prelimit, we have the following interpretation of the above conditions. In the limit, the arrival rate 1 to class 1 exceeds the service rate 1 at server 1 and so the assistance of server 2 is needed to keep the class 1 queue length from growing without bound. Thus, we regard server 2 as a \helper" to server 1 in the processing of class 1. The long run fraction of server 2's time that will be required in this helper activity is class 1 jobs at a long run rate of 2 . The left member of the equation in (ii) is the long run fraction of server 2's time left over after helping process class 1 jobs and by (ii) this is exactly balanced by the long run fraction of server 2's time required to process the class 2 jobs using activity 3. Thus, we may think of the system as critically loaded in the sense that at the level of long run rates, the \capacity" of the servers is just su cient to process the incoming load. Indeed, under the above assumption, the limiting parameters k ; j satisfy the heavy tra c and complete resource pooling conditions of Harrison 11] and Harrison and L opez 12]. We have not allowed 1 1 since 1 = 1 would not lead to complete resource pooling, and 1 < 1 would not satisfy the heavy tra c assumption. Conditions (v) and (vi) are the analogues for controlled networks of the usual heavy tra c conditions involving the rates at which tra c intensities approach one. Here, \nominal" long run fractions of time devoted to activities in the r th system tend to limiting long run fractions, at a uniform rate across activities.
For each xed r and control policy T r with associated queue length Q r and idletime I r processes in the r th system, we now de ne a uid scaled process T r and di usion scaled processeŝ A r ;Ŝ r ;Q r ;Î r . Note that A r ; S r grow at long run average rates of r ; r , respectively, and so they are rst centered about their average rate processes before di usion scaling is applied. For each t 0, let T r (t) = r ?2 T r (r (20) We note that the uid scaling used here is the same as that in Williams 36] , but is di erent from the uid scaling used in most works concerned with stability analysis of queueing networks, where time is only accelerated by a factor of r and space is divided by a factor of r, see e.g., Bramson 2] .
Though both incorporate the notion of law of large numbers scaling, we shall only need the former notion of uid scaling here. Now, equations (9) On combining Assumption 3.1 with the nite variance and mutual independence of the stochastic primitives f u k (i); i = 1; 2; : : :g, f v j (i); i = 1; 2; : : :g, we may deduce from renewal process functional central limit theorems (cf. 16]) that (Â r ;Ŝ r ) =) (Ã;S) as r ! 1; (23) whereÃ;S are mutually independent,Ã is a two-dimensional driftless Brownian motion that starts from the origin and has diagonal covariance matrix diag ( 1   2   1 ; 2   2 2 ), andS is a threedimensional driftless Brownian motion that starts from the origin and has diagonal covariance matrix diag( 1 Remark. We could have allowed and h to depend on r and then assumed some limiting positive values for these constants as r ! 1. Although this more general situation can be handled by our techniques, we have chosen not to include this slight generalization here to simplify the exposition without losing much generality. We focus here on the following parameter regime.
We shall see that this assumption means that in the (formal) Brownian control problem associated with our sequence of parallel server systems, it is cheapest (or equally cheap with equality in Assumption 3.2) to keep the \jobs" in class 2. The opposite inequality can be treated in a similar manner, although a little more simply, for in that case there is an asymptotically optimal static priority control policy, namely, server 2 always gives preemptive resume priority to class 2 over class 1. We leave the details for this case to the interested reader.
In addition to the above assumptions, we make the following exponential moment assumptions which ensure that certain large deviation estimates hold for the renewal processes A r k ; S r j associated with the interarrival and service times. Remark. Note that a k (`); s j (`) are de ned, with values in (?1; 1] for all values of`. The above assumption guarantees that there is a neighborhood of 0 2 IR where these values are nite. Note also that since the fu k (i)g 1 i=1 (respectively, fv j (i)g 1 i=1 ) are i.i.d., the a k ; s j do not depend on i and in fact, the above conditions hold for all i if they hold for i = 1.
Brownian Control Problem
For the convenience of the reader, in this section we summarize the formulation and analysis of the Brownian control problem associated with our parallel server problem. For more details, the reader is referred to the works of Harrison et al. 8, 11, 12, 13] and Williams 37] .
Using the method proposed by Harrison et al., one arrives at the following formal Brownian control problem approximation (under di usive scaling) to the control problem for the parallel server system. One can obtain this by formally passing to the limit in the control problem for the r th parallel server system. An important assumption in this formal procedure is that in the uid scale of (16), the allocation processes achieve the long run rates for a balanced system in the heavy tra c limit, i.e., for T (t) (29) we have formally as r ! 1, T r =) T :
The two-dimensional Brownian motionX is the formal limit in distribution (as r ! 1) of the sequence of processes fX r g de ned by (cf. (21){ (22) 
withQ as de ned in (41){(42). The quantity J is nite and can be computed explicitly as in Section 5.3 of Harrison 7] . Now, even though the Brownian control problem can be analyzed exactly, its solution does not automatically translate to a policy in the original parallel server system. In particular, since server 1 only serves class 1, there is an obvious con ict in trying to achieve zero queue length for class 1 in the heavy tra c limit (Q 1 = 0) and zero idletime for server 1 in this limit (Ĩ 1 = 0). Even if one can guess a reasonable policy, one would still like to be able to analyze the performance of that policy. To address the aforementioned problems, in the next section we describe a dynamic threshold policy for the original sequence of parallel server systems. We then state a theorem which shows this policy is asymptotically optimal and that under this policy the associated costĴ r for the r th parallel server system converges to the minimal cost J for the Brownian control problem as r ! 1. 16 
Threshold Policy and Statement of Asymptotic Optimality
We rst describe our candidate for an asymptotically optimal policy. The form of this policy is motivated by the fact that the solution of the associated Brownian control problem described in the previous section suggests that in the heavy tra c limit one should try to keep all of the work in class 2 while attempting to keep both servers busy unless there is no work in the entire system. To keep the class 1 queue length low, our policy gives priority to class 1 at server 2, except when the class 1 queue length goes below a certain threshold and then priority switches to class 2 in an attempt to prevent starvation of server 1 while there is still work in the system. Starvation of server 1 will not be totally prevented with this policy, but by allowing the threshold level to grow suitably with r, we can ensure that starvation of server 1 is a rarer and rarer event as r ! 1.
De nition 5.1 (Threshold policy) Let c 0 > 0 be the constant described below in the proofs of Theorem 7.2 and of uniform integrability in the proof of Theorem 5.3, and let c be any constant (independent of r) such that c > c 0 . For each r 1, let L r = c log r], the integer part of c log r. In the r th system, the dynamic threshold control policy is described as follows.
(i) Server 1 operates whenever possible, or equivalently, server 1 is never idle when there are jobs in bu er 1 or at server 1.
(ii) When the number of class 1 jobs in the system exceeds the threshold value L r , server 2 gives preemptive-resume priority to class 1 jobs over class 2 jobs. In particular, when the class 1 queue length reaches L r + 1 from below, server 2 immediately suspends any work on class 2 jobs and turns to service of class 1 jobs (if it has a suspended class 1 job, it resumes work on this, otherwise the server starts work on the next job in bu er 1). Similarly, when the class Remark. For our method of proof to work, c must be su ciently large. In the proofs of Theorem 7.2 and of uniform integrability in the proof of Theorem 5.3, a means for determining a value c 0 is described such that our method works provided c > c 0 . This value is determined from several applications of large deviation estimates for the renewal processes associated with the interarrival and service time sequences, cf. Assumption 3.3. We have not attempted to give a concise formula for c 0 nor to optimize its value, since the relevant fact is that a threshold of size c log r] works for c su ciently large and the order of this threshold is the smallest for which our proof works. We did not investigate whether a threshold of smaller order could be used and asymptotic optimality still achieved, since we sought to develop a method that could be readily applied to more complex multiserver systems. The reader interested in an analysis of the e ects of di erent threshold sizes for some dynamic scheduling problems is referred to the recent work of Teh 32] in this direction.
Remark. We wish to emphasize that our proposed policy is only one of many possible asymptotically optimal policies. We have focussed on our policy because it is intuitively appealing and easy to describe. for any " > 0 will do. We have used L r = c log r] as this is the smallest order threshold for which our proof works. In addition, to reduce \chattering" back and forth across a single threshold, one could introduce a second threshold at 2L r and an associated \hysteretic policy" (cf. 31]) such that the additional help of server 2 is only turned on when the class 1 queue length exceeds this second threshold and that help is turned o when the class 1 queue length returns to the level L r or below.
Remark. Although the above policy allows for preemption, there is a corresponding threshold policy without preemption that we conjecture has the same behavior in the heavy tra c limit, since in that regime a single job (in suspension or not) should not impact the asymptotic behavior of the system.
In Sections 7{8 we show that the following form of state-space collapse holds under this sequence of threshold policies in the heavy tra c limit (as r ! 1). Recall the de nition of J from (44). The following is proved in Section 9 using Theorem 5.2. It shows that J is the best that one can achieve asymptotically and that this asymptotically minimal cost is achieved by the sequence of dynamic theshold policies fT r; g. Thus we conclude that our sequence of threshold policies fT r; g is asymptotically optimal. 
The idea behind this is that under the threshold control T r; , once Q r For the proof of Theorem 5.3, we rst show (cf. Lemma 9.3) that for any subsequence that achieves the \lim inf" on the left side of (45) as a limit and for which the \lim inf" is nite, the uid level asymptotic behavior described in (30) must hold along the subsequence. This, together with a pathwise lower bound for h r Q r , where h r = (h 1 ; h 2 r 2 3 =( 2 r 3 )) 0 , allows us to establish the inequality on the left side of (45). The equality on the right side of (45) follows from Theorem 5.2, after showing that a certain uniform integrability condition holds.
Residual Process
The main result of this section is the following theorem (cf. (46)). Throughout this section, it is assumed that in the r th parallel server system we use the allocation process T r; associated with the threshold policy described in De nition 5.1. To simplify notation, here we shall simply write T r in place of T r; , since no other policy is considered in this section. The associated queue length and idletime processes will be denoted by Q r ; I r , respectively. 
where L r is the threshold described in De nition 5.1. The idea here is to move the center of one's attention to the threshold and to think of Q r 1 as reaching the threshold level L r relatively quickly and then \chattering" back and forth across this threshold, not frequently deviating far from it, so that Q r 1 rarely again goes as low as the level one or as high as the level 2L r ? 1. When translated into the behavior of R r , this means that we seek to show that once R r reaches zero, it chatters back and forth across its zero level and rarely deviates more than (L r ? 1) from this level. In particular, the following is the main technical result of this section. 
Here we have used the convention in (51) that I r 1 ( r 0 ) = lim t!1 I r 1 (t) on f r 0 = +1g, and in (52) that the supremum over an empty set is de ned to equal ?1.
For the proof of (52), we need to establish some preliminary results concerning the properties of arrival and service processes stopped at certain levels, so that we can apply the results of Appendix A to shifted versions of these processes. We establish these preliminary results here before turning to the proofs of Theorems 7.2 and 7. (ii) For 0 <" < min t and during which class 1 jobs are being continually processed by activity j 2 f1; 2g, the number of departures from class 1 during the interval due to such processing is at least ( r j ?")s r with a probability that is at least as large as 1 ? C 1 exp(?C 2 L r ), where C 1 ; C 2 are positive constants that may depend on", but that do not depend on r.
(iv) Properties (ii) and (iii) imply that with a probability at least as large as 1 ? C 3 exp(?C 2 L r ) (where C 3 is a positive constant independent of r), any given excursion of R r above zero that starts before time r (v) Properties (i) and (iv) imply that provided c is su ciently large in L r = c log r], with a probability that can be made arbitrarily close to 1 for r su ciently large, R r does not reach the level L r ? 1 during any of the excursions above zero that start before r 2 t.
The details of these steps are provided in the following paragraphs. For the proof of (66), the steps need to be modi ed as follows. In (ii) and (iii), 0 <" < min , the estimate in (ii) is replaced by an estimate of the probability that the number of arrivals that can occur in an interval of length s r that starts at or before r 2 t is bounded below by ( r 1 ?")s r , the estimate in (iii)
is replaced by an estimate of the probability that the number of departures from class 1 that can occur due to continuous processing by activity 1 during an interval of length s r is no more than 
Henceforth in this proof we only consider r r". Let n r = ( r 1 +")r 2 t] + 1. Then since each excursion of R r from zero to one requires an arrival to class 1, using the results of Appendix A (cf. (192)) we have the following estimate on the probability that there are at least n r ? 1 complete and one additional partial or complete \up" excursion in 0; r 
= P (kQ r 1 k r 2 t r" or kI r 1 k r 2 t r") P sup Proof. We rst note that if fZ r g is a sequence of processes and Z is a continuous deterministic process (such as T or the identically zero process 0), then Z r =) Z is equivalent to Z r ! Z u.o.c. in prob. (uniformly on compact time intervals in probability). This is implicitly used several times in the proof below to combine statements involving convergence in distribution to deterministic processes.
By (7) 
Now, by (96), (7){ (8), (21) 
by (114) 
whereQ ;Ĩ ;W are de ned in (41){(42). 2 9 Asymptotic Optimality of the Threshold Policy
The purpose of this section is to prove Theorem 5.3. Before proceeding with the proof, we rst establish some preliminary results concerning uid scaled processes.
In this section, T = fT r g will be any sequence of scheduling control policies (one for each member of the sequence of parallel server systems). The associated queue length and idletime processes will be denoted by Q r , I r , and the uid and di usion scaled versions of these processes will be denoted by Q r ; I r andQ r ;Î r , respectively. We also let J(T) = lim inf r!1Ĵ r (T r ); (122) whereĴ r (T r ) is de ned in (24) . When our sequence of threshold policies fT r; g is used, we append a superscript to the queue length, idletime etc. processes e.g., Q r; ; I r; , etc.
De nition 9.1 (C-tightness) In the following, a sequence of processes with paths in D m for some m 1 is called C-tight if it is tight in D m and any weak limit point of the sequence (obtained as a weak limit along a subsequence) has continuous paths almost surely. where (t) = t and (t) = t for all t 0. In addition, since they correspond to cumulative allocations of time, each of the three components of T r is uniformly Lipschitz continuous with a Lipschitz constant less than or equal to one and this property is preserved by the uid scaled processes T r . It follows immediately from this and (124) that f( A r ( ); S r ( ); T r ( ))g is C-tight, cf. The next lemma in particular implies that, when searching for an asymptotically optimal policy, we may restrict to those policies whose associated uid scaled allocation processes converge (along a subsequence) to those given by T . is C-tight. Thus, it su ces to show that all weak limit points of this sequence are given by the right member of (130). For this, suppose that ( Q( ); A( ); S( ); T( ); I( )); (132) is obtained as a weak limit of (131) along a subsequence indexed by r 00 . Without loss of generality, by appealing to the Skorokhod representation theorem (cf. 6], Theorem 3.1.8), we may choose an equivalent distributional representation (for which we use the same symbols) such that all of the random processes in (131) indexed by r 00 , as well as the limit (132), are de ned on the same probability space and the convergence in distribution is replaced by almost sure convergence on compact time intervals, so that a. Proof of Theorem 5.3. We rst concentrate on proving the inequality on the left side of (45). For this, let T fT r g be a sequence of scheduling control policies. If J(T) = 1, then the inequality holds trivially and so we assume that J(T) < 1. Recall 
Now we claim that a.s., for all t 0, lim inf
whereQ is given by (41){(42). To see this, x ! 2 such that ! is in the set of probability one where the convergence in (146) 
This completes the proof of the inequality in the left side of (45).
Suppose now that the threshold policy T r; is used in the r th parallel server system. For the purpose of establishing the niteness of J and the equality in the right side of (45), by appealing (164) k = 1; 2, j = 1; 2; 3. We establish estimates that show this for the last two expectations in (164), the estimates for the rst expectation being similar to those for the middle one. For later use we note that due to the exponential decay factor in m, any polynomial in t is in L 1 (m).
For t 0 and j 2 f1; 2; 3g, since T r; j is continuous and 0 T r; j (s) s for all s, we have We now turn our attention to estimating E (Î r; 1 (t)) 2 . For this we will use estimates contained in the proof of Theorem 7.2. In order for these estimates to be small enough to imply the desired jR r (u)j < L r ? 1. By the proof of Theorem 7.2, (including the estimate analogous to (88) needed to prove (66)), there is r 0 1 (not depending on t) and positive, nite constants C 1 {C 6 (not depending on t or r) such that for all r r 0 , P (I r 
