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subject to Dirichlet boundary conditions, provided that μ is not an eigenvalue of the above
divergence form. The purpose of this paper is to study the global behavior of the set of
solutions for the above equation, by applying a bifurcation result for nonlinear operator
equations.
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1. Introduction
The bifurcation theory for nonlinear eigenvalue problems was initiated by Krasnoselskii [14] and Rabinowitz [18]. Bifurca-
tion problems associated with the p-Laplacian and generalized operators have been intensively studied by many researchers
in various ways; see [2,4,5,8,12,16,21,22,25].
Suppose that Ω is a bounded domain in RN with Lipschitz boundary ∂Ω . In this paper, we consider the following elliptic
boundary value problem{−div(w(x)|∇u|p(x)−2∇u)= μg(x)|u|p(x)−2u + f (λ, x,u,∇u) in Ω,
u = 0 on ∂Ω
(B)
when μ is not an eigenvalue of the divergence form{−div(w(x)|∇u|p(x)−2∇u)= μg(x)|u|p(x)−2u in Ω,
u = 0 on ∂Ω, (E)
where the variable exponent p : Ω → (1,∞) is a continuous function, g ∈ L∞(Ω), w is a weighted function in RN and
f : R× Ω ×R×RN →R satisﬁes a Carathéodory condition.
The operator −p(x)u := −div(|∇u|p(x)−2∇u) is called p(x)-Laplacian. In recent years, the study of differential equations
and variational problems with p(x)-growth conditions arouses much interest with the development of elastic mechanics,
electro-rheological ﬂuid dynamics and image processing, etc. We refer the readers to [1,19,20,29] and references therein.
There are already numerous results for such kind of problems. The functional spaces to deal with these problems are
the generalized Lebesgue spaces Lp(x)(Ω) and the generalized Lebesgue–Sobolev spaces Wk,p(x)(Ω).
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tion branches. To the best of our knowledge, there are no papers concerned with the bifurcation theory for the nonlinear
elliptic equations involving variable exponents. To this end, the aim of the present paper is devoted to this subject. Not-
ing that (B) has more complicated nonlinearities (it is nonhomogeneous) than the p-Laplacian equation and includes a
weighted function, so more complicated analysis has to be carefully carried out. In addition, we need to exploit some new
properties for the weighted variable exponent Lebesgue–Sobolev spaces. Based on these results and inspired by the ideas of
[11,12,25], we employ a global bifurcation result for nonlinear operator equations in abstract setting to prove the existence
of an unbounded branch of the set of solutions for the problem (B)/(E). Here we assume that μ is not an eigenvalue of
the problem (E). It is closely connected with the nonlinear spectral theory which plays a crucial role in obtaining our main
result.
For the convenience of the readers, we recall some deﬁnitions and basic properties of the weighted variable exponent
Lebesgue spaces Lp(x)(w,Ω) and the weighted variable exponent Sobolev spaces W 1,p(x)(w,Ω).
Set
C+(Ω) =
{
h ∈ C(Ω): min
x∈Ω
h(x) > 1
}
.
For any h ∈ C+(Ω) we deﬁne
h+ = sup
x∈Ω
h(x) and h− = inf
x∈Ω h(x).
For any p ∈ C+(Ω), we introduce the weighted variable exponent Lebesgue space Lp(x)(w,Ω) that consists of all measurable
real-valued functions u such that∫
Ω
w(x)
∣∣u(x)∣∣p(x) dx < ∞,
endowed with the Luxemburg norm
‖u‖Lp(x)(w,Ω) = inf
{
λ > 0:
∫
Ω
w(x)
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx 1
}
.
When w(x) ≡ 1, Lp(x)(Ω) is the usual variable exponent Lebesgue space. The dual space of Lp(x)(Ω) is Lp′(x)(Ω), where
1/p(x) + 1/p′(x) = 1. The variable exponent Lebesgue space is a special case of Orlicz–Musielak spaces treated by Musielak
in [17].
The weighted variable exponent Sobolev space W 1,p(x)(w,Ω) is deﬁned by
W 1,p(x)(w,Ω) = {u ∈ Lp(x)(Ω): |∇u| ∈ Lp(x)(w,Ω)},
where the norm is
‖u‖W 1,p(x)(w,Ω) = ‖u‖Lp(x)(Ω) + ‖∇u‖Lp(x)(w,Ω). (1.1)
It is easy to see that the norm
‖|u‖| = inf
{
μ > 0:
∫
Ω
(∣∣∣∣u(x)μ
∣∣∣∣
p(x)
+ w(x)
∣∣∣∣∇u(x)μ
∣∣∣∣
p(x))
dx 1
}
is the equivalent norm. An interesting feature is that smooth functions are not dense in W 1,p(x)(Ω) without additional
assumptions on the exponent p(x). This was observed by Zhikov [28] in connection with Lavrentiev phenomenon. However,
when the exponent p(x) is log-Hölder continuous, i.e., there is a constant C such that
∣∣p(x) − p(y)∣∣ C− log |x− y| (1.2)
for every x, y ∈ Ω with |x− y| 1/2, then smooth functions are dense in variable exponent Sobolev spaces and there is no
confusion in deﬁning the Sobolev space with zero boundary values, W 1,p(x)0 (Ω), as the completion of C
∞
0 (Ω) with respect
to the norm ‖u‖W 1,p(x)(Ω) (see [10]).
This paper is organized as follows: In Section 2, we state and prove some basic results for the weighted variable exponent
Lebesgue–Sobolev spaces. Some properties obtained here are new and might have signiﬁcance for other nonstandard growth
problems, although they are the generalized cases of some known ones. In Section 3, some properties of the corresponding
integral operators are presented. We will prove the main result on global bifurcation for the problem (B) in Section 4.
Finally, we give an example to illustrate our bifurcation result.
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In this section, we list and prove some elementary results for the (weighted) variable exponent Lebesgue–Sobolev spaces.
When p(x) is a constant, some results have been proved in [15]. If w(x) ≡ 1, the basic properties of these spaces can be
found from [13], and many of these properties were independently established in [6].
Lemma 2.1. (See [6,13].)
(1) The space Lp(x)(Ω) is a separable, uniform convex Banach space, and its conjugate space is Lp
′(x)(Ω)where 1/p(x)+1/p′(x) = 1.
For any u ∈ Lp(x)(Ω) and v ∈ Lp′(x)(Ω), we have∣∣∣∣
∫
Ω
uv dx
∣∣∣∣
(
1
p−
+ 1
(p−)′
)
‖u‖Lp(x)(Ω)‖v‖Lp′(x)(Ω)  2‖u‖Lp(x)(Ω)‖v‖Lp′(x)(Ω);
(2) If p1, p2 ∈ C+(Ω), p1(x)  p2(x) for any x ∈ Ω , then there exists the continuous embedding Lp2(x)(Ω) ↪→ Lp1(x)(Ω), whose
norm does not exceed |Ω| + 1.
Lemma 2.2. (See [6].) Let p ∈ C+(Ω). Then the space W 1,p(x)(Ω) is a separable and reﬂexive Banach space.
Lemma 2.3. (See [13].) Let p ∈ C+(Ω). Then, for u ∈ W 1,p(x)0 (Ω), the p(x)-Poincaré inequality
‖u‖Lp(x)(Ω)  C‖∇u‖Lp(x)(Ω)
holds, where the positive constant C depends on p and Ω .
Lemma 2.4. (See [3,7].) Let Ω ⊂ RN be an open, bounded set with Lipschitz boundary and p ∈ C+(Ω) with 1 < p−  p+ < N satisfy
the log-Hölder continuity condition (1.2). If r ∈ L∞(Ω) with r− > 1 satisﬁes
r(x) p∗(x) := Np(x)
N − p(x) for all x ∈ Ω,
then we have
W 1,p(x)(Ω) ↪→ Lr(x)(Ω)
and the embedding is compact if infx∈Ω(p∗(x) − r(x)) > 0.
Remark 2.5. Furthermore, under the same assumptions as in the above lemma, if we remove the log-Hölder continuity
condition (1.2), then there is also a continuous and compact embedding
W 1,p(x)(Ω) ↪→ Lr(x)(Ω) for all x ∈ Ω,
where p, r ∈ C+(Ω) and r(x) < p∗(x). We refer to [6,13] for more details.
Lemma 2.6. (See [6].) Denote
ρ(u) =
∫
Ω
w(x)|u|p(x) dx for all u ∈ Lp(x)(w,Ω).
Then
(1) ρ(u) > 1 (= 1; < 1) if and only if ‖u‖Lp(x)(w,Ω) > 1 (= 1; < 1), respectively;
(2) If ‖u‖Lp(x)(w,Ω) > 1, then ‖u‖p−Lp(x)(w,Ω)  ρ(u) ‖u‖
p+
Lp(x)(w,Ω)
;
(3) If ‖u‖Lp(x)(w,Ω) < 1, then ‖u‖p+Lp(x)(w,Ω)  ρ(u) ‖u‖
p−
Lp(x)(w,Ω)
.
Remark 2.7. If we set
I(u) =
∫
Ω
(|u|p(x) + w(x)|∇u|p(x))dx,
then following the same argument we have
min
{‖|u‖|p− ,‖|u‖|p+} I(u)max{‖|u‖|p− ,‖|u‖|p+}.
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(w1) w ∈ L1loc(Ω) and w−1/(p(x)−1) ∈ L1loc(Ω);
(w2) w−s(x) ∈ L1(Ω) with s(x) ∈ ( Np(x) ,∞) ∩ [ 1p(x)−1 ,∞).
Under these assumptions, we can prove the following results which will be used later. It is worth pointing out that the
condition (w1) is essential. Without it the space W 1,p(x)(w,Ω) is not necessarily a Banach space even though p(x) is a
constant; see [15].
Proposition 2.8. Let Ω ⊂ RN be an open set, p ∈ C+(Ω), and let Ω0 be a compact subset of Ω . If (w1) holds, then
Lp(x)(w,Ω) ↪→ L1(Ω0).
Here ↪→ stands for a continuous embedding.
Proof. Using Hölder’s inequality in Lemma 2.1 and Lemma 2.6, we have∫
Ω0
∣∣u(x)∣∣dx = ∫
Ω0
∣∣u(x)∣∣w 1p(x) (x)w −1p(x) (x)dx
 2
∥∥w 1p(x) |u|∥∥Lp(x)(Ω0)∥∥w −1p(x) ∥∥Lp′(x)(Ω0)
 2‖u‖Lp(x)(w,Ω)
( ∫
Ω0
w
−1
p(x)−1 (x)dx+ 1
) 1
(p′)−
.
It follows from (w1) that∫
Ω0
∣∣u(x)∣∣dx C‖u‖Lp(x)(w,Ω)
with C independent of u. The assertion follows immediately from the above inequality, since for u ∈ Lp(x)(w,Ω). 
Proposition 2.9. Let φ ∈ C∞0 (Ω) and let a multi-index γ be ﬁxed. If (w1) holds, then the formula
Lγ (u) =
∫
Ω
uDγ φ dx, u ∈ Lp(x)(w,Ω)
deﬁnes a continuous linear functional Lγ on Lp(x)(w,Ω) for any p ∈ C+(Ω).
Proof. If we denote Ω0 = suppφ, then Ω0 = Ω0 ⊂ Ω and the Hölder’s inequality in Lemma 2.1 and Lemma 2.6 imply that
∣∣Lγ (u)∣∣
∫
Ω
w
1
p(x) |u|w −1p(x) ∣∣Dγ φ∣∣dx
 2
∥∥w 1p(x) |u|∥∥Lp(x)(Ω)∥∥w −1p(x) ∣∣Dγ φ∣∣∥∥Lp′(x)(Ω0)
 2‖u‖Lp(x)(w,Ω) ·max
{( ∫
Ω0
w
−1
p(x)−1 (x)
∣∣Dγ φ∣∣p′(x) dx)
1
(p′)+
,
( ∫
Ω0
w
−1
p(x)−1 (x)
∣∣Dγ φ∣∣p′(x) dx)
1
(p′)−
}
 2‖u‖Lp(x)(w,Ω) ·max
Ω0
(∣∣Dγ φ∣∣+ 1) (p′)+(p′)− ·( ∫
Ω
w
−1
p(x)−1 (x)dx+ 1
) 1
(p′)−
.
It follows from (w1) that∣∣Lγ (u)∣∣ C‖u‖Lp(x)(w,Ω)
for some constant C . This ﬁnishes the proof. 
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(i) If w is a positive measurable and ﬁnite function, then Lp(x)(w,Ω) is a reﬂexive Banach space;
(ii) Moreover, if (w1) holds, then W 1,p(x)(w,Ω) is a reﬂexive Banach space.
Proof. (i) By Lemma 1.9 in [6] and Theorem 11.6 in [17], we can easily get the conclusion.
(ii) From Lemma 2.2 and (i), it is obvious that W 1,p(x)(w,Ω) is reﬂexive. Let {un} be a Cauchy sequence in W 1,p(x)(w,Ω).
Then {un} and {∇un} are Cauchy sequences in Lp(x)(Ω) and Lp(x)(w,Ω;RN ), respectively. Since Lp(x)(Ω) and Lp(x)(w,Ω)
are Banach spaces, there exist functions u ∈ Lp(x)(Ω) and v ∈ Lp(x)(w,Ω;RN ) such that
un → u in Lp(x)(Ω) and ∇un → v in Lp(x)
(
w,Ω;RN)
as n → ∞. In view of Proposition 2.8, for each compact subset Ω0, we have
un → u in L1(Ω0) and ∇un → v in L1
(
Ω0;RN
)
.
Thus it follows from Proposition 2.9 and the relation∫
Ω
un · ∇φ dx = −
∫
Ω
∇un · φ dx
that ∫
Ω
u · ∇φ dx = −
∫
Ω
v · φ dx
for all φ ∈ C∞0 (Ω). Therefore, we deduce that v = ∇u and v ∈ Lp(x)(w,Ω;RN ), i.e., u ∈ W 1,p(x)(w,Ω). Hence the Cauchy
sequence {un} converges to u in W 1,p(x)(w,Ω). This completes the proof. 
For p, s ∈ C+(Ω), denote
ps(x) := p(x)s(x)
1+ s(x) < p(x),
where s(x) is given in (w2). Assume that we ﬁx the variable exponent restrictions⎧⎨
⎩ p
∗
s (x) :=
p(x)s(x)N
(s(x) + 1)N − p(x)s(x) if N > ps(x),
p∗s (x) arbitrary if N  ps(x),
(2.1)
for almost all x ∈ Ω .
Next we will prove a compact embedding theorem for the weighted variable exponent Sobolev space.
Theorem 2.11. Let p, s ∈ C+(Ω) and let (w1) and (w2) be satisﬁed. Then we have the following compact embedding
W 1,p(x)(w,Ω) ↪→↪→ Lr(x)(Ω)
provided that r ∈ C+(Ω) and 1 r(x) < p∗s (x) for all x ∈ Ω .
Proof. First we show that W 1,p(x)(w,Ω) ↪→ W 1,ps(x)(Ω) continuously. Let u ∈ W 1,p(x)(w,Ω). Using Hölder’s inequality in
Lemma 2.1 we have∫
Ω
|∇u|ps(x) dx =
∫
Ω
|∇u| p(x)s(x)s(x)+1 dx
=
∫
Ω
|∇u| p(x)s(x)s(x)+1 w s(x)s(x)+1 (x)w− s(x)s(x)+1 (x)dx
 2
∥∥w s(x)s(x)+1 |∇u| p(x)s(x)s(x)+1 ∥∥ s(x)+1 ∥∥w− s(x)s(x)+1 ∥∥Ls(x)+1(Ω).L s(x) (Ω;RN )
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∥∥w− s(x)s(x)+1 ∥∥Ls(x)+1(Ω) 
( ∫
Ω
w−s(x)(x)dx+ 1
) 1
s−+1
 C .
Thus we get∫
Ω
|∇u|ps(x) dx C∥∥w s(x)s(x)+1 |∇u| p(x)s(x)s(x)+1 ∥∥
L
s(x)+1
s(x) (Ω;RN )
. (2.2)
Without loss of generality, we can assume that
∫
Ω
|∇u|ps(x) dx > 1. (If not, it is easy to see from Lemma 2.6 that u ∈
W 1,ps(x)(Ω).) If
∫
Ω
w(x)|∇u|p(x) dx < 1, then from (2.2) and Lemma 2.6 we have
‖∇u‖
p−s−
s−+1
Lps(x)(Ω;RN ) 
∫
Ω
|∇u|ps(x) dx
 C
( ∫
Ω
w(x)|∇u|p(x) dx
) s−
1+s−
 C‖∇u‖
p−s−
s−+1
Lp(x)(w,Ω;RN ),
i.e.,
‖∇u‖Lps(x)(Ω;RN )  C‖∇u‖Lp(x)(w,Ω;RN ). (2.3)
On the other hand, if
∫
Ω
w(x)|∇u|p(x) dx > 1, then from (2.2) and Lemma 2.6 we have
‖∇u‖
p−s−
s−+1
Lps(x)(Ω;RN ) 
∫
Ω
|∇u|ps(x) dx
 C
( ∫
Ω
w(x)|∇u|p(x) dx
) s+
1+s+
 C‖∇u‖
p+s+
s++1
Lp(x)(w,Ω;RN ),
i.e.,
‖∇u‖Lps(x)(Ω;RN )  C‖∇u‖βLp(x)(w,Ω;RN ), (2.4)
where β = p+s+1+s+ ·
1+s−
p−s− . From the inequalities (2.3) and (2.4), we obtain ∇u ∈ Lps(x)(Ω;RN ). Since ps(x) < p(x), we know by
Lemma 2.1 that ‖u‖Lps(x)(Ω)  C‖u‖Lp(x)(Ω) and so u ∈ Lps(x)(Ω). Therefore, we conclude that W 1,p(x)(w,Ω) ↪→ W 1,ps(x)(Ω)
continuously. Moreover, it follows from Lemma 2.4 that
W 1,p(x)(w,Ω) ↪→↪→ Lr(x)(Ω) compactly,
where 1 r(x) < p∗s (x). This completes the proof. 
The following inequality follows from Theorem 2.11 immediately.
Corollary 2.12. Let p ∈ C+(Ω). If (w1) and (w2) hold, then the estimate
‖u‖Lp(x)(Ω)  C‖∇u‖Lp(x)(w,Ω;RN )
holds for every u ∈ C∞0 (Ω) with a positive constant C independent of u.
Proof. Let u ∈ C∞0 (Ω). In view of the embedding W 1,ps(x)(Ω) ↪→ Lp(x)(Ω) in Remark 2.5, we have
‖u‖Lp(x)(Ω)  C1
(‖u‖Lps(x)(Ω) + ‖∇u‖Lps(x)(Ω;RN )) (2.5)
for p(x) < p∗s (x), where C1 is a positive constant. From Lemma 2.3 and (2.5), we obtain
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for a positive constant C2. Using (2.3) and (2.4) in Theorem 2.11, we conclude that the estimate
‖u‖Lp(x)(Ω)  C3‖∇u‖Lp(x)(w,Ω;RN )
holds for every u ∈ C∞0 (Ω) with a positive constant C3 independent of u. 
Throughout this paper, let p ∈ C+(Ω) satisfy the log-Hölder continuity condition (1.2) and X := W 1,p(x)0 (w,Ω) be the
weighted variable exponent Sobolev space that consists of all real valued functions u from W 1,p(x)(w,Ω) which vanish on
the boundary ∂Ω , endowed with the norm
‖u‖X = inf
{
λ > 0:
∫
Ω
w(x)
∣∣∣∣∇u(x)λ
∣∣∣∣
p(x)
dx 1
}
,
which is equivalent to the norm (1.1) due to Corollary 2.12.
The following proposition gives the characterization of the dual space (Wk,p(x)0 (w,Ω))
∗ , which is analogous to
[13, Theorem 3.16].
Proposition 2.13. Let p ∈ C+(Ω) and α be a multi-index with |α| k. Further, let w be a given family {wα(x): |α| k} of weight
functions wα(x), x ∈ Ω satisfying (w1). Then for every G ∈ (Wk,p(x)0 (w,Ω))∗ , there exists a unique system of functions {gα ∈
Lp
′(x)(w1−p
′(x)
α ,Ω): |α| k} such that
G( f ) =
∑
|α|k
∫
Ω
Dα f (x)gα(x)dx, for all f ∈ Wk,p(x)0 (w,Ω).
Now we recall the deﬁnition of generalized ideal space given in [24,26]. The following arguments will be used to show
the continuity results for the operators corresponding to the problem (B).
Deﬁnition 2.14. Let X be a Banach space of measurable functions.
(a) X is an ideal space if, for each u ∈ X , each measurable function v which is dominated by u satisﬁes v ∈ X and
‖v‖ ‖u‖.
(b) X is a generalized ideal space if for each sequence un ∈ X ∩ L∞(Ω) which converges uniformly to 0 the following holds:
Each set E ⊆ Ω of positive measure contains a subset D of positive measure such that
lim
n→∞‖PDun‖ = 0
where PDu(x) = χDu(x) for x ∈ D .
(c) X is embeddable if for each sequence un ∈ X ∩ L∞(Ω) which converges uniformly to some u in X the following holds:
Each set E ⊆ Ω of positive measure contains some set D of positive measure such that PDu ∈ X .
(d) X is regular if {u} has absolute continuous norm for each u ∈ X .
Lemma 2.15. (See [24,26].)
(a) Each ideal space is an embeddable generalized ideal space.
(b) If X1, . . . , Xn are embeddable generalized ideal spaces, then so is X1 × · · · × Xn.
Remark 2.16. Let ϕ : Ω × [0,∞) → R be deﬁned by ϕ(x, s) = sp(x) where p ∈ C+(Ω). Then the function ϕ satisﬁes the
following two conditions:
(1) For all x ∈ Ω , the function ϕ(x, ·) is a nondecreasing continuous with ϕ(x,0) = 0 and ϕ(x, s) > 0 for s > 0; ϕ(x, s) → ∞
as s → ∞.
(2) ϕ(·, s) is a measurable function for all s 0.
Hence it is obvious that Lp(x)(Ω) and Lp(x)(w,Ω) are regular ideal spaces because they satisfy 2-condition. According to
the previous lemma, the space R × Lp1(x)(Ω) × · · · × Lpn(x)(Ω) is an embeddable generalized ideal space for p1, . . . , pn ∈
C+(Ω).
Lemma 2.17. (See [24,26].) Let X be an embeddable generalized ideal space. If Y is a regular ideal space and F : X → Y is a superpo-
sition operator generated by a Carathéodory function, then F is continuous.
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In this section, we give the deﬁnitions and some properties of the integral operators corresponding to the problem (B),
by applying the basic properties of the spaces Lp(x)(w,Ω) and W 1,p(x)(w,Ω) which are given in the previous section.
We deﬁne an operator J : X → X∗ by
〈
J (u),ϕ
〉= ∫
Ω
〈
w(x)
∣∣∇u(x)∣∣p(x)−2∇u(x),∇ϕ(x)〉dx, (3.1)
where 〈·,·〉 denotes the pairing of X and its dual X∗ and the Euclidean scalar product on RN , respectively.
The following estimate which is appeared in [8,23] plays a crucial role in obtaining the homeomorphism of the opera-
tor J .
Lemma 3.1. For any real vectors u, v ∈ RN , there exist two positive numbers C1,C2 depending on p such that the following inequalities
hold
〈|u|p−2u − |v|p−2v,u − v〉 {C1(|u| + |v|)p−2|u − v|2 if 1 < p < 2 and (u, v) = (0,0),
C2|u − v|p if p  2,
where C1 = p − 1 and C2 = 41−p .
From Lemma 3.1, we can obtain the following result which will be needed in the main result.
Theorem 3.2. Let (w1) and (w2) be satisﬁed. The operator J : X → X∗ is bounded homeomorphism onto X∗ with a bounded inverse.
Proof. Deﬁne the superposition operator Ψ : Lp(x)(w,Ω;RN ) → Lp′(x)(w1−p′(x),Ω;RN ) by
Ψ (u)(x) = w(x)∣∣u(x)∣∣p(x)−2u(x).
Since the spaces Lp(x)(w,Ω;RN ) and Lp′(x)(w1−p′(x),Ω;RN ) are regular ideal spaces, it follows from Lemma 2.17 that Ψ
is a bounded and continuous operator. Hence the continuity of J follows from the fact that J is the composition map
∇ : X → Lp(x)(w,Ω;RN ), the map Ψ and the bounded linear map D : Lp′(x)(w1−p′(x),Ω;RN ) → X∗ given by
〈Dv,ϕ〉 =
∫
Ω
〈
v(x),∇ϕ〉dx
for all ϕ ∈ X .
Next we will show that the operator J is strictly monotone and coercive. Denote
Ω1 =
{
x ∈ Ω: 1 < p(x) < 2}, Ω2 = {x ∈ Ω: p(x) 2}
(we allow the case that at least one of these sets is empty set). Then it is obvious that Ω = Ω1 ∪ Ω2. Set
p0 = inf
x∈Ω1
p(x), p1 = sup
x∈Ω1
p(x)
and
p2 = inf
x∈Ω2
p(x), p3 = sup
x∈Ω2
p(x).
(Of course, if the sets Ω1 and Ω2 are nonempty, then p1 = p2 = 2 by the continuity of p(x).)
Let u, v ∈ X . According to Lemma 3.1, we have
〈|∇u|p(x)−2∇u − |∇v|p(x)−2∇v,∇u − ∇v〉 41−p+|∇u − ∇v|p(x)
for almost all x ∈ Ω2. Integrating the above inequality over Ω and using Lemma 2.6, we assert that
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J (u) − J (v),u − v〉= ∫
Ω
〈
w(x)|∇u|p(x)−2∇u − w(x)|∇v|p(x)−2∇v,∇u − ∇v〉dx
 C2
∫
Ω2
w(x)|∇u − ∇v|p(x) dx

{
C3‖u − v‖p2X ,
C4‖u − v‖p3X
(3.2)
for some positive constants C3 and C4.
We assume that ‖∇u − ∇v‖Lp(x)(w,Ω1) > 1 for any u, v ∈ X with (u, v) = (0,0). For almost all x ∈ Ω1, by Lemma 3.1 we
have 〈
J (u) − J (v),u − v〉 ∫
Ω1
〈
w(x)|∇u|p(x)−2∇u − w(x)|∇v|p(x)−2∇v,∇u − ∇v〉dx
 (p− − 1)
∫
Ω1
w(x)
(|∇u| + |∇v|)p(x)−2|∇u − ∇v|2 dx. (3.3)
From Hölder’s inequality in Lemma 2.1, we obtain that∫
Ω1
w(x)|∇u − ∇v|p(x) dx
 2
∥∥w 2−p(x)2 (|∇u| + |∇v|) p(x)(2−p(x))2 ∥∥
L
2
2−p(x) (Ω1)
× ∥∥w p(x)−22 (|∇u| + |∇v|) p(x)(p(x)−2)2 w|∇u − ∇v|p(x)∥∥
L
2
p(x) (Ω1)
. (3.4)
The ﬁrst term on the right-hand side in (3.4) is calculated by Lemma 2.6 as follows
∥∥w 2−p(x)2 (|∇u| + |∇v|) p(x)(2−p(x))2 ∥∥
L
2
2−p(x) (Ω1)

( ∫
Ω1
w(x)
(|∇u| + |∇v|)p(x) dx)
2−p0
2
 4
p1(2−p0)
2
( ∫
Ω1
w(x)|∇u|p(x) dx+
∫
Ω1
w(x)|∇v|p(x) dx
) 2−p0
2
< ∞ (3.5)
for any u, v ∈ X with (u, v) = (0,0), since ∫
Ω1
w(x)(|∇u| + |∇v|)p(x) dx > 1. It follows from Lemma 2.6, (3.4) and (3.5) that
‖∇u − ∇v‖p0
Lp(x)(w,Ω1)
 C5
∥∥w p(x)2 (|∇u| + |∇v|) p(x)(p(x)−2)2 |∇u − ∇v|p(x)∥∥
L
2
p(x) (Ω1)
for some positive constant C5. If∫
Ω1
w(x)
(|∇u| + |∇v|)p(x)−2|∇u − ∇v|2 dx > 1,
then
‖∇u − ∇v‖p0
Lp(x)(w,Ω1)
 C5
( ∫
Ω1
w(x)
(|∇u| + |∇v|)p(x)−2|∇u − ∇v|2 dx)
p0
2
. (3.6)
Using (3.3) and (3.6), we get
〈
J (u) − J (v),u − v〉 C1C− 2p05 ‖∇u − ∇v‖2Lp(x)(w,Ω1)  C6‖u − v‖2X ,
where C6 is some positive constant. On the other hand, if
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Ω1
w(x)
(|∇u| + |∇v|)p(x)−2|∇u − ∇v|2 dx < 1,
by the similar argument we have
〈
J (u) − J (v),u − v〉 C7‖u − v‖ 2p0p1X
for some positive constant C7. Therefore, we deduce that
〈
J (u) − J (v),u − v〉
⎧⎨
⎩
C6‖u − v‖2X ,
C7‖u − v‖
2p0
p1
X
(3.7)
for all u, v ∈ X with (u, v) = (0,0). Next we consider the case that ‖∇u − ∇v‖Lp(x)(w,Ω1) < 1 for any u, v ∈ X with (u, v) =
(0,0). For almost all x ∈ Ω1, the following inequality holds(|∇u| + |∇v|)p(x)−2|∇u − ∇v|2  |∇u − ∇v|p(x).
Hence, using (3.3), (3.4) and Lemma 2.6, we assert
‖∇u − ∇v‖p1
Lp(x)(w,Ω1)
 C8
( ∫
Ω1
w(x)
(|∇u| + |∇v|)p(x)−2|∇u − ∇v|2 dx)
p1
2
and so〈
J (u) − J (v),u − v〉 C9‖u − v‖2X (3.8)
for some positive constants C8 and C9. Therefore, it follows from (3.7) and (3.8) that the operator J is strictly monotone
and coercive.
Since X is a reﬂexive Banach space by Theorem 2.10, the Browder–Minty Theorem implies that J is bijective and J−1
is bounded; see e.g. [27, Theorem 26.A]. We will now show that J−1 is continuous on X∗ . To do this, we can rewrite the
above inequalities (3.2), (3.7) and (3.8) as the form
∥∥ J (u) − J (v)∥∥X∗ 
{d1‖u − v‖X ,
d1‖u − v‖
2p0
p1
−1
X
(3.9)
for any u, v ∈ X with (u, v) = (0,0) and
∥∥ J (u) − J (v)∥∥X∗ 
{
d2‖u − v‖p2−1X ,
d2‖u − v‖p3−1X ,
(3.10)
where d1 = min{C6,C7,C9} and d2 = min{C3,C4}. Assume that x ∈ Ω1. For each h ∈ X∗ , let (hn) be any sequence in X∗ that
converges to h in X∗ . Set un = J−1(hn) and u = J−1(h). We obtain from (3.9) that
∥∥ J (un) − J (u)∥∥X∗ 
{d1‖un − u‖X ,
d1‖un − u‖
2p0
p1
−1
X .
Since J (un) → J (u) in X∗ as n → ∞, it follows that (un) converges to u in X . Thus, J−1 is continuous at each h ∈ X∗ . For
x ∈ Ω2, it is obvious by (3.10) that J−1 is continuous on X∗ . This completes the proof. 
Next we deal with the properties for the superposition operator induced the function f in (B). We assume that the
variable exponents are subject to the following restrictions⎧⎨
⎩q(x) ∈
(
p(x)s(x)N
p(x)s(x)N − s(x)N − N + p(x)s(x) ,∞
)
if N > ps(x),
q(x) ∈ (1,∞) arbitrary if N  ps(x)
for almost all x ∈ Ω . Assume that
(F1) f : R × Ω × R × RN → R satisﬁes the Carathéodory condition in the sense that f (λ, ·,u, v) is measurable for all
(λ,u, v) ∈R×R×RN and f (·, x, ·,·) is continuous for almost all x ∈ Ω .
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for almost all x ∈ Ω and all (λ,u, v) ∈ I ×R×RN .
(F3) There exist a function a ∈ Lp′(x)(Ω) and a locally bounded function b : [0,∞) → R with limr→∞ b(r)/r = 0 such that∣∣ f (0, x,u, v)∣∣ a(x) + [b(|u| + |v|)] (p(x)−1)s(x)s(x)+1
for almost all x ∈ Ω and all (u, v) ∈R×RN .
Under assumptions (F1) and (F2), we can deﬁne an operator F :R× X → X∗ by〈
F (λ,u),ϕ
〉= ∫
Ω
f
(
λ, x,u(x),∇u(x))ϕ(x)dx (3.11)
and an operator G : X → X∗ by〈
G(u),ϕ
〉= ∫
Ω
g(x)
∣∣u(x)∣∣p(x)−2u(x)ϕ(x)dx. (3.12)
Using a continuity result on the superposition operators due to Väth [26], we can show the following assertion.
Theorem 3.3. Let (w1) and (w2) be satisﬁed. If (F1) and (F2) hold, then F : R× X → X∗ is continuous and compact. The operator
G : X → X∗ is continuous and compact.
Proof. A linear operator I1 : R× X →R× Lp(x)(Ω) × Lps(x)(Ω;RN ) deﬁned by
I1(λ,u) := (λ,u,∇u) for (λ,u) ∈R× X
is bounded due to (2.3) and (2.4). Set Y :=R× Lp(x)(Ω)× Lps(x)(Ω;RN ). Deﬁne the superposition operator Φ : Y → Lq(x)(Ω)
by
Φ(λ,u, v)(x) := f (λ, x,u(x), v(x)).
If I is a bounded interval in R and aI ∈ Lq(x)(Ω) and bI ∈ [0,∞) are chosen from (F2), then Φ is bounded because∫
Ω
∣∣Φ(λ,u, v)∣∣q(x) dx ∫
Ω
(
3max
{|aI |,bI |u| p(x)q(x) ,bI |v| ps(x)q(x) })q(x) dx
 3q+
( ∫
Ω
[|aI | + bI |u| p(x)q(x) + bI |v| ps(x)q(x) ]q(x) dx
)
 12q+
( ∫
Ω
|aI |q(x) dx+ (1+ bI )q+
∫
Ω
|u|p(x) dx+ (1+ bI )q+
∫
Ω
|v|ps(x) dx
)
.
Since Y is a generalized ideal space and Lq(x)(Ω) is a regular ideal space by Remark 2.16, it follows from Lemma 2.17 that
Φ is continuous on Y . Recalling the fact that conjugate function of q(x) is strictly less than p∗s (x), we know by Theorem 2.11
that the embedding I2 : X ↪→ Lq′(x)(Ω) is continuous and compact and so is the adjoint operator I∗2 : Lq(x)(Ω) → X∗ given
by (
I∗2v
)
(u) =
∫
Ω
vu dx
for any ϕ ∈ X . From the relation F = I∗2 ◦ Φ ◦ I1 it follows that F is continuous and compact. In particular, if we set
f (λ, x,u, v) = g(x)|u|p(x)−2u, then G is continuous and compact. This completes the proof. 
Next we observe the behavior of F (0, ·) at inﬁnity.
Lemma 3.4. Let assumptions (F1), (F3), (w1) and (w2) be fulﬁlled. Then the operator F (0, ·) : X → X∗ has the following property:
lim‖u‖X→∞
‖F (0,u)‖X∗
‖u‖p−−1X
= 0.
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nonnegative constant CR such that |b(r)| CR for all r ∈ [0, R]. Let u ∈ X . Set ΩR = {x ∈ Ω: |u(x)| + |∇u(x)| R}. Without
loss of generality, we may suppose that∫
Ω
b
(|u| + |∇u|)ps(x) dx > 1 and ∫
Ω
|u|ps(x) + |∇u|ps(x) dx > 1.
By assumption (F3), Lemma 2.6 and the continuous embedding W 1,p(x)(w,Ω) ↪→ W 1,ps(x)(Ω), we obtain that
∥∥ f (0, x,u(x),∇u(x))∥∥Lp′(x)(Ω)  ∥∥a + b(|u| + |∇u|) s(x)(p(x)−1)s(x)+1 ∥∥Lp′(x)(Ω)
 ‖a‖Lp′(x)(Ω) +
∥∥b(|u| + |∇u|) s(x)(p(x)−1)s(x)+1 ∥∥Lp′(x)(Ω)
 ‖a‖Lp′(x)(Ω) +
( ∫
Ω
∣∣b(∣∣u(x)∣∣+ ∣∣∇u(x)∣∣)∣∣ps(x) dx)
1
(p′)−
 ‖a‖Lp′(x)(Ω) +
( ∫
ΩR
(CR)
ps(x) dx
) p+−1
p+
+
( ∫
Ω\ΩR
εps(x)
(∣∣u(x)∣∣+ ∣∣∇u(x)∣∣)ps(x) dx)
p+−1
p+
 ‖a‖Lp′(x)(Ω) +
(
C
ps+
R meas(ΩR)
) p+−1
p+ + 2
(p+−1)s+
1+s+ ε
(p+−1)ps−
p+
×
( ∫
Ω
∣∣u(x)∣∣ps(x) + ∣∣∇u(x)∣∣ps(x) dx)
p+−1
p+
 ‖a‖Lp′(x)(Ω) +
(
C
ps+
R meas(ΩR)
) p+−1
p+ + 2
(p+−1)s+
1+s+ ε
(p+−1)ps−
p+ d1‖u‖
(p+−1)s+
1+s+
W 1,p(x)(w,Ω)
 ‖a‖Lp′(x)(Ω) +
(
C
ps+
R meas(ΩR)
) p+−1
p+ + 2
(p+−1)s+
1+s+ ε
(p+−1)ps−
p+ d1d2‖u‖p−−1X
for all u ∈ X with ‖u‖X  1, where d1 and d2 (> 1) are some positive constants. It follows from Hölder’s inequality and
Corollary 2.12 that
∣∣〈F (0,u),ϕ〉∣∣= ∣∣∣∣
∫
Ω
f
(
0, x,u(x),∇u(x))ϕ(x)dx∣∣∣∣
 2
∥∥ f (0, x,u(x),∇u(x))∥∥Lp′(x)(Ω)‖ϕ‖Lp(x)(Ω)
 2d3
(‖a‖Lp′(x)(Ω) + (C ps+R meas(ΩR)) p+−1p+ + 2 (p+−1)s+1+s+ ε (p+−1)ps−p+ d1d2‖u‖p−−1X )‖ϕ‖X
for all u,ϕ ∈ X with ‖u‖X  1, where d3 is a positive constant. Consequently, we get
lim‖u‖X→∞
‖F (0,u)‖X∗
‖u‖p−−1X
= 0. 
Recall that a real number μ is called an eigenvalue of (E) if the equation
J (u) = μG(u)
has a solution u0 in X which is different from the origin.
Now we consider the following result in the sense of nonlinear spectral theory. If p(x) is a constant, we can obtain the
following assertion by using the Furi–Martelli–Vignoli spectrum; see Theorem 4 of [9] or Lemma 27 of [25].
Lemma 3.5. Suppose that assumptions (w1) and (w2) are fulﬁlled. If μ is not an eigenvalue of (E), then we have
lim inf‖u‖X→∞
‖ J (u) − μG(u)‖X∗
‖u‖p−−1X
> 0. (3.13)
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‖ J (un) − μG(un)‖X∗
‖un‖p−−1X
→ 0 as n → ∞. (3.14)
Set vn = un/‖un‖X for n ∈N. Then we have∥∥ J (vn) − μG(vn)∥∥X∗  ‖ J (un) − μG(un)‖X∗‖un‖p−−1X .
Hence it follows from (3.14) that∥∥ J (vn) − μG(vn)∥∥X∗ → 0 as n → ∞. (3.15)
By the compactness of G , we may assume that G(vn) converges to some point w ∈ X∗ . From (3.15) it follows that
J (vn) → μw as n → ∞. Put v := J−1(μw). Since J is a homeomorphism, we get that v = 0 and vn → v as n → ∞
and so∥∥ J (v) − μG(v)∥∥X∗  ∥∥ J (v) − J (vn)∥∥X∗ + ∥∥ J (vn) − μG(vn)∥∥X∗ + ∥∥μG(vn) − μG(v)∥∥X∗ → 0 as n → ∞.
We conclude that μ is an eigenvalue of (E). This completes the proof. 
4. Bifurcation result
In this section, we are ready to prove the main result. First we give the deﬁnition of weak solutions for our problem.
Deﬁnition 4.1. A weak solution of (B) is a pair (λ,u) in R× X such that
J (u) − μG(u) = F (λ,u) in X∗,
where J , F and G are deﬁned by (3.1), (3.11) and (3.12), respectively.
The following result about the existence of an unbounded branch of solutions for nonlinear operator equations is taken
from Theorem 2.2 of [12] (see also [25]), as a key tool in obtaining our bifurcation result.
Lemma 4.2. Let X be a Banach space and Y a normed space. Suppose that J : X → Y is a homeomorphism and G : X → Y is a
continuous and compact operator such that the composition J−1 ◦ (−G) is odd. Let F : R × X → Y be a continuous and compact
operator. If the set⋃
t∈[0,1]
{
u ∈ X: J (u) + G(u) = t F (0,u)}
is bounded, then the set{
(λ,u) ∈R× X: J (u) + G(u) = F (λ,u)}
has an unbounded connected set C ⊆ (R \ {0}) × X such that C intersects {0} × X.
By applying the previous lemma, we now prove the main result on bifurcation result for the problem (B).
Theorem 4.3. Let conditions (F1)–(F3) and (w1) and (w2) be satisﬁed. If μ is not an eigenvalue of (E), then there is an unbounded
connected set C ⊆ (R \ {0})× X such that every point (λ,u) in C is a weak solution of the above problem (B) and C intersects {0}× X.
Proof. Apply Lemma 4.2 with X = W 1,p(x)0 (w,Ω) and Y = X∗ . Note by Theorems 3.2 and 3.3 that J : X → X∗ is a homeo-
morphism, the operators G and F are continuous and compact, and J−1 ◦ (μG) is odd. Since μ is not an eigenvalue of (E),
Lemmas 3.4 and 3.5 imply that for some β > 0, there is a positive constant R > 1 such that∥∥ J (u) − μG(u)∥∥X∗ > β‖u‖p−−1X > ∥∥F (0,u)∥∥X∗  ∥∥t F (0,u)∥∥X∗
for all u ∈ X with ‖u‖X  R and for all t ∈ [0,1]. Therefore, the set⋃ {
u ∈ X: J (u) − μG(u) = t F (0,u)}
t∈[0,1]
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(λ,u) ∈R× X: J (u) − μG(u) = F (λ,u)}
contains an unbounded connected set C which C intersects {0} × X . This completes the proof. 
Finally, the following example illustrates an application of our bifurcation result.
Example 4.4. Suppose that assumptions (w1) and (w2) are fulﬁlled and g ∈ L∞(Ω). If μ is not an eigenvalue of (E), then
there is an unbounded connected set C such that every point (λ,u) in C is a weak solution of the following nonlinear
problem{
−div(w(x)|∇u|p(x)−2∇u)= μg(x)|u|p(x)−2u + λ(a(x) + |u| p(x)q(x) −1u) in Ω,
u = 0 on ∂Ω,
where a ∈ Lq(x)(Ω) and the conjugate function of q(x) is strictly less than p∗(x).
Proof. Let f (λ, x,u,∇u) = λ(a(x) + |u|p(x)/q(x)−1u). Then it is clear that f satisﬁes conditions (F1)–(F3). Therefore, the
conclusion follows from Theorem 4.3. 
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