Let f = (f 1 , . . . , f n ) be a system of n complex homogeneous polynomials in n variables of degree d. We call λ ∈ C an eigenvalue of f if there exists v ∈ C n \ {0} with f (v) = λv, generalizing the case of eigenvalues of matrices (d = 1). We derive the distribution of λ when the f i are independently chosen at random according to the unitary invariant Weyl distribution and determine the limit distribution for n → ∞.
In the case d = 1 we obtain the definition of eigenpairs of matrices. In [5] Ginibre assumes the entries of a complex matrix A = (a i,j ) to be independently distributed with density π −1 exp(−|a i,j | 2 ) and describes the distribution of an eigenvalue λ, that is chosen uniformly at random from the n eigenvalues of A.
Can Ginibre's results be extended to arbitrary degree d? The answer is yes and provided in this paper. Let us call two eigenpairs (v, λ), (w, η) equivalent if there exists some t ∈ C\ {0}, such that (v, λ) = (tw, t d−1 η). Note that if both (v, λ) and (w, η) ∈ C are normalized, then we must have |t| = 1. This implies that the intersection of an equivalence class with the set of normalized eigenpairs of f is a circle, that we assume to have volume 2π. Cartwright and Sturmfels point out in We define a probability distribution on the space of eigenvalues as follows: 3. Choose an normalized eigenpair (v, λ) ∈ C uniformly at random.
Apply the projection (v, λ) → λ.
We denote by ρ n,d : C → R ≥0 , λ → ρ n,d (λ) the density of the resulting probability distribution. Observe that if d = 1, then ρ n,1 is the density of Ginibre's distribution.
The unitary invariance of 2 implies that ρ n,d (λ) only depends on |λ|, but not on the argument of λ. We therefore introduce the following notation:
R := 2 |λ| 2 .
(1.1)
We will prove that the random variable R follows a distribution that, if d = 1, is mixed from χ 2 -distributions with weights from the uniform distribution on n items, and, if d > 1, is mixed from χ 2 -distributions with weights from the geometric distribution Geo(p) truncated at n. (See (2.1) for details on the truncated geometric distribution.)
Here is our main result. 
If
Here χ 2 2k (R) := (e
is the the density of a chi-square distributed random variable with 2k degrees of freedom.
We note that Prob
X∼Geo(p) {X = k} is the probability that the first success of independent Bernoulli trials, each with success probability p, is achieved in the k-th trial. Moreover, for 1 ≤ k ≤ n and 0 ≤ q < 1 we have
for the last equality see (2.1). One can therefore sample |λ| 2 by the following procedure.
1. If d = 1, choose k ∈ {1, . . . , n} uniformly at random. 
Put
5. Output:
, which yields a connection between the cases d = 1 and d > 1 (observe that here we allowed d to be any real number).
We can compute the expectation of the random variable |λ| 2 ; cf. 
.
|λ| 2 is strictly decreasing. For fixed d, the function
|λ| 2 is strictly increasing. In order to investigate ρ n,1
R for large n, we can normalize |λ| 2 by dividing it by its expectation. We will, however, divide |λ| 2 by n. While for large n this does not make a big difference, the formulas appearing are easier to understand. We will also normalize in the case d > 1. So if d = 1, we put
and if d > 1, we put
Making a change of variables from R to τ yields the normalized density, denoted
norm . In [5] Ginibre notes that in the case d = 1 we have
This means that the distribution of the normalized eigenvalue λ/ √ n converges towards the uniform distribution on the unit ball {x ∈ C | |x| ≤ 1}.
Our third result covers the case d > 1.
Hence, as n → ∞, the normalized density ρ n,d
norm (τ ) converges towards the exponential distribution with parameter 2 (cf. Figure 1 .2). norm (τ ) for n ∈ {2, 3, 5} together with 2e −2τ . Let Φ be a multilinear map (R n ) d → R n , that is represented by the real super-
Relation to prior work
. . , v) (see [13, sec. 3, eq. (7)]) and then defines λ ∈ C to be an E-eigenvalue of A if there exists v ∈ C n such that A v d = λv and v T v = 1. This definition of eigenvalue is independent of the change of orthonormal coordinates. Therefore, λ can be regarded as an eigenvalue of Φ itself. Although assuming Φ over the reals, Qi allows the eigenvalue to be complex. If the eigenvalue λ is real, he calls it a Z-eigenvalue.
In [4] Cartwright and Sturmfels relax the definition of Qi by considering order-(d + 1) tensors/supermatrices over the complex numbers C. They define a pair Another approach to define eigenpairs of homogeneous polynomial systems is given by Lim [10] in his variational approach, which is as follows.
We denote by k the L k -norm on R n for k > 1. Suppose that F (X) is a real homogeneous polynomial in n variables X = (X 1 , . . . , X n ) of degree d + 1.
In order to optimize F on the L k -sphere { x k = 1}, one can consider the Langrangian of the multilinear Rayleigh quotient
, where Λ is an auxiliary variable. Then the
(1.5)
Note that ∇F (X) is a system of homogeneous polynomials of degree d. If the
If we relax the definition of L 2 -eigenvalues by allowing (v, λ) to be complex, the pair (v, λ) is an eigenpair of the system ∇F (X) in our sense.
The organization of the paper is as follows. After some preliminaries presented in the next section, we establish in Section 3 the geometric framework for the eigenpair problem. Our concepts and notations are close to the ones from [3, sec.
16]. We define a probability distribution on 
Preliminaries 2.1 Differential geometry
We denote by x, y := x T y the standard hermitian inner product on C n . Furthermore, we set x := x, x and S(C n ) := x ∈ C n | x = 1 . Given some x ∈ C n \ {0} we denote by
If M is a differentiable manifold and x ∈ M we denote by T x M the tangent space of M at x.
T v ⊕ Riv and this composition is orthogonal with respect to inner product on If M and N are differentiable manifolds and
its normal jacobian at x.
For more details on normal jacobians and the coarea formula we refer to [3, sec.
17.3].
Theorem 2.2 (Coarea formula) Suppose that M, N are Riemannian manifolds of dimensions m, n, respectively. Let Ψ : M → N be a surjective smooth map. Then we have for any function χ : M → R that is integrable with respect to the volume
Let E 1 , E 2 be finite dimensional complex vector spaces with hermitian inner
Assume that we have a surjective linear map φ : E 1 → E 2 (think of φ as a derivative and E 1 , E 2 being tangent spaces). Let 
Expectation of the truncated geometric distribution
The geometric distribution with parameter p truncated at n ≥ 1 is defined to be the distribution of a geometrically distributed random variable X with parameter p under the condition that X ≤ n. Its density is
where q := 1 − p and k ∈ {1, . . . , n}.
Lemma 2.4 Let n ≥ 1 and 0 ≤ q < 1. Then
PROOF We have Prob
Observe, that n k=1 kq k−1 is the derivative of
1−Z at Z = q and that
Hence the claim.
The expected characteristic polynomial of a random matrix
We say that a random variable z on C is standard normal distributed if both real and imaginary part of z are i.i.d centered normal distributed random variables with
and we write z ∼ N (0, 1 2 ) for this distribution. The reason why we have put
Suppose that E is a finite dimensional complex vector space with hermitian inner product and let k := dim C E. We define the standard normal density on the space E as
it is clear from the context which space is meant, we omit the subscript E. Let I n be the n × n identity matrix. If a complex matrix A ∈ C n×n is distributed with density ϕ C n×n , we write A ∼ N (0, 
We have
3. For I ⊂ [n] := {1, . . . , n} we define A I ∈ C |I|×|I| to be the submatrix of A ∈ C n×n indexed by I. Then for any t ∈ C we have that det (A + tI n ) = 
Proposition 2.6
We have for A ∈ C n×n and t ∈ C E A∼N (0, 1 2 In)
PROOF By Lemma 2.5(3), det(A + tI n×n ) = α∈{0,1} n t n−|α| det A α , hence
Due to Lemma 2.5(2), we have E [det A α det A β ] = δ α,β |α|!, since we deal with centered distributions. Hence,
the last equality by Lemma 2.5(1).
3 Geometric framework
Eigenpairs of homogeneous polynomial systems
Let n, d ≥ 1. We denote by
. . , X n ) the vector space of homogeneous polynomials of degree d in the variables X 1 , . . . , X n over the complex numbers C of degree d. The Bombieri-Weyl basis is given by the e α :=
The product (3.1) extends to (H d ) n in the following way. Let f = (f 1 , . . . , f n ) 
Suppose that
F is the Frobenius norm.
For the sake of clarity, we recall the definition of eigenpairs given in the introduction.
We call v an eigenvector and λ an eigenvalue of f . Further, we call eigenpairs (v, λ) and (w, η) equivalent, (v, λ) ∼ (w, η), if there exists a nonzero t ∈ C such that (tv, t d−1 λ) = (w, η).
We already noted that the number of equivalence classes of a generic system f
The solution manifold
Let A := C[X 1 , . . . , X n , Λ] be the space of polynomials in the n + 1 variables X 1 , . . . , X n , Λ. We consider the map
Observe that F f (X, Λ) consists of two parts, one homogeneous of degree d and one homogeneous of degree 2. Let us denote by ∂ X and ∂ Λ the partial derivatives of F f (X, Λ) with respect to X = (X 1 , . . . , X n ) and Λ, respectively. Then the derivative of F f at (v, λ) has the following matrix representation:
where I n denotes the n × n-identity matrix.
We adapt the terms "solution manifold" and "well-posed" from [3, sec. 16.2]
and tailor them to our (structured) set
the solution manifold and its subset
the manifold of well-posed triples.
The group U(n) of unitary linear transformations C n → C n acts on (H d ) n and V, respectively, via
We note that W is invariant under the group action and that U(n) acts by isometries; see [3, Theorem 16.3] .
Lemma 3.3
The solution manifold V is a connected and smooth submanifold of
is clearly surjective. Therefore 0 ∈ C n is a regular value of G and Theorem A.9 in [3] implies the assertion.
The following lemma is easily verfied using Euler's identity for homogeneous functions.
PROOF Let (f, v, λ) ∈ V be fixed. By Lemma 3.3 the tangent space of V at (f, v, λ) equals
From Lemma 2.1 we know that T v S(C n ) = T v ⊕ Riv. Lemma 3.4 tells us that
then there exist uniquely determinedv ∈ T v and r ∈ R such thatẇ =v + irv and DF f (v, λ)(ẇ,λ) = DF f (v, λ)(v,λ), from which the claim follows.
Projections and normal jacobians
We consider the projections
It is essential that the quotient of the normal jacobians of π 1 and π 2 can be computed in the following way.
PROOF Let U(n) be group of unitary maps C n → C n . Recall from ( Suppose that (f, e 1 , λ) ∈ W. The derivatives of π 1 and π 2 are the projections
Let us writeḟ = αḟ α X α , where for all α we haveḟ α ∈ C n . Then we obtaiṅ f (e 1 ) =ḟ (d,0,...,0) . Hence,ḟ →ḟ (e 1 ) is an orthogonal projection. We will denote this projection by Π. By Lemma 2.1 the projectionv + riv →v is orthogonal as well. Using 3.5 it follows that T (f,e 1 ,λ) V is the graph of the surjective linear
Applying Lemma 2.3 yields the claim.
The eigendiscriminant variety
We define the set of ill-posed triples (f, v, λ) to be
Moreover, we denote by Σ the Zariski closure of π 1 (Σ ). In reference to [1] , we call Σ the eigendiscriminant variety. 2. The set Σ is a closed hypersurface of (H d ) n of degree at most n(n − 1)d n−1 . shown that the eigendiscriminant variety for tensors in (C n ) ⊗d is an irreducible hypersurface. We obtain Σ by intersecting this with the linear subspace of symmetric tensors and requiring v = 1. The assertion Item 2 follows from the dimension theorem, Bezout's theorem and the fact that Σ is properly contained in (H d ) n (see 3.9 below).
In [14] the following explicit element in (H d ) n \Σ is described (d > 1).
PROOF One has
We are going to show that φ has exactly D(n, d) many classes of eigenpairs.
Clearly, for any v ∈ C\ {0} we have F φ (v, 0) = 0. Hence, any equivalence class of eigenpairs of φ contains some representative of the form (v, 1). Let ζ be a primitive (d − 1)-th root of unity and define
. For all z ∈ M and t ∈ C we have (z, 1) ∼ (tz, 1) if and only if t = ζ i for some 1 ≤ i ≤ d − 1. Let U := ζ denote the cyclic group generated by ζ. We define a group action of U on M via componentwise multiplication. The number of equivalence classes of eigenpairs of φ then equals the number of U-orbits in M .
For u ∈ U put M u := {z ∈ M | uz = z}. Observe that for u = 1 we have that M u = ∅. Using Burnside's lemma we obtain
The standard distribution on the solution manifold
The definition of standard distribution is adapted from [3, eq. (17.19)]. Following (2.3), we say that a random variable f on (H d ) n is standard normal distributed, if f has the density
By construction ϕ(f ) is invariant under the action of U(n).
The following procedure:
1. choose f according to the standard normal distribution.
2. choose some normalized eigenpair (v, λ) of f uniformly at random.
yields a probability distribution on V, which we call the standard distribution and denote it by (f, v, λ) ∼ STD V . Clearly, the standard distribution is invariant under the action of U(n) on V.
Observe that the two steps above are precisely the steps Item 1-Item 3 in the operative description of ρ n,d given in the introduction. This implies that ρ n,d equals the density of the pushforward measure of STD V with respect to the projection
According to 3.8, the fiber
) disjoint circles, each of them having volume 2π. Hence the density of the uniform distribution on V (f ) equals (2πD) −1 . As in [3, Lemma 17 .18], one can now show that the density of the standard distribution is given by
where π 1 : V → (H d ) n is the projection from (3.5).
We denote by
Lemma 3.10 Let θ : V → R be an integrable map that is invariant under the group action from (3.4) and e 1 := (1, 0, . . . , 0) ∈ S(C n ). Then
where
PROOF Using the coarea formula, we obtain
By the definition of ρ STD V , Lemma 3.6, and the unitary invariance of θ we have
Observe that the integral (3.8) does not depend on v anymore. The claim follows by using 1dS(C n ) = 2π n Γ(n)
Proofs
We are now ready to prove 1.1.
Proposition 4.1
The pushforward density of STD V with respect to π 3 is
PROOF Before we start, we remark that Lemma 2.5 justifies the right equality. By Lemma 3.10, the pushforward distribution ρ n,d (λ) is obtained by computing
The case n = 1 is an easy exercise. So let us assume that n > 1. Observe that V (e 1 , λ) is the affine space
any f ∈ V (e 1 , λ), there exist uniquely determined h ∈ R and M ∈ C n×(n−1) such that we can orthogonally decompose f as
where X = (X 2 , . . . , X n ) T . We have that
Let a ∈ C 1×(n−1) be the first row of M and A ∈ C (n−1)×(n−1) be the matrix that is obtained by removing the first row of M . By (3.3) and (4.3) the derivative of F f at (e 1 , λ) has the matrix representation
The summands in (4.2) are pairwise orthogonal. From this we get that f 2 = |λ| 2 + M 2 F + h 2 , which implies that
Integrating over a and h in (4.1) therefore yields
the last line by 2.6. Plugging this into (4.1) the claim follows.
PROOF (PROOF OF 1.1) 4.1 shows that the distribution of the eigenvalue λ only depends on |λ|. As in (1.1) we put r := |λ| and R := 2r 2 . Making a change of variables, we obtain the density ρ n,d
For any k we have that e
is the density of a chi-square distributed random variable with 2k degrees of freedom, which proves the assertion in this case.
Using that Prob
X∼Geo(1−q) {X = k | X ≤ n} = q k−1 (1 − q)/(1 − q n ), see (2.1), finishes the proof.
To prove 1.3 we will need the following lemma.
Lemma 4.2 Let n ≥ 1. Prob
where we have used that a χ 2 2k -distributed random variable with 2k degrees of freedom has the expectation 2k. by using de l'Hopital's rule twice. Therefore, the map
is continous and differentiable on R >1 . One checks that its derivative on R >1 is negative. Hence, for fixed n, we see that d → E λ∼ρ n,d
[|λ| 2 ] is strictly decreasing. In the same way we can prove that, if d is fixed, n → E λ∼ρ n,d
[|λ| 2 ] is strictly increasing. 
