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http://jwcn.eurasipjournals.com/content/2013/1/204RESEARCH Open AccessImproved least mean square algorithm with
application to adaptive sparse channel estimation
Guan Gui* and Fumiyuki AdachiAbstract
Least mean square (LMS)-based adaptive algorithms have attracted much attention due to their low computational
complexity and reliable recovery capability. To exploit the channel sparsity, LMS-based adaptive sparse channel
estimation methods have been proposed based on different sparse penalties, such as ℓ1-norm LMS or zero-
attracting LMS (ZA-LMS), reweighted ZA-LMS, and ℓp-norm LMS. However, the aforementioned methods cannot
fully exploit channel sparse structure information. To fully take advantage of channel sparsity, in this paper, an
improved sparse channel estimation method using ℓ0-norm LMS algorithm is proposed. The LMS-type sparse
channel estimation methods have a common drawback of sensitivity to the scaling of random training signal. Thus,
it is very hard to choose a proper learning rate to achieve a robust estimation performance. To solve this problem,
we propose several improved adaptive sparse channel estimation methods using normalized LMS algorithm with
different sparse penalties, which normalizes the power of input signal. Furthermore, Cramer-Rao lower bound of the
proposed adaptive sparse channel estimator is derived based on prior information of channel taps' positions.
Computer simulation results demonstrate the advantage of the proposed channel estimation methods in mean
square error performance.
Keywords: Least mean square; Normalized LMS; Adaptive sparse channel estimation; ℓp-Norm normalized least
mean square; ℓ0-Norm normalized least mean square; Compressive sensing1 Introduction
The demand for high-speed data services has been
increasing as emerging wireless devices are widely spreading.
Various portable wireless devices, e.g., smartphones and
laptops, have generated rapidly, giving rise to massive data
traffic [1]. Broadband transmission is an indispensable
technique in the next-generation wireless communication
systems [2,3]. The broadband channel is described by a
sparse channel model in which multipath taps are widely
separated in time, thereby creating a large delay spread
[4-8]. In other words, most of channel coefficients are zero
or close to zero, while only a few channel coefficients
are dominant (large value). A typical example of sparse
multipath channel is shown in Figure 1, where the number
of dominant taps is four while the length is 16.
Traditional least mean square (LMS) is one of the most
popular algorithms for adaptive system identification [9],
e.g., channel estimation. LMS-based adaptive channel* Correspondence: gui@mobile.ecei.tohoku.ac.jp
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in any medium, provided the original work is pestimation can be easily implemented due to its low
computational complexity. In current broadband wireless
communication systems, channel impulse response in time
domain is often described by a sparse channel model,
supported by a few large coefficients. The LMS-based
adaptive channel estimation method never takes advantage
of the channel sparse structure although its mean square
error (MSE) lower bound has a direct relationship with
finite impulse response (FIR) channel length. To improve
the estimation performance, recently, many algorithms
have been proposed to take advantage of the sparse nature
of the channel. For example, based on the recent theory of
compressive sensing (CS) [10,11], various sparse channel
estimation methods have been proposed in [12-14]. Some
of these methods are known to achieve robust estimation,
e.g., sparse channel estimation using least-absolute shrink-
age and selection operator [15]. However, these kinds of
sparse methods have two potential disadvantages: one is
that computational complexity may be very high, especially
for tracking fast time-variant channels; the other is that
training signal matrices for these CS-based sparse channelis an Open Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.



















Figure 1 A typical example of sparse multipath channel.
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isometry property [16]. It was well known that designing
these training matrices is a non-deterministic polynomial-
time (NP)-hard problem [17].
In order to avoid the two detrimental problems of
sparse channel estimation, a variation of the LMS algo-
rithm with ℓ1-norm sparse constraint has been pro-
posed in [18]. The ℓ1-norm sparse penalty is
incorporated into the cost function of the conventional
LMS algorithm, which results in the LMS update with a
zero attractor, namely zero-attracting LMS (ZA-LMS)
and reweighted ZA-LMS (RZA-LMS) [18] which is mo-
tivated by the reweighted ℓ1-norm minimization recovery
algorithm [19]. To further improve the estimation perform-
ance, an adaptive sparse channel estimation method using
ℓp-norm LMS (LP-LMS) algorithm has been proposed [20].
However, there still exists a performance gap between LP-
LMS and optimal sparse channel estimation. It is worth
mentioning that optimal channel estimation is often de-
noted by the sparse lower bound which is derived in The-
orem 4 in Section 3.
Due to the fact that solving the LP-LMS algorithm
is a non-convex problem, the algorithm cannot ob-
tain an optimal adaptive sparse solution [10,11].
Hence, a computationally efficient algorithm is re-
quired to obtain a more accurate adaptive sparse
channel estimation.
According to the CS theory [10,11], solving the ℓ0-
norm sparse penalty problem can obtain an optimal
sparse solution. In other words, ℓ0-norm sparse pen-
alty on LMS algorithm is a good candidate to
achieve more accurate channel estimations. These
backgrounds motivate us to use the optimal ℓ0-normsparse penalty on LMS in order to improve the esti-
mation performance.
In addition, since sparse LMS-based channel estima-
tion methods have a common drawback of sensitivity to
scaling of random training signal, it is very hard to
choose a proper learning rate to achieve a robust estima-
tion performance [21]. To solve this problem, we
propose several improved adaptive sparse channel esti-
mation methods using normalized LMS (NLMS) algo-
rithm, which normalizes the power of input signal, with
different sparse penalties, i.e., ℓp-norm (0 ≤ p ≤ 1).
The contributions of this paper are described below.
Firstly, we propose an improved adaptive sparse channel
estimation method using ℓ0-norm least square error al-
gorithm, termed as L0-LMS [22]. Secondly, based on
algorithms in [18,20], we propose four kinds of improved
adaptive sparse channel estimation methods using sparse
NLMS algorithms. Thirdly, Cramer-Rao lower bound
(CRLB) of the proposed adaptive sparse channel estimator
is derived based on prior information of known positions
of non-zero taps. Lastly, various simulation results are given
to confirm the effectiveness of our proposed methods.
Section 2 introduces the system model and problem
formulation. Section 3 discusses various adaptive sparse
channel estimation methods using different LMS-based
algorithms. In Section 4, computer simulation results for
the MSE performance are presented to confirm the effect-
iveness of sparsity-aware modifications of LMS. Concluding
remarks are presented in Section 5.
2 System model and problem formulation
Consider a sparse multipath communication system, as
shown in Figure 2.
Figure 2 A typical sparse multipath communication system.
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related by
y tð Þ ¼ hTx tð Þ þ z tð Þ; ð1Þ
where h = [h0, h1, …, hN − 1]
T is N-length sparse channel
vector which is supported by K (K≪N) dominant taps,
x(t) = [x(t), x(t − 1), …, x(t −N + 1)]T is an N-length input
signal vector of x(t) and z(t) is an additive noise at time
t. The objective of the LMS-type adaptive filter is to esti-
mate the unknown sparse channel h using x(t) and y(t).
According to Equation 1, the nth channel estimation
error e(n) is easily written as
e nð Þ ¼ y tð Þ−~hT nð Þx tð Þ ¼ y tð Þ−~hT nð Þx tð Þ; ð2Þ
at time t, where ~h nð Þ is the LMS adaptive channel estima-
tor. It was worth noting that x(t) and y(t) are invariant as
iterative times. Based on Equation 2, standard LMS cost
function can be written as
L nð Þ ¼ 1
2
e2 nð Þ: ð3Þ
Hence, the updated equation of LMS adaptive channel
estimation is derived as
~h nþ 1ð Þ ¼ ~h nð Þ−μ ∂L nð Þ
∂~h nð Þ ¼
~h nð Þ þ μe nð Þx tð Þ; ð4Þ
where μ is the step size of gradient descend. For later
use, we define a parameter γmax which is the maximum
eigenvalue of the covariance matrix R = E{x(t)xT(t)} ofinput signal vector x(t). Here, we introduce Theorem 1
in relation to the step size μ. The detailed derivation can
also be found in [21].
Theorem 1 The necessary condition of reliable LMS
adaptive channel estimation is 0 < μ < 2/γmax.
Proof At first, the (n + 1)th update coefficient vector
~h nþ 1ð Þ is written as
~h nþ 1ð Þ ¼ ~h nð Þ þ μx tð Þe nð Þ
¼ ~h nð Þ þ μx tð Þ y tð Þ−~hT nð Þx tð Þ : ð5Þ
Assume that h is a real FIR channel vector; subtracting
h from both sides in Equation 5, we can rewrite it as
~h nþ 1ð Þ−h ¼ ~h nð Þ−hþ μx tð Þ y tð Þ−~hT nð Þx tð Þ :
ð6Þ
By defining v nð Þ ¼ ~h nð Þ−h and according to Equation 1,
Equation 6 can be rewritten as
v nþ 1ð Þ ¼ v nð Þ þ μx tð Þ y tð Þ−hTx tð Þ 
þμx tð Þ xT tð Þh−xT tð Þ~h nð Þ 
¼ v nð Þ þ μx tð Þz tð Þ−μx tð ÞxT tð Þv nð Þ
¼ I−μx tð ÞxT tð Þð Þv nð Þ þ μx tð Þz tð Þ:
ð7Þ
Assume that input signal vector x(t) and estimated
FIR channel vector ~h nð Þ are statistically independent
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E{x(t)z(t)} = 0. Taking the expectation for both sides in
Equation 7, we can obtain
E v nþ 1ð Þf g ¼ E I−μx tð ÞxT tð Þð Þ v nð Þ þ E μx tð Þz tð Þf g
¼ I−μE x tð ÞxT tð Þ  E v nð Þf g þ E μx tð Þz tð Þf g
¼ I−μRð ÞE v nð Þf g;
ð8Þ
The necessary condition of the reliable LMS adaptive
channel estimation is given by
1−μλmaxj j < 1; ð9Þ
where λmax denotes the maximum eigenvalue of R. Hence,
to guarantee fast convergence speed and reliable updating
of LMS in Equation 4, step size μ should be satisfied:
0 < μ < 2=λmax: ð10Þ
□
3 (N)LMS-based adaptive sparse channel estimation
From Equation 4, we can find that the LMS-based channel
estimation method never takes advantage of the sparse
structure in channel vector h. To get a better understand-
ing, the LMS-based channel estimation methods can be
expressed as
~h nþ 1ð Þ ¼ ~h nð Þ þ Adaptive error update: ð11Þ
Unlike the conventional LMS method in Equation 11,
sparse LMS algorithms exploit channel sparsity by intro-
ducing several ℓp-norm penalties to their cost functions
with 0 ≤ p ≤ 1. The LMS-based adaptive sparse channel
estimation methods can be written as







Equation 12 motivated us to introduce different sparse
penalties in order to take advantage of the sparse structure
as prior information. Here, if we analogize the updated
equation in Equation 12 to the CS-based sparse channel
estimation [10,11], one can find that more accurate sparse
channel approximation is adopted, and then better esti-
mation accuracy could be obtained and vice versa. The
conventional sparse penalties are ℓp-norm (0 < p ≤ 1) and
ℓ0-norm, respectively. Since ℓ0-norm penalty on sparse
signal recovery is a well-known NP-hard problem, only
the ℓp-norm (0 < p ≤ 1)-based sparse LMS approaches have
been proposed for adaptive sparse channel estimation.
Compared to conventional two sparse LMS algorithms
(ZA-LMS and RZA-LMS), LP-LMS can achieve a betterestimation performance. However, there still exists a
performance gap between the LP-LMS-based channel
estimator and the optimal one. As the development of
mathematics continues, a more accurate sparse approxi-
mate algorithm to ℓ0-norm LMS (L0-LMS) is proposed in
[22] and analyzed in [23]. However, they never considered
any application on sparse channel estimation. In this paper,
the L0-LMS algorithm is applied in adaptive sparse chan-
nel estimation to improve the estimation performance.
It is easily found that exploitation of more accurate
sparse structure information can obtain a better estimation
performance. In the following, we investigate sparse
LMS-based adaptive sparse channel estimation methods
using different sparse penalties.
3.1 LMS-based adaptive sparse channel estimation
The following are the LMS-based adaptive sparse channel
estimation methods:
 ZA-LMS. To exploit the channel sparsity in time
domain, the cost function of ZA-LMS [18] is given by
LZA nð Þ ¼ 12 e
2 nð Þ þ λZA ~h nð Þ
 
1; ð13Þ
where λZA is a regularization parameter to balance the
estimation error and sparse penalty of ~h nð Þ. The
corresponding updated equation of ZA-LMS is
~h nþ 1ð Þ ¼ ~h nð Þ−μ ∂LZA nð Þ
∂~h nð Þ




where ρZA = μλZA and sgn(∙) is a component-wise
function which is defined as
sgn hð Þ ¼
1; h > 0
0; h ¼ 0
−1; h < 0
:
(
From the updated equation in Equation 14, the
function of its second term is compressing small
channel coefficients as zero in high probability. That
is to say, most of the small channel coefficients can
be simply replaced by zeros, which speeds up the
convergence of this algorithm. RZA-LMS. ZA-LMS cannot distinguish between
zero taps and non-zero taps as it gives the same
penalty to all the taps which are often forced to
be zero with the same probability; therefore, its
performance will degrade in less sparse systems.
Motivated by the reweighted ℓ1-norm
minimization recovery algorithm [19], Chen
et al. have proposed a heuristic approach to
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the RZA-LMS [18]. The cost function of RZA-
LMS is given by
LRZA nð Þ ¼ 12 e
2 nð Þ þ λRZA
XN
i¼1
log 1þ εRZA hi nð Þj jð Þ;
ð15Þ
where λRZA > 0 is the regularization parameter
and εRZA > 0 is the positive threshold. In
computer simulation, the threshold is set as
εRZA = 20 which is also suggested in [18]. The
ith channel coefficient ~hi nð Þ is then updated as
~hi nþ 1ð Þ ¼ ~hi nð Þ−μ ∂LRZA nð Þ
∂h̃i nð Þ
¼ ~hi nð Þ þ μe nð Þx t−ið Þ−ρRZA
sgn ~hi nð Þ
 	







where ρRZA = μλRZAεRZA. Equation 16 can be
expressed in the vector form as
~h nþ 1ð Þ ¼ ~h nð Þ þ μe nð Þx tð Þ−ρRZA
sgn ~h nð Þ 






Please note that the second term in Equation 16
attracts the channel coefficients ~hi nð Þ; i ¼ 1; 2;…;N
whose magnitudes are comparable to 1/εRZA to zeros.
 LP-LMS. Following the above ideas in [18], LP-
LMS-based adaptive sparse channel estimation
method has been proposed in [20]. The cost
function of LP-LMS is given by
LLP nð Þ ¼ 12 e




where λLP > 0 is a regularization parameter. The
corresponding updated equation of LP-LMS is given as
~h nþ 1ð Þ ¼ ~h nð Þ−μ ∂LLP nð Þ
∂~h nð Þ
¼ ~h nð Þ þ μe nð Þx tð Þ−ρLP
~h nð Þ 1−p
p
sgn ~h nð Þ 





 1−pð Þ ;
ð18Þ
where ρLP = μλLP and εLP > 0 is a small positive
parameter.
 L0-LMS (proposed). Consider ℓ0-norm penalty on
LMS cost function to produce a sparse channel
estimator as this penalty term forces the channel tap
values of ~h nð Þ to approach zero. The cost function
of L0-LMS is given by
LL0 nð Þ ¼ 12 e
2 nð Þ þ λL0 ~h nð Þ
 
0; ð19Þwhere λL0 > 0 is a regularization parameter and
~h nð Þ 0 denotes ℓ0-norm sparse penalty function
which counts the number of non-zero channel taps of
~h nð Þ. Since solving the ℓ0-norm minimization is an
NP-hard problem [17], to reduce computational
complexity, we replace it with an approximate
continuous function:






~hi nð Þj j 	: ð20Þ
The cost function in Equation 19 can then be
rewritten as
LL0 nð Þ ¼ 12 e




~hi nð Þj j 	: ð21Þ
The first-order Taylor series expansion of
exponential function e−β
~hi nð Þj j is given as
e−β















The updated equation of L0-LMS-based adaptive
sparse channel estimation can then be derived as
~h nþ 1ð Þ ¼ ~h nð Þ





where ρL0 = μλL0. Unfortunately, the exponential
function in Equation 23 will also cause high
computational complexity. To further reduce the
complexity, an approximation function J ~h nð Þ
 	
is
also proposed to the updated Equation 23. Finally,
the updated equation of L0-LMS-based adaptive
sparse channel estimation can be derived as
~h nþ 1ð Þ ¼ ~h nð Þ þ μe nð Þx tð Þ−ρL0J ~h nð Þ
 
; ð24Þ
where ρL0 = μλL0 and J ~h nð Þ
 
is defined as




for all i ∈ {1, 2,…, N}.3.2 Improved adaptive sparse channel estimation methods
The common drawback of the above sparse LMS-based
algorithms is that they are vulnerable to probabilistic
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based algorithms are sensitive to signal scaling [21].
Hence, it is very hard to choose a proper step size μ to
guarantee stability of these sparse LMS-based algorithms
even if the step size satisfies the necessary condition in
Equation 10.
Let us reconsider the updated equation of LMS in
Equation 4. Assuming that the nth adaptive channel esti-
mator ~h nþ 1ð Þ is the optimal solution, the relationship
between the (n = 1)th channel estimator ~h nþ 1ð Þ and
input signal x(t) is given as
~hT nþ 1ð Þx tð Þ ¼ y tð Þ; ð26Þ
where y(t) is assumed to be ideal received signal at
the receiver. To solve a convex optimization problem
in Equation 26, the cost function can be constructed
as [21]
C nð Þ ¼ ~h nþ 1ð Þ−~h nð Þ T ~h nþ 1ð Þ−~h nð Þ 
þξ y tð Þ−~hT nþ 1ð Þx tð Þ ;
ð27Þ
where ξ is the unknown real-value Lagrange multiplier
[21]. The optimal channel estimator at the (n + 1)th
update can be found by letting the first derivative of
C nð Þ ¼ 0: ð28Þ
Hence, it can be derived as
∂C nð Þ
∂~h nþ 1ð Þ ¼ 2
~h nþ 1ð Þ−~h nð Þ −ξx tð Þ ¼ 0: ð29Þ
The (n + 1)th optimal channel estimator is given from
Equation 29 as
~h nþ 1ð Þ ¼ ~h nð Þ þ 1
2
ξx tð Þ: ð30Þ
By substituting Equation 30 into Equation 26, we ob-
tain
ξxT tð Þx tð Þ ¼ 2 y tð Þ−~hT nð Þx tð Þ  ¼ 2e nð Þ; ð31Þ
where e nð Þ ¼ y tð Þ−~hT nð Þx tð Þ (see Equation 2) and the
unknown parameter ξ is given by
ξ ¼ 2e nð Þ
xT tð Þx tð Þ : ð32Þ
By substituting it to Equation 30, the updated equation
of NLMS is written as~h nþ 1ð Þ ¼ ~h nð Þ þ μ1
e nð Þx tð Þ
xT tð Þx tð Þ ; ð33Þ
where μ1 is the gradient step size which controls the
adaptive convergence speed of NLMS algorithm. Based
on the updated Equation 33, for better understanding,
NLMS-based sparse adaptive updated equation can be
generalized as







where normalized adaptive update term is μ1e(n)x(t)/x
T
(t)x(t) which replaces the adaptive update μe(n)x(t) in
Equation 4. The advantage of NLMS-based adaptive
sparse channel estimation it that it can mitigate the scal-
ing interference of training signal due to the fact that
NLMS-based methods estimate the sparse channel by
normalizing with the power of training signal x(t). To
ensure the stability of the NLMS-based algorithms, the
necessary condition of step size μ1 is derived briefly. The
detail derivation can also be found in [21].
Theorem 2 The necessary condition of reliable NLMS
adaptive channel estimation is
0 < μ1 <
E e nð Þ h−~h nð Þ Tx tð Þ=xT tð Þx tð Þn o
E e2 nð Þ=xT tð Þx tð Þf g : ð35Þ
Proof Since the NLMS-based algorithms share the
same gradient step size to ensure their stability, for sim-
plicity, studying the NLMS for a general case. The
updated equation of NLMS is given by
~h nþ 1ð Þ ¼ ~h nð Þ þ μ1e nð Þ
x tð Þ
xT tð Þx tð Þ ; ð36Þ
where μ1 denotes the step size of NLMS-type algo-
rithms. Denoting the channel estimation error vector as
u nð Þ ¼ h−~h nð Þ; (n + 1)th update error u(n + 1) can be
written as
u nþ 1ð Þ ¼ u nð Þ−μ1e nð Þ
x tð Þ
xT tð Þx tð Þ : ð37Þ
Obviously, the (n + 1)th update MSE E{u2(n + 1)} can
also be given by
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To ensure the stable updating of the NLMS-type algo-
rithms, the necessary condition is satisfying








Hence, the necessary condition of reliable adaptive
sparse channel estimation is μ1 satisfying the theorem in
Equation 35.
□
The following are the improved adaptive sparse channel
estimation methods:
 ZA-NLMS (proposed). According to the
Equation 14, the updated equation of ZA-NLMS
can be written as
~h nþ 1ð Þ ¼ ~h nð Þ þ μ1e nð Þ
x tð Þ
xT tð Þx tð Þ−ρZANsgn
~h nð Þ :
ð40Þ
where ρZAN = μ1γZAN and γZAN is a regularization
parameter for ZA-NLMS.
 RZA-NLMS (proposed). According to Equation 16, the
updated equation of RZA-NLMS can be written as
~h nþ 1ð Þ ¼ ~h nð Þ þ μ1e nð Þ
x tð Þ
xT tð Þx tð Þ
−ρRZAN
sgn ~h nð Þ 







where ρRZAN = μ1λRZAεRZAN and γRZAN is a
regularization parameter for RZA-NLMS. The
threshold is set as εRZAN = εRZA = 20 which is also
consistent with our previous research in [24-27].
 LP-NLMS (proposed). According to the LP-LMS in
Equation 18, the updated equation of LP-NLMS can
be written as
~h nþ 1ð Þ ¼ ~h nð Þ þ μ1e nð Þ
x tð Þ
xT tð Þx tð Þ
−ρLPN
~h nð Þ 1−p
p
sgn ~h nð Þ 





 1−pð Þ ;
ð42Þwhere ρLPN = μ1λLPN/10, λL0N is a regularization
parameter, and εLPN > 0 is a threshold parameter.
 L0-NLMS (proposed). Based on updated the
equation of L0-LMS algorithm in Equation 24, the
updated equation of L0-NLMS algorithm can be
directly written as
~h nþ 1ð Þ ¼ ~h nð Þ þ μ1e nð Þ
x tð Þ
xT tð Þx tð Þ−ρL0N J
~h nð Þ ;
ð43Þ
where ρL0N = μ1λL0N and λL0N is a regularization
parameter. The sparse penalty function J ~h nð Þ  has
been defined as in (25).
3.3 Cramer-Rao lower bound
To decide the CRLB of the proposed channel estimator,
Theorems 3 and 4 are derived as follows.
Theorem 3 For an N-length channel vector h, if μ sat-
isfies 0 < μ < 2/λmax, then MSE lower bound of LMS
adaptive channel estimator is B ¼ μP0N= 2−μλminð ÞeO
Nð Þ , where P0 is a parameter which denotes unit power
of gradient noise and λmin denotes the minimum eigen-
value of R.
Proof Firstly, we define the estimation error at the (n + 1)
th iteration v(n + 1) as
v nþ 1ð Þ ¼ ~h nþ 1ð Þ−h
¼ v nð Þ þ μx tð Þe nð Þ




where Γ nð Þ ¼ ∂L nð Þ=∂~h nð Þ ¼ −2x tð Þe nð Þ is a joint gradi-
ent error function which includes channel estimation error
and noise plus interference error. To derive the lower
bound of the channel estimator, two gradient errors should
be separated. Hence, assuming Γ(n) can be split in two
terms: Γ nð Þ ¼ ~Γ nð Þ þ 2w nð Þ where ~Γ nð Þ ¼ 2 R~h nð Þ−p 
denotes the gradient error and w(n) = [w0(n), w1(n), …,
wN − 1(n)]
T represents the gradient noise vector [21].
Obviously, E{w(n)} = 0 and
x tð Þe nð Þ ¼ − 1
2
Γ nð Þ
¼ −R ~h nð Þ−h −w nð Þ
¼ − R~h nð Þ−p −w nð Þ
¼ −R ~h nð Þ−h −w nð Þ
¼ −Rv nð Þ−w nð Þ;
ð45Þ
where p = Rh. Then, we rewrite v(n + 1) in Equa-
tion 44 as
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¼ v nð Þ−μRv nð Þ−μw nð Þ
¼ I−μRð Þv nð Þ−μw nð Þ
¼ I−μQDQH v nð Þ−μw nð Þ
¼ Q I−μDð ÞQHv nð Þ−μw nð Þ;
ð46Þ
where the covariance matrix can be decomposed as
R =QDQH. Here, Q is an N ×N unitary matrix while
D = diag{λ1, λ2, …, λN} is an N ×N eigenvalue diagonal
matrix. We denote ~v nð Þ ¼ QHv nð Þ and ~w nð Þ ¼ QHw nð Þ
as the rotated vectors, and Equation 46 can be rewritten as
~v nþ 1ð Þ ¼ I−μDð Þ~v nð Þ−μ~w nð Þ: ð47Þ
According to Equation 47, the MSE lower bound of
LMS can be derived as
B ¼ lim
n→∞








I−μDð Þ2E ~v nð Þk k22
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a nð Þ
− 2μ I−μDð ÞE ~wT nð Þ~v nð Þ |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
b nð Þ




Since signal and noise are independent, hence, E
~wT nð Þ~v nð Þ  ¼ … ¼ E ~wT nð Þ~v nð Þ  ¼ 0, and Equation
48 can be simplified as
B ¼ lim
n→∞
I−μDð Þ2E ~w nð Þk k22
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a nð Þ
þ μ2E ~wT nð Þ~w nð Þ |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
c nð Þ
ð49Þ
For a better understanding, the first term a(n) in
Equation 49 can be expanded as
According to Equation 50, Equation 49 can be further
rewritten asI−μDð Þ2E ~v nð Þk k22
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a nð Þ




I−μDð Þ4E ~v n−1ð Þk k22
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a n−1ð Þ





I−μDð Þ2 n−1ð ÞE ~v 1ð Þk k22
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a 1ð Þ











I−μDð Þ2iE ~wT nð Þ~w nð Þ |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}






I−μDð Þ2iE ~wT nð Þ~w nð Þ ;
ð51Þ
where the first term limn→∞ I−μDð Þ2nE ~v nð Þk k22
 
→0
when |1 − μλi| < 1. Consider the MSE lower bound of






1−μλið Þ2iE ~wi nð Þj j2
  ¼ μP0
2−μλi
; ð52Þ
where E ~wi nð Þj j2
  ¼ λiP0 and P0 denotes the gradient
noise power. For any overall channel, since the LMS
adaptive channel estimation method does not use the
channel sparse structure information, the MSE lower
bound should be cumulated from all of the channel taps.


















where N is the channel length of h, {λi; i = 0, 1, …, N − 1}
are eigenvalues of the covariance matrix R and λmin is its
minimal eigenvalue.
□
Theorem 4 For an N-length sparse channel vector
h which consists of K non-zero taps, if μ satisfies 0 < μ < 2/
λmax, then the MSE lower bound of the sparse LMS adap-
tive channel estimator is BS ¼ μP0K= 2−μλminð ÞeO Kð Þ.
Proof From Equation 53, we can easily find that the
MSE lower bound of the adaptive sparse channel estimator
has a direct relationship with the number of non-zero
channel coefficients, i.e., K. Let Ω denote the set of
non-zero taps' position, that is, hi ≠ 0, for i ϵ Ω and hi = 0
for others. We can then obtain the lower bound of the
sparse LMS as2 I−μDð Þ2E ~wT nð Þ~w nð Þ ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
c n−1ð Þ
μ2 I−μDð Þ4E ~wT nð Þ~w nð Þ |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
c n−2ð Þ
I−μDð Þ2 n−1ð ÞE ~wT nð Þ~w nð Þ ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
c 0ð Þ
: ð50Þ
Table 1 Simulation parameters of (N)LMS-based
algorithms
μ γZA(N) γRZA(N) γLP(N) γL0(N)






























eO Kð Þ: ð54Þ
□
4 Computer simulations
In this section, we will compare the performance of the
proposed channel estimators using 1,000 independent
Monte Carlo runs for averaging. The length of sparse
multipath channel h is set as N = 16, and its number of
dominant taps is set as K = 1, 2, 4, and 8. For simplicity,
the number of dominant taps is written in the form of a
set as K ϵ {1, 2, 4, 8}. The values of the dominant channel
taps follow the Gaussian distribution, and the positions of
dominant taps are randomly selected within the length
of h and is subjected to hk k22¼ 1. The received signal-
to-noise ratio (SNR) is defined as 10 log E0=σ2n
 
, where









Figure 3 Performance comparison of LP-(N)LMS with different p (SNRgiven by σ2n ¼ 10−SNR=10. Here, we compare their perform-
ance with three SNR regimes: {5, 10, 20 dB}. All of the step
sizes and regularization parameters are listed in Table 1. It
is worth noting that the (N)LMS-based algorithms can
exploit more accurate sparse channel information at higher
SNR environment. Hence, all of the parameters are set at a
direct ratio in relation with noise power. For example, in
the case of SNR = 10 dB, the parameters of LMS-based
algorithm are matched with the parameters which are
given in [20]. Hence, the propose regulation parameter
method can adaptively exploit the channel sparsity under
different SNR regimes.
The estimation performance between the actual and
estimated channels is evaluated by MSE standard which
is defined as
MSE ~h nð Þ  ¼ E h−~h nð Þ 22n o; ð55Þ
where E{∙} denotes the expectation operator, and h and
~h nð Þ are the actual channel vector and its estimator,
respectively.
In the first experiment, we evaluate the estimation
performance of LP-(N)LMS as a function of p ϵ {0.3, 0.5,
0.7, 0.9} which are shown in Figures 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, and 14 in three SNR regimes, i.e., {5, 10, 20
dB}. The parameter is set as εLP = εLPN = 0.05 which is sug-
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Figure 4 Performance comparison of LP-(N)LMS with different p (SNR = 5 dB and K = 2).
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http://jwcn.eurasipjournals.com/content/2013/1/2045 dB, MSE performance curves are depicted in Figures 3,
4, 5, and 6, with different K ϵ {1, 2, 4, 8}. One can find
that LP-(N)LMS algorithm is not stable if we set p = 0.3
because their estimation performances are even worse









Figure 5 Performance comparison of LP-(N)LMS with different p (SNRintermediate SNR regime, e.g., SNR = 10 dB, MSE per-
formance curves are depicted in Figures 7, 8, 9, and 10,
with different K ϵ {1, 2, 4, 8}. As shown in Figure 7, to
estimate a very sparse channel (K = 1), the LP-(N)LMS












= 5 dB and K = 4).
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Figure 6 Performance comparison of LP-(N)LMS with different p (SNR = 5 dB and K = 8).
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http://jwcn.eurasipjournals.com/content/2013/1/204performance than the others, i.e., p ϵ {0.5, 0.7, 0.9}.
However, if K > 1, the LP-(N)LMS algorithm is no lon-
ger stable as shown in Figures 8, 9, and 10, whose esti-
mation performance is even worse than that in (N)LMS.













Figure 7 Performance comparison of LP-(N)LMS with different p (SNRlikewise, the LP-(N)LMS algorithm achieves a better es-
timation performance than the others only when K≤ 2 as
shown in Figures 11 and 12. Hence, one can find that
the stability of the LP-(N)LMS algorithm with p = 0.3 de-












= 10 dB and K = 1).























Figure 8 Performance comparison of LP-(N)LMS with different p (SNR = 10 dB and K = 2).
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http://jwcn.eurasipjournals.com/content/2013/1/204p ϵ {0.5, 0.7, 0.9} as shown in Figures 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, and 14, fortunately, there is no obvious rela-
tionship between stability and either SNR or K. In order
to trade off stability and estimation performance of the
LP-(N)LMS algorithm, it is better to set the value of the













Figure 9 Performance comparison of LP-(N)LMS with different p (SNRalgorithm with p = 0.5 can always achieve a better esti-
mation performance than the cases with p ϵ {0.7, 0.9}.
In another case, even though the LP-(N)LMS
algorithm with p = 0.3 can obtain a better estimation
performance in certain circumstances, its stability de-












= 10 dB and K = 4).























Figure 10 Performance comparison of LP-(N)LMS with different p (SNR = 10 dB and K = 8).
Gui and Adachi EURASIP Journal on Wireless Communications and Networking 2013, 2013:204 Page 13 of 18
http://jwcn.eurasipjournals.com/content/2013/1/204simulation results, p = 0.5 is considered for LP-(N)
LMS-based adaptive sparse channel estimation.
In the second experiment, we compare all the (N)
LMS-based sparse adaptive channel estimation

















Figure 11 Performance comparison of LP-(N)LMS with different p (SNwell as K ϵ {1, 8}, as shown in Figures 15, 16, 17, and 18,
respectively. In the case of low SNR regime (e.g., SNR = 5
dB), the MSE curves show that NLMS-based methods
achieve a better estimation performance than LMS-based












R = 20 dB and K = 1).



























Figure 12 Performance comparison of LP-(N)LMS with different p (SNR = 20 dB and K = 2).
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http://jwcn.eurasipjournals.com/content/2013/1/204ZA-LMS as examples. As shown in the figure, each per-
formance curve of ZA-NLMS is much lower than that of
ZA-LMS. That is to say, the proposed ZA-NLMS achieves
a better estimation performance than the traditional ZA-















Figure 13 Performance comparison of LP-(N)LMS with different p (SNRZA-NLMS and LP-NLMS, also achieve better estima-
tion performances than their corresponding sparse
LMS types. To further confirm the stability and
effectiveness of our proposed methods, sparse (N)












R = 20 dB and K = 4).

























Figure 14 Performance comparison of LP-(N)LMS with different p (SNR = 20 dB and K = 8).
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respectively.
As the SNR increases, the obvious performance advan-
tages of NLMS-based methods are vanishing. Hence,











Figure 15 MSE versus the number of iterations (SNR = 5 dB and K = 1that NLMS-based methods not only work more reliably for
unknown signal scaling, but also work more stably for noise
interference, especially in low SNR environment.
In addition, the simulation results also show that (N)


































Figure 16 MSE versus the number of iterations (SNR = 5 dB and K = 8).
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http://jwcn.eurasipjournals.com/content/2013/1/204the number of non-zero channel taps. In other words, for a
sparse channel, (N)LMS-based methods can achieve a bet-
ter estimation performance and vice versa. Let us take K =
1 and 8 as examples. In Figures 15 and 16, when the num-

















Figure 17 MSE versus the number of iterations (SNR = 20 dB and K =than in the case where K = 8, as shown in Figures 17 and
18. Hence, these simulation results also show that the esti-
mation performance of adaptive sparse channel estimation
is also affected by the number of non-zero channel taps.








































Figure 18 MSE versus the number of iterations (SNR = 20 dB and K = 8).
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(N)LMS-based methods.5 Conclusions
In this paper, we have investigated various (N)LMS-
based adaptive sparse channel estimation methods by
enforcing different sparse penalties, e.g., ℓp-norm and ℓ0-
norm. The research motivation originated from the fact
that LMS-based channel estimation methods are sensi-
tive to the scaling of random training signal and easily
causing the estimation performance unstable. Unlike
LMS-based methods, the proposed NLMS-based methods
have avoided the uncertain signal scaling and normalized
the power of input signal with different sparse penalties.
Initially, we proposed an improved adaptive sparse
channel estimation method using ℓ0-norm sparse con-
straint LMS algorithm and compared it with ZA-LMS,
RZA-LMS, and LP-LMS. The proposed method was based
on the CS background that ℓ0-norm sparse penalty can ex-
ploit a more accurate channel sparsity.
In addition, to improve the robust performance and
increase the convergence speed, we proposed NLMS-
based adaptive sparse channel estimation methods using
different sparse penalties, i.e., ZA-NLMS, RZA-NLMS,
LP-NLMS, and L0-NLMS. For example, ZA-NLMS can
achieve a better estimation than ZA-LMS. The proposed
methods exhibit faster convergence and better performance
which are confirmed by computer simulations under vari-
ous SNR environments.Competing interests
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