This work is concerned with the prediction problem for a class of L p {random elds. For this class of elds, we derive prediction error formulas, spectral factorizations, and orthogonal decompositions.
Introduction
We study in these notes the prediction problem for a class of random elds which do not necessarily have nite variance. More precisely, we study zero mean random elds fX mn g for which there exist a nite nonnegative Borel measure on the torus and p 2 (1; 1) with the property (1) for all N; M = 0; 1; : : :, and all a mn 2 C. In (1) , means that up to multiplicative constants, the two quantities are bounded above and below by each other. It is thus clear that the time domain of a random eld satisfying
(1) is isomorphic to L p ( ), and prediction problems for fX mn g give rise to extremal problems in L p ( ). Unless the equivalence in (1) becomes equality, metric projections are not preserved under the spectral isomorphism. Nevertheless, although we only give spectral domain results here, it is a simple matter to transfer these results to the time domain (see 7] , for univariate results with p = 2). Random elds satisfying the condition (1) with equality and with p = 2 are well understood (they are the so{called homogeneous random elds). We seek to extend the prediction theory to the case p in the interval (1; 1), when the Hilbert space structure is replaced with the notion of Birkho {James orthogonality. This strategy has been carried out for one{parameter processes in 1, 2, 12] . The present work is concerned with the multiparameter case. We shall obtain prediction error formulas, spectral factorizations, and orthogonal (in some sense) decompositions of these L p random elds. Examples of non-homogeneous elds satisfying (1) can also be obtained from the univariate results of 6].
Notation and Preliminaries
Let T be the unit circle in the complex plane, and let d be normalized Lebesgue measure on T. The torus T 2 will be parameterized by the pair (e is ; e it ) throughout, and let d 2 = d( ) on T 2 . Suppose that is a nite nonnegative Borel measure on T 2 . For any xed parameter p, 1 < p < 1, the Banach space L p ( ; T 2 ) is re exive and strongly convex, and is spanned by the set of functions fe ims+int : (m; n) 2 T 2 g. Every subset S of T 2 determines a natural subspace of L p ( ), namely that spanned by fe ims+int : (m; n) 2 Sg. We write M(S; ) or M(S) to mean this subspace. For S Z 2 , the notation 2 S, means that^ = 0, outside of S. Let The rst result is a generalization, to several variables, of Szego's in mum, the second is the corresponding outer factorization. Both proofs only require small adjustments from the corresponding proofs in 5].
Right Halfplanes
We now turn to the prediction problem associated with the parameter set R, given by R = f(m; n) : m 1; n 2 Zg: (3) Thus R is what we would call a right halfplane, a natural extension from the one-parameter case. For p = 2, prediction with respect to R was carried out in 8]. For general p, we shall obtain an error formula, and the corresponding spectral factorization. The methods of the previous section do not carry over directly: Unlike R, Helson-Lowdenslager halfplanes enjoy certain algebraic properties which have deep analytical consequences. Here, some elementary arguments are needed to reduce the problem to the one-parameter case. This is the error formula. It follows that 
for e it 2 A, otherwise zero. Then ( ; e it ) is outer for 2 -almost every e it in A, and j j p = w R T A :
Suppose for the present that 2 (A) = 2 (T). Then, with the help of the Lemma below, we have Part of the argument in the proof above relied on this next lemma, which asserts that the closed linear span of the random eld and of its innovation are identical. Lemma 4.2 Let w R (e is ; e it ) be nonnegative and integrable with respect to 2 , and assume that log w R is (e is )-integrable almost everywhere-2 (e it ).
Then with as de ned in (7) L p ( A (e it ) d( which annihilates every (e is ; e it )e ims+int for all (m; n) 2 R. Hahn-Banach gives a norm-preserving extension l of l 0 to all of L p ( A d ( 2 )). There is a function h(e is ; e it ) in the dual space L p ( 2 )). The claim follows. 2 
Outer Properties
De ne to be the parameter set = f(m; n) 2 T 2 : m = 0; n 1g f(m; n) 2 T 2 : m 1g; and as usual put 0 = f0g. Thus is a halfplane in the sense of Helson and Lowdenslager. Whereas geometric arguments are used in 5] to obtain a spectral factorization, here the special case yields an explicit analytical formula. The method is adapted from that used in 9] for the case p = 2, 10] for matrix valued functions, and 3] for operator valued functions. The resulting outer factor is used in later sections to derive orthogonal decompositions of the eld.
Assume that the prediction error from (3) Now Beurling provides that the left side must therefore contain every e int for each n 1. Thus the inclusion holds. The reverse inclusion is obviously true. 2
The following states that the innovation part of the eld is associated with the continuous part of the measure. For f xed, this can be made arbitrarily small by choice of Q. Thus the inclusion holds in the second relation. The reverse inclusion is obvious. 2 6 Three Part Decomposition
In 5], a second-order stationary random eld is decomposed orthogonally into its regular, evanescent, and singular parts. In this section the corresponding result for L p is established. In this setting, Hilbert space arguments give way to more elementary methods, and the usual notion of orthogonality is replaced by Birkho -James orthogonality. We nd that, perhaps surprisingly, the component spaces of the decomposition are related by p , even though the orthogonality ? p is generally not symmetric.
We form the Lebesgue decompositions of and its second marginal, 2 .
There is a Borel set of T such that 2 ( ) = ( c ) = 0. Put w = w R u 2 , and de ne A as in equation (6) It follows that belongs to M(R; ). Similarly, we nd that e ims+int 2 M(R; ) for all (m; n). This gives L p ( s ) S, and hence the subspaces are equal.
We summarize and extend these results below.
Theorem 6.1
(ii) Thus, we see that the eld does indeed decompose into its regular, evanescent, and singular parts; furthermore, the measure decomposes in a corresponding way. The decomposition respects subspaces generated by : In particular, it is signi cant that the component spaces in (iv) are already subspaces of M( ; ). The condition (v) is a sort of inertial property: It asserts that each of the subspaces R, E and S itself decomposes in a trivial way under this scheme.
Four Part Decomposition
We now consider a decomposition of L p ( ) with respect to both vertical and horizontal notions of regularity. The decomposition will consist of four components, one which is regular with respect to both the vertical and horizontal shifts, one which is remote in both shifts, and two which represent the mixed types. For the p = 2 case such decompositions have been established in 4, 8, 9] . For general p, we nd that the component spaces are themselves L p spaces for some measure, and they are related by the symmetric orthogonal sum p .
To begin, de ne R 0 = f(m; n) 2 T 2 : m 0g T 0 = f(m; n) 2 T 2 : n 0g T = f(m; n) 2 T 2 : n > 0g S R = S = \ 1 m=0 e ims M(R) S T = \ 1 n=0 e int M(T):
Thus R 0 is a shift of the right halfplane R previously used, and T 0 is its counterpart along the orthogonal direction; S R is the remote space written before as simply S, while S T is its rotated counterpart.
Next, form the Lebesgue decompositions
There exist measurable subsets ? and of T 2 such that The following was also proved above. The point is that the remote spaces S R and S T are themselves L p spaces for some measure.
Accordingly, the complements of S R and S T are L p spaces, and we can naturally associate L p ( ) with the four part decomposition
where
Thus L a is the part of L p ( ) which is both horizontally regular and vertically regular; L d is both horizontally singular and vertically singular; L b and L c are of the mixed types.
An Inertial Property
With the four part decomposition (9) (10) This would say that the component spaces themselves decompose trivially under (9) . Theorem 6.1(v) provides that the three part decomposition has this inertial property; it turns out, however, that the four part decomposition does not. Rather, the following theorem shows that (10) is equivalent to three separate criteria developed below: condition (11), a constraint on the underlying measure ; (12), a property of the halfplane subspaces M(R 0 ) and M(T 0 ); and (13) (10), (12), (13) and (11) 
Direct comparison of the above with the de nitions of the component measures shows that the singular parts of all these measures are already consistent with property (10) ; that is, the assumption of (10) We conclude that (11) implies (12):
The condition (12) says that the set E associated with horizontal regularity is well behaved with respect to vertical dynamics, and vice-versa. 
In essence, (13) says that the taking of component spaces respects both vertical and horizontal halfplane projections.
Finally, let P(S R ) and P(S T ) be the metric projections onto S R and S T , respectively. Let P a ( ) be the metric projection of L p ( a d ) onto the space ( ), and de ne similarly with the other indices. From (13) we easily deduce P(S R )jL a = P a (S R ) P(S T )jL a = P a (S T ) P(S R This proves that (13) implies (10) . This circle of implications yields the theorem. 2
