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I. INTRODUCTION 
1.1. Much is known about the distribution of the roots of algebraic 
equations in half-planes. (Cf. the corresponding parts in the survey [l] by 
Marden.) In the case of matrix equations, however, there appears to be only 
one known general result concerning the location of the eigenvalues of a 
matrix in the left half-plane. This theorem is generally known as Lyapunov’s 
theorem: 
(L,) Let A be an n-th order matrix with complex elements, and let C be an 
n-th order positive dejkite Hermitian matrix. Then there exists a negative 
definite matrix H for which 
AH+HA*=C (1) 
holds, if and only $a11 eigenvalues of A have negative real part. 
The real case of this theorem is a special case of some theorems proved 
by Lyapunov [2, p. 276-2771, establishing conditions for the stability of 
solutions of differential equations. Bellman [3, p. 245; cf. also 141 and 
Gantmacher [4, Vol. II, p. 1891 give proofs of this theorem, which make 
use of differential equations. An algebraic proof has been given by Hahn [5]. 
1.2. Recently, investigations into the behavior of economic systems depend- 
ing on a finite number of parameters have led Arrow and McManus [6] to 
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consider the problem from a different point of view, introducing the concept 
of the S-stability. The equivalence of Lyapunov’s theorem with some of the 
results of Arrow and McManus was noticed by Olga Taussky [7] who let us 
see her then unpublished manuscript, and thereby sparked this investigation. 
1.3. To attack these problems on a broader front, we need some new 
concepts. For an Hermitian matrix H with n positive, v negative, and S 
vanishing eigenvalues, we shall call the ordered triple (.rr, Y, 6) the inertia of H 
and denote by In H. More generally, for an (n x n) matrix A which has r 
eigenvalues with positive real part, v with negative real part, and 6 purely 
imaginary ones, we shall again call ( ~7, V, S) the inertia of the matrix A, and 
write 
(TT, V, 6) = In A. (2) 
We have, of course, m + v + 6 = n, the order of A. The indices V, v, S are 
then denoted resp. r(A), v(A), S(A). 
A positive de$nite Hermitian H (H > 0) is characterized by the inertia 
triple (n, 0,O) and a negative definite H (H < 0) by (0, n, 0). If v = 0, H will 
be called positive semidefinite (H 2 0), and if r = 0 negative semidejkite 
(H 5 0). Throughout this paper, “positive” and “negative semide$nite” will 
be used to include the positive and negative definite cases. 
If A is a general (n x n) matrix with v = n (V = n) in (2) we call it positive 
(negative) stable; if we have in (2) v = 0 (n = 0), it will be called positive 
(negative) semistable. A stable matrix is called positive (negative) H-stable 
if the product AH of A with a Hermitian matrix H is positive (negative) 
stable if, and only if, H is positive definite. A matrix A is called positive 
(negative) H-semistable if the product AH of A with every positive semi- 
definite Hermitian matrix H is positive (negative) semistable. If this is only 
assumed for real H, A is called real positive (negative) H-semistable. 
It is clear that if A is positive stable, semistable, H-stable, or H-semistable, 
- A is correspondingly negative stable, semistable, H-stable, H-semistable. 
While, in applications, the “negative” matrices of the types mentioned are 
important, it is slightly simpler to carry out the discussion with the “positive” 
types. The results are of course completely equivalent. 
1.4. For a general (n x n) matrix A with complex elements, the Toeplitz 
decomposition 
A = R +iQ, RzA+A* 
A-A* 
2 ’ Q= 2i 
holds, where R and Q are Hermitian. We write 
R=A+A* 
2 
= WA, 
A -A4* 
Q= 2i = $4. 
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1.5. The main result of our paper is Theorem 1, which asserts that for 
any Hermitian solution of the equation (I), we have In H = In A, and esta- 
blishes as a necessary and sufficient condition for the existence of such a 
solution for at least one positive definite C that A has no purely imaginary 
eigenva1ues.l This theorem has many important corollaries. Lyapunov’s 
theorem is contained in Corollaries 1 and 2 of Theorem 1. As Corollary 3 of 
Theorem 1 we prove that if S%4 is positive definite, and H is Hermitian, 
we have In (AH) = In H. This result is due to Wielandt [9, p. 41. In the 
special case when A is Hermitian a proof may be found in Ostrowski [3]. 
The general case was pointed out to us in a letter by K. J. Arrow before the 
start of this investigation. In Corollary 4 we give corresponding results when 
92A is semidefinite. 
1.6. Our Theorem 3 gives a necessary and sufficient condition for the 
H-semistability of a matrix; it is that &!A be semidefinite in the same sense. 
The next question considered is that of necessary and sufficient conditions for 
the H-stability of a matrix. In this connection Arrow and McManus [6], who 
introduced the concept of H-stability for real matrices (under the name of 
S-stability) proved that if SA is definite, then A is H-stable, with the same 
sign as &!‘A. This condition, however, is not necessary. In our Theorem 4, 
necessary and sufficient conditions are obtained for H-stability from the 
result of Theorem 3, and from Theorem 2 which establishes a connection 
between the semidefinite character of 92A and the imaginary eigenvalues of A. 
Finally we give in Theorem 5 a partial result concerning Eq. (1) in the case 
of a not necessarily definite C. 
II. LEMMATA ABOUT AX - XB = C 
2.1. From now on all matrices considered will be assumed to be (n x n) 
matrices with complex elements, unless otherwise indicated. Instead of the 
matrix equation (1) we shall first consider the more general equation 
AX-XB=C (5) 
where A, B, X and C are nth order matrices. The following lemma is well- 
known (cf. MacDuffee [ll, p. 911, Gantmacher [4, Vol. I., p. 218-2201); 
however, for the sake of completeness we shall give a proof, which to us 
seems simpler than the proofs found in the literature. 
1 After this paper was completed, we learned that Olga Taussky [8] has also ob- 
tained generalizations of Lyapunov’s theorem. One of her results is equivalent to 
Corollary 1 to our Theorem 1. She discussed her theorems at the Matrix Conference 
at Gatlinburg, Tenn., in April, 1961. 
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LEMMA 1. For each C, there exists a unique X satisfying (5) if and only 
if A and B have no common eigenvalues, i.e., 
where h, and pu, are the complete sets of eigenvalues (counting repetitions) of A 
and B respectively. 
2.2. PROOF. We note first that (5) is a system of n2 linear equations for the 
elements of X, and hence, for any C, there exists a unique solution of (5) if 
and only if 
AX-XB=O (7) 
has only the trivial solution X = 0. Thus we have to prove that (7) has a 
nontrivial solution if and only if A and B have a common eigenvalue. Indeed, 
if h is a common eigenvalue, we have u’B = hu’, Av = Xv, where the (n x n) 
matrix vu’ # 0, and it is immediately seen that X = vu’ satisfies (7). 
To prove the converse we shall suppose that B has elementary divisors 
(A - &,,)sP, p = 1, *a*, r. Then we can find n linearly independent vectors 
v,,,, (0 L 1, ---, sP; p = 1, ..-, r), such that 
and 
BVP, = CLPVP, 
BVP.0 = ppvp, + vp.o-l(Q = 2, *' ‘,Sp, P - - 1, *a 8.) r). 
If X is now a nonzero solution of (7), there must exist p and 0 for which 
Xvpd # 0, and for one such p, let u be the least integer such that Xvp, # 0. 
Then 
0 = (AX - XB)vP, = 4XVPcJ - -wv,J = A(XVP.7) - cLPw4xT)~ 
since either 0 = 1 or Xvp,,-, = 0. Hence pp is also an eigenvalue of A, and 
Lemma 1 is proved. 
2.3. We shall also use the following remark: In the set of pairs of matrices 
(A, B) for which (6) holds, the solution X of (5) is continuous in the elements of 
A and B; more precisely: If A(t), B(t), C(t) are continuous matrix functions 
in the real interval 0 < t I 1 and (6) holds for all A(t) and B(t) (0 5 t < 1) 
and the matrix function X(t) satisfies A(t)X(t) - X(t)B(t) = C(t), then 
X(t) is also continuous in 0 I t I 1. As proof we need merely remark again 
that we obtain X as the solution of linear equations, and that such a solution 
is continuous in the coefficients in any closed domain where the solution is 
unique. 
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2.4. We shall now specialize some of the preceding remarks to the case 
of Eq. (1) and note that for a Hermitian C, if AX + XA* = C then also 
X*A* + AX* = C, whence H = 8 (X + X*) also satisfies (1). Thus, if 
for given A and C, there exists an X satisfying (I), then there exists a Hermi- 
tian H satisfying that equation. We next note that the condition (6) gives for 
the unique existence of a solution of (1) the condition 
44) = ii (A, + A,) # 0, 
.T,T=l 
(8) 
where, as before, the A, are the eigenvalues of A. In this case, our previous 
remarks show that the unique solution of (1) is Hermitian. 
We shall reserve the symbol d(A) for the product in (8). 
LEMMA 2. Let A be an (rz x n) matrix and let H be Hermitian. If W(AH) 
is positive de$nite, then H is nonsingular. 
PROOF. Let K be an eigenvalue of H and suppose Hu = KU, u # 0, so that 
u*H = KU*. If 
then 
AH + HA* = 2%(AH) = C 
u*Cu = u*(AH + HA*)u = K(u*~ + uA*u). 
But u*Cu > 0 if C is positive definite, whence K # 0. 
III. THE MAIN THEOREM 
3.1. We have remarked that if there exists a matrix X such that 
AX + XA* = C, where C is Hermitian, then there exists a Hermitian X 
satisfying this equation, and for a Hermitian H, C = AH + HA* = 2 %(AH). 
Thus there is no loss of generality if in discussing Eq. (1) we suppose the 
solution matrix to be Hermitian. 
THEOREM 1. Let A be (n x n) matrix. Necessary and sujkient for the 
existence of a Hermitian matrix H with S?(AH) positive dejinite is that A has 
no purely imaginary eigenvalue [that is, S(A) = 01; and then we have In H = 
In A. 
a The assumption that H is Hermitian is not essential. This lemma is due to Picone 
[12, p. 7151. Indeed W(AB) > 0 is easily seen to imply that AB is nonsingular. 
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3.2. PROOF. We shall first prove in (a) that if S(A) = 0, then there exists 
one Hermitian Ho for which 9?(AH,,) > 0 and In Ho = In A. In part (b) 
we show for each Hermitian HI with 92(AH,) > 0 we have In HI = In A. 
In part (c) of the proof we show, finally, that if there exists a Hermitian H 
with @AH) > 0, then 2(A) = 0. 
3.3. (a) Assuming that 6(A) = 0, we use the reduction to the Jordan 
canonical form: 
S,‘AS, = x 0 (&Ja. + U,) 
where UK is the first superdiagonal matrix to I,, that is 
. . 
I.. . 0 1 I 
I-** 00 
Applying this form to A/E for E # 0, we obtain more generally 
S-‘AS=A,=z@(XJ,+dI) (<#O). k 
Taking then 
(9) 
H = 2 0 (w ~W,, 
we have In H = In A and 
and the expression on the right is obviously positive definite for small 1 E 1, 
since G@?‘h, # 0. Thus, by Sylvester’s law of inertia, 
0 < S.%Y(A,H)S* = L$?(SA,HS*) = B?(ASHS*) = c%?(AH,), Ho = SHS*, 
and here, again by Sylvester’s law of inertia In Ho = In H = In A. 
3.4. (b) Assume that for a Hermitian HI, 99(AH,) = Pr > 0. Put 
P,, = 9i?(AH,,), where Ho is a Hermitian matrix with In Ho = In A, and 
9Z(AH,) > 0; the existence of Ho was proved in (a). Put P, = tPl + (1 - t)P,,, 
0 I t 5 1. Since x*P,x = tx*P,x + (1 - t) x*Pg > 0 for all x # 0, 
P, is positive definite. If 4(-4) # 0, there exists by Lemma 1 a unique solu- 
tion H, of 
9(AH,) = P, (O<t_<1) 
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and H, depends continuously on t for 0 5 t < 1, by our remarks after the 
proof of Lemma 1. Hence also eigenvalues of H,, which are real, vary con- 
tinuously with t. Further, by Lemma 2, none of the H,, 0 < t < 1, is 
singular. Therefore In Hl = In H,, = In A. This proves the assertion of (b) 
in the case d(A) # 0. 
3.5. Assume now that d(A) = 0, and suppose that we have 
9(AH,) = Pl > 0. 
Since d(A + tI) = J7(A, + X, + 2t) is a nonvanishing polynomial in t, 
it is nonzero for all sufficiently small / t / # 0. On the other hand, for suf- 
ficiently small t, S?(A,H) = P, > 0, and In A, = In A, since 6(A) # 0. 
Thus In Hl = In A, = In A, by the result of 3.4, and (b) is proved. 
3.6. (c) Suppose now that for a Hermitian H we have %‘(AH) > 0; 
replacing again A by A, = A + tI we have for sufficiently small t > 0, 
+4) = 44 + 6, 4%) = $3, an d since still %(A,H) > 0 and S(A,) = 0, 
we have 
r(H) = 44) + 6, v(H) = v(A). 
Replacing t by - t, we obtain in the same way, 
+f) = +A), v(H) = v(A) + 6. 
Hence 6 = 0, and theorem 1 is proved. 
IV. COROLLARIES OF THE MAIN THEOREM 
4.1. Combining the last assertion of Theorem 1 with what has been said 
about relation (8) we obtain 
COROLLARY 1. If d(A) = l7,,, (A, + X,) # 0, and P is a given positiwe 
definite matrix, then there exists a unique H satisfying AH + HA* = P. The 
matrix H is Hermitian and In H = In A. 
Specializing the assertion of Theorem 1 for In H = (0, n, 0) we obtain 
the following analog of Lyapunov’s theorem which is partly weaker and 
partly stronger than L,: 
4.2. COROLLARY 2. (L,) Necessary and su$cient for an (n x n) matrix A 
to have In A = (0, n, 0) is that there exists a negative dejinite matrix H with 
W(AH) > 0. 
We combine L, with Corollary 1 and note that if In A = (0, n, 0) then 
d(A) # 0, and we obtain Lyapunov’s theorem L, quoted in the introduction. 
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4.3. COROLLARY 3. Iff or an (n x n) matrix A, we have WA > 0 and 
H is Hermitian, then In (AH) = In H. 
PROOF. If H is nonsingular, then .?%(AHH-l) = 93?(A) is positive definite, 
whence, by Theorem 1, In (AH) = In (H-l). But In (H-l) = In (H), and so 
the result is proved in this case. 
If H is singular, we proceed as did Wielandt in [9]. We choose a unitary U 
so that D = U*HU is a real diagonal matrix and partition D as follows 
where D, is a nonsingular matrix. Partition B = lJ*AU similarly: 
and note that 
BD = U*AHU = (;;$: ;) . 
We have to prove In (BD) = In D. Since the eigenvalues of BD are those of 
B1,D, together with zeros, it is enough to prove that In (B,,D,) = In D,. But, 
kZ(B,,) being a principal minor of the positive definite matrix, W(B) is 
positive definite. Hence the last assertion follows from the nonsingular case. 
4.4. COROLLARY 4. Let A be a matrix such that 92(A) is positive semi- 
definite, and let H be Hermitian. If 
In (AH) = h, vl, h), In H = (P, Y, S), 
then 
ml < n, Vl I v. 
PROOF. Put A = A + <I, where E > 0. Then by Corollary 3, we have 
In (AH) = In H = (a, v, 8). 
If we now let E go to 0, neither the number of positive nor the number of 
negative real parts of eigenvalues can increase in the limit, and the assertion 
follows immediately. 
V. A THEORRMONPURRLYIMAGINARYEIGENVALWS 
5.1. If A is an (n x n) matrix, we shall write 
A(A) = diag (hi, --, X,), 
where, as usual, the h, are the eigenvalues of A ordered conveniently. 
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THEOREM 2. If an (n x n) matrix A has exactly k > 0 purely imaginary 
eigenvalues iol,, . f., iol, and %‘A is semide$nite, then the corresponding elementary 
divisors are linear, while the corresponding eigenvectors are nullvectors for 
9?A and etgenvectors to the eigenvalues 01~, a’., 01,~ for $A. A is then unitarily 
similar to a Cartesian sum of diag (ial, ..a, ic+.) and of a matrix of order n - k. 
If beyond these assumptions A is real, then k = 2m is even, the imaginary 
eigenvalues can be written as -& iol,, .a., & ia, and A is orthogonally similar 
to the Cartesian sum 
where A,, is a real matrix of order n - k. 
5.2. PROOF. Let A = R + iQ be the Toeplitz decomposition of A, with 
Hermitian R and Q, where R is positive semidefinite. Let x be an eigenvector 
of A corresponding to the eigenvalue iol, xx* = 1, 
Ax = iolx. 
Multiplying this from the left by x* we obtain 
(11) 
iol= x*Ax = x*Rx + ix*Qx. (14 
As the expression on the left is purely imaginary, we have x*Rx = 0, and 
hence, as R is semidefinite, Rx = 0. Indeed both 9x and #x give an extre- 
mum of x*Rx. Using this result in (11) we obtain Qx = 01x, and we see that 
x is a eigenvector of R corresponding to the root 0, and of Q corresponding 
to the eigenvalue CL. Now let U be a unitary having in its first column the 
vector x. If we then form 
B = U*AU = U*RU + iU*QU, (13) 
we have, denoting by B,, the element of B in the a-th row and the T-th 
column and by U,, the o-th column of U: 
B,, = (U,)*RU, + i(lJ,,)*QU,. (14) 
This vanishes if 0 # 7 and either u or T is 1, since 
Rx =o, x”R = 0, (U,)*Qx = (U,)*.zx = 0 (u > I), 
x*QU= = aU,U, = 0. 
As to BI1, we have B,, = x*Rx + ix*Qx = ior, by (12). Therefore (13) is 
totally reducible to the form 
ia 0 
i 1 0 & 
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5.3. We have further 
L2?B = U*(WA) U = (; g;j , $B = U*(fA)U, 
so that WB, is semidefinite and all iol,, a*., ia, are eigenvalues of B,. Applying 
the procedure to B, and so on, the first part of Theorem 2 is proved. 
Assume now that A is real. Let x = E + i7, X*X = 1, again be an eigen- 
vector of A to the eigenvalue iol. Then for a constant a + ib, 2 + b2 = 1, 
(u + ib)x = (at - b7) + i(q + b5) = & + h 
is an eigenvector. We show first that a and b can be chosen so that .$7i = 0. 
This is almost evident from geometrical considerations. Algebraically the 
orthogonality condition becomes (a2 - b2)7’E + ub(l4 I2 - 1 7 1”) = 0, and 
this is, if 7’E # 0, certainly satisfied by some positive a and b with u2 + b2 = 1. 
We shall therefore assume that already 7’( = 0. As in the complex case we 
see that Rx = 0 and therefore 
Rf=R7=0. (15) 
Further, as above, Qx = 01x, and as Q now is purely imaginary, 
Qt = iq, Q7 = - iat. (16) 
We have therefore in 6 and 7 two orthogonal vectors satisfying (15) and (16). 
We normalize these and obtain two orthogonal vectors U,, U, of unit norm 
satisfying (15) and (16). Let 
be a real orthogonal matrix, having U, and U, in its first two columns. If 
we now form the matrix B in (13) with this U, we have again (14). But here 
B,,(T # 2), B,,(T # l), B,,(T > 2), B,, (7 > 2) vanish by (15) and (16). 
And from the same relations it follows that B,, = a, B,, = - a. We see 
that B is totally reducible and has as one component the skew symmetric 
matrix (-z $). Repeating this argument m times, the second part of Theorem 2 
is proved. 
VI. CONDITIONS FOR H-SEMISTABILITY 
6.1. THEOREM 3. An (n x n) matrix A is positive H-semi-stable if and 
only if .GS?A ispositive semide$nite. If A is real, A is real positive H-semistable 
if and only if WA is positive semidefnite. 
6 
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PROOF. Assume that %‘A is positive semidefinite. Denote the inertia of 
a positive semidefinite Hermitian matrix H by (.rr, 0, 6) and the inertia of 
AH by (~1, ~1, 6,). Then it follows from the Corollary 4 to Theorem 1 that 
y1 < 0, vi = 0, that is that AH is positive semistable. 
6.2. Assume now that A is positive H-semistable, that is that for all 
positive semidefinite Hermitian H, AH is semistable. It is even sufficient to 
assume that this holds for all definite Hermitian H. Now observe, that the 
H-semistability of A implies the H-semistability of S*AS for 1 S 1 # 0. To 
see this note that S*ASP is similar to ASPS*, and that if P is positive semi- 
definite so is SPS*. Hence, under our hypothesis, A(SPS*) is semistable, 
and so is also S*ASP. 
We choose now S so that S*( 9A)S is a real diagonal matrix D = diag 
(4, -a-, d,) and therefore S*AS = D + iQ, where Q is Hermitian. Suppose 
that one of the d, is negative, for instance 4. Choose then H as diag (1, 0, .a., 
0). Then S*ASH has one nonzero eigenvalue with dI as real part and is 
therefore not positive semistable. The first part of theorem 3 is proved. 
6.3. Suppose now that A is real and real positive H-semistable. We note 
that in this case there exists a real S for which S’( L2A)S is a diagonal matrix. 
We can then repeat the argument of 6.2 to prove that .%A is positive semi- 
definite. The converse is already contained in the first part of the theorem. 
VII. CONDITIONS FOR H-STABILITY 
7.1. An immediate consequence of Corollary 3 to Theorem 1, is that if 
we have BA > 0 then A is positive H-stable, since then AH has the same 
inertia as H. We need therefore consider only under what conditions a matrix 
A with 22A positive semidefinite and singular is H-stable. The answer is 
given by 
THEOREM 4. Assume that for the (n x n) matrix A the real part %?A is 
positive semide$nite and singular. Then A is not H-stable if and only if, for a 
convenient nonsingular T, we have 
T*AT= K@Q, (17) 
where K is a skew Hermitian matrix and Q is a square matrix of an order < n. 
If in particular A is real and not real H-stable, then T can be chosen in (17) as a 
real matrix. 
7.2. PROOF. Assume that (17) holds. Multiplying (17) on the left by 
T*-’ and on the right by T* and putting TT* = P, we obtain 
AP = T*-l(K @ Q)T*, 
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and the matrix P is positive definite Hermitian, while the matrix on the 
right-hand side has the same eigenvalues as K $j? Q and has in particular 
all purely imaginary characteristic roots of K. Therefore AP is unstable. 
7.3. Assume now that for a convenient positive definite P, AP has purely 
imaginary eigenvalues ioi,, . . . , ia,;. It is well known that P = SS* = S2, 
where S is again a positive definite matrix. AP is then similar to the matrix 
SAS = B, which also has iol as an eigenvalue. Then, by Theorem 2, we 
have for a unitary matrix U 
U*BU = K @ B,, K = diag (z$, *a*, ia,), 
and so A = (S-lU) (K @ B,) (S-lU)* with the shew Hermitian K. If A is 
real, then by Theorem 2, U can be assumed to be orthogonal, while K has the 
form of the first sum in (10). Theorem 4 is proved. 
VIII. ON THE EQUATION (1) WITH ARBITRARY C 
8.1. THEOREM 5. Let A be an (n x n) matrix such that all eigenvalues of 
A have nonzero real part and let w = (n, V, 0) be a given inertia triple. Then 
(i) we can find a Hermitian matrix H such that In &?(AH) = w; (ii) if in 
particular, w = In A, we can choose H in (i) to be positive defnite.3 
8.2. PROOF. We first note that we can find a matrix similar to A in an 
arbitrarily small neighborhood of (1 = A(A) as follows immediately from (9) 
(cf. Ostrowski [13, p. 1091). Th us f or a convenient R, R-lAR = A + C, 
where C can be made as small as we please. 
Let h, be the eigenvalues of A. We choose E = diag (E,), with E, = & 1, 
and In E = w. Let (A, + A,) = l i 1 h, + A, I, and write E’ = diag (6:). 
We note in passing that In E’ = In A. Define the diagonal matrix E” = 
diag (E”) by E” = EE’ and note that cy = f 1, and E’E” = E. 
8.3. Now put Q = R-lARE” and observe that g(Q) = 9(AE”) + 
a(CE”) and that 9(AE”) = diag &y 1 h, + A, /, so that In (AE”) = 
In 9@lE”) = In E = w. Hence by the continuity of eigenvalues In %Q = W, 
provided C was chosen sufficiently small. 
Next put H = RE”R*. Then AH = RQR*, (AH)* = RQ*R* so that 
B(AH) = R( sG%?Q)R*, whence by Sylvester’s law of inertia, In 9(AH) = 
In BJ?Q = w. We have proved assertion (i). 
8.4. To prove assertion (ii) observe that if w = In A, then E = E’, 
provided the (6,) are ordered suitably, and therefore E” = I. Thus our 
H = RR* and is positive definite. 
3 Assertion (ii) may also be derived from Theorem 1 of Lewis and Taussky [15]. 
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8.5. The assertion (ii) is a special case of a more general result whose proof 
rests on combinational considerations. We shall state this result without 
proof: 
Let A be an n-th order matrix with In A = (T’, v’, 0). If w = (TT, V, 0) is a 
given inertia triple then we can find a Hermitian H such that both 
In @AH) = w, and In H = (r”, Y”, 0), provided that 1 T + T’ - n 1 _< 
7~” < n - 1 v - r’ 1 and T” - 1 x + T’ - n / is even. 
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