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Complex Conical Beams for Aperture Field
Representations
Sinisa ˇSkokic´, Massimiliano Casaletti, Stefano Maci, Fellow, IEEE, and Stig Busk Sørensen
Abstract—A method is presented for computing aperture radi-
ated fields by means of new conical beams with azimuth phase vari-
ation. These beams are generated in a natural way starting from
the spectral-domain radiation integral, by expanding the electric
field spectrum in the aperture plane in a Fourier series, and by
approximating the obtained Fourier series coefficients by a sum
of complex exponentials using the generalized pencil-of-function
method. This transforms the radiation integral to a simpler form
which can be evaluated analytically. Two types of wave objects
are derived, both of them arising from the same spectral GPOF
process, that possess different properties. Aperture fields obtained
via the new approach are successfully compared to those calculated
via direct near field integration or asymptotic evaluation.
Index Terms—Aperture antennas, beams, complex point
sources, propagation.
I. INTRODUCTION
I N this paper we introduce new types of Maxwellian conicalbeams and discuss their properties and potential advantages
in expanding aperture fields over other commonly used solu-
tions. These conical beams rigorously respect the wave equa-
tion and, in their vector form, Maxwell’s equations. The beam
expansion of an aperture radiated field is simply obtained by first
expanding the field spectrum in the aperture plane in terms of an
angular Fourier series and next representing the radial spectral
coefficients in terms of complex exponentials obtained by the
generalized pencil-of-function method (GPOF) [1] method. The
starting radiation integral is this way reduced to a double sum of
wave objects which can be computed analytically in both space
and spectral domain. The vector form is then obtained through
the use of vector potentials. This paper will only deal with the
development, the basic properties analysis, and the propaga-
tion of the new beams. Their integration into the framework
of the analysis of reflector antenna systems will be presented
in a subsequent communication. After a review of the litera-
ture and the motivation for our analysis presented in Section II,
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Section III introduces the formulation of a first type of conical
beams, which arises naturally from the angular FFT and radial
GPOF expansion of the aperture spectrum. Section IV presents
the formulation of a second type of beams, directly related to
the analytical continuation of spherical wave modes. Section V
illustrates the vector form of the conical beams, obtained by en-
forcing Maxwell’s equations. Section VI shows how the two dif-
ferent typologies of these new wave objects can be used to re-
construct the near and far field radiated by both circular and rect-
angular apertures. The results are compared to those obtained
via direct integration of the radiation integral and to those ob-
tained via Gauss-Hermite beams.
II. FIELD REPRESENTATION IN TERMS OF BEAMS
Generally speaking, a wave object is a spatial function which
exhibits wave-like behavior in that its amplitude and phase
fronts can be identified. When the amplitude of a wave object
is confined to a region of space around a certain direction of
propagation, one normally refers to it as a beam. Desirable
properties for beams are: 1) availability of spatial domain
(and may be spectral domain) expression in a closed form;
2) existence of a systematic methodology for generating and
truncating the beam expansion; 3) respect of the wave equation
in a largest possible region of space.
Different beam expansions approaches may require a dif-
ferent number of beams to represent a given field. This property
should be viewed in light of the degrees of freedom [2], which
establishes a natural criterion for the sufficient and non-redun-
dant number of wave functions able to fully reconstruct the field
in a given region within a predetermined error. The optimal
(minimal) number of wave functions is approximately equal to
the degrees of freedom introduced by Bucci et al. [2]
(1)
where is the surface of the minimum convex volume enclosing
the source(s), and the factor 2 arises from the need of repre-
senting the fields by two orthogonal polarizations. In case de-
generates into a planar aperture, then the total surface is twice
the area of the aperture (if is interpreted as the area of the
aperture, identifies the degrees of freedom of the upper
half-space field only). The definition of the degrees of freedom
in (1) is consistent with the Landau-Pollak bound [3] where,
for a quasi spatially limited aperture of approximate area , a
band-limited aperture field of spectral bandwidth K can be ob-
tained by expansion of beams (the factor
2 is relevant to the 2 orthogonal polarizations). The relationship
between the Landau-Pollak bound and the degrees of freedom of
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the radiated fied in (1) can be obtained by approximating with
, namely by the area of the spectral visible region, as reason-
able for large apertures in terms of wavelengths when observing
out of the reactive field region. This leads to
(the redundancy factor obtained in (1) is due to the men-
tioned approximation ).
Any representation requiring more beams than the number
prescribed by (1) has some redundancy. We emphasize that (1)
gives a sampling criterion for representing the fields sufficiently
well without any a priori knowledge of the actual sources. If,
instead, the sources are known, field-matched wave objects may
be used and their number can be much lower than (1), and this
is what happens in the formulation presented here.
A number of different beams have been introduced in the past
[4]–[18]: Gaussian Beams (GB), Gaussian-ray basis functions
(GRBF), higher-order Gauss-Laguerre (GL) or Gauss-Hermite
(GH) beams, complex source points (CSP), Bessel beams (BB).
GB [4], [5], have the limitation of satisfying Maxwell’s equa-
tions only in the paraxial region. GRBF [6], [7] do not sat-
isfy wave equations, and are obtained by adding an empirical
extra parameter in the formulation of a Gaussian beam, in order
to manually control beam width at a given distance from the
source. GL or GH beams [8], [9], [21] deal with expansions
around a preferred axis of propagation with the higher order
terms representing the off-axis variations. They have the ad-
vantage of constituting an orthogonal set, and are often used as
basis for a mode matching technique so they can be considered
as global expansions of the aperture. However, their descrip-
tive capability are still restricted to the paraxial region. To ex-
pand the field in the whole space, Complex Source Points (CSP)
[10]–[12] may be used. CSP have been used for expanding space
domain Green’s functions of the mixed potentials for layered di-
electric media [13], [14]. To this end, the spectral Green’s func-
tion is represented in terms of exponentials by using Prony’s
method (or GPOF method) thus leading to the CSP expansion
by using the Sommerfeld integral. A similar technique is used to
regularize the Kernel of 3D integral equation [15]. We use here
a similar method, with the difference that the azimuth field vari-
ation requires here an additional step of azimuth Fourier-se-
ries and a generalization of the Sommerfeld integrals to higher
order Bessel spectral functions.
In some optical laser framework, the field is represented by a
discrete spectrum of Bessel beams [16]. Each beam introduced
in this paper is composed by a continuous spectrum of Bessel
beams over a spectral wave-number, that removes the non-phys-
ical behavior of the discrete Bessel beam spectra (Bessel beams
do not spread out as they propagate).
Contrary to the above mentioned global expansions, there
are also Gabor-type (or phase-space) expansions [17]–[20],
whereby the field is expanded using a lattice of beams that
emerge from a set of points in the aperture plane and propagate
from each point in a lattice of directions. These beam basis
functions describes the local radiation properties of the aperture
distribution, and hence the beam amplitudes are determined
by the local radiation properties (the local spectrum) of the
aperture near the lattice points. This beam representation is
therefore localized near the phase-space Lagrange manifold of
the field, and can be viewed as a “local” expansion of the aper-
ture field. It is known that for off-axis observation the localized
nature of the spectral elements implies more rapid convergence
of the field representation than with global expansions [3]. In
the Gabor-based Gaussian beam expansion, the basis set is
complete; This poses a restriction on the choice of the spatial
and spectral resolutions. The Gabor-frame scheme in [18], [19]
(termed there “windowed Fourier transform frame”) relaxes
this restriction by using overcomplete sets of GB’s, thus en-
abling the user to choose the spatial and spectral resolutions so
that they best fit the local properties of the source distribution;
the guidelines for choosing these parameters are discussed in
these references. Furthermore, the flexibility gained by using
the overcomplete frame expansion allows an efficient represen-
tation of ultra wide band (UWB) fields [18], [19], as well as
direct analysis in the time domain using a discrete spectrum of
pulsed beams [20].
In this paper, we introduce two new types of conical beams,
herein after referred to as “Formulation A” and “Formulation
B”. We will be using the term “beam” in a more general sense,
i.e., even though the new wave objects are not collimated around
a single axis, but rather around a conical surface. This prop-
erty makes them non-local, at least for high-order, when they
form a wide cone. In such cases, they cannot a priori be ex-
pected to maintain their structure once they hit a reflector or
propagate through an inhomogeneous medium, and are there-
fore strictly speaking not true beams. It is worth mentioning
that conical Gaussian beams naturally arise in connection with
radiation from a line source distribution [22]. The new conical
beams introduced here arise from an analytical continuation of
a closed form solution of the wave equation, with complex dis-
placements automatically generated by the GPOF technique for
both formulations. For this reason, they will be denoted as com-
plex conical beams (CCBs). Both formulations have potential
advantages over other approaches for the following properties:
1) the CCB’s respect the wave equation in all space; 2) the gen-
eration of CCB’s is obtained in efficient and natural way; 3) the
CCB’s possess analytical expressions in both spatial and spec-
tral domain.
In light of the above properties, we note that unlike GL or
GH beams, the CCB’s can be used to expand both collimated
and non-collimated aperture field, due to the fact they respect
the wave equation exactly (and not only in the paraxial region).
Both CCB-A and CCB-B reduce to a Complex Source Point
beam at zero-order, and a set of higher-order beams with az-
imuth phase variation describe the off-axis field. Therefore, they
can be regarded as a general and physically correct alternative
to the GL (or GH) expansion.
III. COMPLEX CONICAL BEAMS-FORMULATION A
Let us consider the Fourier-type spectral radiation integral
[23]
(2)
where denotes an aperture spectrum of either
electric or magnetic field or of a scalar potential, while
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, is the spectral-domain rep-
resentation of the free-space Green’s function. In cylindrical
coordinates, the same integral is rewritten as
(3)
where , , and
. Due to the inherent periodicity in ,
can be expanded in a Fourier series
(4)
and the integral in in (3) can be evaluated in a closed form,
yielding
(5)
where is the Bessel function of th order. The coefficients
are represented by using the generalized pencil of func-
tion (GPOF) method [1] as
(6)
where and are the output residues and poles of the
GPOF algorithm. Note that is represented as a function
of . Using (6) in (5) leads to
(7)
where
(8)
and for complex values of is defined by
(9)
From here on, coordinates labeled with are intended to be
the complex analytical continuation of the corresponding real
variable. In (7), is evaluated at a point whose -coordinate
has been displaced in the complex plane by . Equation (9)
is the defining equation of the wave object that we shall refer to
as the conical beam, for reasons which will become obvious in
the following sections.
It should be noted that for the integral in (9) to converge,
the real part of complex coordinate should be positive. With
, this translates to the condition , meaning
that in a general realistic situation, whereby in (7) are gen-
erated by the GPOF fitting procedure, there may exist a min-
imal distance for the validity of this expansion. The reason of
this apparent incongruence is now explained. If ,
then (6) diverges exponentially where
. This implies that (6) can be applied only in the range
, where is set a priori within the GPOF
procedure and represents the evanescent spectrum portion of the
aperture-field that one decides to include in the expansion [24].
However, (6) is inserted in (5) and integrated over the semi-in-
finite integration range to give the final representation (7)–(9)
and the corresponding space-domain closed form given next.
The need to maintain the infinite integration in (5) implies that
the accuracy of (7), (9) is preserved for ; in
fact, under this condition the exponential attenuation term of the
spectral Green’s function actually filters-out the spectral com-
ponents of (5) larger than , where (6) is inaccurate. This,
however, does not present a practical limitation in most cases.
It is evident that (9) obey the wave equation in cylindrical
coordinates,
(10)
since the integrand in (9) does it for any because of the defi-
nition of the Bessel function.
Before proceeding further, we observe that the procedure out-
lined here permits the calculation of the beam expansion pro-
vided that the aperture Fourier spectrum is available.
The latter should not necessarily be known in analytical form,
but can also be obtained through a FFT of space field samples.
A. Space Domain Closed Form Expression
It is possible to find an analytical solution to the integral in
(9). This is achieved by relating it to a similar integral whose
closed-form solution is known [25] (Eq. 6.637). In Appendix A
it is demonstrated that for greater than 1, the following re-
currence formula holds
(11)
where and are the Bessel function and the Hankel func-
tion of the second kind of order , respectively, and
(12)
(13)
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Fig. 1. Normalized amplitude of           at a distance     from
the origin as a function of the spherical  coordinate for    .
where with the condition
and . We note that for , , , where
is the conventional spherical radial coordinate.
For less than 1 the recurrence relation is completed by
(14)
The starting terms and of the recurrence are given by
(15)
that is found through (9) by the well known Sommerfeld iden-
tity, and
(16)
which comes from (11) by setting and noticing that
.
Fig. 1 shows normalized values of in the
case as a function of (real) at the distance
from the origin. From (15), we see that is the scalar Green’s
function of free space, producing the same beam amplitude in
all directions. Unlike , all higher order beams possess a zero
on the -axis and a maximum at an angle which increases
for increasing . Furthermore, for increasing orders , one can
observe the increasing flatness of the beam around the origin.
If a purely imaginary parameter is added to the real coordi-
nate , we gain a degree of freedom in describing the shapes of
the beams. Figs. 2(a)–(d) shows the variation of , with
(Fig. 2(a)), (Fig. 2(b)), (Fig. 2(c)) and
(Fig. 2(d)). Note that a complex displacement in leads to
the conventional quasi-Gaussian behavior with increasing direc-
tivity for increasing complex displacement. For beams of order
different from zero, the beams become narrower for increasing
and the lateral lobes get more attenuated, thus leading to a
more directive conical beam shape. The imaginary part of has
a minor influence on the direction of maximum field, since it
only shifts the phase center (note that in (6) comes from
the GPOF process, so it can have both real and imaginary part).
The phase distribution on the beam is determined by the
term in front of the integral in (9). It is interesting to notice that
Fig. 2. Dependence of  on the imaginary part of complex parameter . (a)
 , (b) , (c) , (d) , at a distance     from the origin as a function
of  for    .
in the double sum given in (7), each -term ( th Fourier har-
monic) contains complex exponents, which all generate wave
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objects of the same order , thus rendering the process particu-
larly suited for circular apertures with a low number of azimuth
harmonics. If, for example, the angular variation of the aperture
field is such that only one harmonic is present, then all beams
will be of that very order, regardless of the radial variation of
the field.
In fact, any radial field variation can be achieved by summing
up wave objects of only one order. In an equivalent one-dimen-
sional case, one could interpret as though each of these beams of
the same order accounts for one of the local minima or maxima
in the field distribution. The use of GPOF expansion procedure
ensures that the minimal number of these terms is required, by
generating best fitted coefficients . This is the basis of the
efficiency of the exposed method.
B. CCB’s Close to the Aperture
We emphasize that, since the zero order beam is coincident
with a conventional scalar spherical wave, its analytical con-
tinuation for complex value of coordinate leads to the same
space-domain interpretation as that of the complex point source.
For imaginary ( real), solution exhibits a branch sur-
face at with a singularity on the circle . The per-
turbation due to the singularity is highly concentrated around
, hence moving by a small fraction of wavelength from
the aperture makes a well behaved function. A similar situ-
ation occurs for the higher order terms , namely
the same branch disc of even sharper singularity occurs. For in-
creasing , the aperture field is less concentrated outside of the
aperture disc .
To illustrate this behavior, Fig. 3 shows the normalized am-
plitude of , as a function of , at dis-
tance from the aperture, and for different values of and .
Fig. 3(a) and (b) show how the aperture field associated to the
beam becomes wider for increasing and for increasing . This
means that the far field distance becomes larger for larger . The
far-field limit of the conical beams can be derived with some
elaborate manipulations; however, since the far-field distance
depends on the beam index, its consequence is that the beam’s
asymptotic approximation becomes impractical, and is therefore
omitted here. We do make a note, however, that despite apparent
similarities between CCB’s and GL beams, the CCB’s paraxial
asymptotic form is different from GL beams.
As with the conventional complex source beam, the field is
singular at the branch circle in the aperture plane .
However, as discussed later, a displacement of the order of a
fraction of wavelength is sufficient to gain full accuracy. When
the objective is to represent the aperture field in the reactive re-
gion, the portion of the aperture field spectrum with larger
than (invisible region) becomes significant; sometimes, the
spectrum in the invisible region is not known and should be esti-
mated by analytical continuation (for instance, in the case where
the information is obtained from far field). To this end, one can
use the same GPOF expansion in (6); in fact, although this ap-
proach does not allow the error control of the estimated analyt-
ical continuation it has been empirically found sufficiently accu-
rate for observing the space field out of the reactive region of the
aperture. This is consistent with the fact (observed in Section III)
Fig. 3. Aperture distribution as a function of   at distance      from
the aperture, for different value of n and for     (a) and     (b).
that we cannot observe the field too close to the aperture because
of the condition .
IV. COMPLEX CONICAL BEAMS-FORMULATION B
The essential property of the conical beams introduced and
elaborated in Formulation A, is that they are constructed nat-
urally starting from the radiation integral (2), (3). However, a
different formulation is possible, giving rise to another type of
CCB’s. The modified formulation is less intuitive than the one
in Section III, but results at the end in wave objects that are
somewhat easier to handle and strictly related to the conven-
tional spherical modes. It should however be pointed out that
both types of wave objects satisfy the wave equation without re-
strictions, and that they can represent the radiated field equally
well from very close distances to very far distances from the
aperture, as will be shown in Section VI.
With the starting aperture field spectrum (3) in mind, we mul-
tiply and divide the integrand by . One of these two
factors is included in the Fourier expansion yielding the coeffi-
cients defined by (4). The subsequent GPOF expansion
is -dependent
(17)
because
(18)
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Fig. 4. Normalized amplitude of   ,         at a distance     from
the origin as a function of  for    .
The initial radiation integral, as in the first case, reduces to the
double sum
(19)
where , and the new wave objects
assume a different form compared to (9), due to the presence
of the term in the integrand
(20)
A closed form solution to this integral can be constructed by
using formulas in [25, Eqs. 6.737.5–6.737.6], yielding
(21)
where is the spherical Hankel function of the second
kind and . The solution for negative orders is again
obtained as
(22)
One can also notice that the new wave objects denoted by
constitute a special subset of the classical spherical harmonics
when ; namely [26]
(23)
It is worth noting that for , we again obtain a complex
source point
(24)
Fig. 4 shows normalized values of in the
case as a function of at the distance from the
Fig. 5. Dependence of  on the imaginary part of complex parameter . (a)
 , (b)  , (c)  , at a distance     from the origin as a function of  for
different values of the parameter .
origin. Contrary to what happens for the CCB’s in
Formulation A (CCB’s-A) (see Fig. 1) the CCB’s-B
do not exhibit any oscillations in for . However, they retain
the increasing flatness around for increasing order .
Similarly to what happens to the CCB’s-A, the complex dis-
placement along the -coordinate actually causes the occur-
rence of the conical zone of maximum directivity in the radia-
tion pattern of CCB’s-B.
The present CCB’s still possess singular behavior at ,
. In contrast to the previously defined CCB’s, however,
they are significantly attenuated on the aperture plane for ,
for real.
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Fig. 6. Aperture distribution as a function of   at distance      from
the aperture, for different value of  and for     (a) and     (b).
Fig. 6 shows the aperture field associated to (the
small shift serves to avoid the singularity), for and .
The plots show that the CCB’s of type B for a given value of
parameter remain confined to approximately the same surface
area regardless the order . As a consequence, the far field re-
gion is well defined for each , and the asymptotic evaluation of
beams can be used in practice. The far-field approximation of
the CCB-B beams can be calculated as
(25)
A special remark is concerned with Formulation B. In (18), the
function to be expanded by GPOF, denoted by , possesses
apparently a th order pole for . Actually, it turns out
that, if is analytical at , its Fourier coefficients
have a th order zero at . A rigorous demonstra-
tion of this general property can be found in [27]. In our case,
this implies that is regular at . This th order zero
cancels the introduced th order pole, and the resulting function
is well-behaved in the whole visible spectrum region.
However, for numerical errors this cancellation can be crit-
ical, therefore in the practical implementation it is necessary to
exclude the origin in the GPOF expansion.
As concluding remarks to this section, we note that the CCB’s
in Formulation B have a closed-form representation in the spa-
tial domain that does not imply any iterative computation. The
resulting formulation is thus simpler than the formulation A
in Section III and presents computational advantage once the
GPOF coefficients have been calculated. On the other hand, un-
like in Formulation A, the GPOF expansion requires attention
close to the origin .
V. VECTOR FIELD EXPANSION
In order to expand a vector field into beams, it is necessary
to determine how (3) relates to fields or vector potentials, de-
pending on the choice of the spectrum .
The simplest approach is to define
(26)
where are the Cartesian tangential components of the
electric fields; the remaining component of the EM field can be
derived from spectral domain Maxwell’s equations. This turns
(3) into the classical inverse Fourier-transform, whereby each
Cartesian field component in the plane is calculated from
its spectrum in the plane . The above procedure, how-
ever, implies a GPOF expansion of a function proportional to
, necessitating both a fine GPOF sampling for
and a higher number of exponential terms. An alternative way,
that is revealed more convenient, is based on eliminating the
square root in (26) via a -derivative. This is equivalent to as-
suming in (3)
(27)
and interpreting in (3) as the Cartesian
spectral components of the vector potential associated to
twice the equivalent magnetic current at the aperture. This leads
to [29]:
(28)
where and the
coefficients and are obtained by CCB expansion of
Finally, we obtain
(29)
(30)
where the positive sign in (29) is related to -component and
the negative sign to the -component, respectively.
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Concerning Formulation B, the expressions are identical with
the substitutions . Explicit expressions for the deriva-
tives are given in Appendix B.
VI. EXAMPLES OF APERTURE FIELD EXPANSION
The described approach is applied here to calculate the radi-
ation from both circular and rectangular apertures.
A. Circular Aperture
Let us consider a circular waveguide mode defined by
[29]
(31)
where and are the th order Bessel function and its
derivative, respectively, and , where is the
radius of the circular waveguide (i.e. aperture), and is the
th zero of the th order Bessel function. This particular aper-
ture field distribution has been selected because it possesses
closed form expressions in both spectral and spatial domain,
therefore allowing a simple construction of the reference solu-
tion. The Cartesian components of the aperture E-field spectrum
can be found in closed form as
(32)
An aperture with radius illuminated by a
mode has been considered. For this aperture size, this particular
mode is the closest one to cut-off, i.e., it possesses the eigen-
value closest to the visible region boundary; this results in a
fast aperture field variation. The spectrum is sampled only in the
visible spectrum region. The aperture field in (32) is described
by 4 harmonics of the Fourier expansion (4). A total of 64 and
52 CCB’s have been automatically generated by the GPOF pro-
cedure to represent the field in terms of W and , respectively.
Figs. 7(a), 8(a) present successful comparative results ob-
tained using both formulations A and B; the reference solution
is provided by the direct integration of (2). Figs. 7(b) and 8(b)
present the absolute errors between normalized fields. In partic-
ular, Fig. 7(a) refers to the total electric field radiated in both
and cut-planes sampled on a sphere of radius
; Fig. 8(a) shows the vertical component of the electric
field calculated on a by plane parallel to the aperture
at distance.
It can be noticed that the number of CCB’s obtained in the
field expansion for both formulations is significantly lower than
the number of degrees of freedom defined by (1) .
Fig. 7. (a) E-plane      and H-plane       cuts of the radiated total
electric field magnitude by a  circular waveguide mode, sampled on a
sphere of radius ; (b) corresponding field representation error.
This latter aspect can be explained by the natural aptness of
CCB’s for describing cylindrical apertures and by the fact that
GPOF procedure adapts the waist and direction of each beam to
the specific aperture field being expanded.
B. Rectangular Aperture
The cylindrical nature of CCB’s provides them with a natural
ability to describe a circular aperture field. However, we demon-
strate here that they can also represent aperture fields that do not
posses any cylindrical symmetry.
To this end, a rectangular aperture of dimensions
is considered, with uniform aperture field amplitude and linear
phase, such as to radiate the main beam toward , .
After the Fourier series expansion (4), using an energy-based se-
lection criteria, 39 azimuthal-harmonics have been considered
and used to generate in total 181 CCB-A beams and 99 CCB-B
beams, respectively. Figs. 9(a), 10(a) present comparative re-
sults between the electric field obtained using both formulations
A and B and the reference solution provided by the direct inte-
gration of (2).
The comparisons are presented in the most significant cut-
plane and refer respectively to the total electric field at
and to the vertical component of the field sampled on
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Fig. 8. (a) Vertical component of the E-field radiated by a  circular wave-
guide mode calculated in a plane at a distance of   from the aperture plane;
(b) corresponding field representation error.
a rectilinear scan plane parallel to the aperture plane at .
The small absolute errors shown in Figs. 9(b) and 10(b) con-
firm the excellent capability of CCB’s to treat even rectangular
phased aperture radiation.
In order to make a comparison between the CCBs and a stan-
dard beam expansion, we have considered a well collimated
aperture case constituted by the rectangular aperture presented
above with uniform aperture field (both phase and amplitude).
In such a case, the radiated main beam will be toward ,
. Since we are representing a rectangular domain aperture
field, a Gauss-Hermite (GH) expansion has been performed. All
GH beams are characterized by the same complex exponential
parameter that controls the beamwidth and the wavefront cur-
vature, which was chosen according to criteria [21] based on
matching the properties of the aperture field. In the CCB expan-
sion, on the other hand, each beam is identified by its own “op-
timal” complex exponential parameter which is extracted
from the data using GPoF. A total of 91 CCB-A beams and 58
CCB-B beams have been obtained, respectively.
Figs. 11(a) and (b) present a comparison between the electric
field obtained using the Gauss-Hermite expansion, CCB type A
and B and the reference solution provided by the direct integra-
tion, in two principal planes.
The results provided by the CCB expansion agree perfectly
with the reference solution for every observation angle, whereas
Fig. 9. (a) E-plane    cuts of the total electric field magnitude radiated
by a     phased rectangular aperture, sampled on a sphere of radius 	 ;
(b) corresponding field representation error.
the results obtained with GH are correct only in a paraxial re-
gion. Even by increasing the number of GH beams used in the
expansion (from 225 to 3600) it is still not possible to improve
the accuracy of that result. This is a direct consequence of the
fact that the GH beams are only a paraxial solution of the wave
equation.
VII. CONCLUSIONS
A novel method of calculating aperture radiated fields via
complex conical beams has been developed. The beams are ob-
tained starting from a standard spectral domain radiation inte-
gral, upon applying GPOF expansion to the angular spectral
Fourier coefficients of the electric field spectrum in the aperture
plane. These manipulations allow reducing the initial double in-
tegral to a double sum of conical wave objects, whose analytical
solution has been presented in this paper.
If the aperture distribution is collimated, the GPoF will au-
tomatically give rise to collimated CCB’s, which have beam-
width and slope similar to the Gauss-Laguerre beams. The num-
bers of beams M and the complex displacement vary from
case to case without detectable rules: they are “automatically”
chosen by the GPOF spectral matching. If on one hand this im-
plies that our set does not constitute an a priori set of orthogonal
beams, on the other hand it actually constitute a point of force
of the method, because no a priori parameterization is required.
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Fig. 10. (a) Vertical component of the E-field radiated by a     rectangular
aperture field in a plane at a distance of    from the aperture plane; (b) corre-
sponding field representation error.
We have introduced two new kinds of conical beams denoted
by A and B. Both kinds of beams exactly satisfy the wave equa-
tion. Moreover, constructing the vector solution through the use
of auxiliary vector potentials, leads to vector forms that satisfy
Maxwell’s equations. Both types of beams have closed form ex-
pressions in both space and spectral domains, and their formu-
lations are found to be very accurate for expanding any aper-
ture field into beams (not only circular aperture but also rectan-
gular apertures). Formulation B offers the additional advantage
of simplicity. On the other hand, Formulation A offers more
stable numerical fitting with the GPOF expansion. For repre-
sentation outside the aperture field reactive region, Formulation
B requires a lower number of beams than Formulation A, and
normally well below the number of degrees of freedom of the
aperture. This is due to the GPOF process, which automatically
optimizes the combination of the CCB’s spectra to any a-priori
known field spectrum. However, an a priori choice of beams
(namely of a set of complex displacements) would not imply the
use of the same number of beams for an unknown aperture field.
Presently, we are investigating about the possibility to select, on
the basis of the sole information of the aperture geometry, an a
priory set of complex displacements for obtaining a non-re-
dundant (namely equal to the degrees of freedom) number of
beams.
Fig. 11. (a) E-plane    and (b) H-plane    cuts of the total electric
field magnitude radiated by a      phased rectangular aperture, sampled on
a sphere of radius  .
APPENDIX A
From [25, Eq. 6.637], we have
(A1)
where is a Bessel function of the first kind and th order,
while and are modified Bessel functions of the first
and second kind, respectively, and order . Substituting for
, , , , and , we get
(A2)
ˇSKOKIC´ et al.: COMPLEX CONICAL BEAMS FOR APERTURE FIELD REPRESENTATIONS 621
where and . The only difference
between (A2) and (9) is the additional factor in the integrand,
which is easily introduced by differentiating (A2) with respect
to . By using the properties of the Bessel functions, this leads
to
(A3)
Multiplying (A3) by , the following recurrence relation is
obtained
(A4)
Equation (11) is obtained by calculating analytically the
-derivative of the right hand side of (A2).
APPENDIX B
The recurrence relation can be rewritten as in (A4) and dif-
ferentiated with respect to
(B1)
where (we introduce to simplify the nota-
tion and suppress the subscript). Differentiating with respect to
gives
(B2)
The derivative with respect to is formally identical upon inter-
changing . After tedious, but straightforward algebraic
manipulation, one obtains
(B3)
(B4)
where
(B5)
(B6)
(B7)
(B8)
(B9)
(B10)
where the Bessel functions are evaluated at (12) and the
Hankel functions at (13). In order to define the recurrence,
the explicit derivatives for the first two terms of the recurrence,
namely and are
needed. These are given as follows:
(B11)
(B12)
(B13)
where
(B14)
(B15)
As for Formulation B, one has
(B16)
(B17)
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