ABSTRACT Objective: To demonstrate and test the validity of a novel deep-learning-based system for the automated detection of pulmonary nodules. Materials and Methods: The proposed system uses 2 3D deep learning models, 1 for each of the essential tasks of computer-aided nodule detection: candidate generation and false positive reduction. A total of 888 scans from the LIDC-IDRI dataset were used for training and evaluation. Results: Results for candidate generation on the test data indicated a detection rate of 94.77% with 30.39 false positives per scan, while the test results for false positive reduction exhibited a sensitivity of 94.21% with 1.789 false positives per scan. The overall system detection rate on the test data was 89.29% with 1.789 false positives per scan. Discussion: An extensive and rigorous validation was conducted to assess the performance of the proposed system. The system demonstrated a novel combination of 3D deep neural network architectures and demonstrates the use of deep learning for both candidate generation and false positive reduction to be evaluated with a substantial test dataset. The results strongly support the ability of deep learning pulmonary nodule detection systems to generalize to unseen data. The source code and trained model weights have been made available. Conclusion: A novel deep-neural-network-based pulmonary nodule detection system is demonstrated and validated. The results provide comparison of the proposed deep-learning-based system over other similar systems based on performance.
rule-based methods, 12 and filtering-based methods. 13 The best results for this task have been demonstrated using a 2D multiscale enhancement filter. [14] [15] [16] Methods for FPR are also varied, and include methods similar to those used for CG. [17] [18] [19] Neural networks were first used for FPR of nodule candidates over 20 years ago 20, 21 and have been accepted as a leading method for FPR in radiographs for over a decade. 22, 23 In recent years, deep neural networks (DNNs) have been responsible for significant improvements in a variety of complex tasks. The potential of DNNs for such improvements was first demonstrated at the 2012 ImageNet general image classification competition by Krizhevsky et al. 24 Krizhevsky's team used the first DNN in the competition's history, winning by such a large margin that each of the top 10 teams in the following year's competition were also using DNNs. In the years since, deep learning has been applied to a variety of medical imaging tasks, 25, 26 many of which involve segmentation. [27] [28] [29] [30] For some medical imaging tasks, deep learning methods have been demonstrated performing at or above the level of licensed experts. 31, 32 DNNs have also been applied for FPR, [33] [34] [35] [36] [37] and just recently for pulmonary nodule segmentation. 38, 39 Since the 2012 ImageNet competition, substantial progress has been made developing increasingly complex DNNs that have surpassed human-level performance in general image classification tasks. 40 In 2014, Szegedy et al 41 demonstrated an accuracy of 93.33% using an extensive DNN comprised of 22 layers. A key feature of this network, dubbed GoogLeNet, was the inclusion of new components called inception modules that enabled the use of multiple convolutions in each layer of the network. In 2015, He et al 42 demonstrated an architecture for deep residual learning using a DNN comprised of 152 layers to achieve an accuracy of 96.43%. This architecture, dubbed a residual network, employed a new feature for learning residual functions with reference to layer inputs. Recent studies on nodule detection that utilize machine learning approaches, such as neural networks 6, 34, 39 
MATERIALS AND METHODS

Dataset
The Lung Image Database Consortium (LIDC) and Image Database Resource Initiative (IDRI) compiled a repository of CT scans specifically for the development of CAD systems for lung cancer. 49, 50 These data are made available by the National Cancer Institute's Cancer Imaging Archive under the Creative Commons Attribution 3.0 Unported License. 50 The LIDC-IDRI repository is comprised of 1018 openly available CT scans collected from 5 participating institutions with each of the scans including annotations by 4 radiologists. Lesions identified by radiologists were labeled as large nodule (! 3mm), small nodule (< 3mm), or non-nodule. A total of 2669 lesions were marked as a large nodule by at least 1 radiologist, with 928 lesions being marked as large nodule by all 4 radiologists.
Although a large number of CAD systems have been demonstrated, 12, 34, 43, 44, [51] [52] [53] comparing their relative performance has been challenging due to the lack of an objective evaluation framework. The LUNA16 dataset 6 was created in part to address this issue. It is a collection of 888 thin-slice CT scans (ie, slice thickness 3mm) of consistent slice spacing from the LIDC-IDRI dataset. 54 These scans were randomly divided into 10 bins for cross-validation purposes, and these bins were used in this study to enable reproducibility and aid in objective comparative evaluation. The small and non-nodule objects, typically ignored by other systems, are included as part of the testing set for this system, resulting in the inclusion of 30 513 items for evaluation, and the detection of these objects is considered a false positive.
Method
As depicted in Figure 1 , pulmonary nodules can vary greatly in density, shape, size, etc. A typical pulmonary nodule exists as an isolated lesion 1 in the parenchyma of the lung. Pulmonary nodules are frequently found attached to the pleural wall or vascular structures. Such juxtapleural and juxtavascular nodules, depicted in the first and second rows of Figure 1 , respectively, can complicate automated nodule detection. Other nodules that can be challenging for CAD systems to detect are low-density nodules, as seen in the third row of Figure 1 . Due to the variety and unique challenges, CAD systems have had difficulty achieving high performance for all varieties Deep learning offers unique advantages over traditional methods for nodule detection. Rather than relying on mathematical techniques or hand-crafted features, deep learning enables learning internal feature representations directly from the input data. 55, 56 The multiple processing layers in DNNs allow for learning these internal representations of the input data with multiple levels of abstraction. 57 These characteristics enable DNNs to learn feature representations for a large variety of features hierarchically, ie, at different scales, and combine them for learning more complex features (eg, nodules). This capability is well suited for the unique challenges posed by nodule variety in pulmonary nodule detection. We use DNNs for each of the 2 essential tasks of computeraided pulmonary nodule detection. The first DNN is used for volume-to-volume prediction of nodules, ie, segmentation, to identify potential pulmonary nodules within the input CT scan. These potential nodules that are generated are considered candidate nodules. This segmentation generates a large number of candidate nodules, many of which are false positives. The second DNN is used for reducing false positives among these nodule candidates through a binary classification of nodules and non-nodules. Figure 2 describes the system including the 2 primary tasks and the associated subtasks for each DNN.
The CT scans from the LUNA16 dataset range from 0.461 mm to 0.977 mm in pixel size and from 0.6 mm to 3.0 mm in slice thickness. Thus, the features depicted in the raw CT scans represent a scaled version of the actual features corresponding to the specifications of the imaging equipment used. To ensure uniformity of the data processed by the system, we begin with an isotropic resampling of the images, using third-order spline interpolation to resize all voxels to a uniform size of 1 mm 3 . As lung cancer screening is concerned solely with the lungs, a large portion of thoracic CT scans is irrelevant to lung cancer detection. To reduce computational expense, we next segment the lung region using a threshold-based segmentation 1 Lesions in the lungs less than 3 cm are nodules. 2 that isolates the lung and allows us to ignore the extraneous regions of the original scan. Figure 2b depicts the lungs following segmentation. A bounding box is created circumscribing the lung, and this region of interest is input into the CG DNN.
To date, only 1 study has demonstrated the use of DNNs for the segmentation of pulmonary nodules, 38 and DNNs have not been previously used in CG. The U-Net architecture 58 is a DNN architecture used for generating high-quality segmentations of medical imagery from small training datasets using heavy augmentation. The U-Net architecture has also been extended to 3D imaging applications successfully. 46 In this study, we adapt and apply this 3D U-Net architecture specifically for the segmentation of rela- 2 Detailed explanation of the lung segmentation technique can be found in Appendix B.
tively small volumes in CT scans such as pulmonary nodules. The architecture, depicted in Figure 3a , comprises 135.6 million trainable parameters. The U-Net-inspired DNN architecture that we use for CG acts as a volume-to-volume prediction (ie, segmentation) network that takes an input volume of 64x64x64 and outputs a volume of 32x32x32. CT scans and the regions of interest generated from the lung segmentation are much larger than 64x64x64. As the output is 32x32x32, a 16-unit buffer was created on all sides of the region of interest in order to generate an output volume corresponding with every voxel in the region of interest. A sliding window technique was used with a step size of 32 for each axis to iteratively progress through the region of interest, extracting 64x64x64 volumes for input to the DNN. This required the application of the DNN nearly a thousand times in generating candidate nodules for a single scan. The output volume was an array of probabilities. A threshold was applied setting all values less than 0.1 3 to zero. The remaining probabilities were converted to a binary array, and labels were generated for the adjacent voxels, yielding an array of numbered volumes. Centroids were computed from these labeled volumes for evaluation and for generating output candidate nodules. During this process, a variety of features were also extracted from nodules, including the volume in voxels of each nodule candidate.
The features extracted during the centroid computation for each of the candidate nodules were used as a threshold as an initial FPR technique. The only feature selected for use in this step was nodule volume due to its strength in discriminating among positive and false positive nodules. The optimal threshold value was determined empirically to be 8 mm sidual learning elements. 42 The architecture used in our proposed model is adapted from the Inception-ResNet architectures proposed by Szegedy et al, albeit adapted to 3D images. Rather than using leaky rectified linear units as activation functions, scaled exponential linear units, recently demonstrated as better than standard rectified linear units for very deep networks, 47 were used, as initial testing indicated performance improvements. Consequently, Gaussian initialization and alpha dropout were used to improve convergence and performance. The reduction and residual blocks (Figures 5a and b) provide further details on the architecture of the network (Figure 3b) . The reduction block in Figure 5a was adapted from the wider "Reduction-B" block from Inception-ResNet-v1, 1 of 3 Inception-ResNet architectures proposed by Szegedy et al. 48 The residual block was adapted from the "Inception-ResNet-A" block of Inception-ResNet-v1 with an extra convolution layer similar to the residual inception blocks of InceptionResNet-v4. Unlike Inception-ResNet-v1, the entire architecture of our proposed model was built from only 2 of these reduction blocks and 4 of these residual blocks. Each of the convolution layers depicted in the overall architecture applies 1x1x1 convolutions. These are included between concurrent residual blocks to maintain a constant number of features. A smaller input size of 32x32x32 was used to speed up training, as it did not affect the results. The entire architecture was comprised of 1.28 million trainable parameters. . a) Modified 3D U-Net architecture used for the CG segmentation. b) 3D residual network architecture used for FPR.
3 We observed a large number of voxels with predicted values of magnitude lower than the maximum probability of 1.0, and to reduce noise, we ignored all values that were more than an order of magnitude below 1.0. 4 The notation for each layer in the architectures presented in Figure 3 indicates the type of layer and its shape. Each layer is represented by a 4D tensor for the 4 dimensions: the width of the network layer, and the x, y, and z dimensions of the input volume. 4 The notation for each layer in the architectures presented in Figure 3 indicates the type of layer and its shape. Each layer is represented by a 4D tensor for the 4 dimensions: the width of the network layer, and the x, y, and z dimensions of the input volume.
5 The source code used for both training and evaluation is available at https://github.com/rossgritz/cad17. 6 DNN training was conducted using Keras with a Tensorflow backend. 7 Further details regarding training are presented in Appendix B.
Training 567
We used 10-fold cross-validation consistent with the crossvalidation experimental design used by Setio et al. 37 For each of the 10 folds of the cross-validation, 9-fold cross-validation was conducted, and the 10th bin was held out as test data. The best performing model from the 9-fold cross-validation was evaluated on the test data. This enabled the use of all 888 scans as test data. Training for the CG network was conducted with all available positive nodules 8 for each of the 9-fold cross-validations conducted. The nodule candidates generated for each of the validation bins during each cross-validation were used to train the FPR network. Over 1000 positive examples were used for each of the 10 9-fold cross-validations. A 3D array of training labels was required, as the CG network was a volume-to-volume prediction network. Approximate binary labels for each nodule were generated as spheres based on the diameter of each nodule. Heavy data augmentation was employed during training, involving random translation up to 14 units along each axis, random rotation about each axis up to 90
, and random flipping about each axis. Implementation of this augmentation required the application of the same random transformations to both the input image and its associated labeled array. The Sorensen-Dice coefficient, 60, 61 or simply the Dice coefficient (DC), was used to measure the spatial overlap between the predicted volume and the ground truth for the purposes of optimization. It is defined as:
where P is the set of prediction results, and G is the set of ground truth. It ranges in value from 0 to 1, with 1 indicating perfect prediction accuracy. In order to optimize the network architecture, the objective function, J(h), was defined as:
The Adam optimizer, 62 with an initial learning rate of 1e
À5
, was used for minimizing J(h). In order to minimize overfitting, the dropout technique 63 and batch normalization 64 were used for regularization. As noted, the CG architecture included over 100 million trainable parameters. This effectively restricted the batch size to 2, significantly slowing training. 9 Due to this, each epoch required training 400 minibatches. Models were trained for 210 epochs. Upon completion of the training, the models exhibiting lowest J h ð Þ values were evaluated systematically in order to identify the best models at a minimal computational expense. Results were recorded, and the process was repeated until performance gains plateaued.
The FPR network was trained as a binary classifier with the candidates generated from the best performing models of each validation bin during cross-validation. These candidate nodules were labeled as either nodule or non-nodule. 10 Data augmentation was used involving random translation along each axis up to 2 units, random rotation of up to 15 about each axis, and random flipping about each axis. Data were centered by subtracting the image mean and normalized by the image standard deviation. Categorical cross-entropy was used as an objective function and was minimized using the AdaDelta optimizer. 65 Again, to minimize overfitting, dropout 63 and batch normalization 64 were used. With the architecture including over a million trainable parameters, a batch size of 64 was trained per epoch. During training, only positive examples were included in the validation dataset in order to prioritize sensitivity. Consequently, a large number of well performing models were saved, and specificity was assessed among these.
RESULTS
By conducting 10 9-fold cross-validations, each scan and nodule in the dataset could be evaluated as test data. To evaluate test data, scans were first evaluated with the CG module. The resulting candidate nodules were determined to be a direct hit, a near hit, or a miss. A candidate nodule was classified a "direct hit" when the center of the true nodule was within the segmented volume of the candidate nodule. A nodule was treated as "near hit" when the center of the candidate nodule was within 0.75D of the true nodule. 15 Direct hits and near hits were taken as positive candidates. All candidate nodules generated were then evaluated with the FPR module.
The results from the cross-validation and the test data are reported in Table 1. This table reports only mean values of sensitivity, false positives per scan (FPPS), and receiver operating characteristic area under the curve (ROC AUC). The full test results for each of the 10 cross-validations are reported in Supplementary Appendix A in Table 3 . The cross-validation results are depicted for comparison only and, unless otherwise noted, all references to results in the paper refer to the test results. The full cross-validation results for the 8 values reported in Table 1 are presented in Tables 4 through 9 in Supplementary Appendix A, which also reports the cross-validation results for each of the 90 cross-validation systems.
The free-response ROC curve (FROC) is commonly used in lieu of the traditional ROC curve for cases such as pulmonary nodule detection in which 1 or more abnormalities may be present for each evaluated case.
66,67 Figure 6 depicts an FROC curve for the system plotted on a logarithmic scale. Recent work on pulmonary nodule 5 The source code used for both training and evaluation is available at https://github.com/rossgritz/cad17. 6 DNN training was conducted using Keras with a Tensorflow backend. 7 Further details regarding training are presented in Appendix B. 8 No negative examples were used because the Dice coefficient could be computed only from positive examples. 9 More information regarding training can be found in Appendix B.
10 There were substantially more negative examples generated during CG. To handle this, the system was designed such that approximately equal numbers of positive and negative examples were used for each training epoch. The examples used for each epoch were sampled randomly from a single directory containing all negative examples and n copies of all positive examples prior. n was selected such that the total number of positive and negative examples in the directory were roughly equal.
CAD systems 6, 33, 37 has featured a metric referred to as the "competition performance metric" (CPM), which is based on the FROC curve for evaluating CAD systems. 68 This metric is computed by taking the mean sensitivity value for each of the 7 labeled positions on the x axis in Figure 6 . The CPM for the system was 0.8135.
DISCUSSION
A comparison of the features and performance of pulmonary nodule CAD systems is reported in Table 2 demonstrates the improvements in the performance of the proposed systems over these 2 systems. Setio et al 37 reported a CPM of 0.722 and was the only one of the studies listed in Table 2 to report this metric. As reported earlier, the CPM in this study is 0.8135. Shaukat et al 15 demonstrated excellent performance for their complete system, which was heavily influenced by the strong performance of their FPR module, and is discussed further in Supplementary Appendix C. These results suggest that future work could explore the combination of deep learning systems for feature extraction and SVMs for classification. As reported in Table 2 , among the studies included for comparison, only Setio et al 37 and Jacobs et al 52 used the com- 
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The same data are depicted for log base 10 in Figure 7 of Appendix A. 
Strengths and limitations
Strengths of the study include the robust experimental design, the large test dataset, and the methodology. Particularly, retaining 30 513 false positive items to evaluate the system strongly distinguishes this study from a large number of current deep learning studies for nodule detection. A further strength of the study is the open availability of the source code and the trained weights for the 180 different models for which results are reported in Supplementary Appendix A.
Despite the use of a substantial amount of test data, the lack of evaluation on an external dataset remains a significant limitation. Further limitations of the dataset are described by Armato et al 49 and include the lack of clinical information and the fact that scans were not all scored by the same radiologists. Other limitations concern limited analysis of segmentation quality due to the focus on the CAD system and limited computational capacity due to the high computational costs.
CONCLUSION
We present a novel, fully automated system for the detection of pulmonary nodules that was extensively validated using each scan in the dataset for both training and test. As described earlier, the CG and FPR modules each independently demonstrated results that outperform other reported or known systems for their respective tasks. Overall, the results indicate that the system is comparable with the best existing systems.
The proposed CAD system is designed for detecting pulmonary nodules. Extending it to quantify malignancy and offer diagnostic predictions is an important research direction for future work. Such a system could be evaluated rigorously with a large external dataset-a significant limitation of this study-using data from the National Lung Screening Trial.
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