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Datum
Vertical coordinate information is referenced to the North American Vertical Datum of 1988 (NAVD 88).
Horizontal coordinate information is referenced to the North American Datum of 1983 (NAD 83).
Elevation, as used in this report, refers to distance above the vertical datum.
Abbreviations
AFDC annual flow duration curve MA SYE Massachusetts Sustainable-Yield Estimator MUF monthly usage factor SADA surface area to drainage area USGS U.S. Geological Survey Tool is a model that simulates the daily water balance of a reservoir. The reservoir simulation tool provides estimates of daily outflows from reservoirs and compares the frequency, duration, and magnitude of the volume of outflows from reservoirs with estimates of the unaltered streamflow that would occur if no dam were present. This tool will help environmental managers understand the complex interactions and tradeoffs between water withdrawals, reservoir operational practices, and reservoir outflows needed for aquatic habitats.
A sensitivity analysis of the daily water balance equation was performed to identify physical and operational features of reservoirs that could have the greatest effect on reservoir outflows. For the purpose of this report, uncontrolled releases of water (spills or spillage) over the reservoir spillway were considered to be a proxy for reservoir outflows directly below the dam. The ratio of average withdrawals to the average inflows had the largest effect on spillage patterns, with the highest withdrawals leading to the lowest spillage. The size of the surface area relative to the drainage area of the reservoir also had an effect on spillage; reservoirs with large surface areas have high evaporation rates during the summer, which can contribute to frequent and long periods without spillage, even in the absence of water withdrawals. Other reservoir characteristics, such as variability of inflows, groundwater interactions, and seasonal demand patterns, had low to moderate effects on the frequency, duration, and magnitude of spillage.
The reservoir simulation tool was used to simulate 35 single-and multiple-reservoir systems in Massachusetts over a 44-year period (water years 1961 to 2004) under two water-use scenarios. The no-pumping scenario assumes no water withdrawal pumping, and the pumping scenario incorporates average annual pumping rates from 2000 to 2004. By comparing the results of the two scenarios, the total streamflow alteration can be parsed into the portion of streamflow alteration caused by the presence of a reservoir and the additional streamflow alteration caused by the level of water use of the system.
For each reservoir system, the following metrics were computed to characterize the frequency, duration, and magnitude of reservoir outflow volumes compared with unaltered streamflow conditions: (1) the median number of days per year in which the reservoir did not spill, (2) the median duration of the longest consecutive period of no-spill days per year, and (3) the lowest annual flow duration exceedance probability at which the outflows are significantly different from estimated unaltered streamflow at the 95-percent confidence level. Most reservoirs in the study do not spill during the summer months even under no-pumping conditions. The median number of days during which there was no spillage was less than 365 for all reservoirs in the study, indicating that, even under reported pumping conditions, the reservoirs refill to full volume and spill at least once during nondrought years, typically in the spring.
Thirteen multiple-reservoir systems consisting of two or three hydrologically connected reservoirs were included in the study. Because operating rules used to manage multiplereservoir systems are not available, these systems were simulated under two pumping scenarios, one in which water transfers between reservoirs are minimal and one in which reservoirs continually transferred water to intermediate or terminal reservoirs. These two scenarios provided upper and lower estimates of spillage under average pumping conditions from 2000 to 2004.
For sites with insufficient data to simulate daily water balances, a proxy method to estimate the three spillage metrics was developed. A series of 4,000 Monte Carlo simulations of the reservoir water balance were run. In each simulation, streamflow, physical reservoir characteristics, and daily climate inputs were randomly varied. Tobit regression equations that quantify the relation between streamflow alteration and physical and operational characteristics of reservoirs were developed from the results of the Monte Carlo simulations and can be used to estimate each of the three spillage metrics using only the withdrawal ratio and the ratio of the surface area to the drainage area, which are available statewide for all reservoirs.
Introduction
The U.S. Geological Survey (USGS), in cooperation with the Massachusetts Department of Environmental Protection, developed the Massachusetts Reservoir Simulation Tool (Levin, 2016) to model the daily water balance at reservoirs and to examine the effects of reservoirs on the natural streamflow of streams in Massachusetts. The simulation tool was developed to help environmental managers to better manage water withdrawals in reservoirs and to preserve downstream aquatic habitats. Dams and water withdrawals associated with water-supply reservoirs can affect the quantity and timing of flows in downstream reaches (Magilligan and Nislow, 2005; Poff and others, 2007; McManamay and others, 2012) . Regulation of water flow associated with reservoirs can interfere with natural flow regimes and can affect the abundance and diversity of fluvial fish and other aquatic organisms (Poff and others, 1997; Postel and Richter, 2003) . Such biological effects have been documented in the Piedmont region of the eastern United States and in southern New England (Freeman and Marcinek, 2006; Kanno and Vokoun, 2010) .
With more than 3,000 dams in an area of 10,555 square miles (mi 2 ), Massachusetts has one of the highest densities of dams in the country (U.S. Army Corps of Engineers, 1996; Graf, 1999) . Dams in Massachusetts include those built for hydropower, recreation, flood control, and public water supply. In addition, there are many historical mill dams, some dating as far back as the 17th century. The majority of water-supply reservoirs in the State do not provide regular, controlled releases for instream flow below the dam. This means that flow below the dam is primarily dependent on uncontrolled releases of water (spills or spillage) over the dam spillway and water that may seep or leak through or around the dam. Streamflow alteration downstream from reservoirs may be exacerbated because water withdrawals from the reservoir may draw down the reserves of the reservoir, decreasing the water level and the frequency and duration of uncontrolled spills.
There are many site-specific physical and operational reservoir characteristics that can affect spillage patterns. The storage ratio of a reservoir is the maximum usable storage capacity (volume between the intake and the spillway) divided by the mean annual inflow, expressed in days. Reservoirs with a high storage volume compared with mean annual inflow have a high potential for streamflow alteration because they are able to support higher withdrawal rates as a percentage of annual inflows, leaving less water available for spillage or downstream flow than reservoirs with a lower ratio of mean annual inflow to storage volume (Vogel and others, 2007) . Even at low withdrawal rates, high evaporative losses from the reservoir surface during the summer may potentially decrease the quantity of water that is able to spill into downstream reaches. Other factors such as groundwater interactions, lake morphology, and seasonal withdrawal patterns may also affect the frequency, duration, and magnitude of reservoir spills.
This study is part of a larger effort between the USGS and State agencies in Massachusetts to characterize streamflow alteration across the State. Concern over the effect of streamflow alteration on ecosystems in Massachusetts has resulted in research to identify and define the range of natural streamflow regimes in Massachusetts (Armstrong and others, 2008) , the degree of streamflow alteration from withdrawals and return flows (Weiskel and others, 2010) , and the relation between streamflow alteration and fish communities (Armstrong and others, 2011) in the State. Potential effects of reservoirs on ecosystems were quantified by the storage ratio, dam density (Weiskel and others, 2010; Armstrong and others, 2011) , and the relation between the length of stream channel with no dams and fluvial fish diversity (Armstrong and others, 2011) . Streamflow alteration from reservoirs was not estimated in previous studies because the site-specific storage-discharge relations were not available. This report adds to the previous studies by identifying site-specific reservoir characteristics that affect downstream flow and quantifying the changes in flow regime at reservoirs across the State.
Purpose and Scope
The purpose of this report is to document the development of the Massachusetts Reservoir Simulation Tool, which is used to characterize outflows from water-supply reservoirs, and to use the tool in a state-wide analysis to determine potential streamflow alteration from reservoirs in Massachusetts. This report quantifies the relation between physical and operational features of reservoirs and the frequency, duration, and magnitude of reservoir spillage. Analyses that are beyond the objectives of the study and not within the scope of this report include examining the effects of seepage and leakage through or around the dam on downstream flows, determining the effects of flow alteration below the dam on biologic or ecological systems, and employing optimization methods for finding operating rules for multiple reservoirs. Waldron and Archfield (2006) and Levin and others (2011) . All reservoirs in this study were simulated from October 1, 1960 , to September 30, 2004 , which coincides with the simulation period of the Massachusetts Sustainable-Yield Estimator (MA SYE) tool (Archfield and others, 2009) , which was used to estimate daily reservoir inflows. Site-specific information regarding seepage and leakage of water through or around dams was not available for reservoirs included in the study. Due to this lack of information, leakage was assumed to be zero for all simulations.
Reservoir Simulation Tool
The Massachusetts Reservoir Simulation Tool simulates single-or multiple-reservoir systems using an equation to calculate daily reservoir water balance. This approach has been used in previous studies to determine the maximum yield of selected drinking water reservoir systems in Massachusetts (Waldron and Archfield, 2006; Levin and others, 2011) . For the purpose of this report, a reservoir system is defined as a single reservoir or a group of hydrologically connected reservoirs from which water is withdrawn for public water supply. Note that a particular municipality may receive water from a combination of multiple-reservoir systems, groundwater wells, or purchased water from other systems.
The reservoir water balance, in million gallons per day, can be calculated as follows: is the leakage or seepage through or around the dam, in million gallons.
The equation for reservoir water balance (equation 1) is solved for every day of the period of record, starting with a full reservoir volume. Solving the reservoir water balance equation produces a time series of daily spillage volumes over the period of record. At each daily time step, the storage volume of the reservoir is estimated from the previous day's storage, precipitation onto the reservoir's surface, streamflow into the reservoir, evaporation off of the reservoir surface, withdrawals from the reservoir, groundwater contributions in or out of the system, seepage or leakage, controlled releases, and water transfers into or out of the reservoirs. If the daily storage (S i ) exceeds the maximum capacity for the reservoir, uncontrolled spillage (Qsp i ) occurs and is equal to the difference between these two values. When daily storage is less than the maximum capacity, spillage is zero. If the daily storage (S i ) is insufficient to supply the specified withdrawal rate (Qwd i ), then the volume of water that is available in storage (if any) is used for withdrawal and the simulation continues, resuming full withdrawal volumes when there is sufficient storage.
Reservoir volume and surface area data for different reservoir elevations are used to scale precipitation, evaporation, and inflow volumes from the lake surface. The daily surface area of the lake changes relative to the current reservoir storage. At each time step, interpolation of the volume and surface area data is used to determine the reservoir surface area (Ar i ) based on the storage volume for the previous day. Precipitation (P i ) and, evaporation (E i ) are entered into the model in units of depth (in inches, which are then converted to miles) and multiplied by the surface area to compute the daily volume of precipitation and evaporation. The drainage area of the reservoir changes inversely to the daily surface area. That is, when the surface area decreases, the drainage area increases by the same amount. The drainage area for each day is used to scale the reservoir inflows in the same manner as precipitation and evaporation. Reservoir inflows (Qst i ) in units of volume per square mile of drainage area and are multiplied by the daily drainage area to compute the daily inflow volume in million gallons. For the purposes of this study, controlled releases (Qcr i ) and seepage and leakage (L i ) were assumed to be zero in all cases. The Massachusetts Reservoir Simulation Tool (Levin, 2016) has additional simulation options, allowing for demand management scenarios that were not included in this study.
Gains and losses from groundwater are estimated using a set of equations based on an analytical solution to the groundwater flow equation for the case of one-dimensional flow in a finite-width aquifer bounded by a linear surfacewater feature developed by Archfield and Carlson (2006) . Groundwater interactions in the model are caused by current and past changes in reservoir stage. When the reservoir surface elevation decreases below the water table due a decrease in storage, water from the aquifer will flow into the reservoir until the reservoir stage and aquifer water table are in equilibrium. Conversely, when reservoir surface elevations rise above the water table elevation, water from the reservoir is lost to the surrounding aquifer. At each time step there may also be additional groundwater gains or losses from the timelagged effects of previous changes in reservoir storage.
Many reservoir systems are comprised of multiple reservoirs that are hydrologically connected. Multiplereservoir systems can be configured in many ways and can transfer water by gravity through a river or open channel to a downstream reservoir, or by pumping water from one reservoir to another through a pipeline. Drainage areas in a multiple-reservoir system may be nested or nonnested. In a nested system, the drainage area of the contributing reservoir lies within an upstream portion of the receiving reservoir drainage area. In nested systems, water transferred from the contributing reservoir to meet demand as well as any controlled or uncontrolled spills and dam seepage and leakage from the contributing reservoir are added to the inflows of the receiving reservoir. Drainage areas in nonnested systems are not connected by a stream or natural drainage pathway. In nonnested systems, only the volume of water that is pumped from the contributing reservoir is added to the inflows of the receiving reservoir. Controlled and uncontrolled spills and seepage or leakage from the contributing reservoir dam are lost from the system and contribute to downstream flow below the contributing reservoir. The volume and timing of water that is transferred to a receiving reservoir (Qt i ) either through pumping or by gravity is specified in monthly operating rules within the model for each reservoir in the system. Operating rules in the Massachusetts Reservoir Simulation Tool (Levin, 2016) may be specified such that water transfers only occur when the receiving reservoir storage volume fall below a threshold value.
Spillage Metrics
For the purposes of this study, uncontrolled reservoir spills are used as a proxy for streamflow below the dam. The reservoirs included in this study do not regularly release water to augment flow downstream from the reservoir. Therefore, streamflow below the dam is primarily dependent upon uncontrolled spills over the dam spillway and water seepage and leakage through or around the dam. Although seepage and leakage can contribute to downstream flow, it is beyond the scope of this study to examine the effects of these sources of water, which vary widely from one location to another, on the patterns of flow downstream from reservoirs.
Typically, reservoirs in Massachusetts stop spilling in the summer when withdrawals and evaporation are greater than inflows to the reservoir. Reservoirs refill partially or completely in the winter and spring when inflow is greater than evaporation and withdrawals. Three spillage metrics were developed to characterize the magnitude, frequency, and duration of reservoir spillage: (1) the median no-spill count, (2) the median no-spill duration, and (3) annual flow duration curve (AFDC) deviation point, described later in this section. The frequency of no-spill periods was characterized by the median no-spill count. This metric was computed by finding the median number of days per water year 1 during which the uncontrolled spillage (Qsp i ) is equal to zero for each of the 44 water years of simulation and then computing the median of the 44 medians. The duration of no-spill periods was characterized by the median no-spill duration, which was computed by finding the longest period of consecutive no-spill days each water year of the simulation and computing the median of the 44 no-spill durations.
The magnitude of reservoir spillage was characterized by the annual flow duration curve (AFDC) deviation point, which is a metric that was derived from the AFDCs of both the reservoir spillage and the estimated unaltered flow (estimated streamflow that would occur if the dam were not present). The AFDC is the relation between daily streamflow quantiles and an exceedance probability for the period of 1 water year. The exceedance probability is the frequency that a particular flow is exceeded during the water year. For example, 20 percent of the daily flows during a water year are greater than the streamflow at the 20 percent exceedance probability. An AFDC can be computed for each water year of the simulation period. Figure 2 shows an example AFDC for the Westfield (Montgomery) Reservoir ( fig. 1 , reservoir 51) in Montgomery. For this study, all reservoirs were simulated for the 44-water year period of record from October 1, 1960 , to September 30, 2004 . The median AFDC is constructed from the median of the 44 flows at each exceedance probability. Confidence intervals can be constructed around the median AFDC (Vogel and Fennessey, 1994) to show the interannual streamflow variability at a particular exceedance probability ( fig. 2) .
The median AFDC and the 95-percent confidence interval around it represent the unique flow signature of a stream. The median AFDC represents median daily flow magnitudes throughout the year, whereas the confidence intervals represent flow magnitudes during dry and wet periods from the period of record. AFDCs with steep slopes result from runoff-dominated streams with more seasonal variability and are typical across most of Massachusetts. AFDCs with flat slopes result from base flow-dominated streams with less seasonal variability. Whereas the slope of the median AFDC indicates the seasonal variability at a site, the width of the confidence interval around the median AFDC represents the interannual variability in streamflow for the period of record. Flows at both ends of the AFDC may vary by an order of magnitude or more from one year to the next. The monthly distribution of flows in an AFDC varies from one stream to another, but in general for streams in this study, low flows at more than the 80 percent exceedance probability represent summer flows from July through September, and high flows at less than the 20 percent exceedance probability represent spring and winter flows. Streamflow alteration below the dam was assessed by computing the AFDC deviation point. This metric compares the median AFDC of the reservoir spillage with that of the estimated unaltered streamflow if no dam were present. Unaltered streamflow at the dam was computed using the MA SYE (Archfield and others, 2009 ). This is the same method used to compute inflows to the reservoir in the water balance equation (equation 1). The difference between the computed inflows and the unaltered streamflow is that the drainage area used to compute inflows includes only the drainage to the reservoir, whereas the drainage area for unaltered streamflow includes an additional area equal to the reservoir surface.
A comparison of the AFDCs from unaltered streamflow and spillage shows how reservoir spillage differs from natural conditions during wet, dry, and median hydrologic conditions. For example, figure 3A shows the median AFDC and confidence intervals for unaltered streamflow and spillage volumes for the Westfield (Montgomery) Reservoir ( fig. 1 , reservoir 51). At exceedance probabilities less than 50 percent, there is little or no difference between the AFDC of the spillage volumes and that of the unaltered streamflow, indicating that these high streamflows, which occur mainly in spring and winter, are not altered by the presence of the reservoir even in dry or wet years. The median AFDC of the spillage volumes begins to deviate from that of the unaltered flows between an exceedance probability of 70 and 80 percent, indicating that, during median hydrologic conditions (neither exceedingly wet nor dry years), the lowest 20 or 30 percent of spillage volumes, which typically occur during summer, are lower than unaltered streamflow.
The AFDC deviation point statistically quantifies the comparison of the AFDCs of unaltered streamflow and reservoir spillage volumes. At each exceedance probability, there are 44 values, one for each year of the simulation, for both unaltered streamflow and spillage volumes. The twosample Kolmogorov-Smirnov test (Conover, 1980) was used to determine if the distribution of the spillage volumes was significantly different than the distribution of the estimated unaltered streamflow at the 95-percent confidence level for each exceedance probability. The Kolmogorov-Smirnov test is a nonparametric test to determine if two sample datasets come from the same population. A p-value less than 0.05 indicates that the sample distributions differ in either median value, variability, or distribution shape at the 5 percent confidence level. For example, figures 3B and C shows the distribution of unaltered streamflow and spillage volumes at the 20-percent and 90-percent exceedance probabilities at the Westfield (Montgomery) Reservoir and correspond to the distribution of flows in the highlighted regions of the median AFDCs shown in figure 3A . The p-value of the Kolmogorov-Smirnov test for the 20-percent exceedance probability flows was 0.99, indicating that the spillage volumes do not differ significantly from the unaltered streamflow. At the 90-percent exceedance probability, the p-value is less than 0.001, indicating that the distribution of spillage flows is significantly different from unaltered streamflow.
The AFDC deviation point is the exceedance probability at which the distribution of spillage volumes begins to significantly differ from the distribution of unaltered flows at the 0.05 significance level, based on the KolmogorovSmirnov test. The AFDC deviation point is computed by performing the Kolmogorov-Smirnov test on unaltered and spillage flows for each exceedance probability, starting with the lowest flows (exceedance probability of 100 percent) and working toward the highest flows (exceedance probability of 0 percent). Typically, the lowest flows are the most highly altered, and alteration becomes gradually less statistically significant as the flows increase. The AFDC deviation point is the lowest exceedance probability at which the p-value of the Kolmogorov-Smirnov test is less than 0.05. For example, the AFDC deviation point for the Westfield (Montgomery) Reservoir is at the 79 percent exceedance probability ( fig. 3A , red line). This means that the highest 79 percent of the flows from uncontrolled spillage during the year are not significantly different from unaltered conditions, whereas the lowest 21 percent of annual flows are significantly lower than unaltered streamflow. An AFDC deviation point of 1 indicates that there is no significant difference between unaltered flows and reservoir spillage patterns at any exceedance probability, and an AFDC deviation point of 0 indicates that flows at all exceedance probabilities have been significantly altered. The inclusion of the AFDC deviation point in this report is intended to give an objective metric of overall potential alteration in streamflow below a reservoir for classification and screening purposes, so that environmental managers can determine which sites may be at the greatest risk of having their ecosystem affected from a change in streamflow regime. It is important to note that a statistically significant difference in flows at a certain exceedance probability is not a direct indicator of ecosystem or biological change. The estimation of ecosystem response to flow regulation is an active research area, and many other variables, such as the extent of impervious surface within the watershed and changes in stream temperature and geomorphology, can also affect biotic communities (Poff and others, 1997; Postel and Richter, 2003) . Although studies have shown relations between changes in streamflow regimes and aquatic communities (Poff and Zimmerman, 2010; Armstrong and others, 2011) , it is beyond the scope of this study to determine at what point a change in the AFDC of a regulated stream affects biologic or ecological systems.
Sensitivity of Spillage to Reservoir Characteristics
Spillage from a reservoir occurs when a reservoir is at full capacity and daily water inputs from streamflow, precipitation, and groundwater flowing into the reservoir exceed losses from withdrawals, evaporation, and water flowing into the aquifer. There are many factors that can potentially affect reservoir spillage patterns, including the withdrawal rate, the natural variability of inflows and climate, the size of the reservoir, the magnitude of groundwater interactions with the reservoir, and seepage and leakage through or around the dam (assumed to be zero in this study). A sensitivity analysis of the reservoir water balance model was performed to examine the effects of different reservoir characteristics on spillage patterns by changing one component of the water balance equation while holding all other terms constant. For the purposes of this report, a reservoir failure is defined as any period equal to one day or more during which there is insufficient water available in the reservoir to supply the specified withdrawal rate. All analyses in this report assumed a no-fail withdrawal conditions (that is, withdrawal rates were set such that there were no reservoir failures during the simulation period). This analysis was performed in order to gain a better understanding of the interactions between reservoir characteristics and spillage. A conceptual understanding of reservoir and spillage interactions may help environmental managers identify reservoirs most at risk of flow alteration and interpret model results.
Water Withdrawals
Water withdrawals reduce the amount of water that is available for spillage. During average meteorological conditions, streamflow into the reservoir and water withdrawals from the reservoir are generally much larger in magnitude than precipitation or evaporation from the reservoir surface and are the primary mechanisms that control drawdown and refill of water-supply reservoirs. Withdrawal rates that are large compared with inflows will result in less frequent spillage than withdrawal rates that are small compared with inflows. The withdrawal ratio is defined as the mean annual withdrawal from a reservoir divided by the mean annual streamflow into the reservoir. The withdrawal ratio is a useful metric for comparing the effects of water withdrawals on spillage across systems of different sizes. Reported withdrawal ratios for 2000 to 2004 range from 0 to 0.87, with a median of 0.30 for the 35 reservoir systems in this study (table 1) .
Demand for water supplies varies throughout the year, typically rising slightly during summer months due to outdoor water use. Monthly usage factors (MUFs) are applied in the water balance equation (α i in equation 1) to convert the annual average withdrawal into monthly volumes. For a given year, the MUF for a reservoir system are calculated by dividing the monthly reported withdrawal volume by the average annual withdrawal volume. Average MUFs were compiled for each of the 35 reservoir systems in Levin and others (2011) 4A ). The average MUF curve for these systems is relatively steady for most of the year, with a slight increase from June until August; however, there is considerable variability in MUF patterns from one reservoir system to another. In systems where the total demand for water for a particular water supplier is met by several different reservoirs or a combination of reservoirs, groundwater wells, or water purchased from another supplier, the MUF pattern for a reservoir may not resemble the typical water demand pattern. For example, the Town of Concord typically only uses Nagog Pond ( fig. 1, reservoir 6 ) during the summer months to augment groundwater wells that supply drinking water throughout the rest of the year. Because of the limited use of this reservoir, the MUF values during the summer months are much higher than other reservoirs that operate year-round and decrease to zero for the months of October through April ( fig. 4A) .
To examine the effect of different seasonal withdrawal patterns on reservoir spillage, reservoirs were simulated under four MUF curves that represent average pumping conditions as well as hypothetical seasonal withdrawal patterns that have maximum usage in spring, summer, and fall ( fig. 4B ). Simulations were run for 38 reservoirs, including 22 single-reservoir systems and 16 contributing reservoirs that do not receive water from other reservoirs in multiplereservoir systems. All simulations used a withdrawal ratio of 0.1 (that is, 10 percent of the annual inflow). This relatively low withdrawal ratio was used to ensure that none of the simulations resulted in a reservoir failure during drought periods. For each simulation, the median no-spill count and duration and the AFDC deviation point were computed. Metrics computed from simulations with seasonal MUFs were compared with metrics computed from simulations with the average MUF curve. Figure 5 shows the change that results in the three metrics from using MUF curves with seasonal peaks compared with the average MUF pattern. Simulations with the spring MUF pattern reduced the no-spill count and the no-spill duration, whereas the summer MUF pattern increased the median nospill count and the median no-spill duration. The fall MUF pattern increased the no-spill count but decreased the no-spill duration for most reservoirs. The storage ratios at 18 of the reservoirs were less than 130 days (table 1). Changes in the three metrics were greater at these small storage reservoirs, suggesting that, for a given withdrawal ratio, small reservoirs may be more sensitive to seasonal usage patterns than large reservoirs. Because the hypothetical seasonal patterns used have more extreme seasonal variability in withdrawals than occurs in most reservoirs in figure 4A , results from this analysis represent the maximum variability in spillage patterns that can be expected to result from typical variations in withdrawal patterns.
The median change in the exceedance probability of the AFDC deviation point was less than 1 percent for all three MUF patterns, with changes ranging from plus or minus (±) 8 percent at individual reservoirs. An increase in the AFDC deviation point means that the exceedance probability at which spillage flows become significantly altered from unaltered streamflow increases, and therefore, a smaller portion of the AFDC from spillage is significantly altered at the 95-percent confidence level, compared with unaltered streamflow. Conversely, a decrease in the AFDC deviation point indicates that a greater portion of the spillage AFDC is significantly different from unaltered streamflow.
Reservoir Size and Shape
Reservoir shapes vary widely from steeply sloping V-shaped bottoms to gently sloping or flat bottoms. In the reservoir model, lake bed topography (bathymetry) is represented by data relating storage volume and surface area at regular elevation intervals for each reservoir. Figure 6 shows plots that relate the usable storage against surface area for reservoirs in this study; the axes have been normalized by their respective . Change in A, median no-spill count (median number of no-spill days per year), B, median no-spill duration (median annual maximum duration of consecutive no-spill days), and C, annual flow duration deviation point (lowest exceedance probability at which spillage flows are significantly different from estimated unaltered conditions) resulting from monthly usage factor patterns with seasonal peaks compared to the mean usage pattern at 38 water-supply reservoirs in Massachusetts simulated at a withdrawal rate equal to 10 percent of the annual reservoir inflows. maximum values to facilitate comparison across reservoirs of different sizes. Bathymetric surveys used to develop these relations for reservoirs in this study were completed during previous studies (Waldron and Archfield, 2006; Levin and others, 2011) . Storage-to-surface area data are used to determine the daily reservoir surface area of the reservoir based on the storage volume on the particular day. Surface area (Ar i ) is used to scale the daily precipitation and evaporation volumes in equation 1. The storage-to-surface area relations are important to accurately determine the maximum no-fail withdrawal rate of a system because the relations between surface area, elevation, and usable storage from one reservoir to another vary widely at low-pool volumes ( fig. 6 ). For the purposes of assessing reservoir spillage, however, the reservoir water balance model shows little sensitivity to the bathymetry or shape of the reservoir. This is because the relative surface area to volume relations at storage volumes near 100 percent, which is when a reservoir is capable of spilling, are very similar. Interchanging different relative stage storage to surface area relations from figure 6 in reservoir simulations did not result in any change in the three spillage metrics.
The surface area of a reservoir influences the amount of precipitation and evaporation that enters and leaves the reservoir surface. Evaporation from the reservoir surface reduces the amount of water available for withdrawal and spillage. On an annual scale, spillage decreases as the ratio of evaporation to reservoir inflows increases (Campos, 2010) . During summer months, evaporative losses may exceed inflows and prevent a reservoir from spilling, even in the absence of water withdrawals.
To illustrate the effects of surface area on spillage patterns, a series of simulations were performed for the Upper (Leahy) Reservoir ( fig. 1, reservoir 23 ) in Lee. In order to isolate the effect of surface area without the potential confounding effects of storage volume, the maximum surface area of the Upper (Leahy) Reservoir was incrementally increased in successive simulations, while keeping the storage volume fixed at 350 million gallons. The ratio of maximum reservoir surface area to the reservoir drainage area (SADA ratio) was used as a proxy for the ratio of evaporation to reservoir inflows, which has been shown to influence spillage (Campos, 2010) . The drainage area of the Upper (Leahy) Reservoir is 0.63 mi Simulating the reservoir with varying surface area requires altering the storage volume-to-surface area data within the model. In order to do this, the standardized storage volume-to-area curve for the Upper (Leahy) Reservoir was transformed back into units of volume and area by multiplying by the maximum storage and maximum area of the reservoir for each simulation. Figure 7 shows the transformed surface area to storage volume relations for SADA ratios of 0.01, 0.05, 0.1, and 0.3. The relative relation between surface area and storage remains the same; however, the surface area has been rescaled.
Increasing the SADA ratio resulted in an increase in the number of days with no spillage and a greater proportion of the flow duration curve with altered flows (fig. 8) . These results show that, for a given storage volume, reservoirs with a large SADA ratio spill less than similarly sized reservoirs with small surface areas. Reservoirs with large SADA ratios have larger evaporation rates throughout the year and smaller streamflows into the reservoir than reservoirs with small SADA ratios. These effects are more pronounced at low withdrawal ratios, and the effect decreases as the withdrawal rate increases. This is because high withdrawal rates reduce the amount of time the reservoir is at or near full pool with the potential to spill. Evaporative losses in simulations with SADA ratios of 0.3 resulted in a median no-spill count of 175 days even in the absence of water withdrawals, indicating that reservoirs with large SADA ratios are unlikely to spill during much of the year even if there are no water withdrawals.
The storage ratio, defined as the storage volume of a reservoir relative to mean annual inflows, affects the quantity of water that can be withdrawn without risking reservoir 
failure. Reservoirs with high storage ratios are able to maintain higher annual yield ratios without risking reservoir failure than reservoirs with low storage ratios (Vogel and others, 1999) . If operated at a high withdrawal ratio, reservoirs with high storage ratios may have long periods without spillage others, 1999, 2007) . Many water-supply reservoirs in Massachusetts operate at withdrawal rates that are lower than their maximum no-fail withdrawal rate (Levin and others, 2011) . In these cases, storage ratio is not a good indicator of the frequency or duration of spillage patterns. A series of simulations were run to isolate the effect of storage ratio on spillage patterns. Similar to the set of simulations that were run to evaluate the effects of surface area on reservoir spillage, the relative surface area to storage relation for the Upper (Leahy) Reservoir was transformed, this time keeping the maximum surface area fixed at 0.2 mi 2 and varying the maximum storage volume, corresponding to storage ratios of 60, 120, 180, and 240 days. Simulations were run at a withdrawal ratio of 0.1. There was no change in spillage metrics from increases in storage volume.
The simulations described in this section were performed in order to determine how differences in reservoir size and shape affect spillage patterns using the water balance equation.
Results from these simulations indicate that spillage patterns are not greatly affected by differences in reservoir bathymetry, reservoir shape, or storage volume. The size of the reservoir maximum surface area relative to the drainage area, however, does affect spillage patterns, particularly at low withdrawal ratios. All simulations were run excluding groundwater interactions. These results may not be typical of reservoirs with large groundwater interactions.
Variability of Inflows
Streamflow is a large source of water entering reservoirs in Massachusetts (Waldron and Archfield, 2006) , and seasonal variability of inflows can affect reservoir spillage patterns. Reservoirs with steadier, base-flow-dominated streams have higher inflows during the summer and are capable of sustaining higher withdrawal ratios than similarly-sized reservoirs with more variable flows (Vogel and others, 2007) .
Streamflow into all the reservoirs studied in this report was simulated using the MA SYE (Archfield and others, 2009) , 1960 , , to September 30, 2004 . The variability of streamflow entering a reservoir was measured by the coefficient of variability (CV), defined by Vogel and others (1998) for lognormal distributions as follows:
where CV is the coefficient of variability, e is the natural logarithm (approximately equal to 2.71828), and s y is the standard deviation of the natural logarithm of mean daily streamflow. Surface area-to-drainage area ratio Figure 8 . The effect of the surface area to drainage area (SADA) ratio on reservoir spillage as determined for the Upper (Leahy) Reservoir in Lee, Massachusetts, in a series of simulations where storage volume was kept fixed while increasing the maximum reservoir surface area. The A, median no-spill count (median number of no-spill days per year), B, median no-spill duration (median maximum duration of consecutive no-spill days per year), and C, annual flow duration curve (AFDC) deviation point (lowest exceedance probability at which reservoir spillage volumes are significantly different from estimated unaltered streamflows) are shown for SADA ratios ranging from 0.01 to 0.3. A series of simulations were run to examine the effect of the CV of streamflows entering a reservoir on reservoir spillage metrics. For these simulations, the time series for the streamflows entering each of the 55 reservoirs in table 1 were interchanged as the inflows at two hypothetical reservoirs with a storage ratio of 1 year, the average MUF pattern shown in figure 4 , and SADA ratios of 0.1 for one and 0.01 for the other. Simulations were run for each of the hypothetical reservoirs under three withdrawal ratios (0.0, 0.2, and 0.4). The storage-to-surface area data from the Upper (Leahy) Reservoir ( fig. 1 , reservoir 23) were used in these simulations. The data for the inflow time series come from drainage basins of different areas and have mean annual flows that vary from 0.4 to 72 cubic feet per second. In order to compensate for different stream sizes, the storage (S i ), lake surface area (Ar i ), and withdrawal (Qwd i ) variables in equation 1 were multiplied by a factor of Q new / Q , where Q is the mean daily streamflow into the reservoir being simulated and Q new is the mean daily streamflow from the new streamflow time series being used as reservoir inflows in the simulation. Rescaling the equation in this manner maintains the original storage ratio, yield ratio, and the hypsographic relations between surface area and storage so that the simulation results isolate the effect of inflow variability.
The variability of reservoir inflows affects the frequency and duration of periods in which the reservoir is not spilling. Figure 9 shows the effects of inflow CV on three spillage metrics. Regression equations (trend lines) were fit through the data to determine whether the slope of the line is statistically significantly different than zero at the 5 percent confidence level. Regression lines with statistically significant slopes indicate that the variability of streamflows into the reservoir affects the spillage metric. The AFDC deviation point was logtransformed in order to linearize the relation with inflow CV (figs. 9E-F). Simulations with low inflow CV values yielded a lower number of no-spill days per year and had shorter durations of no-spill periods than simulations with high inflow CV values. The relation of inflow CV with median number of no-spill days per year and duration of no-spill periods was statistically significant across all levels of withdrawal ratios and for both large and small values of SADA. Although the relation between the two no-spill period metrics and CV is statistically significant, the variability around the regression line indicates that other aspects of the individual daily streamflow pattern, not considered in this set of simulations, may cause additional variability in the resulting spillage metrics. The CV of inflows had no statistically significant effect on the AFDC deviation point in all cases except the simulation with a withdrawal ratio of 0.2 and a SADA ratio of 0.1 (fig. 9F) . It is unclear why this single set of simulations showed a statistically significant relation with CV when the other simulations in figures 9E and F do not. This pattern was not found in additional simulations of varying CV values, and it is possible that this is a spurious result due to high variability in the data.
Groundwater Parameters
Reservoirs in contact with sand and gravel aquifers may receive water from or lose water to the aquifer. Twenty reservoirs examined in this study were subject to such non-negligible groundwater interactions (Archfield and Carlson, 2006; Levin and others, 2011) . Estimates of daily groundwater contributions and losses to and from the reservoir are computed with a set of equations based on the analytical solution to the groundwater-flow equation for the case of one dimensional groundwater flow as described in Archfield and Carlson (2006) . Several parameters are used in the groundwater-flow estimation equation, including the transmissivity of the aquifer, the storage coefficient of the aquifer, the perpendicular distance from the surface-water bank to the lateral boundary of the aquifer, and the length of the reservoir perimeter that is in contact with sand and gravel deposits. Parameter estimation for the groundwater-flow estimation equation is described in Archfield and Carlson (2006) and compiled in Levin and others (2011) .
Groundwater contributions and losses in the water balance model are driven by current and past changes in reservoir stage. Drawdown periods are time intervals during which the reservoir surface elevation is below the spillway and is not spilling. During drawdown periods in the model, reservoirs intersecting sand and gravel aquifers gain water from the surrounding aquifer in an amount proportional to the daily change in reservoir elevation. As reservoirs refill, water from the reservoir flows into the surrounding aquifer. The result of these groundwater interactions is that simulated storage volumes are less depleted during drawdown periods, but because refill rates are slower, the overall duration of a drawdown period is usually the same as if there were no groundwater interactions.
The effect of groundwater interactions on the daily hydrograph for Granville Reservoir ( fig. 1, reservoir 50) in Westfield is illustrated in figure 10 . Granville Reservoir was simulated both with and without groundwater interactions, using an average withdrawal rate of 2.47 million gallons per day, which is the average reported withdrawal rate from 2000 to 2004. In the simulation that included groundwater ( fig. 10 , blue line), inflows of water from the aquifer slowed the depletion of reservoir storage levels during the beginning of the six drawdown periods shown, resulting in higher overall storage levels during drawdown periods compared to the simulation without groundwater; however, during refill, losses to the aquifer slowed the rate of reservoir refill such that the duration of the drawdown was the same as the simulation that excluded groundwater. Groundwater contributions affect the , and E-F, annual flow duration curve (AFDC) deviation point (lowest exceedance probability at which reservoir spillage volumes are statistically significantly different from estimated unaltered flow). Usage ratio is the mean annual withdrawal divided by the mean annual inflow. Simulations were run for two hypothetical reservoirs with surface area to drainage area ratios of 0.01 (A, C, and E) and 0. maximum withdrawal rate possible from a reservoir because of the additional water available during drawdown periods (Archfield and Carlson, 2006) ; however, at a fixed withdrawal rate, the inclusion of groundwater interactions results in little or no change in the frequency or duration of drawdown periods shown in figure 10 . The effects of groundwater interactions on reservoir spillage metrics for 10 single-reservoir systems that intersect sand and gravel deposits are listed in table 2. The magnitude of groundwater interactions is influenced by daily reservoir inflows and outflows and by the daily change in reservoir surface elevation during a drawdown period. Because these factors vary greatly between drawdown periods across the period of record for a reservoir, the effects of groundwater interactions on median no-spill count, median no-spill duration, and AFDC deviation point do not show a consistent pattern. The number and duration of no-spill periods and the AFDC deviation point increased at some reservoirs, but decreased in others as a result of including groundwater contributions in the simulation. Differences in both the median no-spill count and median no-spill duration between scenarios that include and exclude groundwater interactions were typically 7 days or less. Differences in the AFDC deviation point ranged from an increase of 0.28 percent to a decrease of 0.82 percent.
Application of the Reservoir Model for Selected Systems
Reservoir spillage patterns were examined for 35 reservoir systems in Massachusetts. Of these, 22 were single-reservoir systems and 13 were multiple-reservoir systems. Reservoirs were simulated under two water-use scenarios. The no-pumping scenario assumes no water withdrawals from the reservoir. The pumping scenario uses the average reported water withdrawals from 2000 to 2004 in the simulation. The no-pumping scenario reflects the effect of the presence of the reservoir on unaltered streamflow. The pumping scenario reflects the additional effects on streamflow resulting from withdrawals from the reservoir. fig. 1, reservoir 49) in Westborough resulted in one or more days in which the reservoir storage was insufficient to supply the actual reported withdrawal rates. Results in table 3 for these locations represent the highest withdrawal rate that could be simulated without a failure during extended drought periods (occurring primarily in the 1960s). The Town of Milford currently augments the amount of available water in Echo Lake by a diversion approximately 2.5 miles below the Echo Lake Dam; this diversion was not simulated in this study. Inflows to Cleveland Brook Reservoir ( fig. 1, reservoir 42 [Metrics are from simulations with and without the inclusion of groundwater interactions. Median no-spill count is the median number of no-spill days per year; median no-spill duration is the median of the maximum duration of consecutive no-spill days per year; annual flow duration curve deviation (AFDC) point is the exceedance probability above which the flow duration curve of reservoir spillage is statistically significantly different from unaltered streamflow conditions at the 95-percent confidence level. The median no-spill count and no-spill duration for single-reservoir systems were 71 and 23 days, respectively, in the no-pumping scenario and 189.5 and 108.5 days, respectively, in the pumping scenario (table 3). The median AFDC deviation point was 66.5 percent in the no-pumping scenario and 13 percent in the pumping scenario. With the exception of Bearhole Reservoir in West Springfield and Leyden Glen Reservoir in Greenfield, all other reservoirs studied had periods during the summer when there was no spillage from the reservoir under median conditions, even in the no-pumping scenarios. This indicates that, in many cases, the presence of the reservoir alone can cause alterations in streamflow patterns below the dam. Withdrawals from the reservoir increase the frequency and duration of periods in which there are no spills. However, the median number of no-spill days in the pumping scenario for all reservoirs in table 4 was at or below 365 days, indicating that, with average reported pumping rates, these reservoirs typically refill to full volume and spill during the year in nondrought conditions.
Single-Reservoir Systems
Comparing the no-spill count from the no-pumping scenario with that of the pumping scenario for a particular reservoir gives an indication of the degree of alteration (as a percentage) that is due to the level of withdrawals at the reservoir compared with the degree of alteration from the physical presence of the impoundment on the stream. For example, at Nagog Pond ( fig. 1, reservoir 6) in Acton, the median no-spill count for the no-pumping scenario was 207 days, and for the pumping scenario, 228 days. In this case, 91 percent of the no-spill days that occur with pumping would have occurred even under no-pumping conditions. Nagog Pond has a SADA ratio of 0.57, the largest of all the single-reservoir systems. The large surface area of this reservoir results in high evaporation rates throughout the summer, and the small drainage area produces low summer inflows to the reservoir, leading to many no-spill days even in the absence of pumping. In contrast, at Bearhole, Cleveland Brook, Leyden Glen, and Schoolhouse Reservoirs, the no-spill count for the no-pumping scenario was less than 10 percent of the no-spill count with pumping, indicating that the number of no-spill days at these reservoirs is driven primarily by water withdrawals.
Multiple-Reservoir Systems
Many reservoir systems consist of multiple hydrologically connected reservoirs. Simulating these multiple-reservoir systems poses additional challenges because of the many ways that water can be transferred between reservoirs throughout the year. Water transfers between reservoirs can greatly affect spillage patterns; however, in most cases, operating rules and transfer patterns between contributing reservoirs and the terminal reservoir are not reported, making estimates of spillage metrics for these systems uncertain. Because of the increased complexity and uncertainty, reservoir systems with more than three hydrologically connected reservoirs were not considered in this study. Table 3 . Median no-spill count and duration and annual flow duration curve deviation point for 22 single-reservoir systems in Massachusetts.
[Simulated under a no-pumping scenario and a pumping scenario that includes average reported pumping rates from 2000 to 2004. Median no-spill count is the median number of no-spill days per year; median no-spill duration is the median of the maximum duration of consecutive no-spill days per year; annual flow duration curve deviation (AFDC) point is the exceedance probability above which the flow duration curve of reservoir spillage is statistically significantly different from unaltered streamflow conditions at the 95-percent confidence level. Simulations run at withdrawal rates lower than reported rates in order to avoid reservoir failures during the drought of record in the 1960s. Table 4 . Median no-spill count and duration and annual flow duration curve deviation points for 13 multiple-reservoir systems in Massachusetts.
[Pumping scenarios used average reported pumping rates from 2000 to 2004. Two operating rule scenarios estimate high and low values for reservoir spillage at the terminal reservoir. Low-spill scenarios transfer water from contributing reservoirs to receiving reservoirs only when the terminal reservoir is at 35 percent or less of full volume. High-spill scenarios transfer water to receiving reservoirs each day regardless of system storage levels. Median no-spill count is the median number of no-spill days per year; median no-spill duration is the median of the maximum duration of consecutive no-spill days per year; annual flow duration curve deviation (AFDC) point is the exceedance probability above which the flow duration curve of reservoir spillage is statistically significantly different from unaltered streamflow conditions at the 95-percent confidence level. Table 4 . Median no-spill count and duration and annual flow duration curve deviation point for 13 multiple-reservoir systems in Massachusetts.-Continued
[Pumping scenarios used average reported pumping rates from 2000 to 2004. Two operating rule scenarios estimate high and low values for reservoir spillage at the terminal reservoir. Low-spill scenarios transfer water from contributing reservoirs to receiving reservoirs only when the terminal reservoir is at 35 percent or less of full volume. High-spill scenarios transfer water to receiving reservoirs each day regardless of system storage levels. Median no-spill count is the median number of no-spill days per year; median no-spill duration is the median of the maximum duration of consecutive no-spill days per year; annual flow duration curve deviation (AFDC) point is the exceedance probability above which the flow duration curve of reservoir spillage is statistically significantly different from unaltered streamflow conditions at the 95-percent confidence level. Multiple-reservoir systems in Massachusetts were simulated under the same pumping and no-pumping wateruse scenarios as single-reservoir systems. However, a precise estimate of spillage metrics for the pumping scenario could not be estimated because of the high uncertainty in the operational rules for these systems. Instead, spillage metrics for pumping conditions in multiple-reservoir systems were calculated under two pumping scenarios that provide highspill and low-spill estimates.
Previous optimization studies have shown that spillage can be minimized in multiple-reservoir systems by minimizing water transfers from upstream reservoirs until downstream reservoirs are nearly empty (Oliveira and Loucks, 1997; Lund and Guzman, 1999) . Based on this research, operating rules for the low-spill scenario were set such that contributing reservoirs transfer water only when the terminal reservoir storage was depleted by 65 percent or more of its total capacity. The volume transferred from a contributing reservoir was the lowest average annual volume that could be used without resulting in a system failure at the terminal reservoir. The average annual transfer volume was parsed into monthly volumes using the same MUFs as those at the terminal reservoir.
Although there are many previously published optimization studies on which to base a low-spill reservoir scenario, there is little previous research on which to base a high-spill scenario. Finding an operating rule that would maximize spillage in all multiple-reservoir systems would require optimization methods that are beyond the scope of this study. For the purposes of this study, the high-spill estimate for spillage metrics were simulated by continually transferring water from contributing reservoirs to receiving reservoirs at a rate of the reported system withdrawal rate or the firm yield of the individual contributing reservoir, whichever had the lower value. Monthly usage factors were assumed to be the same as those at the terminal reservoir (Levin and others, 2011) .
The high-and low-spill estimates for spillage metrics refer to spillage at the terminal reservoir. Uncontrolled spills from contributing reservoirs will not necessarily follow the same patterns. In fact, contributing reservoir spillage typically is higher than that at the terminal reservoir under the low-spill scenario because transfers are minimal and the contributing reservoir is often at full volume. Conversely, spillage from contributing reservoirs is often lower than that from the terminal reservoir under the high-spill scenario because water is constantly transferred to the receiving reservoir.
Under the no-spill scenario, the median no-spill count and duration at terminal reservoirs of multiple-reservoir systems were 34 and 13.5 days, respectively, and the median AFDC deviation point was 66 percent. Median high-and lowspill estimates for pumping conditions (high-and low-spill scenarios) for the three metrics were 104.5 and 215.5 for the median no-spill count, 61.5 and 118 for the median no-spill duration, and 4.1 percent and 5.2 percent for the AFDC deviation point. Because the high-and low-spill scenarios were not fully optimized for each individual multiple-reservoir system, there could be instances where they do not provide the true maximum or minimum value for a spillage metric at the terminal reservoir. Despite this limitation, the high-and low-spill scenarios represent reasonable high and low bounds for the range of values possible under pumping conditions, with the true value for this scenario falling somewhere between these two extremes. Table 4 lists the spillage metrics for 13 multiple-reservoir systems in Massachusetts. In many multiple-reservoir systems, water is transferred through gravity-fed streams or channels, and the watersheds of contributing reservoirs are nested within the watershed of the receiving reservoir. In these nested systems, spillage from upstream reservoirs stays within the multiple-reservoir system, and the spillage metrics are calculated only at the terminal reservoir. In other multiple-reservoir systems, water is pumped from a contributing reservoir to the receiving reservoir that lies in a different, nonnested watershed. In this case, spillage from the contributing reservoir flows into a different stream than spillage from the terminal reservoir. In the case of nonnested reservoirs systems, spillage metrics are reported at any nonnested contributing reservoirs as well as at the terminal reservoir of the system.
Estimating Streamflow Alteration at Previously Unstudied Reservoirs
The reservoir simulation tool requires detailed bathymetric and hypsographic information, mean daily streamflows into the reservoir, and daily precipitation and evaporation rates at the reservoir surface for each day of the simulation. For this study, this information was not available for all water-supply reservoirs in Massachusetts. For reservoirs in Massachusetts at which these data were not available, regression equations were developed to estimate each of the three spillage metrics based on results of a Monte Carlo model simulation.
Monte Carlo Simulation
The purpose of the Monte Carlo simulation is to produce a large dataset that can be used to determine statistical relations between spillage metrics and reservoir characteristics. A total of 4,000 Monte Carlo simulations that did not result in a reservoir failure during simulation were used in this analysis. For each simulation, values for each of the water balance model terms were specified by randomly resampling reservoir characteristics from the reservoirs in this study or randomly drawn from an appropriate statistical distribution. The median number of no-spill days, median no-spill duration, and AFDC deviation point were then computed for each simulation.
The first step in the resampling process was to define the domain of possible inputs. Daily streamflow, precipitation, evaporation, MUF patterns, and stage-storagesurface area relations were all chosen randomly from among the reservoirs in table 1. Stage-to-storage-to-surface area relations were normalized by their maximum values ("Reservoir Size and Shape" section of this report). Daily precipitation and evaporation were chosen from the same site for each simulation, but all other characteristics were chosen independently from each other. The remaining input variables needed for the water balance equation (equation 1) include maximum storage volume, annual withdrawal rate, transmissivity, and average lateral distance from the reservoir shoreline to the aquifer boundary. Additionally, the maximum surface area was needed in order to rescale the normalized storage-to-surface area relation and determine the Ar i variable in equation 1. These remaining reservoir characteristics were generated randomly from statistically appropriate distributions as described next in this section.
The reservoir characteristics in table 1 were used to fit distributions for the storage ratio, withdrawal ratio, transmissivity, and lateral distance to aquifer boundary using the Minitab statistical software (Minitab, Inc., 2007) . The Anderson-Darling test (Anderson and Darling, 1952) was used to determine goodness-of-fit for each distribution. A p-value greater than 0.05 for the Anderson-Darling statistic indicates an acceptable fit. Storage ratios from 55 reservoirs were fit to a gamma distribution with a shape parameter of 0.70 and a scale parameter of 240.3 (table 5) . Random storage ratio values from the fitted distribution were generated in Minitab and used in the Monte Carlo simulations ( fig. 11A) . Maximum storage was then computed by multiplying the storage ratio by the annual mean streamflow for each simulation.
The withdrawal ratios of the 22 single-reservoir systems were fit to a normal distribution with a mean of 0.31 and standard deviation of 0.23 (table 5) . Withdrawal ratios cannot be less than 0 and are not typically greater than 1 (Vogel and others, 2007; Kuria and Vogel, 2014) . Withdrawal ratios for the Monte Carlo simulations were generated randomly from the fitted normal distribution and truncated at a minimum of 0 and maximum of 1. The annual withdrawal rate was computed by multiplying the withdrawal ratio by the mean annual streamflow for each simulation. Simulations for reservoirs with high withdrawal ratios may result in a reservoir failure, in which the usable storage is depleted such that it cannot provide the specified withdrawal volume. When the result of the simulation was a reservoir failure, the simulation was discarded and rerun with a new set of randomly sampled input data. Because failures occur most frequently at high withdrawal rates, the resulting distribution of withdrawal ratios from the Monte Carlo analysis was slightly skewed towards lower withdrawal rates ( fig. 11B) .
Groundwater contributions were included in 40 percent of the Monte Carlo simulations, roughly the same proportion of reservoirs for which groundwater contributions were included in this study. Transmissivity and aquifer width were fit to a lognormal distribution based on 21 reservoirs that had estimates for these characteristics. Values for these reservoir characteristics in the Monte Carlo simulations were drawn randomly from these respective distributions (Archfield and Carlson, 2006, table 2) at the reservoirs in this study were determined from published USGS hydrologic atlases for Massachusetts rather than at-site measurements and may deviate from actual values. Therefore, since the actual transmissivity estimates on which the distribution was based were uncertain, the fitted distribution was used with the assumption that the overall range of values produced by the distribution are appropriate even if there is lack of fit ( fig. 11D ). Furthermore, because the sensitivity analysis showed that spillage metrics were not very sensitive to transmissivity, discrepancies between the values for transmissivity used in the Monte Carlo simulations and those estimated at reservoirs likely do not have a substantial effect on the resulting regression models.
The maximum surface area of a reservoir is used to convert the normalized storage-to-surface area relation back into units of million gallons and square miles in order to estimate the daily surface area in equation 1. The maximum surface area of a reservoir is related to the maximum volume of water stored in the reservoir ( fig. 12) . In order to preserve this relation in the Monte Carlo simulations, a linear regression equation was developed to estimate the maximum surface area of a reservoir based on the storage ratio. The resulting regression equation was as follows:
where SADA is the ratio of the maximum surface area of the reservoir to the drainage area of the reservoir; and SR is the reservoir storage ratio, in days. Relation between the maximum surface area to drainage area ratio and the storage ratio for 55 water-supply reservoirs in Massachusetts. The maximum surface area and the storage ratio for 4,000 Monte Carlo reservoir simulations were generated to fall randomly within the 95-percent prediction interval for the mean, using a fitted linear regression.
The residual standard error was 0.51, and the coefficient of determination (R 2 ) was 85.8. The SADA ratio for each Monte Carlo simulation was estimated using equation 3. An additional random error within the ±95-percent prediction interval of the regression line was generated and added to the estimated maximum area in order to simulate random variability in the observed data ( fig. 12) . Maximum surface area was computed by multiplying the SADA ratio by the drainage area for each Monte Carlo simulation.
Regression Equations for Spillage Metrics
Monte Carlo simulations were run as single-reservoir systems, and all simulations were run at or below their maximum no-fail withdrawal rate. Simulations in which a reservoir failed were discarded, and the simulation was rerun, selecting new randomly generated reservoir characteristics. The results of the 4,000 Monte Carlo simulations provide a large dataset that was used to develop multiple linear regression equations to relate the median no-spill count, median no-spill duration, and the AFDC deviation point to reservoir characteristics. All reservoir characteristics that were varied in the Monte Carlo simulations were tested for statistical significance as predictive variables as well as several interaction terms. The final equations (equations 4 and 5) include only the withdrawal and SADA ratios as statistically significant predictive variables. In equations for the median no-spill count and median no-spill duration, square-root transformations of the withdrawal ratio and the SADA ratio were used in order to improve the linearity of the relation with the streamflow metric. Each of the equations includes an interaction term between the withdrawal and SADA ratios. The interaction term accounts for the decreasing effect of the SADA ratio as the withdrawal ratio increases ( fig. 8) .
A Tobit regression model (Tobin, 1958) was used to relate the median number of no-spill days and the median duration of a no-spill period to the SADA ratio and the withdrawal ratio of a reservoir. Because the values of the median nospill count and duration have a lower limit of 0, conventional least-squares regression methods may produce biased regression coefficients. A Tobit model uses a maximum likelihood regression approach that accounts for the bias in regression coefficients due to censored data and ensures that the regression estimates of the spillage metric are equal to or greater than zero. The Tobit model has the following form:
for When using a Tobit model, the value of the response variable is set to 0 if the fitted regression equation produces a negative value. Regressions were fitted using the AER package (Kleiber and Zeilis, 2008) 
where NSCt is the median number of no-spill days per year, NSDur is the median duration of the maximum nospill period per year, WR is the ratio of the mean annual withdrawal to the mean annual streamflow into the reservoir, and SADA is the ratio of the maximum surface area of the reservoir to the drainage area of the reservoir.
When applying equations 6 and 7, if the computed values of NSCt or NSDur result in a negative value, they are set to 0. Regression diagnostics and goodness-of-fit metrics are listed in table 6. The coefficient of determination, commonly used as a measure of goodness-of-fit of the regression equation in least squares regression, is not defined for a Tobit regression model. Instead, the pseudo-R 2 (McKelvey and Zovoina, 1975; Veall and Zimmermann, 1996) is used as a metric of how well regression estimates match the water balance estimates for these two spillage metrics. The pseudo-R 2 ranges from 0 to 1, where 0 indicates that the model explains little or none of the variability in the data and 1 indicates that all of the variance in the data is accounted for by the regression model. In addition to the pseudo-R 2 , the models were validated by comparing regression predictions to the results at 22 single-reservoir systems in table 3, which were not used as part of model development. Regression-based estimates matched modeled estimates of the median no-spill count and median no-spill regression well with Nash-Sutcliffe (Nash and Sutcliffe, 1970) Table 6 . Regression equation coefficients and summary statistics for regression equations relating median no-spill count and duration and annual flow duration curve deviation point for reservoirs in Massachusetts.
[Median no-spill count is the median number of no-spill days per year; median no-spill duration is the median of the maximum duration of consecutive no-spill days per year; annual flow duration curve (AFDC) deviation point is the exceedance probability above which the flow duration curve of reservoir spillage is statistically significantly different from unaltered streamflow conditions at the 95-percent confidence level. SADA, storage area-to-drainage area ratio; <, less than; --, 
Product of the withdrawal ratio and SADA ratio --------10.48 <0.001
Regression goodness-of-fit and validation fig. 13 ) with a Nash-Sutcliffe efficiency of 0.98 (table 6) . Regression-based estimates of the median no-spill count, median no-spill duration, and AFDC deviation point compared adequately with estimates made by the reservoir water balance model. The equations are appropriate for screeninglevel estimates of spillage metrics for single reservoirs where data were insufficient to run the model, keeping in mind that other factors, such as seasonal usage patterns, streamflow and climate variability, and groundwater interactions, may cause regression-based estimates to deviate from the values computed by the reservoir model.
A statewide analysis of potential streamflow alteration at water-supply reservoirs was performed using the three regression equations (equations 6 to 8). The SADA ratio was computed for 238 surface water-supply reservoirs in Massachusetts (Massachusetts Office of Geographic Information, 2013), which includes all active, inactive, and emergency sources. The SADA ratio ranged from 0.0001 to 0.658, with a median of 0.060 across the State. Figure 14 shows regression equation values for median no-spill count, median no-spill duration, and AFDC deviation point at the 10th, 25th, 50th, 75th, and 90th percentile SADA values across a range of withdrawal ratios. Figure 13 provides a Figure 14 . Relation of the A, median no-spill count (median number of no-spill days per year), B, median no-spill duration (median maximum duration of consecutive no-spill days per year), and C, annual flow duration curve (AFDC) deviation point (lowest exceedance probability at which reservoir spillage volumes are statistically significantly different from unaltered conditions) with the withdrawal ratio across a range of surface to drainage area ratios typical for Massachusetts water-supply reservoirs. Relations assume a no-fail withdrawal rate (withdrawal rate that would not result in inadequate water storage to fulfill the demand for one or more days during the period of record). Dashed lines show withdrawal ratios that are likely to exceed the no-fail assumption based on reservoir simulations with the Massachusetts Reservoir Simulation Tool. 
Withdrawal ratio
Reservoir surface area-to-drainage area ratio
EXPLANATION
snapshot of the range of potential streamflow conditions at water-supply reservoirs across the State. Reservoir systems in this study had a median reported withdrawal ratio of 0.3, and 10th and 90th percentile withdrawal ratios of 0.06 and 0.67, respectively (table 1) . Under this range of water withdrawal ratios, reservoirs throughout the State can be expected to have between 50 to 280 no-spill days per year. The regression lines for the various levels of SADA in figures 14B and C intersect near a withdrawal rate of 0.55. This is illogical from a physical standpoint because it indicates that, above a withdrawal rate of about 0.55, reservoirs with high evaporation rates (high SADA ratios) have more spillage than those with low evaporation (low SADA ratios); however, it is important to note that the regression equations were developed using only no-fail reservoir withdrawal rates and should not be used in situations in which a reservoir is operating at withdrawal rates higher than this no-fail level. Reservoirs with small SADA ratios (0.1 or less) typically also have small storage ratios and cannot support large withdrawal ratios (above 0.5) ( fig. 15 , red dots show reservoir failures). Although the plots in figure 14 are plotted with a maximum withdrawal ratio of 0.6, it is unlikely that reservoirs with small storage ratios and SADA ratios could support this level of withdrawals without a failure; therefore, using these equations at higher withdrawal ratios than 0.6 may not be valid for small reservoirs. Figure 15 shows the relation between SADA ratio and withdrawal ratio for the Monte Carlo simulations in which the SADA ratios were equal to or less than 0.25, including simulations in which reservoirs failed and were discarded from the analysis. A quantile regression line was fit to the 99th percentile of these data using the quantreg package in R (Koenker and others, 2008) . This regression line can be interpreted to be the natural no-fail withdrawal ratio limit for a given SADA ratio. Withdrawal ratios that exceed this line are likely to result in reservoir failures using the water balance model; therefore, regression estimates in this range are uncertain.
Limitations
Spillage and flow metrics computed for this study are meant to be used as indicators of potential streamflow alteration below a dam. There are several limitations that should be considered in the interpretation of these metrics. A primary limitation is the lack of information regarding water seepage Figure 15 . Withdrawal ratio and reservoir surface area to drainage area ratio for Monte Carlo reservoir simulations for reservoirs in Massachusetts. A reservoir failure occurs when there is insufficient reservoir storage to supply the withdrawal rate for one or more days during the simulation. The 99 percent quantile regression line shows the upper limit for the withdrawal ratio above which a reservoir failure was likely to have occurred for at least one day from October 10, 1960 , to September 30, 2004 , simulated with the Massachusetts Reservoir Simulation Tool.
and leakage through and around the dam. All dams have some degree of seepage and leakage of water around or through the dam, although rates from one site to another can vary widely. Factors that affect dam seepage and leakage include soil and aquifer properties, the type of dam construction and geometry, and the condition and age of the dam. Although there are numerical methods for estimating seepage, the calculations require detailed site information, much of which is not available for many reservoir dams across Massachusetts. At dam sites with a high degree of seepage or leakage, free flowing water may be present below a dam, even during the summer when the reservoir is not spilling. In some cases, these minimal flows may help alleviate low flow conditions below dams.
The Massachusetts Reservoir Simulation Tool does not consider dam geometry and design. Some dams may have release structures that limit the volume of water that can spill during flood conditions, allowing large inflows of water to be released more slowly during several days. For modeling simulations, however, all water in excess of maximum capacity leaves the reservoir as uncontrolled spillage during the same day it entered the reservoir. During high flow periods, peak daily discharge estimated by the model may be overestimated for a reservoir with these release structures. However, the total volume of water discharged during the course of the surcharge period, the period in which the reservoir is spilling, will be more accurate. Uncertainty in daily spillage volumes due to this limitation are likely to occur only during spring or winter when reservoirs are at full volume and stream inflows are highest.
The sensitivity analysis and the regression equations for estimating the median no-spill number of days, the median nospill duration, and the AFDC deviation point identify reservoir characteristics that influence spillage patterns. These analyses assumed a single-reservoir system operating year-round at a no-fail withdrawal rate. Relations between reservoir characteristics and spillage patterns may differ at multiple-reservoir systems or systems that have withdrawal patterns that are markedly different from the patterns examined in this study.
A final limitation of the study is the uncertainty in reservoir operational practices and the inability of the reservoir simulation tool to account for some types of reservoir manipulation, which can have large effects on spillage and downstream flows. Water transfer volumes and patterns in multiplereservoir systems can alter spillage patterns dramatically, and these practices are not known with certainty for most systems. There are some additional reservoir operational practices that were not considered in this study. Reservoir spillway elevations may be raised or lowered periodically, for a variety of reasons, such as flood control or for water quality purposes. Manipulation of the reservoir spillway elevation cannot be simulated with the Massachusetts Reservoir Simulation Tool. Information is not available regarding the regularity of these manipulations for the reservoirs in this study, but simulation results of reservoirs at which this practice is common will have greater uncertainty.
Summary
The U.S. Geological Survey, in cooperation with the Massachusetts Department of Environmental Protection, developed the Massachusetts Reservoir Simulation Tool to examine the effects of reservoirs on natural streamflow systems in Massachusetts. The simulation tool was used to model water-supply reservoirs during a 44-year period (water years 1961 to 2004) and compute the daily volume of water that is spilled from the reservoirs into downstream reaches. Spillage patterns were characterized by three metrics: (1) the median number of no-spill days per year, (2) the median maximum duration of a no-spill period, and (3) the annual flow duration curve (AFDC) deviation point. The AFDC deviation point identifies the portion of the annual flow duration curve that is not statistically significantly different from natural flows at the 5 percent confidence level based on a two-sample Kolmogorov-Smirnov test.
The reservoir model was used to simulate 35 single-and multiple-reservoir systems in Massachusetts for two wateruse scenarios. The no-pump scenario assumed that no water was withdrawn from the reservoir, and the pumping scenario included the average reported withdrawals from 2000 through 2004. Most reservoir systems that were simulated had little to no spillage during the summer months, even under the no-water-use scenario. Under no-pump conditions, singlereservoir systems had a median of 71 no-spill days per year, a median no-spill duration of 23 consecutive days, and a median of AFDC deviation point of 66.5 percent, whereas terminal reservoirs in multiple-reservoir systems had median values of 34, 13.5, and 66 percent, respectively, for the same three metrics. For the pumping scenario, single-reservoir systems had a median of 189.5 no-spill days, a median no-spill duration of 154 days, and had a median AFDC deviation point of 13 percent. Operational rules that govern the transfer of water from one reservoir to another greatly affect spillage in multiple-reservoir systems and are typically not reported. Due to this uncertainty, multiple-reservoir systems were simulated under water-use scenarios that maximized water transfers and minimized water transfers, leading to a low and high estimate for the three metrics. Median low and high estimates for the three metrics at terminal reservoirs in multiple-reservoir systems were 104.5 and 215.5 for the median number of nospill days per year, 61.5 and 118 for the duration of no-spill periods, and 4 percent and 5 percent for the AFDC deviation point, respectively.
A sensitivity analysis examined the response of each of the three metrics to changes in the withdrawal ratio, seasonal demand patterns, streamflow variability, reservoir shape, and groundwater parameters. In general, the withdrawal ratio had the greatest effect on spillage patterns, with increased withdrawals leading to increased frequency and duration of nospill periods and decreased AFDC deviation point. Seasonal usage patterns had a small to moderate effect on the metrics. Demand patterns that peaked in spring increased the frequency and duration of spillage, whereas demand patterns that peaked in summer decreased spillage. Reservoirs with larger surface area relative to their drainage area had less spillage due to increased evaporation from the surface during summer. This effect was most pronounced at low withdrawal ratios and diminished as water withdrawals increased. The variability of streamflows into the reservoir had small to moderate effects on spillage frequency and duration. Sites with higher variability of streamflows had decreased frequency and duration of spillage; however, the AFDC deviation point showed little sensitivity to changes in streamflow variability. Groundwater parameters and reservoir bathymetry had little effect on the three spillage metrics.
A proxy method for estimating the three spillage metrics was developed for use at sites where detailed bathymetric or other model input data were not available. A series of 4,000 Monte Carlo simulations were run using the daily water balance reservoir model by randomly selecting streamflow time series, reservoir storage ratio, surface area, bathymetry, withdrawal ratio, and groundwater parameters. Multiple linear regression equations were developed for each of the three spillage metrics and used only the withdrawal ratio and the ratio of the reservoir surface area to the drainage area as explanatory variables. The explanatory variables that were found to be statistically significant in the regression agree with the results of the sensitivity analysis. The equations showed reasonable agreement with results of model simulations. The equations were used to plot the median no-spill count, median no-spill duration, and AFDC deviation point at the 10th, 25th, 50th, 75th, and 90th percentiles for the ratio of surface-todrainage area for water-supply reservoirs across the State.
