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Abstract
In [J. Molitierno, The spectral radius of submatrices of Laplacian matrices for trees and its comparison
to the Fiedler vector, Linear Algebra Appl. 406 (2005) 253–271], we observed the effects on the spectral
radius of submatrices of the Laplacian matrix L for a tree by deleting a row and column of L corresponding
to a vertex of the tree. This enabled us to classify trees as either of Type A or Type B. In this paper, we
extend these results to graphs which are not trees and offer a similar classification. Additionally, we show
counterexamples to theorems that are true for trees, but not so for general graphs.
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1. Introduction and preliminaries
Consider an undirected weighted graph G on n vertices without loops or multiple edges, with
vertices labeled 1, . . . , n. The Laplacian matrix associated with G is the n × n matrix L = (i,j )
whose entries are given by
i,j =
⎧⎨
⎩
−w if i /= j and i and j are joined by an edge of weight w > 0,
0 if i /= j and i is not adjacent to j,∑
j /=i |ij | if i = j.
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One of the basic results for Laplacian matrices is that for any graphG, the corresponding Laplacian
matrix is a positive semidefinite M-matrix (see [1]). Hence the eigenvalues for L can be ordered
as
λ1  λ2  · · ·  λn−1  λn (1.1)
Observe that λ1 = 0. It is known that λ2 = 0 if and only if G is disconnected. Thus Fiedler in
[2] named λ2 as the algebraic connectivity of G. A good deal of attention has been devoted to
the algebraic connectivity of graphs and to other spectral properties of Laplacian matrices. For
some initial results see Fiedler [2] and [3], and for an extensive survey on the Laplacian matrix
see Merris [10].
Given a graph G on n vertices and its Laplacian matrix L, let L(v) be the (n − 1) × (n − 1)
submatrix of L obtained by deleting the row and column of L corresponding to the vertex v ∈ G.
In this paper, we will investigate the properties of the spectral radius, r(v), of these matrices for
various vertices v. By the interlacing theorem of eigenvalues of a symmetric matrix [7], it is clear
that
λn−1  r(v)  λn (1.2)
for all vertices v ∈ G. It was proven in [11] that ifG is a tree, then r(v) /= λn for any vertex v ∈ G.
However, it is possible in a tree that there exists a vertex v ∈ G such that r(v) = λn−1. Thus we
coined the definitions of Type A and Type B trees: A weighted tree is of Type A if there exists a
vertex v such that r(v) = λn−1. A weighted tree is of Type B if no such vertex exists. Recall that
in a tree, every nonpendant vertex is a cut vertex. Therefore, in this paper, we extend the definition
of Type A and Type B trees to weighted graphs that contain cut vertices:
Definition 1.1. LetG be a weighted graph that contains at least one cut vertex. ThenG is of Type
A if there exists a cut vertex v such that r(v) = λn−1. Likewise, G is of Type B if there does not
exist such a cut vertex.
In [11], we proved two theorems concerning trees of Type A and trees of Type B. First:
Theorem 1.2. LetT be a weighted tree on n vertices labeled 1, . . . , n with Laplacian matrix L.
Then exactly one of the following occurs:
(a) The function r(v) = λn−1 for a unique vertex k ∈T. In addition, the value of the function
r(v) increases along any path inT which starts at k.
(b) The function r(v) never attains λn−1 for any vertex v ∈T. In this case, there exists a
unique pair of adjacent vertices i and j such that the value of r(v) increases along any path in
T which starts at i and does not contain j, while the value of r(v) increases along any path at
j which starts at j and does not contain i.
We defined the uniqe vertex in (a) of Theorem 1.2 as the spectral vertex ofT and the unique
pair of vertices in (b) as the spectral vertices of T. With these definitions, we now present the
second theorem:
Theorem 1.3. LetT be a weighted tree with L as its Laplacian matrix. Then
(a) If k is the unique spectral vertex of a Type A tree, then k is the unique vertex that has at
least two spectral branches.
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(b) If i and j are the spectral vertices of a Type B tree, then the unique spectral branch at i
contains j while the unique spectral branch at j contains i.
(c) If m is not a spectral vertex inT, then the unique spectral branch at m contains all of the
spectral vertices ofT.
In this paper we will investigate the properties of graphs of Type A and Type B that have at
least one cut vertex and we will generalize the results of Theorems 1.2 and 1.3. We will divide
our investigation into two cases. In Section 2, we will investigate the case where λn is simple. In
Section 3, we will investigate the case where λn = λn−1.
2. Graphs in which λn is simple
In this section, we generalize our results of [11] to graphs that contain cut vertices. We impose
the condition of λn being simple because otherwise, λn = λn−1 and by (1.2), it would follow that
r(v) = λn−1 = λn for all vertices v. We begin with a definition concerning the structure of graphs
that contain cut vertices:
Definition 2.1. Two cut vertices u and v are block adjacent in a graph G if there exists a path
from u to v such that all edges on the path lie in a single block of G. A block adjacent path of
order k is a sequence of cut vertices v1, . . . , vk such that vi is block adjacent to vi+1 for i =
1, . . . , k − 1.
At this point, it is helpful to see how the values r(v) of the cut vertices progress as we travel
along block adjacent paths. We recall a theorem from [11]. It has been reworded slightly to
conform with the above definition and with the ideas mentioned earlier:
Theorem 2.2. Let G be a connected weighted graph where L is its Laplacian matrix and where
λn is simple. Let P be a block adjacent path that begins at a cut vertex a ∈ G in which the next
cut vertex b on P is such that r(b) > r(a). Then P has the property that the values of r(v) at the
cut vertices contained in P form a strictly increasing sequence.
Theorem 2.2 tells us that while there may be a set of block adjacent cut vertices where r(v)
is minimized, once we travel away from such vertices, the values of r(v) at the cut vertices
strictly increase. Observe that for each cut vertex v, the matrix L(v) is (permutationally similar
to) a block diagonal matrix in which each block of L(v) corresponds to a component G− v.
Therefore, for each cut vertex v, it follows that r(v) attains its value from the block(s) of L(v)
with the maximum spectral radius. As in [11], we will refer to the corresponding component(s)
of G− v as the spectral branch(es) at v. We now prove a useful lemma concerning the number
of spectral branches at a cut vertex v:
Lemma 2.3. Let G be a connected weighted graph where L is its Laplacian and where λn is
simple. Let v be a cut vertex of G. Then the multiplicity of r(v) as an eigenvalue of the matrix
L(v) is at least the number of spectral branches at v.
Proof. Recall that L(v) is (permutationally similar to) a block diagonal matrix in which each
block corresponds to a component of G− v (i.e. a branch at v). Since the spectral branches at v
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Fig. 1.
correspond to the blocks of L(v) in which r(v) is attained, it follows that the multiplicity of r(v)
as an eigenvalue of L(v) must be at least the number of spectral branches at v. 
We saw in [11] that if G is a tree, then v has more than one spectral branch if and only if
r(v) = λn−1. We will now prove a similar proposition for general graphs. However, we will only
prove one direction of this:
Proposition 2.4. Let G be a connected weighted graph where L is its Laplacian and where λn is
simple. Let v be a cut vertex of G that has more than one spectral branch. Then r(v) = λn−1.
Proof. We will assume r(v) /= λn−1 for a cut vertex v and show that v must have exactly
one spectral branch. First, if r(v) = λn, then since λn is simple, it follows from Lemma 2.3
that v has exactly one spectral branch. If r(v) /= λn, then since r(v) /= λn−1, it follows that
λn−1 < r(v) < λn. By the interlacing theorem of eigenvalues (see (1.1)), it follows that r(v) is a
simple eigenvalue of L(v). Thus by Lemma 2.3, we conclude that v has exactly one spectral
branch. 
It was proven in [11] that the converse of Proposition 2.4 is true if G is a tree. However, the
converse is not necessarily true for graphs in general. For example, the graph in Fig. 1, we have
λn−1 = 4.618. Labeling each vertex x with its value r(x), we see that r(v) = 4.618 = λn−1, thus
making this a graph of Type A. However, v has only one spectral branch, namely the block on the
left.
In Proposition 2.8 of [11], we showed that if G is a tree, there must exist two adjacent vertices
v and w such that a spectral branch at v contains w and a spectral branch at w contains v, and that
this pair of vertices is unique if the tree is of Type B. We now generalize this to graphs containing
cut vertices which may not be trees. We first need a lemma:
Lemma 2.5. Let G be a weighted graph with at least one cut vertex. Then given any block B of
G, there can exist at most one cut vertex v of G lying on B such that no spectral branch at v
contains B.
Proof. Let B be a block of G containing cut vertices v and w of G such that no spectral branch
at v or w contains B. Let V and W be blocks of G such that v and w lie on that are spectral
branches at v and w, respectively. Let LV and LB(v) be the blocks of L(v) corresponding to V
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and B, respectively. Similarly, let LW and LB(w) be the blocks of L(w) corresponding to W and
B, respectively. Note that LW is a proper submatrix of LB(v) and that LV is a proper submatrix
of LB(w). Therefore:
r(v) = ρ(LV ) > ρ(LB(v))  ρ(LW) > ρ(LB(w))  ρ(LV ) = r(v),
where the strict inequalities follow from the fact that B is not on a spectral branch of v or w. Thus
we have obtained the contradiction r(v) > r(v). Hence for any block B of G, there can exist at
most one cut vertex on B in which no spectral branch at that vertex contains B. 
We will refer to such blocks of G in which no such cut vertex exists as the spectral blocks of
G. We can now prove our generalization of Proposition 2.8 of [11]:
Proposition 2.6. LetG be a weighted graph with at least one cut vertex where L is the Laplacian
for G and λn is simple. Then G contains a spectral block. Moreover, if G is of Type B, then this
block is unique.
Proof. Suppose G does not contain a spectral block. Then from Lemma 2.5, each block in G
contains exactly one cut vertex of G whose spectral branch does not contain that block. Choose
a block B1 of G. Let v1 be the vertex of B1 whose spectral branch does not contain it. Now
choose a block B2, adjacent to B1, such that a spectral branch at v1 contains B2. Next choose
the cut vertex v2 on B2 whose spectral branch does not contain B2. Choose a block B3, adjacent
to B2, such that the spectral branch at v2 contains B3. Continuing in this fashion, we obtain
a sequence of blocks and cut vertices: B1, v1, B2, v2, B3, . . . Since G is finite, this sequence
will terminate at a pendant block (a block containing only one cut vertex of G). Hence the
pendant block would not contain a cut vertex whose spectral branch does not contain it, thus
being a spectral block. This contradicts our original assumption. Hence there must exist a spectral
block.
To show uniqueness in the Type B case, suppose B and C are two spectral blocks. Letting
v ∈ B and w ∈ C be cut vertices, consider the block adjacent path P : v = v1, v2, . . . , vk−1, vk =
w from v to w, and let Bi be the block containing vertices vi and vi+1 (thus B = B0 and
C = Bk). Since B is a spectral block, it follows that the unique spectral branch at v1 contains
B. Since B1 is not on the spectral branch at v1, it follows from Lemma 2.5 that the unique
spectral branch at v2 contains B1. Following this reasoning, the unique spectral branch at vi
contains Bi−1 for all i = 1, . . . , k. However, since C is a spectral block, it follows that the
unique spectral branch at vk contains C. By similar reasoning as before, the unique spectral
branch at vi contains Bi for all i = 1, . . . , k. This is a contradiction. Hence we have established
uniqueness. 
Recall from [11] that ifT is a tree of Type B, then there exits a unique pair of adjacent vertices
v and w such that the spectral branch at v contains w and the spectral branch at w contains v.
Thus the spectral block in a tree of Type B would be the edge joining v and w. Proposition 2.6
generalizes this result to say that if a graph is of Type B, then it necessarily has a unique set of
mutually block adjacent cut vertices such that the spectral branch at each such vertices contains
all of the other such vertices, i.e. a graph of Type B has a unique spectral block. For example,
Fig. 2, the graph, we have λn−1 = 4.890. Labeling each vertex x with its value r(x), observe that
this graph is of Type B because there does not exist any cut vertices x such that r(x) = λn−1.
Note that r(u) = 5.049, r(v) = 5.559 and r(w) = 5.259, and that the spectral branch at each of
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these cut vertices contains the other two cut vertices. Therefore, the block of this graph containing
vertices u, v, and w is the spectral block for this graph.
We see from the proof of Proposition 2.6 that if m is a cut vertex not lying on a spectral block
of G, then the unique spectral branch must contain the spectral block(s) of G. We state this more
formally as a corollary which parallels Corollary 2.9 in [11]:
Corollary 2.7. Let G be a connected weighted graph where L is its Laplacian and λn is simple.
Suppose m is a cut vertex that does not lie on a spectral block of G. Then the unique spectral
branch at m is the branch which contains all of the spectral block(s) of G.
Let us now focus on graphs of Type A. In [11], we saw that if a tree is of Type A, then it
necessarily has a unique vertex, called the spectral vertex ofG, where r(v) = λn−1. We can make
an analogous definition for general graphs of Type A where the vertex v is such that r(v) = λn−1
is unique. Hence in Fig. 1, v would be the spectral vertex of G. Although we did not do so in
[11], we can still refer to any blocks B of G in which all spectral branches at each cut vertex on
B contains B as spectral blocks of G. Thus in Fig. 1 earlier, the block on the left would be the
spectral block of G.
However, unlike trees of Type A, it is possible for a graph of Type A (where λn is simple) to
have more than one cut vertex where r(v) = λn−1 and thus more than one spectral block. For
example, see Fig. 3, the graph is of Type A whereλn is simple sinceλn = 4.791 andλn−1 = 4.618.
Labeling each vertex x with its value of r(x), observe that this graph is of Type A since there
exist cut vertices such that r(x) = 4.618 = λn−1. In fact, there are two such vertices: v and w.
Also observe that each cut vertex has two spectral branches, namely the blocks that are incident
to each vertex. Since each block B is such that a spectral branch of every cut vertex of G that lies
on B contains B, it follows that G has three spectral blocks.
Fig. 3.
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Fig. 4.
After analyzing Fig. 3, it is tempting to redefine the concept of a spectral block for graphs of
Type A (where λn is simple) containing more than one cut vertex where r(v) = λn−1 to be the
unique block of G containing all such cut vertices. However, in a graph of Type A, the vertices in
which r(v) = λn−1 do not necessarily have to all lie on the same block. For example, see Fig. 4. In
this graph, λn = 6.839 and λn−1 = 6.802. It is of Type A because r(u) = r(v) = r(w) = 6.802.
Yet u, v, and w do not all lie on the same block.
We see from Theorem 2.2 that given any two cut vertices, v and w, of a graph of Type A such
that r(v) = r(w) = λn−1, there exists a block adjacent path P joining v and w such that for all
cut vertices u ofG that lie in P , we necessarily have r(u) = λn−1. We also see from Theorem 2.2
that as we radiate away from the cut vertices of a weighted graph G such that the value of r(v) is
minimized, the values of r(v) at the subsequent cut vertices strictly increase. Thus we combine
the results from Theorem 2.2 and Propositions 2.4 and 2.6 to obtain the first main theorem of this
section which is a generalization of Theorem 1.2:
Theorem 2.8. Let G be a connected weighted graph with a cut vertex where L is its Laplacian
and λn is simple. Then the values for r(v) increases (not necessarily strictly) for cut vertices v
along any block adjacent path which
(a) begins at a spectral vertex, or
(b) begins at a cut vertex in a spectral block and does not contain other cut vertices of a
spectral block.
Note that in Theorem 2.8, that the values of r(v) are not necessarily increasing strictly along
said paths like they necessarily would if G is a tree. For example, see Fig. 5.
Fig. 5.
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Labeling each vertex x with its value r(x), it can be seen that the block to the left of v is the
spectral block, yet the values of r(v) remain constant as one travels away from v. It should be
noted that in a graph, once the values for r(v) begin to strictly increase along said block adjacent
paths, the values will continue to strictly increase according to Theorem 2.2.
At this point we summarize our results as the second main theorem of this section which is a
generalization of Theorem 1.3:
Theorem 2.9. Let G be a connected weighted graph with at least one cut vertex where L is the
Laplacian for G and λn is simple. Then
(a) If there exists a cut vertex v having at least two spectral branches, then (i) r(v) = λn−1,
and (ii) such a graph is of Type A.
(b) IfG is of Type B, then there exists a unique set of mutually block adjacent cut vertices such
that the spectral branch at each such vertex contains the other such vertices. These vertices all
lie on the same block of G known as the spectral block of G.
(c) If a cut vertex m is not a spectral vertex of G, nor lies on a spectral block of G, then the
unique spectral branch at m contains the all spectral vertex/block(s) of G.
Note that we established that the converse of (a-ii) is true when G is a tree, but false otherwise
(see Fig. 1).
At this point we should note that although the definition of a Type B graph is that in which no
cut vertex v is such that r(v) = λn−1, it should be noted that it is possible for a graph of Type B
to have a vertex v which is not a cut vertex such that r(v) = λn−1. For example, Fig. 6, the graph,
we have λn−1 = 5. Labeling each vertex w with its value r(w), we see that this graph is of Type
B because x and y are the only cut vertices but neither r(x) nor r(y) equals λn−1. However, there
exists a vertex which is not a cut vertex, namely v, where r(v) = 5 = λn−1.
Additionally, we saw in [11] that if G is a tree, then r(v) < λn for all vertices v ∈ G. So it is
natural to ask if this result can be generalized to general graphs with cut vertices. We see from
Fig. 5 above that it cannot. Observe that λn = 4.618 and that there exists a cut vertices (and a
non-cut vertex) such that r(v) = λn.
We close this section with a theorem concerning vertices of G which are not cut vertices:
Theorem 2.10. Let G be a connected weighted graph where L is the Laplacian for G and where
λn is simple. Let v be a vertex that is not a cut vertex. Suppose v lies on a block B of G that is not
a spectral block ofG. Then r(v)  min r(w) where the minimum is taken over all vertices w ∈ B
that are cut vertices of G.
Fig. 6.
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Proof. Since B is not a spectral block of G, by Theorem 2.2 and Lemma 2.5, B contains a cut
vertex x ofG such that the spectral branch at x that does not contain B. Letting L′(x) be the block
of L(x) corresponding to a spectral branch at x, we see that L′(x) is a positive definite submatrix
of L(v). Hence:
r(v) = ρ(L(v))  ρ(L′(x)) = ρ(L(x)) = r(x).
Thus there exists a cut vertex x ofG that lies on B such that r(v)  r(w). Hence r(v)  min r(w)
where the minimum is taken over all vertices w ∈ B that are cut vertices of G. 
Note that the condition that B is not a spectral block cannot be eliminated. Observe in the
graph from Fig. 6 that the vertex v such that r(v) = 5 is in the spectral block of G yet the value
for r(v) is less than of that of the cut vertices of G that lie in B.
3. Graphs in which λn = λn−1
In the previous section, we investigated graphs in which λn was simple. Therefore, it is natural
to investigate graphs in which λn is not simple. In this section, we investigate graphs whose
Laplacian matrices are such that λn = λn−1. According to (1.2), if λn = λn−1 then r(v) = λn =
λn−1 for all vertices v. This leads us to two immediate questions which we will answer in this
section:
(1) Is the converse true, i.e. if the value for r(v) is constant for all vertices v ∈ G, must
λn = λn−1?
(2) Under what conditions will λn = λn−1?
The answer to the first question is that the converse is false. To obtain a family of counterex-
amples, we prove the following claim:
Claim 3.1. LetG be a bipartite graph in which all vertices are isomorphic. Let L be its Laplacian
matrix. Then the value for r(v) over all vertices v ∈ G are equal, yet λn /= λn−1.
Proof. The value of r(v) being constant over all vertices v ∈ G follows immediately from the
fact that the vertices are all isomorphic. The proof of the fact that “λn /= λn−1” comes directly
from Proposition 2.2 of [6] provided that the graph G is connected. 
An example of a graph described in Claim 3.1 would be the complete bipartite graph K3,3.
Observe that r(v) = 5.449 for all vertices v ∈ K3,3, yet λn−1 /= λn since λn−1 = 3 while λn = 6.
We should note that Claim 3.1 only gives us counterexamples to the converse that is stated in
Question (1); it does not claim that these are the only counter examples.
The answer to Question (2) is more in depth. Therefore we must recall theorems of Type I and
Type II graphs discovered in [4] and explored in [5,9]. Recall that for a graph G on n vertices
labeled 1, . . . , n, the second smallest eigenvalue, λ2, of the Laplacian matrix is referred to as the
algebraic connectivity of G. If y is a corresponding eigenvector with entries y1, . . . , yn, then we
refer to y as the characteristic valuation of G and yi as the valuation of vertex i for i = 1, . . . , n.
We now recall a theorem from [4]. In the statement of the theorem, we only included the notions
that will be relevant to our discussion.
Theorem 3.2. Let G be a connected graph with y as its characteristic valuation. Then exactly
one of the following two cases occurs:
1996 J.J. Molitierno / Linear Algebra and its Applications 428 (2008) 1987–1999
(i) No block ofG contains both positively and negatively valuated vertices. There exits a single
vertex z with zero valuation and is adjacent to a vertex with a nonzero valuation. Moreover, z is
a cut vertex.
(ii) There exists a single block B in G which contains both positively and negatively valuated
vertices. Each other block has vertices with positive valuation only or vertices with negative
valuation only.
In [9], graphs in which case (i) holds were coined as Type I graphs while graphs in which
case (ii) holds were coined as Type II graphs. In a Type I graph, the cut vertex z is referred to as
the characteristic vertex of G. In a Type II graph, the block B is referred to as the characteristic
block of G. For additional results concerning characteristic vertices, see [8]. Since we will be
interested in the entries of the characteristic valuation as well as the multiplicity of the algebraic
connectivity as an eigenvalue of the Laplacian matrix, we combine useful theorems from [5] and
state the relevant portions in the following theorem:
Theorem 3.3. Let G be a connected graph with L as its Laplacian matrix.
(i) If G is a graph of Type I, then the algebraic multiplicity of λ2 as an eigenvalue of L is m
where m + 1 is the number of branches at the characteristic vertex z whose vertices have non-zero
valuation.
(ii) If G is graph of Type II, then λ2 is a simple eigenvalue of L.
Now that we have established some useful theorems concerning the eigenvalue λ2 of the
Laplcian matrix L(G) of a graph G, we are now ready to relate this to the eigenvalues λn and
λn−1. We do so with the following well-known result:
Theorem 3.4. Let G be a graph on n vertices with 0 = λ1  λ2  · · ·  λn as the eigenvalues
of L(G). If Gc is the complement of G, then 0 = λ1  n − λn  n − λn−1  · · ·  n − λ2 are
the eigenvalues of L(Gc) with the same corresponding eigenvectors.
Theorem 3.4 tells us that the algebraic connectivity of Gc, which we will denote as λ2(Gc),
is n − λn. Thus by Theorems 3.2, 3.3, and 3.4, it follows that for the graph G, λn = λn−1 if and
only if λ2(Gc) is not a simple eigenvalue of L(Gc). Therefore, in order to attempt to characterize
all graphs G such that λn−1 = λn, we will need to rely heavily on Gc. When investigating Gc, we
have three cases to consider:
(a) Gc is not connected.
(b) Gc is connected and contains at least one cut vertex.
(c) Gc is connected but does not contain any cut vertices.
For case (a), if Gc is not connected, then λ2(Gc) = 0. Hence in order to obtain λn−1(G) =
λn(G), Theorem 3.4 dictates that we would need λ3(Gc) = 0. Hence Gc must be disconnected
with at least three components. This means that if G is the join of at least three graphs, then
λn(G) = λn−1(G). For case (b), if Gc is connected and contains at least one cut vertex, then in
order to have λ2(Gc) = λ3(Gc), we see from Theroem 3.3 that Gc would have to be a graph of
Type I where its characteristic vertex has at least three branches containing vertices with non-zero
valuation.
We summarize the results of Cases (a) and (b) in the following theorem:
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Theorem 3.5. Let G be a graph and L(G) be its Laplacian. Then λn = λn−1 if either of the
following holds:
(a) G is the join of at least three graphs.
(b) Gc is a graph of Type I such that its characteristic vertex has at least three branches
containing vertices of non-zero valuation.
To illustrate Case (a), consider the multipartite graph K1,2,3 in Fig. 7.
Observe that this graph is the join of three graphs (namely the empty graphs on one, two, and
three vertices). Therefore, λn = λn−1 and hence the value of r(v) has the same value (namely 6)
for all vertices v of this graph.
To illustrate Case (b), consider the graph in Fig. 8.
Observe that this graph is of Type I with z as its characteristic vertex. Also note that z has three
branches that contain vertices of nonzero valuation. Thus the complement of this graph, i.e., Fig.
9 is such that λn = λn−1 and thus r(v) has the same value (namely 6.618) for all vertices v of this
graph.
Moving on to Case (c), we see again that Gc would have to be such that λ2(Gc) = λ3(Gc).
But since in this case, we are not allowing Gc to have any cut vertices, this means that in order
to complete an investigation of case (c), we would have to characterize all graphs without cut
vertices such that the algebraic connectivity is not a simple eigenvalue of its Laplacian matrix.
Unfortunately, no such characterization is known. However, we can again rely on the concept of
characteristic vertices of Type I graphs in order to construct some examples. Often times (but not
always), we can create a graph in which λn = λn−1 by taking two copies of the complement of
a Type I graph, and joining the characteristic vertex of each copy of such graph with a path. For
example, Fig. 10.
Observe that we have taken two copies of (P5)c, the complement of the path on five vertices,
and joined them with a path beginning at the vertex in one copy of (P5)c which is the characteristic
vertex of P5 and ending at the corresponding vertex of the other copy of (P5)c. In this graph,
λn = λn−1 = 4.618. Thus r(v) = 4.618 for all vertices in this graph.
We can construct a similar graph by taking two copies of (P7)c and joining them with a path
consisting of at least two intermediate vertices beginning at the vertex in one copy of (P7)c which
is the characteristic vertex of P7 and ending at the corresponding vertex of the other copy of
(P7)
c
. In this graph λn = λn−1 = 6.802. At this point it is tempting to conjecture that this will
Fig. 7.
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hold by using two copies of any Type I graph. Unfortunately, this is not the case as P9 would be
a counterexample. Hence it remains an open question as to which graphs of Type I we can use to
create a graph in which λn = λn−1.
Fig. 8.
Fig. 9.
Fig. 10.
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