Abstract-In distributed storage systems, a special sub-class of locally repairable codes, referred to as availability codes, has been proposed to enable recovery of each data block from one of its repair groups. A repair group typically contains a small number of nodes and does not overlap with any other repair group of the same data block. Availability codes have several important benefits, including high degree of fault tolerance, efficient recovery from failures, and efficient access to data by multiple users.
I. INTRODUCTION
Recently, there has been a significant interest in a class of distributed storage codes in which a systematic storage node (i.e., a node that stores a systematic symbol of a code) can be reconstructed by accessing a limited number of other storage nodes that belong to one of its repair groups [1] , [2] . The repair groups are disjoint and have limited locality, i.e., contain a small number of nodes. Such codes belong to a subclass of locally repairable codes and are referred in this paper as availability codes.
For example, suppose we need to store three files f 1 , f 2 , and f 3 (each file stores a symbol in a finite field). Consider the following systematic code that produces six coded files: {f 1 , f 2 , f 3 , f 1 + f 2 , f 2 + f 3 , f 1 + f 3 }, which are respectively stored on nodes one to six. This code has three disjoint repair groups for each file, e.g., file f 1 can be read directly from node 1 or can be recovered by reading both f 2 and f 1 + f 2 from nodes 2 and 4 or by reading both f 3 and f 1 + f 3 from nodes 3 and 6. Further, the locality of each read is at most two -one needs to read at most two files to reconstruct the desired file.
Availability codes have a high degree of fault tolerance and storage efficiency. In addition, since multiple requests for the data can be satisfied through parallel reads, availability codes can reduce delays and increase throughput.
In this paper we analyze the download delay of individual files in distributed storage systems that employ availability codes. Our work is inspired by a series of recent studies [3] , [4] , [5] , [6] , [7] , which have analyzed codes (mainly, MDS codes) through the lens of queuing theory, and have shown that the download latency can be improved by employing an erasure coding scheme. However, all these references analyze the download delay when a user is interested in downloading the entire set of files that is stored using an erasure code. In contrast, in this paper we focus on a scenario in which different users are interested in downloading different files. This scenario arises in many practical settings, e.g., when different files stored in the system have different access patterns.
Our aim is to compare the availability codes with alternative approaches, in particular, the replication schemes and MDS codes. We consider two specific access scenarios: (i) low arrival rate scenario, in which there is no overlap between different download requests, i.e., the current request is served before the arrival of the next request; (ii) high arrival rate scenario, in which the download requests can overlap and local queues are employed to control access to storage nodes.
Our contributions: We characterize the mean download latency for the availability codes in the low arrival rate scenario, and compare it with that of replication and MDS codes. For the high arrival rate scenario, we present an upper bound on the mean download time. We also present an inner bound on the stability region -a sufficient condition on the aggregate arrival rate of download requests such that the mean download time is bounded. Finally, we perform simulation studies to compare the download latency of availability codes with that of replication schemes and MDS codes. We observe that when the request arrival rates are low, download delay of availability codes is comparable with that of replication codes, however, for higher arrival rates replication codes have lower latencies. This behavior is analogous to a typical communication system where one uses coding at high SNRs but repetition at low SNRs.
II. SYSTEM MODEL A. Encoding Model
We assume that the data to be stored, say F, is divided into k equal sized files. We denote F = {f 1 , f 2 , . . . , f k }, where each file f i ∈ F q , a finite field of size q. The files in F are encoded using a systematic (n, k) code, and the encoded files are stored on n storage nodes. For simplicity, we assume scalar linear codes in which each node stores a single (coded) file. The model can be generalized for vector linear codes.
We are interested in special class of Locally Repairable Codes (LRC's) for which each systematic node has (r, t)-availability [1] , [2] . The (r, t)-availability ensures that each systematic node can be regenerated using one of the t disjoint repair groups of other storage nodes, each of size at most r. We denote such an LRC as an (n, k, r, t)-LRC code.
A set of nodes that can repair a given systematic node is referred to as the repair group of that node. Thus, for a code having (r, t)-availability, each systematic node has t disjoint repair groups each of size at most r. The size of the repair
Request for fi Fig. 1 . Content access model that employs an (n, k, r, t)-LRC. A job is forked into the systematic node and each of the r nodes of its t repair groups.
group r is referred to as the locality of the code. We denote the l-th repair group for the i-th node as R
l | ≤ r. Example: Consider a (6, 3, 2, 2)-LRC as follows:
where files are respectively stored on nodes one to six. Note that each systematic node can be repaired from two repair groups each of size 2, e.g., R
(1)
Notice that, in the aforementioned notation, a (t + 1)-replication scheme storing k files, that stores (t + 1) copies of each file, would be a
The (r, t)-availability property allows one to download the contents of a systematic symbol in (t + 1) ways: either download directly from the systematic node or download from all the nodes in one of its t repair groups. Notice that the desired file can be reconstructed from the contents of the repair group of the systematic node storing the file. Throughout, we assume that the time required to reconstruct (decode) the file from the contents of its repair group is negligible in comparison with other delays. Further, for simplicity, we assume that all repair groups are of equal size r. We are interested in characterizing how the availability property of a code affects the download delay of individual files.
B. Content Access Models
We consider a fork-join content access model that employs an (n, k, r, t)-LRC code (see Fig. 1 ). We refer to a file download request as the job. A job is forked into (t+ 1) tasks, such that one task is sent to the systematic node containing the file, while the remaining t tasks are sent to the t repair groups. At each repair group, a task is further forked into r sub-tasks, which are sent to the r nodes in the repair group. Each node takes a random amount of time to fetch the content it stores, which is referred to as the service time. A job is complete when either the systematic node completes its task or all the nodes in one of its repair groups complete their (sub)tasks.
Example: Consider the example of the (6, 3, 2, 2)-LRC
Suppose that a job arrives for file f 1 . The job is forked into three tasks, one is sent to node 1, while other two are sent to its repair groups R 2 . At each repair group, the task is further divided into two sub-tasks which are dispatched to the corresponding nodes. The job is complete if node 1 fetches its contents or both the nodes of R (1) 1 = {2, 4} fetch their contents or both the nodes of R (1) 2 = {3, 6} fetch their contents. We consider the low and high arrival rate scenarios. In low arrival rate scenario the requests for different files do not conflict with each other, i.e., the system is able to complete the current request before the next request arrives. This scenario is motivated by practical settings in which the arrival rate of download requests is low and the storage system is provisioned with enough resources so the mean service time is significantly smaller than the inter-arrival time of download requests.
In the high arrival rate scenario, the request rate is high, hence there is a need to queue the requests before they can be served. Specifically, we assume that at each storage node the requests are queued in a first-come-first-serve local queue. After a request reaches the head of the queue, it takes certain random service time to read the content from the node. The file is delivered to the user when either the systematic node fetches it or all the nodes in one of its repair groups fetch it. We consider that the arrivals for each file follow an independent Poisson process with a known arrival rate.
III. RESULTS FOR THE LOW ARRIVAL RATE SCENARIO We begin by analyzing the mean download time for codes with (r, t)-availability in the low arrival rate scenario.
Let S i denote the service time at node i, 1 ≤ i ≤ n. We assume that S i ∼ exp(µ) and is i.i.d. for each node i. Let S (l) (r,r) denote the time required by all the r nodes in its l-th repair group (R (i) l ) to complete their respective tasks. Notice that S (l) (r,r) would be the maximum of r exponential random variables, i.e., S
(r,r) = max
Let T (r,t) be the random variable that denotes the time required to download a file using a code with (r, t)-availability. Then, we have
This is because T (r,t) = S i if the systematic node completes its task first. Otherwise,
(r,r) , if the repair group R (i) l * completes all its sub-tasks before the systematic node. Theorem 1: For the low arrival rate model using a code with (r, t)-availability, the mean download time for a file is given as
where β(x, y) is the beta function defined as β(x, y) = 1 0
To find its expectation, we first compute the complimentary CDF of T (r,t) from the first principles as follows.
where (a) follows from (2), (b), (c), and (e) follow from the independence of S i 's, (d) follows from (1), and (f) follows since the service times (S i 's) are exponential with rate µ. Next, observing that T (r,t) is a non-negative random variable, we have
where (g) can be obtained using (4) by substituting 1 − (1 − exp(−µs)) r = v, and (h) follows from the definition of the beta function.
Remark 1: The above expression allows us to examine the effect of increasing t on the mean download time. Suppose ∆ denotes the relative decrease in the mean download time by enhancing the availability from (r, t) to (r, t + 1). Then, using a simple property of beta function that β(x, y + 1) = y x+y β(x, y), it is straightforward to verify that
For large values of r, t, one can see that ∆ ≈ 1 rt . In other words, if t is large, increasing t further has diminishing returns.
A. Comparison with Replication Codes
Consider a replication code with replication factor t r . Notice that such a replication code can be described as a (n r = kt r , k, 1, t r − 1)-code. Let the service time of a node (S i ) is exponential random variable with rate µ r , i.i.d. across nodes. For the fairness of comparison, we assume that the system using the replication scheme has the same cumulative mean service rate as the system using an (n, k, r, t)-LRC. In other words, we have n r µ r = nµ. Let T (tr) denote the file download time for a scheme using a t r -replication code.
Lemma 1: For the low arrival rate model using a t rreplication code that has the same cumulative mean service rate as that of the system using an (n, k, r, t)-LRC, the mean download time for a file is given as
Proof: (Sketch) Since the cumulative mean service rate is the same, it is easy to verify that µ r = nµ trk . Noticing that the download time for a replication code behaves as the minimum of t r i.i.d. exponential RVs with mean 1 µr gives us (7). Remark 2: If we consider t r = t + 1, we get a replication code having the same parameter t as that of an (n, k, r, t)-code. On the other hand, if we consider t r = d min , where d min is the minimum distance of the (n, k, r, t)-code, we get a replication code that has the same fault-tolerance as that of an (n, k, r, t)-code. Interestingly, as long as the replication code has the same cumulative mean service rate as that of an (n, k, r, t)-LRC, the mean download time of the replication coded system under the low arrival rate model only depends on the rate k n of the comparable LRC. 
B. Comparison with MDS Codes
Since MDS codes reduce the mean download time for the entire data (see, e.g., [4] , [6] , [7] ), it is natural to ask how MDS codes would perform in downloading individual files.
Consider a storage system using an (n, k)-MDS code. When a job (a file download request) arrives, it is forked into n tasks which are sent to each of the n nodes. A job is complete if the systematic node containing the requested file completes the service or any k out of the remaining n − 1 nodes complete their service. Notice that since the code is MDS, all the k files can be generated from the contents of any k nodes, from which, the required file can be obtained. Here as well, we assume that S i ∼ exp(µ), and it is i.i.d. across the nodes.
In this case, it is easy to see that the download time T (n,k)
of the MDS coded system can be given as
where S k:(n−1) denotes the k-th order statistics out of n − 1 i.i.d. exponential random variables. This allows us to get the following result for the mean download time.
Lemma 2: For the low arrival rate model using an (n, k)-MDS code, the mean download time for a file is given as
The proof is similar to that of Theorem 1, and is omitted due to space limitation.
Remark 3: Under the low arrival rate model, an (n, k)-MDS code has the same mean download time as a t r -replication code when the cumulative mean service time for the replication system is equal to that of the MDS coded system.
C. Discussion
In table I, we compare the mean download time for various codes along with their fault-tolerance capability (faulttolerance is measured in number of failures that can be sustained without data loss). The rate of each code gives an indication of its storage efficiency. We consider replication scheme having the same fault-tolerance as that of the (30, 15, 3, 2)-LRC 1 . We observe that MDS code performs the best in terms of all these parameters. One caveat is that, for any MDS code, computational complexity of reconstructing the file would be the highest.
In the next section, we analyze the performance of these codes when the requests for multiple files arrive simultaneously and are required to be queued.
IV. RESULTS FOR THE HIGH ARRIVAL RATE SCENARIO
In this scenario we assume that one or more requests can arrive before the current event is served. As before, we assume We consider that the download requests arrive as a Poisson process with aggregate rate λ. Requests are split according to the popularity of the files. In particular, a file f i is said to have the popularity p i such that 0 ≤ p i ≤ 1 for each i and k i=1 p i = 1. Notice that the download requests for a file f i form a Poisson process with arrival rate λp i .
There are two levels of fork-join (FJ) queues 2 present in the system. On the outer side, the (t+1) tasks form a (t+1, 1)-FJ queue. On the inner side, the r sub-tasks associated with each of the t repair groups form (r, r)-FJ queues.
Example: Consider a simple (3, 2, 2, 1)-LRC code {f 1 , f 2 , f 1 + f 2 }. We call the FJ queue for this particular code as the butterfly queue, since the code resembles the one used over the butterfly network. (See Fig. 3 .) Requests for file f 1 form a Poisson process with rate λp 1 , while those for f 2 form a Poisson process with rate λp 2 such that p 1 , p 2 ≥ 0, p 1 + p 2 = 1. Each job is forked into three (sub)tasks. Request for a file f 1 (resp. f 2 ) is complete if either f 1 (resp. f 2 ) is downloaded directly or both f 2 and f 1 + f 2 (resp. both f 1 and f 1 + f 2 ) are downloaded. If the systematic task completes first, the remaining sub-tasks corresponding to the request are removed from the system. The systematic task is removed from the system if the other two sub-tasks complete before it.
A. Upper Bound on Mean Download Time
Fork-join queues are difficult to analyze. Only bounds have been known for the mean download time except for a (2, 2) FJ queue (see e.g., [9] , [10] ). Therefore, we obtain bounds on the performance of the FJ queueing system by considering a more restricted queueing model, known as the split-merge (SM) system. We note that the SM system is also used in [6] , [7] for characterizing upper bounds on the (n, k)-FJ queue.
In the FJ system, a node can service the tasks of the next job in its local queue once it completes the current task. This creates dependencies in waiting times across multiple nodes, and the service time of a job becomes dependent on the departure time of the previous job. On the other hand, in the SM system, all the n nodes are blocked until the job is complete. Since the nodes are blocked in the SM system, its mean download time gives an upper bound on the download time of the FJ system.
Theorem 2: For a fork-join queueing system using an (n, k, r, t)-LRC, an upper bound on the mean download time of a file is given by
Here β(x, y) is the beta function defined as β(x, y) = . Proof: To obtain an upper bound, we consider the SM queueing model with the same parameters. Notice that the SM queueing model is equivalent to an M/G/1 queue with Poisson arrivals having aggregate arrival rate λ, and the generalized service time equal to that of the low arrival rate model T (r,t) (see (3)). Now, for an M/G/1 queue, the Pollaczek-Khinichin formula [11] allows us to compute the mean download time in terms of the first and second moments of the generalized service time as follows:
We find the second moment of T (r,t) as follows:
where (l) follows since (T (r,t) ) 2 is a non-negative random variable, (m) follows from (4), and (n) follows from the binomial expansion of [1 − (1 − exp(−µs)) r ] t and interchanging the order of integration and summation. Finally, substituting (3) and (12) into (11) gives (10) . Remark 4: Since the SM system considers a single centralized queue, the above bound does not capture the dependency of download latency on the popularities of files. Moreover, from the simulation studies, we note that this bound is fairly loose for higher arrival rates. 
B. Inner Bound on Stability Region
Considering a split-merge system also allows us to characterize an inner bound on the stability region of the FJ system.
Theorem 3: For a fork-join system with an (n, k, r, t)-LRC, an inner bound on the on the stability region is given as λ < µr β t + 1,
Since the download time under FJ model is bounded by the download time under SM model with same parameters, the stability region of the split-merge model gives an inner bound on the stability region of the fork-join model. Now, as the split-merge system is equivalent to an M/G/1 queue, its stability condition is λ < . The result follows from (3).
Remark 5: The above condition gives a sufficient condition for the FJ system to be stable, however, it is not a necessary condition. In the simulation studies, we note that this bound is somewhat loose.
V. SIMULATION RESULTS
In this section, we simulate the fork-join queueing model in the high arrival rate scenario for the codes given in Table  I : a (30, 15, 3, 2)-LRC in [1] , a (30, 15, 2, 1)-LRC in [8] , an 8-replication scheme that is effectively a (120, 15, 1, 7) -LRC, and a (30, 15)-MDS code.
In Fig. 4 , we consider the case when all the files have the same popularity, i.e., p i = 1 15 , ∀ i ∈ {1, · · · , 15}. Observe that the replication scheme gives the lowest latency at the cost of heavy storage overhead. Both the LRC's have nearly the same latency performance, which is slightly higher than that of the replication. This indicates that, even though increasing the availability parameter t increases the the parallel reads, it may not reduce the download time of a file. The latency for the MDS code increases rapidly with the aggregate arrival rate. This is because, for an MDS code, a request is forked into all the nodes, which increases the arrival rate for the local queues at each node. This tends to saturate the local queues for higher values of aggregate arrival rate. The results show that the availability codes are favorable at higher arrival rates.
Next, we consider the case of unequal popularity of files, wherein 6.67% of the files have 90% of the popularity while We consider the (30, 15, 3, 2)-LRC construction in [1] , and the (30, 15, 2, 1)-LRC construction in [8] .
the rest of the files equally share 10% popularity (see Fig. 5 ). In this case, the latency performance of the replication scheme degrades, while that of the MDS code improves. This is because, in the replication scheme, the local queues at the nodes storing the replica of the most popular file (f 1 ) get overloaded; whereas, in the case of MDS code, the load of downloading f 1 gets divided into all the nodes. Observe that higher value of t helps in this case, as the This also opens up an interesting problem to investigate if one can trade-off t for r for different arrival patterns for obtaining better download delay. Further, it is interesting to compute tighter bounds that also take into account file popularities. A challenging task would be to consider a joint design of storage code and scheduling policy.
