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ABSTRACT
UNEARTHING THE ANTICRYSTAL: CRITICALITY IN THE LINEAR
RESPONSE OF DISORDERED SOLIDS
Carl P. Goodrich
Andrea J. Liu
Sidney R. Nagel
The fact that a disordered material is not constrained in its properties in the same
way as a crystalline one presents significant and yet largely untapped potential for
novel material design. However, unlike their crystalline counterparts, disordered
solids are not well understood. Though currently the focus of intense research,
one of the primary obstacles is the lack of a theoretical framework for thinking
about disorder and its relation to mechanical properties. To this end, we study a
highly idealized system composed of frictionless soft spheres at zero temperature
that, when compressed, undergos a jamming phase transition with diverging length
scales and clean power-law signatures. This critical point is the cornerstone of
a much larger “jamming scenario” that has the potential to provide the essential
theoretical foundation that is sorely needed to develop a unified understanding
of the mechanics of disordered solids. We begin by showing that jammed sphere
packings have a valid linear regime despite the presence of a new class of “contact
nonlinearities,” demonstrating that the leading order behavior of such solids can
vii
be ascertained by linear response. We then investigate the critical nature of the
jamming transition, focusing on two diverging length scales and the importance of
finite-size effects. Next, we argue that this jamming transition plays the same role
for disordered solids as the idealized perfect crystal plays for crystalline solids. Not
only can it be considered an idealized starting point for understanding the properties
of disordered materials, but it can even influence systems that have a relatively high
amount of crystalline order. As a result, the behavior of solids can be thought of
as existing on a spectrum, with the perfect crystal at one end and the jamming
transition at the other. Finally, we introduce a new principle for disordered solids
wherein the contribution of an individual bond to one global property is independent
of its contribution to another. This principle allows the different global responses of
a disordered system to be manipulated independently of one another and provides
a great deal of flexibility in designing materials with unique, textured and tunable
properties.
viii
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Chapter 1
Introduction
1.1 Ordered and disordered solids
Anyone who has made ice cubes in the freezer knows that liquids can transition into
solids when cooled below a certain temperature. In many cases, this occurs when
the constituent atoms or molecules order themselves into a periodically repeating
array, called a crystal. The differences between the disordered fluid and the ordered
solid are not only obvious but also well understood, and this understanding comes
directly from the presence of long-range crystalline order in the solid.
However, many fluids solidify without forming a crystalline lattice, instead re-
maining in a disordered, or amorphous, state. The most common example of this is
the glass transition, which occurs when a glass-forming liquid is cooled below some
1
temperature, Tg, where the relaxation time diverges. Disordered solids can form
in other ways as well. Foams flow when stressed but hold their shape when the
stress is lowered below the yield stress, and colloidal suspensions flow only when
the density is sufficiently low. In all of these examples, the fluid transitions into a
solid without any obvious change in the microscopic structure, and our understand-
ing of the liquid-crystal transition that occurs in our freezer is clearly insufficient
since it is based on the formation of structural order. Indeed, understanding of the
glass transition has defied physicists for decades, and other disordered materials like
foams and suspensions are also currently the focus of considerable research.
However, one can attempt to understand the material properties of a solid inde-
pendently from the associated fluid-solid phase transition. In crystals, for example,
the presence of a periodically repeating array has a profound effect on the solid’s
mechanical and thermal properties. For over a century, physicists have understood
these properties by first considering an idealized perfect crystal (i.e. an infinite
crystal with no defects or imperfections of any kind), whose high symmetry makes
analytical calculations possible [4]. Real crystals, which always have defects, can
then be treated by perturbing around this idealized starting point.
Although they lack this symmetry, many disordered solids exhibit common fea-
tures, including a characteristic temperature dependence of the heat capacity and
thermal conductivity [80] and brittle response to mechanical load [68]. These com-
monalities suggests that an underlying physical principle could be at work, influ-
2
encing the behavior of a vast range of systems that appear to share only a dearth of
crystalline order. To this end, the so-called “jamming scenario” [60, 61, 73] stipu-
lates that the onset of rigidity caused by, for example, lowering the temperature of a
glass-forming liquid, lowering the stress applied to a foam, or increasing the density
of a colloidal suspension are manifestations of an umbrella concept called jamming.
The utility of this approach is that there is an ideal case where the rigidity transi-
tion is controlled by a critical point. While it remains to be seen whether or not this
critical point influences the glass transition itself, there is mounting evidence that
the properties of the glass, as well as that of other disordered solids, can indeed be
understood from within the context of the jamming scenario.
1.2 Jamming as a unifying concept
In 1998, Liu and Nagel proposed [60] that the onset of rigidity in many different
disordered systems may be viewed as manifestations of a single concept: jamming.
The connection is made through the so-called jamming phase diagram, which is
reproduced in Fig. 1.1 with permission from Ref. [61]. In this paradigm, a disordered
system is unjammed (behaves like a fluid) when it is at high temperature, high
applied stress and low density; lowing the temperature, lowering the applied stress,
or increasing the density can then cause the system to become rigid and jam (behave
like a solid). For example, the glass transition exists on the zero stress plane, when
a glass-forming liquid in the unjammed phase is cooled at constant density, and
3
Figure 1.1: The jamming phase diagram – reproduced with permission from Ref. [61]. Outside
the shaded green region, at high temperature T , applied shear stress Σ, and high inverse density
1/φ, the system is unjammed and can flow; inside the shaded green region, the system is jammed.
The lines in the (T − 1/φ) and (1/φ− Σ) planes represent the generic dynamical glass transition
and yield stress, respectively. The point “J” marks the jamming transition for ideal spheres at
zero temperature and applied stress.
a jammed suspension in the zero temperature plane flows (unjams) when sheared
past its yield stress.
Furthermore, the jamming phase diagram for systems composed of frictionless
soft spheres has a critical point, called the jamming point or point J, on the zero
temperature and zero stress axis [60, 61, 72, 73]. This realization sparked tremen-
dous enthusiasm because the presence of a critical point allows jamming to be
studied in its purest form, and soft sphere packings have since been referred to as
“the ‘Ising model’ for jamming” [109]. If we can develop a theory for the jamming
of frictionless soft spheres, then it may be possible to understand real disordered
materials in terms of how they differ from this ideal case.
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Frictionless soft spheres are described by a short-ranged, purely repulsive pair-
wise interaction that is described in detail in Sec. 2.1. The essential characteristics
are 1) spheres have a well defined radii, 2) two non-overlapping spheres do not in-
teract with each other, and 3) spheres are allowed to overlap (as opposed to hard
sphere models) but repel each other when they do. There are no other forces or
interactions in the system. Thus, at zero temperature and zero applied stress, force
balance must be satisfied on every particle and the entire system sits in a local
minimum of the total energy.
At low packing fractions, φ, there is enough room for all the particles to avoid
making contact with each other. With no interactions at all, the system is in
a “mechanical vacuum;”1 the energy is zero and the energy landscape is locally
flat. Bulk quantities like the pressure and elastic constants vanish – the system
is not jammed. As the packing fraction is increased to a critical φc, there is a
sudden rigidity transition that is marked by the simultaneous onset of a number of
quantities, including the energy, pressure, bulk modulus, and shear modulus [73],
indicating that the system has indeed gained rigidity. Conceptually, this occurs
when particles can no longer avoid each other and are forced to overlap. From
the perspective of the energy landscape, this corresponds to the local minimum
transitioning from being highly degenerate (flat) to being point-like.2
The presence of particle-particle contacts is quantified by the contact number,
1This phrase is attributed to Martin van Hecke.
2The energy landscape is still locally flat in a few directions, corresponding to the motion of rattlers.
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quantity scaling
contact number Z − Ziso ∼ (φ− φc)1/2
pressure p/keff ∼ (φ− φc)
bulk modulus B/keff ∼ (φ− φc)0
shear modulus G/keff ∼ (φ− φc)1/2
frequency scale ω∗/
√
keff ∼ (φ− φc)1/2
rigidity length `∗ ∼ (φ− φc)−1/2
transverse length `T ∼ (φ− φc)−1/4
Table 1.1: Power-law scalings near the jamming transition. All scalings are independent of
dimensionality and are observed numerically over many decades in φ − φc. All effects associated
with the form of the interaction potential are included in the effective spring constant, keff, which
scales as keff ∼ (φ− φc)α−2 (see Eq. (2.1.1) details).
Z, which is the average number of contacts at each particle. At φc, there is a
sharp jump in Z from zero to the isostatic contact number, Ziso. The notion of
isostaticity dates back to Maxwell and refers to a balance between the number of
constraints (contacts) and number of degrees of freedom (particle positions), so
that Ziso is approximately twice the dimensionality of space (see Chapter 5 for a
thorough analysis of this that includes finite-size corrections to Ziso).
Scaling above φc
Numerous quantities exhibit clean power-law scaling as the packing fraction is in-
creased above φc. Many of the exponents are found to be very close to simple
rational numbers, but it is possible that some or all of them actually deviate
slightly. Here, we will review the scaling in the infinite size limit and assume
that all exponents are simple rational numbers. As the packing fraction increases
6
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φ−φc
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100
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Figure 1.2: The pressure, excess contact number, shear modulus, and bulk modulus as a function of
the excess packing fraction for packings of N = 8192 polydisperse disks with harmonic interactions
(α = 2) in two dimensions. Here, φc is found to be φc ≈ 0.8451. The solid black lines have slopes
1/2 and 1.
past φc, particles in contact begin to overlap and new contacts are formed. The
excess contact number, Z − Ziso, increases with the excess packing fraction as
Z − Ziso ∼ (φ − φc)1/2, for small φ − φc [28, 73]. Additionally, the pressure in-
creases from zero as p/keff ∼ (φ − φc) [28, 73], where keff is the average effective
spring constant and accounts for trivial differences in scaling caused by the exact
form of the interaction potential (see Eq. 2.1.1). Most of this thesis will focus on
harmonic interactions where keff ∼ const and does not affect the scaling. The bulk
modulus, B, and the shear modulus, G, scale as B/keff ∼ (φ − φc)0 ∼ const and
G/keff ∼ (φ−φc)1/2, respectively, so that G/B ∼ (φ−φc)1/2 [28, 73]. These scalings
are summarized in Table 1.1 and shown in Fig. 1.2.
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For finite-size systems, these relations are complicated by the fact that φc fluc-
tuates from one system to another [73]. In fact, the observed values of φc form a
distribution whose width scales as N−1/2, where N is the number of particles. To
account for this, one approach would be to subtract the φc for each system individu-
ally, but this is difficult because when a system at its φc is compressed, the particles
will rearrange and the relevant φc for the compressed system is not necessarily the
same as the original φc. It has therefore become common practice to treat p/keff
as a proxy for φ − φc. This is especially simple for harmonic interactions where
φ − φc ∼ p. Since work presented in this thesis uses harmonic interactions almost
exclusively, data will repeatedly be shown as a function of pressure.
Length scales and the density of states
One of the most important quantities to understand when studying a solid is the
density of vibrational states, D(ω), particularly at low frequency ω. For crystals,
low frequency modes are plane waves, and their density scales as D(ω) ∼ ωd−1
in d dimensions. This is the canonical Debye scaling that is observed regardless of
crystal structure. Sphere packings above the jamming transition, however, exhibit a
new class of vibrational modes that are disordered and completely overwhelm plane
waves [73, 89]. These excess modes result in a plateau in the density of states at
low frequency (see Fig. 1.3) that extends down to a characteristic frequency called
ω∗. This characteristic frequency vanishes at the jamming transition and scales as
8
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Figure 1.3: Left: Density of states, D(ω), for 2d packings of N = 2048 harmonic disks at pressures
of 10−6 (blue), 10−5, 10−4, 10−3, 10−2, and 10−1 (red). Right: The density of states collapses at
low frequency when ω is divided by p1/2, suggesting a frequency scale ω∗ ∼ p1/2 ∼ (φ− φc)1/2.
ω∗/
√
keff ∼ (φ−φc)1/2, so that at the jamming transition D(ω) ∼ const in the limit
ω → 0+ [73, 89].
The density of states and the scaling of ω∗ can be understood in terms of a
length scale, called `∗, that diverges at the jamming transition and scales as `∗ ∼
(φ− φc)−1/2 [114]. The so-called “cutting argument” that predicts this length and
rationalizes the ω∗ scaling is reviewed in detail in Sec. 4.1.2. A second length scale
was also identified [89] from the transverse component of the Fourier transform of
modes at ω∗. This “transverse length” also diverges at the jamming transition but is
smaller than `∗, scaling as `T ∼ (φ− φc)−1/4 [89]. Chapter 4 discusses these length
scales and shows that they can both be understood in terms of rigidity against
different types of boundary perturbations.
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1.3 Outline
The remainder of this dissertation focuses on two primary goals: 1) to further de-
velop the theory of the jamming transition for ideal soft spheres, and 2) to under-
stand how this theory fits in to, enhances, and develops our overall understanding
of solids. It is organized as follows. Chapter 2 gives significant details regarding
the numerical procedures used throughout this thesis. Later chapters will still con-
tain enough information to be understood on their own, but this chapter provides
much more detail. A major motivation for this chapter is to document precisely the
protocol used to generate sphere packings at very low pressure, as well as include
“tricks of the trade” that have been accumulated over the years in the hope that
someone may find them useful in the future.
Chapters 3-5 discuss studies into the critical nature of jamming. Chapter 3,
whose contents appear in Refs. [44] and [42], discusses the validity and utility of the
harmonic approximation in the study of the jamming transition, which was recently
called into question by Refs. [6, 85, 87]. We show that above the transition (φ > φc),
the harmonic approximation is valid for any system size, which is important because
our understanding of jammed solids, like that of crystalline solids, is based to a large
degree on the theory of linear elasticity and the density of states, both of which are
defined in the linear regime. This result validates the use of these quantities in later
chapters.
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Chapter 4, whose contents appear in Refs. [40] and [84], discusses the two diverg-
ing length scales `∗ and `T. First, we re-derive `∗ in terms of rigid clusters, which
overcomes a number of difficulties in the original “cutting argument” [114, 115] and
allows us to directly measure the length and verify its scaling numerically. We then
show that `T also arises naturally as a rigidity length scale, but here the rigidity is
with respect to a more subtle class of boundary deformations that does not affect
the connectivity of the packing.
Chapter 5, whose contents appear in Refs. [39] and [41], discusses the effects
of finite size on the jamming transition. Since rigidity is a global property (ei-
ther the entire system is jammed or the entire system is unjammed), finite size has
subtle and nontrivial effects on even the very definition of jamming. Various jam-
ming criteria are discussed, along with corresponding ensembles that fulfill these
requirements. We also present an extensive analysis of finite-size scaling in the ex-
cess contact number and elastic constants. This includes an analysis of anisotropy,
which is inherently a finite-size effect because jammed packings are isotropic in the
thermodynamic limit.
In Chapter 6, whose contents appear in Ref. [43], we take a step back and discuss
the role of jamming in our overall understanding of solids. We propose that the
physics of the jamming transition represents an extreme limit of mechanical behav-
ior, which we dub the “anticrystal.” In this paradigm, the anticrystal represents a
pole that sits opposite to the perfect crystal and provides an equally valid starting
11
point for the study of solids. Ordinary matter should then be thought of as existing
somewhere on the continuum between these two idealized limits: in some cases it
makes sense to describe its properties starting from the perspective of a crystal,
while in other cases it is more appropriate to describe it from the perspective of a
jammed solid.
Finally, Chapter 7, whose contents appear in Ref. [45], shows that one of the
fundamental features of jamming, that G/B → 0 at the transition, is really a special
case of a more fundamental principle for disordered solids: independent bond-level
response. This new principle states that the way an individual bond contributes to
one global property (such as the shear modulus) is independent of how it contributes
to another (such as the bulk modulus). Therefore, using a simple and experimentally
relevant procedure to remove specific bonds from a disordered spring network, we
can tune G/B to either the incompressible limit, G/B → 0, or the auxetic limit,
G/B → ∞. This principle of independent bond-level response allows the different
global responses of a disordered system to be manipulated independently of one
another and provides a great deal of flexibility in designing materials with unique,
textured and tunable properties.
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Chapter 2
General numerical methods
This chapter serves a few purposes. First, it provides complete and precise defini-
tions for many standard quantities that are considered throughout this thesis. It
is my experience that in the literature, quantities can fluctuate by factors of 2 or
N/V (number of particles per unit volume), so my hope is that this will help make
my results more reproducible. In addition, much of my work uses sphere packings
that were created at logarithmically spaced pressure intervals, and therefore very
closely approach the jamming transition. This chapter will describe the nontrivial
protocol used to create an extensive database of such states, including detailed nu-
merical procedures and “tricks of the trade.” Finally, we will briefly discuss linear
response, including normal modes of vibration and the linear elastic constants, with
an emphasis on numerical procedure.
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My hope is that someone wishing to reproduce my results will find this chapter
extremely useful, but my expectation is that a more casual reader can use it as a
reference or skip it entirely.
2.1 Packings of soft spheres
Consider a system of N particles of mass M in a d dimensional simulation box with
linear length L and periodic boundary conditions in each direction. Let rm and Rm
be the position and radius of particle m, respectively. Two particles, m and m′,
interact with a pairwise potential of the form
Umm′ =


α
(
1− rmm′
Rm+Rm′
)α
if rmm′ < Rm +Rm′
0 otherwise,
(2.1.1)
where  sets the energy scale, α ≥ 2, and
rmm′ ≡ |rm′ − rm| (2.1.2)
is the distance between the centers of the two particles. Equation (2.1.1) represents
a one-sided repulsive spring-like interaction, in which particles repel when they
overlap but do not otherwise interact. This is called the “soft sphere” class of
potentials. The exponent α has typical values of α = 2 (leading to “harmonic” or
“Hookian” interactions) and α = 2.5 (leading to “Hertzian” interactions).
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Note that Eq. (2.1.2) implicitly accounts for the periodic boundary conditions;
a particle will never interact with multiple images of another particle provided that
L > 4 max(Rm), which we will always enforce. The units of length, mass, and energy
are Davg, M , and  respectively, where Davg ≡ N−1
∑
m 2Rm is the average particle
diameter. The units of all quantities in this thesis are given by the appropriate
combination of these three.
2.1.1 Additional definitions
Total energy (U) – The only interactions in the system come from Eq. (2.1.1), and
the total energy is given by
U =
∑
〈m,m′〉
Umm′ . (2.1.3)
〈m,m′〉 means that the sum is over all pairs of interacting particles.
Packing fraction (φ) – The packing fraction is the ratio of the volume of the spheres
to the total volume, and is given by
φ =
1
V
∑
m
Vm, (2.1.4)
where V = Ld is the volume and Vm is the volume of sphere m (i.e. Vm = piR
2
m
in 2d and Vm =
4
3
piR3m in 3d). Note that when two spheres overlap, this definition
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double counts the overlapping region and it is therefore possible for φ to be greater
than 1. This is different from the “experimental” definition of the packing fraction
that does not double count.
Stress tensor (σij) – The d by d stress tensor is given by
σij =
1
V
∑
〈m,m′〉
(
∂U
∂r
)
rirj
|r| , (2.1.5)
where the subscripts on Umm′ and rmm′ are implied, and i and j index spatial di-
mensions.
Pressure (p) – The pressure is related to the trace of the stress tensor and is given
by
p = −1
d
Tr σ. (2.1.6)
Rattler – In a jammed packing, a rattler is a particle that is not part of the rigid,
jammed backbone of the system. Any contacts it might have are marginal (meaning
the particles are just touching and have negligible overlap), and the particle does not
contribute at all to the overall rigidity or other mechanical properties of the system.
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Since a non-rattler must have at least d+1 contacts to be geometrically constrained,
we define a rattler as a particle that is in contact with fewer than d+1 non-rattlers.1
Number of “participating” particles (Npp) – This is just the number of particles
minus the number of rattlers. It is often convenient to ignore the rattlers in static
calculations, and this is the effective number of particles. However, it is quite com-
mon (both in the literature and in this thesis) for N to implicitly mean the number
of “participating” particles.
Number of contacts (Nc) – The total number of contacts in the system, not includ-
ing any (marginal) contacts associated with rattlers.
Contact number (Z) – Also known as the coordination number, the contact number
is the average number of contacts per particle, ignoring rattlers. This quantity is
only sensible when the interaction potential has a well-defined and sharp cutoff, as
is the case for soft spheres. The contact number is given by
Z =
2Nc
Npp
. (2.1.7)
1Some people also include a geometrical requirement that there is no d dimensional hemisphere without a
contact. My experience is that this additional requirement has little to no effect and that the d+ 1 requirement is
sufficient, though it is important to keep this in mind.
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Fabric tensor (Fij) – The fabric tensor is a measure of structural anisotropy and is
given by
Fij =
2
Npp
∑
〈m,m′〉
rirj
|r|2 . (2.1.8)
Note that Z = TrF .
2.2 Preparation of state databases
2.2.1 Energy minimization details
At zero temperature, a system of soft spheres always sits at a local energy min-
imum so that force balance is satisfied on all particles. The energy is minimized
by running the so-called FIRE algorithm [8]. In the past I have used a number
of standard nonlinear optimization algorithms, including Conjugate Gradient (CG)
and L-BFGS, but given its speed, ease of implementation, and sensitivity to shallow
features in the energy landscape, I now recommend the exclusive use of the FIRE
algorithm. Reference [8] suggests values for all of the parameters in the algorithm
except for the baseline MD simulation time step, ∆tMD. Based on trial and error
to maximize efficiency, I use ∆tMD = 0.02.
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Any minimization algorithm will run until a certain stopping condition is met.
The stopping condition I use is
|fα| < ftol (2.2.1)
for all α, where α ∈ [1, dN ], fα is a component of the Nd dimensional vector of forces
on particles, and ftol is some small tolerance.
2 In other words, the minimization
algorithm will continue to run until Eq. (2.2.1) is satisfied for all α. I use a tolerance
of ftol = 10
−13.
Note that many optimizations algorithms use changes in energy as a stopping
condition, meaning that the algorithm is considered to have converged when the
energy stops decreasing. Due to rounding errors in the calculation of the energy,
however, changes in energy typically reach machine precision well before Eq. (2.2.1)
is satisfied. Therefore, one can do a much better job of obtaining a mechanically
stable state by only looking at the gradient of the energy.
2.2.2 Procedure for generating configurations
The goal here is to generate configurations at specific pressures with logarithmic
spacing. Consider a set of target pressures, for example: ptarget = 10
−1, 10−1.2,
10−1.4, ..., 10−8. Configurations of N total particles are generated at each of these
2In principle, you want the residual net forces in the system to be much smaller than the typical force scale
in the system, which in our case is proportional to the pressure. In practice, however, we are limited by machine
precision, and our approach (Eq. (2.2.1)) is to do “as good as can reasonably be expected.” One can then decide
if the residual forces in a configuration at a particular pressure are sufficiently small for his or her purposes.
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pressures as follows.
1. Using a uniquely seeded random number generator, place all the particles at
random in the simulation box and set the packing fraction to be φ = 1.0,3
which is a crude approximation for the packing fraction at the largest target
pressure.
2. Minimize the energy and calculate the pressure (p) and the bulk modulus (B).
See Sec. 2.2.1 for details on energy minimization and Sec. 2.3.3 for details on
calculating the elastic moduli.
3. Set ptarget to be the largest of the target pressures (e.g. ptarget = 10
−1).
4. With the current configuration, repeat the following steps until the pressure
satisfies
∣∣∣∣ptarget − pptarget
∣∣∣∣ < ptol, (2.2.2)
where we use a tolerance of ptol = 0.01.
4
(a) Change the packing fraction of the system according to the difference
between the pressure and the target pressure. Assuming the harmonic
3Recall that our definition of the packing fraction double counts the volume of overlapping regions, meaning
that φ can be made arbitrarily large.
4This typically only needs to be repeated 1-2 times. If the pressure has not converged in 6 cycles, the loop is
exited and the configuration is not included in the database.
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approximation, set
φ→ φ+ η
[
φ+ (ptarget − p)
B
]
, (2.2.3)
where the constant η is initially set to 1.
(b) Re-minimize the energy and calculate the pressure (p) and the bulk mod-
ulus (B).
(c) If the system is not jammed5 return the system to the previous state and
set η → 0.5η.
(d) If the system is jammed but does not satisfy Eq. (2.2.2), set η → 1.
5. If this is successful, we now have a mechanically stable configuration whose
pressure is sufficiently close to the target pressure. Now change the target
pressure to the next largest (e.g. 10−1.2) and repeat the procedure in Step 4.
Repeat this for all of the target pressures.
2.2.3 Database details
In the procedure described above, there are a number of parameters that describe
the setup of the system. These are the number of particles (N), the potential (e.g.
harmonic, Hertzian), the dimensionality of space (2d or 3d), and the distribution of
5There are numerous signatures of the jamming transition that can be used to determine if a system is jammed.
However, many of these (e.g. the energy, pressure, shear modulus, or bulk modulus for non-harmonic interactions)
require an arbitrary threshold to distinguish zero from non-zero. To avoid this ambiguity, I only check that 1) not
every particle is a rattler and 2) the number of contacts, Nc, satisfies the relation Nc−d(Npp−1) ≥ 1. While these
tests may not technically be sufficient to determine if a system is jammed (depending on one’s preferred definition
of jamming), they are sufficient for the algorithm to proceed.
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particle radii (e.g. mono-disperse, bi-disperse, etc.). In addition, there is the choice
of the seed for the random number generator, which allows for many independent
configurations with otherwise identical parameters. A database set, which is the set
of all generated states with the same N , potential, dimension and radii distribution,
is created as follows.
For a given seed and set of parameters, the procedure described in Sec. 2.2.2
generates Nptarget configurations, one for every target pressure. A number of checks
are then performed on each of the Nptarget states, and if any of these tests fail for any
configuration, then all Nptarget configurations are thrown out. Otherwise, they are
added to the database. Therefore, there is a well-defined correspondence between
states at different pressures.6 This is then repeated many times with different seeds
until there is a predetermined number (e.g. 5000) of “successful” configurations at
each pressure.
The tests are:
1. Not all particles are rattlers: Npp > 0.
2. The number of contacts satisfies the theoretical lower bound: Nc−d(Npp−1) ≥
1.
3. The pressure is sufficiently close to the target pressure: see Eq. 2.2.2.
4. Energy minimization successfully converged.7
6For example, in a particular database set, the 43rd configuration at ptarget = 10−6.2 will be the configuration
that was directly derived from the 43rd configuration at ptarget = 10−6.
7Note: After minimization, Eq. (2.2.1) is satisfied for every degree of freedom α. However, rattlers are always
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5. All standard quantities are reproducible, meaning the configuration can be
successfully saved and reloaded. This is primarily an i/o consistency check.
Distribution of particle radii
There are a number of ways we can choose the radius of each particle. The simplest
is to have them all be equal (monodisperse), but in two-dimensional packings this
leads to a high degree of local crystalline order. Instead, it is common to frustrate
the system by introducing some polydispersity. A typical example is to have a
mixture of 50% small and 50% large particles, where Rlarge/Rsmall = 1.4. While this
is a very common choice, it still leads to a non-negligible amount of crystallinity, as
discussed in Sec. 5.2.1. Therefore, I have sometimes used a polydisperse distribution
where the radii are evenly spaced with the ratio of the largest divided by the smallest
is 1.4.
removed before doing any calculations. While most rattlers have zero contacts, some have up to d contacts, all of
which can cary loads of order ftol. Therefore, removing rattlers (and all associated interactions) can affect the net
force on neighboring particles by order ftol. It is therefore possible that Eq. (2.2.1) is satisfied before rattlers are
removed but not after. To account for this, I calculate the force vector after removing rattlers and require that
|fα| < 10ftol. (2.2.4)
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2.3 The harmonic approximation and linear response
Let {uα}, where α ∈ [1, dN ], be some set of collective particle displacements. A
Taylor expansion of the total energy about u = 0 gives
U = U0 − F 0αuα + 12D0αβuαuβ + 13!T 0αβγuαuβuγ + ... (2.3.1)
Here, U0 is the energy of the initial system and ~F 0 gives the net force component
on every particle, F 0α = − ∂U∂uα
∣∣
u=0
. The dynamical matrix D0 (also referred to as
the “Hessian”) is given by the second derivative of the energy, D0αβ =
∂2U
∂uα∂uβ
∣∣
u=0
,8
and the tensors T 0, etc. are given by higher-order derivatives. The “0” superscripts
emphasize that the derivatives are evaluated at u = 0, although going forward this
will be dropped to avoid unnecessary clutter.
If the system is mechanically stable, then Fα = 0 for all α. The harmonic
approximation is obtained by truncating Eq. (2.3.1) after the second order term:
U − U0 ≈ 1
2
D0αβuαuβ. (2.3.2)
Chapter 3 provides an in-depth analysis of when this approximation is justified.
Under the harmonic approximation, the system behaves as a many body harmonic
oscillator.
8Note that the 1/M term that typically appears in the dynamical matrix is omitted here because we are explicitly
setting M = 1 for all particles.
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2.3.1 Normal modes of vibration
The linearized equations of motion are
u¨ = −Du. (2.3.3)
Equation (2.3.3) can be solved by projecting onto the nth eigenvector en of D:
eTn u¨ = −λn(eTnu), (2.3.4)
where λn is the nth eigenvalue. This has the solution
eTnu(t) = e
T
nu(0)e
it
√
λn . (2.3.5)
Thus, the eigenvectors of D are the normal modes of vibration of the system and
the eigenvalues give the square of the corresponding characteristic frequencies. If a
system is mechanically stable, then all the eigenvalues should be strictly positive,
except for the d modes that correspond to global translation9 and have eigenvalue
zero.10 The density of normal modes as a function of frequency is referred to as the
density of states, D(ω) (not to be confused with the dynamical matrix, D), and is
of fundamental interest.
Numerical diagonalization of large matrices, such as the dynamical materix,
9As we are considering systems with periodic boundary conditions, we do not get zero modes associated with
global rotation.
10This statement assumes that rattlers have been removed. Otherwise additional zero modes would exist.
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is a notoriously difficult problem; computation time is typically O(N3) and the
O(N2) memory required to store the matrix and eigenvectors can become pro-
hibitive. I predominantly use the numerical package ARPACK (and the C++
wrapper ARPACK++), which has two primary advantages. 1) Due to the short
range nature of the interaction potential in Eq. (2.1.1), the dynamical matrix is ex-
tremely sparse, with only order N non-zero values. ARPACK uses algorithms that
are designed for very large and sparse matrices. 2) It is often the case that we only
care about the smallest eigenvalues and their corresponding eigenvectors. ARPACK
allows you to calculate, for example, only the 100 eigenvectors with the smallest
eigenvalue. Since the size of the matrix can be up ∼ 105 or more, this is significantly
more efficient. Although getting ARPACK to work can be troublesome, I highly
recommend it for anyone needing to diagonalize large sparse matrices.11,12
2.3.2 Hooke’s law
If an external force f ext is applied to the system, force balance will no longer be
satisfied. The resulting response of the system u is obtained to linear order by
11ARPACK can have some difficulty when it encounters highly degenerate eigenvalues. For example, there have
been times when I knew precisely how many zero eigenvalues the matrix had, but if I requested precisely that
many eigenvectors, ARPACK would miss some of the zero modes and instead give me eigenvectors with positive
eigenvalue. However, if I requested, say, 100 additional eigenvectors, then it would correctly find all the zero modes.
As a rule of thumb, I always request at least 100 modes, and if I am interested in a degenerate spectrum, I always
request at least 100 more than my estimate for the size of the degeneracy.
12ARPACK has a “shift and invert” mode that supposedly can be significantly faster and allow you to find modes
anywhere in the spectrum. However, I have had some difficulty getting this to work properly. While this may reflect
more on me than on ARPACK itself, I nonetheless leave this as a warning.
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solving13
Du = f ext. (2.3.6)
I solve Eq. (2.3.6) numerically using UMFPACK (part of the SuiteSparse package14)
which efficiently computes an LU decomposition on large sparse matrices. Of its
many advantages, this allows you to solve Eq. (2.3.6) for many different f ext without
having to recalculate the LU decomposition.
2.3.3 Linear elasticity
Consider a global deformation (e.g. compression or shear) that is given to lowest
order by the linearized symmetric strain tensor ij. To second order in , the change
in energy ∆U is given by
∆U
V
= σijij +
1
2
cijklijkl + ... (2.3.7)
where V is the volume, σij is the initial stress tensor and cijkl is the elastic modulus
tensor. It is convenient to express this in terms of the enthalpy-like quantity H ≡
13Technical note: D is positive semi-definite, not positive definite, because it has zero frequency modes that
correspond to global translations (as well as to motion of rattlers if they have not been removed). Therefore,
inverting D to solve for the response is ill-defined. Rattlers have no affect on linear response and can be completely
ignored. To suppress the translational modes, I simply add εI to the dynamical matrix, where I is the identity and
ε is order 10−12. This effectively adds a very weak tether to each particles and makes D positive definite, raising
each zero mode to ε. Numerically, this suppresses drift along the zero modes but has essentially zero effect on the
non-trivial response.
14See http://faculty.cse.tamu.edu/davis/suitesparse.html.
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U − σij ji V :
∆H
V
=
1
2
cijklijkl + ... (2.3.8)
The symmetries of ij (i.e. ij = ji) imply the following symmetries in the elastic
modulus tensor:
cijkl = cjikl = cijlk = cklij. (2.3.9)
When no further symmetries are assumed, this reduces the number of independent
elastic constants from d4 to 1
8
d(d + 1)(d2 + d + 2), which is 6 in 2 dimensions and
21 in 3 dimensions. Note that for an isotropic system, this reduces further to just
the bulk modulus and the shear modulus. We can calculate the components of cijkl
by imposing various strain tensors and calculating the change in energy to linear
order.
A linearized symmetric strain tensor ij is imposed by transforming all distance
vectors r affinely according to
ri → ri +
∑
j
ijrj. (2.3.10)
When a disordered system undergoes such a transformation, force balance will no
longer be satisfied and the particles will exhibit a secondary response. If f ext is the
Nd dimensional vector of net forces on the particles, then we can use Eq. (2.3.6)
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to solve for the secondary, non-affine displacements. By adding the affine and non-
affine displacements, it is straight forward to calculate the total change in energy
and back out cijkl.
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Chapter 3
Contact nonlinearities and the
validity of linear response
3.1 Introduction
The harmonic approximation of an energy landscape is the foundation of much of
solid state physics [4]. Calculations that invoke this simplifying assumption are
said to be in the linear regime and are responsible for our understanding of many
material properties such as sound propagation and the elastic or vibrational response
to small perturbations [4, 57]. While the harmonic approximation is not exact and
breaks down for large perturbations, the existence of a linear regime is essential to
our understanding of ordered solids.
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While the lack of any periodic structure has long made amorphous materials
difficult to study, the past decade has seen significant progress towards uncovering
the origin of commonality in disordered solids by way of the jamming scenario [61].
Specifically, numerous studies of the jamming transition of athermal soft spheres
have exploited the harmonic approximation to reveal a non-equilibrium phase tran-
sition [30, 39, 60, 61, 73, 86, 89, 114, 117]. Near this jamming transition, the shape
of the landscape near each minimum is essentially the same within the harmonic
approximation – for example, the distribution of curvatures around the minimum,
which is directly related to the density of normal modes of vibration, is statisti-
cally the same for the vast majority of energy minima. As a result, linear response
properties such as the elastic constants can be characterized by a single property of
the minimum, such as its energy, pressure or contact number, which quantifies the
distance from the jamming transition for that state. This powerful property forms
the basis of the jamming scenario, which has been shown to explain similarities in
the mechanical and thermal properties of many disordered solids.
However, the jamming scenario is based on systems with finite-ranged potentials.
It was pointed out by Schreck et al. [85] that for such potentials, breaking and
forming contacts are a source of nonlinearity and they concluded that the harmonic
approximation should not be valid for disordered sphere packings in the large-system
limit even for infinitesimal perturbations. Without a valid linear regime, quantities
like the density of vibrational modes and elastic constants are ill defined. Thus,
their claim calls into question much of the recent progress that has been made in
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understanding the nature of the jammed solid.
In this chapter, we examine the effect of nonlinearities in jammed sphere pack-
ings. As we discuss in Sec. 3.2, there are two distinct classes of nonlinearities: ex-
pansion nonlinearities are those that can be understood from the Taylor expansion
of the total energy about the local minima, while contact nonlinearities are those
arising from particles coming in and out of contact. Hentschel et al. [49] recently
asked whether expansion nonlinearities destroy the linear regime in the thermo-
dynamic limit. By considering carefully the proximity of the system to a plastic
rearrangement, which is often preceded by a vibrational mode with vanishing fre-
quency, they concluded that the elastic moduli are indeed well defined. Here, we
provide a detailed analysis of the effect of contact nonlinearities; just as Hentschel
et al. found that expansion nonlinearities do not invalidate linear response in the
thermodynamic limit, we find that the same is true for contact nonlinearities. Our
main results are presented in Sec. 3.3, where we show that packings at densities
above the jamming transition have a linear regime in the thermodynamic limit de-
spite an extensive number of altered contacts. We then discuss finite-amplitude
vibrations in Sec. 3.4, and conclude in Sec. 3.5 with a discussion of our results and
their implications for the jamming scenario.
One somewhat counterintuitive result is that for intrinsically anharmonic poten-
tials such as the Hertzian potential, contact nonlinearities do not affect the harmonic
approximation in the limit of small displacements. Such nonlinearities only pose a
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danger for Hookian repulsions, but even in that case, there is a well-defined linear
regime in the thermodynamic limit for any density above the transition, contrary
to the conclusions of Ref. [85]. Thus, our results show that the harmonic approxi-
mation is on footing that is as firm for disordered solids as it is for ordered solids.
3.2 The harmonic approximation and its leading nonlinear
corrections
We consider athermal packings of N soft spheres in d dimensions that interact with
the pair potential
Vmn(r) =


α
(
1− r
σ
)α
if r < σ
0 if r ≥ σ.
(3.2.1)
Here, r is the center-to-center distance between particles m and n, σ is the sum of
the particles’ radii,  ≡ 1 sets the energy scale, and α ≥ 2 determines the power
law of the interactions. Such packings jam when the packing fraction φ exceeds a
critical density φc, and we will use the excess packing fraction, ∆φ ≡ φ − φc, as a
measure of the distance to jamming.
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The harmonic approximation is obtained from the expansion of the total energy:
U ≡
∑
m,n
Vmn(r) (3.2.2)
= U0 − F 0i ui + 12D0ijuiuj + 13!T 0ijkuiujuk + ... (3.2.3)
where the indices i, j, k run from 1 to dN and index the d coordinates of each
of the N particles, and the dN -dimensional vector ~u represents some collective
displacement about the initial positions. It will be useful to denote the magnitude
of ~u as δ and the direction as uˆ, so that ~u = uˆδ. U0 is the energy of the initial
system. ~F 0 gives the net force component on every particle, F 0i = − ∂U∂ui
∣∣
~u=0
, which
vanishes if the system is mechanically stable. The dynamical matrix D0 is given
by the second derivative of the energy, D0ij =
∂2U
∂ui∂uj
∣∣
~u=0
, and the tensors T 0, etc.
are given by higher-order derivatives. The “0” superscripts emphasize that the
derivatives are evaluated at ~u = 0.
The mechanical response of an athermal system of particles is governed by the
equations of motion,
miu¨i = Fi(~u), (3.2.4)
where mi is the particle mass and ~F (~u) is the vector of instantaneous forces, i.e.,
evaluated at ~u. Since Dij(~u) = −∂Fi(~u)∂uj , where D(~u) is the instantaneous dynamical
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matrix, this force is generically given by
Fi(~u) = −
∫
Dij(~u)duj, (3.2.5)
where the integral follows the trajectory of the particles from the mechanically
stable minima at ~u = 0 to the current configuration.
A mechanically stable system is said to be in the linear regime if the harmonic
approximation
U − U0 ≈ 1
2
D0ijuiuj (3.2.6)
is accurate enough to describe the phenomenon of interest. Under this assumption,
the dynamical matrix is constant and the equations of motion become linear:
miu¨i = −D0ijuj. (3.2.7)
The solutions to Eq. (3.2.7) are called the normal modes of vibration and are among
the most studied quantities in solid state physics.
3.2.1 Microscopic vs. bulk response
Importantly, the extent of the linear regime depends on the quantity one wishes to
measure; Eq. (3.2.7) might accurately describe one phenomena but fail to describe
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another. Thus, it is important to clarify the quantities of interest [44]. For crys-
talline solids, the linear approximation is often used to calculate bulk thermal and
mechanical properties, such as the elastic moduli and thermal conductivity. How-
ever, it is typically not used to predict exact microscopic details over long times.
If one were to perturb a system along one of its vibrational modes, for example,
the linear equations of motion predict simple oscillatory motion confined to the
direction of that mode. However, this is not what happens, since even very slight
nonlinearities can cause energy to gradually leak into other modes [4].
Clearly, the linear theory fails to describe such microscopic details, except for
the very special case where the harmonic approximation is exact, and one would not
expect disordered sphere packings to be an exception. However, linear response has
had tremendous success in predicting the bulk mechanical and thermal properties
of crystals. It is these bulk linear quantities, such as the normal modes and elastic
moduli, and not the details of microscopic response that are central to the theory
of jamming and will thus be the focus of the remainder of this chapter.
We will primarily be concerned with determining whether the harmonic approx-
imation is valid in the limit of infinitesimal displacements, δ. In other words, we
will be asking whether δ can be made small enough so that Eq. (3.2.7) accurately
describes bulk response. If so, then linear quantities such as the density of states
or the elastic constants are well-defined. While experimental measurements in real
systems necessarily involve nonzero displacements, our focus on the limit δ → 0
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Figure 3.1: Illustration of nonlinearities for packings of N = 64 particles with Hookian spring-like
interactions (α = 2, top) and Hertzian interactions (α = 2.5, bottom). Both systems are at a
pressure of 10−2. The red data shows the total energy U − U0 as the system is displaced by an
amount δ along its lowest non-zero mode. The black line gives the prediction of the harmonic
approximation, see Eq. (3.2.6). The difference between U −U0 and the predicted energy is shown
by the blue data, and the blue line has a slope of 3. The vertical dashed line represents the value
of δ where the contact network first changes, and the green data gives the magnitude of the change
in energy due to contact changes.
will reveal whether the lowest-order behavior can be ascertained from the harmonic
approximation.
To understand the breakdown of the harmonic approximation, it is useful to
separate nonlinear corrections into two distinct classes, as outlined below.
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3.2.2 Expansion nonlinearities
Expansion nonlinearities are those which are described by the higher order terms
in Eq. (3.2.3), and can thus be understood from derivatives of the total energy at
the energy minimum. However, provided the quadratic term 1
2
D0ijuiuj is positive in
all directions, δ can always be made small enough so that the higher order terms
become negligible.1 At the jamming transition, i.e. ∆φ = 0, the quadratic term
vanishes in some directions in configurational space,2 so the harmonic approxima-
tion fails. Away from the jamming transition, i.e. ∆φ > 0, however, the quadratic
term is indeed positive in all directions. (In all our calculations, we remove rattlers,
which correspond to zero-frequency modes, so that the dynamical matrix only con-
tains particles that are part of the jammed network.) Thus, although expansion
nonlinearities can be important and even dominate certain phenomena, they can-
not prevent a system from having a linear regime provided ∆φ > 0.
An easy way to observe expansion nonlinearities is to displace a system by an
amount δ in some direction uˆ and measure the energy as a function of δ. U − U0
can then be compared to the prediction of the harmonic approximation given by
Eq. (3.2.6). A typical example of this is shown in Fig. 3.1 for jammed packings of
particles with Hookian spring-like interactions (α = 2, top) and Hertzian interac-
tions (α = 2.5, bottom). The corrections to the harmonic approximation have clear
1It is not necessary for 1
2
D0ijuiuj to be positive in the directions of global translation because the energy
landscape in these directions is completely flat.
2At ∆φ = 0, the density of states is constant in the limit ω → 0+, see Fig. 1.3, so lim→0 1
∫ 
0 dωD(ω) > 0.
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cubic behavior at small δ. Note that they are present when α = 2: even a spring
network has expansion nonlinearities in dimension d > 1. This can be seen from
Eq. (3.2.3) by writing the tensor T 0ijk as
T 0ijk ≡
∑
m,n
∂3Vmn(r)
∂ri∂rj∂rk
=
∑
m,n
t
(
∂r
∂ri
∂r
∂rj
∂r
∂rk
)
− f
(
∂3r
∂ri∂rj∂rk
)
(3.2.8)
+ k
(
∂2r
∂ri∂rk
∂r
∂rj
+
∂2r
∂rj∂rk
∂r
∂ri
+
∂2r
∂ri∂rj
∂r
∂rk
)
,
where Vmn(r) is the pair interaction potential of Eq. (3.2.1), f ≡ −∂Vmn(r)∂r , k ≡
∂2Vmn(r)
∂r2
, and t ≡ ∂3Vmn(r)
∂r3
, and the terms ∂r
∂ri
, ∂
2r
∂ri∂rj
and ∂
3r
∂ri∂rj∂rk
are generically
nonzero.
Clearly, expansion nonlinearities are more dangerous when the harmonic term
is small. At the jamming transition (∆φ = 0), for example, there exist vibrational
modes with arbitrarily low frequency (see Fig. 1.3) that are thus highly susceptible
to expansion nonlinearities. Additionally, it is well known that plastic rearrange-
ments in athermal amorphous solids are preceded by a mode frequency going to
zero.3 Since the density of plastic rearrangements increases with system size, so too
does the likelihood that a mode exists with arbitrarily low frequency that is thus
highly susceptible to expansion nonlinearities. The effect that this has on the elastic
response was studied in detail by Hentschel et al. [49], who showed that the shear
modulus is well defined over a small linear regime. For the remainder of this chap-
3A notable exception is packings of particles with one-sided Hookian interactions.
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ter, we will focus on the second class on nonlinearities, the contact nonlinearities
introduced in Ref. [85], which we now discuss.
3.2.3 Contact nonlinearities
Unlike a true spring network, contacts in a sphere packing are allowed to form
and break. Since the total energy is a sum over particles in contact, nonlinearities
arise when the contact network is altered. Such contact nonlinearities cannot be
understood from derivatives of the energy at the minimum. For pair interactions
of the form of Eq. (3.2.1), the energy expansion of Eq. (3.2.3) is not analytic when
contacts form or break and the second derivative is discontinuous if α ≤ 2.
For the two systems in Fig. 3.1, the green data show the magnitude of the
change in energy due to altered contacts. The vertical dashed lines indicate the
minimum displacement magnitude, δc, required to change the contact network.
While the value of δc varies greatly depending on the realization and displacement
direction, Schreck et al. [85] showed that 〈δc〉 → 0 in two important limits. As
the number of particles increases, so too does the number of contacts and thus
the probability that some contact is on the verge of forming or breaking must also
increase. Similarly, all contacts are on the verge of breaking in a marginally jammed
system at ∆φ = 0. Therefore, the onset amplitude δc of contact nonlinearities
vanishes as either N →∞ or ∆φ→ 0 [85].
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3.2.4 Important limits
Due to the existence of a phase transition at the jamming point, the limits N →∞
and ∆φ→ 0 are of particular interest. When studying the leading order mechanical
properties of a solid, one also considers the limit of infinitesimal displacements, i.e.
δ → 0. However, the order at which these limits are taken is important. For
example, Schreck et al. showed that δc > 0 for finite ∆φ and N [85], so there is
a perfectly well-defined linear regime if δ → 0 is the first limit taken. This is the
standard order of limits taken, for example, in the harmonic theory of crystalline
solids [3].
We already saw that expansion nonlinearities can occur if one considers taking
the limit ∆φ → 0 before δ → 0, and the importance of these nonlinearities is em-
phasized in, for example, Refs. [38, 50, 73, 118]. Furthermore, Schreck et al. [85, 87]
showed that contact nonlinearities will also be present in this case, regardless of
system size. Thus, there is no linear regime at ∆φ = 0. This result was generalized
to finite temperatures by Ikeda et al. [50] and Wang and Xu [110], who indepen-
dently showed that the linear regime breaks down above a temperature T ∗ when
∆φ > 0.
Finally, for athermal systems above the jamming transition (∆φ > 0), contact
nonlinearities are unavoidable if we take the limit N → ∞ before δ → 0. Nev-
ertheless, we will show next that there is still a well-defined linear regime in this
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case.
3.3 The linear regime in the thermodynamic limit
In this section, we will show that there is always a well-defined linear regime in the
thermodynamic limit whenever ∆φ > 0. We will assume that T = 0 and that the
limit N →∞ is taken before the limit δ → 0 so that any infinitesimal displacement
δ |uˆ〉 changes the contact network, leading to contact nonlinearities. As discussed
above, we will primarily be concerned with establishing the existence of a linear
regime for bulk quantities, such as the elastic constants or heat capacity. Since
these quantities are described by the density of vibrational modes, D(ω), it will
suffice to show that D(ω) is insensitive to nonlinear corrections in the limit δ → 0.
This is not the case for microscopic quantities, such as the precise time evolution
following a particular perturbation to a particle or group of particles, which can be
highly sensitive to microscopic details that have no noticeable bulk effect.
We will first present a perturbation argument to show that changes to D(ω)
due to contact nonlinearities vanish in the thermodynamic limit as N−1 [44]. This
result is independent of potential and shows that linear response holds for bulk
quantities. We will then present a far simpler argument, based on the continuity of
the dynamical matrix for potentials with α > 2, that shows a clear linear regime
for both bulk and microscopic quantities [44]. Our results can be reconciled with
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those of Schreck et al. [85, 87] because they only look at microscopic quantities of
relatively small packings close to the transition.
3.3.1 Validity of bulk linear response
Here, we will construct a perturbation theory to describe the effect of contact non-
linearities on the vibrational modes and their corresponding frequencies. We will
begin by considering only a single altered contact and then extend the results to the
case of many altered contacts. We will assume that N−1  δ  1 so that contact
nonlinearities are unavoidable but all expansion nonlinearities can be ignored.
Let ∆D be the change in the dynamical matrix as a result of the change of a
single contact, so that the new dynamical matrix is D˜ = D0 + ∆D. Note that ∆D
is highly sparse with only 4d2 non-zero elements, where d is the dimensionality. We
now consider the effect of the perturbation ∆D on the eigenmodes of D0 (i.e., the
original normal modes of vibration).
Extended modes
Let |eˆn〉 and ω2n be the nth eigenmode and eigenvalue of D0, respectively. If a
normalized mode is extended, then every component will be of order N−1/2. For
now, we will assume that all modes are extended; the extension of the argument to
localized modes is discussed below. The change in the nth eigenvalue of D0 can be
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described by the expansion
∆ω2n ≡ ω˜2n − ω2n
= 〈eˆn|∆D |eˆn〉+
∑
m 6=n
|〈eˆm|∆D |eˆn〉|2
ω2n − ω2m
+ ... (3.3.1)
where ω˜2n is the eigenvalue of D˜ and 〈eˆn|∆D |eˆn〉 ∼ 〈eˆm|∆D |eˆn〉 ∼ N−1 because
the modes are extended and ∆D is highly sparse. While the first-order term clearly
scales as N−1, the higher-order terms depend on the mode spacing as well. Since the
probability distribution of eigenvalues does not depend on N , the average eigenvalue
spacing is proportional to N−1. If we assume that
∣∣ω2n − ω2m∣∣ > N−1, (3.3.2)
then all higher order terms in Eq. (3.3.1) are at most proportional to N−1.
However, just because the average mode spacing is of order N−1 does not mean
that all modes are separated by N−1. To account for the possibility of, for example,
two nearly degenerate modes, |eˆn〉 and |eˆm〉, that do not satisfy Eq. (3.3.2), we
explicitly solve the degenerate perturbation problem given by
V ≡
 〈eˆn|∆D |eˆn〉 〈eˆm|∆D |eˆn〉
〈eˆn|∆D |eˆm〉 〈eˆm|∆D |eˆm〉
 (3.3.3)
that treats the coupling between |eˆn〉 and |eˆm〉. The eigenvalues of V give the full
44
corrections to ω2n and ω
2
m from their mutual interaction with the perturbation ∆D.
The coupling with the other modes is given by Eq. (3.3.1), where terms involving
the two nearly degenerate modes are omitted.
Since the elements of V are all proportional to N−1, so too are its eigenvalues. We
have already shown that the non-degenerate effect is at most order N−1, so the full
effect of the perturbation on all eigenvalues ω2n must vanish in the thermodynamic
limit.
We can construct a similar expansion for the eigenvectors. The non-degenerate
case is given by
|e˜n〉 = |eˆn〉+
∑
m 6=n
〈eˆm|∆D |eˆn〉
ω2n − ω2m
|eˆm〉+ ... (3.3.4)
while the coupling between nearly degenerate modes that do not satisfy Eq. (3.3.2)
is given by the eigenvectors of V . As should be expected, the eigenvectors of V can
cause considerable mixing between the nearly degenerate modes. Furthermore, the
coefficients in front of |eˆm〉 in Eq. (3.3.4) do not vanish when |ω2n − ω2m| is of order
N−1. Thus, an eigenmode can mix with the few modes nearest in frequency, but the
eigenvalue difference between such modes vanishes as N−1. In the thermodynamic
limit, modes that are able to mix must already be degenerate, so distinguishing
between them is meaningless. It is clear that the mode mixing caused by the
perturbation ∆D cannot change the spectral density in the thermodynamic limit.
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Localized modes
We will now consider the effect of localized modes. We will show that localized
modes that overlap with the altered contact can change substantially, but their
presence does not affect the extended modes. Furthermore, since the number of
modes that are localized to a given region cannot be extensive, the total density
of states will be unaffected. Although we will consider modes that are completely
localized to a few particles, the arguments can be easily applied to quasi-localized
modes by including appropriate higher-order corrections.
If a localized mode does not overlap with the altered contact, then the matrix
elements in Eqs. (3.3.1) and (3.3.4) involving that mode are zero. In this trivial
case, the localized mode is unchanged and does not couple to any other modes.
However, if a localized mode does overlap with the altered contact, then the matrix
elements coupling it to an extended mode are proportional to N−1/2 (not N−1, as
it is for the extended modes).
In this case, we cannot use the non-degenerate perturbation theory of Eqs. (3.3.1)
and (3.3.4). For instance, there is always a kth order term in Eq. (3.3.1) that
is proportional to N−1/ |ω2n − ω2m|k−1 and does not converge unless |ω2n − ω2m| 
O (N−1/(k−1)). Therefore, we must treat the interaction between the localized mode
and all nearby extended modes by solving the degenerate problem.
Let ω2l be the the eigenvalue of a localized mode, and let the indices s and t run
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over the set of ρN modes that satisfy
∣∣ω2s,t − ω2l ∣∣ < c
where c is some small constant. Note that the localized mode is among those
spanned by s and t. To diagonalize the symmetric perturbation matrix
Vst ≡ 〈eˆs|∆D |eˆt〉 , (3.3.5)
note that the dynamical matrix can be written [77] as
D = AF−1AT .
Here, A is the equilibrium matrix and has dN rows and Nc columns, where Nc is
the number of contacts, N is the number of particles and d is the dimensionality.
F is the diagonal flexibility matrix and has Nc elements Fii = 1/ki, where ki is the
stiffness of the ith contact. When Nc = 1, as is the case for our perturbation matrix
∆D, the equilibrium matrix becomes a vector, A→ |A〉, and the flexibility matrix
becomes the scalar 1/k. We can now write the matrix elements as
Vst =
〈
eˆs
∣∣∣ ( |A〉 k 〈A|) ∣∣∣eˆt〉
= asat, (3.3.6)
where as = k
1/2 〈A| eˆs〉 and 〈A| eˆs〉 is simply the projection of the original eigenvec-
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tor |eˆs〉 onto the broken contact. Note that for extended modes, the magnitude of
as scales as
as ∼ N−1/2 (3.3.7)
while for localized modes
al ∼ 1. (3.3.8)
The eigenvalues and eigenvectors of the ρN by ρN matrix Vst can be solved exactly,
with the following results.
A matrix of the form of Eq. (3.3.6) has only one non-zero eigenvalue,
∆ω2l = a
2
l +
∑
s 6=l
a2s, (3.3.9)
which gives the change in energy of the localized mode and does not vanish in the
thermodynamic limit. This is not surprising given the drastic overlap between the
mode and the altered contact. Similarly, the corresponding eigenvector gives the
coupling from the extended modes:
|e˜l〉 = |eˆl〉+
∑
s 6=l
as
al
|eˆs〉 . (3.3.10)
From the scalings of as and al, there is a N
−1/2 contribution to |e˜l〉 from each of
the ρN extended modes, the elements of which also scale like N−1/2. Therefore, |e˜l〉
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becomes at least partially extended if
∑
s 6=l a
2
s > 0.
Thus, forming or breaking a single contact can significantly change the eigenvalue
of localized modes that happen to overlap with the altered contact. However, since
the density of such modes vanishes as N−1, the effect on the density of states in
negligible. Furthermore, note that if the initial displacement |u〉 is along a localized
mode, then there is always a finite displacement amplitude δc before the first contact
change and so contact nonlinearities can be avoided.
To understand the effect of localized modes on the extended modes, we see that
all other eigenvalues of Vst are zero:
∆ω2s = 0 for all s 6= l (3.3.11)
This implies that the frequency of an extended mode does not change due to the
presence of a localized mode. However, there is a small correction to the mode
itself,
|e˜s〉 = |eˆs〉 − as
al
|eˆl〉 , for all s 6= l (3.3.12)
but this correction vanishes in the thermodynamic limit.
Thus, we have shown that even for Hookian springs, altering a single contact in
the thermodynamic limit cannot change the density of states [44]. For extended
modes, eigenvalues can change by at most order N−1 and mode mixing is allowed
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only between modes whose eigenvalue spacing is less than N−1. While localized
modes that overlap with the altered contact can have a non-negligible change in
eigenvalue and mix with a large number of extended modes, the density of such
localized states vanishes as N−1.
Breaking many contacts
So far we have considered the effect of changing a single contact. We can find an
upper bound for the total number of contacts that can change, ∆Nc, by consider-
ing the probability distribution P (r − σ), where r is the center-to-center distance
between two particles and σ is the sum of their radii. P (x) measures the likelihood
that two particles are a distance x away from just touching, and is conceptually
very similar to the radial distribution function (the two are identical for monodis-
perse packings). Since a contact can only change if |r − σ| . δ, where δ is again
the perturbation amplitude, we can approximate ∆Nc by integrating P (x) from −δ
to δ and multiplying by the system size. For finite ∆φ, P (r − σ) is finite at r = σ,
so the total number of altered contacts is
∆Nc ∼ Nδ for ∆φ > 0. (3.3.13)
Although this diverges when the limit N → ∞ is taken before δ → 0, the
density of altered contacts ∆Nc/N vanishes. Using the above result that each
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altered contact affects the density of states by at most N−1, we see that the net
effect of altering ∆Nc contacts is proportional to δ. Thus, even when an extensive
number of contacts are altered in the thermodynamic limit, the effect on the density
of states vanishes as δ → 0 and we conclude that the linear regime is well defined.
Finally, we can use this result to estimate how the size of the linear regime
vanishes in the limit ∆φ→ 0. Here, we will only consider the effect of contact non-
linearities; see Appendix 3.6 for a rough estimation of when expansion nonlinearities
become important. Like the radial distribution function, P (r−σ) forms a δ function
at r = σ when ∆φ = 0. This means that even for arbitrarily small perturbations,
a macroscopic number of contacts change, implying that the above argument does
not hold when the limit ∆φ→ 0 is taken before δ → 0. For small but finite ∆φ, the
peak in P (r − σ) shifts slightly and its height is proportional to ∆φ−1 [73]. There-
fore, we can overestimate the above integral by assuming P (r−σ) ∼ ∆φ−1 over the
range of integration. Equation (3.3.13) becomes ∆Nc ∼ Nδ/∆φ, so the net effect
of contact nonlinearities on the density of states is proportional to δ/∆φ. Setting
this to a constant, determined by the “acceptable” amount of deviation from linear
behavior, we see that the displacement amplitude at which contact nonlinearities
become important vanishes linearly with ∆φ.
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Figure 3.2: The projection of a perturbed mode |e˜n〉 onto the original modes |eˆm〉 as a function
of the eigenvalue difference. a) 16 realizations of N = 64 particle systems. b) 1 realization of a
N = 1024 particle system. All systems have Hookian interactions (α = 2) in 2 dimensions and are
at a pressure of 10−2. c) The average projection as a function of N
(
ω˜2n − ω2m
)
for various system
sizes. The range of ω˜2n − ω2m over which the projection is relevant vanishes slightly faster than
N−1.
52
Numerical Verification
We now provide numerical evidence to support the analytical result that changing
a single contact has a N−1 effect on the linear vibrational properties. To do this,
we generate mechanically stable 2-dimensional packings of disks that interact ac-
cording to Eq. (3.2.1) with α = 2. For each mechanically stable system, we first
obtain the normal modes of vibration by diagonalizing the dynamical matrix D0.
We then perturb the system by removing the weakest contact without actually dis-
placing any particles. This perturbed system no longer corresponds to a sphere
packing but allows us to isolate contact nonlinearities without considering expan-
sion nonlinearities. The diagonalization of the resulting dynamical matrix D˜ gives
the normal modes of vibration for the perturbed system.
We compare the vibrational modes in Fig. 3.2 by projecting each mode |e˜n〉 of the
perturbed system onto each mode |eˆm〉 of the unperturbed system. The projection
Pnm ≡ 〈e˜n| eˆm〉 (3.3.14)
quantifies how close a perturbed mode is to an unperturbed mode. Fig. 3.2a shows
a scatter plot of Pnm as a function of the difference in eigenvalue ω˜
2
n − ω2m for 16
systems of N = 64 particles at a pressure of 10−2. Fig. 3.2b shows similar data but
for a system of N = 1024 particles. As expected, the projection has a sharp peak
at ω˜n = ωm, because mode mixing is stronger among modes of the same frequency.
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Figure 3.3: Density of states for a single mechanically stable system (D(ω), solid black curve)
and an identical system with a single contact removed (D(ω˜), dashed red curve). The N = 2048
particle system has Hookian interactions and is at a pressure of 10−2. The difference between the
two density of states is well within the inherent fluctuations.
The width of the peak in the projection is clearly smaller for the larger system.
The N -dependence of the width is quantified in Fig. 3.2c, which shows the average
projection, P (ω˜2n − ω2m), as a function of N (ω˜2n − ω2m). By comparing the width of
P (ω˜2n − ω2m) at different system sizes, we see that it vanishes slightly faster than
N−1, confirming the fundamental result of our perturbation calculation above.
We can also measure the shift in vibrational frequency due to the removal of a
single contact. The solid black curve in Fig. 3.3 shows the density of vibrational
states, D(ω), for a single mechanically stable N = 2048 particle system. The
dashed red curve shows the density of states, D(ω˜), for the corresponding perturbed
system. While there is a small change, this difference is not systematic and is much
smaller than the fluctuations inherent in the measurement. Since the density of
states remains non-zero down to a characteristic frequency ω∗, which is related
to the number of contacts above jamming, ∆Z [89, 114], changes to the contact
network could have a more drastic effect if ∆Z . N−1. In the thermodynamic limit,
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however, this only occurs when ∆φ ∼ ∆Z2 → 0, i.e., at the jamming transition,
where nonlinear effects are known to dominate.
3.3.2 Continuity of the dynamical matrix for α > 2
In the above perturbation argument, we looked at the effect of forming or breaking a
contact on the eigenmodes and frequencies of the system. We exploited the sparsity
of the perturbation matrix ∆D to show that the effects scale like N−1, but we
allowed the non-zero values of ∆D to be finite in magnitude. If these non-zero
elements were vanishingly small, however, then the effect of altering the contact
would be negligible and the above perturbation argument would not be necessary.
We will see that this is the case for potentials where the dynamical matrix is a
continuous function of the particle positions. In that case, the forming or breaking
of a contact has a negligible effect on the response in the limit of small displacements.
We begin by considering the difference between the linear and nonlinear equa-
tions of motion (Eqs. (3.2.4) and (3.2.7)). If we define F harmi (~u) ≡ −D0ijuj, then the
quantity
∆Fi(~u) ≡
∣∣F harmi (~u)− Fi(~u)∣∣ / ∣∣F harmi (~u)∣∣ (3.3.15)
measures the relative error associated with the linearized equations of motion. If
∆Fi(~u) remains “suitably” small, which again depends on the quantity being mea-
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sured, then the harmonic approximation is justified and there is a valid linear regime.
Note that
∣∣F harmi (~u)∣∣ is clearly proportional to δ. Furthermore, using Eq. (3.2.5)
we can write F harmi (~u)−Fi(~u) =
∫ (
Dij(~u)−D0ij
)
duj, where Dij(~u) are the elements
of the instantaneous dynamical matrix at displacement ~u. If all elementsDij(~u)−D0ij
vanish in the limit δ → 0, then F harmi (~u) − Fi(~u) must vanish faster than δ and
∆Fi(~u)→ 0 as δ → 0.
Also note that the instantaneous dynamical matrix can generically be written as
Dij(~u) ≡
∑
contacts
∂2V (r)
∂ri∂rj
=
∑
contacts
k(r)
∂r
∂ri
∂r
∂rj
− f(r) ∂
2r
∂ri∂rj
, (3.3.16)
where f ≡ −∂V (r)
∂r
and k ≡ ∂2V (r)
∂r2
are the force and stiffness of each contact, re-
spectively, evaluated at ~u. Therefore, we see that if f(r) and k(r) are continuous
functions of the distance r between two particles, then Dij(~u) is a continuous func-
tion of particle positions, which implies that Dij(~u)−D0ij vanishes for small δ and
there is a valid linear regime.
Now, for one-sided interaction potentials of the form of Eq. (3.2.1), f(r) is given
56
by
f(r) ≡ ∂V (r)
∂r
=


σ
(
1− r
σ
)α−1
if r < σ
0 if r ≥ σ
(3.3.17)
and k(r) is given by
k(r) ≡ ∂
2V (r)
∂r2
=

(α−1)
σ2
(
1− r
σ
)α−2
if r < σ
0 if r ≥ σ.
(3.3.18)
f(r) and k(r) are both continuous when r < σ and when r > σ; it is the point
of contact (r = σ) that poses a potential problem. Discontinuities do indeed arise
when the exponent α is less than or equal to 2, but f(r) and k(r), and thus Dij(~u),
are clearly continuous whenever α > 2. Thus, there is always a valid linear regime
for interaction potentials with α > 2 [44].
We can calculate a lower bound for the size of the linear regime by requiring that
the change in any element of Dij(~u) never exceeds some ∆Dmax. This is satisfied
if the change in k(r) of any bond never exceeds ∆Dmax. From Eq. (3.3.18), we see
that the maximum change in contact length, ∆rmax, is given by
∆rmax
σ
=
(
∆Dmaxσ
2
 (α− 1)
)1/(α−2)
. (3.3.19)
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Therefore, if δ 〈uˆ|r〉 is the projection of the displacement onto the bond length r,
then the system has a well-defined linear regime for δ < δ0 [44], where
δ0 = ∆rmax/ 〈uˆ|r〉 . (3.3.20)
This statement is valid for any potential α > 2 and is independent of the number
of contacts that change or the system size. Importantly, the limit α → 2+ is still
well-behaved so that it is only in the case α = 2 that δ0 = 0 and we must resort to
the perturbation argument presented above in Sec. 3.3.
In Ref. [87], Schreck et al. showed that for systems with Hertzian interactions,
contact nonlinearities have a smooth effect on the spectral density as δ increases
above δc, the minimum displacement magnitude required to change the contact
network. This implies that although δc → 0 in the thermodynamic limit, the
harmonic approximation should still describe small amplitude perturbations, in
complete agreement with our results. The smooth onset of contact nonlinearities
for α > 2 also implies that, provided the time scale of the measurement is suitable,
low amplitude microscopic measurements, for which δ < δ0 , can also be described
by linear response. The issue of time scales is important and is discussed in the
next section.
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3.4 Nonzero-amplitude vibrations and time scales
So far, by considering infinitesimal vibrations, we have shown that linear response
can accurately describe the lowest-order behavior of bulk quantities. However, since
experiments must study nonzero-amplitude perturbations, it is also important to
understand how nonlinearities affect the response.
First, consider a perturbation in the direction of one of the normal modes of
vibration with frequency ω1. The motion is determined by the position dependent
dynamical matrix Dij(~u) according to Eqs. (3.2.4) and (3.2.5). Ignoring expan-
sion nonlinearities, Dij(~u) is constant if contacts do not change and the system
undergoes oscillatory motion with a δ-function in the Fourier transform at ω1. The
dynamical matrix changes when a contact forms (or breaks), so when represented by
the eigenvectors of the new dynamical matrix the trajectory becomes smeared out
over multiple modes. Motion along these modes will evolve at different frequencies
and so the system will be in a slightly different position when the contact reopens
(or reforms). This leads to mode mixing and a broadening in time of the Fourier
transform.
References [85] and [87] showed that for small systems close to jamming, the effect
of mode mixing is particularly sudden and dramatic as soon as a contact forms or
breaks, i.e. when δ > δc. However, mode mixing can also occur without a change to
the contact network because expansion nonlinearities cause Dij(~u) to change for any
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~u. Indeed, mode mixing is a generic feature of finite-amplitude vibrations even for
systems without contact nonlinearities (e.g. with Lennard-Jones interactions) and
for which there is a clear linear regime (e.g. a crystal) [4]. Although mode mixing
is ubiquitous, the effect might not be noticeable over short times when δ < δc, as
demonstrated by Refs. [85] and [87].
Therefore, an important factor is the time scale over which a measurement is
made. To understand this time scale for a particular system, one must know how the
eigenvectors and associated frequencies of Dij(~u) change as the system evolves. For
example, if the initial trajectory only projects onto nearly degenerate modes, then
the broadening of the Fourier transform will be very slow whereas if the trajectory
projects onto modes with very different frequencies, then the broadening will occur
quickly. Also of relevance is the amount of time during the oscillation for which
Dij(~u) differs from Dij(~0).
While this time scale can be important, for example in phonon scattering, it has
little relevance to understanding bulk response to leading order, which is the focus of
this dissertation. Importantly, the presence of mode mixing is not an indication that
there is no linear regime [4]. For large amplitude vibrations (δ  δc), Refs. [85] and
[87] showed that the Fourier transform differs greatly from the harmonic prediction.
However, it is important to distinguish this from the density of normal modes,
which is defined from the dynamical matrix and the harmonic approximation. We
note that while we have focused on the harmonic approximation of the potential
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energy, one can also think of normal modes of the free energy (e.g. of hard sphere
glasses [11]), though they are still defined within the harmonic approximation. If
one assumes that the harmonic approximation is valid, then there are a variety of
ways to calculate the density of states, including also the velocity autocorrelation
function and the displacement covariance matrix [15, 37]. While these approaches
are often much more feasible, especially in experimental systems, they only measure
the density of states provided the systems remains in the linear regime.
3.5 Discussion
We have shown that jammed soft sphere packings always have a well-defined linear
regime regardless of system size whenever ∆φ > 0, thus providing sound justification
for the use of the harmonic approximation in the study of bulk response. Although
Ref. [85] showed that δc, which marks the onset of contact nonlinearities, vanishes as
N →∞, individual contact nonlinearities have a vanishing effect on bulk response in
the thermodynamic limit. When measuring microscopic quantities like the evolution
over time after a specific perturbation, Schreck et al. [85, 87] showed that nonlinear
effects are indeed important in jammed packings, just as they are for crystals.
Nevertheless, they are not essential for understanding bulk response to leading
order.
The primary result of this chapter is the perturbation argument presented in
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Sec. 3.3.1, which is valid for any potential of the form of Eq. (3.2.1). However,
note that we only need to invoke this argument for the case of Hookian repulsions
(α = 2). The onset of contact nonlinearities is smooth when α > 2 and thus has
the potential to cause problems only when α ≤ 2. This leads to the interesting
and counterintuitive result that nonlinear pair potentials are more harmonic than
one-sided linear springs.
Our results are consistent with the recent work of van Deen et al. [108], who
look at jammed sphere packings undergoing quasi-static shear. They measure the
ratio of the shear modulus before and after a contact change, which they find to
approach unity for ∆φN2  10.4 Note that this scaling was previously shown
to control the finite-size behavior of the shear modulus, which only exhibits the
canonical G ∼ ∆φ1/2 power law when ∆φN2  10 [39]. This suggests that if a
system is large enough to exhibit this bulk scaling behavior, then it is large enough
to be insensitive to individual contact changes.
When an extensive number of contacts break, van Deen et al. [108] also show
that fluctuations in the shear modulus scale as ∆φ−1/2−2βN1−4β, where β ≈ 0.35.
As predicted, the shear modulus converges to a well-defined value in the thermo-
dynamic limit but not in the limit ∆φ → 0. Furthermore, Dagois-Bohy et al. [18]
study oscillatory rheology and find that the strain amplitude where linear response
breaks down in large systems is independent of system size. This is also consistent
4This is reported in Ref. [108] as pN2 not ∆φN2, but these two scalings are equivalent for Hookian interaction,
which they use. One would expect the scaling to remain ∆φN2 for α 6= 2.
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with recent simulations by Tighe et al. [102] that explicitly measure the extent of
the linear regime as systems are sheared.
Our results also provide context for the work of Ikeda et al. [50], who studied
nonlinearities that arise from thermal fluctuations. They find that nonlinearities
begin to modify the linear vibrations when fluctuations in the distance between
neighboring particles is comparable to the width of the first peak of the radial
distribution function. Such fluctuations cause an extensive number of contacts to
break and is therefore in complete agreement with our results. References [50]
and [110] show that there is a well defined temperature scale T ∗ that marks the
breakdown of the harmonic approximation. For pair interactions of the form of
Eq. (3.2.1), T ∗ is proportional to ∆φα, though the prefactor depends sensitively on
the way one measures nonlinearities [50, 110].
Extending this result to experimental systems can be difficult because pair in-
teractions are often not known precisely. Nevertheless, our results suggest that, for
example, packings of soft colloidal micro-gels at room temperature should display
harmonic behavior at high densities but cross over to nonlinear behavior as the den-
sity is lowered. In a recent experiment, Still et al. [97] measured the elastic moduli
of a PNIPAM glass by calculating the dispersion relation from the displacement
covariance matrix. They found clean harmonic behavior over a range of densities
that agrees nicely with numerical calculations [88, 93] of frictional soft spheres.
Although expansion nonlinearities guarantee that the density of normal modes
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differs from the infinite-time spectral density of finite-amplitude vibrations, the
harmonic approximation nonetheless provides the foundation from which we can
understand such nonlinear behavior. Indeed, many aspects of nonlinear response
are strongly correlated with linear-response properties. For example, the Gruneisen
parameter, an anharmonic property, depends on mode frequency, a harmonic prop-
erty, in a way that is understood [118]. The energy barrier to rearrangement in
a given mode direction is strongly correlated with mode frequency as well [118],
and the spatial location of particle rearrangements is strongly correlated with high-
displacement regions in quasi-localized low-frequency modes [69, 99, 111].
Even at the onset of jamming, where the linear regime vanishes, it is essential to
understand the linear response in order to approach the nonlinear response. This
is illustrated by a recent analysis of shock waves in marginally jammed solids [38].
The importance of linear quantities in the presence of a vanishingly small linear
regime is not unique to jamming. In the Ising model, for example, the magnetic
susceptibility diverges at the critical point, but the linear theory is still central to our
understanding of the phase transition. Just as one must first understand phonons
to understand phonon-phonon scattering, the density of normal modes and other
linear response properties provide essential insight into the nature of jammed solids.
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3.6 Appendix
In this appendix, we take a crude look at how expansion nonlinearities depend on
system size and the proximity to jamming. As has become common practice, for
numerical convenience we use the pressure p instead of the excess packing fraction
∆φ to measure the distance to the jamming transition. The two are highly cor-
related and are related by p ∼ ∆φα−1, where α is the exponent in the interaction
potential. Our approach will be to explicitly calculate the third order term in the
energy expansion and compare it directly to the harmonic approximation to esti-
mate the perturbation amplitude at which they become relevant. Of course, it is
possible that fourth or higher order terms may become relevant before the third
order term, so these results should be interpreted as an upper bound.
To be precise, for a given displacement of magnitude δ in the direction uˆ,
we will define δ∗enl to be the displacement magnitude where the third order term
equals the second order term. If uˆ is properly normalized, this is given by δ∗enl ≡
1
2
D0ijuˆiuˆj/
∣∣ 1
3!
T 0ijkuˆiuˆjuˆk
∣∣. We now need to decide what direction uˆ to look in. For
randomly chosen directions, the left plot in Fig. 3.4 shows the average 〈δ∗enl〉 as a
function of pressure for different system sizes and for Hookian (α = 2) and Hertzian
(α = 2.5) interactions. In arbitrary directions, the second and third order terms
should be proportional to typical values of D0ij and T
0
ijk. For Hookian interactions,
both of these are dominated by the typical spring constant, which is proportional
to ∆φα−2, so the ratio should be constant in pressure, as observed. For Hertzian
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Figure 3.4: The average perturbation amplitude δ∗enl where the lowest order expansion nonlinearity
equals the harmonic approximation of the total energy. Data is shown for two dimensional packings
at different system sizes and pressures with Hookian (α = 2) and Hertzian (α = 2.5) interactions.
For each configuration, δ∗enl was measured in 100 random directions (left) and the 5 lowest mode
directions (right), and data from between 1000 and 5000 configurations were averaged for each
system size, pressure, and potential.
interactions, however, the third order term is dominated by t ≡ ∂3Vmn(r)
∂r3
, which is
proportional to ∆φα−3 (but identically zero for Hookian interactions). Therefore,
one would expect 〈δ∗enl〉 ∼ ∆φ ∼ p2/3, as confirmed by the numerics.
Near the jamming transition, however, there are special directions associated
with the low frequency vibrational modes where the harmonic approximation is
particularly small. As expansion nonlinearities are particularly dangerous in these
directions, they deserve special treatment. The right hand plot in Fig. 3.4 shows
〈δ∗enl〉 measured in the lowest five mode directions. We find that 〈δ∗enl〉 can be written
as a function of peffN
w, where peff ≡ p1/(α−1) ∼ ∆φ and w = 1.25 ± 0.2. Note that
〈δ∗enl〉 appears to diverge for fixed ∆φ (fixed pressure) as N → ∞. However, when
∆φ→ 0 at fixed N , 〈δ∗enl〉 is constant for Hookian interactions and vanishes linearly
with ∆φ for Hertzian interactions.
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Chapter 4
Diverging length scales at the
jamming transition
4.1 The rigidity length scale
Disordered solids exhibit many common features, including a characteristic tem-
perature dependence of the heat capacity and thermal conductivity [80] and brittle
response to mechanical load [68]. A rationalization for this commonality is provided
by the jamming scenario [61, 73], based on the behavior of packings of ideal spheres
(i.e. soft frictionless spheres at zero temperature and applied stress), which exhibit a
jamming transition with diverging length scales [27, 30, 31, 39, 73, 89, 107, 114, 115]
as a function of packing fraction. According to the jamming scenario, these diverg-
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ing length scales are responsible for commonality, much as a diverging length near
a critical point is responsible for universality.
One of these length scales, the “cutting length” `∗, is directly tied to the anoma-
lous low-frequency behavior that leads to the distinctive heat capacity and thermal
conductivity of disordered solids [80], and is thus considered a cornerstone of our
theoretical understanding of the jamming transition. This length arises from the
so-called cutting argument introduced by Wyart et al. [114, 115] which is a counting
argument that compares the number of constraints on each particle to the number
of degrees of freedom in a system with free boundary conditions. Despite its impor-
tance, however, the connection between the cutting length derived by Wyart et al.
and other physical length scales that diverge with the same exponent [30, 31, 89]
has not been understood.
Here, we show that `∗ is more robustly defined as a rigidity length. It is therefore
relevant even for systems for which counting arguments are less useful, such as pack-
ings of frictional particles [48, 88, 93] or ellipsoids [25, 66, 120], or for experimental
systems where it is not possible to count contacts. While this approach is applicable
to these more general systems, we will use the traditionally employed soft sphere
packings to motivate the rigidity length and illustrate its scaling behavior. We also
show that `∗ is directly related to a length scale identified by Silbert et al. [89] that
arises from the longitudinal speed of sound.
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4.1.1 Model and numerical methods
Generating mechanically stable packings. We numerically generate packings of N =
4096 frictionless disks in d = 2 dimensions at zero temperature. Particles i and
j interact with a harmonic, spherically symmetric, repulsive potential given by
V (rij) =

2
(1− rij/σij)2 only if rij < σij, where rij is the center-to-center distance,
σij is the sum of their radii and  ≡ 1 sets the energy scale. All lengths will be given
in units of σ, the average particle diameter, and frequencies will be given in units
of
√
keff/m, where keff is the average effective spring constant of all overlapping
particles and m is the average particle mass.
Mechanically stable athermal packings were prepared with periodic boundary
conditions by starting with randomly placed particles (corresponding to T = ∞)
and then quenching the total energy to a local minimum. Energy minimization
was performed using a combination of linesearch methods (L-BFGS and Conjugate
gradient), Newton’s method and the FIRE algorithm [8] to maximize accuracy
and efficiency. The distance to jamming is measured by the pressure, p, and the
density of a system was adjusted until a target pressure was reached. Systems were
discarded if the minimization algorithms did not converge. For reasons discussed in
Sec. 4.1.2, each packing was then replaced with a geometrically equivalent unstressed
spring network.
The arguments we will present will concern the average number of contacts of
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each particle, Z, which approaches 2d in the limit of zero pressure. At positive
pressure, the contact number is given for harmonic interactions by the relation
Z − 2d ∼ p1/2 [28, 73].
Creating a cut system. We create a cut system by first periodically tiling the
square unit cell, consistent with the periodic boundary conditions. We then remove
all particles whose center is outside a box of length L.1 By first tiling the system,
we are able to take cuts that are larger than the unit cell, as well as cuts that
are smaller. We have checked that our results are not dependent on the choice of
N = 4096 particles per unit cell.
Calculating zero modes and rigid clusters. To calculate the vibrational modes
of the unstressed spring network, we diagonalize the dN by dN dynamical matrix
Dαβij , which is given by the second derivative of the total energy with respect to
particle positions:
Dαβij =
∑
〈i,j〉
kij
∂2rij
∂rαi ∂r
β
j
, (4.1.1)
where rαi is the α component of the position of particle i, and kij ≡ ∂
2V (rij)
∂2rij
is the
stiffness of the bond. The eigenvectors give the polarization of each mode, and
the corresponding eigenvalues are the square of the mode frequency. Note that the
dynamical matrix for sphere packings, as opposed to unstressed spring networks,
1A simulation box with periodic boundary conditions can be interpreted as a single unit cell that is then tiled
to form a square lattice with a large basis. Elsewhere in this thesis, L refers to the linear length of the simulation
box or unit cell, but here L refers to any linear length in the infinite tiled system.
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has an additional term that is proportional to the stress.
Using the zero modes (i.e. modes with zero eigenvalues), one can easily calculate
rigid clusters directly from their definition (see Sec. 4.2). However, since only the
zero modes are required to calculate rigid clusters, we use a pebble game algorithm
developed by Jacobs and Thorpe [51, 52] to understand the rigidity percolation
transition in bond- and site-diluted lattices. This algorithm decomposes any net-
work into distinct rigid clusters and can also be used to calculate the number of
zero modes. We use the pebble game because its tremendous efficiency allows us
to calculate rigid clusters for very large systems, although rigid clusters can always,
in principle, be derived from modes of the dynamical matrix. Software for running
the pebble game algorithm was obtained online at http://flexweb.asu.edu/.
Note that zero modes, and thus rigid clusters, can be derived purely from the
connectivity of the system without knowledge of the particular form of the inter-
action potential. Thus, our results are completely general for soft finite-ranged
potentials; only the scaling between pressure and excess contact number needs to
be adjusted, as described in Ref. [61], if other potentials were used.
4.1.2 Review of the cutting argument
The cutting argument [114, 115] addresses the origin of the low-frequency plateau
in the density of vibrational modes in jammed packings [73, 89]. Consider an
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infinite, mechanically stable packing of soft frictionless spheres in d dimensions at
zero temperature and applied stress. Two spheres repel if they overlap, i.e. if their
center to center distance is less than the sum of their radii, but do not otherwise
interact. “Rattler” particles that have no overlaps should be removed. Since the
remaining degrees of freedom must be constrained, the average number of contacts
on each particle, Z, must be greater than or equal to 2d, which is precisely the jump
in the contact number at the jamming transition [39, 73].
It is instructive to study a simpler system, the “unstressed” system, in which
each repulsive interaction between pairs of particles in the system is replaced by a
harmonic spring of equivalent stiffness k at its equilibrium length. The geometry of
this spring network is identical to the geometry of the repulsive contacts between
particles in the original system and the vibrational properties of the two systems
are closely related [115]. Now consider a square subsystem of linear size L obtained
by removing all the contacts between particles (or, in the language of the unstressed
system, all springs) that cross the boundary between the subsystem and the rest
of the infinite system. Let the number of zero frequency modes in the cut system
be q and the number of these zero modes that extend across the cut system be q′.
Wyart et al. [114, 115] used these modes to construct trial vibrational modes for
the original infinite packing, as follows. If we restore the cut system with these
q′ extended zero modes back into the infinite system, the modes would no longer
cost zero energy because of the contacts that connect the subsystem to the rest
of the system. Trial modes are therefore created by deforming each extended zero
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mode sinusoidally so that the amplitudes vanish at the boundary. This deformation
increases the energy of each mode to order ω2L, where ωL ∼ 1/L.
Note that if a mode is not extended, then it must be localized near the boundary,
since the uncut system has no zero modes. However, the above procedure involves
setting the mode amplitude to zero at the boundary, and so cannot be applied to
such modes. It is therefore crucial to use only the q′ extended modes to construct
trial modes.
The cutting argument now makes the assumption that q′ = aq, where a is a
constant independent of L. Before the cut, the number of extra contacts in the
subsystem above the minimum required for stability is N extrac ∼ (Z − 2d)Ld. When
the cut is made, we lose N cutc ∼ Ld−1 contacts. Naive constraint counting suggests
that q′ ∼ q = max (− (N extrac −N cutc ) , 0), as shown by the solid black line in Fig. 4.2.
Since N extrac and N
cut
c both depend on L, we can define a length scale `
∗ by
q′= 0 if L > `∗
q′> 0 if L < `∗.
(4.1.2)
The onset of zero modes is marked by N extrac = N
cut
c , so
`∗ ∼ 1
Z − 2d. (4.1.3)
The variational argument now predicts that at least q′/2 of the total Ld eigen-
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Figure 4.1: The breakup of macroscopic rigid clusters. Subsystems are cut from a N = 4096
particle packing at a pressure p ≈ 2.5 × 10−4. a) A large subsystem with q = 60 non-trivial
zero modes. Only particles circled in blue participate in the zero modes. The solid red particles
form a rigid cluster. b) A smaller subsystem with q = 35 zero modes. c) A subsystem obtained
by removing one additional particle from the system in (b). This added a single additional zero
mode that extends across the entire system. The largest remaining rigid cluster only contains 21
particles. The breakup of the rigid cluster from (b) to (c), and the appearance of the corresponding
extended zero mode, is the phenomenon associated with the cutting length. d) A small system
below `∗ with q = 33 zero modes. The largest rigid cluster contains 14 particles.
modes of the full system must have frequency less than order ωL, so the integral of
the density of states from zero to ωL must be
∫ ωL
0
dωD(ω) ≥ q
′
2Ld
. (4.1.4)
However, D(ω) is an intrinsic property of the infinite system and must be indepen-
dent of L. Therefore, assuming no additional low frequency modes beyond those
predicted by the variational argument, we can vary L to back out the full density
of states, as follows.
If L > `∗, then q′ = q = 0 and
∫ ωL
0
dωD(ω) = 0. (4.1.5)
For L < `∗, we can write q′/2 = a(N cutc − N extrac )/2 ∼ Ld (ωL − 1/`∗), which leads
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to
∫ ωL
0
dωD(ω) ∼ ωL − 1/`∗. (4.1.6)
Eqs. (4.1.5) and (4.1.6) imply that
D(ω) =

0 if ω < ω∗
const. if ω > ω∗,
(4.1.7)
where ω∗ ≡ 1/`∗ ∼ Z − 2d defines a frequency scale. Note that while `∗ is potential
independent, the units of frequency, and thus ω∗, depend on potential [61]. This
argument predicts that the density of states has a plateau that extends down to
zero frequency at the jamming transition, where Z − 2d = 0. Above the jamming
transition, when Z − 2d > 0, the plateau extends down to a frequency ω∗ before
vanishing. This agrees well with numerical results on the unstressed system [115]
(see also Fig. 1.3). Note the importance of the length scale `∗, which defines the
frequency scale ω∗ and is responsible for the excess low frequency modes.
4.1.3 Too many zero modes
In the cutting argument, the length scale `∗ is defined as the size of a cut region,
L, where the number of extended zero modes, q′, first vanishes (Eq. (4.1.2)). The
argument then assumes that this coincides with the disappearance of all nontrivial
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Figure 4.2: Number of excess zero modes as a function of the number of excess contacts after the
cut. Each data point is an average of configurations at constant pressure.
zero modes, q, which is assumed to occure when the cut system is isostatic (i.e.
when N cutc = N
extra
c ). Wyart et al. showed [115] numerically that this is true when
Z = 2d, but they do not provide such evidence for over-constrained systems.
Fig. 4.1a shows a system that remains over-constrained after the cut (N extrac >
N cutc ). The cutting argument would assert that the only zero modes are the trivial
global translations and rotations, but we find that there are in fact 60 non-trivial
zero modes. This is generalized in Fig. 4.2, which shows that q > 0 for all cut sizes
L and values of N extrac − N cutc . Clearly, one cannot use the onset of zero modes to
determine `∗.
However, note that the zero modes in Fig. 4.1a exist only around the boundary
(the particles depicted by blue circles), while none of the non-trivial zero modes
extend into the region of solid red particles. Since these zero modes are not fully
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extended, the system is above the cutting length. As noted by Wyart et al. [114],
the scaling of the cutting argument would still be robust if the number of these
excess boundary zero modes scales as Ld−1. However, as can be seen in Fig. 4.1a,
these modes penetrate a non-negligible distance into the bulk of the system and so
this scaling is not obvious.
4.2 The cluster argument
We now reformulate the cutting argument in a way that does not rely on the total
number of zero modes but is specifically designed to identify the onset of extended
zero modes, which are the ones needed to obtain ω∗. The mathematics will be
similar to that in the cutting argument, but the setup and interpretation will be
different. We will first introduce the idea of rigid clusters and illustrate the associ-
ated phenomenon that identifies the cutting length. We will then provide a rigorous
derivation of the scaling of `∗ in jammed packings.
Our argument is motivated by the simple fact that if none of the zero modes are
extended, then by definition there must be a cluster of central particles that these
modes do not reach. Since this cluster does not participate in any zero modes, any
deformation to the cluster increases its energy. Thus, such clusters have a finite
bulk modulus and we will refer to them as being rigid. The solid red particles in
Fig. 4.1a are an example of a rigid cluster. To be precise, a rigid cluster is defined as
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a group of particles (within an infinite d dimensional system with average contact
number Z) such that, if all other particles were removed, the only zero modes in the
unstressed system would be those associated with global translation and rotation.
This is purely a geometrical definition and is independent of potential.
Figure 4.1b-d shows the same system as Fig. 4.1a, except with progressively
smaller cut regions. Figure 4.1a and b are both dominated by a rigid cluster that
covers approximately 84% of the cut region. However, while the cut region in
Fig. 4.1c differs from that in Fig. 4.1b by only a single particle, it has no rigid
cluster larger than 21 particles (it is comprised of many small rigid clusters, the
largest of which is shown in red). Apparently, the removal of a single particle
introduced a zero mode that extends throughout the system and is precisely the
type needed by the variational argument of Wyart et al. [114, 115].
This sudden breakup of the rigid cluster, which coincides with the onset of ex-
tended zero modes, is a non-trivial phenomenon that marks the length scale `∗. We
will now provide a formal derivation of this phenomenon, which leads to a clear
physical definition of `∗ and allows us to derive its scaling.
Consider an arbitrary d− 1 dimensional closed surface with characteristic size L
(for example, the solid black curve in Fig. 4.3a). We will begin by asking whether
or not it is possible for all the particles within this surface to form a single rigid
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Figure 4.3: Schematic of the cluster argument. a) An arbitrary surface (solid black line) of size L
and an enclosed rigid cluster (stripes). The rigid cluster has an average contact number of Z ′ in
the bulk and Z˜ at the boundary. As L becomes large, fluctuations in Z ′ and Z˜ vanish. b) Possible
values of L such that a rigid cluster fits within the surface. Rigid clusters can either be small or
larger than some minimum value. This minimum value defines `∗.
cluster. For the cluster to be rigid, it must satisfy
Nc − dN ≥ −1
2
d(d+ 1) (4.2.1)
where N and Nc are the number of particles and contacts in the cluster, respectively,
and 1
2
d(d+1) is the number of global translations and rotations. This is a necessary
but not sufficient condition for rigidity. We can write Nc as
Nc =
1
2
Z ′(N −Nbndry) + 1
2
Z˜Nbndry, (4.2.2)
where Z˜ is the contact number of the Nbndry particles on the boundary and Z
′ is the
contact number of the particles not on the boundary (see Fig. 4.3a). We can also
define the positive constants a and b such that N = 2aLd and Nbndry = 2bL
d−1+γ,
where γ ≥ 0 depends on the shape of the surface, with γ = 0 for non-fractal
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shapes.3 For shapes that have multiple characteristic lengths, e.g. a long rectangle,
the choice of which length to identify as L is irrelevant as it only leads to a change
in the constants a and b. For concreteness, we will always take L to be the radius
of gyration.
Equation (4.2.1) now becomes
aLd−1+γ
(
(Z ′ − 2d)L1−γ − c) ≥ −1
2
d(d+ 1), (4.2.3)
where c = b
a
(Z ′−Z˜) > 0. Equation (4.2.3) is trivially satisfied if (Z ′−2d)L1−γ−c >
0, which implies
L > Lmin(Z
′, c, γ) ≡
(
c
Z ′ − 2d
)1/(1−γ)
. (4.2.4)
We will refer to clusters that satisfy Eq. (4.2.4) as macroscopic clusters. However,
it is also possible for (Z ′ − 2d)L1−γ − c < 0, provided L is very small, because the
right hand side of Eq. (4.2.3) is small and negative.
It follows that it is only possible for the particles in our arbitrary surface to form
a rigid cluster if the cluster is either very small or larger than Lmin; rigid clusters
of intermediate sizes cannot exist! Rigid clusters cannot exist below Lmin because
the balance between the over constrained bulk and the under constrained boundary
shifts towards the boundary as the cluster size decreases. On the other hand, if a
cluster is sufficiently small, then it can be rigid, as can be seen from the following
3For now, we place no restrictions on the fractal dimension of the shape.
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constraint count for a triangular cluster of three particles. For this cluster, there are
six degrees of freedom, three constraints and three zero modes. Because the three
zero modes correspond to rigid translation in two directions and rigid rotation, they
do not destroy the rigidity of the cluster.
Note that if L is large, then fluctuations in Z ′ and c vanish and Z ′ = Z. Lmin is
thus constant for all translations and rotations of the surface and is independent of
L, depending only on the actual shape of the surface.
Given our arbitrary shape parameterized by c and γ, and the infinite packing
parameterized by Z, Lmin(Z, c, γ) is the minimum possible size of any macroscopic
rigid cluster in the Z−2d 1 limit. However, we wish to find the minimum size of
any rigid cluster regardless of shape, which we do by finding c∗ and γ∗ that minimize
Lmin and defining `
∗ ≡ Lmin(Z, c∗, γ∗). In the limit Z → 2d, we immediately see
that γ∗ = 0 and
`∗ =
c∗
Z − 2d. (4.2.5)
As depicted in Fig. 4.3b, we are left with the result that rigid clusters must either
be very small or larger than `∗, which we now interpret as a rigidity length.
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4.2.1 Estimating an upper bound
We will now derive an upper bound for the magnitude of `∗ in the Z → 2d limit.
Since c ∼ LNbndry/N , c is minimized when the shape is a d dimensional hypersphere.
We can approximate N and Nbndry to be N ≈ φV Ld and Nbndry ≈ φSLd−1, where φ
is the packing fraction and V Ld and S
L
d−1 are the volume and surface area of a
d dimensional hypersphere with radius of gyration L. Using SLd−1/V
L
d = wdd/L,
where wd is the ratio of the radius of gyration of a hypersphere to its radius,
4 the
Z → 2d limit of `∗ becomes
`∗ ≈ wdd(2d− Z˜)
Z − 2d . (4.2.6)
Equation (4.2.6) is a quantitative derivation of `∗ as a function of Z that depends
only on the value of Z˜, the average contact number at the boundary.
We put an upper bound on `∗ by obtaining a lower bound for Z˜. Note that
any particle at the boundary of the rigid cluster cannot have d or fewer contacts.
Removing such a particle would remove d degrees of freedom and at most d con-
straints, and so the rigidity of the rest of the cluster would not be affected. Thus,
Z˜ ≥ d+ 1 and
`∗ ≤ wdd(d− 1)
Z − 2d . (4.2.7)
4w2 =
√
1/2 and w3 =
√
3/5
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Figure 4.4: The smallest macroscopic rigid cluster for the system depicted in Fig. 4.1. The rigidity
of the cluster formed by the solid red and black particles is destroyed if any of the black boundary
particles are removed. None of the red particles make physical contact with the blue particles
(which are not in the rigid cluster) and are not considered part of the boundary. The rigidity
length, which is defined as the radius of gyration of the cluster, is `∗ = 12.8 (in units of the
average particle diameter).
4.2.2 Numerical verification
We will now use the cluster argument to calculate `∗ numerically. Note that the
rigid cluster in Fig. 4.1b is not necessarily the smallest rigid cluster. The cluster
breaks apart when the particle closest to the edge is removed (Fig. 4.1c), but it is
possible that other particles at the edge of the rigid cluster can be removed without
destroying the rigidity. The minimum rigid cluster that defines `∗ has the property
that rigidity is lost if any boundary particle is removed.
We calculate `∗ by taking a large cut system (see Sec. 4.1.1) and finding the
smallest macroscopic rigid cluster. To do this, we remove a particle that is randomly
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chosen from the boundary and decompose the remaining particles into rigid clusters.
If there is no longer a macroscopic rigid cluster, then the boundary particle was
necessary for rigidity and is put back. If the rigid cluster remains then the particle
was not necessary for rigidity and we do not replace it. This process is repeated with
another randomly chosen boundary particle until all the particles at the boundary
of the rigid cluster are deemed necessary for rigidity. The resulting rigid cluster (e.g.
see Fig. 4.4) cannot be made any smaller and so its radius of gyration measures `∗.
Figure 4.5a shows that `∗ diverges as (Z − 2d)−1, consistent with the cutting
argument and our reformulation. In the small Z − 2d limit, `∗ is just below the
theoretical upper bound of Eq. (4.2.7) (red dashed line). Figure 4.5b shows that
Z˜, the contact number of boundary particles, is approximately 3.25 as Z → 2d,
slightly above the lower bound of 3. The solid white line in Fig. 4.5a shows the
quantitative prediction from Eq. (4.2.6) using Z˜ = 3.25, which agrees extremely
well with the data.
According to Ref. [114], the extended zero modes of the cut system should be
good trial modes for the low frequency modes of the system with periodic bound-
aries. Consider a system just below `∗ so that there is only one extended zero mode.
The global translations and rotations, as well as the boundary zero modes, can be
projected out of the set of zero modes by comparing them to the modes of the
system just above `∗. Figure 4.5c shows the projection of that single extended zero
mode onto the dN modes of the full uncut system as a function of the frequency
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of the uncut modes. This mode projects most strongly onto the lowest frequency
modes, implying that it is, in fact, a good trial mode from which to extract the low
frequency behavior, as assumed [114]. Along with the first direct measurement of
`∗, our results provide the first numerical verification that the trial modes of the
variational argument are highly related to the low frequency modes of the periodic
system.
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Figure 4.5: Numerical verification of the rigidity length. a) `∗ as a function of Z − 2d, measured
for individual systems as described in the text. b) Z˜ ≈ 3.25 in the limit Z → 2d, close to the
predicted bound. The solid white line in a) is the quantitative prediction of Eq. (4.2.6) using
Z˜ = 3.25, while the dashed red line is the upper bound obtained from Z˜ = 3. c) The projection,
P(ω), of the single extended zero mode just below `∗ onto the modes of frequency ω in the uncut
system, averaged over many realizations.
4.2.3 Advantages of the cluster argument over the counting argument
Along with adequately dealing with the excess zero modes in Fig. 4.2, the cluster
argument has a few additional advantages. In it, `∗ is defined as the smallest rigid
cluster, regardless of shape, whereas the cutting argument has to specify a flat cut.
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This is a potential issue because the value of `∗ is sensitive to the shape of the cut.
For example, if one were to consider a shape with a non-trivial fractal dimension,
then N cutc would no longer scale as L
d−1, resulting in a length with entirely different
scaling. Wyart et al. [114, 115] argue that a flat cut is a reasonable choice for the
purposes of their variational argument, but a physical length scale with relevance
beyond the variational argument should be more naturally defined. The cluster
argument not only provides such a physical definition, it explains unambiguously
why a flat, non-fractal cut was the correct choice in the cutting argument.
Furthermore, defining `∗ in terms of the number of zero modes can be prob-
lematic. For example, rattlers must be removed and internal degrees of freedom
like particle rotations must be suppressed. For packings of ellipsoidal particles, to
take one example, the choice of degrees of freedom is critical. Jammed packings of
ellipsoids lie below isostaticity [25] and their unstressed counterparts can have an
extensive number of extended zero modes. Despite this, when the aspect ratios of
the ellipsoids are small, there is a band of modes similar to those for spheres, with
a density of states that exhibits a plateau above ω∗ ∼ Z−2d [120]. One would thus
expect a length scale `∗ ∼ 1/ω∗, but constraint counting of the cutting argument
does not predict this. While the cluster argument also relies on zero modes and thus
cannot be applied directly in this case, the intuition that `∗ is a rigidity length scale
should carry over. Packings of ellipsoids can have zero modes and still be rigid,
and the cluster argument would predict that there is a length scale below which a
packing with free boundaries loses its rigidity.
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Experimental systems present a similar challenge because the contact network is
often difficult to determine. However, our result that `∗ marks a rigidity transition
suggests that the elastic properties of a system could be used to measure `∗. Such
a measurement should be experimentally tractable, would not require knowledge
of the vibrational properties, and would not require specification of the degrees of
freedom of the system.
4.2.4 Additional comments
As in the cutting argument, the cluster argument assumes that spatial fluctuations
in Z are negligible. Wyart et al. argue [115] that fluctuations in Z are negligible
in d > 2 dimensions, and that the condition of local force balance suppresses such
fluctuations even in d = 2 in jammed packings. We have applied our procedure
from Sec. 4.2.2 to bond-diluted hexagonal lattices where these fluctuations are not
suppressed. Although these systems display a global rigidity transition [51, 52]
when they have periodic boundary conditions, they do not exhibit an abrupt loss
of rigidity at some length scale that could be interpreted as `∗ when they have free
boundary conditions. It remains to be seen if `∗ exists in this sense for bond-diluted
3 dimensional lattices.
Finally, our result that rigid clusters cannot exist on length scales below `∗
appears to be consistent with results of Tighe [104], as well as that of Du¨ring et
al. [29], for floppy networks below isostaticity. There, they find that clusters with
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free boundaries replaced by pinned boundaries cannot be rigid for length scales
above 1/|Z − 2d|. The use of pinning boundary particles has also been used by
Mailman and Chakraborty [65] to calculate a point-to-set correlation length above
the transition that appears to scale as `∗.
4.2.5 Discussion
We have reformulated the cutting argument in terms of rigidity instead of constraint
counting. Networks derived form sphere packings can only be rigid when they have
free boundaries if they are larger than a characteristic length `∗, which diverges
at the jamming transition. Systems just smaller than this rigidity length exhibit
extended zero modes that are highly correlated with the anomalous low-frequency
modes of the periodic systems, confirming the variational argument of Wyart et
al. [114, 115]. In contrast to the original counting argument, the generalized def-
inition of `∗ does not depend on the nature of an arbitrary cut. The insight that
`∗ marks a rigidity transition extends the relevance of the length to systems where
constraint counting is either non-trivial (such as packings with internal degrees of
freedom) or not practical (such as experimental systems where determining contacts
is often difficult).
The new rigidity interpretation of `∗ makes it transparently clear that the cut-
ting length `∗ is equivalent to the length scale `L, identified by Silbert et al. [89].
For systems with periodic boundaries, the anomalous modes derived from the zero
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modes swamp out sound modes at frequencies above ω∗. Thus, the minimum wave-
length of longitudinal sound that can be observed in the system is `L = cL/ω
∗,
where cL =
√
B/ρ is the longitudinal speed of sound, B ∼ (Z − 2d)0 is the bulk
modulus, and ρ is the mass density of the system.
For systems with free boundaries that are smaller than `∗, rigid clusters cannot
exist so the bulk modulus and speed of sound vanish. The minimum wavelength
of longitudinal sound that can be supported is therefore given by the minimum
macroscopic cluster size, `∗. From the scalings of B and ω∗, we see that `L ∼
(Z − 2d)−1 ∼ `∗. Our definition of `∗ implies that the two length scales not only
have the same scaling but have the same physical meaning.
Silbert et al. [89] also identified a second smaller length scale `T from the trans-
verse speed of sound, which depends on the shear modulus. For systems with free
boundaries to be rigid, they must support both longitudinal and transverse sound,
and so while our reasoning applies to both `L and `T, `
∗ should be the larger of
the two, so that the condition for rigidity for a cluster of size L is L & `∗ = `L.
Note that systems with periodic boundary conditions of size L  `T are stable to
infinitesimal deformations of the shape of the boundary [19, 84].
Ideal sphere packings have the special property that the number of contacts in
a packing with periodic boundary conditions is exactly isostatic at the jamming
transition in the thermodynamic limit [39, 73]. Here, we have shown that the num-
ber of contacts in such a system with free boundary conditions is exactly isostatic
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(Eq. (4.2.1) is satisfied with a strict equality) in the cluster of size `∗. This simplicity
makes ideal sphere packings a uniquely powerful model for exploring the marginally
jammed state.
4.3 The transverse length scale
At the jamming transition of ideal spheres, the removal of a single contact causes the
rigid system to become mechanically unstable [39, 61, 73]. Thus at the transition,
the replacement of periodic-boundary conditions with free-boundary conditions de-
stroys rigidity even in the thermodynamic limit [40, 114, 115]. Recognizing that
packings at the jamming threshold are susceptible to boundary conditions, Torquato
and Stillinger [106] drew a distinction between collectively jammed packings, which
are stable when the confining box is not allowed to deform, and strictly jammed
packings, which are stable to arbitrary perturbations of the boundary. Indeed,
Dagois-Bohy et al. [19] have shown that jammed packings with periodic-boundary
conditions can be linearly unstable to shearing the box.
At densities greater than the jamming transition there are more contacts than
the minimum required for stability [61, 73]. In this regime one would expect pack-
ings that are sufficiently large to be stable to changes in the boundary. How does
the characteristic size for a stable system depend on proximity to the jamming tran-
sition? The sensitivity to free- versus periodic-boundary conditions is governed by
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a length scale, `∗, that diverges at jamming transition. For L  `∗, the system is
stable even with free boundaries [40, 114, 115].
Our aim in this section is to identify the range of system pressures and sizes
over which the system is likely to be unstable to a more general class of boundary
perturbations in which particle displacements violate periodic boundary conditions.
We will show that stability is governed by a competition between transverse plane
waves and the anomalous modes that are unique to disordered systems. Thus,
we show that stability for a large class of boundary perturbations is governed by a
length scale, `T, that also diverges at the jamming transition. Packings with L `T
are linearly stable with respect to these boundary perturbations. We understand
this as a competition between jamming transition physics at low pressures/system
sizes, and transverse acoustic wave physics at high pressures/system sizes. The
two lengths, `∗ and `T, are the same as the longitudinal and transverse lengths
associated with the normal modes of jammed sphere packings [89]. We will discuss
the physical meaning of these length scales in more detail in Sec. 4.3.6.
We analyze athermal, frictionless packings with periodic boundary conditions
composed of equal numbers of small and large spheres with diameter ratio 1:1.4 all
with equal mass, m. The particles interact via the repulsive finite-range harmonic
pair potential
V (rij) =
ε
2
(
1− rij
σij
)2
(4.3.1)
if rij < σij and V (rij) = 0 otherwise. Here rij is the distance between particles i
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and j, σij is the sum of the particles’ radii, and ε determines the strength of the
potential. Energies are measured in units of ε, distances in units of the average
particle diameter σ, and frequencies in units of
√
ε/mσ2. We varied the total
number of particles from N = 32 to N = 512 at 36 pressures between p = 10−1
and p = 10−8. Particles are initially placed at random in an infinite temperature,
T =∞, configuration and are then quenched to a T = 0 inherent structure using a
combination of linesearch methods, Newton’s method and the FIRE algorithm [8].
The resulting packing is then compressed or expanded uniformly in small increments
until a target pressure, p, is attained. After each increment of p, the system is again
quenched to T = 0.
4.3.1 Symmetry-breaking perturbations
The boundary conditions can be perturbed in a number of ways. The dramatic
change from periodic to free boundaries has been studied in Refs. [40, 114, 115].
Dagois-Bohy et al. [19] considered infinitesimal “shear-type” deformations to the
shape of the periodic box, such as uniaxial compression, shear, dilation, etc. Here,
we relax the periodic boundary conditions by considering a third class of perturba-
tions that allow particle displacements that violate periodicity. To do this, we treat
our system with periodic boundary conditions as a tiling of identical copies of the
system over all space (see Fig. 4.6). Thus, an N -particle packing in a box of linear
size L with periodic boundary conditions can be viewed as the N -particle unit cell
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of an infinite hypercubic lattice.
Figure 4.6: A 32 particle system with periodic boundary conditions interpreted as a tiling in space.
Here a 4×4 section of the tiling is shown. Shading is used to provide contrast between adjacent
copies of the system.
The normal modes of vibration can be found by solving the equations of motion
to linear order. To do this, we assume the particles begin in mechanical equilibrium
at positions specified by r0iµ, where i indexes particles in each cell and µ indexes
unit cells, so that r0iµ is the equilibrium position of particle i in cell µ. The energy
of the system to lowest order in particle displacements about its minimum value,
uiµ = riµ − r0iµ, can generically be written as
U =
∑
〈iµ,jν〉
V (riµjν) ∼ U0 +
∑
〈iµ,jν〉
uTiµ
∂2U
∂riµ∂rjν
∣∣∣∣
r=r0
ujν , (4.3.2)
where the sums are over all pairs of particles iµ and jν that are in contact. The
equations of motion resulting from Eq. (4.3.2) can be solved by a plane-wave ansatz,
uiµ = Re {i exp [i(k ·Rµ − ωt)]}. Here i is a dN -dimensional polarization vector,
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k is a d-dimensional wavevector and Rµ is the d-dimensional vector corresponding
to the position of cell µ. This gives the eigenvalue equation
λn(k)ni(k) =
∑
j
Dij(k)nj(k), (4.3.3)
where
Dij(k) =
∑
µν
∂2U
∂riµ∂rjν
∣∣∣∣
r=r0
eik·(Rµ−Rν) (4.3.4)
is the dynamical matrix of dimension dN × dN , and n labels the eigenvalues and
eigenvectors. From Eq. (4.3.2), the frequency of the modes in the nth branch are
ωn(k) =
√
λn(k) with eigenvector ni(k). Figure 4.7 shows λn(k) as a function of
k for two example systems, as well as examples of uiµ that solve the eigenvalue
equation. The behavior of these examples will be discussed in detail below.
With k allowed to vary over the first Brillouin zone, the eigenvectors comprise a
complete set of states for the entire tiled system. It follows that any displacement
of particles at the boundary of the unit cell can be written as a Fourier series,
uiµ =
∑
k,n
Ak,nni(k) exp [i(k ·Rµ)] , (4.3.5)
which is valid for all particles i. Therefore, the system will be unstable to some
collective perturbation of its boundary if and only if there is some k and n for
which λn(k) < 0. This procedure allows us to characterize boundary perturbations
by wavevector.3 If we find a wavevector whose dynamical matrix has a negative
3Note that shear-type deformations can be considered concurrently by adding the term Λ · r0iµ to Eq. (4.3.5),
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eigenvalue, it follows that the system must be unstable with respect to the boundary
perturbation implied by the corresponding eigenvector. We will show that stability
is governed by a competition between transverse plane waves and anomalous modes,
examples of which are shown in Fig. 4.7.
The gist of our argument can be understood as follows. The lowest branch of
the normal mode spectrum is composed of transverse plane waves; it is these modes
that are the ones most easily perturbed by disorder to produce a negative eigen-
frequency and therefore a lattice instability. The largest perturbation comes from
an interaction with the higher-frequency anomalous modes which have a charac-
teristic frequency of ω∗. If ω∗ is large, which would occur at high pressure, or if
the highest-frequency transverse mode (i.e., at the zone boundary) is small, which
would occur for large systems, then there is unlikely to be a strong perturbation
and all the modes will remain positive and there will be no instability.
To illustrate, we show in Fig. 4.7a the lowest three eigenvalue branches along
the horizontal axis of the Brillouin zone for an example system that is shown in
Fig. 4.7c. At low k, the lowest two branches correspond to transverse and longitu-
dinal plane waves, respectively, and increase quadratically in k. The third branch
corresponds to the lowest anomalous mode in the system. When the longitudinal
branch approaches the anomalous mode, band repulsion pushes the branch down
to lower energies. However, the transverse branch maintains its quadratic behavior
where Λ is a global deformation tensor. This term represents the affine displacement and is neglected for our
purposes.
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all the way to the zone edge. Near the zone edge, modes of this lowest branch have
very strong plane-wave character, as shown by the displacement vectors in Fig. 4.7c.
Contrast this to the dispersion curves shown in Fig. 4.7b, for a system at much
lower pressure. Here, the lowest anomalous branch is roughly an order of magnitude
lower than in the previous example, and therefore has a more drastic effect on the
lowest two branches. Specifically, the transverse branch experiences band repulsion
about half way to the zone edge, and the quadratic extrapolation (the dashed
black line) is a very poor predictor of the eigenvalue at the edge. In this second
example, modes near the edge have negative eigenvalues, meaning they are unstable.
Furthermore, as illustrated in Fig. 4.7d, these unstable modes do not resemble plane-
waves, but instead appear disordered and closely resemble anomalous modes.
This scenario is generic. We define λT to be the energy of the transverse branch
extrapolated to the zone boundary and λ0 to be the energy of the lowest anomalous
branch (see Fig. 4.7). When λ0 is much larger than λT, then the lowest mode main-
tains its transverse plane-wave character throughout the Brillouin zone. However,
when λ0 is less than λT, then the lowest mode at the zone edge is anomalous and
is more likely to be unstable. Importantly, plane waves and anomalous modes are
governed by different physics. By understanding the scaling of λ0 and λT, we will
show that stability is controlled by the transverse length scale, `T.
Our strategy will be to first consider the so-called “unstressed system,” which
replaces the original system of spheres with an identical configuration of particles
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connected by unstretched springs with stiffness given by the original bonds. In
the unstressed system, eigenvalues can never be negative and so all systems are
stable. We will then construct scaling relations for λ0 and λT of the unstressed
system and conclude that the lowest eigenvalue will be min{λ0, λT}. We then
construct additional scaling relations for the accompanying shift in the eigenvalues
upon reintroducing the stress. By finding the pressures and system sizes where
these two quantities are comparable, we will thus determine the scaling of the
susceptibility of packings to perturbations described by Eq. (4.3.5).
4.3.2 The unstressed system
The dynamical matrix in Eq. (4.3.4) is a function of the second derivative of the
pair potentials of Eq. (4.3.1) with respect to particle positions. To construct the
dynamical matrix of the unstressed system, we rewrite this as as
∂2V
∂rα∂rβ
=
∂2V
∂r2
∂r
∂rα
∂r
∂rβ
+
∂V
∂r
∂2r
∂rα∂rβ
, (4.3.6)
where V is the potential between particles iµ and jν, r ≡ rjν−riµ and α and β are
spatial indices. The second term is proportional to the negative of the force between
particles. If this term is neglected, there are no repulsive forces and the system will
be “unstressed” [2, 115]. The dynamical matrix of the unstressed system, obtained
from just the first term in Eq. (4.3.6), has only non-negative eigenvalues. We will
use a subscript “u” (as in, e.g., λu) to refer to quantities corresponding to the
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Figure 4.7: Stable and unstable modes. (a) The dispersion relation for the transverse-acoustic
mode (black), the longitudinal-acoustic mode (green), and the lowest anomalous mode (red) along
the horizontal axis for a system of 128 particles in two dimensions at a pressure of p = 10−1. The
black dashed line shows the quadratic approximation to the transverse branch and has a value of
λT at the zone edge. The dashed horizontal red line shows the flat approximation of the lowest
anomalous mode and has a value of λ0. The system is stable because the lowest branch is never
negative. (b) Similar dispersion relations for a system at p = 10−3. This system has a lattice
instability because the lowest mode is negative at large k. (c)-(d) A 2×4 section of the periodically
tiled systems from (a)-(b), respectively. Overlaid are the displacement vectors uiµ for the lowest
modes near the zone edge (k ≈ 0.9pi/Lxˆ, see the blue dot in (a)-(b)). Note that the mode in
(c) has strong transverse plane-wave character, while the mode in (d), which is unstable because
λ < 0, has developed strong anomalous character.
unstressed system.
The black curves in Fig. 4.8a show the six lowest eigenvalue branches, λ(k),
for a 2-dimensional packing of N = 1024 disks at a pressure p = 10−4. Also
shown (dashed blue curves) are the lowest eigenvalue branches for the corresponding
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Figure 4.8: Dispersion relations along the Γ −M line for the lowest few branches of 2 different
2-dimensional packings of N = 1024 particles. The Γ point is at the Brillouin zone center (k = 0)
and the M point is at the zone corner where the magnitude of k is greatest. (a) A “shear-unstable”
packing (i.e. a sphere packing that is unstable at low k) at p = 10−4 (black) and the dispersion
relation for the corresponding unstressed system (blue). (b) A “lattice-unstable” sphere packing
(i.e. a packing that is stable near k = 0 but is unstable at higher k) at p = 10−4 (black) and the
dispersion relation for the corresponding unstressed system (blue). (c) Comparison between the
lowest branch in the sphere packing (black) and its unstressed counterpart (blue) for the same
system as in (b). The dashed magenta line is the difference between the two eigenvalue branches.
unstressed system, λu(k), where the second term in Eq. (4.3.6) has been omitted.
Here, the lowest branch of the stressed system has negative curvature at k = 0
implying that the system has a negative shear modulus. Such shear-type instabilities
have been analyzed previously [19]. In the remainder of this chapter, we restrict
our attention to shear-stable packings that are stable near k = 0 but potentially
unstable at higher wave vectors. We refer to this type of instability as a “lattice
instability.”
Figure 4.8b compares the 6 lowest eigenvalue branches of a sphere packing (black)
with a lattice instability to those of its unstressed counterpart (dashed blue). The
lowest branch for the sphere packing has positive curvature at k = 0, but becomes
negative at higher k. This implies that the system is unstable to boundary per-
turbations corresponding to Eq. (4.3.5) over a range of wavevectors. In contrast,
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the unstressed system, by construction, can have only positive (or possibly zero)
eigenvalues. In Fig. 4.8c, the dotted magenta line shows the difference between the
lowest eigenvalue branch of the unstressed system (blue) and of the sphere packing
(black).
4.3.3 The lowest eigenvalue of the unstressed system
We first evaluate the eigenvalues in the unstressed system and then consider the
effect of the stress term (i.e. the second term in Eq. (4.3.6)). In order to obtain
the scaling of the lattice instabilities, we first estimate the eigenvalues at the M
point, which is located at the corner of the Brillouin zone. The wave vector kM
at the corner has the smallest wavelength anywhere in the Brillouin zone and thus
corresponds to the most drastic perturbation. We then extend the argument to the
rest of the Brillouin zone.
For the unstressed system, the lowest eigenvalue at the corner of the Brillouin
zone can be estimated as follows. As Fig. 4.8b suggests, the mode structure is fairly
straightforward. Low-frequency vibrations are dominated by two distinct classes of
modes: plane waves and the so-called “anomalous modes” that are characteristic of
jammed systems [61, 114]. The lowest plane-wave branch is transverse and parabolic
at low k (see Fig. 4.8b): ωT,u ≈ cT,uk or equivalently
λT,u ≈ c2T,uk2 ∼ Guk2, (4.3.7)
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where Gu is the shear modulus of the unstressed system.
The eigenvalue of the lowest anomalous mode can be understood as follows.
Wyart et al. [114, 115] showed that the density of vibrational states at k = 0
for unstressed systems, Du(ω), can be approximated by a step function, so that
Du(ω) ≈ 0 for ω < ω∗u while Du(ω) ≈ const for ω > ω∗u. As suggested by Fig. 4.8,
the anomalous modes are nearly independent of k, so this form for Du(ω) is a
reasonable approximation not only at k = 0 but over the entire Brillouin zone.
Thus, the eigenvalue of the lowest anomalous mode is approximated by ω∗u at any
k.
Note that if ωT,u  ω∗u, the lowest branch will maintain its transverse-acoustic-
wave character and hence will remain parabolic in k all the way to the zone corner.
However, when ωT,u  ω∗u, the lowest mode at the corner no longer has plane-
wave character because the transverse acoustic mode will hybridize with anomalous
modes and will develop the character of those modes. It follows that there is a
crossover between jamming physics and plane-wave physics when ωT,u ≈ ω∗u or,
equivalently, when the system size is
L ≈ `T ≡ cT,u/ω∗u. (4.3.8)
Here `T is the transverse length identified by Silbert et al. [89].
Near the jamming transition, many properties scale as power laws with the excess
101
contact number above isostaticity, ∆Z ≡ Z − ZNiso, where Z is the average number
of contacts per particle and ZNiso = 2d (1− 1/N) ≈ 2d for large systems [39]. In
particular, for the harmonic potentials we consider here, ω∗u ∼ ∆Z, Gu ∼ ∆Z, and
p ∼ ∆Z2 for dimensions d ≥ 2. (These results are easily generalized to potentials
other than the harmonic interactions used here [61].) Therefore, Eqs. (4.3.7) and
(4.3.8) predict that, for d ≥ 2, `T ∼ p−1/4 and the crossover will occur at
pL4 ∼ const. (4.3.9)
A second crossover occurs at very low pressures and is due to finite-size effects [39]
that change the scaling of ∆Z to ∆Z ∼ 1/N ∼ L−d in d dimensions, independent
of p. In this regime, ω∗u and Gu remain proportional to ∆Z, and thus also scale
as L−d. We therefore expect the lowest eigenvalue of the unstressed system at the
corner of the Brillouin zone (kM =
√
dpi/L) to feature three distinct regimes.
low pressure: λu ∼ 1/N2 ∼ L−2d
intermediate pressure: λu ∼ ω∗2u ∼ p
high pressure: λu ∼ c2Tk2M ∼ p1/2L−2.
(4.3.10)
In two dimensions, we expect that λuL
4 will collapse in all three regimes as a
function of pL4.
This prediction is verified in Fig. 4.9. The blue symbols in Fig. 4.9a, corre-
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Figure 4.9: Scaling of the lowest eigenvalue. The average eigenvalue of the lowest mode at the
corner of the Brillouin zone of the unstressed system (blue), as well as the average difference
between the unstressed system and the original packing (magenta), in (a) two and (b) three
dimensions. The blue and magenta data exhibit collapse as predicted by Eqs. (4.3.10) and (4.3.11),
with the caveat that we were unable to reach the low pressure regime in three dimensions where we
expect the scaling to be different. Data is only shown when at least 20 shear stable configurations
were obtained.
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sponding to λuL
4 of the unstressed system in d = 2, exhibit a plateau at low
pressures/system sizes. At intermediate pL4, the blue symbols have a slope of 1
and at high pL4 a slope of 1/2, as predicted by Eq. (4.3.10). In three dimensions
(Fig. 4.9b), we observe the two higher pressure regimes, with a crossover between
them that scales with pL4, as expected. We did not reach the low-pressure plateau
regime in three dimensions because it is difficult to generate shear stable configu-
rations at low pressures. Note, however, we do not expect the crossover to the low
pressure regime to collapse in d = 3 with pL4.
4.3.4 The effect of stress on the lowest eigenvalue
With the behavior of the lowest eigenvalue of the unstressed system in hand, we
now turn to the effects of stress to explore the behavior of actual sphere packings
at the zone corner, kM =
√
dpi/L. The second term in Eq. (4.3.6) shifts the shear
modulus to smaller values without affecting the scaling with pressure [32], G ∼ √p.
It therefore follows that Gu−G ∼ √p. In the high-pressure regime, where the lowest
mode is the transverse plane wave, we therefore expect that λu−λ ∼ Gu−G ∼ √p.
Likewise, it was shown [40, 113, 117] that the second term in Eq. (4.3.6) lowers ω∗u
2
by an amount proportional to p, so at intermediate and low pressures it follows that
λu − λ ≈ ω∗u2 − ω∗2 ∼ p.
The difference in the lowest eigenvalues of the sphere packing and the unstressed
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system will therefore feature two distinct regimes:
low and int. p: (λu − λ) ∼ p
high p: (λu − λ) ∼ p1/2L−2.
(4.3.11)
4.3.5 The lowest eigenvalue and stability of the original packing
Comparing these results to Eq. (4.3.10), we see that the lowest eigenvalue of the
packing λ should be positive in the low pressure limit where λu − λ λu. At high
and medium pressures, λu and λu − λ are comparable and obey the same scaling.
One would therefore expect instabilities to arise in this regime. At high pressures,
however, we know that λ should be positive since λ ∼ Gk2M and shear stability
implies G > 0 [19]. Therefore, fluctuations about the average scaling behavior are
most likely to drive the system unstable at intermediate pressures. Since this regime
collapses with pressure and system size as pL4, we expect the fraction of systems
that are unstable to obey this scaling. This prediction is corroborated in Fig. 4.10,
where we see that the fraction of systems that are stable at the M point (red data)
depends on pressure p and system size L as expected.
We have thus far illustrated our reasoning for wavevectors at a zone corner, which
correspond to the smallest wavelengths and thus the most drastic perturbations.
Systems should therefore be more likely to go unstable at the zone corner than
anywhere else. However, our arguments apply equally well to any point in the
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Figure 4.10: The fraction of shear-stable systems in two and three dimensions that are also k > 0-
stable. In red we plot the fraction of systems that are unstable at the M point while in black we
plot the fraction of systems that are stable everywhere. We see that both collapse with pL4, or
equivalently L/`T, with the expected exception of the low pressure regime in three dimensions.
106
Brillouin zone.
This argument is confirmed in Fig. 4.10. To investigate the stability over the
entire zone, we computed the dispersion relation over a fine mesh in k space and
looked for negative eigenvalues. Any configuration with a negative eigenvalue at
any value of k was labeled as unstable. The black data in Fig. 4.10 shows the
fraction of systems that are stable over the entire Brillouin zone. It exhibits the
same qualitative features as at just the zone corner (red data), but with fewer stable
configurations overall.
Note that our scaling arguments for the unstressed system apply equally well to
the original packing. However, scaling alone cannot tell us the sign of the lowest
eigenvalue. Treating the unstressed and stressed terms of the dynamical matrix
separately, and exploiting the fact that the unstressed matrix is non-negative, is
thus necessary for understanding the stability of the packing and emphasizes that
“lattice instabilities” are caused by stress, not the geometry of the packing.
4.3.6 The two length scales
Dagois-Bohy et al. [19] found that in two dimensions, the fraction of states that are
shear stable collapses with pL4 and approaches 1 at large pL4. We have shown that
shear stable packings can be unstable to a class of boundary perturbations that
correspond to particle motion at non-zero k, and that the susceptibility of packings
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to such perturbations also collapses with pL4 (except for the N -dependent finite-
size effects at low pressure). The combination of these two results suggests that
a system should be stable to all infinitesimal boundary perturbations for L  `T,
where `T ∼ p−1/4 (for harmonic interactions) is the so-called transverse length scale.
This implies that the closer the system is to the jamming transition the larger the
system must be in order to be insensitive to changes in the boundaries. It also
implies that the distinction between collectively and strictly jammed [106] packings
decreases as L  `T and vanishes in the thermodynamic limit for any nonzero
pressure.
While the sensitivity of jammed packings to infinitesimal changes to the bound-
ary is controlled by the diverging length scale `T, Wyart el al. [114, 115] argued that
the stability to a more drastic change of boundary conditions, in which the periodic
boundaries are replaced with free ones, is governed by the larger length `∗ ∼ p−1/2:
jammed packings with free boundaries are stable only for L  `∗ [40, 114, 115].
We saw earlier in this chapter that this length is equivalent, not only in scaling
behavior but also in physical meaning, to the longitudinal length `L = ω
∗/cL.
`L was proposed alongside `T by Silbert et al. [89], and both length scales can be
understood from a competition between plane-wave physics and jamming physics.
Silbert et al. showed that at large wavelengths, there are well defined transverse
and longitudinal sound modes; the Fourier transform fT,L(ω, k) is sharp in ω at low
k [89, 91]. However, at small wavelengths, the sound modes mix with the anomalous
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modes and fT,L gets very broad. The crossover between these two regimes occurs
when the frequency of the sound mode is ω∗, the lowest frequency at which anoma-
lous modes exist. Since the frequency of the sound modes is given by ω = cT,Lk,
the wave length at the crossover is `T,L ∼ cT,L/ω∗. Thus, the two length scales
`T and `
∗ = `L are both related to the wavelength where the density of anomalous
modes overwhelms the density of plane-wave sound modes [89]. Our results indicate
that they also both control the stability of jammed packings to different classes of
boundary perturbations. The two lengths can therefore be viewed as equally central
to the theory of the jamming transition.
4.3.7 Discussion
To understand why some boundary perturbations are controlled by `T while others
are controlled by `L, we must understand the nature of the transverse and longitu-
dinal deformations allowed. In the case of systems with free boundaries, the system
size of `L needed to support compression is also sufficient to support shear since
`L > `T. The minimum system size needed to support both is therefore `L. Under
periodic boundary conditions, jammed systems necessarily support compression re-
gardless of system size and the issue is whether the system is stable to shear as
well. Our arguments show that the minimum system size needed to support both
longitudinal and transverse perturbations is `T.
The same reasoning can be applied to understanding the stability with respect
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to a change from periodic to fixed boundary conditions. In that case, neither longi-
tudinal nor transverse deformations are allowed and it follows that jammed systems
of any size will be stable to this change. Mailman and Chakraborty [65] have stud-
ied systems with fixed boundary conditions to calculate point-to-set correlations.
Their analysis, as well as arguments based on the entropy of mechanically stable
packings, reveal a correlation length that scales like `∗.
The fact that the diverging length scales control the response to boundary
changes but do not enter into the finite-size scaling of quantities such as the contact
number and shear modulus [39] is consistent with the behavior of a system that is at
or above its upper critical dimension. The fact that power-law exponents do not de-
pend on dimensionality for d ≥ 2 is also consistent with this interpretation [73, 76].
However, critical systems are generally controlled by only one diverging length.
Jamming is thus a rare example of a phase transition that displays two equally
important diverging length scales. It remains to be seen whether other diverging
lengths that have been reported near the jamming transition [27, 65, 73, 74, 107]
can also be associated with boundary effects.
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Chapter 5
Jamming in finite systems:
stability, anisotropy, fluctuations
and scaling
5.1 Introduction and conclusions
The theory of jammed amorphous solids has been largely based on packings at
zero temperature of frictionless spheres with finite-range repulsions. Over the past
decade, numerous studies have characterized the transition of such systems from
an unjammed “mechanical vacuum” in which no particles interact at low packing
fraction, φ, to a jammed, rigid structure at high φ (see [61, 109] and references
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therein). The scenario that has emerged is that the jamming transition is a rare
example of a random first-order transition.1 At the jamming transition, the average
number of contacts per particle, Z, jumps discontinuously from zero to the value
given by the rigidity criterion proposed originally by Maxwell. Power-law scaling
over many decades in confining pressure has been observed near the transition for
the bulk modulus, shear modulus, energy, non-affinity, a characteristic frequency
scale, various length scales and the excess contact number [28, 30, 31, 40, 61, 73,
89, 90, 113–115].
For ordinary critical phase transitions, singularities are rounded in finite systems
but the nature of the transition remains qualitatively the same as it is in infinite
ones. However, because the particle interactions in a jammed packing are purely
repulsive and the force on every particle has to be balanced, a jammed packing
must have a rigid structure that is system-spanning. As a result, the nature of the
boundary conditions is inextricably linked with the onset of rigidity, and boundary
conditions play a particularly important role in finite jammed systems [106]. For
example, systems prepared in the standard way, in a fixed simulation box with peri-
odic boundary conditions (that is, with the repeated zone of constant volume with
fixed angles), can be unstable to shear even though they can support a pressure [19].
Even for configurations that are stable to both shear and compression, the defi-
nition of the rigidity onset in terms of the development of nonzero bulk and shear
1Note that the jamming transition appears to be a random first-order transition in dimensions d ≥ 2, and is
distinct from the glass transition, which is a random first-order transition in infinite dimensions [76].
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moduli requires attention. This is because jammed systems are only truly isotropic
in the thermodynamic limit. Any finite system should properly be described by
six elastic constants in 2 dimensions, or 21 in 3 dimensions, rather than the two
elastic constants, the bulk and shear moduli, that describe isotropic systems. Fi-
nally, the mechanical response of a finite system depends not only on the boundary
conditions, but on whether or not the configuration has residual shear stress. These
considerations necessitate a careful reevaluation of jamming in finite systems.
In this chapter, we take all of these potential complications into account to de-
velop a comprehensive finite-size analysis of compressed, athermal sphere packings
with periodic-boundary conditions. We recast the 6 (21) elastic constants needed in
2 (3) dimensions in terms of (i) two combinations that are finite in the thermody-
namic limit: the bulk modulus, B, and GDC (which approaches the shear modulus
in the thermodynamic limit) and (ii) three combinations that measure anisotropic
fluctuations and vanish in that limit. Despite the complications alluded to above,
for all of the ensembles studied and independent of the criteria used to identify the
jamming transition, we show that pN2 (where p is the pressure and N is the system
size) is the correct scaling variable for the key quantities of excess contact number,
B and GDC . (In the case of two dimensions, our results are consistent with the pres-
ence of logarithmic corrections to scaling, supporting the conjecture [13, 39, 61, 113]
that the upper critical dimension for jamming is d = 2.)
One of the three elastic constants (defined above) that vanish in the thermody-
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namic limit also collapses with pN2 and vanishs in the limit of pN2 →∞ as 1/√N .
This is consistent with the central-limit theorem. The remaining two exhibit this
behavior only for ensembles that have zero residual shear stress. Thus, for the en-
sembles with no shear stress, we observe scaling collapse with pN2 for all variables
studied.
We note that one consequence of the scaling collapse with pN2 is that one needs
larger and larger systems as the jamming transition is approached to be in the
thermodynamic limit. If the limit is properly taken, however, our results show that
the bulk modulus, B, the shear modulus, G, and the ratio of the two, G/B, all
become nonzero simultaneously2 at the jamming transition, consistent with earlier
claims [73].
The location of the jamming transition depends on both system size [73, 107]
and protocol [14]. Thus, the packing fraction at the transition fluctuates from
state to state. Several studies have focused on finite-size effects associated with
this distribution of packing fractions at the onset of jamming [14, 62, 73, 107]. In
contrast, we concentrate on finite-size scaling in bulk quantities above the transition,
and bypass the effects of the distribution of jamming onsets by looking at behavior
as a function of pressure, or equivalently, φ − φc, where φc is the packing fraction
at the jamming onset for a given state.
2This simultaneity can be misunderstood because G increases continuously while B experiences a discontinuous
jump, meaning that G can be arbitrarily small while B remains finite. The precise statement is that there exists a
φc such that, for all  > 0, B = G = 0 when φ = φc −  and B > 0 and G > 0 when φ = φc + .
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Index Meaning Range e.g.
α, β particle position DOF [1, dN ] rα
α¯, β¯ position and boundary DOF [1, dN +Nbndrydof ] qα¯
b simulation box shape DOF [1, d(d+ 1)/2− 1] Lb
i, j, k, l dimension [1, d] ij
n mode number [1, dN ] λn
Table 5.1: List of indices used in this chapter and their meaning. Note that d is the dimensionality
and N is the total number of particles.
In Sec. 5.2, we introduce the three ensembles based on the different jamming
criteria and review the constraint counting arguments for each one [19, 39]. We
introduce the 1
8
d(d+ 1)(d2 + d+ 2) independent elastic constants in d dimensions,
and use them to find the conditions required for mechanical stability. We then recast
them in terms of combinations that either approach the bulk and shear moduli or
vanish in the thermodynamic limit. Section 5.3 contains the numerical results for
the excess contact number and the elastic constant combinations versus pressure
and system size. We also present results for statistical fluctuations of the excess
contact number, bulk modulus, and GDC .
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5.2 Jamming, ensembles and constraint counting in finite
systems
5.2.1 Jamming criteria and ensembles
We will consider athermal (T = 0) packings of N soft spheres that interact only
when they overlap with a purely repulsive spherically symmetric potential in d
dimensions. For now, we will not be concerned with the specific form of the inter-
action potential and only require that it has a finite range that defines the particle
diameter. What does it mean for such a packing to be jammed? The answer to
this is clear in the thermodynamic limit. At sufficiently low packing fractions, φ,
there is room for the spheres to avoid each other so that none of them overlap, and
the number of load-bearing contacts vanishes. The potential-energy landscape is
locally flat and the pressure and elastic moduli, which are respectively related to
the first and second derivatives of the energy, are zero; in no way should the system
be considered a solid. At high φ, however, there is no longer room for the particles
to avoid each other and they are forced to overlap, and the system possesses enough
contacts for rigidity. It no longer sits at zero energy and develops a non-zero stress
tensor with positive pressure. Moreover, the shear modulus G and bulk modulus
B are positive. Such a system possesses all the characteristics of a solid and is
therefore jammed.
When we are not in the large system limit, the onset of rigidity is more complex.
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In this section, we will discuss the behavior of three quantities – the average contact
number, the pressure and the elastic constants – in finite systems at the jamming
transition.
I: Connectivity — It has long been known that there is a connection between
the jamming transition and the contact number Z (i.e., the average number of
load-bearing contacts per non-rattling particle), which is given by Z ≡ 2Nc/N0,
where Nc is the total number of contacts and N0 is the number of particles that
are not rattlers [2, 9, 28, 71]. Z = 0 below the jamming transition because there
are no overlapping particles. (Note, it is possible for two particles to just touch,
but such a contact cannot bear any load.) At the transition, Z jumps to a finite
value and increases further as the system is compressed. This finite jump has been
understood from the Maxwell criterion, which is a mean-field argument stating that
a rigid network of central-force springs must have an average contact number of at
least Ziso. When Z = Ziso, the number of contacts just balances the number of
degrees of freedom.
However, the use of constraint counting and isostaticity as a measure of jamming
has some serious drawbacks. For example, packings of ellipsoids jam well below
isostaticity [25, 66, 120]. Also, as contacts in frictional packings are able to constrain
multiple degrees of freedom, the contact number at jamming depends sensitively on
the strength of the frictional part of the interactions and lies below 2d [47, 48, 75,
88, 93]. Furthermore, the Maxwell criterion assumes that as a system approaches
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isostaticity, none of the contacts are redundant (in a manner that can be defined
precisely for certain networks). Although we will show below that this assumption
is often correct, it is not a generic feature of sphere packings.
For example, consider a 50/50 mixture of large and small particles in two dimen-
sions just above the jamming transition. Such bidisperse packings are quite common
in the study of jamming because a monodisperse mixture leads to local crystalliza-
tion. Even for bidisperse mixtures, however, there is a non-negligible probability
that a particle is surrounded by 6 particles of exactly the same size. It is easy to
see that these 7 particles have a redundant contact even at the transition, but this
extra contact does not contribute to the global stability of the rest of the packing.
Therefore, the contact number at the transition will be slightly greater than the
isostatic value.3 A corollary of this is that a packing might have Z > Ziso and still
be unjammed. (As discussed in Appendix 5.4.1, our numerical calculations use a
polydisperse distribution of particle sizes in two dimensions to avoid this issue.)
Therefore, we see that constraint counting is not a robust indicator of whether or
not a system is jammed.
II: Positive pressure — For packings of purely repulsive particles, positive pres-
sure is clearly a necessary condition for jamming. If a particle is trapped by its
neighbors, then there must be a restoring force to counteract any small displace-
ment. Such forces can only come from particle-particle interactions which, when
3We find the difference to be small, of order 10−3.
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integrated over the system, lead to non-zero pressure. If the pressure is zero, then
there cannot be any particle-particle interactions and the system is not jammed,
regardless of system size. Therefore, positive pressure is a necessary condition for
jamming.
III: Mechanical rigidity — A solid must resist global deformations such as com-
pression and shear. We first consider the response to compression. As we saw above,
particle-particle overlaps in a jammed system push outward and lead to non-zero
pressure. Upon compression, these forces must increase to linear order, implying
that the bulk modulus, B, is positive.
The situation for shear deformations is more subtle, and various jamming criteria
can be defined depending on the boundary conditions [19]. Consider the potential
energy landscape as a function of (1) the dN particle positions rα, (2) the d(d +
1)/2− 1 degrees of freedom ∆Lb associated with the shape of the box, and (3) the
volume V . Common jamming algorithms fix the shape and size of the box and
generate packings at a minimum of U with respect to |r〉 = {rα} (see Fig. 5.1). In
this case, no further constraints are necessary beyond those needed for the system
to resist compression.
The criterion that the system resist compression will be referred to as the Rcomp,
or “Rigid to Compression,” requirement, and the ensemble of systems that satisfy
this requirement will be referred to as the Ecomp ensemble. Experimental examples
are when particles are placed in a rigid container or when the shape of the container
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is externally controlled. Note that when the boundary is not allowed to deform,
residual shear stresses and shear moduli correspond to the first and second deriva-
tives, respectively, of U along a strain direction without permitting the shape to
equilibrate. As a result, both the macroscopic residual stress and shear modulus
are uncontrolled. Figure 5.1 illustrates that systems that are Rcomp stable do not
need to be stable to shear, as pointed out by Dagois-Bohy et al. [19].
The criterion that the system resists all global deformations, including shear and
compression, will be referred to as theRall, or “Rigid to All,” requirement. Previous
work showed that the fraction of Ecomp packings that are Rall unstable becomes of
order one for finite systems at sufficiently low pressure [19].
We can also consider the situation where all volume-conserving shear deforma-
tions are allowed. In this case, the degrees of freedom associated with the shape
of the container or simulation box can be considered dynamic degrees of freedom
along with the particle positions [19, 105]. These additional variables expand the
dimensionality of the energy landscape and allow the particles to relax further. We
have developed an algorithm for generating states that are not only Rall stable but
also have zero residual shear stress [19]. In short, two-dimensional packings are gen-
erated by finding minima of U with respect to both |r〉 and the two shear degrees
of freedom (labeled |∆L〉 = {∆Lb} in Fig. 5.1). Because derivatives of U with re-
spect to shear degrees of freedom give shear stresses, the packings generated by this
algorithm have a purely hydrostatic stress tensor. We will refer to these combined
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criteria (Rall stable plus zero residual shear stress) as the R+all requirement.
The ensemble of systems that satisfy the Rall and R+all requirements will be
referred to as the Eall and E+all ensembles, respectively. As illustrated in Fig. 5.1,
these three jamming conditions have a simple interpretation in terms of the energy
landscape. Furthermore, the ensembles have the hierarchical structure: E+all ⊂ Eall ⊂
Ecomp.
In the remainder of this chapter we study three different ensembles of packings,
the Ecomp, Eall and E+all ensembles described above. The standard Ecomp packings
dominate the jamming literature; we study them in both two and three dimensions.
We will refer to these as the “2d Ecomp” and “3d Ecomp” ensembles, respectively.
We will also study two dimensional packings that are R+all stable (stable to shear
deformations in all directions and have no residual shear stress), which make up
the “E+all” ensemble. Finally, to compare these two ensembles, we consider the two-
dimensional Eall ensemble, which is a “filtered Ecomp” ensemble where we include
only the Ecomp configurations that happen to be Rall stable. Like the E+all states, Eall
states have positive shear modulus; unlike the E+all states, Eall states have generically
non-zero residual shear stress. The essential scenario is that for small pN2 the
packings in these different ensembles are significantly different, but for large pN2
these differences become smaller and vanish when pN2 → ∞. For further details
and numerical procedures, see Appendix 5.4.1.
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Figure 5.1: Schematic energy landscape where |r〉 denotes the particle degrees of freedom and
|∆L〉 all possible shear deformations of the box. For packings in the Ecomp ensemble, |∆L〉 is fixed
and the system is Rcomp stable if it sits at a minimum of U with respect to |r〉, i.e. the open circle.
Rall stability is governed by the curvature of U along the global shear degrees of freedom. Thus,
Rcomp stable states can be Rall unstable if the curvature of U is negative along any of the |∆L〉
directions (thick dashed curve). Such states can and do occur. If the curvature of U is positive
along all global shear directions (thick solid curve), the packing is Rall stable. Such Rall stable
packings can have finite shear stresses (non-zero gradient along global shear directions). Finally,
packings that are at a local minimum of U with respect to the |r〉 and |∆L〉 directions (filled
circle) have zero residual shear stress in addition to being Rall stable, and thus satisfy the R+all
requirement.
Ensemble Criteria Preparation algorithm Dimensionality
Ecomp Rcomp standard jamming algorithm 2d, 3d
Eall Rall filtered Ecomp ensemble 2d
E+all R+all new shear-stabilized algorithm 2d
Table 5.2: List of ensembles, the jamming criteria they satisfy, the algorithm used, and the
dimensionality in which we studied them: E+all ⊂ Eall ⊂ Ecomp. The distinction between these
ensembles vanishes in the large-system limit.
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5.2.2 Jamming criteria in terms of the extended Hessian
Here we show that the jamming criteria introduced in Sec. 5.2.1 can be formulated
in terms of an extended Hessian that includes the boundary degrees of freedom [19,
103]. By defining jamming in terms of global deformations, we avoid requiring that
individual particles be constrained. Assumptions about the existence of zero modes
are also not required. This formulation therefore avoids the ambiguities of previous
definitions based on counting zero modes. In practice, zero modes can be present
in jammed systems, such as those associated with rattlers and the extended quartic
modes in the zero pressure limit of jammed packings of ellipsoids [25, 66, 120] —
as long as they are decoupled from the boundary degrees of freedom, they do not
prevent the packing from being jammed.
We will begin by considering the Rall requirement that the system be stable
with respect to all possible boundary deformations, and then show how the less
strict Rcomp requirement can be deduced in the same framework. We start with the
Taylor expansion of the potential energy U about a reference state with energy U0,
volume V 0, and particles positions r0α. We restrict our attention to reference states
in which the sum of forces on each particle is zero. The goal will be to determine if
the reference state is jammed.
To test the Rall requirement, we need to include the Nbndrydof = d(d+ 1)/2 degrees
of freedom associated with boundary deformations in the energy expansion. It
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will be convenient to represent these variables as a symmetric strain tensor, ij.
By differentiating the energy with respect to ij, we get the stress tensor of the
reference state:
σ0ij =
1
V 0
(
∂U
∂ij
)
0
. (5.2.1)
σ0ij represents prestress in the system and the trace of σ
0
ij is proportional to the
pressure.
Now consider the set of dN particle displacements {uα} about the reference
state, uα ≡ rα − r0α. The net force on each particle is given by the derivative of
the energy with respect to uα, but this must be identically zero to satisfy force
balance. To treat the boundary deformations and particle displacements together,
let {qα¯} = {uα, ij} be the combination of the dN particle displacements and the
Nbndrydof independent components of the strain tensor. The first order term in the
energy expansion is
(
∂U
∂qα¯
)
0
qα¯, but this reduces to σ
0
ij ji V
0 due to the presence of
force balance.
If the boundary was held fixed, then the second order term in the expansion
would be obtained from the Hessian matrix Kˆ0αβ, which is given by
Kˆ0αβ ≡
(
∂2U
∂uα∂uβ
)
0
, (5.2.2)
where the derivatives are evaluated at the reference state. Kˆ0αβ is also the well-
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studied dynamical matrix of a packing where every particle has unit mass; its
eigenvectors give the normal modes of vibration. For perturbations that include the
boundary, however, we instead need the “extended Hessian” matrix Kˆ [19, 103],
Kˆα¯β¯ ≡
(
∂2U
∂qα¯∂qβ¯
)
0
. (5.2.3)
We refer to Kˆ as an extended Hessian due to the inclusion of the global degrees of
freedom.
To second order in q, the change in energy ∆U = U − U0 associated with a
deformation is
∆U ≈
(
∂U
∂qα¯
)
0
qα¯ +
1
2
(
∂2U
∂qα¯ ∂qβ¯
)
0
qα¯qβ¯
≈ σ0ij ji V 0 +
1
2
Kˆα¯β¯ qα¯qβ¯ , (5.2.4)
where the strain tensor ij is determined from the last N
bndry
dof components of qα¯.
The linear term represents work done against the pre-stress. Only the strain degrees
of freedom contribute to the linear term; all other contributions sum to zero as a
result of force balance in the reference state.
Two observations follow directly from the energy expansion of Eq. (5.2.4). First,
the presence of a linear term indicates that packings where force balance is satis-
fied on every particle do not generically sit at a minimum of their energy U with
respect to boundary deformations (Fig. 5.1). Instead, gradients of the enthalpy-like
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quantity H ≡ U − σ0ij ji V 0 vanish, (∂H/∂qα¯)0 = 0: this requirement serves as a
mechanical equilibrium condition. Second, packings that are in stable R+all mechan-
ical equilibrium under fixed confining stress must minimize H; this constrains the
curvature of ∆H = H −H0, which is determined by the eigenvalues of the real and
symmetric matrix Kˆα¯β¯. Packings that are only Rall stable do not minimize H but
still have the same constraints on the curvature of ∆H. Defining en and λn to be
the nth eigenvector and eigenvalue of Kˆα¯β¯, respectively, we can write
∆H =
1
2
Kˆα¯β¯ qα¯qβ¯ =
1
2
(qα¯ en,α¯)
2λn . (5.2.5)
If λn < 0 for any mode, then the system is linearly unstable to perturbations along
that mode. In this case, the system does not sit at a local energy minima and
therefore is not jammed. In principle, zero modes (λn = 0) are allowed, but if a
zero mode has a non-zero projection onto any of the Nbndrydof boundary variables,
then the system is unstable to that global deformation and again is not jammed.
Therefore, for a system to be jammed according to the Rall requirement, it must
satisfy
λn ≥ 0 ∀n, (5.2.6)
and
en,α¯′ = 0 whenever λn = 0, (5.2.7)
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where α¯′ runs only over the set of degrees of freedom associated with boundary
deformations. Note that this definition automatically accounts for the presence of
rattlers and the d global translational zero modes.
For systems where the Rcomp requirement is the appropriate condition, jamming
can be determined in much the same way. The only difference is in the relevant
boundary variables and therefore the definition of the extended Hessian. Instead of
considering all d(d + 1)/2 boundary degrees of freedom, we only include isotropic
compression/expansion. Nbndrydof = 1 and the extended Hessian is thus a dN + 1 by
dN + 1 matrix, but Eqs. (5.2.4)-(5.2.7) follow identically.
For finite systems, the Rall requirement is significantly more strict than the
Rcomp requirement. Packings made by standard jamming algorithms, which are
jammed according to the Rcomp requirement, can still have negative modes if shear
deformations are included in the extended Hessian. The fraction of states in the
Ecomp ensemble that are also in the Eall ensemble is a function of pN2 — this fraction
vanishes for small pN2 but approaches 1 for large pN2 [19].
We stress that the definition in Eqs. (5.2.6) and (5.2.7) considers the eigenvalues
and vectors of the extended Hessian defined in Eq. (5.2.3). Although it is possible to
calculate elastic moduli, and thus the stability, from the usual “reduced” Hessian of
Eq. (5.2.2) [67], the eigenvalues of the reduced Hessian are not sufficient to determine
if a system is jammed. Indeed, a packing can be unstable to global deformations
even when the reduced Hessian is positive semi-definite because positive (or zero)
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modes can become negative when they are allowed to couple to the boundary.
5.2.3 Jamming criteria in terms of elastic constants
The Rcomp and Rall requirements that a system be stable to boundary deformations
are equivalent to placing restrictions on the elastic moduli. For isotropic systems,
where the elasticity is described by the bulk modulus, B, and the shear modulus,
G, the connection between stability requirements and elastic moduli is simple: the
Rcomp requirement is satisfied when the bulk modulus is positive, while the Rall
requirement is satisfied when both the bulk and shear moduli are positive.
However, finite-sized systems are not isotropic. As a result, individual packings
with periodic boundary conditions should be treated as crystals with the lowest
possible symmetry. In this section, we will discuss the elastic constants of such
systems.
A global affine deformation is given to lowest order by a specific strain tensor
ij, which transforms any vector ri according to
ri → ri +
∑
j
ijrj. (5.2.8)
Note that in d dimensions, the strain tensor has d(d + 1)/2 independent elements.
Now, when a mechanically stable system is subject to an affine deformation, it
usually does not remain in mechanical equilibrium. Instead, there is a secondary,
128
non-affine response, which can be calculated within the harmonic approximation
from the Hessian matrix discussed above. Details of this calculation are presented
in Refs. [30, 31].
The change in energy can be written as
∆U
V 0
= σ0ijji +
1
2
cijklijkl, (5.2.9)
where cijkl is the d× d× d× d elastic modulus tensor and V 0 is again the volume
of the initial reference state. The symmetries of ij imply:
cijkl = cjikl = cijlk = cklij. (5.2.10)
When no further symmetries are assumed, the number of independent elastic con-
stants becomes 1
8
d(d + 1)(d2 + d + 2), which is 6 in 2 dimensions and 21 in 3
dimensions.
It is convenient to express Eq. (5.2.9) as a matrix equation by writing the elastic
modulus tensor as a symmetric d(d+ 1)/2 by d(d+ 1)/2 dimensional matrix c˜ and
the strain tensor as a d(d+1)/2 dimensional vector ˜. In 2 dimensions, for example,
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these are4
c˜ =

cxxxx cxxyy 2cxxxy
. cyyyy 2cyyxy
. . 4cxyxy

, ˜ =

xx
yy
xy

. (5.2.11)
We can now rewrite Eq. (5.2.9) as a matrix equation for the enthalpy-like quantity
∆H:
∆H
V 0
=
1
2
˜T c˜ ˜. (5.2.12)
We can now state the Rcomp and Rall requirements in terms of the anisotropic
elastic moduli. The Rcomp requirement is that the system is stable against com-
pression. This is measured by the bulk modulus, which can be written in terms of
the elements of cijkl:
B ≡ 1
d2
∑
k,l
ckkll. (5.2.13)
The Rcomp requirement is satisfied if and only if B > 0, which can be tested using
Eqs. (5.2.9) and (5.2.13).
Unlike the bulk modulus, the shear modulus is not uniquely defined for anisotropic
systems. Any traceless strain tensor constitutes pure shear, and to test the Rall re-
4While it is not necessary for our discussion here, the factors of 2 and 4 that appear in c˜ usually are included
instead in ˜.
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quirement, we take a direct approach. The Rall requirement is satisfied if and only
if ∆H > 0 for all strain directions, i.e. for any ij. From Eq. (5.2.12), we see that
this is the case if all the eigenvalues of c˜ are positive. Thus, the Rall requirement is
satisfied if and only if c˜ is positive definite.
Note that the Rcomp and Rall requirements place different restrictions on the
rank of c˜. For the Rcomp requirement, c˜ can have as few as one non-zero eigenvalue,
while all d(d+1)/2 eigenvalues must be positive for the Rall requirement. This fact
will be important in Sec. 5.2.4.
Useful elastic constant combinations
Given the multitude of elastic constants, especially in higher dimensions, it is use-
ful to divide them into 5 distinct types, based on their symmetry, as illustrated
in Table 5.3. The most familiar are Types 1 and 2, which correspond to uniaxial
compression and pure shear, respectively. For anisotropic systems, each elastic con-
stant is independent and (generically) nonzero. However, our systems are prepared
under isotropic conditions; there is no a priori difference between any two axes,
as there can be for crystals. Since the reference axes are arbitrary, we can rotate
our coordinate system so that the elastic constant cxxxx, for example, becomes cyyyy
in the new reference frame. The groups outlined in Table 5.3 are defined so that
any elastic constant can be rotated into another of the same type. They are thus
conceptually equivalent, although of course their actual values will differ.
131
Type Definition (i 6= j 6= k) # of constants Example(s)
1 ciiii d cxxxx
2 cijij d(d− 1)/2 cxyxy
3 ciijj d(d− 1)/2 cxxyy
4 ciiij , ciijk d
2(d− 1)/2 cxxxy, cyyxz
5 cijik d(d− 2)(d2 − 1)/8 cxyxz
Table 5.3: Classification of elastic constants.
We will now exploit the conceptual distinction between the various types of
elastic constants to define three orientation dependent moduli. A general description
of this process is given in Appendix 5.4.2, but for brevity we simply quote the
results here. Let θˆ be the set of generalized Euler angles that represent rotations
in d dimensions. The three θˆ-dependent moduli are the generalized shear modulus
G(θˆ), the modulus of uniaxial compression U(θˆ), and the dilatancy modulus D(θˆ).
One could also construct an orientation dependent moduli for the Type 5 constants,
but these only exist in three dimensions and will not be discussed here. The bulk
modulus is independent of orientation and is given by Eq. (5.2.13).
As an example, consider the generalized shear modulus G(θ) in two dimensions.
The set of symmetric, traceless strain tensors can be parameterized by the shear
angle θ:
(θ) =
γ
2
 sin(2θ) cos(2θ)
cos(2θ) − sin(2θ)
 ,
where γ  1 is the magnitude of the strain. When θ = 0, the response is given
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by cxyxy, but when θ = pi/4, the response is
1
4
(cxxxx + cyyyy − 2cxxyy). For arbitrary
angles, the response G(θ) is a sinusoidal function of θ [19] (see Appendix 5.4.2).
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21/2GAC
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Figure 5.2: Example of the sinusoidal function G(θ) for a two-dimensional system of N = 256
particles at a pressure of p = 10−3. The black circles show direct numerical calculations using
various (θ), while the solid line shows the prediction using the elastic modulus tensor at θ = 0
(see Appendix 5.4.2). The system is stable to shear when G(θ) > 0 (blue) and unstable when
G(θ) ≤ 0 (red). The data agree with the prediction. The horizontal dashed line shows the average
GDC ; GAC is obtained from the amplitude of the sinusoidal curve.
An example of G(θ) for a two-dimensional Ecomp packing is shown in Fig. 5.2.
Notice that there is a range of angles for which G(θ) < 0, implying that the system is
unstable to that set of shear deformations. By construction, this does not occur for
systems in the Eall and E+all ensembles. We define the angle-averaged shear modulus
GDC to be (see Fig. 5.2)
GDC ≡ 1
pi
∫ pi
0
G(θ)dθ. (5.2.14)
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We can also define GAC to characterize the variation of G(θ) about this average:
G2AC ≡
1
pi
∫ pi
0
(G(θ)−GDC)2 dθ. (5.2.15)
Note that for an isotropic system, GDC = G (i.e., the usual shear modulus) and
GAC = 0. In three dimensions, the generalized shear modulus is no longer a simple
sinusoidal function and instead depends on the three Euler angles. Nevertheless,
we can still define GDC and GAC to be the mean and standard deviation of the
response to shear. This is discussed in detail in Appendix 5.4.2.
In a similar manner, U(θˆ) measures the response to uniaxial compression along
an axis determined by θˆ. The full expression for U(θˆ) is more complicated than
G(θˆ), but we can still define UDC and U
2
AC to be the average and variance of U(θˆ),
respectively. However, since UDC can be expressed in terms of the bulk modulus
and average shear modulus,
UDC = B +GDC , (5.2.16)
it is redundant and will not be considered further. Finally, the Type 4 dilatancy
constants can be generalized to D(θˆ), and the average and variance defined as DDC
and D2AC . One important result is that DDC = 0 for any individual system (see
Appendix 5.4.2) and therefore will not be discussed further.
In summary, we will consider the elastic constant combinations B, GDC , GAC ,
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UAC , and DAC . Expressions for these quantities in terms of the original elastic
constants, cijkl, are provided in Appendix 5.4.2. Note that of these five quantities, B
and GDC reduce to the bulk and shear modulus, respectively, in the thermodynamic
limit, which is isotropic. As expected, we will see in Sec. 5.3.2 that the remaining
combinations, GAC , UAC , and DAC , vanish in the thermodynamic limit.
5.2.4 Constraint counting and isostaticity
Earlier, we indicated that the contact number Z is not an ideal metric for determin-
ing whether a system is jammed. However, the value of Z at the jamming transition
is of considerable importance. In this subsection, we derive the exact value of Z at
the jamming transition for packings of frictionless spheres in finite-sized systems in
the Ecomp ensemble. We also generalize the arguments to include the Eall and E+all
ensembles and find that the contact number at the transition for these ensembles
is slightly different [19, 39]. This difference in contact number is easily understood
from the additional degrees of freedom associated with boundary deformations that
need to be constrained in the Eall and E+all ensembles. Furthermore, we will see
in Sec. 5.3.1 that once this slight difference is taken into account, the increase in
contact number with pressure is identical for the various ensembles.
As discussed above, a system is isostatic when the number of constraints equals
the number of degrees of freedom. Such a statement hides all subtleties in the
definition of the relevant constraints and degrees of freedom. For example, for a
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system with periodic boundary conditions in d dimensions, particle-particle contacts
cannot constrain global translational motion. Therefore, the isostatic number of
contacts is
N isoc ≡ dN0 − d, (5.2.17)
where N0 is the number of particles in the system after the rattlers have been
ignored. The isostatic contact number is therefore Ziso ≡ 2d − 2d/N0, which ap-
proaches 2d in the thermodynamic limit.
We now revisit the relationship between isostaticity and the jamming transition
for packings of frictionless spheres. Suppose that Nzm of the total dN + N
bndry
dof
vibrational modes of the extended Hessian are zero modes, meaning they have zero
eigenvalue. As before, Nbndrydof depends on the boundary conditions: N
bndry
dof = 1
in the Ecomp ensemble and Nbndrydof = d(d + 1)/2 in the Eall and E+all ensembles. A
particle-particle contact has the potential to constrain at most one degree of free-
dom, and every unconstrained degree of freedom results in a zero mode. Therefore,
the number of contacts must satisfy
Nc ≥ dN +Nbndrydof −Nzm. (5.2.18)
Equation (5.2.18) is an inequality because some contacts might be redundant,
meaning they could be removed without introducing a zero mode. Such redun-
dancies correspond to states of self stress, and Eq. (5.2.18) can be written as
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Nc = dN +N
bndry
dof −Nzm + S, where S is the number of states of self stress [63].
The d global translations, as well as every rattler, each lead to d trivial zero
modes. We will now use the numerical result that the only zero modes observed
in jammed sphere packings are those associated with global translation and rat-
tlers [39]. Thus, the total number of zero modes in a jammed system is Nzm =
d+ d(N −N0), and Nc and Z must satisfy
Nc ≥ Nc,min ≡ N isoc +Nbndrydof ,
Z ≥ ZNmin ≡ Ziso +
2
N0
Nbndrydof .
(5.2.19)
If a system is exactly isostatic, then it has enough contacts to constrain the
position of every particle, but it does not have enough contacts to constrain the
global degrees of freedom, and thus cannot be jammed. Since the Rcomp and Rall
requirements do not explicitly forbid nontrivial zero modes, it is possible for the
global variables to become constrained before all the positional degrees of freedom.
While this indeed occurs for ellipsoid packings, the fact that this is never observed
for sphere packings implies that zero modes associated with translations of the
spheres are extended and inevitably interact with the boundary.
While Eq. (5.2.19) states that a system can only be jammed if Nc ≥ N isoc +
Nbndrydof , this is clearly not a sufficient condition for jamming because some of the
contacts could be redundant and not contribute to the overall rigidity of the system.
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Figure 5.3: The total number of contacts Nc above the isostatic number N
iso
c as a function of
pressure for systems of N = 256 particles. The solid horizontal line is at Nc −N isoc = 1 and the
dashed horizontal line is at Nc −N isoc = 3.
However, we find numerically that Eq. (5.2.19) is indeed an equality as the transition
is approached (provided the system is sufficiently disordered, recall the discussion in
Sec. 5.2.1I regarding bidisperse packings in two dimensions). This is demonstrated
in Fig. 5.3, which shows that the number of contacts above isostaticity, in the
limit of zero pressure, approaches Nc − N isoc → 1 for the Ecomp ensembles (where
Nbndrydof = 1) and Nc −N isoc → 3 for the Eall and E+all ensembles (where Nbndrydof = 3).
Importantly, we do not find any systems that are jammed (i.e. satisfy Eqs. (5.2.6)
and (5.2.7)) but do not satisfy Eq. (5.2.19).
Finally, note that the Nbndrydof additional contacts required for jamming can also
be understood in terms of the normal reduced hessian and the matrix c˜ discussed
in Sec. 5.2.3. N isoc contacts are needed to remove any nontrivial zero modes from
the reduced hessian. However, the Rcomp and Rall requirements necessitate Nbndrydof
positive eigenvalues of c˜, leading to the additional Nbndrydof contacts in Eq. (5.2.19).
138
5.3 Numerical results
In this section we examine the finite-size scaling behavior of the contact number
and the elastic constants as a function of system size, N , and proximity to the
jamming transition, which we quantify by the pressure, p, which vanishes at the
transition. We will focus on soft-sphere potentials that have harmonic interactions
(see Appendix 5.4.1 for details), but extending our results to other soft-sphere
potentials is straightforward [61].
In Sec. 5.3.1 we present results for the excess contact number, Z−Ziso, as well as
for the two elastic constant combinations, B and GDC , that approach the bulk and
shear moduli, respectively, in the thermodynamic limit (see Sec. 5.2.3). Section 5.3.2
contains the finite-size scaling results for the three “AC” elastic constant combina-
tions that vanish in the thermodynamic limit (again defined in Sec. 5.2.3). Finally,
Sec. 5.3.3 examines the standard deviation of the distributions of the nonvanishing
quantities, Z − Ziso, B and GDC , namely σZ , σB and σGDC . These standard devi-
ations must also vanish in the thermodynamic limit relative to the mean. We note
that when a single measurement of the response to shear, for example, is performed
on a finite packing, both the angular variation and statistical fluctuations play a
role — in earlier work we have shown examples where the angular and statistical
fluctuations are taken together [19].
The results presented below can be summarized as follows. First, we find subtle
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differences in Z−Ziso, B and GDC between the Ecomp, Eall and E+all ensembles. These
differences vanish as pN2 →∞. In addition, GAC , UAC , and DAC all vanish in the
thermodynamic limit, as expected, and the fluctuations, σZ , σB and σGDC , all vanish
as 1/
√
N relative to the mean. All 6 quantities that vanish in the thermodynamic
limit (GAC , UAC , and DAC , σZ , σB and σGDC ) collapse with pN
2 in all 3 ensembles,
with the exception of UAC and DAC , which only collapse in the E+all ensemble,
where there is no residual shear stress. We will discuss these two exceptions further
below. In all, these results show that the thermodynamic limit is well defined for
any p, although the number of particles needed to observe this limit diverges as the
jamming transition is approached.
Second, we find non-trivial finite-size corrections to the scaling of Z−Ziso, B and
GDC , in all three ensembles. These corrections scale with the total system size, N ,
rather than the system length, L, in 2 and 3 dimensions. In addition, we find that
the two-dimensional results can be better described when logarithmic corrections to
scaling are included. These results therefore reinforce the conclusion that jamming
is a phase transition with an upper critical dimension of two.
5.3.1 Finite-size scaling: Z − Ziso, GDC and B
In this section we probe the finite-size scaling of the ensemble-averaged values of
the angle-independent quantities that do not vanish in the thermodynamic limit:
the contact number above isostaticity, Z − Ziso, the shear modulus, GDC , and the
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Figure 5.4: The excess contact number (Z − Ziso, top row), shear modulus (GDC , middle row)
and bulk modulus (B, bottom row) as a function of pressure for system sizes ranging from N = 32
(blue) to N = 4096 (red). The four columns show, from left to right, the 2d Ecomp ensemble, the
3d Ecomp ensemble, the 2d E+all ensemble, and the 2d Eall ensemble. The solid black lines all have
slope 1/2.
bulk modulus, B. We study these for all three ensembles defined earlier.
Finite-size plateau
Figure 5.4 shows the excess contact number, Z−Ziso, average shear modulus, GDC ,
and bulk modulus, B, as a function of pressure for different system sizes and ensem-
bles. At high pressures we measure the scaling relationship Z−Ziso ∼ p1/2 that has
previously been observed [28, 61, 73] for harmonic interaction potentials. However,
at low pressures the excess contact number plateaus to 2Nbndrydof /N0. As expected,
this correction to the excess contact number due to stabilizing the boundaries is
a finite-size effect: as the system size increases, the onset pressure of this plateau
decreases so that Z − Ziso ∼ p1/2 is valid for all pressures in the thermodynamic
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limit.
Similar to the excess contact number, the shear modulus has a high-pressure
regime that conforms to the known scaling of GDC ∼ p1/2 and a low-pressure plateau
that scales as 1/N . This plateau also vanishes in the thermodynamic limit and is
a finite-size effect. The nearly constant behavior of the bulk modulus as a function
of pressure is consistent with previous results and persists for large systems.
The fact that GDC/B in the limit of zero pressure is proportional to 1/N and
thus vanishes for large systems is a key feature of the jamming transition. In random
spring networks, which are often used to model disordered solids, both the shear and
bulk moduli vanish when the system approaches isostaticity such that the ratio of
the two remains finite [32]. The only model system we are aware of that exhibits this
jamming-like behavior in GDC/B is the set of “generic” rational approximates to the
quasi-periodic Penrose tiling. In recent work [96], Stenull and Lubensky show that
such networks near isostaticity have constant bulk modulus (for sufficiently large
N) and a shear modulus that vanishes with 1/N . Their results are also consistent
with our discussion in Sec. 5.2.4.
Finite-size scaling of excess contact number, bulk and shear moduli
Contact number: If jamming is a phase transition, then quantities like the excess
contact number, Z−Ziso, must be analytic for finite N . However, the bulk scaling of
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Z−Ziso ∼ p1/2 that has been known for over a decade [28, 73] is clearly not analytic
at p = 0. Thus, there must be finite-size rounding of this singular behavior if
jamming is to be considered critical. We already saw that finite-size effects in Z−Ziso
emerge in the limit of zero pressure, resulting in a plateau that is proportional to
1/N . Here, we predict additional finite-size effects that cannot be understood from
constraint counting alone. Instead, we will use our theoretical understanding of
the low-pressure plateau and the high-pressure scaling to infer the scaling of more
subtle finite-size effects that arise from the assumption that Z −Ziso is analytic for
finite N .
The assertion that jamming is a phase transition leads to a falsifiable prediction
for the form of the scaling function. First we summarize the three main ingredients
of the argument. (i) The low pressure plateau in Z − Ziso derives from the extra
contact(s) needed to satisfy the jamming criteria and is proportional to 1/N . (ii) In
the limit of large N and at sufficiently large pressures, Z − Ziso exhibits power-law
scaling with a known exponent of 1/2:
Z − Ziso ∼ p1/2. (5.3.1)
(iii) Z is analytic in p for finite N .
From the first two assertions, we see that if finite-size scaling is obeyed, it must
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Figure 5.5: Finite-size scaling collapse of the excess contact number and average elastic moduli.
Top row: Z minus the theoretical minimum ZNmin (see Eq. (5.2.19)).
(
Z − ZNmin
)
N collapses as a
function of pN2 for the 2d Ecomp (left), 3d Ecomp (middle) and 2d E+all (right) ensembles. Note that
at low pN2, most of the Ecomp packings are Rall unstable and our filtered, 2d Eall ensemble does
not have many states at low pN2. This is why data is not shown for this ensemble. At large pN2,
Z − ZNmin ∼ Z − Ziso ∼ p1/2 (Eq. (5.3.1)), while Z − ZNmin ∼ pN at low pN2 (Eq. (5.3.4)). The
crossover between these scalings occurs when the total number of extra contacts is of order 10.
Middle row: GDC minus the measured p → 0 plateau. (GDC −GDC,0)N collapses as a function
of pN2 and has the same crossover behavior as
(
Z − ZNmin
)
N . The insets show that GDC,0 is
proportional to N−1. Bottom row: B minus the measured p→ 0 plateau. Note that the plateau
B0 of the bulk modulus is much larger than for the shear modulus. Therefore, uncertainties in
B lead to the large error bars in (B −B0)N at low pN2. The insets show that B0 is roughly
constant in N , as expected for particles with harmonic interactions. It is not clear from the data
whether there is an additional N−1 contribution to the plateau (i.e. B0(N) = B0(∞) + aN−1).
The colors and symbols are the same as in Fig. 5.4.
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be of the form
Z − Ziso = 1
N
F
(
pN2
)
, (5.3.2)
where F (x) is a scaling function that must satisfy, first, that F (x) ∼ 1 for small x,
second, that F (x) ∼ x1/2 for large x, and third, that F (x) is analytic in x at x = 0.
The third requirement regarding analyticity implies that the expansion of the
contact number for small p takes the form
(Z − Ziso)N = c0 + c1pN2 + ..., (5.3.3)
where c0 = 2N
bndry
dof gives the zero pressure plateau and c1 is a constant. Although
the leading terms in the expansion clearly fail to describe the Z − Ziso ∼ p1/2
scaling at large pressure, they should be valid at small pressure. Our reasoning
thus predicts that as the pressure vanishes, the contact number should approach its
limiting value ZNmin as
Z − ZNmin ≈ c1pN for p 1, (5.3.4)
where the constant c1 is independent of system size. Furthermore, there should
be a crossover between this low-pressure regime and a high-pressure regime where
Z − ZNmin ∼ Z − Ziso ∼ p1/2.
This is verified in the top row of Fig. 5.5, which shows
(
Z − ZNmin
)
N as a function
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of pN2. The scaling with exponent 1/2 at high pN2 is consistent with Eq. (5.3.1),
while the slope of 1 at low pN2 is consistent with Eq. (5.3.4). Since
(
Z − ZNmin
)
N
is exactly twice the total number of contacts above the minimum (i.e., Nc−Nc,min),
our data shows that the crossover to the low-pressure regime occurs when the total
number of extra contacts in the system is of order 10, regardless of the system
size. Importantly, the low-pressure scaling is not predicted from constraint counting
arguments and data collapse in this region is not trivial. However, both follow
immediately from the notion that jamming is a phase transition.
Shear modulus: We now turn our attention to the average shear modulus GDC .
We saw in Fig. 5.4 that the behavior of GDC is strikingly similar to that of Z−Ziso.
Specifically, the shear modulus deviates from the canonical GDC ∼ p1/2 scaling at
low pressure and instead exhibits a plateau that decreases with system size. As we
discussed above, this plateau is due to the Rcomp and Rall requirements that there
are at least Nbndrydof constraints above the isostatic value.
Since Z−Ziso ∼ N−1 in the zero-pressure limit, one would also expect the plateau
in GDC to be proportional to N
−1. Using the same reasoning as above, if finite-size
scaling exists in the shear modulus it must be of the form GDCN ∼ F (pN2), where
again F (x) ∼ 1 for small x and F (x) ∼ x1/2 for large x. Also, the assertion that
GDC is analytic for finite N implies that the low-pressure limit of the shear modulus
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is of the form
GDCN = g0 + g1pN
2 + ... (5.3.5)
where g0 and g1 are constants.
The middle row of Fig. 5.5 confirms this scaling. For each ensemble and sys-
tem size, we first calculated the plateau value GDC,0 of GDC , and then plotted
(GDC −GDC,0)N as a function of pN2. The values of GDC,0 are shown in the insets
and are proportional to N−1, confirming that g0 is indeed constant. GDC increases
from this plateau at low pressures with pN before crossing over to the known p1/2
scaling.
Bulk modulus: The same reasoning as above can also be applied to the scaling of
the bulk modulus. As the bottom row of Fig. 5.5 shows, our data appear consistent
with (B−B0)N scaling linearly with pN2 close to the transition. However, the error
bars are very large as the plateau value for the bulk modulus is orders of magnitude
larger than that of the shear modulus so the bulk modulus does not supply nearly
as strong support for the existence of nontrivial scaling as the shear modulus and
coordination number.
The finite-size effects presented in Figs. 5.4 and 5.5 clearly depend on the pres-
sure, which is a useful measure of the distance to jamming for an individual system.
A recent paper [62], however, claims to see finite-size scaling of the contact number
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and shear modulus with (φ − φc,∞)L1/ν , where ν ≈ 0.8, which is the same scaling
that controls the mean of the distribution of critical packing fractions [73, 107]. To
understand this, note that there are two different finite-size effects that come into
play: 1) the corrections to φc that scale with (φ − φc,∞)L1/ν , and 2) the rounding
shown in Figs. 5.4 and 5.5 that scale with pN2 ∼ pL2d. Since 1/ν < 2d, one would
expect the corrections to φc to influence the contact number and shear modulus over
a broader range of φ, leading to the observations of Ref. [62]. However, the true
behavior of these quantities as a function of φ is a convolution of the two finite-size
effects. Thus, given their different scaling, finite-size collapse does not exist as a
function of φ. The appearance of scaling collapse observed in Ref. [62] is because
their data is not sufficiently sensitive at low pressures.
Corrections to scaling in two dimensions
We return now to the scaling for the contact number, and note the quality of the
data collapse in three dimensions, which spans over 8 decades in pN2 and over 5
decades in
(
Z − ZNmin
)
N (see Fig. 5.5). In both of the two-dimensional ensembles,
however, there is a very slight systematic trend at intermediate pN2. This can be
seen more clearly by dividing
(
Z − ZNmin
)
N by p1/2N and showing the data on a
linear scale. Figure 5.6a shows that the collapse of the 3d data remains extremely
good while there are clear deviations in the 2d data.
These deviations can be interpreted as corrections to scaling, which are often
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Figure 5.6: Logarithmic corrections to scaling. a)
(
Z − ZNmin
)
p−1/2 as a function of pN2 on a
linear scale for the two and three dimensional Ecomp ensembles. The 3d data shows good collapse
but there is a system size dependence in 2d that was not as clear in Fig. 5.5. The two dimensional
E+all data (not shown) is indistinguishable from the 2d Ecomp data. b)
(
Z − ZNmin
)
p−1/2 (logN)y/2
as a function of pN2 (logN)
−y
, with y = 0.7. The 2d Ecomp and 2d E+all ensembles are both shown
and collapse perfectly onto each other. This shows that the system size dependence in a) can be
accounted for by introducing a logarithmic correction of the form of Eq. (5.3.6). The colors and
symbols are the same as in Fig. 5.4.
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observed in critical phenomena at the upper critical dimension. One would expect
potential corrections to scaling to be logarithmic and lead to scaling of the form
Z − Ziso = 1
N
F
(
pN2/ (logN)y
)
, (5.3.6)
with some exponent y. Figure 5.6b shows both the 2d Ecomp data and the 2d E+all
data scaled according to Eq. (5.3.6). We find that including a logarithmic correction
with y = 0.7± 0.1 leads to very nice data collapse in two dimensions.
The finite-size scaling that we observe depends on the total number of particles
N rather than the linear size of the system L ∼ N1/d. Such scaling is typically
associated with first-order transitions and with second-order transitions above the
upper critical dimension [7, 23]. Along with the corrections to scaling that we see
in d = 2, this is consistent with the notion that jamming is a mixed first/second
order phase transition with an upper critical dimension of dc = 2, in accord with
previous results [13, 39, 61, 113].
Unlike (Z − Ziso)N , which approaches the same small pressure plateau in every
individual system, the plateaus in GDC vary from system to system. It is only when
averaged over many systems that GDC,0 has a clear N
−1 scaling. This explains why
(GDC − GDC,0)N is much more noisy at low pN2 than (Z − ZNmin)N , which makes
it impossible to see from our data whether or not there are corrections to scaling in
GDC in two dimensions.
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Figure 5.8: Scaling collapse of UAC and DAC for the 2d E+all ensemble. The scaling of these two
quantities is the only unexpected difference between the three ensembles that we have found. The
colors and symbols are the same as in Fig. 5.4.
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Figure 5.9: The residual shear stress. a) The probability distribution P (s/〈s〉) of the residual shear
stress divided by the ensemble average. P (s/〈s〉) collapses onto a single curve and is independent
of system size and pressure. Inset: 〈s〉N1/2 as a function of pressure. b) UAC as a function of pN2
for N = 256 systems from the 2d Ecomp ensemble. Systems are binned according to the residual
shear stress before averaging. For high s (green data), UAC is roughly constant but for low s
(blue data), UAC is similar to the E+all data in Fig. 5.8. c) DAC displays the same behavior as
UAC . d) and e) Scatter plot of the lowest pressure values of UAC and DAC , both of which show
a remarkable linear dependence on the shear stress. The colors and symbols in a), d) and e) are
the same as in Fig. 5.4.
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5.3.2 Anisotropy
In this section we characterize the anisotropic modulations of the elastic constants.
Finite-size scaling of anisotropic elastic constant combinations
As discussed above in Sec. 5.2.3, the elasticity of a jammed packing can be con-
veniently (though not completely5) described by the five quantities B, GDC , GAC ,
UAC and DAC . The first two of these represent the average response to compression
and shear, while the final three represent anisotropic fluctuations. Since anisotropy
in jamming is a finite-size effect, one would expect the three “AC” values to vanish
in the thermodynamic limit. Here we explore their nontrivial dependence on system
size and pressure, i.e., proximity to the jamming transition.
The top row in Fig. 5.7 shows the anisotropic fluctuations of the shear modulus,
GAC , normalized by the average GDC for all four ensembles. When plotted as a
function of pN2, the data collapse nicely onto a single curve, consistent with the
finite-size scaling of Sec. 5.3.1. We can distinguish three regimes, depending on the
magnitude of pN2.
(i) pN2  1: Close to jamming, both GDC and GAC are constant in pressure.
For the two-dimensional Ecomp ensemble, the ratio GAC/GDC is approximately 1/
√
2
5Since the full elasticity of an anisotropic system is described by 6 (21) independent constants in two (three)
dimensions, the 5 quantities B, GDC , GAC , UAC and DAC are not sufficient to completely characterize a system’s
elastic properties. Unlike the elements of the elastic modulus tensor, however, they provide an intuitive description
that conveniently isolates anisotropic fluctuations.
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(see the black dashed line). To understand this, first note that GAC is proportional
to the peak height of the sinusoidal function G(θ) (see Fig. 5.2), and the minimum
of G(θ) is Gmin = GDC −
√
2GAC . Also note that Gmin is bounded by −p at low
pressures because a negative response can only arise from the pre-stress between
contacts [115]. For the 2d Ecomp ensemble, we find that Gmin does indeed vanish as
p → 0, implying that GAC/GDC → 1/
√
2. The fact that G(θ) reaches 0 (instead
of remaining positive for all θ) indicates that low pN2 packings in this ensemble
are on the edge of stability. We note that while G(θ) is non-negative on average, it
can nevertheless be negative for individual configurations included in the ensemble,
either over a range of θ or even for all θ, as noted earlier in Ref. [19].
(ii) pN2 ≈ 1: In the crossover regime, the minimum of G(θ) becomes negative for
Ecomp packings, which implies that GAC/GDC > 1/
√
2, leading to the characteristic
“bump” in the Ecomp curves. However, this cannot happen for Eall or E+all packings
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ensemble).
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because G(θ) must always be positive, and this bump is clearly absent there.
(iii) pN2  1: At large pressures and system sizes, our results are consistent
with the scaling GAC/GDC ∼ (pN2)−1/4. The N dependence of this scaling is
what one would expect from the central-limit theorem: relative fluctuations should
be proportional to 1/
√
N . The origin of the p1/4 pressure dependence is not a
priori obvious, but does follow if one assumes finite-size scaling with pN2. Thus,
the combination of the collapse in all three regimes with the non-trivial pressure
dependence is strong evidence that finite-size scaling at the jamming transition is
not a coincidence. Just as it is for classical phase transitions, finite-size scaling is a
fundamental feature of jamming.
The second row of Fig. 5.7 shows UAC , normalized by the average UDCN
−1/2.
UDC itself is not shown but is given by Eq. (5.2.16), and is constant at low pressures.
The bottom row of Fig. 5.7 shows DAC , which is normalized only by N
−1/2 because
DDC = 0. For the Ecomp and Eall ensembles, UAC and DAC are constant at low
and intermediate pressures, and deviate slightly at large pressures. They are also
both proportional to the square root of the system size, again consistent with the
central-limit theorem.
From the data presented in Fig. 5.7 it is not clear if UAC and DAC collapse (note
that the abscissa on these plots is p, not pN2). As we show below, there is solid
evidence that these quantities have no single parameter scaling in the Ecomp and
Eall ensembles. For the E+all ensemble (third column of Fig. 5.7), UAC and UDC are
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qualitatively different. Interestingly, UACN and DACN in the E+all ensemble behave
similarly to GACN ; as shown in Fig. 5.8, they are constant at low pN
2 and are
proportional to (pN2)1/4 at high pN2. In the E+all ensemble, there is therefore clear
evidence that UAC and DAC scale as N
−1/2 in the large pN2 limit, consistent with
expectations from the central limit theorem.
The discrepancy between the E+all and the other ensembles is due to the presence
of residual shear stress in Ecomp and Eall packings. Figure 5.9a shows that the
distribution P (s/〈s〉), where s is the residual shear stress and 〈s〉 is the ensemble
average, is independent of pressure and system size. In the inset, we see that 〈s〉 is
roughly constant in pressure and is proportional to N−1/2. To see the effect of the
residual stress on UAC and DAC , we bin systems according to s and recalculate the
average AC values. The results, which are shown in Fig. 5.9b-c, clearly demonstrate
the effect of residual stress on the low pN2 behavior. For low s, UAC and DAC are
similar to the E+all results in Fig. 5.8, where s = 0 exactly. However, for high s, UAC
and DAC are roughly flat. When considered together, the large s data dominates
the average leading to the lack of collapse seen in Fig. 5.7.
5.3.3 Statistical fluctuations in Z − Ziso, B and GDC
In addition to GAC , UAC and DAC , anisotropy effects can also be characterized by
the distributions of contact number, bulk modulus and shear modulus. The simplest
way to characterize these distributions is by their standard deviation. However,
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since the average quantities themselves change by many orders of magnitude, we
normalize the standard deviations by the mean.
We begin with the distribution of the average number of contacts. The top row
of Fig. 5.10 shows the standard deviation σZ of this distribution, normalized by
the average of Z − Ziso, which collapses as a function of pN2. In the high and
low pN2 limits, the width of the distribution vanishes relative to the average. At
intermediate pN2, however, σZ is of order Z − Ziso. The second row of Fig. 5.10
shows σGDC , which is almost identical to GAC (top row of Fig. 5.7). Similarly, σB
is shown in the bottom row of Fig. 5.10. Interestingly, σB is qualitatively similar
to the high s data for UAC in the Ecomp ensembles: σB/B is proportional to N−1/2
but roughly independent of pressure. The distinctive behavior of UAC in the E+all
ensemble is not observed in σB.
One can also look at the full distributions of these quantities. We will focus on
the shear modulus GDC . Fig. 5.11 shows the distribution of GDC , normalized by
the average, for the four ensembles. The top, middle and bottom rows correspond
to systems with low, intermediate and high pN2, respectively, the precise values of
which are given in the caption and depicted by vertical dashed lines in Fig. 5.10.
For a given ensemble, both the average of GDC and σGDC are independent of
system size provided that pN2 is held constant. Fig. 5.11 shows that this is true
for the entire distribution of GDC . Indeed, the distribution can be considered a one
parameter family of functions. Note that at low pN2 (top row), the distribution
158
vanishes very close to GDC = 0 because, as discussed above, negative responses can
only arise from stresses, which vanish with pressure. At higher pN2, however, GDC
can be negative for the Ecomp ensemble.
5.4 Appendix
5.4.1 Numerical procedures
A d dimensional packing of N spheres with equal mass M is described by the po-
sition vectors ~rm and radii Rm. Here, the index m goes over the N particles. We
will consider a simulation box with periodic boundaries made from the lattice vec-
tors ~Li, where i again indicates the dimension. The center-center distance between
particles m and m′ is given by
rmm′ = |~rm − ~rm′ +
∑
b
nimm′
~Li|, (5.4.1)
where nimm′ ∈ {−1, 0, 1} accounts for interactions across the periodic boundaries.
The spheres interact via the harmonic soft-sphere potential
Umm′ =
ε
2
(
1− rmm′
Rm +Rm′
)2
(5.4.2)
only when they overlap, i.e. when rmm′ < Rm+Rm′ . The units of length, mass, and
energy are Davg, M , and ε respectively, where Davg ≡ N−1
∑
m 2Rm is the average
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particle diameter.
Generating sphere packings in the Ecomp ensemble
To generate packings that satisfy the Rcomp requirement, we fix the lattice vectors:
~Li = L~ei, (5.4.3)
where ~ei is the unit vector in the ith direction. In other words, we use a standard
cubic simulation box whose length L is determined by the packing fraction φ.
In two dimensions, we choose the particles’ radii to be uniformly distributed
between 1 and 1.4 to prevent the issue discussed in Sec. 5.2.1I. In three dimensions,
we use a 50/50 bidisperse mixture with ratio 1.4. We begin by placing the parti-
cles at random at a very high packing fraction. We then quench the system to a
zero temperature configuration by minimizing the total energy. We do this with
a combination of line-search methods (L-BFGS and the Pollak-Ribie`re variant of
Conjugate Gradient), the Newton-Rhapson method,6 and the FIRE algorithm [8].
This combination of minimization algorithms was chosen to maximize accuracy and
efficiency. However, given its speed, ease of implementation, and sensitivity to shal-
low features in the energy landscape, we would now recommend the exclusive use
of the FIRE algorithm.
6When calculating the inverse of the Hessian matrix in the Newton-Raphson method, we add to it λ0I, with I
the identity and λ0 small, to suppress the global translations.
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We then incrementally adjust the packing fraction, minimizing the energy after
each iteration, until we are within 1% of a desired pressure p1target = 10
−1. Starting
now with this configuration, we repeat this process with a slightly lower target
pressure, p2target = 10
−1.2. We continue lowering the target pressure incrementally
until we reach p36target = 10
−8. Thus, for each initial random configuration, we obtain
36 states at logrithmically spaced pressures.
For each system size and dimension, we repeat this process for at least 1000
different initial random configurations. For small N in two dimensions, we generate
up to 5000 configurations to improve statistics. We do not consider systems for
which the minimization algorithms fails to converge. This gives us the full two
and three dimensional Ecomp ensembles. Finally, we can consider only the subset of
systems that satisfy the Rall requirement to form the Eall ensemble.
Generating sphere packings in the E+all ensemble
To generate two dimensional packings that satisfy the R+all requirement, we also let
the lattice vectors ~Li vary. To separate the total volume from the shear degrees
of freedom (and to suppress global rotations), we make the following change of
variables:
~L1 = L
(
1
1 + b
, 0
)
~L2 = L(a, 1 + b).
(5.4.4)
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The degrees of freedom of the system are thus the dN components of the particle
positions as well as L, a, and b. We then minimize the enthalpy-like potential
introduced in Sec. 5.2.2,
H = U + ptargetL
2, (5.4.5)
with respect to these dN + 3 degrees of freedom. This produces a system that 1)
satisfies force balance at each particle, 2) has no residual shear stress, and 3) is at
a pressure given precisely by ptarget [19].
Since minimizing Eq. (5.4.5) brings the system directly to the target pressure,
we do not need to adjust the packing fraction manually. We also only use the
Conjugate Gradient and FIRE [8] algorithms. Note that in the FIRE algorithm, we
set the effective mass of the boundary degrees of freedom to be
√
N .
5.4.2 Elastic constants in two and three dimensions
Consider the symmetric, two dimensional strain tensor
←→ =
 xx xy
xy yy
 . (5.4.6)
We will consider the three dimensional case below. This deformation is imposed
on the system in accordance with Eq. (5.2.8). After the system is allowed to relax,
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we define the response to be R ≡ 2∆U
V 0
, where ∆U is the change in energy of the
system and V 0 is the volume. To linear order, this is given in terms of the elastic
modulus tensor:
R = cijklijkl
= cxxxx
2
xx + cyyyy
2
yy
+ 4cxyxy
2
xy + 2cxxyyxxyy
+ 4cxxxyxxxy + 4cyyxyyyxy.
(5.4.7)
Thus, if the 6 elastic constants cxxxx, cyyyy, cxyxy, cxxyy, cxxxy, and cyyxy are known,
then the linear response to any small deformation is easily obtained.
Although we are assuming that the system is not isotropic, there is no funda-
mental difference between the various directions – the choice of axes is arbitrary.
For a particular strain tensor, we can rotate the deformation by an angle θ:
←→ (θ) =
 cos θ sin θ
− sin θ cos θ

 xx xy
xy yy

 cos θ − sin θ
sin θ cos θ
 .
This results in a new deformation with a response R(θ). Using the components of
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the rotated strain tensor,
xx(θ) =
1
2
(xx + yy) +
1
2
(xx − yy) cos 2θ + xy sin 2θ
yy(θ) =
1
2
(xx + yy)− 12(xx − yy) cos 2θ − xy sin 2θ
xy(θ) = −12(xx − yy) sin 2θ + xy cos 2θ.
The new response can be calculated from Eq. (5.4.7). Note that given the symmetry
of Eq. (5.4.7), θ can always be taken to be in the interval [0, pi].
By considering deformations that are rotations of each other, R(θ) is a convenient
way to observe anisotropic fluctuations – in an isotropic system, R(θ) is always
independent of θ. The first quantity of interest is the average response,
RDC ≡ 〈R(θ)〉
=
1
pi
∫ pi
0
dθR(θ),
(5.4.8)
which integrates out the anisotropic fluctuations. We can then characterize the
anisotropy by the variance of the response:
R2AC ≡
〈
(R(θ)−RDC)2
〉
=
1
pi
∫ pi
0
dθ(R(θ)−RDC)2.
(5.4.9)
Equations (5.4.8) and (5.4.9) are generic in that we have not yet specified the
initial strain tensor. Our strategy going forward will be to choose physically relevant
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strain tensors, e.g. corresponding to pure shear, calculate the response as a function
of θ, and use Eqs. (5.4.8) and (5.4.9) to characterize the mean response as well as
the fluctuations. In doing so, it will be convenient to make the following definitions:
G0 = cxyxy,
Gpi
4
=
1
4
(cxxxx + cyyyy − 2cxxyy)
A2 =
√
1
4
(cxxxx − cyyyy)2 + (cxxxy + cyyxy)2
φ2 = tan
−1 (−2 (cxxxy + cyyxy) , cxxxx − cyyyy)
A4 = −1
2
√
(cxxxy − cyyxy)2 +
(
G0 −Gpi
4
)2
φ4 = tan
−1
(
cxxxy − cyyxy, G0 −Gpi
4
)
.
(5.4.10)
Uniform Compression
Uniform compression is obtained from the strain tensor
←→ = γ
2
 1 0
0 1
 , (5.4.11)
where we are interested in the limit γ  1. This does not change under rotation
and so the response, i.e. the bulk modulus B, can be calculated directly from
Eq. (5.4.7):
B =
1
4
(cxxxx + cyyyy + 2cxxyy) . (5.4.12)
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Shear
Pure shear can be obtained by setting xx = yy = 0 and xy = γ/2, resulting in the
strain tensor
←→ (θ) = γ
2
 sin(2θ) cos(2θ)
cos(2θ) − sin(2θ)
 , (5.4.13)
where θ is the angle of shear. We will define G(θ) to be the response, which can be
written as (see Fig. 5.2)
G(θ) =
1
2
(
G0 +Gpi
4
)
− A4 sin (4θ + φ4) . (5.4.14)
Note that although the generic period of R(θ) is pi, G(θ) is periodic over the interval
[0, pi/2]. Note also that G(0) = G0 and G(pi/4) = Gpi
4
. From Eqs. (5.4.8) and (5.4.9),
we see that
GDC =
1
2
(
G0 +Gpi
4
)
GAC =
A4√
2
.
(5.4.15)
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Uniaxial Compression
Uniaxial compression can be obtained by setting xx = γ and yy = xy = 0, resulting
in the strain tensor
←→ (θ) = γ
2
 1 + cos(2θ) − sin(2θ)
− sin(2θ) 1− cos(2θ)
 . (5.4.16)
We will define U(θ) to be the response, which can be written as
U(θ) = B +GDC
+ A2 sin(2θ + φ2)
+ A4 sin(4θ + φ4).
(5.4.17)
Note that U(0) = cxxxx and U(pi/2) = cyyyy. From Eqs. (5.4.8) and (5.4.9), we see
that
UDC = B +GDC
UAC =
√
1
2
(A22 + A
2
4).
(5.4.18)
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Dilatancy
Linear dilatancy can be understood from setting xx = xy = γ/2 and yy = 0,
resulting in the strain tensor
(θ) =
γ
2
 1 + cos(2θ) + 2 sin(2θ) 2 cos(2θ)− sin(2θ)
2 cos(2θ)− sin(2θ) 1− cos(2θ)− 2 sin(2θ)
 . (5.4.19)
If the response of such a deformation is R(θ), then the dilatent response is
D(θ) = R(θ)− 1
4
U(θ)−G(θ)
= −A2
2
cos (2θ + φ2)− A4 cos(4θ + φ4).
(5.4.20)
When θ = 0, for example, we have from Eq. (5.4.7) that
R(0) =
1
4
cxxxx + cxyxy + cxxxy (5.4.21)
=
1
4
U(0) +G(0) + cxxxy (5.4.22)
so
D(0) = R(0)− 1
4
U(0)−G(0) = cxxxy. (5.4.23)
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Similarly, D(pi/2) = −cyyxy. From Eqs. (5.4.8) and (5.4.9), we see that
DDC = 0
DAC =
√
1
8
(A22 + 4A
2
4).
(5.4.24)
Three dimensions
Extending the above definitions to three dimensions is straight forward. We begin
with the strain tensor
←→ =

xx xy xz
xy yy yz
xz yz zz

(5.4.25)
and the rotation matrix
R(θ1, θ2, θ3) = R#(θ3) · R∗(θ2) · R#(θ1) (5.4.26)
169
where θ1, θ2 and θ3 are Euler angles and R# and R∗ are given by
R#(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1

, (5.4.27)
R∗(θ) =

cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ

. (5.4.28)
The rotated strain tensor,
←→ (θ1, θ2, θ3) = R−1(θ1, θ2, θ3) · ←→ · R(θ1, θ2, θ3), (5.4.29)
and the response, R(θ1, θ2, θ3), are functions of the three Euler angles. Finally, the
average response RDC and variance R
2
AC are obtained from properly integrating
over the three angles:
RDC = I3 R(θ1, θ2, θ3), (5.4.30)
R2AC = I3 [R(θ1, θ2, θ3)−RDC ]2 , (5.4.31)
where I3 stands for 1
32pi2
∫ 4pi
0
dθ3
∫ pi
0
dθ2 sin θ2
∫ 4pi
0
dθ1.
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Chapter 6
The crystal and the anticrystal
6.1 Introduction
For over a century, physicists have been taught to describe real solids in terms
of perturbations about perfect crystalline order [4]. Such an approach only takes
us so far: a glass, another ubiquitous form of rigid matter, cannot be described
in any meaningful sense as a defected crystal [80]. Is there an opposite extreme
to a crystal, a solid with complete disorder, that would be an alternate starting
point for understanding real materials? In this Chapter we argue that the solid
made of particles with finite-ranged interactions at the jamming transition [60,
61, 73] constitutes such a limit. It has been shown that the physics associated
with this transition can be extended to interactions that are long ranged [117].
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Here, we demonstrate that jamming physics is not restricted to amorphous systems
but dominates the behavior of solids with surprisingly high order. Much as the
free-electron and tight-binding models represent two idealized poles from which to
understand electronic structure [4], we identify two extreme poles of mechanical
behavior. Thus, the physics of jamming can be set side-by-side with the physics
of crystals to provide an organizing structure for understanding the mechanical
properties of solids over the entire spectrum of disorder.
The jamming transition can be studied in its purest form at zero temperature
in disordered packings of spheres interacting via finite-range, repulsive interac-
tions [61, 73]. At the transition, the packing fraction, φ, is just sufficient to cause
unavoidable contact between particles. The marginally-jammed state at this tran-
sition represents an extreme limit of solids – the epitome of disorder – in several
ways. (1) For a perfect crystal, the ratio of the shear to bulk modulus, G/B, is
of order unity while for a liquid, G/B = 0 [4]. At the jamming transition, the
response to shear is infinitely weaker than the response to compression [73]. That
G/B vanishes at the jamming transition implies that the marginally-jammed solid
lies at the extreme edge of rigidity [61, 73]. (2) Any crystalline solid supports
sound modes at sufficiently low frequency; since the wavelength of sound is long
enough to average over microscopic details, the crystal, even with defects, is well
approximated as an elastic medium [4]. At the jamming transition, however, there
are diverging length scales that exceed the wavelength of sound, even at arbitrarily
low frequencies. This leads to qualitatively new physics: a new class of vibrational
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modes that overwhelms plane-wave behavior [61, 73, 89, 114, 117].
The marginally-jammed solid also sits at a critical point, the jamming phase
transition. This suggests that properties of this state, including the two distin-
guishing characteristics of vanishing G/B and a plateau in the density of states,
might be reflected in systems away from the transition. For instance, although the
jamming transition is inaccessible to particles with Lennard-Jones interactions, fea-
tures like the boson peak in Lennard-Jones glasses can be understood by treating
the long-range attractions as a correction to jamming physics [117]. Similarly, nu-
merous other studies indicate that the jamming transition influences the behavior of
systems with (a) 3-body interactions [10, 78, 79, 100, 116], (b) friction [48, 75, 94],
(c) temperature [121], and (d) aspherical particles [24, 66, 120]. Here, we show that
the physics of jamming is relevant over a surprisingly broad range of disorder. Even
when a solid looks crystalline to the eye, it may nevertheless manifest mechanical
properties better described by jamming than by crystalline physics.
6.2 Between order and disorder
We focus on the simplest systems that can capture both jamming and crystalline
physics, namely packings of frictionless spheres of mass ms and diameter σ. Spheres
i and j interact only if they overlap, in which case they feel a linear repulsive force of
magnitude fij = 
(
1− rij
σ
)
, where rij is their separation. All quantities are in units
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of ms, σ and . We generate packings using an unbiased algorithm that can tune
continuously between a crystal and the marginally-jammed solid. We begin with N
spheres arranged in a perfect crystal and introduce point defects in three ways. In
variant A, we begin with N = 4000 spheres in a face-centered cubic (fcc) lattice and
introduce vacancy defects by randomly removing some fraction, m, of the spheres.
The size of the box is then adjusted to obtain a desired volume fraction φ. The
system is then relaxed to a local energy minimum using the FIRE algorithm [8].
Variant B is identical to A except that we begin with a body-centered cubic (bcc)
lattice with N = 4394. Variant C again begins with an fcc lattice with N = 4000
but defects are introduced as vacancy-interstitial pairs (i.e., for every sphere that
is removed, another is randomly inserted).
Clearly, these algorithms generate perfect crystals when m = 0. When m = 1,
variant C is identical to the algorithm commonly used for jamming [61]. For all
variants, m ≈ 1/2 leads to configurations indistinguishable from jammed ones; thus
the two end points of all three variants coincide respectively with the perfect crystal
and jamming. We adjust m and φ to generate states that span the two extreme
cases. We then characterize the order using F6 to measure neighbor correlations of
bond-orientational order [5, 82] (see Sec. 6.4.1). F6 = 1 for a perfect crystal and
F6 ≈ 0 for a disordered system.
We study the mechanical response of packings as a function of the pressure,
p. Three example zero-temperature configurations at high pressure are shown in
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Figure 6.1: The behavior of three example systems. (a-c) Images of three example systems
generated using Variant A of our algorithm. (a) A nearly perfect crystal with F6 = 1.0, (b) a
disordered sample with F6 = 0.1, and (c) a defected crystal with F6 = 0.9. Blue (red) particles
have high (low) local order (see Sec. 6.4.1). (d) The same system as (c) after the pressure has been
lowered by about seven orders of magnitude. (e-g) The global order parameter F6, excess contact
number Z−Ziso, and ratio of the shear modulus to bulk modulus G/B as a function of pressure for
the three systems. (h-j) The density of vibrational modes D(ω) for the three systems at different
pressures. D(ω) for a perfect fcc crystal is provided for comparison. Note that the intermediate
system, though very highly ordered, behaves in its mechanical and vibrational properties much
more like the disordered sample than like the nearly perfect crystal.
Fig. 6.1a-c. The first is a slightly defected crystal with a very small density of
vacancies. The second is disordered, indistinguishable from a jammed system. The
third “intermediate” system is structurally a defected crystal with F6 ≈ 0.9, but,
as we shall see, behaves mechanically like a jammed solid. As p decreases, Fig. 6.1e
shows that for the first two systems F6 remains constant; for the third F6 decreases
but stays high, F6 > 0.75. Even as p → 0, its structure remains predominantly
crystalline (Fig. 6.1d).
For the perfect fcc crystal, each particle has exactly 12 neighbors at any p > 0.
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Likewise, the slightly defected crystal of Fig. 6.1a has an average number of con-
tacts per particle, Z, that is independent of pressure (see Fig. 6.1f). The disordered
system of Fig. 6.1b decreases towards the isostatic value, Ziso ≈ 2d, as p is low-
ered, consistent with the well-established scaling of Z − Ziso ∼ p1/2 for jammed
spheres with harmonic interactions.[28, 61, 73] Surprisingly, as the pressure is low-
ered in the system with intermediate order, we find that Z also approaches Ziso as
a power law with roughly the same exponent. Apparently, despite the high degree
of crystallinity, this system becomes marginally coordinated at low pressures.
The mechanical responses of these three systems are shown in Fig. 6.1g. The
slightly defected crystal shows the expected response, with G/B remaining constant
as p→ 0, while for the disordered system, G/B ∼ p1/2 as expected near the jamming
transition [61, 73]. For the intermediate sample, not only is Z−Ziso similar to that
of a jammed solid, but Fig. 6.1g shows that the mechanical properties are also more
like a jammed solid than a crystalline one: G/B vanishes as p → 0 with the same
power law as in jamming.
We also measure the density of normal modes of vibration, D(ω), which is directly
related to the mechanical and thermal properties of the solid within the harmonic
approximation [44]. Low-frequency modes in crystals correspond to plane waves and
follow Debye scaling: D(ω) ∼ ωd−1 (see Fig. 6.1h). Disordered systems, in addition,
possess a class of “anomalous” modes that result in a low-frequency plateau in D(ω)
(see Fig. 6.1i) [89], related to Z−Ziso [114]. Figure 6.1j shows that the intermediate
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Figure 6.2: The crossover from jamming physics to crystalline physics. (a) The excess contact
number as a function of pressure at different values of F6 averaged over an ensemble of systems.
The blue line shows the constant Z − Ziso behavior for a perfect fcc crystal, while the red line
shows the behavior at jamming. (b) The ratio of the shear modulus to bulk modulus for the
same systems. Note that G/B for a perfect crystal is constant at low pressures but decreases
very slightly at higher pressures. The error bars represent the standard deviations. Only for
systems with very high values of F6 do the properties have the pressure independence expected
for a crystal.
sample, which looks highly crystalline, has a low-frequency density of states that
closely resembles that of the disordered system [70].
The system in Fig. 6.1c indeed behaves mechanically as if it were jammed, despite
its extremely ordered structure. To establish the generality of this observation, we
have generated hundreds of thousands of packings with varying amounts of order,
F6, using the three versions of our algorithm.
We first separate packings into bins with different degrees of order. Figure 6.2
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Figure 6.3: Robustness of jamming behavior. (a) A three-dimensional plot of G/B as a function
of pressure and Z − Ziso for systems with F6 < 0.75, generated with Variant A (green squares),
B (orange triangles) and C (purple circles). The solid blue and red lines give the behavior of a
perfect fcc crystal and a jammed solid, respectively. (b) Same data but shown from a different
point of view to emphasize that all the points lie on a well-defined plane. (c) As a function of
p (Z − Ziso), G/B collapses onto a single curve for all F6 < 0.75. This curve coincides with the one
for jamming. The inset shows the data plotted as a function of just Z − Ziso. (d) For F6 > 0.75,
G/B is not cleanly described by jamming physics. The error bars in (c) and (d) represent the
standard deviations. In the high F6 regime, many systems are better described as a defected
crystal whereas all states with F6 < 0.75 are better described from the jamming scenario.
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shows, for different values of F6, the average of Z−Ziso and G/B versus p. Note that
before averaging, packings were also binned in pressure. For the systems in Fig. 6.1,
we lowered pressure by gradually decreasing φ and reminimizing energy. For the
packings in Figs. 6.2-6.3, we did not lower p but simply varied φ to obtain packings
over a range of pressures, making it more difficult to produce low-p packings. Data
are only shown for systems generated with variant A, but the other ensembles show
similar features. The solid lines show the two limiting extremes corresponding to
the perfect fcc crystal (blue) and jammed packings (red). At a given pressure, both
Z − Ziso and G/B increase as systems become more ordered, but they retain the
scaling with pressure associated with jamming, not the constant value associated
with crystalline behavior, up to relatively high values of F6. Thus the system with
intermediate order in Fig. 6.1c is indeed a representative example of this trend.
In jamming, the value of Z − Ziso at a given pressure is well-defined. However,
for our systems there is a large spread in Z − Ziso at fixed pressure. Therefore, we
have binned systems according to both p and Z − Ziso and then separated them
into whether they do, or do not, behave mechanically like jammed systems. The
separation between these two groups of configurations in terms of F6 is not sharp:
some packings with F6 > 0.95 behave like jammed ones and a few packings with F6
as low as 0.75 respond more like a crystal. This suggests that there is crossover from
crystalline behavior to jamming behavior that occurs at remarkably high order.
To demonstrate this more clearly, Fig. 6.3a shows that for F6 < 0.75, G/B falls
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cleanly onto a single “jamming surface.” This includes all the data from all three
ensembles. The collapse of the data onto a single plane is made more clear in
Fig. 6.3b, where we have rotated the point of view to look at the surface edge on.
Figure 6.3c shows that the jamming surface can be scaled onto a single curve that
matches the result expected for jammed packings (red line). Note that given the
smoothness of the data, we can choose different scaling on the two axes and get
similar collapse. However, as shown by Fig. 6.2a and the inset in Fig. 6.3c, G/B
is not simply a function of just p or Z − Ziso, as one might have expected. As
F6 → 1, the manner in which systems approach the crystalline limit depends on the
protocol – as expected, perturbations about a crystal are sensitive to the details of
the perturbation. Figure 6.3d shows G/B averaged over all systems with F6 > 0.75.
In this region there is a mixture of states that behave like crystalline configurations
with those that behave like jammed packings.
6.3 Discussion
It is important to understand the generality of our results. Our algorithms corre-
spond to introducing ordinary vacancies or vacancy-interstitial pairs to an otherwise
pefect crystal. As more of these simple defects are added, the mechanical behavior
changes character; at some point the solid loses all semblance of crystalline behavior
even though its structure appears exceptionally well ordered. We have shown that
in this regime the physical properties can be profitably described as perturbations
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about the disordered limit of a solid. Our model is also simplified because we use
finite-range potentials. This choice makes the relevance of the jamming transition
clear but does not limit its applicability: as emphasized above, the persistence of
key features of the jamming scenario in systems with 3-body interactions, friction,
temperature, and aspherical particles implies that our results should be generally
relevant. In particular, long-range attractions, as in Lennard-Jones systems, can be
treated as merely a perturbation around a jamming description of the mechanical
properties even though the jamming transition itself is not accessible [117]. Re-
cently, it was suggested that hard sphere systems below the jamming transition
might have somewhat different physics [119].
Of particular note, crossovers from ordered to disordered behavior have been
observed for highly crystalline systems in other contexts. When crystalline KBr is
doped with KCN, the impurities form an “orientational glass” without destroying
the crystalline structure. De Yoreo et al. [20] found a crossover in the thermal
conductivity from crystalline (T 3) to glassy (T 2) scaling when the concentration of
KCN is only around 1%. Moreover, for concentrations of 25% and 50%, the specific
heat and thermal conductivity appeared equally glassy. In sheared quasi-2d foams,
Katgert et al. [53, 54] found a crossover in the flow profile to that of disordered
systems in highly ordered foams with only 2% area defects. Finally, Mari et al. [70]
showed that introducing a very slight polydispersity (.003%) to an fcc crystal of hard
spheres just below jamming causes the vibrational properties to be indistinguishable
from a hard-sphere glass. It is not clear in this case if there exists a crossover to
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crystalline behavior as the polydispersity is decreased, or if that limit is singular.
Our results provide a new vantage point for understanding the mechanical re-
sponse of solids. Starting from the jamming scenario, we can profitably describe the
behavior of even highly-ordered materials. For example, many polycrystals might
be better described in terms of corrections to jamming behavior than in terms of
defected crystals. Although perfect order is a well-defined concept, it has been
less clear what perfect disorder means. Our results suggest that instead of using
a structural quantity like F6, one can characterize order in terms of mechanical
properties. A system behaves ordered when, for example, G/B is roughly constant
in pressure and behaves disordered when it decreases with decreasing pressure. The
spectrum of order in solids therefore has two well-defined limits: a perfect crystal,
with constant G/B and Z−Ziso, and a perfect anti-crystal, with G/B and Z−Ziso
vanishing at zero pressure.
6.4 Appendix
6.4.1 Methods summary
We measure the degree of order in a given configuration by calculating the parameter
F6. For each pair of neighboring spheres i and j, the function S6(i, j) measures
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correlation of neighbor orientation:
S6(i, j) ≡
∑6
m=−6 q6m(i) · q∗6m(j)
|∑m q6m(i)| |∑m q6m(j)| , (6.4.1)
where qlm(i) is the standard bond-orientational order parameter [95]. Summing
over the Nc(i) neighbors of i, we define [5, 82]
f6(i) ≡ 1
Nc(i)
∑
j nn i
Θ
(
S6(i, j)− S06
)
, (6.4.2)
where Θ is the step function and S06 is a threshold that is typically taken to be 0.7.
f6(i) measures the fraction of sphere i’s neighbors with highly correlated neighbor
orientations. In a perfect crystal, f6 = 1 and in a disordered state it is small.
Finally, we average f6(i) over the system to obtain a global order measure, F6.
183
Chapter 7
The principle of independent
bond-level response
7.1 Introduction
The properties of amorphous solids are essentially and qualitatively different from
those of simple crystals [43]. In a crystal, identical unit cells are interminably
and symmetrically repeated, ensuring that all cells make identical contributions
to the global response of a solid to an external perturbation [4, 56]. Unless a
crystal’s unit cell is very complicated, all particles or inter-particle bonds contribute
nearly equally to any global quantity, so that each bond plays a similar role in
determining the physical properties of the solid. For example, removing a single
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bond from a perfectly ordered array or network decreases the overall elastic strength
of the system, but in such a way that the resistance to shear and the resistance to
compression drop in tandem [34], leaving their ratio nearly unaffected. Disordered
materials are not similarly constrained. We will show that as a consequence, one can
exploit disorder to achieve a unique, varied, textured and tunable global response.
A tunable global response is a corollary to a new principle that emerges for
disordered matter: independent bond-level response. This independence refers not
only to 1) the significant variation in the response at the individual bond level,
but also, and more importantly, to 2) the dearth of strong correlations between
the responses of any specific bond to different perturbations. To illustrate this
principle, we consider the specific perturbations of compression and shear. We
construct networks in which individual bonds are successively removed to drive the
overall system into different regimes of behavior characterized by the ratio G/B
of the shear modulus, G, to the bulk modulus, B. Starting from the same initial
network, we can remove as few as 2% of the bonds to produce a network with a
value of G/B that is either nearly zero (incompressible limit where the Poisson
ratio is ν = 1/(d − 1) in d dimensions) or nearly infinite (maximally auxetic with
ν = −1 [46]) merely by removing different sets of bonds. Moreover, by using
different algorithms or starting with different networks, one can confine the region
within which the bonds are removed to strips of controllable size, ranging from
a few bond lengths to the size of the entire sample [26]. This has the practical
consequence that one can achieve precise spatial control in tuning properties from
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region to region within the network – as is needed for creating origami [64, 112] or
kirigami [12] materials.
7.2 Response at the bond level
We construct networks numerically by starting with a configuration of particles
produced by a standard jamming algorithm [61, 73]. We place N soft repulsive
particles at random in a box of linear size L and minimize the total energy until there
is force balance on each particle. We work in either two or three dimensions and start
with a packing fraction that is above the jamming density. After minimizing the
energy of a configuration, we create a network by replacing each pair of interacting
particles with an unstretched spring of unit stiffness between nodes at the particle
centers [115]. We characterize the network by the excess coordination number ∆Z ≡
Z−Ziso, where Z is the average number of bonds at each node and Ziso ≡ 2d−2d/N
is the minimum for a system to maintain rigidity in d dimensions [39]. We note
that networks produced this way have no long-range order [73], unlike networks
constructed by randomly displacing cites on a lattice [36, 101].
For each network, we use linear response to calculate the contribution Bi of each
bond i to the bulk modulus, B =
∑
iBi. (Bi is proportional to the change in energy
of bond i when the system is uniformly compressed, see Sec. 7.5.1 for details). The
distribution of Bi in three dimensions is shown in blue in Fig. 7.1. In all plots, data is
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averaged over 500 networks that, unless explicitly stated, have approximately 4000
nodes and an initial excess coordination number ∆Zinitial ≈ 0.13 (corresponding to
a total number of bonds that is about 2% above the minimum needed for rigidity).
Similarly, we can start with the same initial network and calculate Gi, the con-
tribution of each bond to the shear modulus, G =
∑
iGi. (As shown in Chapter 5,
a finite system is not completely isotropic, so the shear modulus varies with di-
rection [19]; we calculate the angle-averaged shear modulus, which approaches the
isotropic shear modulus in the infinite system-size limit [41].) The resulting dis-
tribution for Gi is shown in purple in Fig. 7.1. Note that the distributions of the
bond contributions to B and G are continuous, broad, and non-zero in the limit
Bi, Gi → 0. That is, some bonds have nearly zero contribution to the bulk or shear
modulus while others contribute disproportionately. For both B and G, the distri-
bution forms a power law at low values of Bi or Gi, which is then terminated above
〈Bi〉 and 〈Gi〉 by approximately exponential cut-offs. Such significant variation in
bond-level response is consistent with previous observations [30, 31] and is in stark
contrast to a perfect crystal where the distributions would be composed of discrete
delta functions.
We next ask if there is a correlation between how an individual bond responds
to shear and how it responds to compression. Do bonds with a large contribution
to the bulk modulus also have a proportionately large contribution to the shear
modulus? Figure 7.2a shows the joint probability distribution P (Bi, Gi). A strong
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Figure 7.1: Variation in bond-level response. Distribution on a log-linear scale (inset: log-log
scale) of the contribution of each bond to the macroscopic bulk and shear moduli, Bi and Gi, for
3d networks with ∆Zinitial ≈ 0.13. Here i indexes bonds. At low Bi or Gi, the distributions follow
power-laws with exponents −0.51 and −0.38, respectively. At high values, the distributions decay
over a range that is broad compared to their means, 〈Bi〉 and 〈Gi〉.
positive correlation between Bi and Gi would produce a linear trend on this graph,
which is clearly not observed. We conclude that the correlations are weak, although
we note that they are also not vanishingly small (see Sec. 7.5.2 for more details).
This lack of strong correlation between Bi and Gi is again qualitatively different
from what one would find for a simple crystal. Thus, Figs. 7.1 and 7.2a illustrate
a previously-unrecognized property that is well obeyed by our disordered networks:
independent bond-level response.
7.3 Tuning by pruning
This new property suggests that one can tailor the behavior of the network by
selectively removing (pruning) those bonds that contribute more or less than the
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Figure 7.2: Independence of bond-level response. (A) Joint probability distribution of Bi and Gi
for 3d networks with ∆Zinitial ≈ 0.13. There is little apparent correlation between the response to
compression (Bi) and to shear (Gi) for a given bond i. (B) The value of G when bonds with the
largest (purple squares) and smallest (purple circles) Bi are removed is nearly indistinguishable
from G when bonds are removed at random (purple crosses). Similarly, B is very similar whether
bonds with the largest Gi (blue triangles) are removed or bonds are removed at random (blue
pluses).
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average to one of the moduli. By so doing, one can decrease one modulus with
respect to the other.
First, we consider the known case of rigidity percolation [32–34], where a bond is
picked at random and removed. This pruning is repeated until the system becomes
unstable at ∆Z = 0. We have implemented a slight variation of this procedure:
at each step, a bond is removed only if each node it connects has at least d + 1
remaining bonds in d dimensions. This is the condition for local stability of a
particle in the original jammed packing [59]. As the excess coordination number
decreases, the bulk and shear moduli vanish together, so that G ∼ B ∼ ∆Z [32–34]1
(see Fig. 7.2b). Therefore, as shown in Fig. 7.3, G/B is independent of ∆Z.
We now implement the idea of selected -bond removal in a variety of ways. First
we remove the bond with the smallest Bi, namely the weakest contribution to the
bulk modulus (provided, as above, that each node connected to this bond has at
least d+1 remaining bonds). Since the distribution P (Bi) is continuous and nonzero
as Bi → 0, bond removal has almost no effect on the bulk modulus. However, since
there is little correlation between the contribution of each bond to the bulk and
shear moduli, there is a much larger effect on the shear modulus. Once the bond
has been removed, the contributions Bi and Gi of the remaining bonds to the moduli
must be recalculated because they depend on the connectivity of the entire network.
This process of removing the bond with the smallest Bi and then recalculating the
1Higher order corrections to the elastic constants are negligible for the range of ∆Z discussed here.
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values of Bi for the remaining bonds is then repeated many times. Figure 7.2b shows
that when bonds with the smallest Bi are successively removed, the shear modulus
is linearly proportional to ∆Z. Furthermore, it is quantitatively indistinguishable
from the case where bonds are removed at random. The ability to alter the behavior
of B without affecting the behavior of G is a clear demonstration of the principle
of independent bond-level response.
Since removing bonds with the smallest Bi has little effect on the bulk modulus,
we would expect G/B → 0 as ∆Z → 0. As shown in Fig. 7.3, we indeed find
that G/B ∼ ∆ZµB− , with µB− = 1.01 ± 0.01. This behavior is identical to the
scaling found in the original jammed sphere packings, where ∆Z is lowered by
decompressing the system.
We can drive the same initial network to the opposite limit, G/B → ∞, by
successively removing bonds with the largest contribution to B. As before, inde-
pendent bond-level response predicts that the shear modulus will again decrease
linearly with ∆Z, as we indeed find (see Fig. 7.2b). However, the bulk modulus will
decrease more quickly, as prescribed by the high Bi tail of the distribution, suggest-
ing that the ratio G/B should increase. The result of this successive bond-removal
algorithm is shown by the blue squares in Fig. 7.3. We find that G/B ∼ ∆ZµB+ ,
where µB+ = −7.96± 0.01. Thus, the increase in G/B occurs with a much steeper
power law than the decrease of G/B when the bond with the smallest contribution
to B is removed.
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Figure 7.3: Tuning global response in three dimensions. The ratio of shear to bulk modulus, G/B,
for four pruning algorithms. Error bars (included) are smaller than the symbols. Lines are fits
to the data over the indicated range and have slopes, from top to bottom, of -7.96, -0.01, 1.01,
and 1.82. Starting with the same initial conditions, we can tune global response by 16 orders of
magnitude by pruning of order 2% of the bonds.
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The algorithms mentioned above can be extended in a number of ways. As a
further example, one can remove the bond with the largest contribution to the shear
modulus to drive G/B towards zero. In this case, independent bond-level response
implies that the bulk modulus will respond as if bonds were removed randomly, so
that B ∼ ∆Z (see Fig. 7.2b). However, the shear modulus decreases more rapidly;
we find G/B ∼ ∆ZµG+ , where µG+ = 1.82± 0.01 (purple diamonds in Fig. 7.3).
Note that the presence of a non-trivial zero-frequency vibrational mode (which
our bond-cutting procedure does not explicitly forbid) would herald an instability
in the structure. We look for such modes by diagonalizing the dynamical matrix,
but do not observe them until the system is at or extremely close to isostaticity.2
If we remove bonds with the smallest Gi, however, we find that zero modes appear
when ∆Z is still quite large, preventing G/B from diverging as we would expect.
A variant of our procedure could prevent this (e.g. by including a constraint that
a removed bond not create any zero modes).
We can tune two-dimensional networks with equal ease. We construct spring
networks in two dimensions with approximately 8000 nodes and an initial coor-
dination number of ∆Zinitial ≈ 0.047, which is about 1% above the minimum
needed for rigidity. As shown in Fig. 7.4, the behavior of G/B is qualitatively
similar to Fig. 7.3. When bonds with the smallest Bi are removed, we find that
G/B ∼ ∆ZµB− , with µB− = 1.27 ± 0.01. This is close to the behavior known for
2For the cases where the largest Bi or Gi bonds are removed, zero modes do not appear until ∆Z = 0. For the
random case and the case where the bond with the smallest Bi is removed, the first zero mode can appear when
there are still a few bonds above the isostatic value.
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Figure 7.4: Tuning global response in two dimensional networks with ∆Zinitial ≈ 0.047. The ratio
of shear to bulk modulus, G/B, for four pruning algorithms. Error bars (included) are smaller
than the symbols. Lines are fits to the data over the indicated range and have slopes, from top
to bottom, of -5.36, -0.26, 1.27, and 3.05. Starting with the same initial conditions, we can tune
global response by 17 orders of magnitude by pruning of order 1% of the bonds.
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jammed packings (G/B ∼ ∆Z1), though it is certainly not as clean as in three
dimensions. When we prune bonds that resist compression the most (largest Bi),
we find that G/B ∼ ∆ZµB+ , where µB+ = −5.36 ± 0.01. At the smallest ∆Z,
G/B ∼ 1010. Finally, when bonds with the largest Gi are removed we find that
G/B ∼ ∆ZµG+ , with µG+ = 3.05 ± 0.01. Although G/B diverges/vanishes with
slightly different power laws in two and three dimensions, the overall effect is no
less dramatic.
7.4 Discussion
Note that our procedures are remarkably efficient in tuning G/B. Figure 7.3 shows
that by removing about 2% of the bonds in three-dimensional networks we can
obtain a difference of more than 16 orders of magnitude in the tuned value of G/B,
depending on which bonds we prune. In two dimensions, we are able to obtain
differences in G/B that span over 17 orders of magnitude by pruning only ∼ 1%
of the bonds (Fig. 7.4). This is even more surprising given the fact that Bi and Gi
are somewhat correlated. The fact that we can still tune the ratio of the moduli so
drastically demonstrates the robustness of the principle of independent bond-level
response.
The limit G/B → 0 corresponds to the incompressible limit of a solid where
the Poisson ratio, ν = (d − 2G/B)/[d(d − 1) + 2G/B] in d dimensions, reaches
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its maximum value of ν = +1 (in 2d) or +1/2 (in 3d). The limit G/B → ∞
corresponds to the auxetic limit where the Poisson ratio reaches its minimum value
of ν = −1. By using these different pruning algorithms, we can tailor networks
to have any Poisson ratio between these two limits. This ability provides great
flexibility in the design of network materials.
For many materials [46] the Poisson ratio decreases with increased connectivity
of the constituent particles and increases with packing density. We note that neither
of these correlations hold for the algorithms we have introduced for tuning the Pois-
son ratio (or ratio of shear and bulk moduli). We can reach G/B →∞ (minimum
Poisson ratio) or G/B → 0 (maximum Poisson ratio) by removing the same number
of bonds from the same starting configuration. Neither the overall connectivity nor
the overall density is different in the two final states. Thus, our procedures for pro-
ducing tunable Poisson ratio materials are fundamentally different from correlations
considered in the literature.
We turn now to spatial correlations between cut bonds. Driscoll et al. [26] have
conducted numerical simulations and experiments in which they removed bonds
with the largest strain under uniaxial or isotropic compression or shear. They
showed that the cut bonds form a damage zone whose width increases and di-
verges as the initial excess coordination number, ∆Zinitial → 0; for sufficiently small
∆Zinitial, the pruned bonds are homogeneously distributed throughout the entire
system. Outside this zone, they found that the network is essentially unaffected.
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Figure 7.5: Tuning the global response with different starting networks in 2d (left panel) and 3d
(right panel). In two dimensions, the data correspond to systems with approximately 8000 nodes
and ∆Zinitial of, from right to left, 1.5, 0.53, 0.16, 0.047, 0.014, and 0.0041. In three dimensions,
the data correspond to systems with approximately 4000 nodes and ∆Zinitial of, from right to left,
1.3, 0.40, 0.13, 0.039, and 0.012.
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Since Bi (or Gi) in our simulations is proportional to the strain squared, our
procedure is identical to that of Driscoll et al. [26] if we remove bonds with the
largest contribution to the relevant elastic constant. So far, all the data we have
presented are for systems with a sufficiently small ∆Zinitial so that the distribution of
the cut bonds appears homogeneous. However, we find that G/B diverges/vanishes
regardless of ∆Zinitial (see Fig. 7.5), demonstrating that the ability to drastically
tune G/B does not depend on the spatial distribution of removed bonds or system
size. When we remove the bond with the smallest contribution to B or G, the
bonds are removed homogeneously throughout the system, independent of ∆Zinitial.
Our results, combined with the work of Driscoll et al., means that elastic properties
can be tuned not only globally but also on a local scale controlled by the initial
connectivity – one region may be highly incompressible while a nearby region may be
highly auxetic. This offers tremendous flexibility in the design of new and interesting
materials.
We have presented a number of ways of tuning G/B in disordered networks
by using the principle of independent bond-level response. However, these ideas
may be extended to other global properties as well. For example, one can imagine
controlling thermal expansion by tuning nonlinear terms. One can even consider
different classes of systems, such as a disordered resistor network [21, 22] where one
may be able to independently adjust the components of the conductivity tensor to
design a highly anisotropic device. In general, to tune two properties relative to
each other, one first must be able to quantify contributions at the single-bond level.
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The principle of independence holds if 1) there is a sufficient variation in the bond-
level contributions (i.e. Fig. 7.1), and 2) the contribution of a bond to one property
is not strongly correlated with its contribution to the other (i.e. Fig. 7.2a). One
could then independently tune these properties by removing bonds that contribute
disproportionally to one property or the other.
Our results demonstrate that disordered networks provide particularly elegant
opportunities for constructing mechanical metamaterials with tunable, flexible and
spatially textured response. However, the algorithms we have presented are not
restricted to artificially constructed materials. Compressing a real network com-
posed of springs that fail when stressed past a given threshold would lead to the
same network as removing springs with the largest Bi, provided that the threshold
is sufficiently small. It is also not beyond imagination that one could selectively
break bonds at the nano-scale level in response to global perturbations in com-
plex solids. Indeed, biology appears to be able to target structures in networks
that are under particularly high stress and to enhance their strength (such as in
trabecular bone [55]). Alternatively, there may be mechanisms to buckle or sever
strongly stressed fibers (such as in actin networks [58]). It is interesting to ask if
such selective repair or destruction of biological structures changes ratios of different
mechanical responses such as the Poisson ratio.
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7.5 Appendix
7.5.1 Calculation of bond-level elastic response
We consider networks of nodes connected by unstretched central-force springs with
stiffness k = 1. Let ~δri be the total strain on bond i when the system is deformed
according to some strain tensor αβ. The change in energy of the network is then
given to lowest order by
∆E =
∑
i
kiδr
2
i,‖, (7.5.1)
where δri,‖ is the component of ~δri that is parallel to the bond direction. Thus,
the bond that contributes the most (least) to the response to a given boundary
deformation is the one with the largest (smallest) δr2i,‖. To remove the bond that
contributes the most to the bulk modulus, for example, one would remove the bond
with the largest δr2i,‖ under compression. This procedure can be implemented in
either a simulation or an experiment.
In practice, for our computations, we use linear algebra to calculate the response
of each bond more efficiently, as follows. The bulk elasticity of a system is described
to linear order by the elastic modulus tensor cαβγδ, so that if the system is distorted
by the symmetric strain tensor αβ, the change in energy is given to leading order
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by
∆E/V =
1
2
αβcαβγδγδ, (7.5.2)
where V is the volume of the system. In general, there are 6 (21) independent
components of the elastic modulus tensor in two (three) dimensions, but in the
isotropic limit this reduces to just the bulk modulus B and the shear modulus G.
The components of cαβγδ are calculated from the change in energy of the sys-
tem under various boundary deformations using Eq. 7.5.1. The strain ~δri can be
decomposed into two distinct parts. First there is an affine strain set directly by
the strain tensor. However, this results in a nonzero net force, ~fm, on each node m,
leading to a secondary non-affine response. This non-affine response is calculated
by solving the following system of equations
Mmn~uNAm = ~fn, (7.5.3)
where Mmn is the Hessian matrix and ~uNAm is the non-affine displacement of each
node. The total strain ~δri of bond i is calculated from the sum of the affine and
non-affine displacements of the two nodes that the bond connects. Since ∆E can
be written as a sum over bonds, so too can the elastic modulus tensor:
cαβγδ =
∑
i
ci,αβγδ. (7.5.4)
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Under the deformation αβ, the change in energy of bond i is
∆Ei =
1
2
αβci,αβγδγδ. (7.5.5)
ci,αβγδ thus completely describes the bond-level elastic response for bond i, and can
be used to calculate the quantities Bi and Gi considered in the main text.
The global bulk and shear moduli are linear combinations of the components of
the elastic modulus tensor. In two dimensions, they are
B = 1
4
(cxxxx + cyyyy + 2cxxyy) (7.5.6)
G = 1
8
(4cxyxy + cxxxx + cyyyy − 2cxxyy) , (7.5.7)
while in three dimensions they are
B = 1
9
(cxxxx + cyyyy + czzzz + 2cyyzz + 2cxxzz + 2cxxyy) (7.5.8)
G = 1
15
(3cyzyz + 3cxzxz + 3cxyxy
+ cxxxx + cyyyy + czzzz − cyyzz − cxxzz − cxxyy) . (7.5.9)
Finite disordered systems are never perfectly isotropic, so the shear modulus al-
ways has some dependence on the angle of shear. The above expressions for G
represent the angle-averaged shear modulus, which reduces to the shear modulus in
the isotropic limit of infinite system size. We calculate the contribution of bond i
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to the bulk and shear moduli in exactly the same way:
Bi =
1
4
(ci,xxxx + ci,yyyy + 2ci,xxyy) (7.5.10)
Gi =
1
8
(4ci,xyxy + ci,xxxx + ci,yyyy − 2ci,xxyy) , (7.5.11)
in two dimensions, and
Bi =
1
9
(ci,xxxx + ci,yyyy + ci,zzzz + 2ci,yyzz + 2ci,xxzz + 2ci,xxyy) (7.5.12)
Gi =
1
15
(3ci,yzyz + 3ci,xzxz + 3ci,xyxy
+ ci,xxxx + ci,yyyy + ci,zzzz − ci,yyzz − ci,xxzz − ci,xxyy) (7.5.13)
in three dimensions.
7.5.2 Correlations in bond-level response
Figure 7.2a shows that Bi and Gi are not strongly correlated, but it is also apparent
that they are not completely independent. Here, we will attempt to characterize the
extent of this correlation. The simplest thing we can do is measure the correlation
coefficient r, defined as
r =
〈Bi − 〈Bi〉〉 〈Gi − 〈Gi〉〉
σBiσGi
, (7.5.14)
where the averages are over all i, and σBi and σGi are the standard deviations of the
Bi and Gi distributions. r is often referred to as the “sample Pearson correlation
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coefficient,” and has extreme values of r = 1 (perfect linear correlation) and r =
−1 (perfect linear anti-correlation), with r = 0 when there is a complete lack of
correlation. We find that r ≈ 0.325 for the 3d data in Fig. 7.2a and r ≈ 0.171 for
the equivalent data in two dimensions.
This level of correlation is statistically significant given the amount of data aver-
aged over, meaning that it could not have arisen from chance. (In other words, we
can reject the null hypothesis of a complete lack of correlation with exceedingly high
probability.) However, interpreting the meaning of these correlations is particularly
difficult due to the extremely non-Gaussian nature of the underlying distributions.
It is possible to have a distribution with correlations that are statistically signifi-
cant but physically unimportant because the elastic moduli B and G are dominated
by the large Bi and Gi tails of the distributions. If correlations existed only at small
Bi and Gi, one would not expect them to have any effect on our bond-pruning al-
gorithm to tune the relative values of B and G. Furthermore, since the densities of
Bi and Gi are much higher at low values (Fig. 7.1), such correlations would have a
large effect on r without affecting the physics.
Instead of focusing on the correlation coefficient, it is more instructive to look
at the conditional probability distributions, which are shown in Fig. 7.6 for both
two and three dimensional data. The top row shows P (Bi) for given Gi. Data was
first sorted according to the value of Gi, and then divided into five even bins. Each
curve represents one fifth of the data: the dark blue curve corresponds to bonds
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Figure 7.6: Conditional probability distributions of Bi and Gi for two dimensional (left column)
and three dimensional (right column) data. The top row shows P (Bi/ 〈Bi〉) as a function of Gi,
and the bottom row shows P (Gi/ 〈Gi〉) as a function of Bi.
whose Gi is in the smallest 20%, the next curve corresponds to bonds whose Gi is
in the second 20%, and so on until the dark red curve, which corresponds to bonds
whose Gi is in the largest 20%. The data is normalized by the average, 〈Bi〉, over
all bonds. The bottom row shows the conditional probability distribution of Gi
where data is similarly grouped according to Bi.
For completely uncorrelated data, the curves in Fig. 7.6 would collapse. This is
clearly not the case, and the proximity of the curves to each other shows us where
correlations arise. For example, the dominant source of correlations can be seen
at small values of Gi: P (Gi) is qualitatively different for data with small Bi than
for data with large Bi. However, as discussed above, it is the other end of the
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distributions that dominate the global elastic constants. While there is still some
correlation at large Bi and large Gi, this is clearly much smaller than at low values.
Ultimately, the proof that the correlation between Bi and Gi is “sufficiently small”
for the idea of independent bond-level response to apply comes from Fig. 7.2b.
Despite the correlation seen in Fig. 7.6, removing the largest Bi bond has the same
quantitative effect on the shear modulus as removing the smallest Bi bond or a
random bond.
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Chapter 8
Summary and conclusion
It has been exactly 100 years since Sir William Henry Bragg and his son William
Lawrence Bragg shared the Nobel Prize in Physics “for their services in the analy-
sis of crystal structure by means of X-rays” [1]. Just two years earlier, Bragg and
his son had demonstrated experimentally that crystals contain long-range periodic
order, and ever since the perfect crystal has served as the starting point for un-
derstanding ordered solids [4]. In an attempt to simplify the study of disordered
systems, much progress has been made since the turn of the century in developing a
unified “jamming” framework for amorphous materials. The theory of jamming fo-
cuses on athermal packings of ideal soft spheres, which undergo a rigidity transition
as a function of density that displays characteristics of a mixed first/second order
phase transition. The motivating idea here is that if we understand the physics
underlying this critical point, then maybe it can serve as a starting point, much like
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the perfect crystal, but for understanding disordered solids.
Much of this thesis deals with the mechanical response of disordered solids, in
particular linear elasticity and low-frequency vibrations. Our approach is to initially
focus on the ideal jamming transition, and then to take a step back and consider
whether the ideas developed there can be extended more generally. We started in
Chapter 3 by demonstrating the validity of linear response in the thermodynamic
limit. A valid linear regime is necessary for quantities like the elastic constants
(including the bulk and shear moduli) as well as the density of states to carry any
physical meaning, but the existence of such a linear regime for packings of soft
spheres had previously been called into question [85]. Therefore, the results of this
chapter are essential for the rest of the dissertation.
We then turned our attention to the critical nature of the jamming transition.
Building off of previous work, Chapter 4 redefined the length scale `∗, which was
originally proposed in order to understand the unique behavior of the density of
states near the transition [114, 115]. This new understanding 1) showed that the
length scale had a natural interpretation in terms of rigid clusters, 2) rational-
ized some assumptions made in the original work, 3) allowed us to make a semi-
quantitative prediction for the length scale, and 4) enabled us to measure `∗ numer-
ically. We also saw that this length is intimately related to a separate “transverse”
length scale that also diverges at the jamming transition. This smaller length can
also be interpreted as a rigidity scale, but it governs rigidity against a more subtle
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class of deformations.
Numerical simulations of particulate systems are unavoidably limited to a finite
number of particles, and it has long been recognized in the context of phase tran-
sitions that this limitation can be exploited [35] to yield insight into the nature of
the transition. In Chapter 5, we thoroughly investigated the impact of finite size
on jammed packings. We first saw that the very definition of jamming requires
that one specify the class of boundary deformations allowed, allowing us to define
various configurational ensembles. We then saw that non-trivial finite-size effects
exist in the excess contact number and the shear modulus. These corrections can be
understood within the context of finite-size scaling, providing further evidence that
jamming can indeed be considered a real phase transition with an upper critical
dimension of two. We also saw precisely how anisotropic fluctuations vanish with
system size.
With the theory of jamming starting to approach maturity, due not only to the
work presented here but also that of many other groups, we then saw that jamming
might in fact have the potential to complete the picture started by the Braggs over
100 years ago. Chapter 6 investigated systems with structural order between the two
extremes of the perfect crystal and the marginally jammed solid. We argued that
the physics associated with the jamming transition of soft spheres should be thought
of as a mechanical extreme, which we dub the acticrystal. Instead of asking where
a system falls on the spectrum of structural order, one should ask where the system
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falls on the spectrum of mechanical behavior. At least for soft sphere packings, the
spectrum of mechanical behavior has two well defined endpoints, the crystal and
the anticrystal, and the expectation is that real materials with more complicated
interactions can be understood in terms of one of these two poles.
Finally, Chapter 7 showed that the dependence of the linear elastic behavior on
the excess contact number in jammed sphere packings is a special case of a much
more general physical principle. By focusing on disordered spring networks, where
bonds can be removed more easily than in sphere packings, we saw that the ratio
of the shear modulus to the bulk modulus could be tuned by over 16 orders of
magnitude by removing a very small fraction of bonds. This amazing flexibility is
a result of the principle of independent bond-level response, which corresponds to
the lack of strong correlations between the way an individual bond contributes to
different global properties. The fact that a disordered material is not constrained
in its properties in the same way as a crystalline one presents significant and yet
untapped potential for novel material design.
It has now been 17 years since my advisors originally proposed the jamming
phase diagram [60] and 12 years since the seminal work on soft sphere packings [73]
that jumpstarted the field. By now, the theory of ideal packings at and above the
jamming transition is well understood and we are starting to see that this intellectual
foundation can have a significant and dramatic effect on the way we study disordered
materials. For example, the theory of “soft spots” was first developed by Manning
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and Liu [69] to identify “defects” in disordered sphere packings that are particularly
susceptible to rearrangement, and this notion has since been shown to apply to a
vast array of numerical and experimental systems [16, 17, 81, 83, 92, 98]. Another
example is the work of Driscoll et al. [26] that describes failure in marginal materials.
As I see it, there are two major directions going forward. First, using the founda-
tion of the jamming transition, what more can be learned about sphere packings?
Soft spots are a perfect example of this, as is the work presented in Chapters 6
and 7. There is then the separate question of connecting the behavior of ideal soft
spheres to more complicated and realistic systems. An elegant example of this is
that soft spots can be identified robustly from local structural signatures using a
machine learning approach [17]. Extending ideas from soft sphere packings to real
materials can be straight forward at times and extremely non-trivial at other times
as it depends sensitively on both the phenomenon being studied and the system to
which the idea may apply. While this thesis largely leaves such work to future stud-
ies, establishing this connection is nevertheless essential for the theory of jamming
to realize its full potential.
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