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LARGE DATA SCATTERING FOR THE DEFOCUSING
SUPERCRITICAL GENERALIZED KDV EQUATION
LUIZ G. FARAH, FELIPE LINARES, ADEMIR PASTOR, AND NICOLA VISCIGLIA
Abstract. We consider the defocusing supercritical generalized Korteweg-de Vries (gKdV)
equation ∂tu + ∂
3
xu − ∂x(u
k+1) = 0, where k > 4 is an even integer number. We show
that if the initial data u0 belongs to H
1 then the corresponding solution is global and
scatters in H1. Our method of proof is inspired on the compactness method introduced
by C. Kenig and F. Merle.
1. Introduction
We consider solutions of the Initial Value Problem (IVP) associated with the defocusing
supercritical generalized Korteweg-de Vries (gKdV) equation, i.e.,{
∂tu+ ∂xxxu− ∂x(u
k+1) = 0, x ∈ R, t > 0,
u(0, x) = u0(x),
(1.1)
where k > 4 is an even integer number.
It is well known that in the focusing case (with the sign ‘+’ in front of the nonlinearity)
for k = 1 and k = 2 the model above is physical and corresponds to the famous Korteweg-
de Vries ( [28]) and modified Korteweg-de Vries equation, respectively.
Local well-posedness issues for the IVP (1.1) have been of intense study for the last 30
years or more. We refer the reader to Kenig, Ponce, and Vega [23], [24] for a complete set
of sharp results (see also [29] and references therein). We observe that in the literature
the focusing case is always considered but the results in the defocusing case are analogous.
We also notice that in the focusing case there exist solitary wave solutions for the equation
in (1.1) which is not true in the other situation.
Here we are mainly interested in the asymptotic behavior of global solutions of the
IVP (1.1). We recall that the flow of the generalized KdV is conserved by the following
quantities
Mass ≡M [u(t)] =
∫
u2(t) dx (1.2)
and
Energy ≡ E[u(t)] =
1
2
∫
(∂xu)
2(t) dx+
1
k + 2
∫
uk+2(t) dx. (1.3)
These conserved quantities are fundamental to obtain global well-posedness in the en-
ergy H1 since sharp local well-posedness for k > 4 is established in Sobolev spaces of order
s > sk :=
1
2 −
2
k (see [1]). Global well-posedness results for the IVP (1.1) for different
values of k in the focusing/defocusing cases can be found in [2], [8], [9], [12], [15], [14], [16],
[30], [32], [34] and references therein.
In the defocusing case and k > 4, we have the following result.
Theorem 1.1 (Global well-posedness for the defocusing gKdV). Let k > 4 be even. If
u0 ∈ H
1 then the corresponding solution u of (1.1) is global in H1. Moreover,
sup
t∈R
‖∂xu(t)‖
2
L2x
≤ 2E[u0]. (1.4)
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This is a consequence of the local well-posedness in H1 result proved in [23] and the
conservation of mass (1.2) and energy (1.3). Indeed, for any local solution we can control its
H1-norm since the energy controls the L2-norm of the gradient and the mass is preserved.
Our aim in this paper is to prove that the solutions provided by Theorem 1.1 scatter in
H1. Roughly, we will show that solution of the nonlinear problem behave asymptotically
at infinity like a solution of the associated linear problem in H1.
Before state our main result we will describe some previous nonlinear scattering results
for the solutions of the IVP (1.1). In [31], Ponce and Vega showed that, for small data,
solutions of the focusing gKdV equation scatter in H1, for k > 4 without extra conditions
on the data. This result is still valid in the focusing case. In [23], Kenig, Ponce and Vega
show that for small data in L2, solutions of the gKdV, k = 4, scatters in L2. For k = 3
Koch and Marzuola in [27] proved scattering for small data in H˙−
1
6 (see also [33]).
For large data, Coteˆ [4] constructed the wave operator in H1 (respectively L2) for the
focusing case and k > 4 (respectively k = 4). This is the reciprocal problem of the
scattering theory, which consists in constructing a solution with a prescribed scattering
state.This result was extended by Farah and Pastor in [10], for k ≥ 4, where the authors
showed the existence of wave operator in the critical space H˙sk .
Kenig and Merle [19], [20] introduced a different point of view to study scattering and
asymptotic behavior of nonlinear dispersive equations. Their results open a wide spectrum
of possibilities to attack these kind of problems. Our purpose here is to develop a parallel
theory applied to the defocusing gKdV. More precisely,
Theorem 1.2. Let k > 4 be even. If u0 ∈ H
1(R) then the corresponding global solution
u of (1.1) given by Theorem 1.1 scatters in both directions, that is, there exist φ+, φ− ∈
H1(R) such that
lim
t→+∞
‖u(t)− U(t)φ+‖H1 = 0
and
lim
t→−∞
‖u(t)− U(t)φ−‖H1 = 0.
Here, U(t) denotes the group of linear operators associated with the linear KdV equa-
tion, that is, for any u0 ∈ H
s(R), s ∈ R, U(t)u0 is the solution of the linear problem{
∂tu+ ∂xxxu = 0, x ∈ R, t ∈ R,
u(0, x) = u0(x).
To prove Theorem 1.2, we follow very closely the arguments given by Kenig and Merle
in [19] and [21].
We first establish a perturbation theory and a scattering criteria (see [25] and references
therein). Then we obtain a profile decomposition. More precisely, we establish that any
bounded sequence in H1 has a decomposition into linear profiles and a reminder with a
suitable asymptotic smallness property. To do this we follow [6] and [7] (see also [13], [11]).
Next we combine this decomposition with a compactness argument in the same lines of
Kenig and Merle to produce a critical element for which scattering fails and which enjoys a
compactness property. However our situation is different from the critical case dealt in [21];
in our analysis the defocusing nature of the equation is taken in consideration. Finally, we
show that the critical solution cannot exist. This will imply our result. To complete our
argument we need to establish a rigidity result. Due to the lack of useful virial estimates
for gKdV we obtain a suitable version of the interaction Morawetz type estimates adapted
to the gKdV equation. This approach is inspired in the works of Dodson [5], Colliander
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et al [3], Tao [34] and references therein. To obtain our rigidity theorem we combine the
monotonocity formula given in [34], the Kato smoothing effect to justify the regularity of
the solutions involved in certain quantities and the persistence of regularity of the flow
associated to solutions of the IVP (1.1).
The plan of this paper is as follows. In the next section we introduce some notation and
estimates needed in the reminder of the paper. In Section 3, we establish some perturbation
results and a scattering criteria. Next, in Section 4, we show a profile decomposition
theorem and, in Section 5, we construct a critical solution. Finally, Section 6 is devoted
to prove a rigidity theorem and to complete the proof of Theorem 1.2.
2. Notation and Preliminaries
Let us start this section by introducing the notation employed throughout the paper.
We use c to denote various constants that may vary line by line. Given any positive
numbers a and b, the notation a . b means that there exists a positive constant c such
that a ≤ c b. We use ‖ · ‖Lp to denote the standard L
p(R) norm. If necessary, we use
subscript to inform which variable we are concerned with. For a given interval I ⊂ R, the
mixed norms LqtL
r
x and L
q
IL
r
x of f = f(t, x) are defined, respectively, as
‖f‖LqtLrx =
(∫ +∞
−∞
‖f(t, ·)‖qLrx
dt
)1/q
, ‖f‖LqILrx
=
(∫
I
‖f(t, ·)‖qLrx
dt
)1/q
with the usual modifications whether q =∞ or r =∞. We use Lpx,t if p = q. In a similar
way we define the norm in the spaces LrxL
q
t and L
r
xL
q
I . If no confusion is caused, we use∫
fdx instead of
∫
R
f(x)dx.
We shall define Dsx and J
s
x to be, respectively, the Fourier multipliers with symbol |ξ|
s
and 〈ξ〉s = (1 + |ξ|)s. The norm in the Sobolev spaces Hs = Hs(R) and H˙s = H˙s(R) are
given, respectively, by
‖f‖Hs ≡ ‖J
sf‖L2x = ‖〈ξ〉
sfˆ‖L2ξ
, ‖f‖H˙s ≡ ‖D
sf‖L2x = ‖|ξ|
sf̂‖L2ξ
,
where f̂ stands for the usual Fourier transform of f .
Let us present now some useful lemmas and inequalities. We begin with the following
oscillatory integral result concerning the evolution of the linear KdV equation.
Lemma 2.1. For any θ ∈ [0, 1] we have
‖Dθ/2x U(t)u0‖L2/(1−θ)x
. |t|−θ/2‖u0‖L2/(1+θ)x
.
Proof. See [22, Theorem 2.2]. 
Next we recall the well known Strichartz estimates.
Lemma 2.2. Let p, q, and α be such that
−α+
1
p
+
3
q
=
1
2
, −
1
2
≤ α ≤
1
q
.
Then
‖DαxU(t)u0‖LqtL
p
x
. ‖u0‖L2x . (2.1)
Also, if
1
p
+
1
2q
=
1
4
, α =
2
q
−
1
p
, 1 ≤ p, q ≤ ∞, −
1
4
≤ α ≤ 1. (2.2)
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Then,
‖DαxU(t)u0‖LpxLqt . ‖u0‖L2x . (2.3)
Proof. See [22, Theorem 2.1] and [25, Proposition 2.1]. 
Lemma 2.3. Assume
1
4
≤ α <
1
2
,
1
p
=
1
2
− α. (2.4)
Then,
‖D−αU(t)u0‖LpxL∞t . ‖u0‖L2x .
Moreover, the smoothing effect of Kato type holds, i.e.
‖∂xU(t)u0‖L∞x L2t . ‖u0‖L2x . (2.5)
In particular, the dual version of (2.5) reads as follows:
‖∂x
∫ t
0
U(t− t′)g(t′, ·)dt′‖L2x . ‖g‖L1xL2t .
Proof. See [23, Lemma 3.29] and [23, Theorem 3.5]. 
We can also obtain the following particular cases of the Strichartz estimates in the
critical Sobolev space H˙sk(R)
Corollary 2.4. Let k > 4 and sk = (k − 4)/2k. Then
‖D2/3kx U(t)u0‖L3k/2x,t
. ‖Dskx u0‖L2x (2.6)
and
‖D−1/kx U(t)u0‖LkxL∞t . ‖D
sk
x u0‖L2x . (2.7)
Proof. The estimate (2.6) follows by Sobolev’s embedding and Lemma 2.2. On the other
hand, estimate (2.7) is a particular case of (2.3). 
Our next lemma provides another estimate for the linear evolution. It was used by Farah
and Pastor [10] to give a new proof of the local well-posedness, in the critical Sobolev space
Hsk(R), for the gKdV equation (1.1) with k > 4.
Lemma 2.5. Let k > 4, sk = (k − 4)/2k. Then
‖U(t)u0‖L5k/4x L
5k/2
t
. ‖Dskx u0‖L2x . (2.8)
Proof. It is sufficient to interpolate inequalities (2.6) and (2.7). 
We also have the following integral estimates.
Lemma 2.6. Let pi, qi, αi, i = 1, 2, satisfying (2.2). Then
‖Dα1x
∫ t
0
U(t− t′)g(t′, ·)dt′‖Lp1x L
q1
t
. ‖D−α2x g‖
L
p′
2
x L
q′
2
t
,
where p′2 and q
′
2 are the Ho¨lder conjugate of p2 and q2 respectively.
Moreover, assume (p1, q1, α1) satisfies (2.2) and (p2, α2) satisfies (2.4). Then,
‖D−α2x
∫ t
0
U(t− t′)f(t′, ·)dt′‖Lp2x L∞t
. ‖D−α1x f‖
L
p′
1
x L
q′
1
t
.
Proof. Use duality and TT ∗ arguments combined with Lemmas 2.2 and 2.3 (see also [25,
Proposition 2.2]). 
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Applying the same ideas as in the previous lemma together with Lemma 2.5 and (2.5)
we also have.
Corollary 2.7. Let k ≥ 4 and sk = (k − 4)/2k, then the following estimate holds:
‖∂x
∫ t
0
U(t− t′)g(t′, ·)dt′‖
L
5k/4
x L
5k/2
t
. ‖Dskx g‖L1xL2t .
Remark 2.8. In the above result, one can replace the integral
∫ t
0 by
∫∞
t . This kind of
estimate will be used in Section 3.
Finally, we recall the fractional Leibnitz and chain rules.
Lemma 2.9. Let 0 < α < 1 and p, p1, p2, q, q1, q2 ∈ (1,∞) with
1
p =
1
p1
+ 1p2 and
1
q =
1
q1
+ 1q2 .
Then,
(i)
‖Dαx (fg)− fD
α
xg − gD
α
xf‖LpxLqt . ‖D
α
xf‖Lp1x L
q1
t
‖g‖Lp2x L
q2
t
.
The same still holds if p = 1 and q = 2.
(ii)
‖DαxF (f)‖LpxLqt . ‖D
α
xf‖Lp1x L
q1
t
‖F ′(f)‖Lp2x L
q2
t
.
Proof. See [23, Theorems A.6, A.8, and A.13]. 
3. Sufficient conditions for scattering and perturbation theory
In order to prove our main result, in this section we establish some useful results. We
start with the small data theory for the gKdV equation (1.1).
Proposition 3.1 (Small data theory). Let k ≥ 4, sk = (k − 4)/2k, u0 ∈ H˙
sk(R) with
‖u0‖H˙sk ≤ K, and t0 ∈ I, a time interval. There exists δ = δ(K) > 0 such that if
‖U(t− t0)u0‖L5k/4x L
5k/2
I
< δ,
there exists a unique solution u of the integral equation
u(t) = U(t− t0)u0 +
∫ t
t0
U(t− t′)∂x(u
k+1)(t′)dt′ (3.1)
in I × R with u ∈ C(I; H˙sk(R)) satisfying
‖u‖
L
5k/4
x L
5k/2
I
≤ 2δ and ‖u‖L∞I H˙
sk
x
+ ‖Dskx u‖L5xL10I
< 2cK,
for some positive constant c.
Proof. The proof can be found in Farah and Pigott [11, Theorem 3.6] (see also Farah and
Pastor [10, Theorem 1.2] and the proof of Proposition 3.4 below). 
Remark 3.2. Let u0 ∈ H
1(R) and let u(t) be the corresponding global solution satisfying
sup
t∈R
‖u(t)‖H1 := K <∞,
by Theorem 1.1. We claim that the small data theory (Proposition 3.1) implies, for every
a < b, that
‖u‖
L
5k/4
x L
5k/2
[a,b]
<∞.
Indeed, let s ∈ [a, b]. The Strichartz estimate (2.8) implies
‖U(t− s)u(s)‖
L
5k/4
x L
5k/2
t
≤ ‖u(s)‖H1 ≤ K.
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Therefore, there exists and open interval Is, containing s, such that
‖U(t− s)u(s)‖
L
5k/4
x L
5k/2
Is
< δ(K),
where δ(K) is given by Proposition 3.1. So,
‖u‖
L
5k/4
x L
5k/2
Is
< 2δ(K).
Since [a, b] ⊂
⋃
s∈[a,b]
Is we can find {s1, · · · , sl} ⊂ [a, b] such that [a, b] ⊂
l⋃
j=1
Isj . Finally,
‖u‖
L
5k/4
x L
5k/2
[a,b]
≤
l∑
j=1
‖u‖
L
5k/4
x L
5k/2
Isj
≤ 2lδ(K) <∞.
Next result establishes a criterion for an H1 solution to scatter. It says that as long
as a global uniformly bounded solution satisfies ‖u‖
L
5k/4
x L
5k/2
t
< ∞ it scatters in both
directions.
Proposition 3.3 (H1-scattering). If u0 ∈ H
1(R), u(t) is a global solution of the integral
equation (3.1), with t0 = 0, such that supt∈R ‖u(t)‖H1 <∞ and ‖u‖L5k/4x L
5k/2
[0,+∞)
<∞, then
there exists φ+ ∈ H1 such that
lim
t→+∞
‖u(t)− U(t)φ+‖H1 = 0. (3.2)
Also, if ‖u‖
L
5k/4
x L
5k/2
(−∞,0]
<∞ then there exists φ− ∈ H1 such that
lim
t→−∞
‖u(t)− U(t)φ−‖H1 = 0.
Proof. The proof is quite standard, so we give only the main steps. Let
φ+ = u0 +
∫ ∞
0
U(−t′)∂x(u
k+1)(t′)dt′.
Since u is a solution of (3.1) with t0 = 0, we have
u(t)− U(t)φ+ = −
∫ ∞
t
U(t− t′)∂x(u
k+1)(t′)dt′.
Therefore, from Lemma 2.3 (see also Remark 2.8), it is easy to see that
‖u(t)− U(t)φ+‖H1 ≤ ‖u‖
k
L
5k/4
x L
5k/2
[t,∞)
(
‖u‖L5xL10[0,+∞)
+ ‖ux‖L5xL10[0,+∞)
)
.
Since ‖u‖
L
5k/4
x L
5k/2
[t,∞)
→ 0, as t→∞, to obtain (3.2) it suffices to verify that
‖u‖L5xL10[0,+∞)
+ ‖ux‖L5xL10[0,+∞)
<∞. (3.3)
Indeed, since ‖u‖
L
5k/4
x L
5k/2
[0,+∞)
<∞, for any given δ > 0 we decompose [0,∞) into N many
intervals Ij = [tj , tj+1) such that ‖u‖L5k/4x L
5k/2
Ij
< δ for all j = 1, . . . , N . On the time
interval Ij we consider the integral equation
u(t) = U(t− tj)u(tj) +
∫ t
tj
U(t− t′)∂x(u
k+1)(t′)dt′.
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By using Lemma 2.6 with (p1, q1, α1) = (5, 10, 0) and (p2, q2, α2) = (∞, 2, 1), we get
‖u‖L5xL10Ij
+ ‖ux‖L5xL10Ij
≤ 2
(
‖u(tj)‖H1 + δ
k(‖u‖L5xL10Ij
+ ‖ux‖L5xL10Ij
)
)
.
Taking δ > 0 sufficiently small such that 2δk < 1/2, we have ‖u‖L5xL10Ij
+ ‖ux‖L5xL10Ij
.
supt∈R ‖u(t)‖H1 . By summing over all the N intervals we obtain (3.3).
In a similar fashion we obtain the second statement, which finishes the proof of Propo-
sition 3.3. 
Next, we prove a perturbation result. We follow the exposition in [26] (see also [17]
and [7]). We start with the following stability result, where we assume that the perturbed
solution has small Strichartz norm.
Proposition 3.4 (Perturbation theory I). For some error function e, let u˜ be a global
solution (in the sense of the appropriated integral equation) to
∂tu˜+ ∂xxxu˜− ∂x(u˜
k+1) = ∂xe,
with initial data u˜0 ∈ H
1, satisfying
sup
t∈R
‖u˜(t)‖H1 ≤M and ‖u˜‖
L
5k/4
x L
5k/2
t
≤ ε,
for some positive constant M and some small 0 < ε < ε0 = ε0(M,M
′).
Let u0 ∈ H
1 be such that
‖u0 − u˜0‖H1 ≤M
′ and ‖U(t)(u0 − u˜0)‖
L
5k/4
x L
5k/2
t
≤ ε,
for some positive constant M ′.
Moreover, assume the following smallness condition on e,
‖Dskx e‖L1xL2t + ‖Dxe‖L1xL2t + ‖e‖L1xL2t ≤ ε.
Then, there exists a global solution, say, u, to the generalized KdV equation (1.1) with
initial data u0 at t = 0 satisfying
‖Dskx (u
k+1 − u˜k+1)‖L1xL2t + ‖Dx(u
k+1 − u˜k+1)‖L1xL2t + ‖u
k+1 − u˜k+1‖L1xL2t . ε,
‖u‖
L
5k/4
x L
5k/2
t
. ε,
sup
t∈R
‖u(t)‖H1 + ‖D
sk
x u‖L5xL10t + ‖Dxu‖L5xL10t + ‖u‖L5xL10t . C(M,M
′).
Proof. First we show that for ε0 > 0 sufficiently small, if
‖u˜‖
L
5k/4
x L
5k/2
t
≤ ε0
then
‖Dskx u˜‖L5xL10t
≤ 2cM,
for some constant c > 0. Indeed, consider the integral equation associated to the solution
u˜, that is,
u˜(t) = U(t)u˜0 +
∫ t
0
U(t− t′)∂x(u˜
k+1 + e)(t′)dt′. (3.4)
Now, applying Lemmas 2.6 to the integral equation (3.4) and using Lemma 2.9, we obtain
‖Dskx u˜‖L5xL10t ≤ c‖D
sk
x U(t)u˜0‖L5xL10t + c‖u˜‖
k
L
5k/4
x L
5k/2
t
‖Dskx u˜‖L5xL10t + ‖D
ske‖L1xL2t
≤ cM + cεk0‖D
sk
x u˜‖L5xL10t + ε0.
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By taking ε0 sufficiently small we conclude the claim.
Similar estimates also imply
‖Dxu˜‖
L5xL
10
t
≤ 2cM and ‖u˜‖
L5xL
10
t
≤ 2cM.
Since u0 ∈ H
1, we can assume that the global solution u already exists. Thus, roughly
speaking, we need only to give the stated estimates for an appropriate ε0. Let w = u− u˜,
then w solves the equation
∂tw + ∂
3
xw − ∂x((w + u˜)
k+1 − u˜k+1 − e) = 0. (3.5)
We will proceed to see how the constant ε0 affect the solution w. Define
Φ(w)(t) := U(t)w0 +
∫ t
0
U(t− t′)∂x((w + u˜)
k+1 − u˜k+1 − e)(t′)dt′
and let Ba,b be the set all functions on R
2 such that ‖w‖
L
5k/4
x L
5k/2
t
≤ a and
max{‖Dskx w‖L5xL10t , ‖Dxw‖L5xL10t , ‖w‖L5xL10t , ‖Dxw‖L
∞
t L
2
x
, ‖w‖L∞t L2x} ≤ b.
Applying Lemma 2.2, Lemma 2.5, Lemma 2.6 and the Leibnitz rule for fractional de-
rivative (Lemma 2.9), we obtain
‖Φ(w)‖
L
5k/4
x L
5k/2
t
≤ ‖U(t)w0‖L5k/4x L
5k/2
t
+ c
(
k∑
n=0
‖Dskx w‖L5xL10t ‖w‖
k−n
L
5k/4
x L
5k/2
t
‖u˜‖n
L
5k/4
x L
5k/2
t
+
k∑
n=1
‖w‖k−n+1
L
5k/4
x L
5k/2
t
‖Dskx u˜‖L5xL10t ‖u˜‖
n−1
L
5k/4
x L
5k/2
t
)
≤ ε+ c‖Dskx w‖L5xL10t ‖w‖
k
L
5k/4
x L
5k/2
t
+ cM‖w‖k
L
5k/4
x L
5k/2
t
+c
k∑
n=1
εn‖Dskx w‖L5xL10t ‖w‖
k−n
L
5k/4
x L
5k/2
t
+ cM
k−1∑
n=1
εn‖w‖k−n
L
5k/4
x L
5k/2
t
.
By similar estimates, we also have
‖Dskx Φ(w)‖L5xL10t ≤ cM
′ + c‖Dskx w‖L5xL10t ‖w‖
k
L
5k/4
x L
5k/2
t
+ cM‖w‖k
L
5k/4
x L
5k/2
t
+c
k∑
n=1
εn‖Dskx w‖L5xL10t ‖w‖
k−n
L
5k/4
x L
5k/2
t
+ cM
k−1∑
n=1
εn‖w‖k−n
L
5k/4
x L
5k/2
t
,
‖DxΦ(w)‖L5xL10t ≤ cM
′ + c‖Dxw‖L5xL10t ‖w‖
k
L
5k/4
x L
5k/2
t
+ cM‖w‖k
L
5k/4
x L
5k/2
t
+c
k∑
n=1
εn‖Dxw‖L5xL10t ‖w‖
k−n
L
5k/4
x L
5k/2
t
+ cM
k−1∑
n=1
εn‖w‖k−n
L
5k/4
x L
5k/2
t
,
‖Φ(w)‖L5xL10t ≤ cM
′ + c‖w‖L5xL10t ‖w‖
k
L
5k/4
x L
5k/2
t
+ cM‖w‖k
L
5k/4
x L
5k/2
t
+c
k∑
n=1
εn‖w‖L5xL10t ‖w‖
k−n
L
5k/4
x L
5k/2
t
+ cM
k−1∑
n=1
εn‖w‖k−n
L
5k/4
x L
5k/2
t
.
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The estimates of the norms ‖DxΦ(w)‖L∞t L2x and ‖Φ(w)‖L∞t L2x are exactly the same. First,
we choose b = 2cM ′, a such that cak ≤ cM ′/4 and cMak ≤ cM ′/4. Moreover, we can
choose ε0 sufficiently small so that
c
k∑
n=1
εnbak−n + cM
k−1∑
n=1
εnak−n ≤ cM ′/2.
Thus
max
{
‖Dskx Φ(w)‖L5xL10t , ‖DxΦ(w)‖L5xL10t , ‖Φ(w)‖L5xL10t , ‖DxΦ(w)‖L
∞
t L
2
x
, ‖Φ(w)‖L∞t L2x
}
≤ b.
Next, if one chooses ε = a/2 and a so that
ak(cb+ cM)
(
1 +
k∑
n=1
(1/2)n +
k−1∑
n=1
(1/2)n
)
≤ a/2
we also have
‖Φ(w)‖
L
5k/4
x L
5k/2
t
≤ a.
Therefore, standard arguments imply that
‖w‖
L
5k/4
x L
5k/2
t
≤ 2ε.
Moreover, our choice of parameters a and b also imply
‖Dskx (u
k+1 − u˜k+1)‖L1xL2t + ‖Dx(u
k+1 − u˜k+1)‖L1xL2t + ‖u
k+1 − u˜k+1‖L1xL2t . ε,
which concludes the proof. 
Remark 3.5. If u˜ is not a global solution but instead is a local one defined on R× I with
initial data u˜(t0) = u˜0, where I ⊂ R is some time interval, and the assumption on the
norms LpxL
q
t are replaced by the norms in L
p
xL
q
I , we can repeat the proof of Proposition 3.4
to obtain a solution u defined on R × I and satisfying the same conclusions but with the
norms LpxL
q
t replaced by L
p
xL
q
I .
In the next proposition, we show that Proposition 3.4 can also be iterated to obtain a
stability result without assuming smallness in the Strichartz norm L
5k/4
x L
5k/2
t .
Proposition 3.6 (Perturbation theory II). For some error function e, let u˜ be a global
solution (in the sense of the appropriated integral equation) to
∂tu˜+ ∂xxxu˜− ∂x(u˜
k+1) = ∂xe,
with initial data u˜0 ∈ H
1 at t = 0, satisfying
sup
t∈R
‖u˜(t)‖H1 ≤M and ‖u˜‖
L
5k/4
x L
5k/2
t
≤ L,
for some positive constants M,L.
Let u0 ∈ H
1 be such that
‖u0 − u˜0‖H1 ≤M
′ and ‖U(t)(u0 − u˜0)‖
L
5k/4
x L
5k/2
t
≤ ε,
for some positive constant M ′ and some small 0 < ε < ε1 = ε1(M,M
′, L).
Moreover, assume also the following smallness condition on the error e
‖Dskx e‖L1xL2t + ‖Dxe‖L1xL2t + ‖e‖L1xL2t ≤ ε.
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Then, there exists a global solution, say, u, to the generalized KdV equation (1.1) with
initial data u0 at t = 0 satisfying
‖u− u˜‖
L
5k/4
x L
5k/2
t
≤ C(M,M ′)ε,
sup
t∈R
‖(u− u˜)(t)‖H1x ≤ C(M,M
′),
‖u‖
L
5k/4
x L
5k/2
t
+ ‖Dskx u‖L5xL10t + ‖Dxu‖L5xL10t + ‖u‖L5xL10t ≤ C(M,M
′).
Proof. Let ε0 be given in Proposition 3.4. Since ‖u˜‖
L
5k/4
x L
5k/2
t
≤ L, for any 0 < ε < ε0
to be determined later, we can split the interval I = [0,∞) into N = N(L, ε) intervals
Ij = [tj , tj+1) so that ‖u˜‖
L
5k/4
x L
5k/2
Ij
≤ ε. In this case, we already know from the proof of
Proposition 3.4 that
‖Dskx u˜‖L5xL10Ij
≤ 2cM, ‖Dxu˜‖
L5xL
10
Ij
≤ 2cM and ‖u˜‖
L5xL
10
Ij
≤ 2cM.
Let u = u˜+w, then w solves equation (3.5) in the interval Ij . The integral equation in
this case reads as
w(t) = U(t− tj)w(tj) +
∫ t
tj
U(t− t′)∂x((w + u˜)
k+1 − u˜k+1 − e)(t′)dt′. (3.6)
Thus, for 0 < ε < ε0, assuming a priori that ε1 ≤ ε0, Proposition 3.4 and our assump-
tions imply
‖w‖
L
5k/4
x L
5k/2
Ij
≤ 2ε,
‖w‖L∞IjH
1 + ‖Dskx w‖L5xL10Ij
+ ‖Dxw‖L5xL10Ij
+ ‖w‖L5xL10Ij
≤ C(M,M ′),
and
‖Dskx (u
k+1 − u˜k+1)‖L1xL2Ij
+ ‖Dx(u
k+1 − u˜k+1)‖L1xL2Ij
+ ‖uk+1 − u˜k+1‖L1xL2Ij
≤ C(M,M ′)ε.
By choosing ε1 sufficiently small depending on N,M,M
′, we can apply this procedure
inductively to obtain, for each 0 ≤ j < N and all 0 < ε < ε1,
‖u− u˜‖
L
5k/4
x L
5k/2
Ij
≤ C(j,M,M ′)ε,
‖Dskx (u
k+1− u˜k+1)‖L1xL2Ij
+‖Dx(u
k+1− u˜k+1)‖L1xL2Ij
+‖uk+1− u˜k+1‖L1xL2Ij
≤ C(j,M,M ′)ε,
and
‖u‖
L
5k/4
x L
5k/2
Ij
+ ‖Dskx u‖L5xL10Ij
+ ‖Dxu‖L5xL10t + ‖u‖L5xL10Ij
≤ C(j,M,M ′)
provided we can show that
‖u(tj)− u˜(tj)‖H1 ≤ 2M
′ (3.7)
and
‖U(t− tj)(u(tj)− u˜(tj))‖
L
5k/4
x L
5k/2
Ij
≤ C(j,M,M ′)ε ≤ ε0. (3.8)
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First we prove (3.7). Indeed, applying Lemma 2.6 and the inductive hypotheses, we
obtain
‖u(tj)− u˜(tj)‖H1 ≤ ‖u0 − u˜0‖H1 + ‖Dx(u
k+1 − u˜k+1)‖L1xL2[0,tj ]
+‖uk+1 − u˜k+1‖L1xL2[0,tj ]
+ ‖Dxe‖L1xL2t + ‖e‖L1xL2t
≤ M ′ + 2
j∑
k=1
C(k,M,M ′)ε+ 2ε.
Taking ε1 = ε1(N,M,M
′) sufficiently small we obtain the desired inequality.
Next, we turn our attention to (3.8). Using the integral equation (3.6) with tj replaced
by tj+1, we can easily conclude
U(t− tj+1)w(tj+1) = U(t− tj)w(tj) +
∫ tj+1
tj
U(t− t′)∂x((w + u˜)
k+1 − u˜k+1 − e)(t′)dt′.
Therefore, from Lemma 2.6 and the inductive hypotheses, we deduce
‖U(t− tj)(u(tj)− u˜(tj))‖
L
5k/4
x L
5k/2
Ij
≤ ‖U(t)(u0 − u˜0)‖
L
5k/4
x L
5k/2
t
+ ‖Dskx e‖L1xL2t
+‖Dskx (u
k+1 − u˜k+1)‖L1xL2[0,tj ]
≤ 2ε+
j∑
k=1
C(k,M,M ′)ε,
and again taking ε1 = ε1(N,M,M
′) sufficiently small we prove (3.8). The same analysis
can be performed on the interval (−∞, 0]. The proof of the proposition is thus completed.

We finish this section by recalling the notion of a nonlinear profile
Definition 3.7. Let ψ ∈ H1 and {tn}n∈N be a sequence with lim
n→∞
tn = t ∈ [−∞,∞]. We
say that u(x, t) is a nonlinear profile associated with (ψ, {tn}n∈N) if there exists an interval
I = (a, b) with t ∈ I (if t = ±∞, then I = (a,+∞) or I = (−∞, b), as appropriate) such
that u solves (1.1) in I and
lim
n→∞
‖u(tn)− U(tn)ψ‖H1 = 0.
Remark 3.8. There always exists a unique nonlinear profile associated with (ψ, {tn}n∈N).
For a proof of this fact, see the analogous one in Proposition 4.1 and Remark 4.2 in Farah
and Pigott [11]. Therefore, we can also define the maximal interval I¯ of existence for the
nonlinear profile associated with (ψ, {tn}n∈N). Moreover, if k is even in (1.1), then I¯ = R
in view of Theorem 1.1.
4. Profile Decomposition
In this section we establish that any bounded sequence in H1 has a decomposition
into linear profiles and a reminder with a suitable asymptotic smallness property in an
adequate norm. Our strategy follows the ones, for instance, in [6] and [7].
We start with the following lemma (see also Fang et al. [7, Lemma 5.3]).
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Lemma 4.1. Let {zn}n∈N ⊆ H
1 and 0 6= ψ ∈ H1 satisfying
zn ⇀ 0 and U(tn)zn(·+ xn) ⇀ ψ in H
1, as n→∞.
Then
|tn|+ |xn| → ∞, as n→∞.
Proof. Suppose by contradiction that there exists a subsequence, still indexed by n, and
a positive number M satisfying
|tn|+ |xn| ≤M, for all n ∈ N.
Therefore, without loss of generality, there exist t¯, x¯ ∈ R such that
tn → t¯ and xn → x¯.
We claim that U(tn)zn(· + xn) ⇀ 0 in H
1, which is an absurd. In fact, by standard
density arguments, we only need to show that
(U(tn)zn(·+ xn), ζ)H1 → 0, as n→∞
for all functions ζ in the Schwartz class. To see this, we write
(U(tn)zn(·+ xn), ζ)H1 = (zn, U(−tn)ζ(· − xn))H1
= (zn, U(−t¯)ζ(· − x¯))H1 + (zn, U(−tn)ζ(· − xn)− U(−t¯)ζ(· − x¯))H1
≤ (zn, U(−t¯)ζ(· − x¯))H1
+ ‖zn‖H1‖U(−tn)ζ(· − xn)− U(−t¯)ζ(· − x¯)‖H1 → 0, as n→∞.
The first term on the r.h.s of the above inequality goes to zero because zn ⇀ 0. In
addition, since {zn}n∈N is bounded in H
1, tn → t¯ and xn → x¯, by Lebesgue’s Dominated
Convergence Theorem, the norm involving the linear evolution also goes to zero. This
proves the lemma. 
Next, we prove the following profile decomposition result.
Theorem 4.2. Let {φn}n∈N be a bounded sequence in H
1. There exists a subsequence,
which we still denote by {φn}n∈N, and sequences {ψ
j}j∈N ⊂ H
1, {W jn}j,n∈N ⊂ H
1,
{tjn}j,n∈N ⊂ R, {t¯
j}j∈N ⊂ [−∞,+∞] and {x
j
n}j,n∈N ⊂ R, such that for every l ≥ 1,
φn =
l∑
j=1
U(tjn)ψ
j(· − xjn) +W
l
n
and
tln → t¯
l, as n→∞,
‖φn‖
2
H˙λ
−
l∑
j=1
‖ψj‖2
H˙λ
− ‖W ln‖
2
H˙λ
→ 0, as n→∞, for all 0 ≤ λ ≤ 1, (4.1)
Furthermore, the time and space sequence have a pairwise divergence property: for 1 ≤
i 6= j ≤ l, we have
lim
n→∞
|tin − t
j
n|+ |x
i
n − x
j
n| =∞. (4.2)
Finally, the reminder sequence has the following asymptotic smallness property
lim sup
n→∞
‖U(t)W ln‖L5k/4x L
5k/2
t
→ 0, as l→∞. (4.3)
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Proof. First of all, we observe if {W ln}l,n∈N is a bounded sequence in H
1, by analytic
interpolation and inequalities (2.1) and (2.7), we have
‖U(t)W ln‖L5k/4x L
5k/2
t
. ‖D−1/kx U(t)W
l
n‖
2/5
LkxL
∞
t
‖D2/3kx U(t)W
l
n‖
3/5
L
3k/2
x,t
. ‖D−1/kx U(t)W
l
n‖
2/5
LkxL
∞
t
‖D1/qx U(t)W
l
n‖
2/5
LqtL
k+2
x
‖D1/(k+2)x U(t)W
l
n‖
1/5
Lk+2t L
k(k+2)/4
x
. ‖D1/qx U(t)W
l
n‖
2/5
LqtL
k+2
x
‖Dskx W
l
n‖
3/5
L2x
. ‖D1/qx U(t)W
l
n‖
2/5
LqtL
k+2
x
,
(4.4)
where 2q +
1
k+2 =
2
k . In addition, by complex interpolation and Lemma 2.2, we have
‖D1/qx U(t)W
l
n‖LqtL
k+2
x
. ‖D1/q
′
x U(t)W
l
n‖
θ
Lq
′
t L
k+2
x
‖U(t)W ln‖
1−θ
L∞t L
k+2
x
. ‖W ln‖
θ
L2x
‖U(t)W ln‖
1−θ
L∞t L
k+2
x
. ‖U(t)W ln‖
1−θ
L∞t L
k+2
x
,
(4.5)
where (q′, k + 2) is a L2-admissible Strichartz pair, that is,
2
q′
+
1
k + 2
=
1
2
and θ =
q′
q
∈ (0, 1),
So, in view of (4.4) and (4.5), for the reminder it will be suffice to show that
lim sup
n→∞
‖U(t)W ln‖L∞t L
k+2
x
→ 0, as l→∞. (4.6)
Let ζ ∈ C∞0 (R) such that
ζ(ξ) =
{
1 , |ξ| ≤ 1,
0 , |ξ| ≥ 2.
Given any γ > 0 define the function χγ through its Fourier transform by χ̂γ(ξ) = ζ(ξ/γ).
Therefore, since |χ̂γ(ξ)| ≤ 1, for any u ∈ H
1 and any 0 ≤ λ ≤ 1, we obtain
‖χγ ∗ u‖H˙λ ≤ ‖u‖H˙λ .
We also have
‖u− χγ ∗ u‖H˙λ ≤ γ
−(1−λ)‖u‖H˙1 , (4.7)
because
‖u− χγ ∗ u‖
2
H˙λ
=
∫
R
|ξ|2λ(1− χ̂γ(ξ))
2|û(ξ)|2dξ
≤
∫
|ξ|≥γ
|ξ|2(λ−1)|ξ|2|û(ξ)|2dξ
≤ γ−2(1−λ)‖u‖2
H˙1
.
14 L. G. FARAH, F. LINARES, A. PASTOR, AND N. VISCIGLIA
Moreover, by Plancherel’s identity, we conclude
|χγ ∗ u(0)| =
∣∣∣∣∫
R
χ̂γ(ξ)û(ξ)dξ
∣∣∣∣ ≤
∣∣∣∣∣
∫
|ξ|≤2γ
û(ξ)dξ
∣∣∣∣∣
≤‖u‖H˙λ
(∫
|ξ|<2γ
|ξ|−2λdξ
)1/2
≤κγ
1−2λ
2 ‖u‖H˙λ ,
for some constant κ > 0. In particular, for λ =
k
2(k + 2)
,
|χγ ∗ u(0)| ≤ κγ
1
k+2‖u‖
H˙
k
2(k+2)
. (4.8)
On the other hand, in view of Sobolev’s embedding, we also have
‖u‖Lk+2x ≤ β‖u‖H˙
k
2(k+2)
, (4.9)
where the numbers κ and β are independent of γ.
Let A1 := lim supn→∞ ‖U(t)φn‖L∞t L
k+2
x
. If A1 = 0 we may take for all j, l ≥ 1, ψ
j = 0,
tjn = x
j
n = 0, W ln = φn and the proof is complete. Suppose now A1 > 0, without loss of
generality we may assume ‖U(t)φn‖L∞t L
k+2
x
→ A1, as n → ∞. We claim that there exist
sequences {t1n}n∈N ⊂ R, {x
1
n}n∈N ⊂ R and a function ψ
1 ∈ H1, such that
U(−t1n)φn(·+ x
1
n)⇀ ψ
1 in H1, as n→∞ (4.10)
and
‖ψ1‖H1 ≥ c(β)C
− 2
k
− 2
k+4
1 A
k+2
k
+ 2
k+4
1 , (4.11)
where c(β) > 0 is a constant depending only on β and C1 := lim supn→∞ ‖φn‖H1 .
Indeed, since U(·) is an isometry on H˙
k
2(k+2) , by choosing
γ =
(
4βC1
A1
) 2(k+2)
k+4
, (4.12)
we deduce from (4.7) and (4.9) that, for n large,
‖U(t)φn − U(t)(χγ ∗ φn)‖L∞t L
k+2
x
≤ β‖U(t)φn − U(t)(χγ ∗ φn)‖
L∞t H˙
k
2(k+2)
≤ 2βγ
−(1− k
2(k+2)
)
C1 ≤ A1/2.
Thus, for n large,
‖U(t)(χγ ∗ φn)‖L∞t L
k+2
x
≥ A1/4.
By complex interpolation and Strichartz estimates (Lemma 2.2), we conclude
‖U(t)(χγ ∗ φn)‖L∞t L
k+2
x
≤ ‖U(t)(χγ ∗ φn)‖
2/(k+2)
L∞t L
2
x
‖U(t)(χγ ∗ φn)‖
k/(k+2)
L∞x,t
≤ ‖φn‖
2/(k+2)
L2x
‖U(t)(χγ ∗ φn)‖
k/(k+2)
L∞x,t
≤ (2C1)
2/(k+2)‖U(t)(χγ ∗ φn)‖
k/(k+2)
L∞x,t
.
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Combining these last two inequalities, we obtain for n large
‖U(t)(χγ ∗ φn)‖L∞x,t ≥
(
A1
4
) k+2
k
(2C1)
− 2
k ,
from which it follows that there exist sequences {t1n}n∈N ⊂ R and {x
1
n}n∈N ⊂ R such that
|U(t1n)(χγ ∗ φn)(x
1
n)| =
∣∣∣∣∫ U(t1n)φn(x1n − y)χγ(y)dy∣∣∣∣ ≥ 12
(
A1
4
) k+2
k
(2C1)
− 2
k . (4.13)
Now define ωn(·) = U(t
1
n)φn(·+x
1
n). It is clear that ‖φn‖H1 = ‖ωn‖H1 , therefore {ωn}n∈N
is uniformly bounded in H1. Passing to a subsequence if necessary, there exists a function
ψ1 such that ωn ⇀ ψ
1 in H1. Moreover, by (4.13) and (4.8),
1
2
(
A1
4
) k+2
k
(2C1)
− 2
k ≤
∣∣∣∣∫ ψ1(y)χγ(−y)dy∣∣∣∣ = |χγ ∗ ψ1(0)| ≤ κγ 1k+2‖ψ1‖H1 .
By using our choice of γ in (4.12), we conclude inequality (4.11).
Now, let W 1n = φn − U(−t
1
n)ψ
1(· − x1n). Given any 0 ≤ λ ≤ 1, it follows that
‖W 1n‖
2
H˙λ
= ‖φn‖
2
H˙λ
+ ‖U(−t1n)ψ
1(· − x1n)‖
2
H˙λ
− 2Re (φn, U(−t
1
n)ψ
1(· − x1n))H˙λ
= ‖φn‖
2
H˙λ
+ ‖ψ1‖2
H˙λ
− 2Re (ωn, ψ
1)H˙λ .
(4.14)
Taking the limit, as n→∞, we obtain
lim sup
n→∞
‖W 1n‖H˙λ = lim sup
n→∞
‖φn‖H˙λ − ‖ψ
1‖2
H˙λ
.
The above limit also implies
C2 := lim sup
n→∞
‖W 1n‖H1 ≤ C1 = lim sup
n→∞
‖φn‖H1 .
Let A2 := lim supn→∞ ‖U(t)W
1
n‖L∞t L
k+2
x
. If A2 = 0, there is nothing to prove. Again,
the only case we need to consider is A2 > 0. Repeating the above procedure, with φn
replaced byW 1n we can find sequences {t
2
n}n∈N ⊂ R, {x
2
n}n∈N ⊂ R and a function ψ
2 ∈ H1,
such that
U(t2n)W
1
n(·+ x
2
n) ⇀ ψ
2 in H1, as n→∞,
and
‖ψ2‖H1 ≥ c(β)C
− 2
k
− 2
k+4
2 A
k+2
k
+ 2
k+4
2 .
Let zn = U(t
1
n)W
1
n(·+ x
1
n), therefore by (4.10), zn ⇀ 0 in H
1. Moreover,
U(t2n − t
1
n)zn(·+ x
2
n − x
1
n) = U(t
2
n)W
1
n(·+ x
2
n) ⇀ ψ
2 in H1,
by construction. Thus, from Lemma 4.1, we conclude that
lim
n→∞
|t1n − t
2
n|+ |x
1
n − x
2
n| =∞.
Set W 2n =W
1
n −U(−t
2
n)ψ
2(· − x2n). By the same argument as the one used in (4.14) we
have for all 0 ≤ λ ≤ 1
lim sup
n→∞
‖W 2n‖
2
H˙λ
= lim sup
n→∞
‖W 1n‖
2
H˙λ
− ‖ψ2‖2
H˙λ
= lim sup
n→∞
‖φn‖
2
H˙λ
− ‖ψ1‖2
H˙λ
− ‖ψ2‖2
H˙λ
.
Therefore, relation (4.1) holds in this case, which again implies
C3 := lim sup
n→∞
‖W 2n‖H1 ≤ C1 = lim sup
n→∞
‖φn‖H1 .
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Next, we construct the functions ψj , j > 2 inductively, applying the procedure described
above to the sequences {W j−1n }n∈N. Let l > 2. By assuming that ψ
j , xjn, t
j
n and W
j
n are
known for j ∈ {1, . . . , l − 1}, we consider
Al := lim sup
n→∞
‖U(t)W l−1n ‖L∞t L
k+2
x
.
If Al = 0 we are done. Assume Al > 0 and apply the above procedure to the sequence
{W l−1n }n∈N to obtain, passing to a subsequence if necessary, sequences {t
l
n}n∈N ⊂ R,
{xln}n∈N ⊂ R and a function 0 6= ψ
l ∈ H1 (if ψl = 0 the result is trivial), such that
U(tln)W
l−1
n (·+ x
l
n)⇀ ψ
l in H1, as n→∞ (4.15)
and
‖ψl‖H1 ≥ c(β)C
− 2
k
− 2
k+4
l A
k+2
k
+ 2
k+4
l ,
where Cl := lim supn→∞ ‖W
l−1
n ‖H1 .
Next we prove (4.1) and (4.2) by induction. First, assume that (4.1) and (4.2) holds for
j, k ∈ {1, . . . , l − 1}. Let j ∈ {1, . . . , l − 1}. By definition,
W l−1n =W
j−1
n −U(−t
j
n)ψ
j(·−xjn)−U(−t
j+1
n )ψ
j+1(·−xj+1n )−· · ·−U(−t
l−1
n )ψ
l−1(·−xl−1n ).
Therefore, applying the operator U(tjn) and the shift x
j
n, we obtain
U(tjn)W
l−1
n (·+ x
j
n) = U(t
j
n)W
j−1
n (·+ x
j
n)− ψ
j −
l−1∑
k=j+1
U(tjn − t
k
n)ψ
k(·+ xjn − x
k
n).
The first term on the r.h.s goes to zero, weakly in H1, by definition and the same happens
with the sum by our induction hypotheses. Thus, U(−tjn)W l−1n (· + x
j
n) ⇀ 0 in H1, as
n→∞. By applying Lemma 4.1, we deduce that
lim
n→∞
|tjn − t
l
n|+ |x
j
n − x
l
n| =∞.
Next, we prove (4.1). Recall that W ln =W
l−1
n −U(−t
l
n)ψl(·−x
l
n). Assume that relation
(4.1) holds at rank l−1. Let 0 ≤ λ ≤ 1, using the weak convergence (4.15) and expanding
‖W ln‖
2
H˙λ
= ‖U(tln)W
l
n(·+ x
l
n)‖
2
H˙λ
= ‖U(tln)W
l−1
n (·+ x
l
n)− ψl‖
2
H˙λ
as an inner product it is easy to conclude (4.1) at rank k = l.
Finally, we consider the smallness property (4.3). Since Cl ≤ C1, for all l ∈ N, we have
∞∑
l=1
(Al)
2(k+2)
k
+ 4
k+4 .
∞∑
l=1
(Cl)
2
k
+ 2
k+4‖ψl‖2H1 . (C1)
2
k
+ 2
k+4 lim sup
n→∞
‖φn‖
2
H1x
<∞.
Hence Al → 0, as l→∞ (giving (4.6)), and the proof is complete. 
Lemma 4.3 (Energy Pythagorean expansion). Under the hypotheses of Theorem 4.2, for
any l ≥ 1,
E[φn]−
l∑
j=1
E[U(tjn)ψ
j(· − xjn)]−E[W
l
n],→ 0, as n→∞. (4.16)
Proof. By (4.1) it suffices to prove that for any l ≥ 1,∫
φk+2n (x)dx−
l∑
j=1
∫
(U(tjn)ψ
j)k+2(x)dx−
∫
(W ln)
k+2(x)dx→ 0, as n→∞. (4.17)
SCATTERING FOR THE GKDV EQUATION 17
First, we claim that for a fixed l ≥ 1,∫  l∑
j=1
U(tjn)ψ
j(x− xjn)
k+2dx− l∑
j=1
∫
(U(tjn)ψ
j)k+2(x)dx→ 0, as n→∞. (4.18)
By reindexing and passing to a subsequence if necessary, without loss of generality, there
exists l0 ≤ l such that
(i) For 1 ≤ j ≤ l0, the sequence {t
j
n}n∈N is bounded, which implies
tjn → t¯
j ∈ R, as n→∞.
(ii) For l0 + 1 ≤ j ≤ l, we have that
|tjn| → ∞, as n→∞.
Note that in case (ii), we have for all l0 + 1 ≤ j ≤ l
lim
n→∞
∫
(U(tjn)ψ
j)k+2(x)dx = 0. (4.19)
Indeed, for ψ ∈ L
2(2k+4)
3k+4
x ∩ H˙
1
2
− 1
k+2 , we have by Sobolev’s embedding and Lemma 2.1
‖U(t)ψj‖Lk+2 = ‖U(t)(ψ
j − ψ)‖Lk+2 + ‖U(t)ψ‖Lk+2
. ‖ψj − ψ‖
H˙
1
2−
1
k+2
+ ‖D
1
r
− 1
k+2
x U(t)ψ‖Lr
. ‖ψj − ψ‖
H˙
1
2−
1
k+2
+ |t|
− k
4(k+2) ‖ψ‖
L
2(2k+4)
3k+4
,
where r = 4(k+2)k+4 . Therefore, a density argument shows (4.19).
On the other hand, in case (i), (4.2) implies limn→∞ |x
i
n − x
j
n| =∞, for 1 ≤ i < j ≤ l0.
Therefore all the cross terms in the expansion of∫
R
 l∑
j=1
U(tjn)ψ
j(x− xjn)
k+2dx
goes to zero as n→∞, which implies (4.18).
Next, by (4.1), we conclude that {W ln}n∈N is bounded inH
1, since the sequence {φn}n∈N
has this property by hypotheses. Therefore, by Sobolev’s embedding both sequences are
uniformly bounded in Lk+2(R). Moreover, by using (4.6) and the fact that ‖W ln‖Lk+2x ≤
‖U(t)W ln‖L∞t L
k+2
x
, we also obtain
lim sup
n→∞
‖W ln‖Lk+2x → 0, as l→∞. (4.20)
Now observe that∣∣∣∣∣∣
∫
φk+2n (x)dx −
l∑
j=1
∫
(U(tjn)ψ
j)k+2(x)dx−
∫
(W ln)
k+2(x)dx
∣∣∣∣∣∣ ≤ I1 + I2,
where, for some l1 ≥ 1,
I1 =
∣∣∣∣∫ (φn −W l1n )k+2dx− ∫ φk+2n dx∣∣∣∣+ ∣∣∣∣∫ (W ln −W l1n )k+2dx− ∫ (W ln)k+2dx∣∣∣∣ ,
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I2 =
∣∣∣∣∣∣
∫
(φn −W
l1
n )
k+2dx−
l∑
j=1
∫
(U(tjn)ψ
j)k+2dx−
∫
(W ln −W
l1
n )
k+2dx
∣∣∣∣∣∣ .
We first estimate I1. By recalling the inequality∣∣|a+ b|k+2 − |a|k+2∣∣ . |a||b|k+1 + |a|k+1|b|+ |b|k+2,
a simple calculation and Ho¨lder’s inequality imply
I1 .
(∫
R
|φn|
k+1|W l1n |+ |W
l1
n |
k+1|φn|+ |W
l
n|
k+1|W l1n |+ |W
l1
n |
k+1|W ln|dx
)
+2‖W l1n ‖
k+2
Lk+2
.
(
sup
n
‖φn‖
k+1
Lk+2
+ sup
n
‖W ln‖
k+1
Lk+2
)
‖W l1n ‖Lk+2
+
(
sup
n
‖φn‖Lk+2 + sup
n
‖W ln‖Lk+2
)
‖W l1n ‖
k+1
Lk+2
+ 2‖W l1n ‖
k+2
Lk+2
. (4.21)
Therefore, combining (4.20) and (4.21), given any ε > 0 there exist natural numbers
l1 > l and n1 such that
I1 ≤ ε, for all n ≥ n1.
Next we consider I2. By definition, we have
φn −W
l1
n =
l1∑
j=1
U(tjn)ψ
j(· − xjn)
and
W l1n −W
l
n =
l1∑
j=l+1
U(tjn)ψ
j(· − xjn).
However, by the proof of (4.18), there exists n2 ∈ N large enough such that
I2 ≤
∣∣∣∣∣∣
∫
(φn −W
l1
n )
k+2dx−
l1∑
j=1
∫
(U(tjn)ψ
j)k+2dx
∣∣∣∣∣∣
+
∣∣∣∣∣∣
l1∑
j=l+1
∫
(U(tjn)ψ
j)k+2dx−
∫
(W ln −W
l1
n )
k+2dx
∣∣∣∣∣∣
≤ ε, for all n ≥ n2.
Finally, taking n ≥ max{n1, n2} we see that I1 + I2 ≤ 2ε. This concludes the proof of
(4.17). 
5. Existence and precompactness of a critical solution
In this section we will construct a critical solution in a sense given below. We follow
the exposition in Kenig and Merle [21]. We start with the following definitions.
Definition 5.1. For A > 0, define
B(A) =
{
u0 ∈ H
1 :M [u0] + E[u0] ≤ A
}
.
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Definition 5.2. We shall say that SC(A) holds if for each u0 ∈ B(A), the corresponding
solution u(t) of (1.1) is global, that is, T+(u0) = +∞ and
‖u‖
L
5k/4
x L
5k/2
t
<∞.
Note that if k is even then, by Theorem 1.1, T+(u0) = +∞ and supt∈[0,+∞) ‖u(t)‖H1 <
(M [u0]+2E[u0])
1/2 < +∞ for all u0 ∈ H
1. Moreover, if ‖u‖
L
5k/4
x L
5k/2
t
<∞, then Proposi-
tion 3.3 implies that u scatters. Also, the small data theory (Proposition 3.1) asserts that
there exists A0 > 0 such that SC(A) holds for all A ≤ A0. Indeed, this is a consequence
of the following inequality
‖U(t)u0‖L5k/4x L
5k/2
t
≤ ‖u0‖H˙sk ≤ ‖u0‖H1 ≤ 2
1/2(M [u0] + E[u0])
1/2,
where we have used Lemma 2.5 and inequality (1.4).
Our goal now is to show that SC(A) holds for any A > 0, which is equivalent to Theorem
1.2. If it fails, then there exists a critical number AC > A0 such that if A < AC , SC(A)
holds, but if A > AC , SC(A) fails; more precisely,
AC = sup
{
A : u0 ∈ B(A) ⇒ ‖u‖L5k/4x L5k/2t
<∞
}
.
Thus, we can find An ց AC and a sequence of initial data un,0 ∈ H
1 such that un,0 ∈
B(An). In this case, denoting by un the corresponding solution of (1.1), we have that
M [un,0] + E[un,0] ≤ An
and
‖un‖L5k/4x L
5k/2
t
=∞, (5.1)
for all n ∈ N.
The next lemma is the main tool to construct a critical solution that does not scatters.
It says that under certain conditions the profile decomposition given by Theorem 4.2
contains at most one zero element.
Lemma 5.3. Suppose that AC <∞. Let {an}n∈N such that an → AC , as n→ +∞, and
{φn} ⊂ H
1 satisfying, for every n ∈ N, φn ∈ B(an),
‖KdV(t)φn‖L5k/4x L
5k/2
t
=∞, (5.2)
where {KdV(t)}t∈R denotes the flow of the generalized KdV equation (1.1). Then, up to a
subsequence, there exist a function ψ ∈ H1 and sequences {Wn}n∈N ⊂ H
1, {tn}n∈N ⊂ R
and {xn}n∈N ⊂ R, such that for every n ≥ 1
φn = U(tn)ψ(· − xn) +Wn,
and
lim
n→∞
‖U(t)Wn‖L5k/4x L
5k/2
t
= 0. (5.3)
Proof. Since an → AC we can assume an ≤ 2AC , for all n ∈ N. Therefore, since φn ∈
B(an), we deduce that
‖φn‖
2
H1 ≤ 2(M [φn] + E[φn]) ≤ 4AC < +∞, (5.4)
which implies that {φn}n∈N is a uniformly bounded sequence in H
1 and we can apply the
profile decomposition result (Theorem 4.2) to obtain, for any l ≥ 1,
φn =
l∑
j=1
U(tjn)ψ
j(· − xjn) +W
l
n. (5.5)
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By the Pythagorean expansion (4.1), with λ = 0, we have for all l ≥ 1,
l∑
j=1
‖ψj‖2L2 + lim sup
n→∞
‖W ln‖
2
L2 ≤ lim sup
n→∞
‖φn‖
2
L2 .
Moreover, by the Energy Pythagorean expansion (4.16), we also have that
l∑
j=1
lim sup
n→∞
E[U(tjn)ψ
j(· − xjn)] + lim sup
n→∞
E[W ln] ≤ lim sup
n→∞
E[φn].
Collecting the last two inequalities we deduce1
l∑
j=1
(M [ψj ] + lim sup
n→∞
E[U(tjn)ψ
j(· − xjn)]) + lim sup
n→∞
(M [W ln] + E[W
l
n]) ≤ AC . (5.6)
Next we show that we cannot have more than one ψj not zero. Indeed, suppose by
contradiction that more than one ψj is nonzero. Passing to a subsequence if necessary, we
may suppose tjn → t¯j ∈ [−∞,+∞], as n→∞. Moreover, from (5.6), we deduce
M [ψj ] + lim sup
n→∞
E[U(tjn)ψ
j(· − xjn)] < AC ,
for every j ≥ 1.
Now, let u¯j be the nonlinear profile associated with (ψj , {tjn}n∈N) (see Definition 3.7
and Remark 3.8). We claim that
‖u¯j‖
L
5k/4
x L
5k/2
t
<∞. (5.7)
In fact, by definition, we have
lim
n→∞
‖u¯j(tjn)− U(t
j
n)ψ
j‖H1 = 0. (5.8)
Also, from (5.8) it is clear that M [u¯j ] = M [ψj ]. Next, we control the quantity E[u¯j ].
We have two cases to consider: |t¯j | = +∞ or t¯j ∈ R. In the first case, by the same
argument used to prove (4.19) we obtain lim
n→∞
‖U(tjn)ψj(· − x
j
n)‖Lk+2 = 0. Therefore, in
view of (5.8) and the Sobolev Embedding H1(R) →֒ Lk+2(R), for all k ∈ N, we have
lim
n→∞
‖u¯j(tjn)‖Lk+2 = 0. Moreover
E[u¯j ] = lim
n→∞
E[u¯j(tjn)] = limn→∞
1
2
‖∂xu¯
j(tjn)‖L2 =
1
2
‖∂xψ
j‖2L2
= lim
n→∞
E[U(tjn)ψ
j(· − xjn)],
where we used that ‖∂xU(t
j
n)ψj(· − x
j
n)‖L2 = ‖∂xψ
j‖L2 . On the other hand, if t¯
j ∈ R, by
the continuity of the linear flow and (5.8) we also have
E[u¯j ] = E[U(t¯j)ψj ] = lim
n→∞
E[U(tjn)ψ
j(· − xjn)].
Thus, in both cases,
M [u¯j ] +E[u¯j ] < AC . (5.9)
Therefore, by the definition of AC we deduce (5.7).
Next we claim that
‖Dskx u¯
j‖L5xL10t <∞. (5.10)
1Note that in the defocusing case with k even we have that E[f ] ≥ 0, for all f ∈ H1(R).
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Indeed, the proof follows the ideas in Proposition 3.3. Let δ > 0 be a small number to be
chosen later. From (5.7) we can decompose the [0,∞) into a finite number of intervals,
say, In = [tn, tn+1), n = 0, 1, . . . , ℓ − 1 such that ‖u¯
j‖
L
5k/4
x L
5k/2
In
< δ. From (2.3) with
(p, q, α) = (5, 10, 0), we have, for n = 0, 1, . . . , ℓ− 1,
‖Dskx u¯
j‖L5xL10In
. ‖Dskx u¯
j(0)‖L2 + ‖D
sk
x
∫ t
0
U(t− t′)∂x((u¯
j)k+1)(t′)dt′‖L5xL10In
. ‖Dskx u¯
j(0)‖L2 +
n∑
m=0
‖Dskx
∫ tm+1
tm
U(t− t′)∂x((u¯
j)k+1)(t′)dt′‖L5xL10In
. ‖Dskx u¯
j(0)‖L2 +
n∑
m=0
‖Dskx
∫ t
0
U(t− t′)∂x((u¯
j)k+1)(t′)χIm(t
′)dt′‖L5xL10t ,
where χIm denotes the characteristic function of the interval Im. By using Lemma 2.6,
with (p1, q1, α1) = (5, 10, 0) and (p2, q2, α2) = (∞, 2, 1), and the Leibnitz rule, we then
deduce
‖Dskx u¯
j‖L5xL10In
. ‖Dskx u¯
j(0)‖L2 +
n∑
m=0
‖Dskx ((u¯
j)k+1)‖L1xL2Im
. ‖Dskx u¯
j(0)‖L2 +
n∑
m=0
‖Dskx u¯
j‖L5xL10Im
‖u¯j‖k
L
5k/4
x L
5k/2
Im
≤ c‖Dskx u¯
j(0)‖L2 + cδ
k
n∑
m=0
‖Dskx u¯
j‖L5xL10Im
.
Therefore, by choosing cδk < 1/2, we conclude
‖Dskx u¯
j‖L5xL10In
≤ 2c‖Dskx u¯
j(0)‖L2 +
n−1∑
m=0
‖Dskx u¯
j‖L5xL10Im
. (5.11)
Inequality (5.11) together with a induction argument implies that ‖Dskx u¯
j‖L5xL10In
< ∞,
n = 0, 1, . . . , ℓ − 1. By summing over the ℓ intervals we conclude ‖Dskx u¯
j‖L5xL10[0,+∞)
< ∞.
Using the same argument in the interval (−∞, 0] we deduce (5.10). In particular, (5.11)
implies that
‖Dskx u¯
j‖L5xL10t . ‖D
sk
x u¯
j(0)‖L2 . ‖u¯
j(0)‖H1 . (5.12)
Next, define
vn(t) = KdV(t)φn,
vjn(t) = u¯
j(t+ tn, · − xn)
and
uln(t) =
l∑
j=1
vjn(t). (5.13)
We can easily check that uln satisfies the following equation
∂tu
l
n + ∂xxxu
l
n + ∂x(u
l
n)
k+1 = ∂xe
l
n,
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where eln = (u
l
n)
k+1 −
∑l
j=1(v
j
n)k+1. Moreover, by setting
W˜ ln =W
l
n −
l∑
j=1
(
u¯j(tjn, · − x
j
n)− U(t
j
n)ψ(· − x
j
n)
)
,
from Lemma 2.5, the definition of the nonlinear profile and (4.3), we have
lim sup
n→∞
‖U(t)W˜ ln‖L5k/4x L
5k/2
t
= lim sup
n→∞
‖U(t)W ln‖L5k/4x L
5k/2
t
→ 0, as l→∞.
It is clear that vn(0) − u
l
n(0) = W˜
l
n and therefore, given ε > 0, we have for n and l
sufficiently large,
‖U(t)
(
vn(0)− u
l
n(0)
)
‖
L
5k/4
x L
5k/2
t
< ε.
The idea now is to obtain a relation between vn and u
l
n using the perturbation theory
(Proposition 3.6). To this end we first claim that for a fixed l there exists n0(l) ∈ N such
that, for n ≥ n0(l),
‖Dskx e
l
n‖L1xL2t + ‖Dxe
l
n‖L1xL2t + ‖e
l
n‖L1xL2t < ε1, (5.14)
where ε1 > 0 is given in Proposition 3.6.
Indeed, we start with the norm ‖Dskx e
l
n‖L1xL2t . The expansion of e
l
n consists of ∼ l
k+1
cross terms of the form
vj1n · · · v
jk+1
n , with j1, . . . jk+1 ∈ {1, . . . , l},
where at least two indices ji are different. So, it suffices to show that each one of these
terms goes to zero, as n → ∞. Assume, without loss of generality, that j1 6= j2. By the
Leibnitz rule (Lemma 2.9)
‖Dskx (v
j1
n v
j2
n v
j3
n · · · v
jk+1
n )‖L1xL2t ≤ ‖D
sk
x (v
j1
n v
j2
n )‖Lp1x L
q1
t
‖vj3n · · · v
jk+1
n ‖Lp2x L
q2
t
+ ‖vj1n v
j2
n ‖Lp˜1x L
q˜1
t
‖Dskx (v
j3
n · · · v
jk+1
n )‖Lp˜2x L
q˜2
t
,
(5.15)
where p1 = 5k/(k + 4), q1 = 10k/(k + 4), p˜1 = 5k/8, q˜1 = 5k/4. By using Ho¨lder’s
inequality and the Leibnitz rule, it is not difficult to see that
‖vj3n · · · v
jk+1
n ‖Lp2x L
q2
t
.
k+1∏
i=3
‖vjin ‖L5k/4x L
5k/2
t
(5.16)
and
‖Dskx (v
j3
n · · · v
jk+1
n )‖Lp˜2x L
q˜2
t
.
k+1∑
i=3
‖Dskx v
ji
n ‖L5xL10t
∏
m6=i
‖vjmn ‖L5k/4x L
5k/2
t
. (5.17)
In order to verify that ‖Dskx e
l
n‖L1xL2t is small, it suffices to prove that the r.h.s of (5.15)
goes to zero, as n → ∞. To do so, it suffices to show that the r.h.s of (5.16) and (5.17)
are uniformly bounded (with respect to n) and
‖Dskx (v
j1
n v
j2
n )‖L5k/(k+4)x L
10k/(k+4)
t
+ ‖vj1n v
j2
n ‖L5k/8x L
5k/4
t
→ 0, as n→∞. (5.18)
Since the norm in L
5k/4
x L
5k/2
t is invariant by translations, from the definition of v
ji
n , it
is clear that ‖vjin ‖L5k/4x L5k/2t
is uniformly bounded. On the other hand, from (5.12),
‖Dskx v
ji
n ‖L5xL10t . ‖u¯
j(tn, · − xn)‖H1 . sup
t∈R
‖u¯j(t)‖H1 . (M [u¯
j(0)] + 2E[u¯j(0)])1/2.
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Thus, it remains to show (5.18). Since vj1n , v
j2
n ∈ L
5k/4
x L
5k/2
t , without loss of generality, we
can assume that vj1n , v
j2
n ∈ C∞0 (R
2). Using property (4.2), we promptly infer that
‖vj1n v
j2
n ‖L5k/8x L
5k/4
t
→ 0, as n→∞.
Next, we turn attention to the other norm that appears in (5.18). Note that vj1n , v
j2
n , ∂xv
j1
n , ∂xv
j2
n ∈
L5xL
10
t , therefore property (4.2) yields
‖vj1n v
j2
n ‖L5k/(k+4)x L
10k/(k+4)
t
→ 0, as n→∞. (5.19)
and
‖∂x(v
j1
n v
j2
n )‖L5k/(k+4)x L
10k/(k+4)
t
≤‖∂x(v
j1
n )v
j2
n ‖L5k/(k+4)x L
10k/(k+4)
t
+ ‖vj1n ∂x(v
j2
n )‖L5k/(k+4)x L10k/(k+4)t
→ 0, as n→∞.
(5.20)
Now, by complex interpolation,
‖Dskx (v
j1
n v
j2
n )‖L5k/(k+4)x L
10k/(k+4)
t
≤ ‖vj1n v
j2
n ‖
1−sk
L
5k/(k+4)
x L
10k/(k+4)
t
‖∂x(v
j1
n v
j2
n )‖
sk
L
5k/(k+4)
x L
10k/(k+4)
t
,
which implies (5.18). The other norms ‖Dxe
l
n‖L1xL2t and ‖e
l
n‖L1xL2t can be estimated analo-
gously using relations (5.19) and (5.20). Gathering these estimates together yields (5.14).
Next, we show that there exist L > 0 (independent of l) and n1(l) ∈ N such that
‖uln‖L5k/4x L
5k/2
t
< L, for all n > n1(l). (5.21)
By the Pythagorean expansion (4.1), with λ = 1, and (5.4), we have for all l ∈ N,
l∑
j=1
‖∂xψ
j‖2L2 + lim sup
n→∞
‖∂xW
l
n‖
2
L2 ≤ lim sup
n→∞
‖∂xφn‖
2
L2 ≤ 2
1+1/skA
1/sk
C ,
which implies, using also (5.6), the existence of a constant C1 > 0 such that
∞∑
j=1
‖ψj‖2H1 ≤ C1.
Therefore, we can find l0 ∈ N large enough satisfying
∞∑
j=l0
‖ψj‖2H1 ≤ δ,
where δ > 0 is a sufficiently small number to be chosen later.
Fix l > l0. From the construction of the nonlinear profile u¯
j, there exists n1(l) ≥ 1 such
that, for all n ≥ n1(l),
l∑
j=l0
‖u¯j(tjn)‖
2
H1 ≤ 2δ.
Therefore, choosing δ > 0 sufficiently small such that we can apply Proposition 3.1 for all
n ≥ n1(l), we deduce that
l∑
j=l0
‖vjn‖
2
L
5k/4
x L
5k/2
t
≤ 2
l∑
j=l0
‖u¯j(· − xjn, t
j
n)‖
2
H1 ≤ 4δ. (5.22)
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Now by the definition of uln (see (5.13)) and the elementary inequality∣∣∣| l∑
j=1
zj |
a −
l∑
j=1
|zj |
a
∣∣∣ ≤ Cl∑
i 6=m
|ai||zm|
a−1, a > 1,
we have
‖uln‖
5k/4
L
5k/4
x L
5k/2
t
=
∫ (∫
|uln|
5k/2dt
)1/2
dx
≤
∫ ∫ ∣∣∣| l∑
j=1
vjn|
5k/2 −
l∑
j=1
|vjn|
5k/2
∣∣∣+ l∑
j=1
|vjn|
5k/2dt
1/2dx
.
∫ ∫ l∑
j=1
|vjn|
5k/2dt
1/2dx+ ∫
∫ ∑
i 6=m
|vin||v
m
n |
(5k−2)/2dt
1/2dx
=
l∑
j=1
‖vjn‖
5k/4
L
5k/4
x L
5k/2
t
+ cross terms,
that is,
‖uln‖
5k/4
L
5k/4
x L
5k/2
t
=
l0−1∑
j=1
‖vjn‖
5k/4
L
5k/4
x L
5k/2
t
+
l∑
j=l0
‖vjn‖
5k/4
L
5k/4
x L
5k/2
t
+ cross terms. (5.23)
The “cross terms” can be made small for n ∈ N large (depending on l). Indeed, if
1/p + 1/q = 1,
cross terms .
∑
i 6=m
∫ (∫
|vin||v
m
n |
5k−2
2 dt
)1/2
dx
=
∑
i 6=m
∫ (∫
|vin||v
m
n ||v
m
n |
(5k−4)/2dt
)1/2
dx
≤
∑
i 6=m
∫ (
‖vinv
m
n ‖Lqt ‖v
m
n ‖
(5k−4)/2
L
p(5k−4)/2
t
)1/2
dx
=
∑
i 6=m
∫ (
‖vinv
m
n ‖
1/2
Lqt
‖vmn ‖
(5k−4)/4
L
p(5k−4)/2
t
)
dx
≤
∑
i 6=m
‖vinv
m
n ‖
1/2
L
q/2
x L
q
t
‖vmn ‖
(5k−4)/4
L
p(5k−4)/4
x L
p(5k−4)/2
t
.
By choosing p = 5k/(5k − 4) we have q = 5k/4. Thus,
cross terms .
∑
i 6=m
‖vinv
m
n ‖
1/2
L
5k/8
x L
5k/4
t
‖vmn ‖
(5k−4)/4
L
5k/4
x L
5k/2
t
. (5.24)
the first term on the right-hand side of (5.24) goes to zero as in (5.18). The remainder
term is bounded by (5.7). Consequently, taking into account that 5k/4 > 2, by using
(5.22) and (5.24), we get (5.21) from (5.23).
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A similar argument also establishes the existence ofM > 0 independent of l and n2(l) ∈
N such that
‖uln‖L∞t H1 < M, for all n > n2(l).
Finally, we apply Proposition 3.6 to vn and u
l
n, which in view of (5.21) leads to a
contradiction with (5.2) for sufficiently large n ∈ N. This indeed shows that the sum in
(5.5) must have a unique element, which without loss of generality we may assume to be
the first one. Hence, by taking tn = t
1
n, xn = x
1
n, ψ = ψ
1, and Wn = W
1
n we obtain the
desired. Note that (5.3) holds in view of Theorem 4.2 (see relation (4.3)). 
Now, we are in position to prove the following fundamental result.
Theorem 5.4 (Existence of a critical solution). There exists uC,0 ∈ H
1 such that the
corresponding global solution uC satisfies ‖uC‖L5k/4x L
5k/2
t
=∞. Moreover
M [uC ] +E[uC ] = AC . (5.25)
Proof. Taking an = An and φn = un,0 (where An and un,0 are the sequences described
in the introduction of this section) in Lemma 5.3, there exist a function ψ ∈ H1 and
sequences {Wn}n∈N ⊂ H
1, {tn}n∈N ⊂ R and {xn}n∈N ⊂ R, such that for any n ≥ 1,
un,0 = U(tn)ψ(· − xn) +Wn.
Moreover, arguing as in (5.6), it is easy to see that
M [ψ] + lim sup
n→∞
E[U(tn)ψ(· − xn)] ≤ AC .
Consider the sequence {tn}n∈N. Let u¯ is the nonlinear profile associated with (ψ, {tn}n∈N)
then
lim
n→∞
‖u¯(tn)− U(tn)ψ‖H1 = 0. (5.26)
As in the proof of (5.9), we can also deduce that
M [u¯] +E[u¯] ≤ AC . (5.27)
Now, define W˜n =Wn− (u¯(tn, · −xn)−U(tn)ψ(· −xn)). By using Lemma 2.5, we have
‖U(t)W˜n‖L5k/4x L
5k/2
t
≤ ‖U(t)Wn‖L5k/4x L
5k/2
t
+ c‖u¯(tn)− U(tn)ψ‖H˙sk ,
which, in view of (5.3) and (5.26), implies
lim
n→∞
‖U(t)W˜n‖L5k/4x L
5k/2
t
→ 0. (5.28)
By the definition of W˜ ln we can write
un,0 = u¯(tn, · − xn) + W˜n. (5.29)
Let uC(t, x) = u¯(t, x), we claim that
‖uC‖L5k/4x L
5k/2
t
=∞. (5.30)
Indeed, let u˜n(t) = u¯(t + tn, · − xn). Then, it is clear that u˜n solves the gKdV equation
(1.1). Moreover, if (5.30) does not hold, we have
‖u˜n‖L5k/4x L
5k/2
t
= ‖uC‖L5k/4x L
5k/2
t
<∞.
In addition, in view of (5.27),
sup
t∈R
‖u˜n(t)‖H1 = sup
t∈R
‖uC(t)‖H1 ≤ (2AC)
1/2 < +∞, (5.31)
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for every n ∈ N.
Now recall that un(t) = KdV(t)un,0. Our aim is to compare u˜n and un via Proposition
3.6 (perturbation theory). We have, from (5.28) and (5.29),
‖U(t)(un(0)− u˜n(0))‖L5k/4x L
5k/2
t
= ‖U(t)(un,0 − u¯(tn, · − xn))‖L5k/4x L
5k/2
t
= ‖U(t)W˜n‖L5k/4x L
5k/2
t
→ 0, as n→∞.
Therefore, applying Proposition 3.6 with e = 0, we obtain ‖un‖L5k/4x L
5k/2
t
< ∞ for n ∈ N
large enough, which is a contradiction with (5.1). Finally, from (5.27), (5.30) and the
definition of AC , we also conclude (5.25). 
Let uC be the critical solution given by Theorem 5.4. Since ‖uC‖L5k/4x L
5k/2
t
=∞ at least
one of the following hold ‖uC‖L5k/4x L
5k/2
[0,+∞)
=∞ or ‖uC‖L5k/4x L
5k/2
(−∞,0]
=∞. The next result
shows that this solution has a compactness property up to translation in space.
Proposition 5.5 (Precompactness of the critical flow). Let uC be the critical solution con-
structed in Theorem 5.4 and assume ‖uC‖L5k/4x L
5k/2
[0,+∞)
=∞. Then there exists a continuous
path x ∈ C([0,+∞) : R) such that the set
B := {uC(t, · − x(t)) : t ≥ 0} ⊂ H
1
is precompact in H1. A corresponding conclusion is reached if ‖uC‖L5k/4x L
5k/2
(−∞,0]
=∞.
Proof. The proof is similar to that of Proposition 3.2 in [6]. So, we only give the main
steps. Assume first ‖uC‖L5k/4x L
5k/2
[0,+∞)
=∞. In H1 we let G ≃ R act as a translation group,
that is,
x0 · f = f(· − x0).
Thus, in the quotient space H1/G we can introduce the metric
d([f ], [g]) := inf
x0∈R
‖f(· − x0)− g‖H1 ,
in such a way that the proof of the proposition is equivalent to establish that the set
C := π({uC(t), t ≥ 0})
is precompact in H1/G, where π : H1 → H1/G is the standard projection.
Now assume, by contradiction, that C is not precompact in H1/G. Then, we can find
a sequence {uC(tn)}n∈N and ε > 0 such that
inf
x0∈R3
‖uC(tn, · − x0)− uC(tm, ·)‖H1 > ε, (5.32)
for all m,n ∈ N with m 6= n. To obtain a contradiction with (5.32), it suffices to prove
that there exist a subsequence of {uC(tn)}n∈N, which we still denote by {uC(tn)}n∈N, a
sequence {xn}n∈N ⊂ R and a function v ∈ H
1 such that uC(· + xn, tn) → v in H
1, as
n → ∞. If {tn}n∈N is bounded, up to a subsequence, we have tn → t¯ ∈ [0,+∞). So, by
the continuity of the solution in H1, the result follows taking v = uC(t¯) and xn = 0, for
all n ∈ N. Therefore, we only need to consider the case when tn → +∞.
We already know that M [uC ]+E[uC ] = AC , which implies that {uC(tn)} is bounded in
H1. Applying Lemma 5.3 with an = AC and φn = uC(tn), there exist a function ψ ∈ H
1
and sequences {Wn}n∈N ⊂ H
1, {t1n}n∈N ⊂ R and {xn}n∈N ⊂ R, such that for every n ≥ 1,
uC(tn) = U(t
1
n)ψ(· − xn) +Wn. (5.33)
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By the Pythagorean expansion for the mass and energy (see (4.1) with λ = 0 and
(4.16)), up to a subsequence, we have
M [ψ] + lim
n→∞
M [Wn] = lim
n→∞
M [uC(tn)] =M [uC ],
and
lim
n→∞
E[U(t1n)ψ(· − xn)] + limn→∞
E[Wn] = lim
n→∞
E[uC(tn)] = E[uC ].
We claim that limn→∞M [Wn] = 0 and limn→∞E[Wn] = 0. In fact, on the contrary,
we have M [ψ] + limn→∞E[U(t
1
n)ψ(· − xn)] < AC . Thus, if u¯ is the nonlinear profile
associated with (ψ, {t1n}), we can argue as in (5.7) to obtain ‖u¯‖L5k/4x L
5k/2
t
< ∞, which in
turn, following the steps in the proof of Theorem 5.4, leads to a contradiction.
So, since ‖∂xWn‖ ≤ 2E[Wn], we have
lim
n→∞
‖Wn‖H1 = 0. (5.34)
Our goal now is to show that {t1n}n∈N has a convergent subsequence. Indeed, if t
1
n →
−∞, then
‖U(t)uC(tn)‖L5k/4x L5k/2(−∞,0]
≤ ‖U(t+ t1n)ψ(· − xn)‖L5k/4x L5k/2(−∞,0]
+ ‖U(t)Wn‖L5k/4x L5k/2(−∞,0]
≤ ‖U(t)ψ‖
L
5k/4
x L
5k/2
(−∞,t1n]
+ ‖Wn‖H1 → 0, as n→∞,
by (5.34) and the fact that t1n → −∞. So, since sup
n∈N
‖uC(tn)‖H1 ≤ (2AC)
1/2 (see (5.31)),
for n large we have
‖U(t)uC(tn)‖L5k/4x L
5k/2
(−∞,0]
≤ δ,
where δ = δ((2AC )
1/2) is given by Proposition 3.1 (Small Data Theory) and then
‖KdV(t)uC(tn)‖L5k/4x L
5k/2
(−∞,0]
≤ 2δ.
Note that KdV(t)uC(tn) = uC(t+ tn), in particular, the previous inequality can be rewrit-
ten as
‖uC‖L5k/4x L
5k/2
(−∞,tn]
≤ 2δ.
Since tn → +∞ we finally have
‖uC‖L5k/4x L
5k/2
t
≤ 2δ,
which is a contradiction.
On the other hand, if t1n → +∞ we use a similar argument to deduce, for n large, that
‖uC‖L5k/4x L
5k/2
[tn,+∞)
= ‖KdV(t)uC(tn)‖L5k/4x L
5k/2
[0,+∞)
≤ 2δ.
Now, applying Remark 3.2 we have ‖uC‖L5k/4x L
5k/2
[0,+∞)
<∞, which is also a contradiction.
So, we can assume that, up to a subsequence, there exists t1 ∈ R such that t1n → t
1, as
n→∞. Moreover, from (5.33), (5.34) and the continuity of the linear flow we have
uC(tn, ·+ xn)→ U(t
1)ψ in H1, as n→∞.
In the case ‖uC‖L5k/4x L
5k/2
(−∞,0]
= ∞ a similar proof leads to the precompactness of
{uC(t, · − x(t)) : t ≤ 0} and this completes the proof of Proposition 5.5. 
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6. Rigidity theorem and extinction of the critical solution
In this section we will prove that the critical solution constructed in Section 5 cannot
exist (see Proposition 6.7), which in turn will complete the proof of Theorem 1.2. Our
argument is based on the Kenig-Merle compactness/rigidity method (see, for instance, [19]
and [21]). In particular the rigidity is obtained due to a suitable version of the interaction
Morawetz type estimates adapted to the gKdV equation.
We introduce the following densities:
ρ(t, x) = (u(t, x))2
e(t, x) = 12 |∂xu(t, x)|
2 + 1k+2(u(t, x))
k+2
j(t, x) = 3(∂xu(t, x))
2 + 2(k+1)k+2 (u(t, x))
k+2
k(t, x) = 32 (∂xxu(t, x))
2 + 2(∂xu(t, x))
2(u(t, x))k + 12(u(t, x))
2k+2,
(6.1)
which are well defined provided that u(t) ∈ H2. Then we get the following relations:
∂tρ+ ∂xxxρ = ∂xj, (6.2)
∂te+ ∂xxxe = ∂xk.
Moreover we have the following key property (see [34, Theorem 2]):( ∫
ρ(x)dx
)
·
(∫
k(x)dx
)
>
(∫
e(x)dx
)
·
( ∫
j(x)dx
)
(6.3)
where ρ(x), e(x), j(x), k(x) are respectively the expressions above at time t = 0, namely
ρ(0, x), e(0, x), j(0, x), k(0, x) and provided that u(0, x) = u0(x) 6= 0.
6.1. Local smoothing and continuity of the flow. In the next sections we shall use
the following facts which are well known for the flow associated with (1.1). Recall we
denote by KdV(t) the flow associated with (1.1) which, by Theorem 1.1, is well-defined
globally in time in the space H1. Next we describe other key properties of the flow map
that will be crucial in the sequel.
Proposition 6.1. For every t ∈ R we have KdV(t) ∈ C(Hs(R);Hs(R)), s = 1, 2. More-
over we have the following local smoothing property,
u0 ∈ H
1 ⇒ KdV(t)u0 ∈ H
2
loc a.e. t ∈ R.
Proof. The continuity of the flow of KdV(t) is proved for instance in [23]. The second
affirmation follows the same argument given by Kato in [18] and the local results in [23]. 
6.2. Interactive a priori estimates. Here we give an interactive a priori estimate con-
cerning the densities introduced above.
Lemma 6.2. Let us fix Q ∈ C∞(R) such that
• Q′(x) ≥ 0;
• Q′(x) = 0 for |x| > R0.
Assume that u(t) solves (1.1) with initial condition u0 ∈ H
1, then for any t1 < t2, we have∫ ∫
Q(x− y)ρ(t2, x)e(t, y)dxdy −
∫ ∫
Q(x− y)ρ(t1, x)e(t, y)dxdy ≥ (6.4)
−
∫ t2
t1
∫ ∫
Q
′
(x− y)j(t, x)e(t, y)dxdydt +
∫ t2
t1
∫ ∫
Q
′
(x− y)ρ(t, x)k(t, y)dxdydt,
where on the r.h.s. we assume to be equal to +∞ for every t such that u(t) /∈ H2loc.
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Remark 6.3. Let us notice that the l.h.s. as well as all the terms of the r.h.s., except
the one involving Q
′
(x − y)ρ(t, x)k(t, y), are well-defined for every solution belonging to
H1, since they do not involve second derivatives of the solution. On the contrary, the
aforementioned term involves the term |∂xxu|
2 and hence in principle the quantity is not
necessarily finite. As a consequence of the estimate above we deduce that in fact necessarily,
for almost every time we have that
∫ ∫
Q
′
(x − y)ρ(t, x)k(t, y)dxdy < ∞. In fact this is
something well–known due to the local smoothing effect on the gain of one derivative locally
in space.
Proof. First we assume u0 ∈ H
2 and hence by the persistence property (see Proposition
6.1) we have u(t) ∈ H2. In this situation we can justify all the computations that we
write below and we get a stronger version of the desired estimate, since we get an identity.
Notice that we have ∫ ∫
Q(x− y)ρ(t, x)e(t, y)dxdy
and, by (6.2), we get
d
dt
∫ ∫
Q(x− y)ρ(t, x)e(t, y)dxdy
=
∫ ∫
Q(x− y)∂tρ(t, x)e(t, y)dxdy +
∫ ∫
Q(x− y)ρ(t, x)∂te(t, y)dxdy
=−
∫ ∫
Q(x− y)∂xxxρ(t, x)e(t, y)dxdy −
∫ ∫
Q(x− y)ρ(t, x)∂yyye(t, y)dxdy
+
∫ ∫
Q(x− y)∂xj(t, x)e(t, y)dxdy +
∫ ∫
Q(x− y)ρ(t, x)∂yk(t, y)dxdy
and, by integration by parts,
d
dt
∫ ∫
Q(x− y)ρ(t, x)e(t, y)dxdy
= −
∫ ∫
Q
′
(x− y)j(t, x)e(t, y)dxdy +
∫ ∫
Q
′
(x− y)ρ(t, x)k(t, y)dxdy.
We conclude by integration w.r.t. t variable.
Next we work by density, more precisely given u0 ∈ H
1 choose un,0 ∈ H
2 such that
un,0 → u0 in H
1. By continuous dependence we have un(t) → u(t) in H
1 for every
t ∈ R, where un(t) and u(t) are, respectively, the solutions to (1.1) associated with
un,0 and u0. Next recall that by the previous step we have that (6.4) is satisfied un-
der the stronger form of an identity provided that we replace ρ(t, x), e(t, x), j(t, x), k(t, x)
by ρn(t, x), en(t, x), jn(t, x), kn(t, x), which are the corresponding densities computed along
the solutions un(t, x). It is easy to check that we can pass to the limit in all the terms
involved in the identity except the term∫ t2
t1
∫ ∫
Q
′
(x− y)ρn(t, x)kn(t, y)dxdydt
since it involves two derivatives of un and hence the convergence of un(t) to u(t) in H
1
does not allows to pass to the limit.
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Nevertheless, to conclude the desired inequality (6.4), it is sufficient to show that
lim inf
n→∞
∫ t2
t1
∫ ∫
Q
′
(x− y)ρn(t, x)kn(t, y)dxdydt
≥
∫ t2
t1
∫ ∫
Q
′
(x− y)ρ(t, x)k(t, y)dxdydt
and in fact (by looking at the expression of k(t, x) and ρ(t, x) and by recalling that we
can pass to the limit along all the expressions that do not involve second derivatives) it is
sufficient to show
lim inf
n→∞
∫ t2
t1
∫ ∫
Q
′
(x− y)|un(t, x)|
2|∂xxun(t, y)|
2dxdydt
≥
∫ t2
t1
∫ ∫
Q
′
(x− y)|u(t, x)|2|∂xxu(t, y)|
2dxdydt.
By Fatou’s lemma w.r.t. to time integration it is sufficient to show that
lim inf
n→∞
∫ ∫
Q
′
(x− y)|un(t, x)|
2|∂xxun(t, y)|
2dxdy (6.5)
≥
∫ ∫
Q
′
(x− y)|u(t, x)|2|∂xxu(t, y)|
2dxdy, a.e. t ∈ R.
To prove this fact we use again Fatou’s lemma w.r.t. x variable and hence it is sufficient
to show that
lim inf
n→∞
∫
Q
′
(x− y)|∂xxun(t, y)|
2dy (6.6)
≥
∫
Q
′
(x− y)|∂xxu(t, y)|
2dy, ∀x ∈ R, a.e. t ∈ R.
Indeed, by combining this estimate with the fact that |un(t, x)|
2 → |u(t, x)|2 for a.e. x ∈ R
(that follows from un(t, x) → u(t, x) in H
1), we can conclude (6.5) by Fatou’s lemma
w.r.t. x variable. Next we prove (6.6). We choose t ∈ R such that u(t) ∈ H2loc(R)
(as a consequence of Proposition 6.1 it can be done for a.e. t ∈ R), then we have two
possibilities: either
lim inf
n→∞
∫
Q
′
(x− y)|∂yyun(t, y)|
2dy =∞
and (6.6) is trivial, or we have
lim inf
n→∞
∫
Q
′
(x− y)|∂yyun(t, y)|
2dy <∞.
Hence un(t, x)→ u(t, x) in H
1 implies√
Q′(x− y)∂yyun(t, y)→
√
Q′(x− y)∂yyu(t, y), weakly in L
2(BR),
from which we deduce (6.6). 
6.3. Additional properties of the critical solution. Next we shall make use of the
cut-off function ϕR(x) = ϕ
(
x
R
)
, where ϕ(x) ∈ C∞0 (R), ϕ(x) ∈ [0, 1], ϕ(x) = 0 for |x| > 1
and ϕ(x) = 1 for |x| < 1/2.
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Lemma 6.4. Assume that u ∈ C(R;H1(R) \ {0}) is a solution of (1.1) such that
inf
t∈R
‖u(t)‖L2 > 0; (6.7)
u(t) ∈ H2loc a.e. t ∈ R;
∃x(t) ∈ R s.t. {u(t, · − x(t)), t ≥ 0} ⊂ H1 is precompact in H1. (6.8)
Then we have the following vanishing property
lim
R→∞
(
sup
t≥0
∫
|x−x(t)|>R
|∂xu(t, x)|
2 + |u(t, x)|2 + |u(t, x)|pdx
)
= 0 (6.9)
for every fixed 2 ≤ p <∞. Moreover, there exist ǫ¯ > 0 and R¯ > 0 such that( ∫
ρR,x(t)(t, x)dx
)
·
( ∫
kR,x(t)(t, x)dx
)
−
(∫
eR,x(t)(t, x)dx
)
·
(∫
jR,x(t)(t, x)dx
)
> ǫ¯, ∀R > R¯, a.e. t ≥ 0,
(6.10)
where ρR,x(t)(t, x), jR,x(t)(t, x), eR,x(t)(t, x), kR,x(t)(t, x) are the densities (6.1) computed on
the functions ϕR(x− x(t))u(t, x).
Remark 6.5. If instead of (6.8) we assume
∃x(t) ∈ R s.t. {u(t, · − x(t)), t ≤ 0} ⊂ H1 is precompact in H1 (6.11)
then a similar conclusion is true. Since, from Proposition 5.5 we have that (6.8) or (6.11)
hold, in what follows we will suppose, without loss of generality, that (6.8) holds.
Proof of Lemma 6.4. We prove the result by assuming x(t) = 0, then the general case
is obtained by repeating the same argument up to space translation. In particular we
shorten the notations as follows: ρR,0(t, x), jR,0(t, x), eR,0(t, x), kR,0(t, x) will be denoted
by ρR(t, x), jR(t, x), eR(t, x), kR(t, x). We prove first (6.9). Assume by the absurd that
∃tn ≥ 0, Rn →∞, ǫ¯ > 0
such that ∫
|x|>Rn
(
|∂xu(tn, x)|
2 + |u(tn, x)|
2 + |u(tn, x)|
p
)
dx > ǫ¯ (6.12)
In fact, if it is not the case then we deduce by the compactness assumption u(tn)→ u¯ 6= 0
in H1 (notice that u¯ 6= 0 since we are assuming u(t) 6= 0 and u(t) precompact). In
particular since u¯ 6= 0 there exists R¯ > 0 such that∫
|x|>R¯
|∂xu¯(x)|
2 + |u¯(x)|2 + |u¯(x)|pdx <
ǫ¯
2
and hence the same property remains true for u(tn), for n large enough. This gives a
contradiction with (6.12).
Next we focus on (6.10). Assume by the absurd that it is not true. Then
∃tn ≥ 0, Rn →∞, ǫn → 0
such that
0 <
( ∫
ρRn(tn, x)dx
)
·
( ∫
kRn(tn, x)dx
)
−
( ∫
eRn(tn, x)dx
)
·
( ∫
jRn(tn, x)dx
)
≤ ǫn,
(6.13)
32 L. G. FARAH, F. LINARES, A. PASTOR, AND N. VISCIGLIA
where the l.h.s. inequality comes from (6.3). Notice also that we can assume
sup
n
‖ϕRnu(tn)‖H2 <∞. (6.14)
In fact if it is not the case then, by looking at the expression of kRn(tn, x), by the bound-
edness of u(t) in H1 and recalling (6.7), we get
sup
n
∫
eRn(tn, x)dx,
∫
jRn(tn, x)dx <∞, and infn
∫
ρRn(tn, x)dx > 0
and hence
lim
n→∞
( ∫
ρRn(tn, x)dx
)
·
( ∫
kRn(tn, x)dx
)
−
( ∫
eRn(tn, x)dx
)
·
( ∫
jRn(tn, x)dx
)
=∞,
which is a contradiction with (6.13). On the other hand by using the compactness as-
sumption (6.8) we get the existence of u¯ ∈ H1 such that u(tn) → u¯ 6= 0 strongly in H
1
and also by (6.14) we deduce ϕRnu(tn) ⇀ u¯ weakly in H
2. Therefore, by the estimate
(6.13) (and by using the weak-semicontinuity of the H2 norm) we get
0 <
( ∫
ρ¯(x)dx
)
·
( ∫
k¯(x)dx
)
−
( ∫
e¯(x)dx
)
·
( ∫
j¯(x)dx
)
≤ ǫn,
where ρ¯, k¯, e¯, j¯ are respectively the densities ρ, k, e, j (see (6.1)) computed on the function
u¯, and again on the l.h.s. we have used (6.3). We get a contradiction by taking the limit
as n→∞. 
As a consequence we get the following
Lemma 6.6. Let u be as in Lemma 6.4, then there exist ǫ¯ > 0 and R¯ > 0 such that( ∫
|x−x(t)|<R
ρ(t, x)dx
)
·
( ∫
|x−x(t)|<R
k(t, x)dx
)
(6.15)
−
( ∫
|x−x(t)|<R
e(t, x)dx
)
·
( ∫
|x−x(t)|<R
j(t, x)dx
)
> ǫ¯, ∀R > R¯, a.e. t ≥ 0,
where ρ(t, x), e(t, x), k(t, x), j(t, x) are respectively the densities (6.1) computed on the
function u(t, x).
Proof. We use the same notations as in Lemma 6.4. We split∫
kR,x(t)(t, x)dx =
3
2
∫
|∂xx(ϕR,x(t)(x)u(t, x))|
2dx+
∫
k˜R,x(t)(t, x)dx (6.16)
where k˜R,x(t)(t, x) is the density
k˜(ψ(x)) = 2(∂xψ(x))
2(ψ(x))k +
1
2
(ψ(x))2k+2
computed along the function ψ(x) = ϕR,x(t)(x)u(t, x).
By using (6.9), we infer∫
k˜R,x(t)(t, x)dx−
∫
|x−x(t)|<R
k˜(t, x)dx = oR(1), (6.17)
where limR→∞ oR(1) = 0 uniformly w.r.t. to t and k˜(t, x) = k˜(u(t, x)).
By combining again (6.9), with the cut–off properties of ϕR(x) and with the uniform
boundedness of u(t) in H1, we obtain
3
2
∫
|∂xx(ϕR,x(t)(x)u(t, x))|
2dx−
3
2
∫
|ϕR,x(t)(x)∂xxu(t, x))|
2 = oR(1).
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By summing this identity with the following trivial one
3
2
∫
|x−x(t)|<R
|∂xxu(t, x))|
2dx−
3
2
∫
|x−x(t)|<R
|∂xxu(t, x))|
2dx = 0,
we get
3
2
∫
|∂xx(ϕR,x(t)(x)u(t, x))|
2dx−
3
2
∫
|x−x(t)|<R
|∂xxu(t, x))|
2dx ≤ oR(1), (6.18)
where we have used the properties of ϕ that guarantee
−
3
2
∫
|ϕR,x(t)(x)∂xxu(t, x))|
2 +
3
2
∫
|x−x(t)|<R
|∂xxu(t, x))|
2dx ≥ 0.
The proof follows by combining (6.10) with (6.16), (6.17), (6.18) and with the following
facts that in turn come from (6.9):∫
jR,x(t)(t, x)dx−
∫
|x−x(t)|<R
j(t, x)dx = oR(1)∫
eR,x(t)(t, x)dx−
∫
|x−x(t)|<R
e(t, x)dx = oR(1),∫
ρR,x(t)(t, x)dx −
∫
|x−x(t)|<R
ρ(t, x)dx = oR(1).

Finally, we establish our main result is this section by showing that indeed the critical
solution constructed in Section 5 cannot exist.
Proposition 6.7. There does not exist any nontrivial solution u to (1.1), that satisfies
(6.8) for a suitable x(t) ∈ R.
Proof. We introduce a function Φ ∈ C∞(R) such that:
• Φ(x) = x ∀ |x| < 1;
• Φ′(x) ≥ 0;
• |Φ′(x)| = 0 for |x| > 2.
Next, we consider for R > 0 the rescaled functions QR(x) = 2RΦ(
x
2R) and use (6.4) with
Q = QR to obtain∫ ∫
QR(x− y)ρ(t2, x)e(t2, y)dxdy −
∫ ∫
QR(x− y)ρ(t1, x)e(t1, y)dxdydt ≥
−
∫ t2
t1
∫ ∫
Q
′
R(x− y)j(t, x)e(t, y)dxdydt +
∫ t2
t1
∫ ∫
Q
′
R(x− y)ρ(t, x)k(t, y)dxdydt
=
∫ t2
t1
(−IR(t) + IIR(t))dt.
First observe that
IR(t) =
∫ ∫
|x−y|<2R
j(t, x)e(t, y)dxdy +
∫ ∫
|x−y|>2R
Q
′
R(x− y)j(t, x)e(t, y)dxdy
and
IIR(t) =
∫ ∫
|x−y|<2R
ρ(t, x)k(t, y)dxdy +
∫ ∫
|x−y|>2R
Q
′
R(x− y)ρ(t, x)k(t, y)dxdy.
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Next, for any fixed R > 0 and t ≥ 0, we introduce
Qx(t),R = [x(t)−R,x(t) +R]× [x(t)−R,x(t) +R]
and observe that
IR(t) =
∫ ∫
Qx(t),R
j(t, x)e(t, y)dxdy
+
∫ ∫
{|x−y|<2R}\Qx(t),R
j(t, x)e(t, y)dxdy +
∫ ∫
|x−y|>2R
Q
′
R(x− y)j(t, x)e(t, y)dxdy.
Now, by (6.9), we have
lim
R→∞
∫ ∫
{|x−y|<2R}\Qx(t),R
j(t, x)e(t, y)dxdy+
∫ ∫
|x−y|>2R
Q
′
R(x−y)j(t, x)e(t, y)dxdy = 0.
Hence,
lim
R→∞
|IR(t)−
∫ ∫
Qx(t),R
j(t, x)e(t, y)dxdy| = 0.
Moreover,
IIR(t) =
∫ ∫
Qx(t),R
ρ(t, x)k(t, y)dxdy
+
∫ ∫
{|x−y|<2R}\Qx(t),R
ρ(t, x)k(t, y)dxdy
+
∫ ∫
|x−y|>2R
Q
′
R(x− y)ρ(t, x)k(t, y)dxdy ≥
∫ ∫
Qx(t),R
ρ(t, x)k(t, y)dxdy.
Since, by (6.15),∫ ∫
Qx(t),R
ρ(t, x)k(t, y)dxdy −
∫ ∫
Qx(t),R
j(t, x)e(t, y)dxdy ≥ δ0 > 0, a.e. t ≥ 0,
by combining the estimates above on IR(t) and IIR(t) we deduce the existence of δ0 > 0
and R0 > 0 such that∫ ∫
QR(x− y)ρ(t1, x)e(t1, y)dxdy −
∫ ∫
QR(x− y)ρ(t2, x)e(t2, y)dxdy
≥ δ0(t2 − t1), ∀R > R0.
By choosing t1 = 0, t2 = T , and R = 2R0, we obtain∫ ∫
Q2R0(x− y)ρ(T, x)e(T, y)dxdy −
∫ ∫
Q2R0(x− y)ρ(−T, x)e(−T, y)dxdy ≥ δ0T
and we get an absurd by taking the limit as T → ∞, and by noticing that the l.h.s. is
uniformly bounded with respect to T by the conservation of the energy.

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