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P. Snow, The vulnerability of the transferable belief model to Dutch books (Research 
Note) 
Smets and Kennes have claimed that the transferable belief model, a decision and inference 
procedure based upon the Dempster-Shafer formalism, never exposes the believer to a kind of 
betting conundrum known as a “Dutch book”. A Dutch book is constructed against the model in 
an elaboration of an example proposed by Smets and Kennes. A condition which permits this Dutch 
book is identified, and is shown to conflict with an intuition about reasonable belief revision which 
is not confined to the probabilist community. 
A. Schweikard and F. Schwarzer, Detecting geometric infeasibility 
The problem of deciding whether one or more objects can be removed from a set of other planar 
or spatial objects arises in assembly planning, computer-aided design, robotics and pharmaceutical 
drug design. In this context, it will be shown that certain D-dimensional arrangements of hyperplanes 
can be analyzed in the following way: only a single connected component is traversed, and the 
arrangement is analyzed as an arrangement of surface patches rather than full hyperplanes. In special 
cases, this reduction allows for polynomial time bounds, even if the boundary of the set of reachable 
placements has exponential complexity. The described techniques provide the basis for an exact 
method for translational assembly planning with many degrees of freedom. Experiments obtained 
with an implementation suggest that problems with random planning methods, which are related to 
the choice of internal parameters can be avoided with this exact method. In addition, unsolvability 
can be established and the program can be applied to the verification of symbolic rules describing 
the geometry. 
P. Parodi, R. Lancewicki, A. Vijh and J.K. Tsotsos, Empirically-derived estimates of 
the complexity of labeling line drawings of polyhedral scenes 
Several results have been obtained in the past about the complexity of understanding line drawings 
of polyhedral scenes. Kirousis and Papadimitriou (1988) have shown that the problem of labeling 
line drawings of trihedral scenes is NP-complete. The human brain, however. seems to grasp at a 
glance the 3D structure associated with a line drawing. A possible explanation of this discrepancy, 
offered by Kirousis and Papadimitriou themselves, is that the worst-case complexity does not reflect 
the real difficulty of labeling line drawings, which might be far less in the average or in “typical” 
cases. However. no statistical analysis has ever been carried out to test this conjecture. 
Elsevier Science 1s.V. 
The core of this paper is an algorithm for the generation of random instances of polyhedral scenes, 
Random instances of line drawings are then obtained as perspective projections of these scenes, and 
can be used as an input to standard labeling algorithms so as to derive experimental estimates of the 
complexity of these algorithms. The results indicate that the median-case complexity is linear in the 
number of junctions. This substantiates the conjecture that “typical” instances of line drawings are 
easy to label, and may help explain the ease by which the brain is able to solve the problem. 
M. Gaspari, Concurrency and knowledge-level communication in agent languages 
In this paper we try to answer the following questions: is it possible to program solely at the level 
of an agent communication language? And if this is the case, what requirements and conditions 
need to be taken into account? We argue that, although a number of languages defining abstract 
communication primitives have been proposed in the past few years, knowledge-level programming 
can only be supported if a number of careful assumptions about the communication primitives 
and the underlying architecture are made. including asynchronous communication mechanisms, 
reliable message passing, and nonblocking primitives. To achieve a more rigorous understanding 
of these issues we proceed in a formal way. First, we postulate a set of requirements that an agent 
communication language should satisfy to be regarded as knowledge-level. Then, we define a weak 
agent communication language, and we show that a synchronous version of the language does 
not satisfy requirements for knowledge-level programming. Finally. we show how an alternative 
asynchronous version of the language can be defined, which avoids the aforementioned problems. 
To prove these results, we introduce a general framework for reasoning on communication and 
concurrency aspects in the context of agent communication languages. 
P. Lucas, Analysis of notions of diagnosis 
Various formal theories have been proposed in the literature to capture the notions of diagnosis 
underlying diagnostic programs. Examples of such notions are: heuristic classification, which is 
used in systems incorporating empirical knowledge, and model-based diagnosis, which is used 
in diagnostic systems based on detailed domain models. Typically, such domain models include 
knowledge of causal, structural, and functional interactions among modelled objects. In this paper, 
a new set-theoretical framework for the analysis of diagnosis is presented. Basically, the framework 
distinguishes between ‘evidence functions’, which characterize the net impact of knowledge bases 
for purposes of diagnosis, and ‘notions of diagnosis’, which define how evidence functions are to 
be used to map findings observed for a problem case to diagnostic solutions. This set-theoretical 
framework offers a simple, yet powerful tool for comparing existing notions of diagnosis, as 
well as for proposing new notions of diagnosis. A theory of flexible notions of diagnosis, called 
refinement diagnosis. is proposed and defined in terms of this framework. Relationships with notions 
of diagnosis known from the literature are investigated. 
T.-Y. Leong, Multiple perspective dynamic decision making 
Decision making often involves deliberations in different perspectives. Distinct perspectives or views 
support knowledge acquisition and representation suitable for different types or stages of inference in 
the same discourse. This work presents a general paradigm for multiple perspective decision making 
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over time and under uncertainty. Based on a unifying task definition and a common vocabulary for 
the relevant decision problems, this new paradigm balances the trade-off between model transparency 
and solution efficiency in current decision frameworks. 
The new paradigm motivates the design of DynaMoL (Dynamic decision Modeling Language). 
a general language for modeling and solving dynamic decision problems. The DynaMoL frame- 
work differentiates inferential and representational support for the modeling task from the solution 
or computation task. The dynamic decision grammar defines an extensible decision ontology and 
supports complex problem specification with multiple interfaces. The graphical presentation conven- 
tion governs parameter visualization in multiple perspectives. The mathematical representation as 
semi-Markov decision process facilitates formal model analysis and admits multiple solution meth- 
ods. A set of general translation techniques is devised to manage the different perspectives and rep- 
resentations of the decision parameters and constraints. DynaMoL has been evaluated on a prototype 
implementation, via some comprehensive case studies in medicine. The results demonstrate practical 
promise of the framework. 
B. Webber, S. Carberry, J.R. Clarke, A. Gertner, T. Harvey, R. Rymon, R. 
Washington, Exploiting multiple goals and intentions in decision support for the 
management of multiple trauma: a review of the TraumAID project 
Managing a patient with multiple injuries is a cognitively intense task. While protocols provide 
invaluable support for maintaining quality care, they generally address a single condition, while 
multiple trauma generally involves many. The TraumAID system tries to address this by providing 
tools for reasoning, planning, plan recognition and text generation which essentially coordinate 
and integrate multiple recommendations from multiple protocols. This paper reviews work on all 
these tools, including their (individual) evaluations, setting the work within a uniform conceptual 
framework of goals, intentions and actions. Because TraumAID’s use in real-time decision support 
depends critically on electronic forms of information sharing and recording practices in the 
Emergency Trauma Center, TraumAID continues to remain a laboratory exercise. Nevertheless, the 
general value of integrating multiple protocols for decision support justifies attention to the solution 
methods TraumAID provides. 
R.E. Korf, A complete anytime algorithm for number partitioning 
Given a set of numbers, the two-way number partitioning problem is to divide them into two subsets, 
so that the sum of the numbers in each subset are as nearly equal as possible. The problem is 
NP-complete. Based on a polynomial-time heuristic due to Karmarkar and Karp, we present a 
new algorithm, called complete Karmarkar-Karp (CKK), that optimally solves the general number- 
partitioning problem, and significantly outperforms the best previously-known algorithm for large 
problem instances, For numbers with twelve significant digits or less, CKK can optimally solve two- 
way partitioning problems of arbitrary size in practice. For numbers with greater precision, CKK 
first returns the Karmarkar-Karp solution, then continues to find better solutions as time allows. Over 
seven orders of magnitude improvement in solution quality is obtained in less than an hour of running 
time. Rather than building a single solution one element at a time, or modifying a complete solution. 
CKK constructs subsolutions, and combines them together in all possible ways. This approach may 
be effective for other NP-hard problems as well. 
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S. Kambhampati, On the relations between intelligent backtracking and 
failure-driven explanation based learning in constraint satisfaction and planning 
The ideas of intelligent backtracking (IB) and explanation based learning (EBL) have developed 
independently in the constraint satisfaction, planning, machine learning and problem solving 
communities. The variety of approaches developed for IB and EBL in the various communities 
have hither-to been incomparable. In this paper, I formalize and unify these ideas under the 
task-independent framework of refinement search, which can model the search strategies used in 
both planning and constraint satisfaction problems (CSPs). I show that both IB and EBL depend 
upon the common theory of explanation analysis-which involves explaining search failures, and 
regressing them to higher levels of the search tree. My comprehensive analysis shows that most 
of the differences between the CSP and planning approaches to EBL and IB revolve around 
different solutions to: (a) how the failure explanations are computed; (b) how they are contextualized 
(contextualization involves deciding whether or not to keep the flaw description and the description 
of the violated problem constraints); and (c) how the storage of explanations is managed. The 
differences themselves can be understood in terms of the differences between planning and CSP 
problems as instantiations of refinement search. This unified understanding is expected to support a 
greater cross-fertilization of ideas among CSP, planning and EBL communities. 
J.P. Delgrande, On first-order conditional logics 
Conditional logics have been developed as a basis from which to investigate logical properties of 
“weak” conditionals representing, for example, counterfactual and default assertions. This work 
has largely centred on propositional approaches. However, it is clear that for a full account a 
first-order logic is required. Existing or obvious approaches to first-order conditional logics are 
inadequate; in particular, various representational issues in default reasoning are not addressed by 
extant approaches. Further. these problems are not unique to conditional logic, but arise in other 
nonmonotonic reasoning formalisms. I argue that an adequate first-order approach to conditional 
logic must admit domains that vary across possible worlds; as well the most natural expression of 
the conditional operator binds variables (although this binding may be eliminated by definition). 
A possible worlds approach based on Kripke structures is developed, and it is shown that this 
approach resolves various problems that arise in a first-order setting, including specificity arising 
from nested quantifiers in a formula and an analogue of the lottery paradox that arises in reasoning 
about default properties. 
M. Morreau and S. Kraus, Syntactical treatments of propositional attitudes 
(Research Note) 
Syntactical treatments of propositional attitudes are attractive to artificial intelligence researchers. 
But results of Montague (1974) and Thomason (1980) seem to show that syntactical treatments 
are not viable. They show that if representation languages are sufficiently expressive, then axiom 
schemes characterizing knowledge and belief give rise to paradox. Des Rivieres and Levesque (1986) 
characterized a class of sentences within which these schemes can safely be instantiated. These 
sentences do not quantify over the propositional objects of knowledge and belief. We argue that 
their solution is incomplete, and extend it by characterizing a more inclusive class of sentences over 
which the axiom schemes can safely range. Our sentences do quantify over propositional objects. 
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E. Fagiuoli and M. Zaffalon, 2U: an exact interval propagation algorithm for 
polytrees with binary variables 
J.W. Guan and D.A. Bell, Rough computational methods for information systems 
I. Diintsch and G. Gediga, Uncertainty measures of rough set prediction 
T. Schaub, S. Briining, Prolog technology for default reasoning: proof theory and 
compilation techniques 
T. Drakengren and P. Jonsson, A complete classification of tractability in Allen’s 
algebra relative to subsets of basic relations 
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J. Rintanen, Lexicographic priorities in default logic 
