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We prove decomposition rules for quantum Re´nyi mutual information, generalising the
relation I(A : B) = H(A)−H(A|B) to inequalities between Re´nyi mutual information and
Re´nyi entropy of different orders. The proof uses Beigi’s generalisation of Reisz-Thorin in-
terpolation to operator norms [1], and a variation of the argument employed by Dupuis [2]
which was used to show chain rules for conditional Re´nyi entropies. The resulting decom-
position rule is then applied to establish an information exclusion relation for Re´nyi mutual
information, generalising the original relation by Hall [3].
I. INTRODUCTION
Mutual information is a fundamental quantity in information theory and can be interpreted as
a measure of correlation between two random variables. Most prominently, Shannon [4] established
that the capacity of any discrete memoryless communication channel is given by the maximal mu-
tual information between the channels input and output. Beyond its original use in information
theory, it has found many other applications in information processing from such a wide range as
machine learning (see, e.g., [5–7]) and computational linguistics (see, e.g., [8]). Moreover, quantum
mutual information has analogous applications in quantum information, for example characterising
the capacity of classical to quantum channels [9–11] and the quantum channel capacity under en-
tanglement assistance [12–15]. It has also found applications in other areas of quantum physics, for
example as an entanglement and correlation measure (see, e.g., [16]) and to quantify Heisenberg’s
uncertainty principle (see [3] and [17] for a review on related work).
Quantum mutual information can be expressed in various equivalent ways, each of which eluci-
dates different properties and interpretations of the quantity. Often quantum mutual information
is defined in terms of the von Neumann entropy of its marginals (formal definitions and a discussion
of properties of all the quantities mentioned here follow in Section IIA), namely we may write
I(A : B) = H(A) +H(B)−H(AB) = H(A)−H(A|B) = H(B)−H(B|A) . (1)
These relations can be interpreted as decomposition rules, expressing the mutual information in
terms of the—conceptually simpler—von Neumann entropies of the different marginals of the joint
state of the systems A and B. By appealing to the intuition that entropy measures uncertainty
in a quantum system, they reveal that mutual information measures the uncertainty in A that is
due to the lack of knowledge of B, and vice versa. Another important and equivalent definition
of mutual information is given in terms of Umegaki’s relative entropy [18], namely as the minimal
relative entropy between the joint state ρAB and any product state between the two systems, i.e.
I(A : B)ρ = min
σA,σB
D(ρAB‖σA ⊗ σB) = min
σB
D(ρAB‖ρA ⊗ σB) = D(ρAB‖ρA ⊗ ρB) , (2)
where in the second and third expressions we used that the minimum is taken for the marginals
ρA and ρB of the joint state ρAB, respectively. This expression reveals a fundamental property
of the quantum mutual information that is not evident from the decomposition rules, namely the
data-processing inequality. Specifically, this property entails that quantum mutual information is
2monotonically non-increasing under any local processing of information on A and B. Its satisfaction
directly follows from the monotonicity under quantum channels of the underlying relative entropy
and the above equivalence. This property is crucial for many applications of the mutual information
since it corresponds to our intuition that correlations cannot be created by acting on only one of
the constituent parts (or by acting on them independently).
Following the footsteps of Re´nyi [19], various generalisations of the concept of mutual informa-
tion to a one-parameter family (parametrised by the Re´nyi order α) of operationally significant
measures have been proposed both in the classical (see, e.g., [20, 21], for recent discussions) and
the quantum setting (see, e.g., [22]). We call such measures (quantum) Re´nyi mutual information
if they satisfy the data-processing inequality. Definitions that naturally satisfy the data-processing
inequality are found by replacing the relative entropy in Eq. (2) with a (quantum) Re´nyi diver-
gence. In this work we will limit our attention to definitions based on minimal (or ‘sandwiched’)
Re´nyi divergence [23, 24] as we plan to take advantage of their close relation to non-commutative
norms. For example, we will consider the quantum Re´nyi mutual information (see Section IIB for
formal definitions)
Iα(A ; B)ρ := min
σB
Dα(ρAB‖ρA ⊗ σB) , (3)
where Dα(·‖·) denotes the minimal Re´nyi divergence and α ∈ [12 ,∞). This generalises the quantum
mutual information, which can be recovered by setting α = 1. This and similar constructions of
quantum Re´nyi mutual information have found direct operational interpretation in classical and
quantum hypothesis testing [21, 22] and are widely used in the analysis of channel coding problems
(see, e.g., [24–26]). It is important to note here that the equivalences in Eqs. (1) and (2) no longer
hold in the case of Re´nyi mutual information, and in particular if we start with Eq. (3) then we are
lacking a way to decompose the Re´nyi mutual information into Re´nyi entropies of its marginals.
The main result of this paper is to fill this gap, in the sense of providing decomposition rules
for (quantum) Re´nyi mutual information that generalise Eq. (1). These rules take the form
Iα(A ;B) ≥ Hβ(A)−Hγ(A|B) and Iα(A ; B) ≤ Hβ¯(A)−Hγ¯(A|B) (4)
for suitable choices of Re´nyi orders β, β¯, γ and γ¯. The formal result is presented in Theorem 1. The
two inequalities above reduce to the equality in Eq. (1) when we take all the parameters to 1. The
proof uses norm interpolation techniques [1], and is inspired by the proof of similar decompositions
in [2], which take the form of chain rules for conditional Re´nyi entropies.
We explore an application of Theorem 1 to information exclusion relations. These relations,
dual to Heisenberg’s uncertainty principle, give upper bounds on the total amount of correlation
between a state measured in either one of two incompatible bases and some classical memory with
information about how the initial state was prepared. Hall [3] first formalised this as the bound
I(X : Y ) + I(Z : Y ) ≤ log(d2c) . (5)
In the above, X is the classical register produced by the measurement map on the A subsystem in
an orthonormal basis {|ex〉}x, and similarly for Z and {|fz〉}z. Moreover, d is the dimension of the
system A and c = maxx,z |〈ex|fz〉|2 is the maximal overlap of the two bases. Our second result is to
give a parametrised family of information exclusion relations for Re´nyi mutual information. Indeed,
Theorem 3 not only generalises Eq. (5), but also the following improvement involving quantum
memory [27]:
I(X : B) + I(Z : B) ≤ log(d2c)−H(A|B) (6)
Further applications, for example to quantum cryptography, and a potential generalisation to the
smooth entropy framework [28, 29], are left as open questions.
3Table I. Overview of notation
Symbol Meaning
log The logarithm to base 2
A,B,C Quantum system or subsystems
HA,HB,HC The Hilbert spaces corresponding to the quantum systems, A, B and C.
HAB HA ⊗HB
L(A,B) Set of linear operators from HA to HB.
L(A) L(A,A)
D(A) The set of positive semi-definite operators in L(A) with unit trace.
CPTP(A,B) The set of completely-positive trace-preserving operator maps from L(A) to L(B)
trA(·) The partial trace over A, trA(ρA ⊗ ρB) = tr(ρA)ρB .
ρA The marginal on A. For ρAB ∈ D(AB), ρA = trB(ρAB)
σ ≫ ρ σ ‘dominates’ ρ, i.e the kernel of σ is contained in the kernel of ρ.
σ ⊥ ρ σ and ρ are perpendicular, i.e. the images of σ and ρ have empty intersection.
σ 6⊥ ρ Not perpendicular
1A ∈ L(A) The identity map on HA
XA→B An operator in L(A,B)
OpA→B(·) OpA→B : HAB → L(A,B). For basis vectors |ei〉 ∈ HA, |fj〉 ∈ HB, |ei〉 ⊗ |fj〉 7→ |fj〉〈ei|
Op(|ψ〉) The operator representation of |ψ〉 ∈ H
‖ · ‖p The operator p-norm, ‖X‖p = tr
[
(X†X)
p
2
] 1
p . This is not a norm for p < 1.
The remainder of this paper is structured as follows. Section II introduces the necessary notation
and definitions. Section III formally presents our two main theorems, with the proofs given in
Sections IV and V, respectively.
II. NOTATION AND DEFINITIONS
We use standard notation as summarised in Table I. Additionally, shorthands are used for the
following expressions:
α′ =
α− 1
α
and αˆ =
α
2α− 1 , i.e.
1
α
+
1
αˆ
= 2. (7)
This produces some equivalences that will be useful for later calculations. We have
α′α = α′
(
1
1− α′
)
=
α′
1− α′ , (8)
α′αˆ = α′
(
α
2α− 1
)
= α′α
(
2
1− α′ − 1
)−1
=
(
α′
1− α′
)(
1− α′
1 + α′
)
=
α′
1 + α′
and (9)
−α′ = 1− α
α
=
(
1− αˆ
2αˆ− 1
)(
2αˆ − 1
αˆ
)
=
2αˆ− 1
αˆ
− 1 = αˆ′. (10)
4A. Re´nyi entropy
Originally proposed in [19], the Re´nyi entropy of order α ∈ (0, 1) ∪ (1,∞) of a classical random
variable X, distributed according to the probability law P , is defined as
Hα(X) =
1
1− α log
(∑
x
P (X = x)α
)
. (11)
It generalises the well-known Shannon entropy [4] and serves to weigh outcomes with more or less
likelihood differently depending on the order α. The Shannon entropy is recovered in the limit
α→ 1.
The quantum Re´nyi entropy is a quantum generalisation of the Re´nyi entropy and is derived in
an analogous way to von Neumann entropy: for a probability density matrix ρ ∈ D(A), we define
Hα(A)ρ =
1
1− α log tr(ρ
α). (12)
There are some particular choices of α which are either mathematically convenient or reflect specific
physical situations.
When α→ 1 we recover the von Neumann entropy, which we denote
H1(A)ρ := H(A)ρ = − tr(ρ log ρ). (13)
When α = 2 we have the ‘collision’ entropy, which characterises the purity of a quantum system:
H2(A)ρ = − log tr(ρ2). (14)
The max-entropy could be naturally defined for α→ 0 but, due to some mathematical restrictions,
we instead use α = 1/2. We have
H0(A)ρ = log |supp(ρ)|, (15)
H 1
2
(A)ρ = Hmax(A)ρ = 2 log tr(
√
ρ). (16)
The last quantity, and perhaps the most useful except for α → 1, is the min-entropy which we
obtain for α→∞.
H∞(A)ρ = Hmin(A)ρ = − log max
i
λi, (17)
where {λi} are the eigenvalues of ρ.
B. Minimal Re´nyi divergence and related quantities
We now introduce the ‘sandwiched’ Re´nyi divergence [23, 24]. For ρ, σ ∈ D(A) and α ∈ (0, 1) ∪ (1,∞)
Dα(ρ‖σ) :=
{
1
α−1 log tr
[(
σ
1−α
2α ρσ
1−α
2α
)α]
if ρ 6⊥ σ ∧ (σ ≫ ρ ∨ α < 1)
∞ else
. (18)
From this point we will refer to this quantity as simply ‘Re´nyi divergence’. Before we explore this
concept further we first look at the simpler case where α = 1. This case recovers Umegaki’s relative
entropy [18], often called the quantum relative entropy,
D(ρ‖σ) = tr [ρ(log ρ− log σ)] . (19)
5We can use this quantity to obtain definitions of the von Neumann entropies that are equivalent
to the intuitive definitions derived from the chain and decomposition rules, i.e.
H(AB)ρ = −D(ρAB‖1AB), (20)
H(A|B)ρ = −D(ρAB‖1A⊗ρB) (21)
= − tr(ρAB log ρAB) + tr(ρB log ρB) (22)
= H(AB)ρ −H(B)ρ, (23)
I(A : B)ρ = D(ρAB‖ρA ⊗ ρB) (24)
= tr(ρAB log ρAB)− tr(ρA log ρA)− tr(ρB log ρB) (25)
= H(A)ρ +H(B)ρ −H(AB)ρ (26)
= H(A)ρ −H(A|B)ρ. (27)
In fact we obtain equivalent definitions for the mutual information by minimising over one or both
subsystems in the following way. If we consider the positive-definiteness of the relative entropy due
to Klein’s inequality [30] and observe that when σB = ρB then D(ρB‖σB) = 0 we can write
I(A : B)ρ = D(ρAB‖ρA ⊗ ρB) + inf
σB∈D(B)
D(ρB‖σB) (28)
= tr(ρAB log ρAB − ρAB log(ρA ⊗ ρB)) + tr(ρB log ρB)− inf
σB∈D(B)
tr(ρB log σB) (29)
= inf
σB∈D(B)
tr(ρAB log ρAB − ρAB log(ρA ⊗ σB)) (30)
= inf
σB∈D(B)
D(ρAB‖ρA ⊗ σB). (31)
A similar calculation can be used to show that the equivalence also holds when minimised over
both subsystems, i.e.
I(A : B)ρ = inf
σA∈D(A)
σB∈D(B)
D(ρAB‖σA ⊗ σB). (32)
Unfortunately, this equivalence does not extend to Re´nyi divergence but we can still define the
relevant quantum Re´nyi entropies accordingly. The following notation is adapted from the notation
introduced in [31]. We define the quantum Re´nyi entropy as
Hα(A)ρ = −Dα(ρA‖1A). (33)
The ‘sandwiched’ conditional entropy can be defined
H↓α(A|B)ρ = −Dα(ρAB‖1A⊗ρB) or (34)
H↑α(A|B)ρ = − inf
σB∈D(B)
Dα(ρAB‖1A⊗σB). (35)
The ordering H↓α(A|B)ρ ≤ H↑α(A|B)ρ, obvious from the definition, is indicated by the direction of
the superscript arrow. We can safely assume that 1A⊗σB ≫ ρAB, since any choice of σB where this
is not the case would certainly not achieve the infimum. The ‘sandwiched’ mutual information [22]
is defined
I↑α(A ; B)ρ = inf
σB∈D(B)
Dα(ρAB‖ρA ⊗ σB) or (36)
I↓α(A : B)ρ = inf
σA∈D(A)
σB∈D(B)
Dα(ρAB‖σA ⊗ σB). (37)
6Similarly, the superscript arrows indicate the ordering of each version and we satisfy the support
condition as result of the minimisations. The use of ‘;’ in Eq. (36) indicates that this quantity is
not symmetric in its arguments, whereas Eq. (37) is.
There are a few properties of the Re´nyi divergence which we find particularly useful: it gener-
alises the the von Neumann entropy, it is monotone in α [1], it is mathematically convenient as it
is closely related to norms and exhibits duality relations [1, 23], and it satisfies the data-processing
inequality [1, 32].
These properties naturally extend to any quantity defined using Re´nyi divergence, which coin-
cide with the mathematical and physical interpretation of quantum entropies. Monotonicity in α
reflects the expected behaviour of Re´nyi entropy when weighing more or less likely outcomes dif-
ferently. The data-processing inequality reflects that entropy can only ever increase (or correlation
decrease) when information is processed (on each system independently).
We also make use of the following notation for the generalised Re´nyi mutual information [22]
and conditional entropy:
Hα(ρAB‖τB) = −Dα(ρAB‖1A⊗τB), (38)
Iα(ρAB‖τA) = inf
σB∈D(B)
Dα(ρAB‖τA ⊗ σB). (39)
We can easily verify that the above quantities generalise Eqs. (34)-(37), i.e.
H↓α(A|B)ρ = Hα(ρAB‖ρB), H↑α(A|B)ρ = sup
σB∈D(B)
Hα(ρAB‖σB), (40)
I↑α(A ;B)ρ = Iα(ρAB‖ρA), I↓α(A : B)ρ = inf
σA∈D(A)
Iα(ρAB‖σA). (41)
III. FORMAL RESULTS AND DISCUSSION
A. Quantum Re´nyi mutual information decomposition rules
We can establish the following generalisations of the von Neumann mutual information decom-
position rule in the form of inequalities whose direction depends on the choice of Re´nyi order of
each entropic quantity.
Theorem 1. For α > 0, β, γ ≥ 1/2 satisfying α
α− 1 =
β
β − 1 +
γ
γ − 1 we have, in the case when
(α− 1)(β − 1)(γ − 1) > 0,
I↑γ (A ;B)ρ ≥ Hβ(B)ρ −H↓α(B|A)ρ, (42)
I↓γ (A : B)ρ ≥ Hβ(B)ρ −H↑α(B|A)ρ. (43)
Otherwise, when (α− 1)(β − 1)(γ − 1) < 0,
I↑γ (A ;B)ρ ≤ Hβ(B)ρ −H↓α(B|A)ρ, (44)
I↓γ (A : B)ρ ≤ Hβ(B)ρ −H↑α(B|A)ρ. (45)
This theorem follows from two components. The first is a re-expression of the relevant entropies
to an operator norm form using operator-vector correspondence (see [33]), based on the technique
used in [2]. The second is a Riesz-Thorin type interpolation result for operator norms developed
in [1].
7In the case of Eqs. (45) and (43), we have symmetry in A and B, giving us two additional
inequalities with the systems swapped on the right-hand side.
Although there are many valid choices for the parameters, these choices are surprisingly limited.
Fixing one parameter often leads to a restriction on the available regions for the other two, especially
in the case when one parameter is greater than 2, see appendix A for more detail. When applied
to Theorem 3, these restrictions result in a relatively weak statement where we must have α > 23 .
Whether these valid ranges can be improved is still an open question.
However, due the monotonicity in α of the Re´nyi divergence we have that the quantum
Re´nyi condtional entropy and the quantum Re´nyi mutual information are non-increasing and non-
decreasing respectively. This implies that Eqs. (42) and (43) additionally hold for αα−1 ≥ ββ−1+ γγ−1
and Eqs. (44) and (45) additionally hold for αα−1 ≤ ββ−1 + γγ−1 .
Incorporating the conditional entropy chain rule from [2] we can establish the following supple-
mentary inequalities.
Corrolary 2. For α, β, γ, δ > 1/2 such that
δ
δ − 1 =
α
α− 1 +
β
β − 1 +
γ
γ − 1 we have, when
δ < α, β, γ
I↓γ (A : B)ρ ≥ Hα(A)ρ +Hβ(B)ρ −Hδ(AB)ρ, (46)
and, when δ > α, β, γ
I↑γ(A ;B)ρ ≤ Hα(A)ρ +Hβ(B)ρ −Hδ(AB)ρ. (47)
B. A quantum Re´nyi information exclusion relation
As an immediate application of Theorem 1, we can derive the following bipartite information
exclusion relation for quantum Re´nyi entropies.
Theorem 3. For α > 2/3, 1/2 ≤ β, γ < 4/3 satisfying both α
α− 1 ≤
1
β − 1 +
1
γ − 1 and
(α− 1)(β − 1)(γ − 1)< 0,
I↑β(B ;X)ρ + I
↑
γ (B ; Z)ρ ≤ log(d2c)−H↓α(A|B)ρ. (48)
This follows from an application of Eq. (45) to a generalisation of a Maassen-Uffink type relation
developed in [34] using a method analogous to the derivation of the Hall principle Eq. (5).
Given that B is some classical memory, the Hall principle can be recovered when α, β, γ → 1.
We also have the following interesting cases: Choosing α = 2/3 implies γ = β2β−1 , which in turn
gives us β = 1/2 =⇒ γ →∞.
With α →∞ we obtain γ = 2β−3β−2 and β = 1/2 =⇒ γ = 4/3. This case is further explored in
Corollary 15.
For α = 2 we have γ = 3β−42β−3 and β = 1/2 =⇒ γ = 5/4.
IV. PROOF OF THEOREM 1
The proof of Theorem 1 draws on two major components: an interpolation result for operator
norms (Theorem 4) and a re-expression of the relevant entropic quantities to operator norms
(Lemma 5) which the interpolation can then be performed on. This machinery is then employed
in Propositions 10, 11 and 12, which explore the possible permutations of parameters.
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We employ the following interpolation result from [1] which generalises Riesz-Thorin interpo-
lation to operator norms. This result relies on Ho¨lders inequality and the log convexity found in
the Hadamard three-line theorem. We present it in a slightly less general form than originally
proposed.
Theorem 4 (Beigi [1]). Let F : S → L(A), be a bounded map from the complex strip S := {z ∈ C :
0 ≤ Re(z) ≤ 1} into the linear operators on HA which is holomorphic on the interior of S and
continuous on the boundary. Let 0 ≤ θ ≤ 1.
For
1
pθ
=
1− θ
p0
+
θ
p1
, (49)
and with Mk = sup
t∈R
‖F (k + it)‖pk , (50)
we have ‖F (θ)‖pθ ≤M1−θ0 Mθ1 . (51)
The following lemma yields some useful operator norm forms of the relevant entropic quantities
that are compatible with Theorem 4.
Lemma 5. For a pure state |ϕ〉 ∈ HABC with |ϕ〉〈ϕ| = ρ and X = XB→AC = OpB→AC(|ϕ〉).
Given (σA ⊗ σB)≫ ρAB and α ∈ (0, 1) ∪ (1,∞) we have
Hα(ρAB‖σA) = − log sup
τC∈D(C)
∥∥∥∥(σ−1A ⊗ τC)α′2 X
∥∥∥∥
2
α′
2
, (52)
Hα(B)ρ = − log ‖X‖
2
α′
2α , (53)
if in addition α ≥ 12 ,
Iα(ρAB‖σB) = log sup
τC∈D(C)
∥∥∥∥(σ−1A ⊗ τC)α′2 X
∥∥∥∥
2
α′
2αˆ
. (54)
The proof of Lemma 5 relies on the operator-vector correspondence. Below, we summarise the
relevant properties which follow from the definitions in Table I. For proofs see [33, Chap. 1.1].
Lemma 6. Let |ψ〉 ∈ HAB, ρA ∈ L(A) and σB ∈ L(B). Then OpA→B (ρA ⊗ σB |ψ〉) =
σBOpA→B(|ψ〉)ρA.
Lemma 7. Let |ψ〉 ∈ HAB. Then
‖ |ψ〉 ‖2 = 〈ψ|ψ〉 = tr
[
OpA→B(|ψ〉)†OpA→B(|ψ〉)
]
= ‖OpA→B(|ψ〉)‖2. (55)
Lemma 8. Let |ψ〉 ∈ HAB, ρ = |ψ〉〈ψ|. Then ρA = OpA→B(|ψ〉)†OpA→B(|ψ〉) and
ρB = OpA→B(|ψ〉)OpA→B(|ψ〉)†.
Proof of Eq. (52). We have from equation (19) in [23] that we can write
Hα(ρAB‖σA) = − log sup
τC∈D(C)
〈ϕ| σ−α′A ⊗ 1B ⊗τα
′
C |ϕ〉
1
α′ . (56)
9Also, using Lemma 6 we have
OpB→AC
(
σ
−α′
2
A ⊗ 1B ⊗τ
α′
2
C |ϕ〉
)
=
(
σ
−α′
2
A ⊗ τ
α′
2
C
)
X. (57)
From this we can deduce, using Lemma 7,
〈ϕ| σ−α′A ⊗ 1B ⊗τα
′
C |ϕ〉
1
α′ =
∥∥∥∥σ−α
′
2
A ⊗ 1B ⊗τ
α′
2
C |ϕ〉
∥∥∥∥
2
α′
2
(58)
=
∥∥∥∥OpB→AC
(
σ
−α′
2
A ⊗ τ
α′
2
C |ϕ〉
)∥∥∥∥
2
α′
2
(59)
=
∥∥∥∥
(
σ
−α′
2
A ⊗ τ
α′
2
C
)
X
∥∥∥∥
2
α′
2
. (60)
Proof of Eq. (53). From Lemma 8 we can see that ρB = X
†X, hence we have
Hα(B)ρ = − log
∥∥∥X†X∥∥∥ 1α′
α
= − log ‖X‖
2
α′
2α . (61)
The proof of (54) relies on a duality result from [22].
Lemma 9. For α ∈ [1/2,∞), we have Iα(ρAB‖τA) = −Iαˆ(ρAC‖τ−1A ).
Proof of Eq. (54). Using operator-vector correspondence we can re-express the generalised Re´nyi
mutual information using operator norms.
Iα (ρAB‖τA) = 1
α− 1 log infσB∈D(A) tr
([
(τA ⊗ σB)
−α′
2 ρAB (τA ⊗ σB)
−α′
2
]α)
(62)
= log inf
σB∈D(A)
∥∥∥∥(τA ⊗ σB)−α′2 XC→ABX†C→AB (τA ⊗ σB)−α′2
∥∥∥∥
1
α′
α
(63)
= log inf
σB∈D(A)
∥∥∥∥(τA ⊗ σB)−α′2 XC→AB
∥∥∥∥
2
α′
2α
. (64)
Using Lemma 9 and Eq. (64) we can write
Iα (ρAB‖σA) = −Iαˆ
(
ρAC‖σ−1A
)
(65)
= − log inf
ωC∈D(C)
∥∥∥∥
(
σ
αˆ′
2
A ⊗ ω
−αˆ′
2
C
)
X
∥∥∥∥
2
αˆ′
2αˆ
(66)
= log sup
ωC∈D(C)
∥∥∥∥
(
σ
−α′
2
A ⊗ ω
α′
2
C
)
X
∥∥∥∥
2
α′
2αˆ
. (67)
10
B. Applying Beigi’s Theorem
Before moving forward with the main component of the proof of Theorem 1 we will first look
at some motivation for the choice of parameters.
We want to use the interpolation result to find inequalities of the form
−Hα(B|A)ρ ≤ Iγ(A : B)ρ −Hβ(B)ρ.
Exponentiating on both sides and keeping in mind that we can express the resulting quantities
as operator norms to the power of a function of the relevant parameter we obtain an inequality of
the form
‖XB|A‖
2
α′
pα ≤ ‖XB‖
2
β′
pβ‖XA:B‖
2
γ′
pγ , (68)
where XB|A, etc. are simply place-holders for the actual operators, used for brevity. We can then
put Eq. (68) in the form required for Beigi’s Theorem by taking both sides to the power of α
′
2 ,
resulting in
‖XB|A‖pα ≤ ‖XB‖
α′
β′
pβ ‖XA:B‖
α′
γ′
pγ ,
where 1− θ = α′β′ and θ = α
′
γ′ . This implies
1− α
′
γ′
=
α′
β′
=⇒ 1
α′
=
1
β′
+
1
γ′
. (69)
We can find the reverse of the inequality in Eq. (68) by negating all the exponents but this does
not affect Eq. (69). Additionally, the order of the quantities in Eq. (68) has no effect, since we can
choose a θ in each case that reproduces Eq. (69).
For example we could rewrite Eq. (68) as
‖XA:B‖
−2
γ′
pγ ≤ ‖XB|A‖
−2
α′
pα ‖XB‖
2
β′
pβ . (70)
To apply Theorem 4 in this case we would choose 1− θ = γ′α′ and θ = −γ
′
β′ , resulting in 1+
γ′
β′ =
γ′
α′ ,
which is again Eq. (69).
A more in-depth discussion of the implications and restrictions of this condition, which inform
the choices in the following propositions, is deferred to Appendix A.
Theorem 1 can be proved directly from the following propositions which make use of the above
results.
Proposition 10. Let α, β, γ be such that 1α′ =
1
β′ +
1
γ′ . Then, the following holds:
For α ∈ (1, 2), β, γ ∈ (1,∞), we find
I↑γ(A ;B)ρ ≥ Hβ(B)ρ −H↓α(B|A)ρ and (71)
I↓γ(A : B)ρ ≥ Hβ(B)ρ −H↑α(B|A)ρ. (72)
For α ∈ [2/3, 1) , β, γ ∈ [1/2, 1), we find
I↑γ(A ;B)ρ ≤ Hβ(B)ρ −H↓α(B|A)ρ and (73)
I↓γ(A : B)ρ ≤ Hβ(B)ρ −H↑α(B|A)ρ. (74)
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Proof. Choose F (z) = (σ−1A ⊗ τC)
zγ′
2 X, θ = α
′
γ′ , p0 = 2β, p1 = 2γˆ. With these choices we can
determine θ = α′
(
1
α′ − 1β′
)
= 1− α′β′ , hence 1− θ = α
′
β′ .
We can also calculate the appropriate value of pθ to use Theorem 4:
1
pθ
=
α′
2β′β
+
α′
2γ′γˆ
=⇒ 2
α′pθ
=
1− β′
β′
+
1 + γ′
γ′
=
γ′ + β′
β′γ′
=
1
β′
+
1
γ′
, (75)
thus we can conclude that pθ = 2.
We can therefore calculate that
‖F (θ)‖pθ =
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
2
. (76)
Additionally,
‖F (i t)‖p0 =
∥∥∥∥(σ−1A ⊗ τC) i tγ′2 X
∥∥∥∥
2β
(77)
and
‖F (1 + i t)‖p1 =
∥∥∥∥(σ−1A ⊗ τC) (1+i t)γ′2 X
∥∥∥∥
2γˆ
. (78)
Since (σ−1A ⊗ τC)
i tγ′
2 is unitary for all t ∈ R we can write
M0 = ‖X‖2β and M1 =
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
2γˆ
. (79)
Applying Theorem 4 we have
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
2
≤ ‖X‖
α′
β′
2β
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
α′
γ′
2γˆ
. (80)
First, consider α′ > 0. Maximising over τC on both sides we have
sup
τC∈D(C)
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
2
α′
2
≤ ‖X‖
2
β′
2β sup
τC∈D(C)
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
2
γ′
2γˆ
. (81)
Choose σA = ρA. Then
sup
τC∈D(C)
∥∥∥(ρ−1A ⊗ τC)α′2 X∥∥∥
2
α′
2
≤ sup
τC∈D(C)
‖X‖
2
β′
2β
∥∥∥∥(ρ−1A ⊗ τC)γ′2 X
∥∥∥∥
2
γ′
2γˆ
. (82)
Using Lemma 5, we can rewrite this as
−H↓α(B|A)ρ ≤ −Hβ(B)ρ + I↑γ(A ; B)ρ (83)
=⇒ I↑γ(A ; B)ρ ≥ Hβ(B)ρ −H↓α(B|A)ρ. (84)
Similarly, if we minimise over σA on both sides we arrive at Eq. (72).
If instead α′ < 0, we obtain
sup
τC∈D(C)
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
2
α′
2
≥ sup
τC∈D(C)
‖X‖
2
β′
2β
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
2
γ′
2γˆ
. (85)
We can again choose σA = ρA or minimise over σA, giving us Eqs. (73) and (74) respectively. The
valid ranges can be determined using Lemma 16.
12
Proposition 11. Let α, β, γ be such that 1α′ =
1
β′ +
1
γ′ . Then, the following holds.
For α ∈ (0, 1), γ ∈ [1/2, 1), β ∈ (1,∞), we find
I↑γ(A ;B)ρ ≥ Hβ(B)ρ −H↓α(B|A)ρ and (86)
I↓γ(A : B)ρ ≥ Hβ(B)ρ −H↑α(B|A)ρ. (87)
For β ∈ [1/2, 1), γ ∈ (1, 2), α ∈ (1,∞), we find
I↑γ(A ;B)ρ ≤ Hβ(B)ρ −H↓α(B|A)ρ and (88)
I↓γ(A : B)ρ ≤ Hβ(B)ρ −H↑α(B|A)ρ. (89)
Proof. Choose F (z) = (σ−1A ⊗ τC)
zα′
2 X, θ = γ
′
α′ , p0 = 2β, p1 = 2. We have, as before,
1− θ = −γ′β′ and through a similar calculation we can conclude that pθ = 2γˆ.
We have
‖F (θ)‖pθ =
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
2γˆ
, ‖F (i t)‖p0 =
∥∥∥(σ−1A ⊗ τC) i tα′2 X∥∥∥
2β
(90)
and ‖F (1 + i t)‖p1 =
∥∥∥∥(σ−1A ⊗ τC) (1+i t)α′2 X
∥∥∥∥
2
, (91)
hence M0 = ‖X‖2β and M1 =
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
2
. Applying Theorem 4 we have
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
2γˆ
≤ ‖X‖
−γ′
β′
2β
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
γ′
α′
2
. (92)
First, we consider the case where γ′ > 0. It follows that
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
2
γ′
2γˆ
≤ ‖X‖
−2
β′
2β
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
2
α′
2
. (93)
As in Proposition 10, we can maximise over τC and on both sides. Continuing the same pro-
cedure by choosing σA = ρA or minimising over σA we arrive at Eqs. (88) and (89). Repeating
the same process with the assumption γ′ < 0 yields Eqs. (86) and (87). We can again refer to
Lemma 16 to determine the valid ranges.
Proposition 12. Let α, β, γ be such that 1α′ =
1
β′ +
1
γ′ . Then, the following holds.
For α ∈ (0, 1), β ∈ [1/2, 1), γ ∈ (1,∞), we find
I↑γ(A ;B)ρ ≥ Hβ(B)ρ −H↓α(B|A)ρ and (94)
I↓γ(A : B)ρ ≥ Hβ(B)ρ −H↑α(B|A)ρ. (95)
For γ ∈ [1/2, 1), β ∈ (1, 2), α ∈ (1,∞), we find
I↑γ(A ;B)ρ ≤ Hβ(B)ρ −H↓α(B|A)ρ and (96)
I↓γ(A : B)ρ ≤ Hβ(B)ρ −H↑α(B|A)ρ. (97)
13
Proof. Choose F (z) = (σ−1A ⊗ τC)
γ′
2
−z γ
′α′
2β′ X, θ = β
′
α′ , p0 = 2γˆ, p1 = 2. As above, 1− θ = −β
′
γ′
and pθ = 2β.
We have
‖F (θ)‖pθ = ‖X‖2β , ‖F (i t)‖p0 =
∥∥∥∥(σ−1A ⊗ τC)γ′2 − i tγ′α′2β′ X
∥∥∥∥
2γˆ
(98)
and ‖F (1 + i t)‖p1 =
∥∥∥∥(σ−1A ⊗ τC)α′2 − i tγ′α′2β′ X
∥∥∥∥
2
, (99)
hence M0 =
∥∥∥∥(σ−1A ⊗ τC)γ′2 X
∥∥∥∥
2γˆ
and M1 =
∥∥∥(σ−1A ⊗ τC)α′2 X∥∥∥
2
. Applying Theorem 4 and per-
forming the same procedure as in Propositions 10 and 11, for both β′ > 0 and β′ < 0 we obtain
Eqs. (94), (95), (96) and (97). For the valid ranges, we have a similar situation as in Proposition 11
but with symmetry in β and γ.
We may now prove Theorem 1:
Proof of Theorem 1. All that remains is to combine the three propositions and examine the valid
ranges. We have from Lemma 16 that the three propositions cover all possible permutations of the
parameters, and hence all valid values of α, β and γ.
For the forward inequality, i.e. Eqs. (71), (72), (86), (87), (94) and (95) we can see that either
(α, β, γ > 1), (α, γ < 1, β > 1) or (α, β < 1, γ > 1), which all satisfy (α− 1)(β − 1)(γ − 1) > 0.
For the reverse inequality, i.e. Eqs. (73), (74), (88), (89), (96) and (97) we have either
(α, β, γ < 1), (α, γ > 1, β > 1) or (α, β > 1, γ < 1), which all satisfy (α− 1)(β − 1)(γ − 1) < 0.
C. Decomposition rule in terms of the joint entropy
We now include the proof of Corollary 2, showing that we may also establish a somewhat weaker
inequality that does not involve the conditional entropy and generalises the alternative form of the
quantum mutual information decomposition rule. Note that this alternative form is equivalent for
α = 1 but this equivalence does not extend to general Re´nyi order.
Proof of Corollary 2. From Theorem 1 in [2] we have for 1α′ =
1
β′ +
1
γ′ that
H↑β(A|B)ρ ≤ Hα(AB)ρ −Hγ(B)ρ, (100)
if (α− 1)(β − 1)(γ − 1) > 0, and
H↓β(B|A)ρ ≥ Hα(AB)ρ −Hγ(A)ρ, (101)
if (α− 1)(β − 1)(γ − 1) < 0.
We begin with Eq. (43) then substitute in Eq. (100) with valid parameters
I↓γ (A : B)ρ ≥ Hα(A)ρ −H↑α1(A|B)ρ (102)
≥ Hα(A)ρ +Hβ(B)ρ −Hδ(AB)ρ, (103)
where 1δ′ − 1β′ = 1α′ + 1γ′ . We know from Corollary 17 that both
(α − 1)(α1 − 1)(γ − 1) > 0 then α1 < α, γ and (104)
(β − 1)(α1 − 1)(δ − 1) > 0 then δ < α1, β. (105)
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Similarly, if we begin with Eqs. (44) and substitute in Eq. (101) we arrive at Eq. (47) but with
(α− 1)(α1 − 1)(γ − 1) < 0 then α1 > α, γ, and (106)
(β − 1)(α1 − 1)(δ − 1) < 0 then δ > α1, β. (107)
V. PROOF OF THEOREM 3
Hall’s result [3] follows from an extension of the Maassen-Uffink relation [35], found in [17]:
H(X|Y ) +H(Z|Y ) ≥ − log c. (108)
Substituting the Shannon mutual information decomposition rule [36, Chap. 11], rearranging the
inequality and using the fact that H(X) ≤ log |X| = log d to maximise over the non-conditional
entropies yields the relation. We will follow a similar approach.
We first show a generalisation of a bipartite quantum Re´nyi uncertainty relation found in [34,
Eq. (7.24)]. One of the quantum Re´nyi decomposition rules from Theorem 1 is then applied to
derive a quantum Re´nyi information exclusion relation.
A. A generalised bipartite quantum uncertainty relation
We first establish a Maassen-Uffink type bipartite uncertainty relation expressed in terms of the
generalised Re´nyi conditional entropy Eq. (38).
Lemma 13. Let MX ∈ CPTP(A,X) and MZ ∈ CPTP(A,Z) be two incompatible measurement
maps, defined by the orthonormal basis {|ex〉}x of X such that MX(ρ) =
∑
x 〈ex| ρ |ex〉 |ex〉〈ex| and
similarly for MZ , {|fz〉}z and Z.
For α, β, γ ≥ 1/2 such that αα−1 = β1−β + γγ−1 and (α− 1)(β − 1)(γ − 1) < 0,
Hβ(MX(ρAB)‖σB) +Hγ(MZ(ρAB)‖σB) ≥ Hα(ρAB‖σB)− log c. (109)
Before we detail the proof of Lemma 13 we first introduce a specific form of the Stinespring
dilation [37].
Defintion 14 (Stinespring dilation). M ∈ CPTP(A,B) if and only if there exists an isometry
U ∈ L(A,BC) such that M(ρ) = trC(UρU †) for all ρ ∈ D(A).
Proof of Lemma 13. Let SZ ∈ CPTP(A,ZZ ′) be the Stinespring dilation of MZ such that
SZ(ρA) =
∑
z,z′
〈fz| ρA |fz′〉 |fz〉〈fz′ | ⊗ |fz〉〈fz′ | . (110)
We use the same argument as the proof of [34, Theorem 7.6], but without maximising over σZ′B,
to arrive at
Hα(MX(ρAB)‖σB) ≥ Hα(SZ(ρAB)‖σZ′B)− log c. (111)
The two main components of this argument are the comparisons:
Hα (SZ(ρAB)‖σZ′B) ≤ −Dα (MX(ρAB)‖MX (SZ(1Z ⊗σZ′B))) and (112)
MX (SZ(1Z ⊗σZ′B)) =
∑
x,z
|〈ex|fz〉|2 |ex〉〈ex| ⊗ 〈fz|σZ′B |fz〉 ≤ c1X ⊗σZ . (113)
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Substituting Eq. (113) into Eq. (112) yields Eq. (111).
Let ρ, σ ∈ D(ABC) be pure states and α, β, γ ≥ 1/2 such that αα−1 = β1−β + γγ−1 and
(α− 1)(β − 1)(γ − 1) < 0. Then by Theorem 1 in [2] we can write
Hβ(ρ‖σBC ) ≥ Hα(ρ‖σC)−Hγ(ρBC‖σC). (114)
Substituting Eq. (114) into Eq. (111) we have
Hβ(MX(ρAB)‖σB) ≥ Hα(SZ(ρAB)‖σB)−Hγ(trZ(SZ(ρAB))‖σB)− log c. (115)
Using the fact that the marginals on ZB and ZB′ of the state SZ(ρAB) are equivalent and that
the conditional entropies are invariant under local isometries we obtain Eq. (109).
B. Applying the decomposition rule
Proof of Theorem 3. Starting with Eq. (109), choosing parameters which satisfy the conditions
and setting σ = ρ, we can write
H↓
β¯
(X|B)ρ +H↓γ¯ (Z|B)ρ ≥ − log c+H↓α(A|B)ρ. (116)
For each conditional entropy on the left-hand side we can derive the following inequalities from
Eq. (44):
H↓
β¯
(X|B)ρ ≤ Hβ˜(X)ρ − I↑β(B ;X)ρ, (117)
H↓γ¯ (Z|B)ρ ≤ Hγ˜(Z)ρ − I↑γ(B ; Z)ρ. (118)
We can then write
Hβ˜(X)ρ − I↑β(B ;X)ρ +Hγ˜(Z)ρ − I↑γ (B ; Z)ρ ≥ − log c+H↓α(A|B)ρ (119)
=⇒ I↑β(B ;X)ρ + I↑γ (B ; Z)ρ ≤ Hβ˜(X)ρ +Hγ˜(Z)ρ + log c−H↓α(A|B)ρ (120)
≤ log(d2c)−H↓α(A|B)ρ. (121)
The last line is due to Hα(A)ρ ≤ log d for all α.
We can optimise the parameters when β˜, γ˜ = 12 , hence
α
α− 1 ≤
β
β − 1 +
β˜
β˜ − 1 +
γ
γ − 1 +
γ˜
γ˜ − 1 (122)
≤ β
β − 1 − 1 +
γ
γ − 1 − 1 (123)
≤ 1
β − 1 +
1
γ − 1 . (124)
Choosing α → ∞ we have the following corollary which summarises the possible choices of
parameters which produce an optimal inequality.
Corrolary 15. Given the same conditions as Theorem 3, for α ≥ 1/2, we have
I↑α(B ;X)ρ + I
↑
2α−3
α−2
(B ; Z)ρ ≤ log(d2c)−Hmin(A|B)ρ. (125)
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Proof. We know lim
η→∞
η/(η − 1) = 1, hence if we take the order parameter on the conditional entropy
to ∞, we obtain the relationship
1 ≤ 1
α− 1 +
1
β − 1 , (126)
from which we can deduce β ≤ α−1α−2 + 1 = 2α−3α−2 .
Appendix A: Analysis of related Re´nyi orders
The following lemma serves to explore the important relationship between the Re´nyi orders
which is motivated by the application of Theorem 4. We show what ranges result for each possible
permutation of the signs of the orders by examining the asymptotic behaviour of this relationship.
This then informs the possible choices of θ in Propositions 10, 11 and 12.
Lemma 16. If α > 0, β, γ > 1/2 and are related by
α
α− 1 =
β
β − 1 +
γ
γ − 1 (A1)
and assuming, without loss of generality, that β > γ, then the following are true and cover all
possible cases up to symmetry:
If 0 <
α′
β′
< 1 then either
Case 1. α, β, γ > 1, α < γ < β and α ∈ (1, 2), β, γ ∈ (1,∞), (A2)
or
Case 2. α, β, γ < 1, γ < β < α and α ∈ [2/3, 1), β, γ ∈ [1/2, 1). (A3)
If 0 <
β′
α′
< 1 then
Case 3. α, β > 1, γ < 1, γ < β < α and γ ∈ [1/2, 1), β ∈ (1, 2), α ∈ (1,∞). (A4)
If 0 <
γ′
α′
< 1 then
Case 4. α, γ < 1, β > 1, α < γ < β and α ∈ (0, 1), γ ∈ [1/2, 1), β ∈ (1,∞). (A5)
Proof. First we will investigate the possible cases or, more specifically, the cases missing from the
lemma. Given three independent binary options there are 8 possible permutations. Of the four
that are missing the following: (α, γ > 1, β < 1) and (α, β < 1, γ > 1), contradict the assumption
that β > γ. The remaining two: (α > 1, β, γ < 1) and (α < 1, β, γ > 1), never satisfy Eq. (A1).
We can now explore the implications of each of the assumptions.
Consider 0 < α
′
β′ < 1. It is evident that (α − 1)(β − 1) > 0, a condition which now excludes
Case 4. However, we can examine the two situations where this condition is satisfied:
0 <
α′
β′
< 1 =⇒
{
α < β if α, β > 1
α > β if α, β < 1.
(A6)
It is clear that Case 3 does not satisfy these implications but that Cases 1 and 2 do depending
on the sign of α− 1.
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For Case 1, we can calculate that lim
η→1+
η
η − 1 =∞ and limη→∞
η
η − 1 = 1.
Since α, β and γ are related by Eq. (A1), we have
α −→ 1 =⇒ β, γ −→ 1 and (A7)
α −→ 2 =⇒ β, γ −→∞, (A8)
i.e. 1 < α < 2 and 1 < β, γ <∞.
Moreover, for Case 2, another simple calculation shows that max
1/2≤η<1
η
η − 1 = −1
and lim
η→1−
η
η − 1 = −∞. Hence, α =
2
3 =⇒ β, γ = 12 , i.e. 23 ≤ α < 1 and 12 ≤ β, γ < 1.
If instead 0 < β
′
α′ < 1, we still have the condition (α − 1)(β − 1) > 0 but in the second part of
the argument the inequalities are reversed, i.e
0 <
β′
α′
< 1 =⇒
{
α > β if α, β > 1
α < β if α, β < 1.
(A9)
This overall excludes Cases 1, 2 and 4 but satisfies Case 3.
In this situation we again have α→ 1 =⇒ β, γ → 1 and for fixed γ we can write lim
α→∞
β =
1
γ
.
Given that γ > 1/2, this implies 1 < β < 2.
Lastly, we have 0 < γ
′
α′ < 1, which implies (α − 1)(γ − 1) > 0, excluding Case 3 Similarly, we
have following situations:
0 <
γ′
α′
< 1 =⇒
{
α > γ if α, γ > 1
α < γ if α, γ < 1,
(A10)
which exclude Cases 1 and 2. So Case 4 is the only remaining case which is satisfied.
We again have α → 1 =⇒ β, γ → 1 and for fixed γ, lim
α→0
β =
γ
2γ − 1 and limγ→ 1
2
+
γ
2γ − 1 =∞.
Hence 1 < β <∞.
We conclude with the following useful corollary
Corrolary 17. Given the assumptions in Lemma 16 we have that
α < γ < β =⇒ (α− 1)(β − 1)(γ − 1) > 0 and (A11)
γ < β < α =⇒ (α− 1)(β − 1)(γ − 1) < 0. (A12)
Proof. This is evident from examining each case of Lemma 16.
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