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LINEAR RESPONSE FOR DYNAMICAL SYSTEMS WITH
ADDITIVE NOISE
S. GALATOLO AND P. GIULIETTI
Abstract. We show a linear response statement for fixed points of a family
of Markov operators which are perturbations of mixing and regularizing oper-
ators. We apply the statement to random dynamical systems on the interval
given by a deterministic map T with additive noise (distributed according to
a bounded variation kernel). We prove linear response for these systems, also
providing explicit formulas both for deterministic perturbations of the map T
and for changes in the noise kernel. The response holds with mild assump-
tions on the system, allowing the map T to have critical points, contracting
and expanding regions. We apply our theory to topological mixing maps with
additive noise, to a model of the Belozuv-Zhabotinsky chemical reaction and
to random rotations. In the final part of the paper we discuss the linear re-
quest problem for these kind of systems, determining which perturbations of
T produce a prescribed response.
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2 S. GALATOLO AND P. GIULIETTI
1. Introduction
It is of major interest, both in pure mathematics and in applications, to un-
derstand how the statistical properties of a physical system change when it suffers
from perturbations.
Sometimes small changes in the system produce small changes in its statistical
behavior, and the system is said to be statistically stable, sometimes small changes
lead to catastrophic events. Beyond the qualitative statistical stability, sometimes
it is possible to get a quantitative understanding of the response of the system to
small perturbations, both in magnitude and direction. This understanding can be
achieved in many cases of systems having linear response to perturbations. As a
matter of fact, the linear response of the system with respect to a perturbation
can be described by a suitable derivative, representing the rate of change of the
relevant (physical, stationary) invariant measure of the system with respect to the
perturbation. Hence, the response describes the first order change of the equilibrium
state allowing us to get information about its robustness or sensitivity to change in
its parameters.
A concrete application of the above ideas can be found in modern geophysics: if
a climate model relies on a parameter which corresponds to external forcing, it is
relevant to study the stability of equilibrium states and their evolution, informally
“the directions of change” with respect to such forcing. This includes information
on the behavior of macroscopic objects such as persistent atmospheric or oceanic
currents, large vortices, gyre and streams (see [43, 48] for more details or [27] for
an inspirational review and further references). Furthermore, when considering
the management of a chaotic or complex system one is led to consider an inverse
problem related to the linear response: is it possible to realize a specific change of
the equilibrium state by controlling the perturbation? Is there an “optimal” way
of doing so? (See [23, 34, 6, 41] and Section 6 for a more detailed introduction to
this control problem). We will investigate this family of questions specifically in
the case of a random dynamical system given by a deterministic map with additive
noise.
While the analysis of the linear response of a system may provide a lot of informa-
tion, it is a fact that not all systems are well behaved with respect to perturbations.
In particular not all dynamical systems are even “statistically stable” 1. The iden-
tity map is an example of a system which is not stable under any reasonable formal
definition of statistical stability. On the other hand, many systems of applied and
theoretical interest are stable. The literature about qualitative statistical stability
in dynamical systems is vast, see the introduction of [4] for an historical account on
the notion of statistical stability, see [2, 3] and references therein for more recent
results. Quantitative estimates show the existence of systems which are statistically
stable but have a response to perturbation of orders of magnitude larger than the
perturbation itself. The stationary measure may vary just with Ho¨lder modulus of
continuity, or even worse, see e.g. [14, 19, 21, 22, 55, 25, 35].
It is worth to remark that a general relation holds, between this modulus of
continuity and the speed of convergence to equilibrium of the system (see [22, 21]
see also [45] for earlier results limited to Markov chains).
1Informally speaking, a system is said to be statistically stable under a certain kind of pertur-
bation if the invariant measure of interest varies continuously under the perturbation.
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The results discussed so far mostly regard the stability of deterministic systems
under deterministic perturbation. In fact, the statistical stability of deterministic
systems under small random perturbations is called stochastic stability and it has
been studied quite extensively. Early results on piecewise monotonic transformation
with some regularity assumption on both the transformation and the invariant
measures were already obtained by Keller [31]. The book [33] provides an excellent
starting point for the study of the subject.
Concerning systems having Linear Response, several results have been proved
for deterministic perturbations of deterministic dynamical systems. Starting with
Ruelle, it is known that in smooth, uniformly hyperbolic systems the physical in-
variant measure changes smoothly and a formula for such differentiation can be
obtained (see [51]). Similar results can be proved in some non uniformly expanding
or hyperbolic cases (see e.g. [10, 11, 15, 18, 9, 12, 37, 55]). On the other hand, it
is known that the linear response does not always hold, due to the lack of regu-
larity of the system, of the perturbation or the lack of sufficient hyperbolicity (see
[10, 14, 55, 22]). An example of linear response for small random perturbations of
deterministic systems (which uses ideas similar to what we will implement here) is
produced in [46]. The survey [13] has exhaustive list of classical references on the
subject at hand. The reader interested in seeing linear response from a point of view
closer to physics can consult [47, 1]. Rigorous numerical approaches for the com-
putation of the linear response are available, to some extent, both for deterministic
and random systems (see [7, 49]).
About linear response of random dynamical systems in general, less is known.
As it is common in literature, by random system we mean a system defined by a
random dynamics which might, or might not, involve a deterministic part e.g. a
dynamics defined only by a transition operator acting on probability distributions
versus a random choice between deterministic maps. To study the response of such
systems we may perturb any of its defining components and look at the change in
the resulting statistical properties. Results for this kind of systems were proved in
[30], where the technical framework was adapted to stochastic differential equations.
Moreover, there is a recent work [8] proving linear response for a class of random
uniformly and non uniformly expanding systems. See Remark 16 for a detailed
comparison between the present work, and these two closely related results.
In the random case, like in the deterministic case, a fruitful strategy to study the
stability of a system, relies on noticing that the stationary measures of interest are
fixed points of the transfer operators associated to the system we consider; thus,
linear response statements or quantitative stability results can be proved by first
proving perturbation theorems for suitable operators as done in [30, 20, 52, 22, 32,
46].
In this paper we apply this general strategy to an important class of random dy-
namical systems. We prove a general fixed point stability result and linear response
for a class of Markov operators satisfying mild assumptions adapted to random dy-
namical systems where the unperturbed operators have both mixing and regular-
izing properties. We then apply this statement to systems with additive noise i.e.
systems where the dynamics map a point deterministically to another point and
then some random perturbation is added independently at each iteration, according
to a certain bounded variation noise distribution kernel. Starting with operators of
this kind, we construct a family of transfer operators obtained perturbatively either
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by changing the deterministic part of the system or by modifying continuously the
shape of the noise.
The main novelty and focus of this work is the exploitation of the regularizing
effect of the additive noise (essentially provided by the regularizing effect of convo-
lutions). This allows to work with almost no assumptions on the deterministic part
of the dynamics. The few assumptions we require are easy to be verified in many
systems, they guarantee linear response and yield simple explicit formulas. Our
framework allows to treat systems in which the deterministic part of the dynamics
is not hyperbolic (or cannot be reduced to some hyperbolic dynamics by a suitable
renormalization or acceleration). In some sense the regularizing effect of the noise,
on suitable functional spaces, in our approach plays the role of the Lasota-Yorke-
Doeblin-Fortet inequalities, as commonly used in many other functional analytic
approaches to the study of the statistical properties of systems. Let us stress that
a good feature of our technical solution is that the mixing and regularization as-
sumptions are required only for the unperturbed system (something similar also
appear in [30, 52]), this allows us to consider a wide class of perturbations, without
requiring uniform estimates with respect to the perturbation.
We show the flexibility of our approach by applying it to nontrivial systems of
different kinds, as we will see in Section 5. We remark that the presence of noise
is natural in applications (see e.g. [42, 40, 26, 17, 16] for models in several applied
contexts) and from the mathematical point of view, this simplifies the functional
analytic study of the system allowing more regularity and robustness.
Outline of the paper. The paper has the following structure: In section 2 we
introduce the relevant objects and show the main results of the paper; in section
3 we prove the statements regarding our general Markov operator, in section 4 we
consider systems with additive noise and prove the required properties, computing
the form for the “derivative” operators. In section 5, we apply our theory to some
nontrivial examples. Last, in section 6 we consider the “linear request” control
problem associated to the linear response statement.
Acknowledgments. P.G. thanks the Universidade Federal do Rio Grande do Sul,
Porto Alegre, Brazil, where part of the work was done. P.G. has been supported in
part by EU Marie-Curie IRSES Brazilian-European partnership in Dynamical Sys-
tems (FP7-PEOPLE-2012-IRSES 318999 BREUDS). P.G. acknowledges the sup-
port of the Centro di Ricerca Matematica Ennio de Giorgi and of UniCredit Bank
R&D group for financial support through the “Dynamics and Information Theory
Institute” at the Scuola Normale Superiore. S.G. thanks GNAMPA-INdAM for
partial support during this research. P.G. thanks B. Kloeckner, F. Flandoli, W.
Bahsoun, M. Monge for useful discussions on the matter along the years.
2. Main results
2.1. A general Linear Response result for regularizing Markov operators.
In Section 3 we prove a linear response theorem for the fixed points of a family of
Markov operators. The structure of the statement is not far from the one of [30] or
other quantitative stability theorems, but the technical solutions have been chosen
here having in mind the applications to systems with additive noise presented in
the following sections. We will consider a family of Markov operators and their
action on several spaces of various regularity. Let us introduce these spaces: let
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us consider BS[0, 1] the set of Borel finite measures with sign on [0, 1]; let us also
consider the space of finite absolutely continuous measures L1[0, 1] equipped with
the usual ‖ · ‖1 norm as a subset of BS[0, 1]. Dealing with measures in L1[0, 1] and
related densities (let us denote L1[0, 1] as L1 for short when the underlying space
is clear from the context, in other cases the argument of L1[·] will be specified)
we will often identify the measure with the density, when it is possible to do so,
and profit from the expressive power of the integral notation, writing for example∫
[0,1]
f dm = 0, where m stand for the Lebesgue measure, or f([0, 1]) = 0. It will
be useful to also consider the set of even more regular measures having bounded
variation density, whose definition we are going to recall.
Definition 1. Let f : [0, 1]→ R and P = P (x0, x1, . . . , xn) a partition of [0, 1].
(1) V ar[0,1],P (f) :=
n∑
k=1
|f(xk)− f(xk−1)|
If there exists M such that V ar[0,1](f) := supP V ar[0,1],P ≤M then f is said to be
of Bounded Variation. Let be the Banach space of Borel measures having a bounded
variation density be denoted as
BV [0, 1] = {µ ∈ L1, V ar[0,1]( dµ
dm
) <∞}.
with the norm ‖µ‖BV = ‖µ‖1 + V arI( dµdm ). We will always use BV for BV [0, 1],
unless BV [·] specifies an argument for the space.
Let us consider a normed vector space (Bw, ‖ · ‖w), with BS ⊇ Bw ⊇ L1 and
‖·‖w ≤ ‖·‖1 on Bw∩L1. We also need to consider spaces of zero average measures.
Definition 2. Let us define the space of zero average measures V ⊂ L1 as
(2) V := {f ∈ L1[0, 1] s.t. f([0, 1]) = 0}
and
(3) Vw := {µ ∈ Bw s.t. µ([0, 1]) = 0}.
Let us hence consider a family of Markov operators Lδ : BS([0, 1])→ BS([0, 1]),
where δ ∈ [0, δ). The family of operators Lδ will be considered also as acting on L1
and BV , the space of measures having bounded variation density. With a small
abuse of notation we will use Lδ to indicate the operators acting on these different
spaces without changing the notation. Recall that a Markov operator L is positive
and preserves probability measures: if f ≥ 0 then Lf ≥ 0 and ∫ Lfdm = ∫ fdm.
Let us denote by 1 the identity operator. Let us denote by R(z, L) the resolvent
related to an operator L, formally defined as
(4) R(z, L) =
∞∑
n=0
znLn = (z1− L)−1
wherever the infinite series converges. If we suppose that each operator Lδ has a
fixed probability measure in BV [0, 1], we show that under mild further assumptions
these fixed points vary smoothly in the weaker norm ‖·‖w. The following is a general
Linear Response statement for regularizing operators which we will use in several
examples of random systems and perturbations.
Theorem 3. Suppose that the family of operators Lδ satisfies the following:
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(LR0) fδ ∈ BV [0, 1] is a probability measure such that Lδfδ = fδ for each δ ∈[
0, δ
)
. Moreover there is M ≥ 0 such that ‖fδ‖BV ≤M for each δ ∈
[
0, δ
)
.
(LR1) (mixing for the unperturbed operator) For each g ∈ BV [0, 1] with ∫
I
g dm = 0
lim
n→∞ ‖L
n
0 g‖1 = 0;
(LR2) (regularization of the unperturbed operator) L0 is regularizing from Bw
to L1 and from L1 to Bounded Variation i.e. L0 : (Bw, ‖ · ‖w) → L1 ,
L0 : L
1 → BV [0, 1] are continuous.
(LR3) (small perturbation and derivative operator) There is K ≥ 0 such that2
||L0 − Lδ||L1→(Bw,‖·‖w) ≤ Kδ, and ||L0 − Lδ||BV→V ≤ Kδ. There is L˙f0 ∈ Vw
such that
(5) lim
δ→0
∥∥∥∥ (L0 − Lδ)δ f0 − L˙f0
∥∥∥∥
w
= 0.
Then R(z, L0) : Vw → Vw is a continuous operator and we have the following
Linear Response formula
(6) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)L˙f0
∥∥∥∥
w
= 0.
Thus R(1, L0)L˙f0 represents the first order term in the change of equilibrium mea-
sure for the family of systems Lδ.
In the following Lemma we see that the assumptions (LR1, ..., LR3) of Theorem
3 are sufficient to establish the existence of a unique fixed probability measure f0
of L0 in BV.
Lemma 4. Under the above assumptions (LR1, ..., LR3) the system L0 has a
unique fixed probability measure f0 ∈ BV.
Proof. First let us show the existence of a positive invariant measure with Bounded
Variation density. Let us consider the iterates Ln0 (m) of the Lebesgue measure
m. Because of the regularization property all of these measures have a Bounded
Variation density. Since L0 is a Markov operator, ‖Ln0 (m)‖1 ≤ 1 for all n. Since
L0 : L
1 → BV [0, 1] is continuous we have that
‖Ln0 (m)‖BV ≤ ‖L0‖L1→BV ‖Ln−10 (m)‖1 ≤ ‖L0‖L1→BV
for every n. Now, like in the classical Krylov Bogoliubov argument let us consider
the Cesa`ro averages mn =
1
n
∑
0≤i≤n L
i(m). This is a sequence having uniformly
bounded variation. Now applying the classical Helly selection theorem to mn we
get a converging subsequence to some limit measure f0 in L
1. As in the classical
argument, f0 ∈ L1 will be invariant. But since L0 is regularizing L0(f0) = f0 ∈ BV .
For the uniqueness, if f, g are two such fixed points we have that f, g ∈ BV and
f − g ∈ V i.e. f − g has zero average. Thus, by the mixing assumption,
‖f − g‖1 = ‖Ln0 (f)− Ln0 (g)‖1 = ‖Ln0 (f − g)‖1 → 0
contradicting f 6= g in L1. 
2We find the following notations for operators norms very useful. If A,B are two normed
vector spaces and T : A→ B we write ‖T‖A→B := supf∈A,‖f‖A≤1 ‖Tf‖B
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Remark 5. The assumption (LR0) is naturally verified for a family of uniformly
regularizing operators. We will show that the assumption holds for general systems
with additive noise in Lemma 23. We remark that the assumption can be replaced
by a weaker assumption: ‖fδ‖BV ≤ o(δ−1) as δ → 0 (see Remark 20).
Remark 6. The mixing assumption in Item (LR1) is required only for the un-
perturbed operator L0. This requirement is somehow expected by systems with
additive noise having some sort of indecomposability or topological mixing, we will
verify it in several examples in Section 5 of different nature, also using a computer
aided proof. Furthermore, the assumption is satisfied, for example, if there is an
iterate of the transfer operator having a strictly positive kernel, see Corollary 5.7.1
of [38].
Remark 7. The regularization property (LR2) is also required only for the un-
perturbed operator. We remark that the regularization assumption in the class of
systems with additive noise we aim to consider is granted by the presence of noise.
This is shown under some minimal set of assumptions on the deterministic part of
the dynamics in Corollary 22.
Remark 8. As stated at Item (LR3), L˙f0 is an element of Vw. Depending on the
kind of system and perturbation considered, it could be natural to consider L˙f0 in
a space of distributions (completing signed measures with respect to limits in the
‖ · ‖w norm), however for the purpose of this paper, signed measures are sufficient.
We remark that one can think of
(7) L˙ := lim
δ→0
(L0 − Lδ)
δ
as a “general” derivative operator. This limit may converge in various topologies,
depending on the system and the perturbations considered, giving different linear
response statements (as we will see in the following Proposition 14, Corollary 15
and the examples in Section 5). This is why it is worth considering a general
norm ‖ · ‖w in our framework. Note that it is often handy to have some explicit
characterization of the derivative operator, thus obtaining precise information on
the structure of the linear response (see equation (6)). Explicit expressions for the
derivative operator in interesting cases will be presented in Proposition 14.
Remark 9. In the above statement, L1[0, 1] and BV [0, 1] play the role of weak and
strong space for which there is a compact immersion, such that Ln0 is uniformly
bounded as an operator on the weak space and for which L0 is regularizing from
the weak space to the strong one (see the proof in Section 3). The statement can
be generalized considering other spaces with the same properties. For the sake of
clarity and for the kind of examples we are going to consider in the paper we decided
to state our results in this framework.
Remark 10. In the above statement the weak norm ‖ · ‖w could be the L1 norm
itself. For an example of a weak norm ‖ · ‖w strictly weaker than L1 which is used
in the next sections let us consider the Wasserstein-Kantorovich norm defined on
BS as
(8) ‖µ‖W = sup
‖g‖∞≤1, Lip(g)≤1
∫ 1
0
g(x)dµ.
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Where Lip(g) is the best Lipschitz constant of g. We remark that BS is not complete
with this norm. The completion leads to a distributions space which is the dual of
the space of Lipschitz functions. Note that ‖ · ‖W ≤ ‖ · ‖1 ≤ ‖ · ‖BV .
2.2. Application to systems with additive noise. In Section 4 we focus our
attention on systems with additive noise and use Theorem 3 to get linear response
statements for relevant perturbations of such systems. Let Tδ : [0, 1] → [0, 1] be
a family of Borel, nonsingular maps parametrized by δ ∈ [0, δ] which are “small”
perturbations of T0 in a sense which will be specified later (see Proposition 14). We
consider the composition of Tδ and a random additive perturbation, distributed
according to a probability density ρδ, where ρδ ∈ BV is a family of noise kernels
with support in [0, 1] which are considered as small perturbations of some initial
noise kernel ρ0. We consider the response of the system to small “reasonable”
changes of T0 or ρ0. More precisely, a random dynamical system with additive noise
on [0, 1] and reflecting boundary conditions in our context is a random perturbation
of a deterministic map, defined inductively as the process
(9) xn+1 = T (xn)+ˆΩn
where T : [0, 1] → [0, 1] is a Borel measurable map, Ωn is an i.i.d. process dis-
tributed according to a probability density ρ ∈ BV and +ˆ is the “reflecting bound-
aries sum” on [0, 1] which takes care of the boundary effects, sending back to the
interval points sent outside by the noise, formally defined as follows.
Definition 11. Let pi : R→ [0, 1] be the piecewise linear map
(10) pi(x) = min
i∈Z
|x− 2i|.
Let a, b ∈ R then
a+ˆb := pi(a+ b)
where + is the usual sum operator on R. By this a+ˆb ∈ [0, 1].
To approach the question, we will consider the transfer operators associated to
this kind of systems (see e.g. [54, Chapter 5] or [39, Section 10] for basic notions
about transfer operators for random systems). For each δ ∈ [0, δ) we consider the
transfer operator Lδ : BS → BS associated to the system with deterministic part
Tδ and noise distributed as ρδ. This will be the composition of the transfer operator
associated to the deterministic part of the dynamics and the one associated to the
action of the noise. Recall that the transfer operator associated to a deterministic
transformation Tδ is defined, as usual by the pushforward map also denoted by
(Tδ)∗, by
(11) [LTδ(µ)](A) := [(Tδ)∗µ](A) := µ(T
−1
δ (A))
for each measure with sign µ and Borel set A. When T is nonsingular LT preserves
absolutely continuous finite measures and can be considered as an operator L1 →
L1. We consider as the (annealed) transfer operator associated to the system with
additive noise the operator Lξ,Tδ : BS → L1 defined as
(12) Lξ,Tδ(f) := ρξ∗ˆLTδ(f)
where ∗ˆ stands for an operator which is a “boundary reflecting” convolution taking
care of the boundary effects, defined as follows.
LINEAR RESPONSE FOR SYSTEMS WITH NOISE 9
Definition 12. Let µ ∈ BS(R). Let pi : R → [0, 1] be the piecewise linear map
defined in (10), and pi∗ : BS[R] → BS[0, 1] its associated pushforward map (see
(11)). We consider pi∗µ ∈ BS[0, 1] as the “reflecting boundary” version of µ on the
interval.
Definition 13. Let f ∈ BS, ρξ ∈ BV [0, 1]. Let fˆ ∈ BS[R] defined by fˆ = 1[0,1]f
and ρˆξ ∈ L1[R] by ρˆξ = 1[0,1]ρξ (where 1A stands for the indicator function of the
set A). We define
(13) ρξ∗ˆf = pi∗(ρˆξ ∗ fˆ)
where ∗ stands for the usual convolution operator and pi∗ acts on the associated
measure. Note that ρξ∗ˆf ∈ BS[0, 1].
More details on the convolution of measures and densities will be given in Section
4, where we will also prove several regularization properies of ∗ˆ.
In the following we will consider two possible choices for the weak norm || ||w.
One is the usual L1 norm and the other is the Wasserstein-like norm defined in (8).
This norm will be useful when considering perturbations of noise kernels having
discontinuities, as the uniformly distributed noise (see Section 4 and in particular
Example 38).
As we will see, these transfer operators satisfy the assumptions of Theorem 3 pro-
vided they are mixing , T0 has suitable, mild, regularity properties and we consider
suitable perturbations. Indeed, we will see at Lemma 23 that such operators have
a fixed probability measure fξ,δ with bounded variation, and the variation of fξ,δ is
bounded by the variation of ρξ (assumption (LR0)). The regularizing effect asked
in assumption (LR2) for the unperturbed transfer operator is provided by the effect
of the convolution (see Corollary 22). Now let us consider assumption (LR3) and
study the derivative operator associated to some important class of perturbations.
We consider perturbations of T0 or ρ0 such that Lξ,Tδ is a small perturbation of
L0,T0 in a suitable sense; and such that the derivative operator L˙ is well defined.
Under certain assumptions, we can compute a formula for L˙. In fact we have the
following (see Propositions 28, 35, 34).
Proposition 14. Let L0,T0 be the transfer operator of a system with additive noise,
as defined above. For perturbations of the map T0 or of the noise kernel ρ0 the
following hold:
a: (perturbing the map) Let Dδ : [0, 1]→ [0, 1] be a bilipschitz homeomorphism
near the identity such that Dδ = 1+ δS , and S is a 1-Lipschitz map
3 with
S(0) = S(1) = 0. Denote by χS the support of S, suppose χS is a finite
union of intervals. Suppose LT0 : BV ([0, 1]) → BV (χS) is continuous. 4
Let Tδ = Dδ ◦ T0. Then ‖L0,Tδf − L0,T0f‖1 ≤ δVar(ρ0)‖f‖1 and for all
f ∈ BV, the following limit (defining the derivative operator) converges in
L1
(14) lim
δ→0
∥∥∥∥ (L0,Tδ − L0,T0)δ f − ρ0∗ˆ(−LT0(f)S)′
∥∥∥∥
1
= 0.
In this formula, (LT (f)S)
′ should be interpreted as a measure.
3By 1-Lipschitz we mean a function S : R→ R such that |S(x)− S(y)| ≤ |x− y|.
4There is K ≥ 0 such that ‖1χS · LT0f‖BV ≤ K‖f‖BV for each f ∈ BV [0, 1]. This condition
is sufficient to ensure that LT0 (f)S is a BV function and then (LT0 (f)S)
′ ∈ BS.
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b: (perturbing the noise) Suppose ‖ρξ − ρ0‖1 ≤ Cξ, f ∈ L1, then
‖Lξ,T0f − L0,T0f‖W ≤ ‖Lξ,T0f − L0,T0f‖1 ≤ Cξ‖f‖1.
Suppose there exists ρ˙ ∈ BS such that
lim
ξ→0
∥∥∥∥ρξ − ρ0ξ − ρ˙
∥∥∥∥
W
= 0
(the convergence is with respect to the Wasserstein-Kantorovich norm de-
fined at (8)) suppose T0 is nonsingular and f ∈ L1, then
(15) lim
ξ→0
∥∥∥∥ (Lξ,T0 − L0,T0)ξ f − ρ˙∗ˆLT (f)
∥∥∥∥
W
= 0.
Applying the findings of Proposition 14, Lemma 23 and Corollary 22 to Theorem
3 (see Section 4 for more details) we get the following linear response results for
perturbations of systems with additive noise
Corollary 15. Let L0,T0 be the transfer operator of a system with additive noise, as
above. Suppose that L0,T0 satisfies assumption (LR1) (mixing). For perturbations
of T0 or of the noise kernel ρ0 as in Proposition 14 the following hold:
a: (perturbing the map) Let Tδ be a perturbation of T0 as defined at Item a)
of Proposition 14 and let L0,Tδ be the transfer operator associated to the
system with additive noise whose deterministic part is Tδ and the noise is
distributed according to ρ0 ∈ BV. Let fδ be fixed probability measures of the
transfer operators L0,Tδ , i.e. L0,Tδfδ = fδ then R(z, L0,T0) : V → V is a
continuous operator and we have the following Linear Response formula
(16) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)ρ0∗ˆ(−LT0(f)S)′
∥∥∥∥
1
= 0.
b: (perturbing the noise) Suppose T0 is Lipschitz, ‖ρξ − ρ0‖1 ≤ Cξ, and that
there exists ρ˙ ∈ BS such that
lim
ξ→0
∥∥∥∥ρξ − ρ0ξ − ρ˙
∥∥∥∥
W
= 0
then R(z, L0,T0) : VW → VW is a continuous operator and we have the
following Linear Response formula
(17) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)ρ˙∗ˆLT (f)
∥∥∥∥
W
= 0.
Remark 16. We now would like to draw the comparison between the above results,
which are the main tools we are using in our applications, and the most similar
results available in literature. In [8], the authors treat the case of uniformly ex-
panding random dynamical systems satisfying some uniformity condition and some
case of non uniformly expanding random ones which can be studied by inducing on
random expanding ones. The general results and the applications are built on strong
assumptions on the deterministic part of the dynamics, while weak assumptions are
considered for the randomness. As a result, the analogous of equations (16) and
(17) give convergence to an element in C1 in the expanding case [8, Theorem 2.3]
and roughly C0 in the induced case [8, Theorem 3.4]. Both statements rely on a
uniform spectral gap for the perturbed operators (see [8, Remark 2.2, Proposition
6.2]). In this work, in some sense we impose strong assumptions on the randomness
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for the unperturbed operator but we can work with very weak assumptions on its de-
terministic part. Furthermore, note that in Item (LR1) and (LR2) of Theorem 3
we ask mixing and regularization only on the unperturbed operator
Controlling the linear response in a weak sense is instead the point of view of [30].
In a nutshell, Hairer and Majda prove linear response for a Markov process (see
[30, Theorem 2.3]) in a weak sense showing that the average of a smooth observable
changes smoothly when the process is perturbed in a suitable way and providing a
formula for the derivative. The functional analytic setting is based on weighted Ck
norms constructed by the closure of the space of smooth observables (renormalizing
the growth of the observable), such norms are then used to compare (weakly) the
distance between measures. The general setting is tailored to stochastic differential
equations, and a part of the paper is devoted to the proof that important examples of
this kind satisfy the assumptions of the general perturbation theorem. This approach
also exploits implicitly the regularizing effect of the noise, like in our paper, but the
technical setting is quite different. We focused on assumptions which can be easily
verified in what we called discrete time systems with additive noise. Our functional
setting gives control on the linear response in stronger or weaker topologies ranging
from L1 to the Wasserstein distance in the applications we present (see Section 5)
the choice of the right norm is made according on the kind of perturbation considered
(the right norm to be considered is determined by the norm in which the ”derivative
operator converges” as we see in Theorem 3 and proposition 14).
In Section 5 We apply the result above in a variety of examples. We start with a
class of topological mixing maps with additive noise including the mixing piecewise
expanding case. In Section 5.1 showing how the needed estimates can be achieved
and the linear response result applied to this class.
In section 5.2 we consider random rotations. In this case, it is known (see [22])
that for a rotation of the circle the linear response does not hold. However once
some additive noise is added the system shows linear response: we produce the
required formula.
In section 5.3, these results are applied to a model of Belosuv-Zabotinsky chem-
ical reaction. This is a random dynamical system with additive noise and whose
deterministic part is a map having contracting and expanding regions. The un-
derstanding of the deterministic dynamics of this map is out of reach with current
techniques, on the other hand the system with noise can be studied rigorously with
a computer aided proof (see [24]) showing that it satisfies the properties required
to use the above statements. In particular we show linear response under suitable
perturbations of the map.
In Section 5.4 we consider an example of a perturbation which is outside the
case of maps with additive noise. We perturb a map with additive noise by adding
the possibility of applying a deterministic map with a small probability. Here the
perturbed operators are not regularizing. We see that even in this case we get linear
response with mild assumptions on the deterministic part of the dynamics.
Finally, in Section 6 we consider the inverse, control problem of finding which
perturbation of a system results in a wanted response. We discuss some aspects of
this inverse problem, considering it for the systems with additive noise and allowed
perturbations considered in the paper. We show explicitly solutions to the problem
in this case.
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3. Proof of Theorem 3
In this section we prove the general statement about linear response of fixed
points of transfer operators presented at Theorem 3. As remarked in the introduc-
tion, a family of operators might fail to have linear response, sometime because
of lack of hyperbolicity, sometime because of the non smoothness of the kind of
perturbation which is considered along the family. In particular this is related to
the type of convergence of the derivative operator
(18) L˙f = lim
δ→0
(Lδ − L0)
δ
f
(see Remark 8). We remark, as an example, that for deterministic systems and
related transfer operators, if the system is perturbed by moving its critical values
or discontinuities, this will result in a bad perturbation of the associated trans-
fer operators, and the limit (18) will not converge, unless we consider very coarse
topologies. We consider perturbations of the system such that the derivative oper-
ator converges in a weaker or stronger sense i.e. the norm ‖ · ‖w. Such convergence
implies weaker or stronger linear response statements: we will use this flexibility in
the next sections to get applications in different contexts.
Let us recall some notations. Mixing can be seen as the convergence to 0 of
iterates of zero average measures, for this we consider the speed of contraction to
zero of iterates of measures in the spaces V and Vw (see Definition 2). In the
following, with a small abuse of notation, we will write µ ∈ L1[0, 1] or µ ∈ BV [0, 1]
to say that µ has a density fµ ∈ L1[0, 1] or fµ ∈ BV [0, 1]. Recall that we denote by
R(z, L) the resolvent operator (see (4)). Before the proof of Theorem 3 we need a
lemma showing that a qualitative mixing assumption as in Item 1) together with the
regularization supposed at item 2) is sufficient to get the exponential contraction
for the space of zero average L1 densities.
Definition 17. We say that a transfer operator L has exponential contraction of
the zero average space on L1, if there are C ≥ 0, λ < 0 such that ∀g ∈ V
(19) ‖Ln(g)‖1 ≤ Ceλn‖g‖1.
Lemma 18. (mixing and regularization imply exponential contraction) If L : L1([0, 1])→
BV ([0, 1]) is continuous and for every g of bounded variation with
∫
I
g dm = 0,
lim
n→∞ ‖L
ng‖1 = 0
then there is n such that
sup
‖f‖1≤1,f∈V
∥∥Lnf∥∥
1
< 1
and then L has exponential contraction of the zero average space on L1.
Proof of Lemma 18. By hypothesis, L : L1 → BV is continuous, thus exists l ∈ R
such that ‖L‖L1→BV ≤ l. Since V is preserved by the Markov assumption on L,
for f ∈ V ⊂ L1 such that ‖f‖1 ≤ 1 we have Lf ∈ V and ‖Lf‖BV ≤ l. By the
compact immersion of BV functions in L1 (Helly’s selection principle) there is a
finite ε net in L1 of bounded variation functions {gi | gi ∈ V } covering BBV := {f ∈
BV ∩ V, ||f ||BV ≤ l}, i.e. ∀g ∈ BBV ,∃ gi s.t. ‖g − gi‖1 ≤ ε.
By the assumptions ∀i, limn→∞ ‖Lngi‖1 = 0. Thus there exists n such that
∀i, ‖Lngi‖1 < 110 . Consider g ∈ BBV , since L is a weak contraction in the L1
norm ‖Lng‖1 ≤ ‖Lng − Lngi + Lngi‖1 < ε + 110 . Because of the regularization
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assumption, for every h in B1 := {f ∈ V, ||f || ≤ 1}, then ‖Ln+1h‖1 < 110 + ε,
proving the statement. Indeed, for every n we may write n = (n + 1)m + q with
q = 0, . . . n− 1. In this case it is sufficient to note that
‖Lnm+qh‖1 ≤ ‖Ln‖mL1→L1‖h‖1 ≤ (
1
10
+ ε)m‖g‖1 ≤ [( 1
10
+ )
λ
n ]mn‖g‖1 ≤ Ceλ˜n‖g‖1
for some C ≥ 0, λ < 0. 
Corollary 19. If L is regularizing as above, the exponential contraction of V in
L1 implies an exponential contraction on BV too.
‖Ln(g)‖BV [0,1] ≤ C2eλn‖g‖L1[0,1] ≤ C2eλn‖g‖BV .
Proof. Since L : L1 → BV [0, 1] is continuous ‖Ln(g)‖BV [0,1] ≤ K‖Ln−1(g)‖1 ≤
KCeλ(n−1)‖g‖L1[0,1] by the exponential contraction in L1. 
Now let us consider again the family of operators Lδ; let us recall we suppose
that each operator Lδ has a fixed probability measure in BV [0, 1]; we are ready to
prove the main general statement.
Proof of Theorem 3. Since L0 is regularizing we can apply Lemma 18 and deduce
that L0 has exponential contraction of the zero average space on L
1. Let us first
prove that under the assumptions the system has strong statistical stability in L1,
that is
(20) lim
δ→0
‖fδ − f0‖1 = 0.
Let us consider for any given δ a probability measure fδ such that Lδfδ = fδ.
Thus
‖fδ − f0‖1 ≤ ‖LNδ fδ − LN0 f0‖1
≤ ‖LNδ fδ − LN0 fδ‖1 + ‖LN0 fδ − LN0 f0‖1
Since fδ, f0 are probability measures, fδ − f0 ∈ V and ‖fδ − f0‖1 ≤ 2 then we have
‖fδ − f0‖1 ≤ 2Ceλn + ‖LNδ fδ − LN0 fδ‖1.
Next we rewrite the operator sum Ln0 − Lnδ telescopically
(LN0 − LNδ ) =
N∑
k=1
LN−k0 (L0 − Lδ)Lk−1δ
so that
−(LNδ − LN0 )fδ = −
N∑
k=1
LN−k0 (L0 − Lδ)Lk−1δ fδ
= −
N∑
k=1
LN−k0 (L0 − Lδ)fδ.
Let us set
(21) εδ := ‖(L0 − Lδ)fδ‖1.
The assumption that ‖fδ‖BV ≤ M, together with the small perturbation assump-
tion (LR3) imply that εδ → 0 as δ → 0. Thus, recalling that L0 has exponential
contraction,
(22) ‖fδ − f0‖1 ≤ 2CeλN + εδN.
14 S. GALATOLO AND P. GIULIETTI
Choosing first N big enough and then δ small enough we can make ‖fδ − f0‖1
as small as wanted, proving the stability in L1.
Let us now consider R(1, L0) as an operator: Vw → Vw. Let f ∈ Vw then, by
(4), R(1, L0)f = f +
∑∞
1 L
i
0f . By the regularization assumption L
i
0f ∈ L1 for
i ≥ 1. Since L0 is exponentially contracting on L1 and
∑∞
1 Ce
λn < ∞, the sum∑∞
1 L
i
0f converges in V with respect to the L
1 norm, and then on the weaker
norm in Vw ⊇ V . Thus R(1, L0) = 1+
∑∞
1 L
i
0 is a continuous operator Vw → Vw.
Remark that since L˙f0 ∈ Vw, the resolvent can be computed at L˙f0 . Now we are
ready to prove the main statement. By using that f0 and fδ are fixed points of
their respective operators we obtain that
(1− L0)fδ − f0
δ
=
1
δ
(Lδ − L0)fδ.
By applying the resolvent both sides
R(1, L0)(1− L0)fδ − f0
δ
= R(1, L0)
Lδ − L0
δ
fδ
= R(1, L0)
Lδ − L0
δ
f0 +R(1, L0)
Lδ − L0
δ
(fδ − f0)
we obtain that the left hand sides is equal to 1δ (fδ − f0). Moreover, with respect to
right hand side we observe that, applying assumption (LR3) eventually, as δ → 0∥∥∥∥R(1, L0)Lδ − L0δ (fδ − f0)
∥∥∥∥
w
≤ ‖R(1, L0)‖Vw→VwK‖fδ − f0‖1
which goes to zero thanks to (22). Thus considering the limit δ → 0 we are left
with
lim
δ→0
fδ − f0
δ
= R(1, L0)L˙f0.
converging in the ‖ · ‖w norm, which proves our claim. 
Remark 20. By inspecting the proof, around (21), we have that the ‖fδ‖BV ≤M
assumption can be replaced by ‖fδ‖BV ≤ o(δ−1) as δ → 0.
4. Sistems with additive noise and proof of Proposition 14
In this section we restrict to random dynamical systems with additive noise. We
consider a random dynamical system on the unit interval defined by the composition
of a Borel nonsingular map T0 : [0, 1] → [0, 1] and a random i.i.d. noise, at each
step distributed with a noise kernel ρ0 ∈ BV as defined at beginning of Section 2.2.
We want to apply Theorem 3 to the annealed transfer operator L0,T0(f) (defined
in Section 2.2) associated to these systems, for suitable perturbations. In this
section the main objective is to show that the assumption (LR0) and (LR2) of
Theorem 3 are satisfied by the kind of system we consider, and study suitable
perturbations of the systems, changing the map T0 or the noise kernel ρ0 for which
the assumption (LR3) Theorem 3 is satisfied i.e.: the perturbed operator Lξ,Tδ is
a small perturbation of L0,T0 and L˙f0 exists in some suitable sense.
Now we show the necessary regularization properties of the boundary reflecting
convolution ∗ˆ (see Definition 13). Recall that given two measures µ, ν ∈ BS[R]
their convolution is defined as (see [50])
µ ∗ ν(A) =
∫
R2
1A(x+ y)dµ(x)dν(y).
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which is obviously a measure. Observe that if dν = fdµ with f ∈ L1(µ) the above
convolutions reads
(f ∗ µ)(x) =
∫
R
f(x− y)dµ(y)
which gives a function and corresponds to an absolutely continuous measure (one
aspect of the regularizing action of the convolution). If both µ, ν are absolutely
continuous with respect to Lebesgue i.e. dµ(x) = f(x)dx and dν(x) = g(x)dx with
f, g ∈ L1(R) then d(µ ∗ ν)(x) = (f ∗ g)(x)dx as expected i.e. the density of the
convolution of the two measures is the convolution of the two densities. The above
properties allow us to mix and match measures in BS(R) and densities in L1(R)
as needed.
The following Lemma shows finer regularization properties of the convolution ∗ˆ.
Lemma 21. Let f ∈ BS such that f([0, 1]) = 0 and g ∈ L1. We have
(23) ‖f ∗ˆg‖W ≤ ‖f‖W · ‖g‖1.
Furthermore, let f ∈ BS, s.t. f([0, 1]) = 0, g ∈ BV
(24) ‖f ∗ˆg‖1 ≤ 3‖f‖W · ‖g‖BV .
Furthermore, let f ∈ L1, g ∈ BV
(25) ‖f ∗ˆg‖BV ≤ 9‖f‖1 · ‖g‖BV .
Proof. It is well known that pi∗ is a weak contraction with respect to the L1 norm
Let us show that pi∗ is a weak contraction with respect to the ‖ · ‖W norm. If
f ∈ BS[0, 1],
‖pi∗(f)‖W = sup
‖g‖∞≤1, Lip(g)≤1
∫ 1
0
g(x)d(pi∗(f)) = sup
‖g‖∞≤1, Lip(g)≤1
∫ 1
0
g(pi(x))d(f)
since g ◦ pi is 1-Lipschitz because pi is a weak contraction with respect to the Eu-
clidean distance on R,
sup
‖g‖∞≤1, Lip(g)≤1
∫ 1
0
g(pi(x))d(f) ≤ ‖f‖W .
To prove 23, let us consider f ∈ L1 and g ∈ L1. For these measures we observe
that
‖f ∗ˆg‖W ≤ ‖fˆ ∗ gˆ‖W = sup
‖h‖∞≤1, Lip(h)≤1
∣∣∣∣∫
R
h(t) (fˆ ∗ gˆ)(t)dt
∣∣∣∣
= sup
‖h‖∞≤1, Lip(h)≤1
∣∣∣∣∫
R
h(t)
∫
R
fˆ(t− τ)gˆ(τ)dτ dt
∣∣∣∣
≤ sup
‖h‖∞≤1, Lip(h)≤1
∫
R
∣∣∣∣∫
R
h(t)fˆ(t− τ)dt
∣∣∣∣ |gˆ(τ)| dτ
≤
∫
R
‖fˆ‖W |gˆ(τ)|dτ ≤ ‖f‖W · ‖g‖1.
Now the proof can be extended to the general case where f ∈ BS[0, 1] and g ∈ L1
by approximation. First, let us consider f ∈ L1 such that ‖f − fˆ‖W ≤  and g a
Lipschitz function such that ‖gε − gˆ‖1 ≤ ε. Then
‖fˆ ∗ g‖W ≤ ‖(fˆ − f) ∗ gε‖W + ‖f ∗ gε‖W .
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Since gε is Lipschitz ‖(fˆ − f) ∗ gε‖W can be made as small as wanted as → 0 and
the inequality is proved for this case. Now let us remark that by [[50], Theorem
1.3.2] for each finite Borel measure f and g ∈ L1 ‖fˆ ∗ g‖1 ≤ ‖f‖TV ‖g‖1 where
‖f‖TV is the total variation of f , this shows that in the above reasoning we can
also take the limit for ε→ 0 since
‖fˆ ∗ gˆ‖W ≤ ‖fˆ ∗ (gˆ − gε)‖W + ‖fˆ ∗ gε‖W .
and ‖fˆ ∗ gˆ − gε‖W ≤ ‖fˆ‖TV ‖gˆ − gε‖1 → 0. Thus by approximation the statement
is proved also for f ∈ BS and g ∈ L1.
To prove (24) we have to work a little bit harder. Let g ∈ BV , remark that
‖gˆ‖BV ≤ 3‖g‖BV due to the discontinuity at the borders of [0, 1] and to the fact
that ‖g‖∞ ≤ ‖g‖BV . Consider a C1 function gε ∈ V with compact support such
that ‖gε − gˆ‖1 ≤ ε and ‖gε‖BV = ‖gˆ‖BV , then ‖f ∗ˆg‖1 ≤ ‖fˆ ∗ gˆ‖1 and5
‖fˆ ∗ gˆ − fˆ ∗ gε‖1 ≤ ε
thus we can replace gˆ with gε up to an error which is as small as wanted in the
estimate we consider.
We now consider the estimate ‖fˆ ∗ gε‖1. Since gε is C1 with compact support it
is bounded and has bounded derivative (hence Lipschitz constant), then there is C
such that for every f ∈ L1 supported in [0, 1] such that ‖f − fˆ‖W ≤ C it holds
|fˆ ∗ gε(x)− f ∗ gε(x)| ≤  for every x ∈ R, thus
‖f ∗ g − fˆ ∗ gε‖1 ≤ ε
and we can also replace fˆ with f in our main estimate.
Now, recalling C1 functions are the integral of their derivative,
‖f ∗ gε‖1 =
∫
R
|(f ∗ gε)(t)| dt = sup |
‖h‖∞≤1
∫
R
h(t)(f ∗ gε)(t)dt|
≤ sup
‖h‖∞≤1
|
∫
R
∫ t
0
h(l)dl (f ∗ gε)′(t)dt|
= sup
‖h‖∞≤1
|
∫
R
∫ t
0
h(l)dl(f ∗ g′ε)(t)dt|.
Note that the last integrand above, if we let
∫ t
0
h(l) = s(t) (note that s(t) is a
1−Lipschitz function) can be rewritten as
|
∫
R
s(t)
(∫
R
g′ε(r)f(t− r)dr
)
dt| ≤
∫
R
∫
R
|s(t)f(t− r)|dt |g′ε(r)| dr.
Since f is a zero average density with support of diameter≤ 1, for every translate
f(t− r) ∫
R
|s(t)f(t− r)|dt ≤ ‖f‖W
(on the support of f(t−r), s(t) = C+sˆ(t) with ‖sˆ‖∞ ≤ 1 and
∫
R |Cf(t−r)|dt = 0)
then
‖f ∗ gε‖1 ≤ ‖f‖W ‖g′ε‖1 ≤ ‖f‖W ‖gε‖BV .
Hence ‖f ∗ˆg‖1 ≤ ‖fˆ ∗ gˆ‖1 ≤ 3‖f‖W ‖g‖BV +3ε for each ε which gives the statement.
5Again, fˆ ∗ gˆ is in L1 and by [[50], Theorem 1.3.2] for each h ∈ L1 ‖fˆ ∗ h‖1 ≤ ‖fˆ‖‖h‖1 where
‖f‖ is the total variation of the finite measure f and ‖h‖1 = ‖h‖ in case of a measure h ∈ L1.
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About Equation (25) we remark that ‖f ∗ g‖BV ≤ ‖f‖1 · ‖g‖BV is well known.
For the convolution on the interval let us remark that ‖pi∗(µ)‖BV ≤ 3‖µ‖BV and
‖gˆ‖BV ≤ 3‖g‖BV . 
Lemma 21 provides sufficient estimates to prove that the transfer operator asso-
ciated to a system with additive noise is regularizing in the sense required by the
assumption (LR2) of Theorem 3 under suitable mild assumptions on T , as we show
in the following.
Corollary 22. Let L0,T be the trasfer operator of a system with additive noise
whose deterministic part is T : [0, 1]→ [0, 1] and the noise is distributed according
to a kernel ρ0 ∈ BV [0, 1]. The following holds.
1: If T is nonsingular then L0,T is regularizing from L
1 to Bounded Variation
i.e. L0,T : L
1 → BV is continuous.
2: If T is Lipschitz, then L0,T is regularizing from BS endowed with the
Wasserstein norm to L1 i.e. L0,T : BS → L1 is continuous.
Proof. The item 1 directly follows from the definitions. Let us take f with ||f ||1 ≤ 1,
then L0,T (f) := ρ0∗ˆLT (f) then ||LT (f)||1 ≤ 1 and by (25) ||ρ0∗ˆLT (f)||BV ≤
9||ρ0||BV .
Similarly for the item 2 we remark that if K is the Lipschitz constant of T then
||LT (f)||W ≤ max(K, 1)||f ||W , by (24) we get ||ρ0∗ˆLT (f)||1 ≤ max(K, 1)||f ||W ||ρ0||BV .

Another consequence of the above regularization properties is the existence of a
fixed point for Lξ,Tδ in BV whose variation is bounded by the variation of the noise
kernel. This will imply that assumption (LR0) is satisfied by families of systems
whose kernel has uniformly bounded variation.
Lemma 23. Let us suppose Tδ being a nonsingular map, let ρξ ∈ BV and let
(26) Lξ,Tδ(f) := ρξ∗ˆLTδ(f)
be a transfer operator of a system with additive noise as in (12). Then there exists
fξ,δ ∈ BV such that Lξ,Tδfξ,δ = fξ,δ and
||fξ,δ||BV ≤ 9||ρξ||BV .
Proof. The proof is similar to the proof of Lemma 4. Let us denote L := Lξ,Tδ for
short. Let us consider the iterates Ln(m) of the Lebesgue measure m. Because of
(25) these iterates have a Bounded Variation density, indeed since L is a Markov
operator, ‖Ln(m)‖1 ≤ 1 for all n, and L : L1 → BV [0, 1] is continuous we have
that
‖Ln(m)‖BV ≤ ‖L‖L1→BV ‖Ln−1(m)‖1 ≤ ‖L‖L1→BV
≤ 9||ρξ||BV
for every n. Now the proof continues exactly like in Lemma 4. We obtain a limit
measure for the Cesaro averages fξ,δ ∈ BV with ||fξ,δ||BV ≤ 9||ρξ||BV . 
4.1. Perturbing the map. We now consider the case in which the system is
perturbed by changing T while keeping the noise unchanged. Hence we change
“deterministically” the deterministic part of the system. Let Tδ : [0, 1] → [0, 1]
be a family of “small” perturbations of T0 (in a sense which will be made precise
below) parametrized by δ ∈ [0, δ]. Consider the family of transfer operators LTδ :
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L1([0, 1]) → L1([0, 1]), δ ∈ [0, δ] and the associated operators with noise Lξ,Tδ
defined as before as
Lξ,Tδ(f) := ρξ∗ˆLTδ(f).
We now compute the structure of the derivative operator and prove that these
perturbations, under suitable assumptions, are small, satisfying assumption (LR3)
of Theorem 3. To this purpose we have the following
Proposition 24. Let f ∈ L1, let Dδ : [0, 1] → [0, 1] be a family of continuous
bijections, such that
Dδ = 1 + δS
where S is a 1-Lipschitz map such that S(0) = S(1) = 0 with support χS , finite
union of intervals. Let T : [0, 1] → [0, 1] be a nonsingular Borel map and LT its
transfer operator. Let LDδ◦T be the transfer operator of the map Dδ ◦ T . Then
(27) ‖LDδ◦T f − LT (f)‖W ≤ δ‖f‖1.
Proof. Equation (27) follows by the remark that for each g ∈ L1, ‖LDδg − g‖W ≤
δ‖g‖W ≤ δ‖g‖1,then posing g = LT (f), ‖LDδ◦T f − LT (f)‖W ≤ δ‖LT (f)‖1 ≤
δ‖f‖1.

Proposition 25. Let Dδ : [0, 1] → [0, 1] be a family of continuous bijections as
in Proposition 24. Let LDδ be the associated transfer operator and suppose f ∈
BV (χS), then
lim
δ→0
∥∥∥∥LDδf − fδ − (−f · S)′
∥∥∥∥
W
= 0
where (f · S)′ is meant in the weak sense (it is a measure, the derivative of a BV
function).
Proof. Let us remark that since S(0) = S(1) = 0 then
LDδf−f
δ −(−f ·S)′ represents
a zero average measure while
LDδf−f
δ ∈ L1. Thus
‖LDδf − f
δ
− (−f · S)′‖W ≤ sup
g∈C1,Lip(g)≤1
∫ 1
0
g d[
LDδf − f
δ
− (−f · S)′].
For every g such that g(0) = 0 and Lip(g) ≤ 1, it holds∫
gd
[
LDδf − f
δ
− (−fS)′
]
=
∫
gd[(fS)′] +
∫
gLDδf − gf
δ
dm
=
∫
gd[(fS)′] +
∫
g ◦Dδ − g
δ
dfm
where we used the duality between the transfer operator and the composition op-
erator. Let us observe that the rightmost element can be written as∫
g ◦Dδ − g
δ
dfm =
∫
g(x+ δS(x))− g(x)
δ
dfm;
now, pointwise it holds g(x+δS(x))−g(x)δ →δ→0 g
′(x)S(x) and the convergence is domi-
nated by |g(x)−g(x+δS(x))|δ ≤sup
x
(|S(x)|) <∞. By the Lebesgue convergence theorem
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hence
∫ g(x)−g(x+δS(x))
δ dfm →
∫
g′(x)S(x) dfm. Since g(0) = 0 and S(1) = 0, we
obtain, using integrations by parts again, that
(28)
∫
gd[(fS)′] +
∫
g′(x)S(x)dfm = 0
proving the statement. 
Corollary 26. Let T : [0, 1]→ [0, 1] be a nonsingular Borel map and LT its transfer
operator. Suppose LT : BV ([0, 1]) → BV (χS) is continuous6. Let LDδ◦T as before
then
lim
δ→0
‖LDδ◦T f − LT f
δ
− (−LT (f)S)′‖W = 0.
Proof. Since LT f is of bounded variation on χS , it is sufficient to apply Proposition
25 to LT f, noticing that LDδ◦T = LDδ(LT f). 
Remark 27. In the case where LT f /∈ BV (χS) or LT (f)·S is not of Bounded Vari-
ation, (LT (f0) · S)′ can be interpreted as a distribution in the dual of the Lipschitz
functions.
Applying the convolution equation 24 to Corollary 26 and Proposition 24 we get
directly the convergence of the derivative and small perturbation of the operator
as requested at Item 3) of Theorem 3.
Proposition 28. Let Dδ = 1+ δS be a bilipschitz homeomorphism near the iden-
tity, [0, 1] → [0, 1], where S is a 1-Lipschitz map such that S(0) = S(1) = 0.
Denote with χS the support of S, suppose χS is a finite union of intervals. Suppose
LT : BV [0, 1]→ BV (χS) is continuous. Let Tδ = Dδ ◦ T so that
Lξ,Tδf := ρξ∗ˆLDδ◦T f
then ‖Lξ,Dδ◦T0f−Lξ,T0(f)‖1 ≤ δ‖f‖1 and the following limit defining the derivative
operator of such a system converges
(29) lim
δ→0
∥∥∥∥ (Lξ,Tδ − Lξ,T0)δ f0 − ρξ∗ˆ(−LT (f0)S)′
∥∥∥∥
1
= 0.
In this formula (LT (f0)S)
′ should be interpreted as a measure.
Remark 29. In the case where LT : BV [0, 1] → BV [0, 1] is continuous (like for
example in piecewise expanding maps, but this is not restricted to that, a bounded
amount of contraction could be allowed) then LT : BV ([0, 1]) → BV (χS) is auto-
matically continuous.
Remark 30. In the case where LT (f0)S is not of bounded variation and (LT (f0)S)
′
only converges in the dual of the space of Lipschitz densities. In this case ρξ∗ˆ(−LT (f0)S)′
could not be defined everywhere when ρξ is only a bounded variation kernel. How-
ever, in the case where ρξ is Lipschitz we have that ρξ∗ˆ(−LT (f0)S)′ is well defined
and the limit (29) holds with a convergence in L∞.
Remark 31. We remark that the theorem above requires very mild assumptions.
To be more explicit compare it with the following result of [23].
6There is K ≥ 0 such that ‖1χS · LT f‖BV ≤ K‖f‖BV for each f ∈ BV [0, 1]. This condition
is sufficient to ensure that LT (f)S is a BV function and then (LT (f)S)
′ ∈ BS.
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Proposition 32 ([23]). Let Tδ be a family of nearby expanding maps such that
Tδ = T0 + δp+ oC3(δ)
where p ∈ C3 and oC3(δ) is the error term with respect to the C3 norm of 1δ (Tδ −
T0)−ε, and for their respective operators it holds a linear response statement. Let L¯δ
be their transfer operators and Lˆ the related derivative operator. Let w ∈ C3(X,R).
For each x ∈ X we can write
Lˆw(x) = lim
δ→0
(
L¯δw(x)− L¯0w(x)
δ
)
= −L¯0
(
wε′
T ′0
)
(x)− L¯0
(
εw′
T ′0
)
(x) + L¯0
(
εT ′′0
T ′20
w
)
(x)
and the convergence is also in the C1 topology.
In this case by using this very explicit description of the linear response the
equation (29) becomes
lim
δ→0
∥∥∥∥ (Lξ,Tδ − Lξ,T0)δ f0 − ρξ ∗ (−LT (f0)S)′
∥∥∥∥
1
= 0.
In fact it is easy to see that the result above can be included in the present
framework by considering ρξ ∗ L¯δ and obtaining, as a result, ρξ ∗ Lˆ.
Applying Theorem 3 we have hence the following corollary, summarizing the
existence of linear response for systems with additive noise and perturbations as
considered in Proposition 28.
Corollary 33. Let L0,T0 be the transfer operator of a system with additive noise,
as above. Suppose that L0,T0satisfies assumption LR1. Let Tδ = Dδ ◦ T be a
perturbation of T0 as in Proposition 28. Let L0,Tδ be the transfer operator associated
to the system with additive noise whose deterministic part is Tδ and the noise is
distributed according to ρ0 ∈ BV. Let fδ be fixed probability measures of the transfer
operators L0,Tδ , i.e. L0,Tδfδ = fδ then R(z, L0,T0) : V → V is a continuous operator
and we have the following Linear Response formula
(30) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0,T0)ρ0∗ˆ(−LT0(f)S)′
∥∥∥∥
1
= 0.
4.2. Perturbing the noise. In this section we consider the situation where given
a system with noise, as described above, one is interested in understanding how the
stationary measure changes if the structure of the noise changes. In particular to
study what happens if the radius of the noise changes. Consider hence a nonsingular
map T and a family of kernels ρξ ∈ BV , ξ ∈ [0, ξ¯) and the associated family of
transfer operators Lξ,T f := ρξ∗ˆLT f where the additive noise is changed as ξ
changes. Note that we do not mean to consider “zero-noise”-limits, as the transfer
operator without noise is not typically a regularizing one (remark that from the
technical point of view, the zero noise limit correspond to ρ0 being equal to the
dirac delta placed in 0, which is not a BV density). Let us suppose that fξ is the
stationary probability measure for Lξ,T . Here the important limit to be considered
is the “derivative kernel” ρ˙ := lim
ξ→0
ρξ−ρ0
ξ . We will see interesting cases where the
limit converges in the Wasserstein ‖ · ‖W norm (see e.g. Example 38). In this case
applying Theorem 3 we get a linear response statement with convergence in the
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‖ · ‖W norm (see Corollary 36 and Corollary 43). In order to apply the theorem,
we show how its assumption (LR3) can be verified in this case.
First we show that under simple and natural assumptions on the perturbation of
the noise kernel we have that the perturbed transfer operator is a small perturbation
of the unperturbed one (first part of (LR3)).
Proposition 34. Let f ∈ L1, suppose ‖ρξ − ρ0‖1 ≤ Cξ, then
(31) ‖Lξ,T f − L0,T f‖W ≤ ‖Lξ,T f − L0,T f‖1 ≤ Cξ‖f‖1.
Proof. The proof is a direct application of the well known fact ‖ρ∗g‖1 ≤ ‖ρ‖1‖g‖1.
By this it also holds
(32) ‖ρ∗ˆg‖1 = pi∗(ρˆ ∗ gˆ) ≤ ‖ρ‖1‖g‖1
and ‖ρ0∗ˆg − ρξ∗ˆg‖1 ≤ ‖ρξ − ρ0‖1‖g‖1. 
Then we consider the convergence of the derivative operator (second part of
(LR3)).
Proposition 35. Suppose || ||w is either the L1 or the || ||W norm. Suppose there
is a Borel measure with sign ρ˙ such that
lim
ξ→0
∥∥∥∥ρξ − ρ0ξ − ρ˙
∥∥∥∥
w
= 0.
Suppose T is nonsingular and f0 ∈ L1[0, 1], then
lim
ξ→0
∥∥∥∥ (Lξ,T − L0,T )ξ f0 − ρ˙∗ˆLT (f0)
∥∥∥∥
w
= 0.
Proof. The proof is a direct computation
ρξ∗ˆLT f − ρ0∗ˆLT f
ξ
=
ρξ − ρ0
ξ
∗ˆLT f.
We have that LT f0 ∈ L1. In the case where || ||w = || ||W , by (23) we get the
statement. In the case || ||w is the L1 norm we have the same result by using
(32). 
We remark that by this computation, assumption (LR3) of Theorem 3 is satisfied
with a derivative operator L˙(f) = ρ˙∗ˆLT (f).
By Theorem 3 and Propositions 35, 34 in the case the choice of the weak norm
is || ||w = || ||W , we get the following linear response statement for perturbations
of the noise distribution ρ0.
Corollary 36. Let L0,T0 be the transfer operator of a system with additive noise,
as above. Suppose that L0,T0satisfies assumption LR1 (mixing). Suppose T0 is Lip-
schitz, ‖ρξ − ρ0‖1 ≤ Cξ, and that there exists ρ˙ ∈ BS such that
lim
ξ→0
∥∥∥∥ρξ − ρ0ξ − ρ˙
∥∥∥∥
W
= 0
then R(z, L0,T0) : VW → VW is a continuous operator and we have the following
Linear Response formula
(33) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)ρ˙∗ˆLT (f)
∥∥∥∥
W
= 0.
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If the derivative operator converges in the L1 norm the choice of the weak norm
is || ||w = || ||1 and we get
Corollary 37. Let L0,T0 be the transfer operator of a system with additive noise,
as above. Suppose that L0,T0satisfies assumption (LR1) (mixing). Suppose T0 is
nonsingular, ‖ρξ − ρ0‖1 ≤ Cξ, and that there exists ρ˙ ∈ L1 such that
lim
ξ→0
∥∥∥∥ρξ − ρ0ξ − ρ˙
∥∥∥∥
1
= 0
then R(z, L0,T0) : V → V is a continuous operator and we have the following Linear
Response formula
(34) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)ρ˙∗ˆLT (f)
∥∥∥∥
1
= 0.
Example 38. (perturbing the uniform noise) Let us now consider a concrete and
natural example of perturbation of the noise kernel in a system with additive noise:
the case where we consider uniform noise in a certain small radius and change the
radius. Let us hence consider a system with noise kernel ρ0 = a
−11[−a/2,a/2] with
a > 0 and slightly perturb it to ρξ = (a+ ξ)
−11[−(a+ξ)/2,(a+ξ)/2] By Proposition 35
we consider ρ˙ = lim
ξ→0
ρξ−ρ0
ξ . We have convergence of this limit in the ‖ · ‖W norm.
A little computation yields
(35) ρ˙ = −a−21[−a/2,a/2] + a
−1
2
δ−a/2 +
a−1
2
δa/2
where δx is the Dirac delta measure placed at x.
5. Examples of application
To show the flexibility and applicability of our theory we produce a family of
examples, namely: a family of maps satifying a kind of topological mixing condition,
circle rotations, a nontrivial map coming from real-life applications which has very
nonuniform properties, an iterated functions system with deterministic and random
components.
5.1. Maps which are eventually onto and additive noise. Let us consider
a family of nonsingular maps Tδ with additive noise. We will suppose that T0 is
a nonsingular piecewise C2 map7 having good distortion properties (which will be
specified below) and Tδ is obtained by composition with a family of diffeomorphism
constructed as in Section 4.1. More precisely let us suppose:
A1 T0 is a nonsingular piecewise C
2 map whose transfer operator LT0 : BV [0, 1]→
BV [0, 1] is continuous: there is C ≥ 0 such that
||LT0f ||BV ≤ C||f ||BV .
A2 T0 is eventually onto: for each open interval I ⊆ [0, 1] there is n such that
Tn0 (I) = [0, 1].
7The space [0, 1] can be decomposed into a union of intervals Ii such that in every set Ii the
map T0 can be extended to a C2 function Ii → [0, 1].
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A3 Tδ = Dδ ◦ T0 where Dδ : [0, 1]→ [0, 1] be a family of continuous bijections,
such that
Dδ = 1+ δS
where S is a 1-Lipschitz map such that S(0) = S(1) = 0 with support χS ,
finite union of intervals as in Proposition 24.
A4 At each iteration of Tδ, uniform random noise of radius a > 0, with noise
kernel ρ0 = a
−11[−a/2,a/2] is added, so that the resulting transfer operator
is given by
L0,Tδf := ρ0∗ˆLDδ◦T0f
as in Section 2.
Remark 39. We remark that piecewise expanding maps satisfy assimption A1 (see
[53, Section 3.1, Property E3] or [46] and in particular the Lasota Yorke inequality
satistied by these maps). The assumption is also verified by maps which can be
contracting in some part of the space.
Remark 40. Assumption A2 implies the topological mixing of the map. In the case
of piecewise expanding maps this assumption is often taken to get a topologically
mixing system (see [53, Section 3.1, Property E3]). This assumption is not the
most general one possible to get linear response in our framework, but it will keep
the exposition simple.
We will perturb both the map and the radius of the noise, applying Corollaries
33 and 36. To apply it first we have to check that the unperturbed operators we
consider are mixing.
Lemma 41. Under the assumptions above, the transfer operator L0,T0 is mixing
i.e. it satisfies Assumption (LR1) of Theorem 3.
Proof. If L0 := L0,T0 is the transfer operator of the initial system with additive
noise, under the assumptions A1,...,A4, we have by (25), as in Lemma 23
||Ln0f ||BV ≤ ‖L0‖L1→BV ‖Ln−10 (f)‖1
≤ 0||f ||BV + 9B‖f‖1
where B = ||ρ0||BV . Thus the system with noise satisfies a Lasota Yorke inequality
on BV and L1. Moreover ‖L0f‖1 ≤ ‖f‖1, and L0 is compact as an operator BV →
L1, thus by the Hennion-Neussbaum argument (see [46] Section 3.1, Theorem 3.1)
the spectral radius of L0 as an operator on BV is bounded by 1, the essential
spectral radius is 0. The spectrum is then discrete, all points of the spectrum on
the unit circle are eigenvalues with finite multiplicity and the system is mixing if
the only eigenvalue on the unit circle is 1 with multiplicity 1.
Let us consider one positive stationary probability measure µ0 ∈ BV for L0 (as
was proved to exist in Lemma 23). Suppose that the system is not mixing, then
there is a complex measure µˆ ∈ BV , µˆ 6= µ0 such that Li0µˆ = λiµˆ for each i ≥ 0
and λ ∈ C, |λ| = 1. Let µ be the real part of µˆ. This is a signed measure. Since
the transfer operator preserves real valued measures Li0µ is a real valued measure
with bounded variation density and, for each  there are infinitely many i such that
‖Li0µ− µ‖1 ≤  (for each , |λi − 1| ≤  for infinitely many i). We also have that
there is c ∈ R such that µ1 = µ+ cµ0 is a zero average measure with density in BV
and
lim sup
i→∞
‖Li0µ1‖1 = ‖µ1‖1
24 S. GALATOLO AND P. GIULIETTI
(indeed ‖Li0µ1‖1 ≤ ‖µ1‖1 and ‖Li0µ1‖1 = ||Li0(µ + cµ0)||1 = ||Li0(µ) − µ + µ +
Li0(cµ0)||1 ≤ ||Li0(µ)− µ||1 + ‖µ1‖1 ).
Now let I be an interval for which µ1|I has a strictly positive density. By
assumption A2 there is n such that Tn0 (I) = [0, 1]. Let us consider the measure
ν = µ11I . Suppose s(ν) is the support of ν (the set on which ν has strictly positive
density). Since LT0 is a positive operator and T0 is piecewise C
2, then LT0ν has
also a strictly positive density almost everywhere on T0(I). Since the convolution
can only increase the support of a positive measure, we get that s(L0ν) ⊇ s(LT0ν)
⊇ T0(I), s(L20ν) ⊇ T 20 (I) and s(Li0ν) ⊇ T i0(I) for i ≥ 1. Then by assumption A2 we
get inductively s(Ln0ν) = [0, 1]. This contraddicts the fact that lim sup
i→∞
‖Li0µ1‖1=
‖µ1‖1. Indeed recall that any measure µ1 of zero average can be decomposed in
µ+1 + µ
−
1 , the positive and negative component of µ1. We have that L
n
0µ
−
1 is a
negative measure having a bounded variation density and the support of Ln0ν being
the whole space overlaps the support of Ln0µ
−
1 in this way
‖Ln0µ1‖1 = ‖Ln0 (µ+1 + µ−1 )‖1
≤ ‖Ln0 (µ+1 − ν + ν + µ−1 )‖1
≤ ‖Ln0 (µ+1 − ν)||1 + ||Ln0ν + Ln0µ−1 ‖1
< ‖Ln0 (µ+1 − ν)||1 + ||µ−1 ||1 + ||ν||1
= ||µ1||1.
Then for each k ≥ 0 ‖Ln+k0 µ1‖1 ≤ ‖Ln0µ1‖1 <||µ1||1, contraddicting lim sup
i→∞
‖Li0µ1‖1=
‖µ1‖1. 
Remark 42. The assumptions A1,...,A4 have been chosen to ensure mixing for a
whole family of nontrivial systems. Given a single system with noise, to prove its
mixing is usually much easier. It can be done with a computer aided proof also in
quite complicated examples, as we will see in Section 5.3.
Applying Corollaries 33 and 36, using the computation made in Example 38 for
the explicit form of the derivative operator we get
Corollary 43. Using the notations of Corollary 33, and 36, for the piecewise
expanding systems with uniform noise described above, perturbing the deterministic
part of the system as in Assumption A3 we get the following Linear Response
formula
(36) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)ρ0∗ˆ(−LT0(f0)S)′
∥∥∥∥
1
= 0.
While if the map T0 is Lipschitz and we perturb the uniform noise kernel by
changing the radius we get he following Linear Response formula
lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)ρ˙∗ˆLT (f)
∥∥∥∥
W
= 0.
where
(37) ρ˙ = −a−21[−a/2,a/2] + a
−1
2
δ−a/2 +
a−1
2
δa/2
as in (35).
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Remark 44. We remark that if LT : BV [0, 1]→ BV [0, 1] as required in Assump-
tion A1 is continuous thus LT : BV ([0, 1])→ BV (χS) is automatically continuous
(see Remark 29). This allows to perturb the map in a way that moves discontinu-
ities and still get Linear Response. This is of course due to the effect of the additive
noise. Such perturbations may break linear response or statistical stability in the
deterministic case (see e.g. [10] and [44]).
5.2. Random rotations. Rotations by a well approximable angle are known (see
[22] e.g.) to be systems having not linear response even to constant deterministic
perturbations. In this section, we show that, not surprisingly, if we add some noise
they have.
Let us hence consider ([0, 1], T ) being such a translation, with T (x) = x + θ
mod(1). We will suppose that θ is of large Diophantine type. Let us recall the
definition of Diophantine type. The definition tests the possibility of approximating
0 by an integer multiples of the angle. The notation ||·|| below, will indicate the
distance to the nearest integer number in R.
Definition 45. The Diophantine type of θ is
γ(θ) = inf{γ | ∃c0 > 0 s.t. ‖kθ‖ ≥ c0|k|−γ ∀k ∈ Z \ {0}}.
Rotations by a well approximable angle do not have linear response to certain
small Lipschitz perturbations as it is shown in the following propositions (see [22]
section 6.3 for the proofs).
Proposition 46. Consider a well approximable irrational θ with γ(θ) > 2, consider
γ′ > γ(θ). There is a sequence of reals δj ≥ 0, δj → 0 and Lipschitz small
perturbations8 Tδj such that ‖T − Tδj‖Lip ≤ 2δj and the map Tδj has an unique
invariant measure µj with
‖µ0 − µj‖W ≥
1
9
(δj)
1
γ′−1 .
The result also hold for the average of a given regular observable. In [22] it is
shown an explicit example of such an observable for a rotation of a well-chosen
angle θ.
Proposition 47. Consider a map T as above with the rotation angle θ =
∑∞
1 2
−22i .
There is a sequence of reals δj ≥ 0, δj → 0 and Lipschitz small perturbations
‖T − Tδj‖Lip ≤ 2δj with invariant measures µj, an observable ψ : [0, 1] → R with
derivative in L2 (see [22] section 6.3 for its definition) and C ≥ 0 such that∣∣∣∣∫ ψdm− ∫ ψdµj∣∣∣∣ ≥ C√δj .
Now consider a random system, where to a rotation as above we add noise with
BV density of probability ρξ. The related annealed transfer operator can be defined
as:
(38) Lξ,T (f) := ρξ ∗ LT (f)
here the convolution is taken onto the circle, or equivalently on the interval with
periodic boundary conditions9, as it is natural for rotations. Let us consider again
8Informally speaking these perturbations chage the rotation angle to a nearby rational, making
an invariant measure supported on periodic orbit to appear, then this periodic orbit is made
attracting by a further small perturbation of the map.
9Formally, it can be defined as in (13) considering as pi the universal cover map R→S1.
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some small Lipschitz perturbations of T as done before where we suppose Tδ =
Dδ ◦ T0 with Dδ = 1 + δS, a bilipschitz homeomorphism near the identity and
the related transfer operators Lξ,Tδ . We remark that for the system Lξ,T0 , the
Lebesgue measure m is the stationary measure. We can apply Corollary 33 provided
the unperturbed operator is mixing. About this, let us notice that in the case of
rotations the convolution and LT commute, thus
(Lξ,T (f))
n = ρξ ∗ ... ∗ ρξ
x n times y
∗ LnT (f)
there is hence then some n for which (Lξ,T )
n has a strictly positive kernel and it
is mixing (see Remark 6) and we get the linear response formula converging in L1.
lim
δ→0
fδ −m
δ
= (1− Lξ,T0)−1ρξ ∗ (−S)′.
5.3. A model of the Belosuv-Zhabotinsky reaction. We show an example of a
random system of interest in applications composed by a nontrivial map perturbed
by noise. The deterministic part T of the system has coexisting strong expansion
and contraction regions, making the mathematical understanding of the statistical
properties of the system, quite difficult. However, it is possible, with a computer
aided proof to show that this system with additive noise satisfies Assumption (LR1)
of Theorem 3 (mixing). The other needed assumptions can be verified directly and
then this system has a linear response under suitable small perturbations of T .
The system we consider is a model of the behavior of the famous Belosuv-
Zabotinsky chaotic chemical reaction (see [42]). This is a dynamical system with
additive noise in which we show response for certain perturbations of the map. The
deterministic part of the system is given by the map
(39) T (x) =
{
(a+ (x− 18 )
1
3 )e−x + b, 0 ≤ x ≤ 0.3
c(10xe
−10x
3 )19 + b 0.3 ≤ x ≤ 1
Where the parameter c is defined so that T (0.3−) = T (0.3+), making T contin-
uous at 0.3. The value of c can be computed in a closed form as:
c =
20
320 · 7 ·
(
7
5
)1/3
· e187/10.
The parameter a is defined so that so that T ′(0.3−) = 0, making T ′ continuous
at 0.3. The value of a can be computed in a closed form as:
a =
19
42
·
(
7
5
)1/3
while
b = 0.02328852830307032054478158044023918735669943648088852646123182739831022528
is near to a value giving a period 3 orbit for the critical value T (0.3) (see [24] for
more details). The graph ot the map T is represented in Figure 1. At each iteration
of the map a uniformly distributed noise perturbation with span of size ξ is applied,
by a kernel ρ0 = ξ
−11[−ξ/2,ξ/2], We consider reflecting boundaries when the noise
is big enough to send points out of the space [0, 1]. We remark that this is never
the case when the noise amplitude is smaller than the parameter b.
In [42] the authors consider several different values for the noise range, showing
numerically that there is a transition from positive to negative Lyapunov exponents
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Figure 1. The map T .
as the noise range increases. This statement was proved with a computer aided
proof in [24]. We now select two different noises amplitudes (one with positive and
one with negative Lyapunov exponent) for which the mixing assumption can be
proved.
Lemma 48. Let us consider ξ1 = 0.860 × 10−2 and ξ2 = 0.129 × 10−3 and the
kernels ρi = ξ
−1
i 1[−ξi/2,ξi/2] Let us consider the transfer operator Lξi := ρi∗ˆLT
associated to these systems satisfy assumption (LR1) of Theorem 3 (mixing).
Proof. In [24], Table 1 (first and last line) the reader can find a rigorous estimate for
the mixing rate of the transfer operator Lξi related to the size noise ξi. In particular
it is shown that for the noise size ξ1 ‖L55ξ1 |V ‖L1 ≤ 0.059 and ξ2 ‖L70ξ2 |V ‖L1 ≤ 0.41
proving the exponential contraction of the zero average space in L1 and in particular
the mixing assumption. 
Note that with those values of the noise, the transfer operator is regularizing
from L1 to BV [0, 1] in the sense of Corollary 22. The above statement also holds
for the other noise amplitudes considered in [24], but we will not enter in the
details in this paper. Now we focus on a class of perturbations of T such that the
derivative operator exist. Let us consider family of perturbations Tδ = Dδ ◦T as in
the previous section, such that Dδ = 1 + δS with S 1-Lipschitz, suppose that the
support χS of S does not contain a neighborhood of the global maximum mT of T.
We see that such a class of perturbations satisfies Proposition 28.
Lemma 49. Let T be the map defined at (39). Let us consider Tδ = Dδ ◦ T ,
such that Dδ = 1 + δS and χS does not contain a neighborhood of mT . Then
LT : BV ([0, 1])→ BV (χS) is continuous.
Proof. This follows from the remark that outside a neighborhood of mT the map
is made of a finite set of convex monotone C2 branches with derivative bounded
away from zero. 
We now have everything we need to apply Theorem 3 (Corollary 33) and get
Proposition 50. Let us consider the random dynamical system formed by the
map T defined at (39) and uniformly distributed additive noise of radius ξi as
in the statement of Lemma 48. If we consider a family of systems obtained by
the deterministic perturbation of T as described before: Tδ = Dδ ◦ T , such that
Dδ = 1 + δS, S being 1-Lipschitz and χS does not contain a neighborhood of
28 S. GALATOLO AND P. GIULIETTI
mT . Let us consider the associated transfer operators Lξ,Tδ := ρξ∗ˆLDδ◦T . Then the
system has linear response: let f0 be the stationary measure of Lξ,T0 and fδ some
stationary measure of Lξ,Tδ , then
lim
δ→0
∥∥∥∥fδ − f0δ −R(1, Lξ,T0)[ρξ∗ˆ(−LT (f0)S)′]
∥∥∥∥
1
= 0.
5.4. Small random deterministic perturbations of a system with additive
noise. In this subsection we consider an example of a family of random systems
modeling the following situation: we consider two systems, one is deterministic
and the other is random with additive noise. At every iteration we can randomly
decide to apply one system or the other. The random system is a random map
with additive noise xn+1 → T1(xn)+ωn where T1 is nonsingular and ωn is an i.i.d
random variable, as in equation (9), distributed according to a certain BV kernel
ρ (with associated transfer operator L0 as described in Section 2). We apply this
system with probability (1− δ). The deterministic system is a nonsingular map T2
(the transfer operator associated to T2 is denoted by LT2 : L
1 → L1) we apply
this second system with probability δ independent from the previous history of the
system. We will also suppose that T2 is such that LT2 : BV [0, 1] → BV [0, 1] is
continuous. When δ is small we consider this as a small random perturbation of
the random system described by L0. The (annealed) transfer operator associated
to the randomly perturbed system can be defined by
(40) Lδ = (1− δ)L0 + δLT2 .
We remark that for δ > 0 this operator has not an absolutely continuous kernel;
however our theory can still be applied to it provided L0 and its perturbation satisfy
the assumptions of Theorem 3. Systems of the type (40) were already studied in [39,
Section 10.4], called there “randomly applied stochastic perturbation”, with respect
to asymptotic stability (see the reference for the details) but not with respect to
linear response. See also the beginning of [39, Section 10.5] for other relevant cases
of similar situations and a bit of literature. In this case we have the following
situation
Proposition 51. Let L0 and LT2 as above, suppose L0 satisties Assumption (LR1)
of Theorem 310. Let us consider the perturbation Lδ of L0 as defined in (40).
Suppose Lδfδ = fδ for δ ∈
[
0, δ
)
. Then the following response formula holds
lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)(LT2f0 − f0)
∥∥∥∥
1
= 0.
Proof. The statement is a direct application of Theorem 3. Assumption (LR1) is
supposed to hold for L0. As before, Assumption (LR2) of Theorem 3 is satisfied
because of the regularization inequalities proved in Corollary 22. We verify that
‖fδ‖BV is uniformly bounded (assumption (LR0) of Theorem 3). Here we use that
‖LT2‖BV→BV is bounded. Remark that
||Lδµ||BV = ||(1− δ)L0µ||BV + ||δLT2µ||BV ≤ 9||ρ||BV + δ||LT2 ||BV→BV ||µ||BV .
10A nontrivial example of such a system can be the BZ system considered in Secion 5.3.
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If δ is small ehough δ||LT2 ||BV→BV < 1 and this is a kind or Lasota Yorke inequal-
ity. Iterating it, we get that eventually for n large enough
||Lnµ||BV ≤ 2||ρ||BV
1− δ||LT2 ||BV→BV
and we can perform the same construction as in Lemma 4. To verify Assumption
(LR3) we consider as a weak norm the L1 norm itself. To verify the first part of
Assumption (LR3) it is sufficient to prove that there is K > 0 such that
||L0 − Lδ||L1→L1 ≤ Kδ
for δ small enough. This is done by noticing that in our case
||L0 − Lδ||L1→L1 = ||δLT2 − δL0||L1→L1 = δ||LT2 − L0||L1→L1
≤ 2δ.
(the transfer operators are weak contractions in L1). To verify the second part
of Assumption (LR3) and compute a derivative operator we have to show the
convergence in the L1 of the limit
lim
δ→0
(L0 − Lδ)
δ
f0.
Again this is very simple because
lim
δ→0
(L0 − Lδ)
δ
f0 = (LT2 − L0)f0 = LT2f0 − f0.
Applying Theorem 3 we get a linear reponse formula:
(41) lim
δ→0
∥∥∥∥fδ − f0δ −R(1, L0)(LT2f0 − f0)
∥∥∥∥
1
= 0.

6. (Optimal) control of the statistical properties
An important problem related to linear response is the control of the statistical
properties of a system: how one can perturb the system, in order to modify its
statistical properties in a prescribed way? how can one do it optimally? (what is
the best action to be taken in a possible set of allowed small perturbations in order
to achieve a given small modification of the stationary measure?).
The understanding of this problem has potentially a great importance in the
applications, as it is related to questions about optimal strategies in order to in-
fluence the behavior of a system. As an example, thinking about climate models
one could ask “what is the best action to be taken in order to reduce the average
temperature?” or similarly for other statistical properties. This type of questions is
still not much investigated in the literature. In [23] the problem was faced and dis-
cussed in general, giving a detailed description of the solutions and the existence of
optimal ones in the case of deterministic perturbations of expanding maps. In [34]
a similar problem was considered for more general systems, restricting the allowed
set of perturbations to conjugacies. In [41] problems of this kind were investigated
in connection with the management of complex dynamical systems (networks with
many interdependent components). In [6] several related problems, still focusing
on optimal perturbations, are investigated for Markov Chains and applied to Ulam
approximations of random dynamical systems on the interval.
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Let us start formalizing the problem more precisely: suppose we have a sys-
tem represented by its transfer operator L0 and a family of perturbations Lδ,γ , of
magnitude δ and direction γ ∈ D varying in a set D of the allowed “infinitesimal”
perturbations. Suppose f0 is a stationary measure of L0 and fδ,γ is a stationary
measure of Lδ,γ
(1) can we find a perturbation γ ∈ D, leading to some wanted direction of
change of the stationary measure? (in the sense of prescribed linear re-
sponse µ).
(2) In case of many solutions in D, can we find an optimal one?
(3) In case of no solutions in D, can we find an optimal perturbation in D,
approximating as well as possible the wanted response?
Formally the request problem 1) translates into the following: given µ, find γ
such that
lim
δ→0
fδ,γ − f0
δ
= µ.
The limit above can be considered in different topologies, in this paper we consid-
ered the L1 and the W topology, but other topologies could be considered, including
the convergence under different observables: i.e. suppose ψ is a smooth observable
with values in Rn, one may consider the problem of finding γ for which it holds
lim
δ→0
∫
ψ dfδ,γ −
∫
ψ df0
δ
=
∫
ψ dµ
in Rn. Formalizations of problems 2) and 3) can be made similarly, using linear
response. Similar questions may consider the maximum response in some norm or
the one of a given observable in some norm (see [6]).
Having obtained in the previous section handy and explicit results for the linear
response of systems with additive noise, we now consider problem 1) and discuss
briefly its mathematical structure. As done in the previous sections, let us allow
perturbations of the deterministic part of the system of the form Tδ = (1+ δS)◦T ,
with S being 1-Lipschitz and let us consider as perturbed operators Lδ,γ the as-
sociated transfer operators Lδ,S := ρξ ∗ L(1+δS)◦T . Consider the linear response
formula found before for these kind of perturbations: let f0 be the stationary mea-
sure of L0,S and fδ some stationary measure of Lδ,S , then under the assumptions
of Theorem 3 and Proposition 14 we have the linear response formula,
lim
δ→0
fδ − f0
δ
= R(1, Lξ,T0)[ρξ∗ˆ(−LT0(f0)S)′] = µ
(with convergence in L1). This equation in now to be solved for S. Leading to
ρξ∗ˆ(−LT0(f0)S)′ = µ−Lξ,T0µ.
Now denote by Nξ : L
1 → BV the convolution operator: Nξ(f) = ρξ∗ˆf . Nξ is not
necessarily injective or onto (it is not injective due to the boundary arrangements,
but in the case of the map defined at (39) it is when the noise is small enough
because the image of the map is strictly contained in [0, 1]). Suppose µ−Lξ,T0µ is
in the range of Nξ and denote by
N−1ξ (g) = {f ∈ L1 s.t.Nξ(f) = g}.
We have
(−LT (f0)S)′ ∈ N−1ξ (µ−Lξ,T0µ)
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leading to the explicit family of solutions to the control problem 1)
S(t) =
C +
∫ t
0
f dm
−LT0(f0)
for every C ∈ R and f ∈ N−1ξ (µ−Lξ,T0µ) when the expression makes sense. Inside
this family one can search for optimal or optimal approximating solutions, as pro-
posed at problems 2) and 3) above. Further investigations of these problems are in
our opinion very interesting, but out of the scope of the present paper.
Remark 52. Note that, analogously to what has been done before in remark 31, we
can compare this result with the one in [23]. Over there the solution to the problem
is computed, given ρ1 by the solution of a differential equation which is, morally,
what has been done here.
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