Correctly characterizing state preparation and measurement (SPAM) processes is a necessary step towards building reliable quantum processing units (QPUs). While the gauge freedom precludes characterizing SPAM in a fully self-consistent manner, a separate description of SPAM is still often desired. In this work, we approach this problem by assuming certain structure on SPAM and gate elements, and derive a simple experimental procedure to separately estimate the SPAM error strengths on a QPU. After discussing principles behind the experimental design, we present the protocol along with an asymptotic bound for the uncertainty in the estimated parameters in terms of quantities that can be estimated independently of SPAM processes. We test this protocol on a publicly available 5-qubit QPU and discuss the applicability of our protocol on near-term devices.
Correctly characterizing state preparation and measurement (SPAM) processes is a necessary step towards building reliable quantum processing units (QPUs). While the gauge freedom precludes characterizing SPAM in a fully self-consistent manner, a separate description of SPAM is still often desired. In this work, we approach this problem by assuming certain structure on SPAM and gate elements, and derive a simple experimental procedure to separately estimate the SPAM error strengths on a QPU. After discussing principles behind the experimental design, we present the protocol along with an asymptotic bound for the uncertainty in the estimated parameters in terms of quantities that can be estimated independently of SPAM processes. We test this protocol on a publicly available 5-qubit QPU and discuss the applicability of our protocol on near-term devices.
Successfully operating quantum processing units (QPUs) requires sufficiently low error rates. Protocols that accurately characterize error rates in different components of a QPU are necessary for testing its quality. While there exists many well-developed methods that characterizes errors in quantum gates such as quantum process tomography [1] [2] [3] and (variants of) randomized benchmarking [4] [5] [6] [7] [8] [9] , less have focused on studying state preparation and measurement (SPAM) errors which can be on the same order as (and can sometimes surpass) the gate error rates in some current QPUs. For example, the combined SPAM error in current superconducting transmon qubit systems has been reported to range from 98% to 99.2% [10] , while 1-and 2-qubit gates may achieve fidelities over 99.9% and 99% respectively [11] . The requirement to repeatedly prepare qubits in well-defined initial states in some quantum error correcting codes has put SPAM errors on the same level of importance as gate errors.
The problem of separately characterizing SPAM may not be as straightforward as it might first appear. Conventional approaches, such as quantum state tomography [1] or detector tomography [12] [13] [14] , rely on the existence of some ideal set of measurements or probe states in order to determine the other. If one wants to avoid such unrealistic assumptions, gate-set tomography [15] seems to provide a self-consistent characterization scheme which simultaneously determines all state, gate and measurement operators. However, such a general treatment can only provide estimates up a gauge transformation [15] [16] [17] , which can alter the relative strength between preparation and measurement errors. In addition to this self-consistency problem, full state or measurement tomography are both resource consuming, and provide information that is sometimes unnecessarily detailed. This can be problematic even for intermediate scale QPUs which require frequent re-calibration, possibly due to drifts in the measurement apparatus.
In this Letter, we approach the SPAM characterization problem from a new perspective, in view of the above issues. After demonstrating the problem caused by the gauge freedom and necessary assumptions to eliminate it, we provide a simple protocol that determines a subset of experimentally relevant single-qubit parameters, from which the SPAM operators can be separately determined. We then derive asymptotic bounds on the estimated parameters in case of non-ideal quantum gates, based on gate error rates which can be estimated independently of SPAM errors, addressing the self-consistency issue. We then demonstrate the feasibility of our approach on a publicly available 5-qubit quantum processor. We believe our method will be helpful for optimizing QPUs due to its complementary role to protocols that measure gate errors.
SPAM characterization and gauge ambiguity. -Without loss of generality, we start by assuming that the full set of available operations on the QPU of interest include initializing the qubits in a state described by a density operator ρ, applying arbitrary unitary gates, and making a final measurement in the form of a POVM {M 1 ...M k }. The goal of SPAM characterization is generally regarded as determining all SPAM operators. A closely related concept is the SPAM error, which we will define operationally as a k × 1 vector δ with components
where the overhead tilde stands for real instances of a particular operation. By construction, i δ i = 0. For the particular case of a single qubit with 2-outcome measurement, ρ = M 1 = |0 0|, so |δ 1 | = |δ 2 | := δ SPAM is the probability of returning the "wrong" output and is regarded as the total SPAM error. We also define the SP-and M-error (δ SP and δ M ) as δ SPAM with an ideal measurement and state preparation, respectively.
As stated previously, the operators ρ or M i can be determined if the other is completely known. If this arXiv:1910.07511v1 [quant-ph] 16 Oct 2019 unrealistic assumption is relaxed by assuming a general model for SPAM, then a full ,unambiguous reconstruction is prohibited due to a gauge freedom [15] . To demonstrate this we use the Pauli-Liouville representation, which we briefly review. The N -qubit Pauli basis is the set P N = {I, X, Y, Z} ⊗N . Because the elements of the Pauli basis are Hermitian and trace orthogonal, any N -qubit operator E can be written uniquely as
We can thus use a 4 N × 1 vector with components Tr P † E to represent the operator E, which we denote as |E , and the conjugate transpose of |E as E|. By linearity, A|B = Tr A † B . A linear map G is represented as a 4 N ×4 N matrix Φ G (called the Pauli transfer matrix, or PTM) with elements indexed by Pauli operators as
In this picture, the result of a quantum gate Φ applied to a state ρ is given by a matrix multiplication:
The gauge freedom originates from the fact that, given a list of probabilities p(ρ, Φ G , M x ) in a set of experiments, there exists multiple sets of states, gates and measurements that describes equally well the observed data. These are related by a "gauge transformation" as follows, where B is an invertible matrix:
which, if applied to all elements simultaneously, preserves the predicted outcome probabilities. Thus, these are equally valid descriptions of the same experimental data.
The implication here is that one cannot obtain a unique, faithful representation for all elements in a quantum computer [15, 16] . In order to obtain a full description of a gate, for example, it is sufficient to assume an ideal set of spanning SPAM operators according to theory of process tomography [18] . However, for systems that can only be initialized in one state, the spanning state set is generated by applying different gates, which are implicitly assumed to be ideal. We demonstrate here that a similar argument also holds for characterizing SPAM: that is, some other assumptions are necessary in addition to the ability of applying perfect unitary gates (i.e., having any set of Φ's that are fully known). The reason is that since all unitary gates are trace-preserving and unital, they can be parametrized by
where φ is a block matrix with components φ P,Q . All outcome probabilities are thus in the form
(note that s I ⊗N = 1 by the unit trace condition). While we can construct an infinite number of such equations, we observe that s Q and m P always appear in a product form, so it is impossible to separately solve for them assuming that φ is independent of the (unknown) SPAM parameters. In particular, a gauge transformation
for some real number x would change the values of s and m, but keep the equations unaltered [16] . Therefore, in addition to assuming ideal gates, one needs to design an effective operation that breaks the gauge symmetry.
We now present such a protocol which achieves this by engineering Φ to depend upon the SPAM parameters.
Outline of protocol.-To develop a straightforward protocol, we engineer simplified effective SPAM operators based on an averaging technique in [19] . The idea is to filter out undesired components in the state and measurement processes for a simplified the analysis. Consider a single qubit in a QPU whose SPAM operations are denoted asρ and a 2-outcome POVMM = {M 0 ,M 1 = I −M 0 }. This can be parametrized by
where m I := TrM 0 − 1 is the bias (towards 0) of the POVM, which describes the tendency to output 0 than 1 with a completely mixed state input. We would like to determineρ andM separately, with the available control being arbitrary 1-qubit trace-preserving and unital (TPU) gates. Due to linearity of quantum operations and probabilities, averaging over outputs from multiple instances can be equivalently modelled using effective SPAM operators with s X = s Y = m X = m Y = 0 from eq. (8). To set m I = 0, we can also randomly apply an element of {I, X} immediately before the measurement and relabel the outcome when we apply an X, so that the outcome 0 corresponds to the POVM elementM 1 and vice versa.
With these simplifications and calling the qubit in question q 1 , the problem is reduced to find s Z and m Z , which are related to the SPAM errors by
Below we provide a simple protocol, which we call error propagation, to achieve this. We observe that if there exists an ancillary qubit q a which can be prepared and measured independently, i.e. is described by two other parameters s Z,a and m Z,a , then applying a CZ gate ∆(Z) = |0 0|⊗I +|1 1|⊗Z controlling on q a and targeting on q 1 can propagate s Z to the X and Y components of q a . Therefore, if we first apply an H gate on q a to change to the X basis, perform the CZ gate, and change back to the Z basis using another H, the effective PTM on q a can be calculated as
which depends upon s Z as desired. Thus, while directly measuring q a yields the following expectation
for the observable M 0 − M 1 , measuring it after applying Φ yields
Therefore, s Z can be calculated from the ratio of β 2 and β 1 , which then determines m Z by a separate experiment that measures β 1 on q 1 . This idea of error propagation can be generalized to measuring an N -qubit device, as long as we assume one ancillary qubit (labelled as q a ) that can be independently prepared and measured from the rest. Specifically, first note that the only non-zero components of an N -qubit state after state averaging over {I, Z} are tensor products of I and Z. Now, consider the process shown in fig. 1 . The effective PTM on q a can be calculated by writing the unknown N -qubit state as ρ = Q s Q Q and noting that [P, Q] = 0 for all P, Q ∈ {I, Z} ⊗N , and is exactly identical to eq. (10) with s Z replaced by s P . Therefore, this circuit allows us to probe the coefficient for the operator P . Note that the controlled-P gate requires O(N ) CZ gates with O(N ) depth for the worst case, although it can be achieved by 2 all-to-all Mølmer-Sørensen gates. For the purpose of examining single-qubit errors where the only nontrivial state parameter is s Z , this circuit is reduced to a single CNOT gate. Bounding gate error effects.-The effects of gate errors must be treated in a way that does not rely on any prior information on the SPAM parameters, which are assumed unknown prior to the experiment. This excludes using protocols like process tomography to extract the full effect of the gate in question, and substitute to replace Φ G in eq. (10) . Protocols that estimate gate error strengths independently of SPAM offer an alternative solution to this problem. In particular, recently proposed cycle benchmarking (CB) [20] procedure is a good candidate. The figure of interest is the entanglement infidelity r e (G, G) = 1 − F e (G, G) between an ideal map G and its imperfect implementationG, where F e is defined as
CB estimates the entanglement infidelity of a composite cycle, consisting of the process of interestG and a "dressing" cycleR, averaged over all Pauli dressing cycles, where
This figure is relevant when a quantum computation task is used in conjunction with a noise-tailoring procedure called randomized compiling (RC) [19] . RC works by inserting a round of random twirling gates T and restoring gates R before and after a cycle made up of "hard gates". The gate R restores the effects of gate T to keep the logical circuit unchanged, and both can be taken to be from {I, X , Y, Z} ⊗N because our cycle contains only Clifford gates. It has been shown that the effective error of the composite cycle, consisting of the hard gate cycle plus a round of dressing gates, is twirled to a Pauli channel P(ρ) := P ∈P N µ(P )P ρP † where µ is a probability distribution [19] . The error rate of P is thus precisely characterized by the infidelity r CB [20] .
A Pauli noise channel is advantageous because it has the most favorable scaling behavior for the worst-case error rate. In particular, referring to fig. 1 , we are interested in the trace distance ρ a −ρ a 1 between the final state on q a after applying the ideal circuit G, and ρ a after applying the noisy circuitG, with A 1 := Tr √ A † A. From the definitions of the induced norm G 1→1 := max{ G(X) 1 : X ≤ 1} and the diamond norm G := G ⊗ I d 1→1 for quantum channels [21, 22] , and the fact that partial tracing does not increase the trace distance [23] , it's easy to see that
where the RHS is related to r e by [24, 25] 2r e (G, G) ≤ G − G ≤ 2d r e (G, G).
A Pauli error channel saturates the lower bound of eq. (16) [26] , allowing us to bound ρ a − ρ a 1 by 2r e (G, G). This can then be used to directly bound the estimated parameters, and subsequently the SPAM error rates: for a general 1-qubit state on the ancillary qubit immediately before the measurement, using the parametrization in eq. (8) gives
while explicitly calculating ρ a − ρ a 1 gives
Therefore, the absolute variation of β 2 due to noisy gates is also upper bounded by eq. (15). In particular, for our protocol which uses a single CZ gate, combining eq. (9) and eq. (16) gives a bound of ±r e /β 1 for δ SP , assuming that uncertainty on β 1 in eq. (11) is negligible. The bounds on δ M can then be obtained from eq. (11) and eq. (9) . While this bound is exact asymptotically when the errors on the single-qubit Pauli gates are gateindependent, local gate-dependent noise only introduces a small correction [19] .
Experimental results.-We tested this protocol on a publicly available IBM-Q 5-qubit (ibmqx4) QPU [27] and characterized the single-qubit state and measurement parameters on all 5 qubits. The propagation step involves using 5 different CNOTs targeted on qubits labelled 0 to 4. The (percentage) infidelity r e for each CNOT is estimated using cycle benchmarking with [0, 2, 8] repeated cycles of the CNOT, and shown above the yellow arrows in fig. 2 . The ones with lower error rates are used to perform error propagation. The parameter β 1 is estimated by deterministically averaging over the four cases where the compiled SPAM averaging gates are chosen from P 1 , while β 2 is estimated by averaging over K = 50 randomly compiled circuits, each with 8192 shots. The experiment was repeated 30 times to test the reliability of the protocol. The SPAM errors δ SP and δ M were plotted in red and blue with the calculated bounds. We noticed that on all qubits except qubit 0, a significantly higher M-error was observed, which agrees with a recent characterization using direct detector tomography on the same QPU [28] . The unphysical negative error rates on qubit 0 most likely comes from the error in the CNOT gates, which is close in magnitude compared to the SPAM errors. In fact, all CNOT gates used in the experiments had errors on the same order as (and sometimes even higher than) the combined SPAM errors, as can be seen from the wide bounds in fig. 2 , and we do not expect the protocol to perform well under such conditions. More reliable results can be obtained when the quality of quantum gates, particularly two-qubit gates, are further improved. For example, a recently reported superconducting transmon system with a CZ gate achieving fidelity over 99% [29] may provide a good platform to test our protocol.
Conclusion.-In this work, we examined the necessary assumptions to independently characterize SPAM processes, and reported a simple protocol that achieves this. By integrating randomized compiling and cycle benchmarking techniques, we obtained a favorable bound for the estimated parameters in terms of averaged gate infidelities which can be measured independently of SPAM, resolving the self-consistency issue due to the gauge freedom. We demonstrated the feasibility of these two protocols on a publicly available quantum processor. As the quality of entangling gates steadily increases, we expect our protocol to give more accurate estimates in the future.
We note here another possibility to break the gauge symmetry using non-unital operations. For example, the amplitude damping channel [23] is described by the following superoperator:
where ω is the damping strength ranging from 0 to 1.
Here, δ M can be directly estimated from the 0-outcome probability when ω = 1, which indicates a complete relaxation to the |0 state. This can be seen as a novel application of algorithmic cooling techniques which aim to reduce state preparation errors, and is currently being investigated [30] .
