In [40] , Thouless, Anderson, and Palmer derived a representation for the free energy of the Sherrington-Kirkpatrick model, called the TAP free energy, written as the difference of the energy and entropy on the extended configuration space of local magnetizations with an Onsager correction term. In the setting of mixed p-spin models with Ising spins, we prove that the free energy can indeed be written as the supremum of the TAP free energy over the space of local magnetizations whose Edwards-Anderson order parameter (self-overlap) is to the right of the support of the Parisi measure. Furthermore, for generic mixed p-spin models, we prove that the free energy is equal to the TAP free energy evaluated on the local magnetization of any pure state.
Introduction and main results
The study of the Sherrington-Kirkpatrick (SK) model [36] using replica method culminated in the celebrated Parisi ansatz [32, 33, 34] , which over time was developed and understood much better in the physics literature (we refer to the classical account in Mézard-Parisi-Virasoro [23] ). Since then, the model has received a lot of attention in the probability and mathematical physics communities, with many rigorous results obtained in recent years.
Different from the replica method, the approach of Thouless, Anderson and Palmer in [40] computed the free energy of the SK model by diagrammatic expansion of the partition function, deriving a representation (known as the TAP free energy) in terms of the energy, classical entropy for product measure with the same marginals as the Gibbs measure, and Onsager correction term, all defined on the expanded configuration space of local magnetizations. Their approach involved convergence conditions, which are certain constraints on the so called Edwards-Anderson (EA) order parameter of the model similar to the one that will appear in our first main result, Theorem 1 below. The fact that the TAP equations can be used only in a region of Edwards-Anderson parameter has been also argued, for example, in Anderson [1] . The general convergence criterion intended for the whole temperature range was later derived by Plefka in [35] . In addition to the TAP free energy, [40] also described the famous TAP equations for local magnetizations, which are just the critical point equations for the TAP free energy. The connection between the TAP approach and Parisi ansatz has been studied in the physics literature (see e.g. [9, 10, 15] ), with the general idea that (some) critical points of the TAP free energy correspond to the pure states in the Parisi ansatz. Our second main result, Theorem 4, shows (when combined with Theorem 1) that pure states are indeed maximizers of the TAP free energy in the aforementioned region of the Edwards-Anderson order parameter, although this does not immediately translate into a statement about critical points, because the result holds in the thermodynamic limit.
Beyond the SK model, the framework of the TAP approach has been used widely in various systems with huge complexity. These include, for instance, the random optimization problems arising from neural computation and computer science. A thoroughly discussion along these lines can be found in the workshop proceedings edited by Opper-Sadd [24] .
On the mathematics side, the TAP equations for local magnetizations were first proved by Talagrand [38] , and also Chatterjee [11] , in the SK model at high temperature. More recently, an iterative scheme for constructing the solutions for the system of these TAP equations was introduced by Bolthausen in [7] , and was shown to converge in the entire high temperature region. Even more recently, the TAP equations for local magnetization were derived by Auffinger-Jagannath [6] for the generic mixed p-spin models at low temperature (in a slightly weaker sense than earlier results at high temperature, which showed that the equations hold for all spins simultaneously with high probability, while [6] proves that they hold for most of the spins with high probability). The aim of this paper is to investigate the TAP free energy representation rather than its critical points, in the setting of mixed p-spin models with Ising spins.
Our first main result in Theorem 1 below states that the free energy can be written as the supremum of the TAP free energy if the Edwards-Anderson parameter is constrained to the right of the support of the Parisi measure (the functional order parameter encoding the distribution of one overlap). In a different direction we show that, if one samples a random spin configuration from the Gibbs measure and considers a pure state around it, with high probability the TAP free energy evaluated at the barycentre (local magnetization) of this pure state approximates the free energy of the whole system. In Theorem 2 we prove this for arbitrary mixed p-spin model at high temperature, in which case the entire system is in a pure state, and in Theorem 4 we prove this for generic models at low temperature. An interesting byproduct of our calculation stated in Theorem 3 shows that, at high temperature, the entropy of the Gibbs measure is different from the entropy of the product measure with the same marginals, despite a well-known fact that the two measures are close on finite sets of coordinates. We remark that the same discrepancy holds at low temperature for the entropy of a pure state.
We should mention that all our results are proved by using, essentially, the entire arsenal of mathematical theory of the Parisi solution of these models, by calculating the TAP free energy under the constraint mentioned above and comparing it with the Parisi formula for the free energy. It would be of great interest to find a direct rigorous proof relating these two formulas, in which case one would need to use a different constraint that does not refer to any properties of the Parisi solution, perhaps, in terms of the Plefka condition (14) below.
TAP free energy representation
For any integer N ≥ 1, consider the hypercube Σ N = {−1, +1} N . The Hamiltonian of the mixed p-spin model is given by
for σ = (σ , . . ., σ N ) ∈ Σ N , where X N is a Gaussian process defined as
Here, g i 1 ,...,i p are i.i.d. standard Gaussian random variables and (β p ) p≥2 is a real sequence with ∑ p≥2 2 p β 2 p < ∞. Under this assumption, the series in (2) is well defined since the covariance
where
is the overlap between σ 1 and σ 2 . An important quantity associated to the mixed p-spin model is the free energy,
It is now well known that the limit of the free energy exists almost surely and is given by the Parisi formula. More precisely, let M be the space of all cumulative distribution functions on [0, 1] equipped with the L 1 (ds) distance. For any α ∈ M , let Φ α (0, h) be the unique weak solution (see [22] ) of nonlinear partial differential equation
with the boundary condition Φ α (1, x) = log ch(x). Define a functional P on M by
The Parisi formula for the limiting free energy states that
The validity of this formula was first proved by Talagrand [37] for mixed even p-spin models and was later extended to general mixtures in Panchenko [29] . It was shown by Guerra [19] that P defines a Lipschitz functional on M . In Auffinger-Chen [4] , it was further investigated that the functional P is strictly convex on M , so the optimization problem in (6) has unique minimizer. Throughout this paper, this minimizer will be denoted by α P and we call α P (ds) the Parisi measure.
We denote by α P (A) the measure of A with respect to α P (ds) if A is a measurable subset of [0, 1]. We denote the largest point in the support of α P (ds) by q P := max supp(α P ).
To motivate the TAP free energy representation, let us recall that the classical Gibbs variational principle advocates that
where the maximum is taken over all probability measures µ on Σ N . Here E µ is the expectation with respect to the probability measure µ on Σ N and E(µ) is the entropy of µ, i.e.,
The maximum is attained by the Gibbs measure
(As usual, we will denote by · the average with respect to the Gibbs measure.) In particular, if µ is a product measure with
where I(x) is the entropy of a Bernoulli random variable on {−1, 1} with mean x,
A natural question is whether F N can be written as the supremum of E µ H N (σ ) −E(µ) over product measures in the thermodynamic limit N → ∞, which happens in various examples covered by the theory of non-linear large deviations in [12] (see also [16, 17] ). For spin glass models, this turns out to be not the case and, in fact, the derivation of Thouless, Anderson, and Palmer [40] produced a correction term. As we will see in the next section, the correction term is needed even at high temperature when any finite set of coordinates is asymptotically uncorrelated. The TAP correction term is expressed in terms of the function
The convexity of ξ on [0, 1] implies that C(u) ≥ 0 for u ∈ [0, 1]. (The original paper [40] only dealt with the SK model corresponding to ξ (s) = β 2 s 2 /2, in which case C(u) = β 2 (1 −u) 2 /4.) The TAP free energy is then given by
, and where the self-overlap
is called the Edwards-Anderson order parameter. The free energy is then approximated by the maximum of the TAP free energy over configurations satisfying some constraints to ensure the convergence of the diagrammatic expansion. Our result here shows that this is indeed the case under the constraint q EA ≥ q P .
Theorem 1 For any mixture parameter ξ and external field h,
Moreover, the maximum is attained at q P , so (13) also holds with the constraint q EA ∈ [q P −ε, q P +ε].
In the classical SK model, when ξ (s) = β 2 s 2 /2, it was predicted by Plefka [35] that F can be expressed as a Boltzmann entropic principle using the TAP free energy,
where the maximum is taken over all m ∈ [−1, 1] N that satisfy the condition,
for r :
i . This condition does not explicitly refer to the Parisi formula and, as we mentioned above, it would be interesting to prove this representation directly.
TAP free energy for pure states
One expects the TAP free energy to be approximately equal to the free energy, F N ≈ F TAP N (m), when the vector m is 'a magnetization of a pure state'.
High temperature case
We will discuss more what 'pure state' means at low temperature, but first let us consider the simpler case of high temperature when the overlap concentrates near some constant q,
which is defined as the unique solution of q = Eth 2 (z ξ ′ (q) + h) when h = 0, and q = 0 when h = 0. The condition (15) ensures (see Theorem 1.6.8 in [38] and Theorem 1 in [4] ) that the Parisi measure is a Dirac measure α P (dt) = 1 {q} (t). In this case, the entire system is said to be in a pure state and we take m = ( σ 1 , . . ., σ N ) to be the barycentre of the Gibbs measure G N . Recall the TAP free energy F TAP N from (11) . Note that q EA associated to m is approximately q by (15) . The following holds.
Theorem 2 Under the high temperature condition (15) 
We will prove this by showing that each term in F TAP N (m) concentrates (it is well known that the free energy F N concentrates) and computing their expected values.
Although the Gibbs representation of the free energy (7) will not be used in any way in the proof of Theorem 2, it is interesting how various terms in F TAP N (m) are related to this representation. The term −I N (m) in F TAP N is the entropy of the product measure on {−1, +1} N with the same marginals as G N , with the means m i = σ i . A well known result, Proposition 1.4.14 in [38] , states that at high temperature any finite number of coordinates σ i are asymptotically independent, so one might expect that the entropy − log G N (σ ) /N is approximated by −I N (m). However, as we will see below, this turns out not to be the case and one needs to add the TAP correction term to relate these two entropies. For example, for pure SK model the correction between the two entropies is given as follows. 
We remark that the same formula for the discrepancy of the entropy of a pure state (defined in the next section) also holds at low temperature, which can be seen from Lemma 6 below. The formula (16) seems related to the Conjecture 1.4.18 in [38] since we show that, despite the fact that the Gibbs measure at high temperature is close to a product measure on a finite set of coordinates, globally it is different from the product measure with the same marginals in the sense that their entropies are different. Note that the Gibbs measure optimizes the Gibbs variational principle (7) . It is important to point out that the term C(q) = C(q P ) in (16) is not the only correction responsible for the term C(q P ) in the TAP representation (11) . In fact, notice that by itself it would result in the correction in the opposite direction! This means that another correction 2C(q EA ) is coming from the discrepancy between H N (σ )/N and H N ( σ )/N.
Low temperature case
To study the TAP free energy within 'pure states' at low temperature rigorously, we will work with generic mixed p-spin models defined in Section 3.7 in [26] .
Definition. (Generic p-spin model)
We will call the mixed p-spin Hamiltonian (2) generic if linear span of constants and functions
This is a particularly nice subclass of p-spin models, because, in this case, the distribution of the overlap R 1,2 is known to converge to the Parisi measure α P and the (unique) limiting distribution of the overlap array (R ℓ,ℓ ′ ) 1≤ℓ,ℓ ′ is determined by α P via the Parisi ultrametric ansatz (see Section 3.7 in [26] ). Moreover, as will be important to us, the distribution of spins over replicas
is asymptotically determined by α P in a way explained in Chapter 4 in [26] . In fact, the distribution of spins was determined in [26] under regularizing perturbations, but it was observed in [6] that for generic models the proof works without perturbations.
What are pure states at low temperature when the condition (15) fails? First of all, the notion of pure states is well understood in the thermodynamic limit via the so-called asymptotic Gibbs measure G. If q P in the largest point in the support of the Parisi measure α P then G is a random measure on the sphere of radius √ q P on a Hilbert space such that the scalar products of the i.i.d.
sample from this measure have the distribution of the overlap array (R ℓ,ℓ ′ ) 1≤ℓ,ℓ ′ in the limit (see, e.g., [26] ; this notion was originally defined in [2] using the Dovbysh-Sudakov representation). Points in the support of this measure G correspond to the physicists' pure states. Moreover, under the condition α P ({q P }) > 0, the measure G is supported by countably many points (pure states) each carrying positive random weight (see Lemma 2.7 in [26] ). It was explained in Jagannath [20] (under the assumption α P ({q P }) > 0) how the ultrametric structure of the asymptotic Gibbs measure G can be used to define approximate pure states for finite N, which are clusters of spin configurations on {−1, +1} N that satisfy various natural properties, most importantly, the analogue of (15) . Namely, with respect to the conditional Gibbs measure on a given cluster, the overlap R 1,2 concentrates near q P . How can one discover these clusters, or pure states of G N ? The construction turns out to be very natural, although non-deterministic. Just like points in the support of G can be discovered by sampling from G, if we sample a random point σ from G N then its neighbourhood
for ε = ε N ↓ 0 slowly enough can be viewed as one of these approximate pure states. Moreover, if we consider a large sample σ 1 , . . . , σ n ∼ G N then the clusters Σ N (σ ℓ ) either almost coincide or are almost disjoint in the sense of measure G N , so these random clusters can be used to decompose the Gibbs measure into approximate pure states (see [20] for details).
As a result, we will take the following point of view. We will treat the random set (17) as a realization of a pure state, and we will show that the TAP free energy representation holds with large probability over the choice of σ , as ε ↓ 0, which means that it holds for a typical pure state. Let us state the result precisely. Consider the Gibbs weight of this random pure state,
where we keep the dependence of W N (σ ) on ε implicit. For σ ∈ {−1, +1} N , let · σ denote the average with respect to the conditional Gibbs measure G N on Σ N (σ ),
We will denote by m(σ ) the barycentre of
The following holds.
Theorem 4 For generic mixed p-spin models, if m(σ ) is defined in (18) then
(Note that here we do not make any assumptions on α P , such as α P ({q P }) > 0.) In particular, one can choose ε = ε N ↓ 0 slowly enough such that
One can combine this with the construction in [20] to define a collection of pure states satisfying F TAP N (m) ≈ F N in addition to all the properties obtained in [20] , under the assumption α P ({q P }) > 0. In other words, one can automatically enforce the TAP free energy representation within pure states in addition to the usual properties of pure states. 
Zero-temperature Parisi formula for soft spins
Let S be an arbitrary compact subset of R containing at least two elements. Recall the Gaussian process X N from (2). We think of X N as a Hamiltonian defined on the product space S N with
Let J be a continuous function on S. Consider the mixed p-spin model with a generalized external field J,
This section is devoted to deriving the Parisi formula for the maximal energy of H J N with selfoverlap constraint. It will mainly be used in the proof of Theorem 1, but is also of independent interest. Our main result is stated in the following subsection.
The statement of the formula
Let D be the convex hull of {s 2 : s ∈ S}. For u ∈ D, denote by N u the space of all nonnegative rightcontinuous and nondecreasing functions on [0, u) with finite
where, for a given λ , Φ u,γ (0, h, λ ) is defined through the weak solution of the following PDE,
with the boundary condition
We show that the maximal energy of the Hamiltonian H J N can be expressed as follows. Theorem 5 For any u ∈ D, we have that
Recall the Hamiltonian H N defined in (1). If S = {−1, 1} and J ≡ 0, then H N = H J N and D = {1}. In this case, the above formula gives the Parisi formula for the maximum energy of H N , which agrees with the one previously obtained in Auffinger-Chen [5] .
The formula in Theorem 5 for finite set S was derived in Theorem 1.2 of Jagannath-Sen [21] starting from a generalization of the Parisi formula at positive temperature to mixed even p-spin models with general prior spin distributions [25] (see also [30, 31] for a more modern proof and further generalizations). Theorem 1.2 in [21] does not include the external field J(m), but this does not affect the proof in any way. Another difference is that Theorem 1.2 in [21] was stated only for even-spin models, because the results in [25, 30] are proved only for even-spin models. However, this assumption is used in [30] only in the Guerra-Talagrand upper bound. For general vector spin models, it is currently not known how to extend this upper bound to models that include odd pspin terms. However, when the spins are one dimensional (as is the case we consider here, S ⊆ R), Talagrand's positivity principle can be used to prove the upper bound for general mixed p-spin models in exactly the same way as for the classical case of ±1 spins (see e.g. Sections 3.3 and 3.4 in [26] ).
Proof of the Parisi formula
Our proof of Theorem 5 as well as the argument of Theorem 4 rely on a very useful representation of the Parisi PDE in terms of the stochastic optimal control problem. We first gather some facts about the Parisi PDE and crucial properties of such representations.
Let 0 ≤ a < b ≤ 1. Suppose that φ is a real-valued Lipschitz function on R 2 and A is a nonnegative nondecreasing function on [a, b) with right continuity and b a A(s)ds < ∞. Consider the weak solution to the following PDE,
for (s, x) ∈ [a, b) × R with the boundary condition Ψ(b, x, λ ) = φ (x, λ ). Note that the existence and uniqueness of the week solution to this PDE has appeared in many recent works [14, 21, 22] under many different boundary functions with Lipschitz property. An identical argument extends to the current setting, so the existence and uniqueness of the weak solution to (24) are valid. Furthermore, it can be shown (see [14] ) that Ψ is differentiable with respect to x up to any order on [a, b) × R and these partial derivatives are uniformly bounded on
A key feature of the PDE (24) is that it is a special case of the Hamilton-Jacobi-Bellman equation, induced by a linear problem of diffusion control [18] . In this case, Ψ is known to possess a stochastic optimal control representation [4, 21] . More precisely, let V be the collection of all progressively measurable processes v on [a, b] with respect to the filtration generated by a standard Brownian motion W and
The PDE solution Ψ can be written as a stochastic optimal control representation,
where the maximum of the right-hand side is attained by
where X (s) is the solution of
In addition, we also have that for any a < s < b,
The verification of (25) and (26) follows by a standard application of Ito's formula, which can be found, e.g., in [4, 5] . We do not reproduce the proof here.
We now turn to the proof of Theorem 5. The case when S is finite was established in [21] . We consider only the case that S is an infinite set. We divide our discussion into two cases: u in the interior Int(D) of D and u on the boundary Bd(D) of D. Proof of Theorem 5 assuming u ∈ Int(D). Let u ∈ Int(D) be fixed. For any δ > 0, let S δ be a finite subset of S such that the δ -neighborhood of S δ covers S and
and let us include them into S δ for all δ . Then u ∈ Int(D δ ) and
for all δ > 0. For notational convenience, set
For any m ∈ A N,δ , the construction of S δ ensures that there exists a π(m) ∈ S N δ such that
where · is the Euclidean distance scaled by 1/ √ N, and
where K is a fixed constant independent of δ and N. Our proof is completed by the following upper and lower bounds: Upper bound. Define an auxiliary free energy
where µ is a uniform probability measure on S δ . The Parisi functional associated to this free energy is defined as follows. Let
where Φ δ β ,u,γ is defined through the weak solution to the following PDE,
with the boundary condition Φ δ β ,u,γ (u, x, λ ) = f β (x, λ ). Note that by applying (25) to both Φ u,γ and Φ δ β ,u,γ , we can immediately deduce that P δ β ,u ≤ P u since f δ β ≤ f . Using Dudley's entropy integral bound (see, e.g. [8] ), there exists a constant C such that for any N ≥ 1 and δ > 0,
From (28), an application of the triangle inequality implies that
To control the second term F δ Kδ ,N (β ), we use the standard Guerra replica symmetry breaking bound [19] (see, e.g., the proof of [30, Lemma 2]), which implies that, for any N ≥ 1,
Here L is a constant depending only on ξ ′ (1). Thus,
, this inequality together with (29) 
Lower bound. Let P δ u be defined in the same way as
where the last equality was proved in Theorem 1.2 in [21] (again, see remark below Theorem 5).
To finish the proof, we show that
First, recall from [21] (proof of Theorem 3.9 and Lemma 3.10) that, for each δ > 0, the infimum of P δ u over R × N u agrees with the infimum of
for some constant C depending only on ξ ′ (1) and ξ ′′ (1), and where we also used (27) . Observe that there exists a constant K > 0 such that
for all δ > 0 and λ , x ∈ R, where
An application of the representation (25) together with (30) and (31) yields
whenever (λ , γ) satisfies (30) . Letting δ ↓ 0 completes our proof. 
By Theorem 5 for finite sets (Theorem 1.2 in [21] ), we know that this limit equals
where P 0 u (λ , γ) is defined as in (20) with the boundary condition max m∈S 0 mx + λ m 2 + J(m) . Since shifting the boundary condition by a constant results in shifting the PDE solution in (21) by the same constant, we can move the term −λ u in (20) into the boundary conditions and rewrite
where Φ u,γ (0, h, λ ) satisfies the PDE (21) with the boundary condition
Notice that m 2 = u for m ∈ S 0 , so f 0 (x, λ ) := max m∈S 0 mx + J(m) and P 0 u (λ , γ) does not depend on λ . As a result,
To finish the proof of the theorem, it remains to show that
Observe that, by shifting −λ u as above, we can rewrite P u (λ , γ) in (20) as
where Φ u,γ (0, h, λ ) is the solution of the PDE (21) with the boundary condition
, by monotonicity of the solution of the PDE (21) with respect to the boundary condition,
In the other direction, since u is on the boundary, m 2 − u is either positive or negative for all m ∈ S. Suppose for certainty that m 2 − u ≤ 0. In this case, we write
For λ > 0 and m 2 − u ≤ 0, the boundary condition can be written as
and it is clear that, for any x ∈ R,
On the other hand,
so the function f (x, λ ) is bounded uniformly in λ by const ×(1 + |x|). Therefore, the variational representations (25) and the bounded convergence theorem imply that
and, therefore, inf
This finishes the proof. ⊓ ⊔
TAP free energy representation
The aim of this section is to establish Theorem 1. In Subsection 3.1 we express the maximum of the TAP free energy with self-overlap constraint via a Parisi-type formula using Theorem 5. Next, in Subsection 3.2 we derive the directional derivative of the Parisi functional and extract useful criteria for the optimizers. The proof of Theorem 1 is presented in Subsection 3.3.
Parisi formula for the restricted TAP free energy
Recall the Hamilton H N from (1), the rate function I from (9), the correction term C from (10), and the TAP free energy F TAP N from (11) . For u ∈ [0, 1], the maximum TAP free energy with self-overlap constraint is defined as 
where P u is defined in (20) . Consequently, the constrained TAP free energy can be written as a Parisi formula, for u ∈ [0, 1],
Directional derivative
We now compute the direction derivative of the Parisi functional P u following the framework of Chen [13] .
where the derivative is from the right-hand side of 0 and v
where X 0 is the solution of
The following proposition gives a criterion for reaching the optimality of P u .
Proposition 2 If there exists some
In the remainder of this section we establish Propositions 1 and 2. Recall from Subsection 3.1 that S = [−1, 1] and J = −I. The boundary condition (22) is given by
Lemma 1 For any
where m(x, λ ) is the unique solution to m = th(x + 2λ m) (36) for m ∈ [−1, 1]. In addition, f is twice continuously differentiable on R × (−1/4, 1/4) with
and uniformly bounded second derivatives. 
where the maximum is achieved by the process v θ (s) := ∂ x Φ u,γ θ (s, X θ (s), λ θ ), where
From these,
By assumption, |λ 0 | < 1/4, so we can choose θ ′ > 0 small enough so that |λ θ | < 1/4 for all θ ∈ [0, θ ′ ]. For such θ , the function f (x, λ θ ) satisfies all the properties in Lemma 1 and, in particular, it is twice continuously differentiable with bounded derivatives on R × (−1/4, 1/4). Using the finiteness of γ 0 (u−) and γ(u−), a standard argument (see, e.g., [22] ) yields that ∂ i x Φ u,γ θ (s, x, λ θ ) for i = 1, 2 is continuous and uniformly bounded. Thus, using (39) and Gronwall's inequality one can easily check that θ → v θ is continuous. Finally, by adapting [13, Lemma 2], P u (λ θ , γ θ ) in (40) is right-differentiable at zero and its derivative is equal to ∂ θ g(v θ , θ ). It remains to compute this derivative. A direct computation using Lemma 1 yields, for |λ θ | < 1/4,
If we plug in v = v θ then, by (39) ,
Since the boundary condition gives Φ u,γ θ (u, x, λ θ ) = f (x, λ θ ), by (37) we get that
From the first equation of (26),
which implies that Ev θ (u)v θ (s) = Ev θ (s) 2 and this allows us to rewrite (41) as
This finishes the proof. ⊓ ⊔ Proof of Proposition 2. Observe that the boundary condition f defined in (22) is convex in R 2 . By the virtue of the representation (38) as well as the definition of P u in (5), one can easily see that P u is a convex functional on R × N u . As a consequence, the condition (34) yields that
The restriction γ(u−) < ∞ can then be removed by an approximation argument. ⊓ ⊔
Proof of Theorem 1
Recall the Parisi functional P from (5). Also recall that the Parisi measure α P (ds) is the unique minimizer of P and q P is the largest point in the support of α P (ds). We divide our proof into two parts: u ∈ (q P , 1] and u = q P . The first case will establish F TAP (u) ≤ F for all u ∈ (q P , 1], while the second case aims to obtain F TAP (q P ) = F. These together finishes our proof of Theorem 1.
Case
Obviously, from (35) , f (x, 0) = log ch(x). From (33) and the comment below it,
where we recall that M u is the space of all cumulative distribution function on
Thus, combining these equations implies P u (0, γ) = P(α) −C(u) and, by (42), F TAP (u) ≤ P(α) for all α of the form γ1 [0,u) + 1 [u,1] for γ ∈ M u . Since the minimum of P over M is attained by α P and u > q P , this and the above inequality imply that F TAP (u) ≤ F for all u ∈ (q P , 1].
Case II: u = q P
The second case is more involved. It is based on the tools we developed in Subsection 3.2. First, we recall that analogous results of Propositions 1 and 2 are also valid for the functional P defined in (5) .
The directional derivative of P can be computed as 
In addition, α 0 is the Parisi measure if and only if
Next, we need a key lemma that will be used to establish the equality between the restricted TAP free energy and the free energy. 
Thus, the given assumption implies
(r)α(dr).
Since this holds for all α ∈ M , it is equivalent to α 0 (A) = 1 for
This implies that A contains Ω and, as a result, 
where the first integral vanishes because α 0 = 0 on [0, u ′ ). Now, consider γ ∈ N u with γ(u) < ∞.
From the given assumption and (46),
Another use of (46) gives
This yields (43) in the case γ(u) < ∞. This condition can be removed by an obvious approximation argument.
⊓ ⊔
The proof of the second case proceeds as follows. Let u = q P . Denote α 0 = α P on [0, 1] and
Recall v 0 and w 0 from Propositions 1 and 3. From this equation,
From Proposition 3, 48), and Proposition 1, we obtain
for all γ ∈ N u . Thus, by Proposition 2, (λ 0 , γ 0 ) is a minimizer of P u over R × N u and a direct computation using the definitions of α 0 , γ 0 and the equation (47) gives P u (λ 0 , γ 0 ) = P(α 0 ) − C(u). This means that
This finishes our proof.
TAP free energy at high temperature
In this section, we will prove Theorems 2 and 3. In the proof of Theorem 2, we will be using several results from the book of Talagrand [38] that were proved for the pure SK model corresponding to ξ (s) = β 2 s 2 /2. Of course, these results can be extended to the general case of mixed p-spin models but, for simplicity, we will stick to this case.
Proof of Theorem 2. Note that C(u) = β 2 (1 − u) 2 /4. From the condition (15), the correction term can be easily handled by using the mean value theorem and the Cauchy-Schwarz inequality,
To handle the entropy term
recall from Theorem 1.7.1 in [38] that σ i can be approximated in distribution by th(
for standard Gaussian z i ∼ N(0, 1) and, moreover, σ i and σ j are asymptotically uncorrelated for any i = j. (By symmetry between sites, the distribution of these pairs are the same for all (i, j).) Therefore, lim N→∞ Var (I N (m)) = 0, so the term I N (m) concentrates and its expected value is approximated by EI(th(β z √ q + h)). Using the identity
and integration by parts, we can rewrite
where in the last step we used that Eth
Next, let us denote β 0 = β / √ 2 and consider
By the same reasoning as above, the second term concentrates around
To show that the first term concentrates, let us compute its first and second moments. Let us denote
Then the usual Gaussian integration by parts gives that the first moment is
where in the last step we used (15) . To compute the second moment, we rewrite it as
where in the last two steps we used the high temperature condition (15) and the fact that we already computed the first moment in the previous step. All together, this shows that
Finally, it remains to recall the formula for the free energy from [38, Proposition 1.6.8] under the condition (15) ,
Combining all the terms finishes the proof. ⊓ ⊔ Proof of Theorem 3. It is well known that both free energy F N and average energy H N (σ ) /N in (7) concentrate, so the entropy log G N (σ ) /N also concentrates. Since
where we again use the notation β 0 = β / √ 2, and
we get from (7) and the fact that the Gibbs measure G N reaches the optimality of (7) that
To finish the proof it remains to compare this with I N ( σ ) in the proof of Theorem 2 above. ⊓ ⊔ 5 TAP free energy for pure states at low temperature Throughout this section, we assume that the model is generic. We start with a simple technical lemma that will be useful below.
Proof. First of all, by decreasing ε, we decrease the set Σ N (σ ) and its measure W N (σ ). Therefore, we can assume that q P − ε is the point of continuity of the Parisi measure α P , which is the limiting distribution of the overlap R 1,2 . As a result,
where on the right hand side the average · is with respect to the asymptotic Gibbs measure G, and W (σ ) = G(Σ(σ)), where
Moreover, since G lives on the sphere of radius √ q P , we can restrict ρ to { ρ 2 = q P }. For generic mixed p-spin model, the asymptotic Gibbs measure is described by the Ruelle probability cascades (see [26] ) and, in particular, we can rewrite
where the sequence of weights (v n ) n≥1 has the Poisson-Dirichlet distribution PD(ζ ) with ζ = P(σ · ρ < q P −ε) = α P ([0, q P −ε)). Since these weights have continuous distribution, we can approximate I(x ≥ δ ) by polynomials to conclude that
Letting δ ↓ 0 and using that ∑ n≥1 v n = 1 finishes the proof. ⊓ ⊔
Computation of the first term
Next, we will control the mixed p-spin term of the Hamiltonian, excluding the external field. Recall the Gaussian process X N from (2).
Lemma 4 For generic p-spin models,
It is enough to prove concentration for each H N,p . We will do this only for p = 2. Set
Let us start by computing the first moment
Integration by parts gives
.
Notice that, in the last two terms σ 3 i σ 3 j , one is unconstrained and the other one is constrained by the event A 3 = {R(σ , σ 3 ) ≥ q P − ε}, which comes from integrating by parts of ∑ ρ∈Σ N (σ ) exp H N (ρ), which is the numerator of W N (σ ). Summing over i, j, this equals
Let us fix δ > 0, denote φ = I(W N (σ ) ≥ δ ), and break the above expectation into two terms -with the factor φ and factor 1 − φ = I(W N (σ ) < δ ). We bound the second one by 6β 2 E 1 − φ , which, by Lemma 3, satisfies lim
The first term with the factor φ is
For simplicity, let us assume that ε > 0 is such that q P − ε is the point of continuity of the Parisi measure α P (otherwise, one can use another approximation argument as ε ↓ 0). Because of the indicator φ = I(W N (σ ) ≥ δ ), we can approximate 1/W N (σ ) n by polynomials of W N (σ ) on the interval [δ , 1] and then, as in the proof of Lemma 3, use replicas to show that the above converges to the same expression (denoting
where everything is now expressed in terms of the asymptotic Gibbs measure G. Using the constraints A ℓ , ultrametricity of the support of G (see [28] or [26] ), and the fact that q P is the largest point in the support of the limiting distribution of the overlap, the above differs from
by at most Lε. In fact, all the overlaps in (50) are in the interval [q P − ε, q P ], except for the overlaps R(σ ℓ , σ 3 ) in the second to last term (where σ 3 is not constrained), which, by constraint A ℓ and ultrametricity, differ from R(σ, σ
3 ) by at most ε. Now write the equation (51) as
and, writing φ = 1 − (1 − φ ), this equals to
up to an error 4β 2 E 1 − φ , which goes to zero as δ ↓ 0. Thus, we showed that
The same computation for mixed p-spin Hamiltonian gives (49). Similarly, we can compute the second moment. If we denote
This requires two integrations by parts. Let us fix (i, j) = (k, ℓ) (the terms (k, ℓ) = (i, j) will add up to lower order contribution) and integrate by parts with respect to g i j first to get N −7/2 times
Integrate by parts the first term I with respect to g kℓ (the factor in front now is N −4 ):
When we sum over i, j, k, ℓ, we can rewrite this in terms of overlaps. As in the argument for the first moment above, in the thermodynamic limit, constrained overlaps will be replaced by q P and in any unconstrained overlap one can replace a constrained replica by σ . One can check that, up to error of order Lε, we get
When we integrate the second term, we get (up to factor N −4 )
Again, one can check that in the limit this is, up to error terms of order Lε,
Taking the difference of the two terms, we showed that
Computation of the second term (and external field)
In this section we will consider the combination of the external field and the second term in the TAP free energy. In other words, for ϕ(x) := −hx + I(x), we will study
Denote by Φ(s, x) the solution of the Parisi PDE associated to the Parisi measure α P . Recall from (25) that Φ(0, x) can be written as a stochastic optimal control problem and the optimum of this variational representation is reached by the process ∂ x Φ(s, X (s)) 0≤s≤1 for (X (s)) s∈ [0, 1] the solution to the following SDE,
We will prove the following.
Lemma 5 For generic p-spin models,
and lim
Proof. The main tools of the proof will be the convergence of spin distributions from Chapter 4 in [26] and an alternative representation using SDEs from [6] . We will approximate the function ϕ(x) = −hx + I(x) by polynomials on [−1, 1], so we first consider the moments
Using replicas and symmetry between sites, we can rewrite
As in the proof of Lemma 4, we fix δ > 0, denote φ = I(W N (σ ) ≥ δ ), and break the above integral into two terms -with the factor φ and factor 1 − φ = I(W N (σ ) < δ ). The second term is bounded by E 1 − φ , which, by Lemma 3, is small for small δ . The first term with the factor φ is
The factor φ allows us to approximate 1/W N (σ ) k by polynomials of W N (σ ), since the function 1/x k is continuous on [δ , 1], and then use replicas to express moments of W N (σ ) in terms of functions of the overlaps, as in Lemma 3. We will again assume, for simplicity, that q P − ε is the point of continuity of the Parisi measure α P .
The results of Chapter 4 in [26] were proved using regularizing perturbations developed in [27] ; however, as we mentioned above, it was observed in [6] (Proposition A.7) that they hold for generic p-spin models without any perturbations. The results of Chapter 4 in [26] allow us to compute rather explicitly the limits of joint moments of spins and overlaps in terms of the Parisi measure α P . More precisely, the limit of such moments depends continuously on the asymptotic distribution of one overlap and, moreover, an explicit construction exists for distributions that concentrate of finitely many points. As a result, one could compute these limits via discrete approximations α ′ P of the Parisi measure α P . A different representation of this explicit construction was given in [6] that allows one to do some computations directly for arbitrary α P , which we will utilize below. For discrete overlap distribution α ′ P , the limit of the above equation is equal to
where the average · is with respect to the Ruelle probability cascades G corresponding to α ′ P and the stochastic process X (σ) is indexed by the points σ in the support of G and has an explicit construction conditionally on G described in Theorem 4.4 in [26] (in fact, G and X are conditionally independent give the overlap structure of G). We do not recall this explicit construction here, because we will use an alternative description from [6] and, moreover, here we will need only one-point distribution of this process. If we denote by E X the expectation with respect to X given G then, for fixed σ 1 , . . . , σ k , we will first use an approximation
which holds because, as the discrete approximation α ′ P → α P , the expectation E X th(X (σ 1 ))th(X (σ 2 )) converges to the overlap σ 1 · σ 2 and, on the event σ ℓ · σ ≥ q P − ε,
By Lemma 2.2 in [6] , the distribution of X (σ) for a fixed σ can be expressed via the SDE (52), so
where X (q P ) is defined by (52). Thus, letting δ ↓ 0, we showed that
The equation (54) follows by approximation by polynomials and rewriting ϕ(th(X (q P ))) = (X (q P ) − h)th(X (q P )) − E log 2ch(X (q P )).
To show the concentration (53), one can similarly compute the second moment of M k (σ ) (using symmetry between sites and ignoring diagonal terms)
The only difference is that, by the result in Chapter 4 in [26] , the coordinates σ ℓ 1 are replaced by th(X 1 (σ ℓ )) and σ ℓ 2 are replaced by th(X 2 (σ ℓ )) for two independent copies X 1 and X 2 of the process X (σ). Otherwise, the same argument as above give lim sup
which implies the concentration (53).
⊓ ⊔
The following lemma relates the quantity (54) to the limiting free energy P(α P ) and the correction term C(q P ). Denote ∆ = E(X (q P ) − h)th(X (q P )) − E log 2ch(X (q P )).
Lemma 6
We have ∆ = −C(q P ) − P(α P ) + 1 0 (ξ (1) − ξ (q)) dα P (q).
Proof. Recall from (25) and (52) that (∂ x Φ(s, X (s))) s∈[0,q P ] reaches the optimal value of the stochastic optimal control problem for Φ(0, h), so Φ(0, h) = EΦ(q P , X (q P )) − 1 2 
Since α P (s) = 1 on [q P , 1], the PDE can be explicitly solved up to q P via the Cole-Hopf transformation, Φ(q P , x) = log ch(x) + 1 2 ξ ′ (1) − ξ ′ (q P ) .
As a result, th(X (q P )) = ∂ x Φ(q P , X (q P )) and EX (q P )th(X (q P )) = E h + On the other hand, using (60) leads to
Combining the above together yields EX (q P )th(X (q P )) = hEth(X (q P )) + ξ ′ (q P )α P (q P )E ∂ x Φ(q P , X (q P )) 2 − q P 0 ξ ′ (s)E ∂ x Φ(s, X (s)) 2 dα P + ξ ′ (q P )E ∂ xx Φ(q P , X (q P )) . Now note that from the optimality of α P , E∂ x Φ(s, X (s)) 2 = s for all s in the support of α P and that ∂ x Φ(q P , x) = th(x) and ∂ xx Φ(q P , x) = 1 − th 2 (x). These and the above equation together with integration by part deduce that EX (q P )th(X (q P )) = hEth(X (q P )) + ξ ′ (q P )q P α P (q P ) − q P 0 ξ ′ (s)sdα P + ξ ′ (q P )(1 − q P ) = hEth(X (q P )) + q P 0 ξ ′′ (s)α P (s)sds + q P 0 ξ ′ (s)α P (s)ds + ξ ′ (q P )(1 − q P ).
Next, recall that, by (58), (61), and the optimality of the Parisi measure, Φ(0, h) = E log ch(X (q P )) + 1 2 (ξ ′ (1) − ξ ′ (q P )) − 1 2 q P 0 ξ ′′ (s)α P (s)sds.
From this, since ξ (q)dα P − ∆ +C(q P ) = P(α P )
as N tends to infinity and then ε ↓ 0. Finally, since F N converges to P(α P ) a.s. The dominated convergence theorem implies (19) . This finishes our proof.
