Minkowski addition of H-convex sets and related Helly-type theorems  by Boltyanski, V. & Martini, H.
Journal of Combinatorial Theory, Series A 103 (2003) 323–336
Minkowski addition of H-convex sets and
related Helly-type theorems
V. Boltyanskia and H. Martinib
aCIMAT, A. P. 402, 36000 Guanajuato, Gto., Mexico
bFakulta¨t fu¨r Mathematik, Technische Universita¨t Chemnitz, 09107 Chemnitz, Germany
Received 7 October 2002
Communicated by Victor Klee
Abstract
A natural generalization of the usual convexity notion is the notion of H-convexity. In the
ﬁrst part of the paper we will completely answer the question when the Minkowski sum of
H-convex sets is itself an H-convex set. Based on this we are able to present, in the second
part, results in the spirit of combinatorial geometry, namely some Helly-type theorems for
H-convex sets.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction and results on the Minkowski addition of H-convex sets
For Sn1 denoting the unit sphere in Euclidean space Rn; let HCSn1 be a vector
system that is non-onesided, i.e., there is no closed half-sphere in Sn1 containing H:
Every half-space of the form fx :/e; xSplg; where eAH and lAR; is said to be H-
convex. Each set representable as the intersection of a family of H-convex half-spaces
is called an H-convex set, cf. [1] and Chapter III of the monograph [3]. In this section
we want to study the Minkowski addition ð¼ vector additionÞ of H-convex sets.
A basic reference for results on the Minkowski addition of convex sets is Chapter 3
of [7].
Simple examples show that, in general, the Minkowski sum of two H-convex sets
is not H-convex. Thus we are motivated to ask under which conditions the
Minkowski sum of H-convex sets is itself an H-convex set. We will give a complete
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answer to that question. To get a clear picture from the very beginning, one should
ﬁrst consider a few examples.
Example 1. Let fe1;y; eng be an orthonormal basis in Rn and H ¼ f7e1;y;7eng:
Then the only H-convex sets are the parallelotopes with the edges parallel to the
basis vectors. It is easily shown that in this case the Minkowski sum of any
H-convex sets is H-convex, too. The same holds for the vector system H1 ¼
f7e1;y;7en;7ðe1 þ?þ enÞg:
Example 2. Consider in R3 the vector system
H ¼ 1ﬃﬃﬃ
2
p ð7e17e3Þ; 1ﬃﬃﬃ
2
p ð7e27e3Þ
 
(all combinations of signs) where fe1; e2; e3g is an orthonormal basis. Taking the
points að0; 2; 1Þ; bð0;2; 1Þ; cð2; 0;1Þ; dð2; 0;1Þ; it is easily shown that the
tetrahedra
N1 ¼ convfa; b; c; dg; N2 ¼ convfa;b;c;dg
are H-convex. At the same time, the polytope N1 þ N2 is not H-convex, since it
contains the facet F ¼ convfa  c; b  c; a  d; b  dg that is a parallelogram with
the outward normal e3 not belonging to H:
Now we will formulate the main problem: To describe the class of all non-onesided
vector systems HCSn1 such that the Minkowski sum of every two H-convex sets in Rn
also is H-convex.
We remark that in Example 2 the vector e3eH is a linear combination of the unit
vectors h1 ¼ 1ﬃﬃ2p ðe1 þ e3Þ; h2 ¼ 1ﬃﬃ2p ðe1 þ e3Þ; and at the same time e3 is a linear
combination of the vectors h3 ¼ 1ﬃﬃ2p ðe2 þ e3Þ; h4 ¼ 1ﬃﬃ2p ðe2 þ e3Þ: Moreover, every
three of the vectors h1; h2; h3; h4AH are linearly independent. This implies that the
body N1 þ N2 has a facet F with outward normal e3eH and hence N1 þ N2 is not H-
convex. By this observation the following deﬁnition makes sense.
Deﬁnition 1. Let HCSn1 be a non-onesided vector system. We say that the system
H is M-complete if for every m vectors e1;y; emAH each m  1 of which are linearly
independent the following condition holds: if a unit vector pARn is representable as a
positive linear combination of the vectors e1;y; el ; where 1olom  1 and, at the
same time, p is representable as a positive linear combination of the other vectors
elþ1;y; em; then pAH:
Example 2 describes a vector system H that is not M-complete.
Example 3. Let TCRn be an n-dimensional simplex and H ¼ fe0; e1;y; engCSn1
be the set of all unit outward normals of its facets. Then H is a non-onesided, M-
complete vector system. Moreover, if we add any unit vector to H; then we again
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obtain a non-onesided, M-complete vector system. But if we add to H two unit
vectors, we obtain a non-onesided vector system that generally is not M-complete.
For example, if we add to H the vectors e0 and e1; then, by Deﬁnition 1, the
obtained vector system H 0 is not M-complete, since for suitable k40 the unit vector
p ¼ kðe1  e2ÞeH 0 is representable as a positive linear combination of the vectors
e0;e1 and, at the same time, p is representable as a positive linear combination of
the vectors e2;y; en:
We remark that for n ¼ 2 every non-onesided vector system HCS1 is M-complete
(this follows immediately from Deﬁnition 1).
Theorem 1. Assume that a non-onesided vector system HCSn1 is M-complete. Then
the Minkowski sum of every two H-convex sets is H-convex, too.
It is clear that the same holds for any ﬁnite number of summands, i.e., under the
condition of M-completeness, if N1;y; Nq are H-convex sets, then their vector sum
N1 þ?þ Nq is H-convex, too.
The proof of Theorem 1 (that will be given in Section 3) is based on the following
two Lemmas. In the statement of the Lemmas we will say that a convex set NCRn is
solid if it is a convex body, i.e., if int Na|:
Lemma 1. If H is M-complete, then the Minkowski sum of any two H-convex
polyhedral solid cones is H-convex.
Lemma 2. If H is M-complete, then the Minkowski sum of any two H-convex solid
cones also is H-convex.
Theorem 1 contains a sufficient condition under which the Minkowski sum of
H-convex sets also is H-convex. The following example (that generalizes Example 1)
shows that this condition is necessary, too.
Example 4. Let HCSn1 be a non-onesided vector system. Assume that the
condition given in Theorem 1 does not hold. In other words, there are m vectors
e1;y; emAH; a unit vector peH; and an integer l with 1olom  1 such that each
m  1 of the vectors e1;y; em are linearly independent. Furthermore, p is
representable as a positive linear combination of the vectors e1;y; el and, moreover,
p is representable as a positive linear combination of the other vectors elþ1;y; em:
Denote by Pi the half-space fx :/x; eiSp0g; i ¼ 1;y; m: Every half-space Pi is
H-convex. Consequently the polyhedral cones N1 ¼ P1-?-Pl and N2 ¼
Plþ1-?-Pm are H-convex. Denoting the boundary hyperplane of Pi by Gi; we
obtain that the ﬂat B1 ¼ G1-?-Gl is the apex set of N1; i.e., B1 is the face of N1
that consists of all apexes of the cone N1: Similarly, the ﬂat B2 ¼ Glþ1-?-Gm is
the apex set of the cone N2: The sum B1 þ B2 is the boundary hyperplane of the half-
space D ¼ fx :/x; pSp0g; and B1 þ B2 coincides with D: Since peH; the sum N1 þ
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N2 is not H-convex, i.e., the conclusion of Theorem 1 fails. This occurs, since the
vector system H is not M-complete.
Example 5. In Example 4 the bodies N1 and N2 are not bounded. But it is possible
to modify the example, obtaining two compact, H-convex bodies whose sum is not
H-convex. Indeed, in the notation of Example 4, let Q be a compact, H-convex body
(such a body exists, since H is non-onesided). We may suppose that 0Aint Q: Then
N1
0 ¼ N1-Q and N20 ¼ N2-Q are compact, H-convex bodies. The set F1 ¼ Q-B1
is a face of N1
0 and F2 ¼ Q-B2 is a face of N20: At the same time, F1 þ F2CD is an
ðn  1Þ-dimensional face of N10 þ N20 with the outward normal peH; i.e., the sum
N1
0 þ N20 is not H-convex.
We now give a consequence of Theorem 1. Let HCSn1 be a non-onesided vector
system that is not assumed to be M-complete. Furthermore, let NCRn be an
arbitrary closed set (that, maybe, is not H-convex). The minimal number r such that
the H-convex hull convH N is contained in the closed r-neighborhood of N we call
the radius of H-extension of N and denote it by rHðNÞ:
rHðNÞ ¼ min
rX0
r : ðconvH NÞCclðUrðNÞf g:
It is clear that rHðNÞ ¼ 0 if and only if the set N is H-convex. Now we can formulate
a consequence of Theorem 1.
Consequence. Assume that a non-onesided vector system HCSn1 is M-complete.
Then for any closed sets N1;y; NqCRn the inequality
rHðN1 þ?þ NqÞprHðN1Þ þ?þ rHðNqÞ
holds.
Example 6. If H is not M-complete, the above inequality can fail. The bodies N1 and
N2 in Example 2 satisfy the conditions
rHðN1Þ ¼ 0; rHðN2Þ ¼ 0; rHðN1 þ N2Þ40;
since the body N1 þ N2 is not H-convex. Moreover, even if H is M-complete, the
inequality can be strict. Indeed, let e1; e2 be an orthonormal basis in R
2 and H ¼
f7e1;7e2g (all combinations of signs). The vector system H is non-onesided and
hence M-complete (since n ¼ 2). Consider the rectangle P ¼ convf7e17e2g and set
N1 ¼ P\Ueðe1Þ; N2 ¼ P\Ueðe1Þ; where 0oeo1: Then rHðN1Þ ¼ e; rHðN2Þ ¼ e;
rHðN1 þ N2Þ ¼ e; i.e., the inequality described in the above Consequence is strict.
Deﬁnition 2. Let HCSn1 be a non-onesided vector system. The minimal (by
inclusions) vector system H 0CSn1 that contains H and is M-complete is said to be
the M-completion of H: It is easily shown that the M-completion of the system H is
determined uniquely.
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The vector systems in Examples 1 and 3 are ﬁnite and M-complete. There are
other ﬁnite, M-complete systems. One might conjecture that for every ﬁnite, non-
onesided vector system HCSn1 its M-completion is ﬁnite, too. But the following
example shows that this conjecture is wrong.
Example 7. Let e1; e2; e3 be an orthonormal basis in R
3: Consider the set
H ¼ fe1; e2; a12; a13; a23; a0gCS2;
where
a12 ¼ 1ﬃﬃﬃ
2
p ðe1 þ e2Þ; a13 ¼ 1ﬃﬃﬃ
2
p ðe1 þ e3Þ; a23 ¼ 1ﬃﬃﬃ
2
p ðe2 þ e3Þ;
a0 ¼  1ﬃﬃﬃ
3
p ðe1 þ e2 þ e3Þ:
The system HCS2 is non-onesided. Its M-completion denote by H 0: We will write
norm ðeÞ ¼ 1jjejj e
for every non-zero vector eAR3: Thus aij ¼ norm ðei þ ejÞ; a0 ¼ norm ðe1 þ e2 þ e3Þ:
Consider the planes
Q1 ¼ fx :/x; e1  e2  e3S ¼ 0g; Q2 ¼ fx :/x; e2  e1  e3S ¼ 0g:
We construct inductively some points b1; b2;yAH 0: Namely, we set b0 ¼ a23: Since
the points e1 and b0 ¼ a23 are situated on different sides of the plane Q1; there is a
positive coefﬁcient b0 such that e1 þ b0b0AQ1; and we set b1 ¼ norm ðe1 þ b0b0Þ:
Thus b1AQ1: We remark that b1AH 0: Indeed, b1 is a positive linear combination of
the vectors e1; a23AH; and at the same time b1 is a positive linear combination of the
vectors a12; a13AH: Hence, by Deﬁnition 1, the point b1 belongs to H 0 (since H 0 is
M-complete).
Now the points e2 and b1 are situated on different sides of the plane Q2: Hence
there is a positive coefﬁcient b1 such that e2 þ b1b1AQ2; and we set b2 ¼ norm ðe2 þ
b1b1Þ: Thus b2AQ1: As above, b2AH 0:
Generally, assume that for an odd integer i we have constructed a point bi such
that biAQ1 and the points e2 and bi are situated on different sides of the plane Q2:
Then there is a positive coefﬁcient bi such that e2 þ bibiAQ2; and we set biþ1 ¼
norm ðe2 þ bibiÞ: Thus biþ1AQ2: As above, biþ1AH 0:
Furthermore, assume that for an even integer i we have constructed a point bi such
that biAQ2 and the points e1 and bi are situated on different sides of the plane Q1:
Then there is a positive coefﬁcient bi such that e1 þ bibiAQ1; and we set biþ1 ¼
norm ðe1 þ bibiÞ: Thus biþ1AQ1: As above, biþ1AH 0:
We obtain inductively a sequence b1; b2;yAH 0: We remark that all points
b1; b2;y are situated outside of the plane P ¼ fx :/x; e3S ¼ 0g; and their distances
from P decrease. Consequently all points b1; b2;y are different, and this implies that
the vector system H 0 is inﬁnite.
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2. Some applications to combinatorial geometry
We now consider some applications of Theorem 1 in the spirit of Helly-type
theorems. For this type of theorems, the reader is referred to the surveys [4,5], as well
as to the Chapters II, III, IV, VII, and VIII of the monograph [3]. To the authors’
best knowledge (and due to a hint of V. Klee), the only references related to Helly-
type theorems involving Minkowski addition seem to refer to approximation
problems using vector sums of convex bodies and balls, see Theorem 2.1 in [4] and,
for the method used in the proof there, [6,8]. First we recall the deﬁnition of the
functional md H introduced in [1].
Deﬁnition 3. Unit vectors p0; p1;y; pmARn are said to be minimally dependent if they
are positively dependent and, moreover, every m of them are linearly independent.
Let now HCSn1 be a non-onesided vector system. By md H we denote the maximal
integer m such that there are m þ 1 minimally dependent vectors p0; p1;y; pm
belonging to the vector system H:
The functional md H allowed to obtain some results of Combinatorial Geometry.
For example, in [1] the following generalization of the classical Helly theorem was
established.
Theorem 2. Let HCSn1 be a non-onesided vector system. Furthermore, let
N1;y; NqCRn be H-convex sets, qXmd H þ 2: If every md H þ 1 of the sets
N1;y; Nq have a point in common, then N1-?-Nqa|:
Also we mention here the recently presented extension of the classical
Carathe´odory theorem in [2].
We remark that Theorem 2 holds (as all theorems in the sequel) for any infinite
family fNig of H-convex sets if at least one of the sets is bounded (and hence is
compact, since every H-convex set is closed).
Using Theorems 1 and 2, we prove here some new related results.
Deﬁnition 4. Let N1;y; Nk and C be sets in Rn: We say that C translatively
intersects the sets N1;y; Nk if there is a translate C0 ¼ x þ C of C such that every
intersection C0-N1;y; C0-Nk is non-empty.
We recall the following classical result from Combinatorial Geometry (see the ﬁrst
part of Theorem 2.1 in [4]): Let N1;y; Nq and C be convex sets in the space Rn; where
qXn þ 2: If C translatively intersects every n þ 1 of the sets N1;y; Nq; then C
translatively intersects all sets N1;y; Nq:
To generalize this theorem for H-convex sets, we ﬁrst consider its proof. For a
ﬁxed index iAf1;y; qg denote by Qi the set of all points xARn such that ðx þ
CÞ-Nia|: If xAQi; then there are points cAC; yiANi with x þ c ¼ yi; i.e.,
x ¼ c þ yiAðCÞ þ Ni: Conversely, if xAðCÞ þ Ni; then xAQi: Thus Qi ¼
ðCÞ þ Ni; and hence Qi is convex. Since C translatively intersects every n þ 1 of
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the sets N1;y; Nq; every n þ 1 of the sets Q1;y; Qq have non-empty intersection. By
Helly’s theorem, Q1-?-Qqa|: This means that the set C translatively intersects
all sets N1;y; Nq; and this completes the proof.
In the above proof it is essential that C and Ni are convex, and hence ðCÞ þ Ni
is convex. Now it is clear that for extending the theorem to H-convex sets, it is
necessary to require that not only C and Ni are H-convex, but the set ðCÞ þ Ni is
H-convex, too. That is true if H is M-complete. Thus we come to the following
result.
Theorem 3. Consider a non-onesided, M-complete vector system HCSn1: Let
N1;y; NqCRn be H-convex sets, qXmd H þ 2: Furthermore, let CCRn be a set such
that C is H-convex. If C translatively intersects every md H þ 1 of the sets
N1;y; Nq; then C translatively intersects all sets N1;y; Nq:
The proof is similar to the above reasoning (in Section 3 we give the complete
proof). The following example shows that the requirement of M-completeness of the
vector system H in Theorem 3 is essential.
Example 8. Let e1; e2; e3 be an orthonormal basis in R
3: Denote by HCS2 the set of
all vectors
e3; e1cos aþ e3 sin a; e2 cos aþ e3 sin a; where 0papp:
The vector system H is non-onesided and md H ¼ 2: Using the coordinate system
ðx1; x2; x3Þ with the basis e1; e2; e3; consider the following half-spaces:
P1 ¼ fx : x1X0g; P10 ¼ fx : x1p1g; P2 ¼ fx : x2X0g; P20 ¼ fx : x2p1g;
P3 ¼ fx : x3X0g; S1 ¼ fx : x1  x3X0g; S2 ¼ fx : x2  x3X0g:
All these half-spaces are H-convex, since their unit outward normals belong to H:
Consequently the bodies
G ¼ P10-S1-P3-P2-P20 and C0 ¼ P20-S2-P3-P1-P10
are H-convex. Nevertheless, their Minkowski sum G þ C0 is not H-convex. Indeed,
the bodies are situated in the half-space Q ¼ fx : x1 þ x2  x3X0g; moreover, the
intersection G-bd Q is the segment ½0; p where p ¼ ð1; 0; 1Þ; and the intersection
C0-bd Q is the segment ½0; q; where q ¼ ð0; 1; 1Þ: Hence G þ C0 has a facet F0 that is
the sum of these segments, i.e., F0 is the parallelogram with the vertices 0; p; q; p þ q:
The outward normal of the facet F0; i.e., the vector
1ﬃﬃ
3
p ðe1  e2 þ e3Þ; does not
belong to H; and hence the body G þ C0 is not H-convex.
Furthermore, the body G þ C0 has the facets F1; F2; F3 which are situated in the
planes fx : x1 ¼ 2g; fx : x2 ¼ 2g; and fx : x3 ¼ 0g; respectively. The points a0 ¼
ð1
2
; 1
2
; 1Þ; a1 ¼ ð2; 1; 1Þ; a2 ¼ ð1; 2; 1Þ; a3 ¼ ð1; 1; 0Þ are relatively interior points of
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the facets F0; F1; F2; F3; and the vectors
1ﬃﬃﬃ
3
p ðe1  e2 þ e3Þ; e1; e2;  e3
are the unit outward normals of the facets at these points, respectively. Evidently,
these vectors are minimally dependent.
Consider the translates vi þ G þ C0; i ¼ 0; 1; 2; 3; of the body G þ C0 where
v0 ¼ a0  eﬃﬃﬃ
3
p ðe1  e2 þ e3Þ; v1 ¼ a1  ee1;
v2 ¼ a2  ee2; v3 ¼ a3 þ ee3;
e being a positive number. The translates are situated in the four half-spaces
determined by the equalities
x;
1ﬃﬃﬃ
3
p ðe1  e2 þ e3Þ
 
p e; /x; e1Sp e;
/x; e2Sp e; /x;e3Sp e;
respectively, and hence the intersection ðv0 þ G þ C0Þ-ðv1 þ G þ C0Þ-ðv2 þ G þ
C0Þ-ðv3 þ G þ C0Þ is empty. At the same time, if e40 is small enough, then every
three of the translates have non-empty intersection (since the union of the above four
half-spaces is the complement of a small simplex in R3; and every set vi þ G þ
C0; i ¼ 0; 1; 2; 3; contains three vertices of the simplex).
Finally we set Ni ¼ vi þ G; i ¼ 0; 1; 2; 3; and denote by C the body that is
obtained by reﬂection of the body C0 at the origin, i.e., C0 ¼ C: Then
N0; N1; N2; N3 and C are H-convex sets and, besides, every three of the sets
Qi ¼ Ni þ ðCÞ ¼ vi þ G þ C0; i ¼ 0; 1; 2; 3; have a point in common, whereas
Q0-Q1-Q2-Q3 ¼ |: This means that the set C translatively intersects every three
of the sets Q0; Q1; Q2; Q3; but C does not translatively intersect all four sets
Q0; Q1; Q2; Q3: Thus the conclusion of Theorem 3 fails (we recall that md H ¼ 2).
This occurs, since (according to Deﬁnition 1) the vector system H is not M-complete.
Indeed, the vector p ¼ 1ﬃﬃ
3
p ðe1  e2 þ e3ÞeH is a positive linear combination of the
ﬁrst two of the following four vectors:
1ﬃﬃﬃ
2
p ðe1 þ e3Þ; e2; e1; 1ﬃﬃﬃ
2
p ðe2 þ e3Þ;
and at the same time p is a positive linear combination of the last two of the above
four vectors. Moreover, the above four vectors belong to H; but peH:
Example 9. In the notation of the previous example, denote by H 0CS2 the vector
system that contains the vector e3 and all vectors p satisfying the inequality
/e3; pSX0: Then H 0 is an M-complete system. It is easily shown that H 0 is the
M-completion of the vector system H that was considered in the previous example.
Example 10. In connection with the previous example, we remark that if p; q are
antipodal points of the sphere Sn1 and WCRn is a convex body containing q in its
ARTICLE IN PRESS
V. Boltyanski, H. Martini / Journal of Combinatorial Theory, Series A 103 (2003) 323–336330
interior, then the vector system H ¼ fpg,ðW-Sn1) is M-complete. This follows
immediately from Deﬁnition 1.
Example 11. Let H1 and H2 be M-complete vector systems in S
n1: It is easily shown
that if H ¼ H1-H2 is non-onesided, then H is M-complete, too (this follows
immediately from Deﬁnition 1). In particular, let p1; p2ASn1 be points with
/p1; p2S ¼ 0: Consider the vector systems H1 ¼ fp1g,fx :/p1; xSX0g; H2 ¼
fp2g,fx :/p2; xSX0g (cf. Example 8). Then H ¼ H1-H2 is non-onesided.
The following two theorems are, in a sense, dual to the Theorem 3 above (cf. the
last part of Theorem 2.1 in [4]). We remark that Theorems 4 and 5 hold without the
assumption that the system H is M-complete.
Deﬁnition 5. Let N1;y; Nk and C be sets in Rn: We say that C translatively contains
the sets N1;y; Nk if there is a translate of C that contains all sets N1;y; Nk; i.e.,
there is a point xARn with ðx þ CÞ*ðN1,?,NkÞ:
Deﬁnition 6. Let N1;y; Nk and C be sets in Rn: We say that C is translatively
embedded into the sets N1;y; Nk if there is a translate of C that is contained in every
of the sets N1;y; Nk; i.e., there is a point xARn with ðx þ CÞCN1-?-Nk:
Theorem 4. Consider a non-onesided vector system HCSn1: Let N1;y; NqCRn be
arbitrary sets, qXmd H þ 2; and D be an H-convex body. If D translatively contains
every md H þ 1 of the sets N1;y; Nq; then D translatively contains all sets N1;y; Nq:
Theorem 5. Consider a non-onesided vector system HCSn1: Let N1;y; NqCRn be
H-convex bodies, qXmd H þ 2; and D be an arbitrary set in Rn: If D is translatively
embedded into every md H þ 1 of the bodies N1;y; Nq; then D is translatively
embedded into all bodies N1;y; Nq:
To clarify these theorems, we give the following deﬁnition and three lemmas.
Deﬁnition 7. Let QCRn be a convex body and PCRn: The set Q\mP consisting of all
points xARn such that ðx þ PÞCQ is said to be the Minkowski difference of Q and P:
Lemma 3. Let QCRn be a convex body and PCRn: Then for every d40 the inclusion
UdðQÞ\mP*UdðQ\mPÞ holds, where UdðNÞ is the d-neighborhood of the set N in Rn:
Lemma 4. Consider a non-onesided vector system HCSn1: Let QCRn be an
H-convex body and PCRn: Then the Minkowski difference Q\mP of Q and P is an
H-convex set (maybe empty).
Remark. In the notation of Lemma 4 we have Q\mP ¼ Q\mðconvHPÞ; where
convH P is the H-convex hull of P: Indeed, if xAQ\mP; i.e., ðx þ PÞCQ; then
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x þ ðconvH PÞCQ; since Q is H-convex. Hence xAQ\mðconvH PÞ: Conversely, if
xAQ\mðconvH PÞ; i.e., x þ ðconvH PÞCQ; then ðx þ PÞCQ; since PCconvH P;
and hence xAQ\mP: Thus in Lemma 4 it is reasonable to consider only an H-convex
set P:
Lemma 5. A translate x þ D of the body D contains the bodies N1;y; Nq if and only if
xAðD\mN1Þ-?-ðD\mNqÞ:
Lemma 6. A translate x þ D of the body D is contained in the intersection of the bodies
N1;y; Nq if and only if xAðN1\mDÞ-?-ðNq\mDÞ:
3. Proofs
Proof of Lemma 1. Let K1; K2CRn be H-convex, solid, polyhedral cones and a1; a2
be their apexes, respectively (if K1 has a face F1 such that every point of F1 is an apex
of K1; we take any point a1AF1; analogously for K2). Without loss of generality, we
may suppose that a1 ¼ a2 ¼ 0 is the origin of Rn; since under any translations of K1
and K2 their vector sum also is obtained from K1 þ K2 under a translation.
Thus let K ¼ K1 þ K2 be a convex, polyhedral, solid cone with apex 0: Let F be an
ðn  1Þ-dimensional face of the cone K and p be its unit outward normal. We have to
prove that pAH: Consider the hyperplane P ¼ fx :/p; xS ¼ 0g: Then F ¼ K-P:
The intersections F1 ¼ K1-P and F2 ¼ K2-P are faces of the cones K1 and K2;
respectively, and we have F ¼ F1 þ F2: Moreover, we may suppose that dim F1X1
and dim F2X1 (if, for example, dim F1 ¼ 0; then dim F2 ¼ n  1; and hence pAH;
since p is the unit outward normal of a facet F1 of an H-convex cone K1).
Consider the support cone C1 of the body K1 at a relatively interior point of the
face F1: The cone C1 is H-convex (since F1 is a face of the H-convex cone K1), and its
dual cone C1 is generated by a ﬁnite number of vectors e1;y; ekAH: Since F1CP
and p>P; the vector p belongs to C1 : By the Farkas Lemma (see Section 7 in [4]), the
vector pAC1 is a positive linear combination of some linearly independent vectors
taken from e1;y; ek: For deﬁniteness, suppose that p is a positive linear combination
of e1;y; el : We may suppose that l41; since otherwise p ¼ e1AH: We remark that
all vectors e1;y; elAH are orthogonal to the afﬁne hull of the cone F1:
Analogously, p is a positive linear combination of some linearly independent
vectors from H which are orthogonal to the afﬁne hull of the cone F2: For
deﬁniteness, suppose that p is a positive linear combination of linearly independent
vectors elþ1;y; emAH: We may suppose that m  l41; i.e.., lom  1:
Thus we have m vectors e1;y; el ; elþ1;y; emAH: Moreover, p is a positive linear
combination of the vectors e1;y; el and at the same time p is a positive linear
combination of all other vectors elþ1;y; em taken from e1;y; em: We remark that
the vectors e1;y; el ; elþ1;y; em are linearly dependent (since p is representable in
two ways as a linear combination of the vectors), but every m  1 of the vectors are
linearly independent (since F1 þ F2 ¼ F and hence ðaff F1Þ þ ðaff F2Þ ¼ P). Since H
is M-complete, Deﬁnition 1 implies pAH: &
ARTICLE IN PRESS
V. Boltyanski, H. Martini / Journal of Combinatorial Theory, Series A 103 (2003) 323–336332
Proof of Lemma 2. Let K1; K2CRn be H-convex, solid cones and a1; a2 be their
apexes, respectively. As in the proof of the previous lemma, we may suppose that
a1 ¼ a2 ¼ 0 is the origin.
Denote by F1 the apex face of the cone K1; i.e., the maximal face such that every
point xAF1 is an apex of K1: Then F1 is a subspace of Rn; and we denote by N1 its
orthogonal complement. The intersection Q1 ¼ K1-N1 is a sharp cone, i.e., its apex
face consists of only one point 0:
Let LCN1 be a hyperplane in N1 such that 0eL and the intersection A ¼ L-Q1 is
a non-empty compact set. Furthermore, let U be the e-neighborhood of the set A in
N1 and W
ðeÞ
1 be the convex cone with the vertex 0 generated by the set K1,U : From
general properties of H-convex sets we conclude that there is a polyhedral H-convex
cone C
ðeÞ
1 with the apex 0 satisfying the inclusion K1CC
ðeÞ
1 CW
e
1 (cf. the proof of
Theorem 20.4 in [3]). Assuming that the set A ¼ L-Q1 is ﬁxed, we conclude that the
intersection
T
e40 W
ðeÞ
1 coincides with K1 and hence the intersection
T
e40 C
ðeÞ
1 also
coincides with K1:
Similarly, we construct a cone W
ðeÞ
2 *K2 and an H-convex, polyhedral cone C
ðeÞ
2
with the apex 0 satisfying the inclusion K2CC
ðeÞ
2 CW
e
2 such that the intersectionT
e40 W
ðeÞ
2 coincides with K2 and hence the intersection
T
e40 C
ðeÞ
2 also coincides
with K2:
Now the intersection
T
e40ðCðeÞ1 þ CðeÞ2 Þ coincides with K1 þ K2: But by Lemma 1
the vector sum C
ðeÞ
1 þ CðeÞ2 is an H-convex cone. Consequently the cone K1 þ K2 ¼T
e40ðCðeÞ1 þ CðeÞ2 Þ is H-convex. &
Proof of Lemma 3. We may suppose that Q\mPa|; since otherwise the lemma
is trivial. Let xAQ\mP; i.e., x þ PCQ: Then UdðxÞ þ PCUdðQÞ; i.e., y þ PCUdðQÞ
for every yAUdðxÞ: This means that yAUdðQÞ\mP for every yAUdðxÞ;
i.e., UdðxÞCUdðQÞ\mP: This is true for every point xAQ\mP; and hence
UdðQ\mPÞCUdðQÞ\mP: &
Proof of Lemma 4. Evidently the set Q\mP is convex. First we consider the case when
Q\mP is a convex body, i.e., int ðQ\mPÞa|: Let a be a regular boundary point of the
convex body Q\mP and p be the unit outward normal of the body Q\mP at the point
a: To prove that Q\mP is H-convex, it is sufﬁcient to establish that pAH: By
construction, for every integer k ¼ 1; 2;y the point a þ 1
k
p does not belong to Q\mP;
i.e., the body ða þ 1
k
pÞ þ P is not contained in Q: In other words, there is a point
zkAP such that ða þ 1k pÞ þ zeQ: Without loss of generality, we may suppose that the
sequence zk; k ¼ 1; 2;y; is convergent to a point zAP: Thus a þ zAða þ PÞCQ; but
in every neighborhood of the point a þ z there are points not belonging to Q; i.e.,
a þ z is a boundary point of Q:
For every xAQ\mP we have x þ PCQ: In other words, ðQ\mPÞ þ PCQ: In
particular, ðQ\mPÞ þ zCQ: The point a þ z is a boundary point of the convex body
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ðQ\mPÞ þ zCQ with the outward normal p: Denote by P the half-space fx :/p; x 
ða þ zÞSp0g: Then a þ zAbd P: Assume that there is a point bAQ not belonging to
P: Since a þ z is a regular boundary point of the body ðQ\mPÞ þ z with the outward
normal p; the point a þ z is an interior point of the convex body conv ððQ\mPÞ þ
zÞ,bCQ; contradicting that a þ z is a boundary point of Q: Consequently the body
Q is contained in P; i.e., bd P is a support hyperplane of Q at its boundary point
a þ z: Furthermore, since a þ z is a regular boundary point of the body ðQ\mPÞ þ
zCQ with the outward normal p; we conclude that a þ z is a regular boundary point
of Q with the outward normal p: This implies pAH; since Q is H-convex. Thus, if
int ðQ\mPÞa|; then Q\mP is H-convex.
Finally, consider the case when Q\mPa|; but int ðQ\mPÞ ¼ |: According to the
upper semicontinuity of the H-convex hull (cf. Theorem 20.4 in [2]), for any positive
e40 there is a number d40 such that convH UdðQÞCUeðQÞ; where UeðQÞ and UdðQÞ
are the e-neighborhood and the d-neighborhood of Q in Rn; respectively.
Since convH UdðQÞ*UdðQÞ; we have ðconvH UdðQÞÞ\mP*UdðQÞ\mP*UdðQ\mPÞ
(cf. Lemma 3). The set UdðQ\mPÞ is a convex body; hence ðconvH UdðQÞÞ\mP also is
a convex body, and consequently ðconvH UdðQÞÞ\mP is H-convex. Moreover, since
convH UdðQÞCUeðQÞ; we have ðconvH UdðQÞÞ\mPCUeðQÞ\mP: This means that
Q\mP ¼
\
e40
ðUeðQÞ\mPÞ*
\
e40
ðconvHUdðQÞÞ\mP*Q\mP;
and hence Q\mP ¼
T
e40ðconvH UdðQÞÞ\mP is an H-convex set. &
Proof of Lemma 5. Let x þ D be a translate of D that contains all bodies N1;y; Nq;
i.e., x þ D*Ni for every index i ¼ 1;y; q: In other words, ðxÞ þ NiCD;
i ¼ 1;y; q: By Deﬁnition 7, this implies xAD\mNi for all i ¼ 1;y; q; i.e.,
xAðD\mN1Þ-?-ðD\mNqÞ:
Conversely, assume that xAðD\mN1Þ-?-ðD\mNqÞ: Since xAD\mNi; we
have, by Deﬁnition 7, ðxÞ þ NiCD; i.e., NiCx þ D: This is true for all indices
i ¼ 1;y; q; and hence the inclusion N1,?,NqCx þ D holds, i.e., the translate
x þ D of the body D contains all bodies N1;y; Nq: &
Proof of Lemma 6. Let x þ D be a translate of D that is contained in the intersection
of the bodies N1;y; Nq; i.e., x þ DCNi for every index i ¼ 1;y; q: By Deﬁnition 7,
this implies xANi\mD for all i ¼ 1;y; q; i.e., xAðN1\mDÞ-?-ðNq\mDÞ:
Conversely, assume that xAðN1\mDÞ-?-ðNq\mDÞ: Since xANi\mD; we have, by
Deﬁnition 7, x þ DCNi: This holds for all indices i ¼ 1;y; q; and hence the
inclusion x þ DCN1-?-Nq is true. &
Proof of Theorem 1. First we prove the theorem for H-convex bodies. Let N1 and N2
be H-convex bodies in Rn: Then N ¼ N1 þ N2CRn is a convex body. We have to
prove that the body N is H-convex. Let a be a regular boundary point of N and p be
the unit outward normal of N at the point a: Since N ¼ N1 þ N2; there are points
a1AN1 and a2AN2 such that a1 þ a2 ¼ a: Denote by cona1 N1; cona2 N2; cona N the
support cones of the bodies N1; N2; N at the points a1; a2; a; respectively. We recall
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that cona1 N1 is the minimal closed cone with the apex a1 that contains N1; similarly
for the other two support cones. Then cona N is the Minkowski sum of the other two
cones:
cona N ¼ cona1 N1 þ cona2 N2:
Since the bodies N1 and N2 are H-convex, their support cones cona1 N1 and
cona2 N2 are H-convex, too. By Lemma 2, the cone conaN also is H-convex. But,
since a is a regular boundary point of N with the unit outward normal p; the support
cone cona N coincides with the half-space fx :/p; xSp0g: Hence the half-space is
H-convex, i.e., pAH: Thus for every regular boundary point of the body N the
corresponding unit outward normal belongs to H; and consequently the body N is
H-convex.
We now consider the general case of H-convex sets N1; N2CRn without the
assumption that they are bodies. Let e be an arbitrary positive number. By the upper
continuity of the H-convex hull (cf. Theorem 20.4 in [3]), there are H-convex bodies
Ne1 and N
e
2 such that
N1CNe1CU
eðN1Þ; N2CNe2CU eðN2Þ;
where U eðNÞ is the e-neighborhood of a set NCRn: According to the case considered
above, the Minkowski sum Ne ¼ Ne1 þ Ne2 is an H-convex body. Moreover,
N ¼ N1 þ N2CNe1 þ Ne2 ¼ NeCU eðN1Þ þ U eðN2Þ ¼ U2eðNÞ:
Hence the intersection N 0 ¼ Te40 Ne is an H-convex set, and the established
inclusion NCNeCU2eðNÞ means that N 0 ¼ N: Thus N is H-convex. &
Proof of Theorem 2. This theorem is proved in [1] (cf. also the more detailed proof in
Section 22 of [3]). &
Proof of Theorem 3. Let iAf1;y; qg be a ﬁxed index. Denote by Qi the set of all
points xARn such that ðx þ CÞ-Nia|: If xAQi; then there are points cAC and
yiANi with x þ c ¼ yi; i.e., x ¼ c þ yiAðCÞ þ Ni: Conversely, if xAðCÞ þ Ni;
then there are points c0AC and yi 0ANi with x ¼ c0 þ yi 0; i.e., x þ c0 ¼ yi 0; hence
ðx þ CÞ-Nia|; i.e., xAQi: Thus Qi ¼ ðCÞ þ Ni:
Since both the sets C and Ni are H-convex, the set Qi ¼ ðCÞ þ Ni is H-convex,
too (by M-completeness of H). This is true for every index iAf1;y; qg: By
assumption, the set C translatively intersects every md H þ 1 of the sets N1;y; Nq;
i.e., every md H þ 1 of the sets Q1;y; Qq have non-empty intersection. By Theorem
2, Q1-?-Qqa|: This means that the set C translatively intersects all sets
N1;y; Nq: &
Proof of Theorem 4. Consider the sets ðD\mN1Þ;y; ðD\mNqÞ: Lemma 4 implies that
all these sets are H-convex. By the assumption in the theorem, for every md H þ 1 of
the bodies N1;y; Nq there is a translate x þ D of D that contains the bodies chosen.
Now Lemma 5 implies that x belongs to all corresponding sets taken from
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ðD\mN1Þ;y; ðD\mNqÞ: Hence the intersection of every md H þ 1 of the sets
ðD\mN1Þ;y; ðD\mNqÞ is non-empty.
According to Theorem 2, the intersection of all sets ðD\mN1Þ;y; ðD\mNqÞ is non-
empty, i.e., there is a point x0ARn such that x0AðD\mN1Þ-?-ðD\mNqÞ:
According to Lemma 5, the translate x0 þ D of D contains all bodies N1;y; Nq;
i.e., D translatively contains all bodies N1;y; Nq: &
Proof of Theorem 5. Consider the sets ðN1\mDÞ;y; ðNq\mDÞ: Lemma 4 implies that
all these sets are H-convex. By the condition of the theorem, for every md H þ 1 of
the bodies N1;y; Nq there is a translate x þ D of D that is contained in the
intersection of the bodies chosen. Now Lemma 6 implies that x belongs to the
intersection of the corresponding sets taken from ðN1\mDÞ;y; ðNq\mDÞ:
In other words, the intersection of every md H þ 1 of the sets
ðN1\mDÞ;y; ðNq\mDÞ is non-empty. According to Theorem 2, the intersection of
all sets ðN1\mDÞ;y; ðNq\mDÞ is non-empty, i.e., there is a point
x0AðN1\mDÞ-?-ðNq\mDÞ: According to Lemma 6, the translate x0 þ D of D is
contained in each of the bodies N1;y; Nq; i.e., x0 þ DCN1-?-Nq: &
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