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1.はじめに 
 
 近年,ユーザの意図や嗜好に合った情報を提示す
る情報推薦技術が盛んに研究されている.中でも,協
調フィルタリング法は,他人の評価に基づく推薦手
法であり,実装が容易なため,多くのオンラインショ
ッピングサイト等で利用されている.協調フィルタ
リングの1つであるユーザベース方式は,推薦を受け
るユーザ（推薦要求ユーザ）と好みの似ているユー
ザ（近傍ユーザ）を選出し,それらのユーザが高く評
価した商品や情報（以下,アイテム）を推薦する方法
である.近傍ユーザを選出する処理は,近傍形成と呼
ばれる.ユーザベース方式では,推薦要求ユーザと近
傍ユーザとの間の好みの類似度は,推薦要求ユーザ
が評価した全てのアイテムに対する評価値を用いて
計算される.すなわち,これは,推薦要求ユーザが評
価した全てのアイテムに渡って評価が似ている近傍
ユーザが存在する,という仮定に基づいている.しか
し一般にアイテムの個数は非常に多いため,現実問
題として上記の仮定が常になりたつとは言い難い. 
以前,我々は,一部のアイテム集合に対する評価が
極めて類似しているならば,そのようなユーザは嗜
好も類似していると仮定し,これに基づいて近傍形
成を行う手法を提案した.以前の手法では,近傍ユー
ザと非近傍ユーザを識別する際の類似度の閾値とし
て,固定値を使用していた.しかしながら,推薦要求
ユーザごとに,その他のユーザとの類似度の分布は
異なるため,適切に近傍ユーザの選出が行われない
という問題が存在した.そこで,本研究では,近傍ユ
ーザと非近傍ユーザを識別する類似度の閾値をユー
ザの類似度の分布に応じて自動的に決定する方法を
導入する.実験として,映画推薦データへの適用を行
い,本手法による近傍形成の有効性を考察する. 
 
 ２．方法 
 
2.1データセット 
本研究では,情報推奨用のベンチマークデータセ
ットである MovieLens1) および Jester1) を用い
る.MovieLens には,900 ユーザの 1682 の映画に対す
る5段階評価データが格納されている.各ユーザは最
低 10件の映画を評価しており,評価数は合計 10万件
である.Jesterには 3000ユーザの 100のジョークに
対して-10.0～10.0 の範囲の評価データが格納され
ている.各ユーザはすべてのジョークを評価してお
り,評価数は合計30万件である.なお,以下本稿では,
紙面の都合により,MovieLens を用いた場合について
記述する. 
 
2.2 漸進的変数選択法を用いた情報推薦における近
傍形成 
Fig. 1 に本研究の手法の概要を,以下に手順を示
す. 
(1)近傍,非近傍の分類 
各ユーザの各アイテムに対する評価値で構成され
るベクトルを評価値ベクトルと呼ぶ.まず,推薦要求
ユーザと他の全てユーザとの間の類似度を評価値ベ
クトルを用いて計算する.類似度として,コサイン尺
度を使用する.推薦要求ユーザ𝐴𝑢とその他のユーザ
𝑈𝑗とのコサイン尺度は１）式により算出される. 
sim(Au, 𝑈𝑗) =
𝐴𝑢⃗⃗⃗⃗  ⃗ ∙ 𝑈𝑗⃗⃗  ⃗
|𝐴𝑢⃗⃗⃗⃗  ⃗| × |𝑈𝑗⃗⃗  ⃗|
         ⋯１） 
続いて,類似度にしたがってその他のユーザを降
順で並べ替え,類似度が閾値以上のユーザを近傍ユ
ーザと設定し,閾値未満のユーザを非近傍ユーザと
設定する.類似度の閾値は,推薦要求ユーザの類似度
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Fig. 1 :Outlines of our method. 
 
  
 
の分布から算出した中央値,または1 √2⁄ を比較して
値が高いものを閾値と設定する. 
(2)アイテム選択 
アイテムのそれぞれに対し,k番目のアイテムに関
する近傍ユーザと非近傍ユーザの間の相関比𝜂𝑘
2を
下式により計算する. 
𝜂𝑘
2 =
𝑆𝑏
𝑆𝑡
         ⋯２） 
ここで,𝑆𝑡は全変動を表し,𝑆𝑏は級間変動を表す.
全変動は３）式,級間変動は４）式で計算する. 
St = ∑(𝑥𝑗𝑘 − 𝑥(𝑘)̅̅ ̅̅ ̅̅ )
2
𝑗
                          ⋯３） 
𝑆𝑏 = ∑((𝑥𝑐(𝑘)̅̅ ̅̅ ̅̅ ̅ − 𝑥(𝑘)̅̅ ̅̅ ̅̅ )
2
∙ 𝑛𝑐(𝑘))
𝑐
⋯４） 
ここで,c=1,2であり,c = 1のときは近傍ユーザの
集合を表し,c = 2 のときは非近傍の集合を表す.𝑥𝑗𝑘
は j 番目のユーザの k 番目のアイテムの評価値を表
す.𝑥𝑐(𝑘)̅̅ ̅̅ ̅̅ ̅は k 番目のアイテムにおける近傍ユーザと
非近傍ユーザの評価値の平均値を,𝑥(𝑘)̅̅ ̅̅ ̅̅ は k番目のア
イテム全体の評価値の平均値を表す.𝑛𝑐(𝑘)は k 番目
のアイテムにおける近傍ユーザと非近傍ユーザが評
価しているユーザ数を表す. 
次に,近傍ユーザと非近傍ユーザの間の差を表す
統計量である F0値を下式により求める 2). 
𝐹0 =
(𝑛 − 𝑝)𝜂𝑘
2
(𝑝 − 1)(1 − 𝜂𝑘2)
         ⋯５） 
ここで,nはアイテムの評価をしているユーザの人
数,p はユーザ群の種類数を表す.上式で与えられる
F0 値が 2 以上のとき,近傍ユーザ群と非近傍ユーザ
群の間に統計的な有意差がある（有意水準 5%）と考
えることができる 3) 4).そこで,F0 値が 2 以上のアイ
テムのみを残し,それ以外は除外する. 
(1)の処理と(2)の処理を繰り返し,終了条件を満
たすならば最終的に残ったアイテム群と,これを用
いて選出された近傍ユーザ群を出力する.本研究で
の終了条件は,繰り返し回数が 30 回を超えた場合ま
たは,(2)の処理にてアイテムが得られなかった場合
とする. 
 
３．評価実験 
 
毎回の更新で得られるアイテム群および近傍ユー
ザ群を用いた推薦精度の変化を観察することにより,
本手法の有効性を考察する.実験は,MovieLens のデ
ータセットを用いた 3-fold cross-validation によ
って実施される.各更新時における推薦精度の算出
は以下の手順で行われる.まず,評価値データベース
をユーザに関して3分割し,そのうちの１つをテスト
データセット,残り 2 つを訓練データセットとする.
次に,テストデータセットから1人ずつユーザを取り
出して推薦要求ユーザとする.次に推薦要求ユーザ
が評価しているアイテムから,アイテム更新を行う
ための初期アイテム（クエリアイテム）をランダム
に選択し,残りのアイテムを推薦精度を算出するた
めのアイテム群とする.クエリアイテムのみを使用
し,前章の方法に従って訓練データセットを用いて
近傍ユーザを特定する.続いて,下式によりアイテム
k の推薦スコアを算出し,この値が高い順に上位 100
個のアイテムを推薦する. 
Score(𝑘) = 𝐴𝑢̅̅̅̅ +
∑ (sim(Au, 𝑈𝑗) ∙ (𝑢𝑗𝑘 − 𝑈?̅?))𝑈𝑗∈𝑍
∑ |sim(Au,𝑈𝑗)|𝑈𝑗∈𝑍
   ⋯６） 
ここで,zは近傍ユーザのうち,アイテム kに対して
評価をしているユーザの集合を表す.𝐴𝑢̅̅̅̅ は推薦要求
Fig. 2 : Averaged Precision in each update. Fig. 3 : Averaged recall in each update. 
Fig. 4 : Averaged F1 measure in each update. Fig. 5 :Number of active users who are  
recommended highly-rated  items. 
ユーザの評価値の平均を,𝑈𝑗は j番目の近傍ユーザの
評価値の平均を表す.𝑢𝑗𝑘は近傍ユーザ𝑈𝑗のアイテム
ｋに対する評価値を表す. 
最後に,アイテム推薦の精度を評価する.本実験で
は,適合率（Precision）,再現率（Recall）, F1 値を
用いて精度を見積もる 5).適合率は推薦されたアイテ
ムのうち実際に好きなアイテムの割合,再現率は実
際に好きなアイテムをどれだけ多く推薦できたかを
示す割合である. F1 値は適合率と再現率の両方を加
味した指標である.いずれの値も 0から 1の間をとり,
値が大きいほど推薦精度が高いことを意味してい
る. 
以上の操作をテストデータセットと訓練データセ
ットを入れ替えることで3回繰り返す.最終的な推薦
精度は 3 回の試行で得られた値を平均することで算
出される. 
 
４．実験結果および考察 
 
Fig. 2 に本法を用いて算出した適合率, Fig. 3 に再
現率,Fig. 4 に F1値を示す.ここで横軸は更新回数を
表し,縦軸は推薦精度（適合率と再現率, F1値）であ
る.この図において,アイテム更新回数=0 とは,全て
のクエリアイテムを用いて類似度計算を行う従来の
ユーザベース方式を意味する.この図から,適合率に
関しては,1 回目の更新で 3%程度の上昇を見せ,その
後 13回目の更新までで 8%程度低下し,14回目以降は
平坦に推移している.再現率に関しては,13 回目の更
新までに 6%程度上昇し,14 回目以降は平坦に推移し
ている.また,適合率と再現率の両方を考慮した F1値
も再現率と同様な推移を見せていることから,本手
法が推薦精度の向上に有効に機能しているといえ
る. 
次に, Fig. 5 に更新回数毎に高評価のアイテムが 1
つ以上推薦された推薦要求ユーザの人数を示す.こ
の図から,11 回目の更新までは,ユーザ数が単調に増
加していることがわかる.これは,アイテムの更新を
行うことで,より多くのユーザに対し,嗜好に合った
アイテムの推薦が可能になることを意味している.
例えば，更新回数 0回目と 11回目を比較すると約 100
名の開きがある.本研究で使用したデータセットの
全ユーザ数は900名であることを考えると,本手法に
よるアイテム選択の効果は大きいといえる． 
このことから,アイテムの更新を行うことで,より
多くのユーザに対し,嗜好に合ったアイテムの推薦
を行うことができているといえる.今後は,異なるデ
ータセットに対して,本手法を適用し,有効性を検討
する必要がある.  
 
５．まとめ 
 
本研究では,推薦要求ユーザとその他のユーザと
の間の類似度の分布から,近傍ユーザを選出する閾
値を自動的に決定する手法を提案し,アイテムの更
新回数と推薦精度（適合率,再現率, F1 値）の関係を
調査した.結果,従来のユーザベース方式との比較を
とおして以下のことが分かった.適合率は最初の更
新で急激に増加,その後減少していき,最終的に収束
した.再現率と F1 値はアイテムの更新とともに単調
増加し,その後収束した.また,本手法を用いること
で,より多くのユーザに対して,嗜好に合ったアイテ
ムを推薦できることが分かった. 
今後は,MovieLens 以外のデータセットの適用を行
い,本法の有用性を確認していく. 
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