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Abstract
The dynamics of a population exhibiting exponential growth can be modelled as a birth-death
process, which naturally captures the stochastic variation in population size over time. The genealogy
of individuals sampled at the present time is then described by the reversed reconstructed process
(RRP), which traces the ancestry of the sample backwards from the present. We show that a simple,
analytic, time rescaling of the RRP provides a straightforward way to derive its inter-event times.
The same rescaling characterises other distributions underlying this process, obtained elsewhere in
the literature via more cumbersome calculations. We also consider the case of incomplete sampling
of the population, in which each leaf of the genealogy is retained with an independent Bernoulli
trial, and we show that corresponding results for Bernoulli-sampled RRPs can be derived using time
rescaling, for any values of the underlying parameters. We derive a scaling limit as the sampling
probability goes to 0, corresponding to the underlying population growing to infinity. We show that
in this setting, the process has two different time scales: the time to the first event grows to infinity,
but the inter-event times nearer the root of the tree are approximately exponentially distributed.
Keywords: birth-death, reconstructed process, Bernoulli sampling, time rescaling
1 Introduction
The coalescent is a widely used model describing the genealogy of a sample taken from a population,
arising as the scaling limit of numerous population models (Hein et al., 2005). A key assumption of the
basic coalescent is that the population size is large but constant or deterministically changing through
time, although there are stochastic formulations (Kaj and Krone, 2003; Parsons et al., 2010). For some
species, the dynamics of a population where individuals replicate and die independently of each other
may be more naturally modelled as a birth-death process, which captures the stochastic nature and rapid
growth of the population size (Boskova et al., 2014; Stadler et al., 2015). The simple linear birth-death
process (BDP) studied by Kendall (1948) is a popular neutral population model, in which individuals
independently divide at rate λ and die at rate µ. A realisation of this process can be represented as a
tree relating the individuals, with bifurcations corresponding to birth events, and terminating branches
corresponding to death events. The process models the entire population, creating a birth-death tree such
as that shown on the left of Figure 1, where lineages can go extinct before the present. The genealogy of
surviving individuals can then be obtained by pruning these extinct lineages, shown in the middle panel.
The process tracing out the genealogy is termed the reconstructed process (RP), first described by Nee
et al. (1994).
Gernhard (2008a) considered the RP backwards in time, conditioning it on having n extant individuals
at the present time and a given time of origin Tor. Gernhard (2008a) noted a correspondence between
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this conditioned reconstructed process and a point process with i.i.d. speciation times; this is termed
a coalescent point process (CPP) as introduced by Aldous and Popovic (2005) for critical branching
processes. With this formulation, and using the results of Thompson (1975), Gernhard (2008a) then
derived the density of bifurcation times in the RP, conditioned on Tor. Then, using an improper uniform
(0,∞) prior on Tor and integrating, Gernhard (2008a) obtained an expression for the density of the k-th
bifurcation time.
Figure 1: Left: birth-death tree with λ = 0.1, µ = 0.05 and 18 individuals surviving
to present time. Middle: corresponding RRP with complete sampling. Right: RRP
with incomplete sampling: each surviving individual is sampled independently with
fixed probability ψ = 13 ; green stars indicate sampled individuals
Birth-death models differ from the coalescent in that they must explicitly incorporate the sampling
regime used in obtaining the sample. Two main sampling regimes have been considered in the literature:
Bernoulli-type sampling (where each extant individual is sampled independently with some fixed proba-
bility ψ), and n-sampling (n individuals are sampled from the full population of size N). Stadler (2009)
analysed the conditioned reconstructed process with Bernoulli sampling and derived the joint density of
bifurcation times for the sample (conditioned on the time of origin, or with a uniform prior). Wiuf (2018)
and Stadler and Steel (2019) further looked at the correspondence between a complete and incompletely
sampled process, by transforming the parameters. Lambert (2018) showed that there is a relationship
between CPPs with Bernoulli sampling and CPPs with n-sampling: to simulate a CPP with n-sampling,
one can first draw a realisation y of a random variable with a specific density, and then simulate a CPP
under Bernoulli sampling with y as the sampling probability.
1.1 The reversed reconstructed process (RRP)
Consider a birth-death process with λ > µ, starting with one individual, running forwards in time,
with time measured in units β. The process is stopped at some time T , at which point all of the extant
individuals are sampled. Nee et al. (1994) identified that the RP forwards in time is generated by an
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underlying time-inhomogeneous pure birth process, with birth rate at time τ given by:
λP1(τ, T ) := λ · P(single lineage alive at time τ has not gone extinct by time T )
=
λ(λ− µ)
λ− µ exp(−(λ− µ)(T − τ))
=
λe(λ−µ)(T−τ)
1 + λλ−µ (e
(λ−µ)(T−τ) − 1) , (1.1)
where P1(τ, T ) is given by Kendall (1948). The state of the process at time τ is the number of individuals
alive at τ with at least one descendant at time T , with events corresponding to transitions from state j
to j + 1, j ≥ 1.
It is advantageous to consider the process running backwards in time from the present, conditioning on
the sample size n, and not explicitly conditioning on the time of origin of the process (which is generally
unknown). Reversing time with respect to a uniform prior on T corresponds to swapping the birth and
death rates; a proof for critical branching processes is given by Aldous and Popovic (2005), and is similar
for the supercritical case. We thus reverse time by relabelling (τ, T ) as (−τ, 0) in (1.1). The state of the
process at time τ is now the number of individuals who were alive a time τ in the past, with at least
one descendant at the present time 0; events correspond to transitions from state j + 1 to j, j ≥ 0. The
reversed reconstructed process (RRP) is then an inhomogeneous pure-death process, with death rate per
lineage given by:
mβ(τ) =
λe(λ−µ)τ
1 + λλ−µ (e
(λ−µ)τ − 1) . (1.2)
To obtain the death rate of the RRP with Bernoulli sampling (where each lineage is sampled with a
fixed probability ψ at time 0), measured in time units of γ, the relevant probability is instead given by
Pψ(τ, T ) as derived by Yang and Rannala (1997):
Pψ(τ, T ) =
ψ(λ− µ)
ψλ− (µ− (1− ψ)λ)e−(λ−µ)(T−τ) =
ψe(λ−µ)(T−τ)
1 + ψλλ−µ
(
e(λ−µ)(T−τ) − 1
) ,
which gives the RRP death rate:
mγ(τ) = λPψ(0, τ) =
ψλe(λ−µ)τ
1 + ψλλ−µ (e
(λ−µ)τ − 1) . (1.3)
For the case of a subcritical process (with λ < µ), the population process backwards in time is
supercritical. To ensure that the population reaches a common ancestor, we thus need to condition this
process on ultimate extinction; it can be shown that this is equivalent to swapping the birth and death
rate. Thus, the RRP death rate will be the same as (1.3) but with λ and µ interchanged.
For the case of a critical branching process, measured in time units of α, the death rate is given by
taking the limit λ→ µ in (1.3):
mα(τ) =
ψλ
1 + ψλτ
.
1.2 Overview
In this paper we consider the RRP of a (supercritical) birth-death process as a backwards in time
inhomogeneous pure-death process, as described in Section 1.1 above. We show that properties of the
RRP are easily derived using this formulation. We use this to re-derive several results, such as densities
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of event times, which have been given elsewhere in the literature, but stress that the resulting proofs are
significantly simpler and more intuitive.
Noting that there is a time rescaling between a Yule rate 1 process and the RRP of the birth-death
population model, we propose a new simulation algorithm for (incompletely) sampled RRPs using time
rescaling. This is an alternative to existing algorithms (Hartmann et al., 2010; Stadler, 2011), which
instead utilise a coalescent point process (CPP) formulation. We discuss the relationship between these
two approaches. Further, we demonstrate the relationship between completely and incompletely sampled
RRPs through time rescaling. In related work, e.g. Stadler and Steel (2012), the approach taken of
transforming birth and death rates meant that results could be derived only for a restricted set of
parameter values, in particular for 1− ψ ≤ µ/λ ≤ 1; this is especially restrictive when ψ is small. Here,
we show instead that the completely and incompletely sampled RRPs are time-rescaled versions of each
other, so distributions for the incompletely sampled case can be derived using a change of variables.
We use this to complete the proof for the length of a pendant edge in Stadler and Steel (2012) for all
parameter values.
Next we consider the scenario in which the underlying population size in a birth-death process grows
to infinity, but a finite sample of size n is obtained. This can be thought of, equivalently, as taking the
limit ψ → 0 for the Bernoulli sampling probability, or the limit as N →∞ for n-sampling; using results
of Lambert (2018), we discuss why the limit is the same under both viewpoints. We describe in detail the
time transformation between the RRP in this setting to a Yule rate 1 process; in this scenario, there are
two distinct timescales, separating the time of the first event from the events nearer the root of the tree.
The RRP tree becomes star-shaped: the terminal branch lengths tend to infinity, while the inter-event
times at the top of the tree are approximately exponentially distributed on a shorter timescale, with rate
depending on the remaining number of lineages. We then use time rescaling to derive, analytically, the
density of the inter-event times, both for any ψ ∈ (0, 1] and in the limit ψ → 0; both results are new to
the best of our knowledge. Further, we show that the inter-event times are approximately exponentially
distributed, with error bounded by 1/n in terms of Kolmogorov-Smirnov distance. We also show that
the expectation of inter-event times agrees exactly with the expectation under this approximation.
The paper is structured as follows. In Section 1.3 below, we introduce the notation used throughout.
In Section 2, we state several known results for inhomogeneous birth-death processes which we will rely
on, and review time rescaling for these processes. In Section 3, we consider the RRP of birth-death
processes with Bernoulli sampling. In Section 4, we focus on the limit of the sampling probability going
to 0. Finally, discussion is presented in Section 5. Proofs can be found in Appendix A.
Illustrations of trees throughout were made using the R package ape (Paradis and Schliep, 2018).
1.3 Notation
Table 1 summarises the notation used throughout. For instance, BDP(λ, µ, ψ) denotes the birth-death
population process where each individual divides independently with rate λ, dies independently with rate
µ < λ, with the rates measured in time units γ; at time 0, each surviving individual is sampled with
a fixed probability ψ. The corresponding RRP, i.e. the process tracing out the genealogy of the sample
from this population backwards in time from 0, is denoted by Xγψ := (X
γ
ψ(τ) : τ ≥ 0). We write Xg(γ)ψ to
denote the same process, but with time rescaled to units of ξ = g(γ) for some time transformation g, i.e.
Xξψ(τ) = X
g(γ)
ψ (τ) = X
γ
ψ(g(τ)). We denote the death rates of X
γ
ψ and X
ξ
ψ by mγ and mξ, respectively,
with the subscripts denoting the time scale on which the rates are measured.
A table summarising the properties of each RRP is given in Appendix B for reference.
4
Population process Time unit Notation RRP notation
Yule process,
birth rate 1
t Yule(1) Y t
Critical branching process,
birth = death rate λ, sampling probability ψ
α CBP(λ, ψ) Zαψ
Birth-death process,
birth rate λ, death rate µ, complete sampling
β BDP(λ, µ, 1) Xβ1
Birth-death process,
birth rate λ, death rate µ, sampling probability ψ
γ BDP(λ, µ, ψ) Xγψ
Birth-death process,
birth rate λ′, death rate µ′, with λ′ − µ′ = 1
sampling probability ψ
δ BDP(λ′, µ′, ψ) Xδψ
Table 1: Summary of notation
2 Background
We briefly review relevant known results which we will rely on throughout the paper.
2.1 Inhomogeneous birth-death processes
We briefly state relevant known results concerning inhomogeneous birth-death processes. Consider a
time-inhomogeneous pure-death process, with time measured in units ξ, starting with n individuals alive
at time 0. Each individual dies independently at rate mξ(τ); if there are j individuals at time τ , the
intensity is jmξ(τ). The rate function of the process is given by
ρξ(τ) =
∫ τ
0
mξ(x)dx.
The transition probabilities, i.e. the probability of going from n to j individuals in time τ , are given by
a binomial distribution (Bailey, 1964, p.112):
Pnj(τ) =

(
n
j
)(
1− e−ρξ(τ))n−j(e−ρξ(τ))j for j ≤ n,
0 otherwise,
(2.1)
with e−ρξ(τ) being the probability that a lineage has not died by time τ . The distribution of time to
origin is (Bailey, 1964, p.112):
F (n)(τ) = P (Tor < τ) =
(
1− e−ρξ(τ))n, (2.2)
and, by differentiating, the pdf is
f (n)(τ) = nmξ(τ)e
−ρξ(τ)(1− e−ρξ(τ))n−1. (2.3)
The density of the time of the k-th event is given by
f (k)(τ) =
(
n
k
)
· kmξ(τ)e−ρξ(τ)
(
1− e−ρξ(τ))k−1︸ ︷︷ ︸
k-th lineage dies at τ
· (e−ρξ(τ))n−k︸ ︷︷ ︸
n− k survive for at least τ
=
(
n
k
)
k mξ(τ)
(
1− e−ρξ(τ))k−1(e−ρξ(τ))n−k+1. (2.4)
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2.2 Time rescaling
Consider a pure-death inhomogeneous process with death rate mξ(τ), with time measured in units of
ξ. Suppose that time is rescaled in units of ζ = g(ξ), where g is strictly monotonic and differentiable.
The death rate of the process then becomes, using a change of variables:
mζ(τ) = mξ(g
−1(τ))
∣∣∣∣ ddτ g−1(τ)
∣∣∣∣.
The time rescaling theorem, due to Meyer (1971) and Papangelou (1972), states that any inhomoge-
neous point process with an integrable intensity function can be rescaled to a Poisson process with unit
rate. The RRP can be thought of as a point process, with intensity given by its inhomogeneous death
rate times the number of lineages. If the RRP (of any population process) has death rate mξ(τ), then
rescaling time via the transformation g = ρξ rescales the RRP to a homogeneous pure-death process with
death rate per lineage equal 1 (a Yule rate 1 process).
2.3 Yule rate 1 process
This process, denoted Y t, is a pure death process where each lineage dies independently at rate 1;
the inter-event time between when there are j and j− 1 lineages is exponentially distributed with rate j.
Using (2.3), the time to origin has density:
f (n)(τ) = ne−τ (1− e−τ )n−1,
and using (2.4), the time to k-th event has density:
f (k)(τ) =
(
n
k
)
k
(
1− e−τ)k−1(e−τ)n−k+1. (2.5)
The expectation of time to origin is
∑n
j=1
1
j . These results are identical to those derived by Gernhard
(2008b).
3 Birth-death process with Bernoulli sampling
We now consider in detail the RRP of a supercritical birth-death process. Using the formulation
introduced in Section 1.1, we first re-derive some known properties of the process, which will be readily
available from the results given in Section 2. Then, using the fact that the RRP is a time rescaling of
a Yule rate 1 process, we propose a simulation algorithm. Finally, we discuss the relationship between
completely and incompletely sampled RRPs through time rescaling.
3.1 Properties of the process
Denote by Tk the time of the k-th event, backwards from the present time 0. At Tk, the number of
lineages decreases from n−k+ 1 to n−k, for k ∈ {1, . . . , n}, with T0 := 0. The inter-event time between
the k-th and (k + 1)-th event is denoted by Wk = Tk+1 − Tk for k ∈ {0, . . . , n− 1}, with W0 = T1.
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3.1.1 Transition probabilities and densities of event times
We use the pure-death process formulation of Xγψ to derive distributions characterising this process.
The transition probabilities are, using (2.1):
Pij(τ) =

(
i
j
)(
1− e−ργ(τ))i−j(e−ργ(τ))j for j ≤ i
0 otherwise,
where, by integrating the death rate in (1.3):
ργ(τ) =
∫ τ
0
mγ(x)dx = log
(
1 +
ψλ
λ− µ
(
e(λ−µ)τ − 1
))
, (3.1)
and
e−ργ(τ) =
1
1 + ψλλ−µ (e
(λ−µ)τ − 1) .
For τ → ∞ and fixed ψ ∈ (0, 1], we have ργ(τ) → ∞ and e−ργ(τ) → 0, so Pij(τ) → 0 for all j 6= 0,
and Pi0(τ)→ 1. This implies that two individuals sampled at the present will eventually find a common
ancestor in the past with probability 1.
The distribution of time to origin, using (2.2), is given by:
F (n)(τ) = P (Tor < τ) =
(
1− e−ργ(τ))n = ( ψλλ−µ (e(λ−µ)τ − 1)
1 + ψλλ−µ (e
(λ−µ)τ − 1)
)n
,
and its density, using (2.3), is
f (n)(τ) = n · ψλe
(λ−µ)τ
1 + ψλλ−µ (e
(λ−µ)τ − 1) ·
1
1 + ψλλ−µ (e
(λ−µ)τ − 1) ·
(
ψλ
λ−µ (e
(λ−µ)τ − 1)
1 + ψλλ−µ (e
(λ−µ)τ − 1)
)n−1
= nψλe(λ−µ)τ
[
ψλ
λ−µ
(
e(λ−µ)τ − 1)]n−1[
1 + ψλλ−µ
(
e(λ−µ)τ − 1)]n+1 . (3.2)
This result is also obtained in Stadler (2009, Lemma 3.1). We note that although the outcome is identical,
the derivation given above is significantly simpler, and follows directly from the properties of the RRP as
a stochastic process. In particular, the distribution function is immediately obtained from knowing the
death rate; moreover, to obtain the pdf we do not need to integrate over the prior for the time of origin,
as this is implicit in the time reversal.
Using (2.4), the waiting time to the k-th event is given by:
f (k)(τ) =
(
n
k
)
k mγ(τ)
(
1− e−ργ(τ))k−1(e−ργ(τ))n−k+1
=
(
n
k
)
k
ψλe(λ−µ)τ
1 + ψλλ−µ (e
(λ−µ)τ − 1)
(
ψλ
λ−µ (e
(λ−µ)τ − 1)
1 + ψλλ−µ (e
(λ−µ)τ − 1)
)k−1(
1
1 + ψλλ−µ (e
(λ−µ)τ − 1)
)n−k+1
=
(
n
k
)
k ψλe(λ−µ)τ
[
ψλ
λ−µ
(
e(λ−µ)τ − 1)]k−1[
1 + ψλλ−µ
(
e(λ−µ)τ − 1)]n+1 .
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This agrees with the result derived in Gernhard (2008a, Theorem 4.1) for the case of complete sampling;
we again note that the result follows almost immediately from the properties of the RRP, which removes
the need for deriving the related distributions by hand. The time of the first event is given by substituting
k = 1:
f (1)(τ) =
nψλe(λ−µ)τ[
1 + ψλλ−µ
(
e(λ−µ)τ − 1)]n+1 . (3.3)
3.1.2 Simulating from the RRP
As described in Section 2.2, applying the time transformation g1 = ργ rescales the RRP X
γ
ψ to a Yule
rate 1 process, Y t. From (3.1), this transformation is given by:
t = g1(γ) = log
(
1 +
ψλ
λ− µ
(
e(λ−µ)γ − 1
))
,
γ = g−11 (t) = ρ
−1
γ (t) =
1
λ− µ log
(
1 +
λ− µ
ψλ
(
et − 1
))
, (3.4)
and we have that
X
g1(γ)
ψ = Y
t, i.e. Xγψ(g1(τ)) = Y
t(τ),
by which we mean that Xγψ rescaled in time units g1(γ) has the same death rate as Y
t. To see why this
works, the death rate of Xγψ when measured in units t = g1(γ) becomes:
mt(τ) = mγ(g
−1
1 (τ))
∣∣∣∣ ddτ g−11 (τ)
∣∣∣∣ = mγ(ρ−1γ (τ))∣∣∣∣ ddτ ρ−1γ (τ)
∣∣∣∣ = mγ(ρ−1γ (τ))/mγ(ρ−1γ (τ)) = 1.
Equivalently,
Xγψ = Y
g−11 (t), i.e. Xγψ(τ) = Y
t(g−11 (τ)).
This suggests that to simulate from Xγψ, first we can simulate from a Yule rate 1 process, and then
rescale the event times using the reverse transformation given by (3.4). The method is summarised
as Algorithm 1. This provides an alternative to the algorithms of Hartmann et al. (2010) and Stadler
(2011), where first the time of origin is drawn from its distribution, and then the coalescent point process
formulation is used to obtain the event times.
Algorithm 1 Simulating from the RRP Xγψ
Given n individuals at time 0:
1. Draw Wj ∼ Exp(n− j + 1) for j = 1, . . . , n, being the waiting times in the Yule rate 1 process.
2. Compute the event times T˜ (j) =
∑j
i=1Wi.
3. Rescale the event times as T (j) = 1λ−µ log
(
1 + λ−µψλ
(
exp
(
T˜ (j)
)
− 1
))
.
4. Construct a tree from T (1), . . . , T (n) by choosing a pair of lineages uniformly at random to coalesce
at each event time.
Note that one can first derive distributions of interest for the Yule rate 1 process, and then use the
change of variables given by (3.4) to obtain the equivalent results for Xγψ. We will use this to derive the
distribution of inter-event times Wk, analytically, in Section 4.3.
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3.1.3 Relationship with coalescent point processes
Gernhard (2008a) gives the following CPP formulation for a supercritical process. To simulate an
RRP for a sample of size n, first condition on the sample size and a time of origin Tor (possibly drawn
from the distribution (2.2)), and then draw the times of the n−1 bifurcations in the tree i.i.d. from some
specific density depending on Tor. Lambert and Stadler (2013) further give this density for the case of
Bernoulli sampling. In a sense, conditioning on the time of origin, the event times can thus be simulated
“horizontally”, one-by-one for each sampled lineage, rather than “vertically”, i.e. forwards or backwards
in time.
The formulation of the RRP as a pure-death process also allows for simulation of the RRP lineage-
by-lineage, conditioning on the sample size but not necessarily on the time of origin (producing a tree
including the root edge). Because each lineage dies independently from the others, in order to simulate
from Xγψ for a sample of size n, we can simulate the death times of each of the n lineages independently,
and then merge the lineages uniformly at random at each event time to create the tree. The death time
of one lineage has density:
f (1)(τ) =
ψλe(λ−µ)τ[
1 + ψλλ−µ
(
e(λ−µ)τ − 1)]2 , (3.5)
which is obtained from (3.2); this can be simulated by drawing from an exponential rate 1 density, and
rescaling time using (3.4). Therefore the relationship between CPP and the pure-death formulation is
very direct. With the pure-death formulation, each of the n lineages dies independently with the same
death rate. Once we also condition on a time of origin Tor, the lineages still die independently, with
death rate amended so that each event happens before Tor. The latter is exactly the CPP formulation
of Gernhard (2008a).
The CPP formulation described in Lambert and Stadler (2013) also gives a method for simulating
a Bernoulli RRP without conditioning on the sample size, as follows. Given a time of origin Tor, draw
realisations Hψ1 , . . . ,H
ψ
N of a random variable H
ψ, with the stopping criterion that HψN is the first
realisation that is greater than Tor. Then the H
ψ
1 , . . . ,H
ψ
N−1 are the event times up to the MRCA for
a sample of N lineages in a Bernoulli sampled RRP, conditioned on time of origin Tor. Note that in
this case, setting p = P (Hψ > Tor), the number of sampled lineages is geometric with mass function
(1− p)n−1p, and the density of Hψ given in Lambert and Stadler (2013, p.122) is exactly that in (3.5).
The pure-death formulation of the RRP highlights two differences between the genealogy of a birth-
death process and the coalescent. Firstly, viewing the basic coalescent as a backwards in time pure-death
process with rate j(j−1)2 when there are j lineages, at each point in time the death rate of each individual
lineage depends on the total number of lineages remaining; this dependence cannot be removed by
conditioning on the time of origin (for n > 2). This implies that the process cannot be simulated by
drawing the death time of each lineage independently from some density, as for the RRP. This supports
the conjecture of Lambert and Stadler (2013) that the coalescent does not have a CPP representation.
Secondly, the coalescent with variable population size, as described by Griffiths and Tavare (1994), can
be described as an inhomogeneous pure-death process, where the death rate is quadratic in the number
of lineages and depends on a population size function. Because the death rate of the RRP is linear in
the number of lineages, there is no population size function which would equate the two models.
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3.2 Relationship between completely and incompletely sampled RRPs
Stadler (2009) noted that there is a relationship between the RRP of the incompletely sampled
BDP(λ, µ, ψ), and the RRP of the completely sampled BDP(λ̂, µ̂, 1), through the following transformation
of the birth and death parameters:
λ̂ = ψλ, µ̂ = µ− λ(1− ψ). (3.6)
Substituting (3.6) as the birth and death rates into (1.2) gives (1.3). Thus, the resulting process looks like
the RRP of an incompletely sampled BDP(λ, µ, ψ) population process. However, as noted by Lambert
and Stadler (2013), µ̂ can be negative (in particular, for very small values of ψ); for instance, with the
parameters used in Figure 1, µ̂ = −1/60. In this case, the interpretation as an RRP of some birth-
death process is problematic. Stadler and Steel (2012, 2019) discuss that when distributions are derived
for the completely sampled process, this reparameterisation trick can be used to obtain the equivalent
distributions for a process with incomplete sampling, but only for µλ ≥ 1 − ψ. Thus, this method of
transforming the birth and death rates does not always produce a valid mapping between completely and
incompletely sampled RRPs.
To avoid this issue, instead of transforming the birth and death parameters directly, we use a trans-
formation of time, and demonstrate the relationship between the RRPs Xγψ and X
β
1 . We do not introduce
restrictions on the values of the parameters (λ, µ, ψ), so this allows for any distributions derived for the
completely sampled process to be transformed for the case of incomplete sampling.
3.2.1 Time transformation from Xψ to X1
Define the transformation of time units g2 as:
β = g2(γ) =
1
λ− µ log
(
1 + ψ(e(λ−µ)γ − 1)
)
, (3.7)
γ = g−12 (β) =
1
λ− µ log
(
1 +
1
ψ
(e(λ−µ)β − 1)
)
.
This is a valid time transformation with γ = 0 ⇐⇒ β = 0, and γ = β when ψ = 1. Using a change of
variables in (1.3), we compute the death rate of X
g2(γ)
ψ :
mβ(τ) = mγ(g
−1
2 (τ)) ·
∣∣∣∣dg−12 (τ)dτ
∣∣∣∣
=
ψλ(1 + 1ψ (e
(λ−µ)τ − 1))
1 + λλ−µ (e
(λ−µ)τ − 1) ·
1
ψ e
(λ−µ)τ
1 + 1ψ (e
(λ−µ)τ − 1)
=
λe(λ−µ)τ
1 + λλ−µ (e
(λ−µ)τ − 1) .
This is the death rate of the completely sampled RRPXβ1 as given in (1.2). Thus, we have the relationship:
X
g2(γ)
ψ = X
β
1 , i.e. X
γ
ψ(g2(τ)) = X
β
1 (τ),
X
g−12 (β)
1 = X
γ
ψ i.e. X
β
1 (g
−1
2 (τ)) = X
γ
ψ(τ).
The RRP of a BDP(λ, µ, ψ) process is a time rescaled version of the RRP of a completely sampled
BDP(λ, µ, 1) process. In effect, introducing incomplete sampling is equivalent to non-linearly rescaling
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the RRP of the BDP(λ, µ, 1) process using the time transformation (3.7).
3.2.2 Deriving results for Xψ from X1
Using the time transformation approach, distributions can be derived for Xβ1 with complete sampling,
and then the equivalent distribution results for Xγψ can be obtained through a simple change of variables.
As an example, Stadler and Steel (2012) derive the density of the length of a pendant edge for an
incompletely sampled tree with the restriction 1 − ψ ≤ µλ ≤ 1; we complete the proof for the case
0 ≤ µλ ≤ 1− ψ.
Proposition 3.1. The density of a pendant edge of the RRP Xγψ for any 0 ≤ µ < λ and ψ ∈ (0, 1] is
fψ(τ) =
2ψλ(λ− µ)3e(λ−µ)τ(
λψe(λ−µ)τ − [µ− λ(1− ψ)])3 .
Proof. Mooers et al. (2012) give the density of the length of a pendant edge of a completely sampled
RRP Xβ1 as:
f1(τ) =
2λ(λ− µ)3e(λ−µ)τ
(λe(λ−µ)τ − µ)3 . (3.8)
Using the time rescaling (3.7) and a change of variable, for Xγψ this becomes:
fψ(τ) = f1(g2(τ))
∣∣∣∣d g2(τ)dτ
∣∣∣∣
=
2λ(λ− µ)3[1 + ψ(e(λ−µ)τ − 1)](
λ
[
1 + ψ(e(λ−µ)τ − 1)]− µ)3 · ψe
(λ−µ)τ
1 + ψ(e(λ−µ)τ − 1)
=
2ψλ(λ− µ)3e(λ−µ)τ(
λψe(λ−µ)τ − [µ− λ(1− ψ)])3 .
Equivalence with the result of Stadler and Steel (2012, Section 4) for µλ ≥ 1− ψ is easily checked by
substituting the birth rate λ̂ and death rate µ̂ into (3.8).
4 Sampling from large populations
We now consider the setting where the total population size is very large compared to the sample
size n. This is a scenario often encountered in practice when collecting genetic data, particularly from
viral or bacterial populations, when the population size is unknown but can be presumed very large. An
example will be mentioned within the discussion in Section 5.
This situation is to be distinguished from the limit as the sample size grows to infinity, which has
been considered in Wiuf (2018). The scenario of interest here is when the total population tends to
infinity, but a finite sample of size n is obtained. This can be interpreted as either the Bernoulli sampling
probability ψ going to 0, or the population size N growing to infinity in the case of n-sampling. In the
following section we will discuss why the two regimes are basically equivalent.
In this Section, for the sake of readability of the expressions, we rescale time linearly in units of
δ = (λ − µ)γ, and write λ′ = λλ−µ , µ′ = µλ−µ with λ′ − µ′ = 1. This simplifies the formulas, and is easy
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to reverse within any derived expressions. The RRP on this timescale is denoted Xδψ, with death rate
mδ(τ) =
ψλ′eτ
1 + ψλ′(eτ − 1) .
The time transformation between Xδψ and Y
t is given by g3 = ρδ, with
t = g3(δ) = log
(
1 + ψλ′(eδ − 1)), (4.1)
δ = g−13 (t) = ρ
−1
δ (t) = log
(
1 +
1
ψλ′
(et − 1)
)
, (4.2)
4.1 Sampling method
Lambert (2018) showed the following relationship between the two sampling scenarios when considered
from a CPP perspective. Bernoulli sampled trees can be generated using the CPP formulation; that is,
conditioning on a time of origin Tor, the event times are i.i.d. according to a specific density (as described
in Section 3.1.3). For n-sampling, if we were to first generate a CPP tree with complete sampling
(conditioned to have size at least n), and then choose n lineages uniformly at random, then this would
not have a CPP formulation (Lambert and Stadler, 2013). However, the genealogy of such an n-sample
can be obtained by first drawing a sampling probability Ψ = y from a specific improper prior, and then
generating a Bernoulli CPP of size n with sampling probability y. The improper prior has the form
(Lambert, 2018, Theorem 3):
n(1− a)yn−1
(1− a(1− y))n+1 ,
where a = P (H < Tor) is the probability that the random variable corresponding to event times (in the
complete tree) takes a value less than the specified time of origin.
The underlying population (of the complete tree) growing to infinity corresponds to the time of origin
of the complete process approaching infinity, and thus the probability a = P (H < Tor) approaching 1.
In this case the improper prior on Ψ tends to a point mass at y = 0. Thus, the behaviour of the RRP
for Bernoulli sampling with ψ → 0, and for n-sampling when the underlying population grows to infinity,
should be the same.
4.2 Relationship between Xδψ and Y
t for small ψ
We examine the effect of the time rescaling between Xδψ and the Yule rate 1 process, when ψ → 0. In
the following, we assume that λ′ is fixed and very small compared to 1/ψ.
Consider the time rescaling given by (4.1), which as before gives X
g3(δ)
ψ = Y
t: the process Xδψ rescaled
in units of g3(δ) is a Yule rate 1 process. This rescaling is illustrated in Figure 2 for a small value of ψ;
the left panel shows a realisation of Xδψ for n = 10. The right panel shows the same tree, but the intervals
delineated by blue lines in the left panel are rescaled to intervals of equal length in the right panel.
Using the identity log(1 + x) = log(x)+log
(
1 + 1x
)
and a Taylor expansion in ψλ′ around 0, we obtain
from (4.2):
δ − log
(
1
ψλ′
)
= log
(
et − 1)+O(ψλ′).
For small t, we have that et−1 ≈ t and the transformation behaves as δ− log
(
1
ψλ′
)
≈ log(t). For large t,
we have log(et − 1) ≈ t, so δ− log
(
1
ψλ′
)
≈ t. Thus, there are two time regimes, with a smooth transition
between them.
12
Xψ
δ Yt
Figure 2: Left: realisation of Xδψ with ψ = e
−20, λ′ = 2. Right: same tree, rescaled
in time units given by (4.1). Intervals delineated by blue lines in the left panel are
rescaled to intervals of equal length in the right panel.
0 1 2 3 4 5 6
0
5
10
15
20
25
t
δ
Figure 3: Left: solid black line shows time rescaling between δ and t (time units
of a Yule rate 1 process). In green: line δ = t − log(ψλ′). In red: curve δ =
log(t) − log(ψλ′). Dashed black line shows δ = − log(ψλ′). Dots show simulated
event times. Right: tree corresponding to the simulated event times. Parameters
used: ψ = e−20, λ′ = 2, µ′ = 1.
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This can be understood as follows. Under Bernoulli sampling, the sample size n is of order ψN , where
N is the the underlying population size in the complete tree. In the limit ψ → 0, N is therefore O(ψ−1);
this is very large compared to n, and no coalescences happen for a very long time: the probability of
going from n to n− 1 individuals in time τ is, from (2.1):
Pn,n−1(τ) =
(
1− e−ρδ(τ))(e−ρδ(τ))n−1,
where
e−ρδ(τ) =
1
1 + ψλ′(eτ − 1)
is the probability of no event happening. This is very close to 1 until τ grows to the order of log
(
1
ψ
)
.
With the time transformation above, a step of one unit of t approximately corresponds to taking a
time step of log
(
1
ψ
)
in units of δ. At this point, e−ρδ(τ) ≈ 11+λ′ and the sample starts to coalesce. Then
steps in t become roughly equal to steps in δ. In essence, we zoom back to a time when the underlying
population was of order n, and then slow back down to linear time.
Figure 3 shows an example of the time rescaling (4.2) for ψ = e−20, λ′ = 2, µ′ = 1. The left panel
shows δ against t; the horizontal axis is the time scale of the Y t process, the vertical axis is the time scale
of Xδψ. The red line shows the curve δ = log(t) + log
(
1
ψλ′
)
; the green line shows δ = t+ log
(
1
ψλ′
)
. The
circles indicate a set of simulated event times for a sample size n = 10. For instance, the time to first
event is T1 ∼ Exp(n) on the horizontal axis; this is rescaled using (4.2) to get the corresponding time on
the vertical axis. The right panel shows the corresponding RRP tree.
As ψ → 0, log
(
1
ψλ′
)
→ ∞, so the rescaled time of the first event in units of δ grows to infinity, and
the reconstructed tree of Xδψ becomes star-shaped. The terminal branches dominate the tree, but the
inter-event times near the origin of the tree are still approximately exponentially distributed with rate
depending on the remaining number of lineages, as the time rescaling for large t is approximately linear.
4.3 Density of inter-event times in the limit ψ → 0
We now derive, analytically, the density of inter-event times, first for any ψ ∈ (0, 1], then for the limit
ψ → 0.
Theorem 4.1. The density of waiting timesWk = Tk+1−Tk between events k and k+1, k ∈ {0, . . . , n−1},
for the RRP Xδψ with ψ ∈ (0, 1], is:
f
(k)
ψ (w) =
(n− k)
(n+ 1)
e−(n−k)w
[
(n+ 1)2F1(n− k + 1, n− k + 1;n+ 1; (1− ψλ′)(1− e−w))
− (1− ψλ′)(n− k + 1)2F1(n− k + 1, n− k + 2;n+ 2; (1− ψλ′)(1− e−w))
]
, (4.3)
where 2F1 is the ordinary hypergeometric function. In the case of a critical branching process with birth
and death rate λ and RRP Zαψ , this becomes:
f
(k)
ψ (v) =
(n− k + 1)(n− k)
n+ 1
ψλ · 2F1(n− k + 1, n− k + 2;n+ 2;−ψλv).
Note that for k = 0, f
(0)
ψ (w) reduces to the density of the first event given in (3.3). We have the
following case for ψ → 0:
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Corollary 4.1. The density of waiting times Wk between events k and k + 1, k ∈ {1, . . . , n − 1}, with
ψ → 0, is:
f (k)(w) =
k(n− k)
n+ 1
e−(n−k)w2F1(n− k + 1, n− k + 1;n+ 2; 1− e−w). (4.4)
Note that this is not a density for k = 0, i.e. for the waiting time to the first event; recall that for
ψ → 0 the first event time goes to infinity.
Corollary 4.2. The distribution function of the waiting time Wk between events k and k + 1, k ∈
{1, . . . , n− 1}, with ψ → 0, is given by:
F (k)(w) = 1− e−kw2F1(k, k + 1;n+ 1; 1− e−w). (4.5)
Note that using the transformation (Erde´lyi et al., 1953, p.64)
2F1(a, b; c; z) = (1− z)c−a−b2F1(c− a, c− b; c; z),
the densities of the k-th and (n− k)-th waiting times are equal:
f (k)(w) =
k(n− k)
n+ 1
e−(n−k)w2F1(n− k + 1, n− k + 1;n+ 2; 1− e−w)
=
k(n− k)
n+ 1
e−(n−k)we−(2k−n)w2F1(k + 1, k + 1;n+ 2; 1− e−w)
=
k(n− k)
n+ 1
e−kw2F1(k + 1, k + 1;n+ 2; 1− e−w)
= f (n−k)(w).
This is an interesting property of the RRP tree in the limit. The inter-event times are symmetric, for
instance the time it takes to go from n− 1 and n− 2 lineages, and the time it takes for the last lineage
to die, have the same distribution.
4.4 Exponential approximation of inter-event times
Although Corollary 4.2 completely solves the question of what is the distribution of Wk as ψ → 0,
the appearance of 2F1 in (4.5) somewhat obscures our insight into Wk. Here we show that these waiting
times are well approximated by exponential distributions, so that the process is ‘almost’ Markov.
Consider an exponential approximation to f (k)(w) with rate k(n−k)n :
f˜ (k)(w) =
k(n− k)
n
exp
(
−k(n− k)
n
w
)
, F˜ (k)(w) = 1− exp
(
−k(n− k)
n
w
)
, (4.6)
for k ∈ {1, . . . , n− 1}. We have the following result concerning the accuracy of this approximation:
Proposition 4.1. Suppose the waiting time distribution Wk, with distribution function (4.5) for ψ → 0,
is approximated by an exponential distribution (4.6). Then the approximation error is bounded, uniformly
in k, in terms of Kolmogorov-Smirnov distance:
sup
w
∣∣∣F (k)(w)− F˜ (k)(w)∣∣∣ < 1
n
.
The density derived in Corollary 4.1 is entirely nonintuitive, however this result shows that up to an
error bounded by 1/n, the distribution is actually approximately exponential. Note that the particular
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form of the exponential rate is such that f˜ (k)(w) = f˜ (n−k)(w), so the symmetry between the k-th and
(n− k)-th inter-event times is preserved in the approximation. Figure 4 shows an example of the (exact)
density (4.3), for ψ = 1 on the left and very small ψ on the right; dotted lines in the latter case show the
exponential approximations (4.6), demonstrating good agreement for n = 100.
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Figure 4: Inter-event time density, n = 100, λ′ = 2, µ′ = 1. Left: with ψ = 1,
colours (red to purple) correspond to event numbers k = 0, 10, . . . , 90. Right: with
ψ = e−20, colours (red to purple) correspond to event numbers k = 1, 10, 20, . . . , 50;
dotted lines show exponential approximation in (4.6).
Wiuf (2018) gives results for the expectation of time to origin, and recursions for calculating the
expectation of the other event times, for the RRP with Bernoulli sampling (not in the limit ψ → 0). We
can use these results to show that the expectation under the exponential approximation, being nk(n−k) ,
is exact in the limit ψ → 0 (for any n).
Proposition 4.2. The expectation of time to origin for ψ → 0 is given by:
E(Tn) = log
(
1
ψλ′
)
+
n−1∑
j=1
1
j
+O(ψ).
This is an illuminating result, as the expectation is split into two parts. The first is log(1/ψλ′),
corresponding to the first time rescaling regime, as described in Section 4.2. Near 0, a small step in t is
equivalent to a step of order log(1/ψλ′) in units of δ. The second part is equivalent to the expectation of
a sum of n−1 exponential waiting times with rate being the remaining number of lineages, corresponding
to the second time rescaling regime, which is approximately linear.
Wiuf (2018, Appendix D) derives the following recursions for the expectations of event times:
En(Tk+1) =
n
k − 1En−1(Tk) +
n− k + 1
k − 1 En(Tk).
Using this and the expression for time to origin given by Proposition 4.2, the expectation of waiting times
between events is:
E(Wk) = E(Tk+1 − Tk) = n
k(n− k) +O(ψ).
This agrees exactly with the expectation using the exponential approximation for ψ → 0.
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5 Discussion
In this paper, we have demonstrated that viewing the RRP as an inhomogeneous pure-death process
allows for relatively simple and intuitive derivations of its properties. The time rescaling approach allows
for results derived for completely sampled RRPs to be transformed to those for incomplete sampling,
using a simple change of variables, with no restrictions on the parameter values. Moreover, the time
rescaling between the Yule rate 1 process and the RRP can be used to simulate the RRP in a straight
forward way, by simulating each event time sequentially.
In the limit ψ → 0, this rescaling can be decomposed into two timescales. The RRP tree becomes
star-shaped, with terminal branch lengths tending to infinity, but inter-event times at the top of the tree
are approximately exponential with a rate depending on n and the event number. This has interesting
implications for data analysis, as it suggests that the number of singleton mutations in a small sample
from a very large population tends to infinity, but the number of shared mutations does not. Indeed,
the recent paper of Dinh et al. (2019) considers the expected frequency spectrum of mutations using
a birth-death model with the infinite sites assumption. Although this is not explicitly discussed, the
results of the simulations show that for small values of ψ, the expected number of singletons is orders of
magnitude larger than that of mutations shared by multiple individuals. Taking the limit as ψ → 0 in
their equation (8), the expected number of singletons for Xδψ grows to infinity, while for k > 1
E
[
Sn(k)
]
= θ
n− k + 1
k(k − 1) ,
where θ is the mutation rate and Sn(k) is the number of mutations with multiplicity k in the sample of
size n. In applying their method to cancer data, Dinh et al. (2019) consider small values of ψ with the
population size being very large compared to the sample size—our results presented in Section 4 provide
an insight into the properties of the genealogy in this case.
As can be seen from our results and related work, properties of the genealogy of a sample obtained
from a population following a birth-death process are notably different from those arising under the
coalescent. The coalescent is widely used in statistical inference for intra-host viral and bacterial pop-
ulations (e.g. Dialdestoro et al., 2016), when the population dynamics in such cases are arguably likely
to be better modelled by a birth-death process. An important question is how inference obtained under
the two models differs for samples of viral or bacterial genetic sequencing data: can birth-death models
provide better inference on the evolutionary dynamics of such populations? Answering this would re-
quire development of new methods for statistical inference that condition on the data and incorporate the
natural processes governing such populations, such as high rates of mutation, recombination, and rapid
demographic changes. This also presents interesting challenges in making full use of the increasingly rich
sequencing data available for viral and bacterial infections.
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A Proofs
A.1 Proof of Theorem 4.1
Proof. In the Yule rate 1 process, the density of waiting times between the k-th and k + 1-th event,
k = 0, . . . , n− 1, conditional on Tk = s is:
f (k)(t|s) = (n− k)e−(n−k)((s+t)−s) = (n− k)e−(n−k)t. (A.1)
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Using the time transformation (4.1), in units of δ the waiting time is:
w = ρ−1δ (s+ t)− ρ−1δ (s) = log
(
ψλ′ + es+t − 1
ψλ′ + es − 1
)
.
Rearranging, this gives:
t = log
(
ew
[
1− (1− ψλ′)e−s]+ (1− ψλ′)e−s),
and
dt
dw
=
ew(1− (1− ψλ′)e−s)
ew(1− (1− ψλ′)e−s) + (1− ψλ′)e−s .
Thus, by using a change of variables in (A.1) and writing φ = 1− ψλ′:
f (k)(w|s) = (n− k)ew[1− (1− ψλ′)e−s][ew(1− (1− ψλ′)e−s) + (1− ψλ′)e−s]−(n−k+1)
= (n− k)ew[1− φe−s][ew(1− φe−s) + φe−s]−(n−k+1).
Since s is the time of the k-th event in the Yule rate 1 process, it has density given by (2.5):
fs(s) =
(
n
k − 1
)
(n− k + 1)(1− e−s)k−1(e−s)n−k+1.
The marginal distribution of Wk is thus
f (k)(w) =
∫ ∞
0
f
(k)
ψ (w|s)fs(s)ds
=
(
n
k − 1
)
(n− k + 1)(n− k)
∫ ∞
0
ew
(1− φe−s)(1− e−s)k−1(e−s)n−k+1(
ew(1− φe−s) + φe−s)n−k+1 ds︸ ︷︷ ︸
(∗)
.
Integrating using the change of variables u = e−s:
(∗) = ew
∫ 1
0
(1− φu)(1− u)k−1un−k(
ew(1− φu) + φu)n−k+1 du
= e−(n−k)w
∫ 1
0
(1− φu)(1− u)k−1un−k(
1− φu(1− e−w))n−k+1 du
= e−(n−k)w
∫ 1
0
[
(1− u)k−1un−k(
1− φu(1− e−w))n−k+1 − φ (1− u)
k−1un−k+1(
1− φu(1− e−w))n−k+1
]
du.
Using the following identity for the ordinary hypergeometric function (Abramowitz and Stegun, 1965,
p.558):
2F1(a, b, c, x) =
Γ(c)
Γ(c− a)Γ(a)
∫ 1
0
(1− t)c−a−1ta−1
(1− xt)b dt,
we obtain
(∗) = e−(n−k)w (k − 1)!(n− k)!
(n+ 1)!
[
(n+ 1)2F1(n− k + 1, n− k + 1;n+ 1;φ(1− e−w))
− φ(n− k + 1)2F1(n− k + 1, n− k + 2;n+ 2;φ(1− e−w))
]
.
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Thus,
f (k)(w) =
(n− k)
(n+ 1)
e−(n−k)w
[
(n+ 1)2F1(n− k + 1, n− k + 1;n+ 1; (1− ψλ′)(1− e−w))
− (1− ψλ′)(n− k + 1)2F1(n− k + 1, n− k + 2;n+ 2; (1− ψλ′)(1− e−w))
]
.
For the RRP of a critical branching process, Zαψ , the derivation is very similar. Using instead the
time transformation
v = ρ−1α (s+ t)− ρ−1α (s) =
1
ψλ
[
es+t − 1− es + 1
]
=
1
ψλ
es(et − 1)
and following the same steps, we obtain
f (k)(v) =
(n− k + 1)(n− k)
n+ 1
ψλ · 2F1(n− k + 1, n− k + 2;n+ 2;−ψλv).
A.2 Proof of Corollary 4.1
Proof. Substituting ψ = 0 into (4.3):
f (k)(w) =
(n− k)
(n+ 1)
e−(n−k)w
[
(n+ 1)2F1(n− k + 1, n− k + 1;n+ 1; 1− e−w)
− (n− k + 1)2F1(n− k + 1, n− k + 2;n+ 2; (1− e−w))
]
.
Combining the identities (15.2.16) and (15.2.20) of Abramowitz and Stegun (1965, p.558) gives:
c2F1(a, b; c; z)− a 2F1(b, a+ 1; c+ 1; z) = (c− a) 2F1(a, b; c+ 1; z).
Thus, we obtain
f (k)(w) =
k(n− k)
(n+ 1)
e−(n−k)w2F1(n− k + 1, n− k + 1;n+ 2; 1− e−w).
A.3 Proof of Corollary 4.2
Proof. By integrating the density in (4.4):
F (k)(w) =
k(n− k)
n+ 1
∫ w
0
e−ku2F1(k + 1, k + 1;n+ 2; 1− e−u)du
=
k(n− k)
n+ 1
∫ w
0
e−ue−(k−1)u2F1(k + 1, k + 1;n+ 2; 1− e−u)du
=
k(n− k)
n+ 1
∫ 1−e−w
0
(1− z)k−12F1(k + 1, k + 1;n+ 2; z)dz
=
k(n− k)
n+ 1
[
− (1− z)
k(n+ 1)
k(n− k) 2F1(k, k + 1;n+ 1; z)
]1−e−w
0
= 1− e−kw2F1(k, k + 1;n+ 1; 1− e−w),
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having used the substitution z = 1− e−u, and the identity (Erde´lyi et al., 1953, p.102)∫ z
(1− x)a−22F1(a, b, c, x) dx = c− 1
(a− 1)(b− c+ 1)(1− z)
a−1
2F1(a− 1, b, c− 1, z).
A.4 Proof of Proposition 4.1
Proof. Noting that
e−kw = exp
(
−k(n− k)
n
w
)
· exp
(
−k
2
n
w
)
,
we have:
∣∣F˜ (k)(w)− F (k)(w)∣∣ = ∣∣∣∣∣1− e−kw2F1(k, k + 1;n+ 1; 1− e−w)− 1 + exp
(
−k(n− k)
n
w
)∣∣∣∣∣
= exp
(
−k(n− k)
n
w
)
·
∣∣∣∣∣ exp
(
−k
2
n
w
)
2F1(k, k + 1;n+ 1; 1− e−w)︸ ︷︷ ︸
=:h(w)
−1
∣∣∣∣∣. (A.2)
We need to obtain an upper bound on the maximum of this distance. The first exponential term decays
rapidly to 0, while h(0) = 1 and h initially increases; the global maximum of h occurs near w = 0, where
h(w)− 1 ≥ 0. We first obtain an upper bound on h(w)− 1, and then use this to obtain an upper bound
on (A.2). Using the mean value theorem (or, equivalently, Taylor’s theorem to first order):
h(w) = h(0) + wh′(c) = 1 + wh′(c)
for some c ∈ (0, w), with
h′(c) =− k
2
n
exp
(
−k
2
n
c
)
2F1(k, k + 1;n+ 1; 1− e−c)
+ exp
(
−k
2 + n
n
c
)
.
k(k + 1)
n+ 1
2F1(k + 1, k + 2;n+ 2; 1− e−c).
Differentiating again and considering the sign of the second derivative, we find that h′′(0) < 0, so h′ has
a maximum at c = 0; h′ has no other extrema before it reaches 0. We have:
h′(0) = −k
2
n
+
k(k + 1)
n+ 1
=
k(n− k)
n(n+ 1)
,
so an upper bound on h(w)− 1 is given by
h(w)− 1 ≤ k(n− k)
n(n+ 1)
w.
Substituting this into (A.2):
∣∣F˜ (k)(w)− F (k)(w)∣∣ ≤ exp(−k(n− k)
n
w
)
· (h(w)− 1)
≤ exp
(
−k(n− k)
n
w
)
· k(n− k)
n(n+ 1)
w. (A.3)
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This attains the maximum at wˆ = nk(n−k) . Substituting this into (A.3), we obtain the bound:
∣∣F˜ (k)(w)− F (k)(w)∣∣ ≤ 1
e(n+ 1)
<
1
n
.
The approximation error is thus bounded by 1n .
A.5 Proof of Proposition 4.2
Proof. Wiuf (2018, Appendix F) derives an expression for the expectation of time to origin, which in our
notation is:
E(Tn) = log
(
1
ψλ′
)
+
n∑
i=1
1
i
−
n∑
i=1
1
i
1(
1− 1ψλ′
)n−i − 1(1− 1ψλ′ )n log
(
1
ψλ′
)
. (A.4)
The third term is:
n∑
i=1
1
i
1(
1− 1ψλ′
)n−i = 1n + 1n− 1 11− 1ψλ′ + 1n− 2
(
1
1− 1ψλ′
)2
+ . . . =
1
n
+O(ψ).
Using the expansion
log
(
1
ψλ′
)
= − log(ψλ′) = −
∞∑
i=1
1
i
(1− ψλ)i,
the fourth term in (A.4) is
1
(1− 1ψλ′ )n
log
(
1
ψλ′
)
=
∞∑
i=1
1
i
(1− ψλ)i
( 1ψλ′ − 1)n
= O(ψn).
In the limit ψ → 0, we thus have
E(Tn) = log
(
1
ψλ′
)
+
n−1∑
i=1
1
i
+O(ψ).
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B Summary of RRPs
RRP Y t Zαψ X
β
1 X
γ
ψ X
δ
ψ
Time variable t α =
1
λψ
(et − 1) β = 1
λ− µ log
(
1 +
λ− µ
λ
(et − 1)
)
γ =
1
λ− µ log
(
1 +
1
ψ
(e(λ−µ)β − 1)
)
δ =
1
λ− µγ
t = log(1 + ψλα) t = log
(
1 +
λ
λ− µ
(
e(λ−µ)β − 1
))
β =
1
λ− µ log
(
1 + ψ(e(λ−µ)γ − 1)
)
γ = (λ− µ)δ
Corresponding
complete process
Yule(1) CBP(λ, ψ) BDP(λ, µ, 1) BDP(λ, µ, ψ) BDP(λ′, µ′, ψ) with λ′ =
λ
λ− µ, µ
′ =
µ
λ− µ
m (death rate of the
RRP, per lineage)
1
ψλ
1 + ψλα
λe(λ−µ)β
1 + λλ−µ (e
(λ−µ)β − 1)
ψλe(λ−µ)γ
1 + ψλλ−µ (e
(λ−µ)γ − 1)
ψλ′eδ
1 + ψλ′(eδ − 1)
ρ =
∫
m t log(1 + ψλα) log
(
1 +
λ
λ− µ
(
e(λ−µ)β − 1
))
log
(
1 +
ψλ
λ− µ
(
e(λ−µ)γ − 1
))
log
(
1 + ψλ′
(
eδ − 1
))
e−ρ e−t
1
1 + ψλα
1
1 + λλ−µ
(
e(λ−µ)β − 1
) 1
1 + ψλλ−µ
(
e(λ−µ)γ − 1
) 1
1 + ψλ′
(
eδ − 1
)
