We examine the …nite-sample performance of small versus large scale dynamic factor models. Our Monte Carlo analysis reveals that small scale factor models outperform large scale models in factor estimation and forecasting for high level of crosscorrelation across the idiosyncratic errors of series that belong to the same category, for oversampled categories, and specially for high persistence in either the common factor series or the idiosyncratic errors. Using a panel of 147 US economic indicators, which are classi…ed into 13 economic categories, we show that a small scale dynamic factor model that uses one representative indicator of each category yield satisfactory or even better forecasting results than a large scale dynamic factor model that uses all the economic indicators.
Introduction
Recently, Aruoba, Diebold and Scotti (2009) assessed that comparative assessments of forecasts from "small data" versus "big data" dynamic factor models is a good place to Relatively much more theoretical attention has recently been devoted to large scale factor models by stressing that strict factor models rely on the tight assumption that the idiosyncratic components are cross-sectionally orthogonal. However, including time series in empirical applications to compute factors from large panels frequently faces non negligible costs as well. According to Boivin and Ng (2006) , the large data sets used by LSDF M are typically drawn in practice from a small number of broad categories (such as industrial production, or monetary and price indicators). Since the idiosyncratic errors of time series belonging to a particular category are expected to be highly correlated, the assumption of weak correlation among the idiosyncratic components is more likely to fail as the number of time series of this category increases. In addition, the good asymptotic properties suggested by the theory may not hold in many empirical applications when the number of variables and observations are relatively reduced. 1 The impact of this potential confront between the asymptotically good properties of LSDF M suggested by the theory and their actual forecasting performance obtained in empirical applications has rarely been addressed. Among the exceptions, Stock and Watson (2002b) …nd deterioration in performance of large scale (static) factor models when the degree of serial correlation and (to less extent) heteroskedasticity among idiosyncratic errors are large and when serial correlation of factors is high. Boivin and Ng (2006) use large scale (static) factor models to show that including series that are highly correlated with those of the same category does not necessarily outperforms models that exclude these series. Boivin and Ng (2006) for the US and Caggiano, Kapetanios, and Labhard From all these previous works, the one that is closer to our approach is Boivin and Ng (2006) but we separate these authors in many aspects. First, our purpose is not to determine the optimal number of variables from a large dataset to be used in a large scale factor model. By contrast, we try to shed some light on the dilemma of which is the optimal strategy when dealing with a forecasting problem, either to start from a simple small scale factor model that reasonably selects the indicators (and which is enlarged if necessary) or to deal with a large scale factor model whose dimension can selectively be reduced to eliminate the redundant information. 2 Second, Boivin and Ng (2006) consider static models, while we compare dynamic speci…cations. In particular, we consider the large scale dynamic factor model of Giannone, Reichlin and Small (2008) while they use the large scale static factor model of Stock and Watson (2002a) . Using dynamic instead of static factor models is an important distinctive feature of our analysis since we address to what extent the persistence in the factors and in the idiosyncratic shocks may a¤ect the accuracy of our di¤erent factor model speci…cations. Third, we deeply assess the e¤ects on factor models of using time series which are extracted from separate groups of macroeconomic indicators. Boivin and Ng (2006) mention the word "categories" referring to di¤erent sectors in the economy (prices, production, etc..) but they classify the data according to their correlation or their heteroskedastic behavior.
By contrast, we concentrate on assessing the e¤ects on the estimation of the factors and forecasting of dealing with data which are extracted from separate sectors. In addition, we examine the e¤ects of dealing with cross correlation across sectors and inside each sector.
Within this context, in this paper we develop simulations in which we try to mimic di¤erent empirical forecasting scenarios. The …rst scenario is the case on which an analyst uses SSDF M to estimate the factors and to compute the forecasts from a small number of pre-screened series which are the main (less noisy) indicators of the di¤erent categories of data. In the second scenario, the analysis is developed from a SSDF M that uses a less accurate pre-screening set of indicators which includes the series that exhibit the highest averaged correlation with respect to the other series included in the same category. In the …nal scenario, the analysis is carried out with a LSDF M that uses a large scale data set which is generated by including additional series in each category under the assumption that the additional series are …ner disaggregations of the main indicator with which they are correlated.
Using averaged squared errors, we propose a Monte Carlo analysis to evaluate the 2 The LSDF M require a su¢ ciently large number of time series to achieve their statistical properties.
In this sense, a SSDF M cannot be viewed as a particular case of a LSDF M but as a di¤erent estimation strategy. 4 accuracy of these three forecasting proposals to estimate the factors and to compute outof-sample forecasts of a target variable. We …nd that adding indicators that bear little information about the factor components does not necessarily lead LSDF M to improve upon the forecasts of SSDF M . In fact, we show that when the additional time series are too correlated with the indicators already included in some categories, forecasting with many predictors performs worse than forecasting from a reasonably pre-screened dataset, especially when the categories are not highly correlated. In addition, SSDF M outperform LSDF M in factor estimation and forecasting for high level of cross-correlation across the idiosyncratic errors of series from the same category, for oversampled categories, and specially for high persistence in either the common factor series or the idiosyncratic error.
The comparative performance of small versus large scale dynamic factor models is examined by using the set of 147 US monthly macroeconomic indicators early suggested by Stock and Watson (2002b) . The time series included in the dataset are classi…ed by these authors into 13 economic categories such as real output, prices, and employment.
In an out-of-sample exercise, we examine the accuracy of a large scale dynamic factor model that uses the 147 indicators versus a small scale dynamic factor models that uses one representative of each category to forecast the Industrial Production Index (IPI) at di¤erent short-term horizons. The empirical results obtained from actual data are in concordance with those obtained from generated data. A SSDF M that uses the 13 time series that exhibit the highest averaged correlation with respect to the series of the same category yield satisfactory or even better forecasting results than a LSDF M that uses the 147 economic indicators. This paper proceeds as follows. Section 2 describes both small and large scale dynamic factor models. Section 3 presents the design details of the simulation exercise, i.e., how to generate the main series of each category and the …ner disaggregations. Section 4 shows the main …ndings in the comparison between SSDF M and LSDF M for di¤erent parameter's values. Section 5 describes the main results of our empirical application. Section 6 concludes.
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2 Dynamic factor models Large and small scale factor models can be represented in a similar general framework.
Let y t be a scalar time series variable to be forecasted and let X t = (X 1t ; :::; X N t ) 0 , with t = 1; :::; T , be the observed stationary time series which are candidate predictors of y t . If we are interested in one-step-ahead predictions, the baseline model can be stated as
where = ( 1 ; :::; N ) 0 , and yt+1 is a zero mean white noise.
Since estimating this expression becomes impractical as the number of predictors increases, it is standard to assume that each predictor X it has zero mean and admits a factor structure:
for the ith cross-section unit at time t, i = 1; :::; N , i = ( i1 ; :::; ir ) 0 , and t = 1; :::; T . In this framework the r 1 vector F t contains the r common factors, i the r factor loadings, it = 0 i F t the common components, and it the idiosyncratic errors. In vector notation the model can be written as
where = ( ij ) is the N r matrix of factor loadings and t is the vector of N idiosyncratic shocks. We assume that the vectors F t and t are serially and cross-sectionally uncorrelated unobserved stationary processes. 3 In contrast to static factor models, the dynamics of the common factors are supposed to follow autoregressive processes. Although it is very easy to generalize, let us assume that the factors follow a simple V AR(1) process
where A is the r r matrix of coe¢ cients, with E[u t ] = 0 and E[u t u 0 t ] = u . In addition, t is also assumed to follow a simple stationary V AR(1) process with mean zero:
3 In this framework the common factor is supposed to generate most of the cross-correlation between the series of the data set fXitg
6 where v t is serially uncorrelated with E[v t ] = 0 and E[v 0 t v t ] = v . 4 Then, the target variable y t can be forecasted through the common factors by using the expression
Finally, let us call the model small scale dynamic factor model (SSDF M ) when N is …xed and small and T is large, and large scale dynamic factor model (LSDF M ) when both N and T are large. In addition, although we leave the data to select the number of factors in the empirical exercise, let us focus the analysis in the case that there is only one factor.
Small scale dynamic factor models
The baseline model is the single-index dynamic factor model of Stock and Watson (1991) which can be written in state-space form. Accordingly, the autoregressive parameter A, the vector of the N loading factors , and the (N N ) covariance matrix of the idiosyncratic shocks v , can be estimated by maximum likelihood via the Kalman …lter. 5 Let h t be the (N + 1) vector h t = (F 0 t; 0 t ) 0 , I j be the identity matrix of dimension j, and 0 j be the vector of j zeroes. Hence, the measurement equation can be de…ed as
where
and e t is a vector of N zeroes. In addition, the transition equation can be stated as
where the (N + 1 N + 1) matrix F is
4 Although assuming V AR(p) dynamics for the factors and the idiosyncractic components is straightforward, it would complicates notation. 5 For identi…cation purposes, u is usually assumed to be one.
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and w t = (u t ; v 0 t ) with zero mean and covariance matrix
In the standard way, the Kalman …lter also produces …ltered and smoothed inferences of the common factor: fF s tjt g T t=1 and fF s tjT g T t=1 . These inferences can be used in the prediction equation (6) to compute OLS forecasts of the variable y t+1 :
Large scale dynamic factor models
To estimate the factors in the large scale framework, we use the quasi-maximum likelihood approach suggested by Doz, Giannone and Reichlin (2007) . In this method, the estimates of the parameters are obtained by maximizing the likelihood via the EM algorithm, which consists on an iterative two-step estimator. In the …rst step, the algorithm computes an estimate of the parameters given an initial estimate of the common factor. In the second step, the algorithm uses the estimated parameters to approximate the common factor by the Kalman smoother. At each iteration, the algorithm ensures to obtain higher values of the log-likelihood of the estimated common factor, so it is assumed that the process converges when the slope between two consecutive log-likelihood values is lower than a threshold. 6 Using a set of time series fX t g T t=1 , the (i + 1)-th iteration of the algorithm is de…ned as follows. Let us assume that^ i ,Â i and^ i v are known. Let F i t be the common factor which is the output of the Kalman …lter from the i-st iteration. The updated estimates of , A, and v can be obtained from
6 In practice, we consider a threshold of 10 4 .
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The estimates of the expectations can be obtained from
where the series fF i t g T t=1 is the factor estimated at the iteration i. In addition, since
is the variance of the …ltered common factor, then denoting by fV i t g T t=1 the variances obtained from the Kalman …lter at the i-st iteration, the expectation E[F t F 0 t ] can be estimated by
Following a similar reasoning, E[F t F 0
; and the last expectation which we denote as fC t g T t=2 can be estimated from the outputs of the Kalman …lter at the iteration i. Then, the expectation E[F t F 0 t 1 ] can be estimated by
The matrix v is estimated as the diagonal matrix whose principal diagonal is given by:
These estimates can be used again in the Kalman …lter to compute the factors F i+1 t
. The algorithm, which starts with the static principal components estimates of the common factors F 0 t and their factor loadings 0 , is repeated until the quasi-maximum likelihood estimates of the parameters are obtained. These can easily be used to compute the estimates of the common factor fF tjT g T t=1 using the Kalman smoother, treating the idiosyncratic errors as uncorrelated both in time and in the cross section. 7 Finally, as in the case of SSDF M , the forecasts of y t+1 are estimated by OLS regressions on (6) .
cally expected when facing data problems that invalidate the assumptions warranted by the theory. In the case of SSDF M , the larger the covariance among idiosyncratic errors the less accurate the estimated are expected to be. With respect to the empirical performance of LSDF M , the models'accuracy deteriorates when the average size of the common component falls, when the number of observations is not large either on the cross-section or on the time dimensions, and when the possibility of correlated errors increases as more series are included in the model, which is very common in practice since the data are usually drawn from a small number of broad categories. 8 In this section, we perform Monte Carlo simulations to asses the extent to which the violation of the theoretical assumptions behind SSDF M and LSDF M a¤ects both the consistency of factor estimation and the accuracy of forecasts.
Forecasting scenarios
The …rst scenario mimics the case on which forecasters develop a reasonable pre-screening of the set of potential indicators and apply SSDF M to obtain predictions from a reduced number of selected indicators. In particular, we assume that the analyst searches for the representative indicators of each economic category by screening out the noisier time series of each category. However, the analyst usually does not know which are the less noisy indicators from each category and some noisy indicators can be erroneously included to compute the forecasts. To evaluate the e¤ects of forecasting from a less accurate prescreened set of indicators, we also consider the forecasting scenario of computing SSDF M forecasts from a small number of noisier indicators which are the series of each category that exhibits the highest average correlation with the other series included in the same category. In this case, we assume di¤erent degrees of correlation across representative series of di¤erent categories.
The second forecasting scenario mimics the case of forecasters who include a large number of indicators and apply LSDF M to compute predictions. In this case, the analyst does not carry out any pre-screening of the initial set of indicators which are also assumed to belong to a reduced set of di¤erent categories. In addition, the indicators that belong to each category are assumed to exhibit di¤erent degrees of correlation with the representative indicators of these categories.
Generating small data sets
To simplify the analysis, we assume that the small data set, fX s it g N;T i;t=1 ; with N = 10, is generated from one common factor only. First, given the parameters A and u ; we generate the series of the common factor fF t g T t=1 by using expression
In the empirical applications, F t usually represents the "state of the economy" or the "business cycle". In this case, fu t g T t=1 are random numbers which are drawn from a normal distribution with zero mean and variances u = 1. To examine the dependence of the results on the persistence of the factor, we allow for di¤erent values for the parameter A = 0:1; 0:5; and 0:75.
Second, we assume that the idiosyncratic errors follow autoregressive processes. For particular values of the coe¢ cient matrix C, and v , we generate the series t = ( 1t ; :::; N t ) 0 ,
In this case, v t = (v 1t ; :::; v N t ) 0 , and fv it g N;T i;t=1 are random numbers which are drawn from a normal distribution with zero mean and variance-covariances matrix v . To simplify simulations, the autoregressive coe¢ cients matrix C will be diagonal with two possible values c = 0:1 and c = 0:75 in the all the elements of the main diagonal. In addition, to examine the e¤ects of the errors cross-correlation, the covariance matrix will take di¤erent values across the simulations. In particular, let us consider a given value for the parameter s and generate the vector ! s : : :
As can be deduced from this expression, the parameter s represents the maximum correlation between the error terms of two series and controls the correlation across categories of data. In the simulations, the values of this parameter will be s = 0; 0:1; 0:5; and 0:75.
Finally, in the simulations will be a column vector of N ones. Then, fF t g T t=1 , and
to obtain simulations of X S t , with X S t = fX s it g T t=1 , for i = 1; :::; 10. Therefore, each of the ten series X S it included in X S t could intuitively be interpreted as ten economic sectors which depend on two components. The …rst component, F t , is common to the ten categories and is usually interpreted as the business cycle and exhibits di¤erent levels of persistence which is measured by A. The second component, it , refers to sectorial or idiosyncratic components which also have di¤erent levels of persistence (measured by c) and across-categories cross correlation (measured by s ). 9 
Generating large data sets
As mentioned above, for the large data set fX l jt g M;T j;t=1 , with M = 100, we assume that the ten series generated in the previous section, X S t , represent the main indicators of each of ten di¤erent categories of data. Accordingly, we add an error term representing the idiosyncratic error of the speci…c series of each category to each of the ten time series Hence, the large data set is generated by using
where i = 1; :::; 10, k = 1; :::; 10, and w it = (w i1t ; :::; w i10t ) 0 is the vector of idiosyncratic errors which is generated by
In this expression, fe l ikt g 10;10;T i;k;t=1 are random numbers drawn from a normal distribution with zero mean and covariance matrix w which is the Toeplitz matrix constructed from the vector ! l as in (21) According to expressions (22), (23), and (24), each series of the large data set can be decomposed as follows
where l ikt = it + w ikt . Then, the idiosyncratic components l ikt are composed by a common error inside the categories, it , which could be cross-correlated among di¤erent categories, and a speci…c error term, w ikt , which could be correlated with series from the same category. Finally, putting together the series along all the categories, we have the large data set 
As in the case of small data sets, the generated time series can be interpreted as economic indicators that have been generated as the sum of two components: the common factor, F t , and the idiosyncratic component, l ikt . However, in the case of large data sets the time series also depend on the within-category cross correlation (measured by l ) and by the within category autocorrelation (measured by d).
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Generating the target series
Finally, we generate the series to be predicted in a simple scenario. To simplify simulations, we consider that forecasting with factors and one lagged value of the time series is dynamically complete. Hence, the series y t is generated from the following factor-augmented regression
where is one, e yt is a white noise process, with ey = 1. The parameter , which measures the autocorrelation of the target series, is assumed to take on the values of 0, 0:3, 0:5 and 0:8.
Simulation results
In each replication, j, we estimate the small and large scale factor models and compute the accuracy of these models to infer the factor by using the Mean Squared Error over the J = 1000 replications
for i = s in the case of the small data set and i = l in the case of the large data set. In this expression, Q is the projection matrix of the true common factor on the estimated common factor. 10 In addition, we compare the out of sample forecasting accuracy of SSDF M and LSDF M by computing the errors in forecasting one step ahead the generated target series. Let b and b be the OLS estimates of the parameters given by equation (27) using the common factor series and the values of y up to period T: Then, we construct the one-step-ahead forecast of y jT +1 by using the relation b
In this way, one can de…ne the Mean Squared one-step-ahead Forecast Errors of model i as
According to the forecasting scenarios described above, we call M SE s p ; M SE s r , M SE l , M SF E s p , M SF E s r , and M SF E l the mean across replications of the M SE and M SF E 1 0 We need the projection matrix since the common factors are estimated up to a signal transformation.
14 which are computed from a SSDF M that uses the 10 pre-screened (less noisy) series of each category (superscript s, subscript p), from a SSDF M that uses 10 representative (highly correlated) series of each category (superscript s, subscript r), and from a LSDF M that uses the 100 time series of the large scale simulation exercise (superscript l).
Factor estimates
Let us start the analysis of the simulations by using M SEs to examine the relative accuracy of the models to infer the factors. To facilitate understanding, let us describe how the results are presented in the tables. First, the results in Tables 1 to 3 are classi…ed according to di¤erent values of the autoregressive coe¢ cient of the common factor (coef…cient A). This coe¢ cient takes on the value of 0:1 (low correlation) in Table 1 , the value of 0:5 (medium correlation) in Table 2 and the value of 0:75 (high correlation) in Table   3 . Second, each of these tables shows the accuracy of the models for di¤erent values of the cross correlation within (measured by l ) and across (measured by s ) categories. The …rst block of results refers to the case when the only cross-correlation presented in the idiosyncratic components is due to series that belong to the same category, which occurs when s = 0, while the following blocks of results examine the e¤ects of progressively increasing the correlation across categories to 0:1, 0:5 and 0:75. Within each of these blocks, the tables report the models accuracy to infer the common factor when the correlation within categories, which is measured by l , increases from 0 to 0:1, 0:5 and 0:9. Third, the …rst three columns of the tables refer to MSEs from dynamic factor models which either use the set of ten less noisy indicators in a SSDF M (results labelled as M SE s p ), or use the set of ten series that exhibit the highest correlation within each category in a SSDF M (results labelled as M SE s r ), or use the complete set of 100 indicators in a LSDF M (results labelled as M SE l ), respectively. Fourth, it is a common practice in large scale factor models that each category is represented by di¤erent number of time series and frequently some categories might be over represented. 11 We address the e¤ects of over sampling in the last two columns of these tables. For this purpose, we simulate ten categories of data but including 20 series instead of 10 in the …rst category, using 5 series instead of 10 in the second and third categories, and using as before the 10 series of the other 7 categories. 12 Fifth, in Tables 1 to 3 , we assume that the idiosyncratic components and the within categories errors have low serial correlation (values of c = d = 0:1), that the sample is small (T = 50), and that there is only one common factor in the estimation. 13 The robustness of the results to allow for higher serial correlation in errors, to use larger samples, and to permit the factor models to select the number of common factors as in Bai and Ng (2002) , are analyzed in Tables A1 to A6 .and M SE l . 1 3 In their simulations, Stock and Watson (2002b) consider that T is large when it is greater than 100, that T is small when it is smaller than 50, and that T is very small when it is equal to 25.
categories correlation increase.
These results are in line with some recent …ndings proposed in the related literature.
First, our results are in line with the …ndings of Stock and Watson (2002b) . Using large scale static factor models, these authors …nd some deterioration on the quality of the factor estimates when the degree of serial correlation in the factor and in the idiosyncratic errors is high even when the number of variables and observations is large. This coincides with the …nding that we show in Tables 2 and 3 , which report the results of increasing inertia in the simulated common factor, with A ranging from 0:1 (almost no serial correlation) in Table 1 to 0:5 (moderate correlation) in Table 2 and to 0:75 (high correlation) in Table   3 . Although our results con…rm the deterioration in factor estimation from all the factor models, the relative losses are not uniformly distributed across the models. When the serial correlation of the factor increases, the relative gains of pre-screening over representative Table A1 ) and when it is high (A = 0:75 in Table A2 ). The M SEs reported in the tables show that increasing the serial correlation in the idiosyncratic components contributes to deteriorate the overall performance of the models even more than when the serial correlation of the factor increases. For example, while Table 1 shows that when l = 0, s = 0:75, and A = d = 0:1, the M SE s p is 0:35, Table A1 shows that the M SE increases to 0:50 when d = 0:75. Comparing Table 3 and Table A2 , we obtain that increasing d Table A3 ) and when it is high (A = 0:75 in Table A4 ). Interestingly, the M SEs of the small scale models do not change signi…cantly. However, the M SEs of the large scale model exhibited relatively better accuracy than when the serial correlation of the idiosyncratic component increases.
Consequently, the representative series SSDF M only outperform the large scale LSDF M for high level of serial correlation of the common factor.
The role of the number of observations in the performance of factor models under di¤erent values is examined in Tables A5 and A6 . According to the theory, in absence of the typical data problems which are accounted for by our simulations and that usually appear in empirical applications, the larger the time series the better expected performance of LSDF M with respect to SSDF M . This theoretical result is documented in Table A5 where the reported M SEs show that under low serial correlation of the factor and low correlation of the idiosyncratic errors, the accuracy of the small scale model that uses the less noisy indicators with respect to the large scale model diminishes, and the large scale model outperform the small scale model that uses the ten representative that exhibit the largest correlation with the series of each category. However, the tables also show that when the serial correlation of the factor increases, SSDF M clearly outperforms LSDF M regarding the way on which the small set of indicators is selected. Interestingly, the tables also reveal that the relative losses in accuracy due to oversampling in LSDF M are still large when the sample size increases. In fact, although Table A6 shows that the accuracy of large scale models deteriorates further when facing data problems, Table A5 reveals that the unsatisfactory empirical performance of oversampled large scale models still holds even in absence of these data problems.
As a last remark, it is worth noting that the number of factors has been restricted to be one according to the data generating process. However, the generation of time series in di¤erent categories with high within category and across category correlation may lead this assumption to be too restrictive. 15 To evaluate the e¤ect of this potential restriction in the accuracy of LSDF M to estimate the factor, we leave the large scale model to select the number of factors according to the procedure described in Bai and Ng (2002) , where the maximum number of factor is 11. Table A7 and A8 report the M SE l and the averaged number of estimated factors across the 1000 replications both in the case of balanced sets of categories and in the case of oversampled categories. According to the previous discussion, the tables reveals that the higher the correlation within categories the larger the number of estimated factors since the high correlation in each category is interpreted by the model as if the series belonging to this category would share a common factor.
Notably, although selecting the number of factors increases the accuracy of LSDF M , the gains are not su¢ ciently large to qualitatively alter the results obtained in this section.
Forecasting accuracy
This section examines how close the one-step-ahead out-of-sample forecasts based on the estimated factors from small and large scale dynamic factor models are to the target series which has been generated by (27) . Part of the forecast performance analysis has already been developed in the previous section since, in absence of autocorrelation in the target series (measured by ), the forecast performance is expected to increase when the discrepancy between the actual and the estimated factors diminishes. 16 Accordingly, this section examines the e¤ects of di¤erent values of ranging from 0 (no inertia) to 0:8 (high degree of time series dependence) on forecast performance. In addition, the section also addresses the e¤ects of the data problems outlined above on the the relative forecast performance of small versus large scale dynamic factor models. Tables 4 to 6 evaluate the ability of factor models in forecasting. 17 As in the case of factor estimates, the relative forecasting accuracy of small versus large scale dynamic factor models is examined under di¤erent scenarios and the Monte Carlo simulations allow for di¤erent degrees of cross-correlation across ( s from 0 to 0:5) and within ( l from 0 to 0:9) categories. Table 4 shows the M SF E of the models when the factor exhibits low correlation (A = 0:1) while Tables 5 and 6 display the M SE of the models when the factor autocorrelation increases to medium (A = 0:5) and to high (A = 0:75), respectively. 1 6 Note that the variance of the errors has been normalized ey = 1. 1 7 To save space, the tables that show the in-sample forecast analysis were omitted. In addition, the tables that show the forecast analysis has been simpli…ed. Larger versions of these tables are available from the authors upon request.
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The robustness analysis can be conducted through Tables A9 to A14 in the Appendix.   Tables A9 and A10 display 18 Overall, the tables show that the typical data problems lead to similar e¤ects on the forecasting ability of the models than those observed on the analysis of factor estimation.
Hence, when the time series are too correlated with the indicators already included in some categories, the factor or the idiosyncratic components are persistent, or some categories are oversampled, forecasting with many predictors performs worse than forecasting from a representative series dataset, especially when the categories are not highly correlated.
The strategy of reasonably pre-selecting the indicators to be used by SSDF M almost unambiguously outperforms LSDF M and SSDF M from representative chosen indicators. When the data problems become large, SSDF M using representatives series of each category leads to lower M SF E than LSDF M .
However, these results highly depend on the magnitude of the autocorrelation of the target variable since it tends to mitigate the forecasts loses of those models which are more contaminated with data problems. That is, the models that exhibited larger deteriorations in factor estimation due to data problems present smaller increases in M SF E when the autocorrelation of the target variable increases. The intuition is clear: the larger the autocorrelation of the target variable the smaller the weights of the factor in forecasting the time series and the lower the e¤ect on forecasting of inappropriate factor estimation.
For example, Tables 1 to 3 showed the sharp deterioration in factor estimation of LSDF M when the inertia of the factor and the within and across categories correlation became large. In particular, if the set of parameters that measure the data problems change from s = 0, l = 0, A = 0:1 to s = 0:5, l = 0:9, A = 0:75, the tables reveals that the accuracy of the factor estimation moves from M SE l = 0:12 to M SE l = 0:56 which implies a 366% increase. However, under the same change in the set of parameters, the forecast accuracy moves from M SF E l = 1:14 to M SF E l = 1:55 when = 0 which implies a 36% increase and to M SF E l = 1:40 when = 0:8 which implies a 23% increase only.
Empirical analysis
To shed some empirical lights on this statement, this section examines the forecasting accuracy of small versus large scale dynamic factor models by using the dataset that consists the 147 monthly macroeconomic indicators used in a balanced panel factor estimation by Stock and Watson (2002a) for the US economy. 19 The variables, which are available over the sample 1959:01-1998:12, are standardized and transformed to induce stationarity following their instructions.
Preliminary analysis of data
According to Stock and Watson (2002a) , Table 7 Average hourly earnings (series 145-146). 20 . This table also displays the name of the categories in column 1 and the number of the series included in each category in column 2.
Since there are more series from some categories than others, the problem of oversampling outlined in the simulations may apply in this example.
According to the motivation of the paper, the time series included in each category are expected to be very collinear. Hence, it would be reasonable to conjecture that dozens 1 9 Although the unbalanced panel proposed by Stock and Watson (2002a) included 215 time series, we concentrate on the 147 time series that form the balanced panel.
2 0 The last category labelled as miscellaneous has been omitted from the empirical analysis since it included only one series.
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of variables in a large scale model, including sectorial ones, might not all be useful to improve the forecasting accuracy and that it might be worth focusing on some key variables in a small scale model. In fact, the larger the correlation within the series of the same category that we …nd, the more likely to fail the assumption of weak correlation across the idiosyncratic components in large scale dynamic factor models that ensured the asymptotic statistical properties to be held in this empirical exercise. To gauge the potential problem, Table 7 also shows in the third column the averaged correlation across the series of each category. Overall, the categories contains very collinear indicators which exhibit averaged correlations of more than 0:5 in the cases of housing starts and sales and exchange rates and of more than 0:4 in the cases of real output and income, consumption, stock prices, and interest rates.
Besides, the name of the series that exhibit the largest averaged correlation with the series of each category is displayed in the fourth column of Table 7 . These series can be considered as the representative series of each category, and the last column of Table 7 reports the magnitudes of these averaged correlations. Overall, the representative series exhibit averaged correlations with the series of the same category of more than 0:5, and in some cases the correlations rise up to 0:70 in the case of exchange rates and to 0:74 in the case of housing starts. Interestingly, when …ner disaggregations of sectorial data are included in a category, the representative series of the category usually refers to the total (non disaggregated) indicator.
In addition, it is of great interest for the paper to examine the correlation across the indicators of di¤erent categories. If the correlations are not absorbed by the factor, the risk that the required absence of cross correlation across the idiosyncratic components of small scale factor models do not hold dramatically grows when the empirical correlations very large. For this purpose, Table 8 displays the correlation across the thirteen representative series of the di¤erent categories. The high correlation coe¢ cients reported in the table for some pairs of categories indicate that there is a high collinearity between these categories. As expected, the highest correlations appear between industrial production and employment (correlation of 0:64) and between manufacturing and trade sales and orders (correlation of 0:60).
Forecasting accuracy
In this paper we consider two real (industrial production and non agricultural employment) and two nominal (consumer and producer price indexes) target series, which are called Y t .
Accordingly, we investigate the accuracy of the di¤erent speci…cations of dynamic factor models to forecast industrial production using the following multi-step ahead forecasting procedure described in Stock and Watson (2002a)
In this equation, y h t+h is the h-step ahead covariance stationary transformation of the original series Y t , where The third competitor is an autoregressive model that is enlarged with the factors obtained from a small scale dynamic factor model applied to the 13 representative indicators which are the series of each category that exhibit the highest averaged crosscorrelation. In the case of small scale factor models, the number of factors is also either imposed to be or selected by BIC. 21 To facilitate comparisons, Tables 9 and 10 report the root mean square forecast errors relative to the autoregressive models. Hence, an entry less than one indicates that the di¤usion index forecast is superior to the autoregressive univariate forecast. According to Stock and Watson (2002a) , regarding the factor model and the forecasting horizon used in the analysis, the di¤usion index forecasts generally improve over the benchmark univariate forecasts. However, the forecasting accuracy largely depends on the number of factors included in the analysis. For example, Table 9 shows that when only one factor is included in the di¤usion index forecasts, the relative mean squared errors are always greater than 0.9, which implies that the factor forecasts are only slightly more accuracy than the univariate autoregressive forecasts. To gauge this property, Figure 1 plots the h step ahead growth of Industrial Production (IP), y h t+h over the sample 1970:01-1998:12-h. As expected, the persistence of the series increases with h, being the correlation 0:37 when h = 1, and 0:96 when h = 12. When h = 12, the high persistence of the target variable is better captured by the …rst factor of the small scale model (correlation of 0:98) than by the …rst factor of the large scale model (correlation of 0:66). To facilitate comparisons, the …rst two factors of SSDF M and LSDF M are plotted in Figures 2 and 3 . Accordingly, the performance of factor models that determines the number of factors required in the factor estimation is much better than when the number of factor is re-stricted to be one, especially when the forecasting horizon becomes large. Notably, Table   9 con…rms the results obtained by the simulation study conducted through the paper. It may be of similar forecast e¢ ciency either to construct the di¤usion index forecasts from a small scale dataset that includes a representative (highly correlated) time series from each category or from a large scale dataset that contains larger but redundant information about the factors. Although none of the factor models systematically perform better than the other, the factor forecasts accuracy of the small scale model that uses 13 representative indicators is similar to (or, in many cases, better than) the one obtained when the forecasts of industrial production and employment are computed from a large scale model that uses the 146 indicators
The results for nominal variables are presented in Table 10 . As in the case of forecasting real variables, the di¤usion index forecasts of the consumer price index and the producer price index for …nished goods that are computed from small scale factor models uniformly outperform the forecasts for these nominal variables that computed from large scale factor models when the number of factors is selected from the data. Regarding the forecast horizon, the small scale factor model consistently performs better than the large scale factor model when the number of factors used in the analysis are selected from the data, with relative performance improving as the horizon increases.
Conclusions
Two versions of dynamic factor models have received a growing attention in the recent forecasting literature, the dynamic factors that use large datasets and the dynamic factors that use a small number of indicators that has reasonably been preselected. However, the problem of systematically selecting many series from very many series that face the typical data problems associated to empirical applications is still developing.
In this paper, we propose simulations which mimic di¤erent scenarios of empirical forecasting, where the list of series, which are extracted from di¤erent economic categories, is …xed (rather than tending to in…nity) and where it may appear cross correlation and serial correlation among idiosyncratic components which may be greater than those warranted by the theory. Accordingly, our Monte Carlo analysis allows for indicators which belong to di¤erent categories of data and whose idiosyncratic components show cross-correlation within and across categories in addition to serial correlation. We also allow for categories which are oversampled. Finally, the simulations examine the accuracy of small versus large data sets under di¤erent degrees of serial correlation in the factor.
To gauge the problem, we compare the forecast accuracy of a large scale factor model that uses the information provided by a large dataset with that of a small scale factor model that uses one representative of each category, the time series with large averaged correlation with the series of the same category. We …nd that adding data that bear little information about the factor components does not necessarily lead large scale dynamic factor models to improve upon the forecasts of small scale dynamic factor models. In fact, we show that when the additional data are too correlated with data from some categories which are already included in factor estimation, forecasting with many predictors perform worse than forecasting from a reasonably pre-screened dataset especially when the categories are not highly correlated. This results is stronger in the case of high persistence of the common factor, in the case of high serial correlation of the idiosyncratic components, in the case of using noisy series, and in the case of oversampled categories. In these cases, even arbitrarily selecting one time series from each category and using the resulting dataset in a small scale dynamic factor model outperforms the forecasts from large scale dynamic factor models. In these situations, our results suggest that it can be better o¤ throwing away some redundant data even if it is available. Using the 147 indicators that form the balanced panel used by Stock Watson (2002a), we illustrate these results for US data. Notes. The dataset, the definition of the thirteen categories, and the distribution of the indicators across these categories follows Stock and Watson (2002a) . The representative series of each category is the economic indicator that exhibits the largest averaged correlation with the series of the same category. The last column reports these correlations. The LSDFM is applied to the 146 indicators and the SSDFM is applied to the 13 representative series of each category that exhibit the largest average autocorrelation with the series of the same category. In some cases, the number of factors is restricted to r=1, while in others the optimal number of factors r* is determined by using Bai and Ng (2002) in large scale models and by using BIC in small scale models. Notes. See notes for Table 4 . Notes. See notes for Table 4 . Notes. The number of common factors is selected as in Bai and Ng (2002) . See notes for Table 4 . 
