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I. INTRODU~IOK 
In several earlier notes [1, 21 a new approach to the study of Fredholm 
integral equations was provided. The basic idea is to consider the solution at 
a fixed point as a function of the length of the interval, introduce various 
auxiliary quantities, and finally derive a complete set of differential equations 
with known initial conditions. The underlying aim is to exploit the ability of 
current computing machines to integrate large systems of ordinary differential 
equations subject to initial values. The essential ideas are rooted in transport 
theory [3]. 
Previous notes were concerned with Fredholm integral equations having 
kernels which depend upon the absolute value of the difference of the argu- 
ments. The aim of this contribution is to free the theory of this restriction. 
The method is of both analytic and computational utility. 
II. FORMALISM 
Let o)(t), 0 < t < a, be the unique solution of the Fredholm integral 
equation 
p)(t) = g(t) f 84 c u NC Y) P(Y) dY, 
‘0 
where 1 A 1 is sufficiently small. To emphasize that the function p depends 
upon the length of the interval, this equation is rewritten 
dt, 4 = g(t) -!- h ,I 44 Y) pP(Y, 4 dY* (1) 
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It is assumed that the kernel K can be represented in exponential form [4] 
~(t, y) = I/ e-tp-yq dW(P, 4, (2) 
where p and q may be complex, and that various differentiations and inter- 
changes in the order of integrations to be carried out below are valid. 
Differentiation of both sides of Eq. (1) with respect to x yields 
cp& 4 = Wt, 4 dx, 4 + h l,” 4 Y) PAY, 4 4. (3) 
The solution of the equation in which the forcing term is k(t, x) is denoted 
w, 4, 
@(t> 4 = & 4 + h ,“, 4, y) @(Y, 4 dy, (4 
so that the solution of Eq. (3) becomes 
dt, 4 = hp(x, x) qt, x). (5) 
This is one of the basic equations. Next, the function @(t, x) is examined in 
more detail. The representation in Eq. (2) suggests considering the integral 
equation 
J(t, x, u) = e-ut + h 1; W, Y) J(y, x, 4 dy- (6) 
In terms of the function J, the function @ may be represented in the form 
@(t, x) = j/ eezQ JO, x, P) dW(P, 4). 




R(x, w, u) = e--Oy I(Y, x, 4 4s (8) 
0 
there results 
J(t, x, 24) = eeUt + h 
II e-tp R(x, q, 4 dW(p, 4). 
The first task is to derive an initial-value problem for R. 
Differentiation of Eq. (8) yields 
(9) 
R,(x, o, u) = e-O2 /(le, x, u) + ,:e-vu I&, x, u) dy. 
In addition, differentiation of Eq. (6) shows that 
J&, x, u) = W, 4 I@, 3% 4 + h s: W, Y) UY, x, 4 4’. (11) 
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It follows that 
/a@, x, u) = X/(x, Jc, u> q, x). (12) 
Upon substitution from Eq. (12) into Eq. (10) it is seen that 
R&9 fJ, u) = /( X,&U) [e-,, +Aj;e-.u@(y,s)dy]. (13) 
The integral on the right-hand side of the last equation can be evaluated by 




e-vu @(y, 4 4 = j’ e-my jj e-za KY, x, p) dW(p, 4) 4~ 
0 
= jj e-ZQ [j: e-w l(YY x9 P) dy3 fw (lb 4, 
j: e+ @(Y, 4 dr = jj eezQ R(x, a, P> dW(p, 4. 
In addition, Eq. (9) yields 
J(x, x, u) = ecu + A jj ep Nx, q, 4 dW(p, 4). 
(14) 
(15) 
Consequently, Eq. (13) b ecomes the basic differential equation of Riccati 
type for R, 
R& 0, u) = [e-uz + A jj czp R(x, q, u) Wp, q)] 
x [e-vz + h jj e-w R(x, u, P) dW(p, q)] . (16) 
The initial condition 
follows from Eq. (8). 
R(0, 0, u) = 0 (17) 
Next, attention is redirected to the factor (p(x, X) in Eq. (5). According to 
Eqs. (1) and (2) this may be written in the form 
9% 4 = &) + h [ [j j e-zp-yq dWp, q)] dr, 4 4. (18) 
This suggests introducing the new function [5j 
4~s u) = [ e-w AY, 4 4s (19) 
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in terms of which p)(x, x) is expressed as 
V(% 4 = g(x) + h j-1 czv 4% q) dW(p, q). (20) 
A differential equation for e(x, w) will now be obtained. 
Differentiate Eq. (19) to obtain 
e,(x, v) = ecu= p(x, x) + ,I e-“” vz(y, x) dy. 
Together with Eq. (5) this implies that 
(21) 
e&, 0) = cp(x, x) [e-“’ + h 1: e-“V @(y, x) dy] . (22) 
The integral in this equation has already been evaluated in Eq. (14). In view 
of Eq. (20) this becomes 
4x, ~1 = [g(x) + h /I ewzp 4x, q) dW(p, q)] 
x [e-“z + X /I cxg R(x, v, P) dW(p, q)] . 
For an initial condition Eq. (19) yields 
e(0, w) = 0. 
(23) 
(24) 
The needed equations have now all been obtained, and a recapitulation is 
in order. To obtain the value of the solution of Eq. (1) for a fixed value of t 
and for x = a, p)(t, a), the following prescription is used. The functions 
R(x, w, u) and e(x, w) are determined on the interval 0 < x < t making use 
of the differential Eqs. (16) and (23) along with the initial conditions in 
Eqs. (17) and (24). At x = t the Eq. (5) for p)(i, X) is adjoined to the Eqs. (16) 
and (23) for R and e. The initial condition on ~(t, X) for x = t is given by 
Eq. (20). In addition, on the interval i < x < a, use is made of Eqs. (9) and 
(7) to express / in terms of R and 0 in terms of /. The integration is carried 
out in this manner from x = t to x .= a. The final value of p)(i, a) is the 
desired solution at the fixed point t. 
III. DISCUSSION 
In the computational procedure, the employment of a quadrature formula 
for approximating integrals, 
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leads naturally to systems of ordinary differential equations for dt, x), e(x, w) 
and R(x, u, w). The approximate differential equations for R, for example, 
take the form 
and the initial conditions are 
Rij(O) = 0 (27) 
for i -.- 1, 2 ,..., and j = 1, 2 ,.... The calculation follows the procedure 
given at the end of the previous section. 
Successful computations have been made when the kernel is of con- 
volution type, K(t, y) = k( 1 t - y I). (See Refs. [6] and [7].) 
An alternative method for the determination of ~(t, X) is that of super- 
position. If g(t) may be represented as the sum of exponentials, 
g(t) s C bie-Q, 
t 
then the corresponding solution is 
Still another method involves the resolvent, K(t, y, x). The resolvent 
satisfies an integral equation having k(t, y) as the forcing function, 
K(t, y, x) = k(t, y) 4 A ,/= A(?, y’> K(Y’, Y, 4 dy’. 
0 
w 
The resolvent may be calculated according to the procedure of this note, 
with g(t) put equal to k(t, y). 
The resolvent also satisfies its own differential equation, 
as it is easy to show. It can be made the basis of a computational scheme [8]. 
Once K(f, y, x) is obtained, p)(t, x) may be evaluated in terms of K, 
(32) 
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Assume that the eigenvalues of the homogeneous version of Eq. (1) are 
non-negative. The smallest eigenvalue may be studied as a function of the 
interval length making use of Eq. (16). F or a fixed value of h, integrate the 
approximate system of Eq. (26) using Eq. (27), from x = 0 to a value of 
x for which a value of Rij or Rjj becomes exceedingly large. This value, 
x = x1 , is a lower bound on the “critical length.” By repeating the procedure 
for various values of h, one obtains a curve of x1 versus h, a curve which is a 
lower bound on h,(x). It is possible to obtain both upper and lower bounds on 
h,(x), arbitrarily close, and indeed for higher eigenvalues as well. (See also 
Refs. [9]-[13].) 
The method of this paper extends to integral equations possessing other 
forms such as 
v(t) = g(t) + h j-1 W, Y) F(Y) dr + +b(O>l~ (33) 
where $[dO)] is a nonlinear function of rp(0). 
These and related matters are currently under investigation. 
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