Abstract. According to the amount of tool wear prediction problems, online prediction of tool wear model is established based on the theory of support vector regression (SVR) regression. The acoustic emission signals and current signals are, respectively EEMD decomposed and wavelet packet decomposed to get the energy values, which are combined with the spindle speed, feeding, and back engagement to form the original feature vectors. By principal component analysis for data processing, the principal elements as the Support Vector Regression (SVR) optimized by genetic algorithms are inputted. The results show that this model has high precision, fast operation.
In the tool processing, the acoustic signals and current signals gained by sensor contain abundant processing information, which can reflect the variations of tool wear. As a very promising prediction technology, support vector regression is a model identification method based on statistical learning theory, which shows many advantages in solving the following problems, like small samples, non-linear and high dimensional recognition. The paper adopted support vector machine regression algorithm optimized by genetic algorithm to form a model and predict the VB values of tools [1] [2] .
1.The extraction method of signals

EEMD decomposition
EEMD is a improved method for modal aliasing problems. This method solves the big gest problem of EMD-modal aliasing problem, which extracts the Intrinsic Mode Function (IMF) of aliasing problem. IMF stand for the essence of signal resonant modes, which are used as the basic function determined by the signals and better than the pre-determined ker nel. This is more better for managing non-linear and non-stationary AE signals [3] . The steps of extracting the EEMD decomposition features are as follows.
(1) The original signals are EEMD decomposed to get the IMF components. Then order the sensitive factors by descending, taking the first n IMF for subsequent processing.
(2) After the ordering, the IMF's first n energy and total energy e: , , , , , , , x e e e e e e e e      Under the condition of the speed 220r/min, the feed rate 0.2mm / r, and cutting depth 0.7mm cutting parameters in general CA6140 lathe spindle, the AE signals are EEMD decomposed to get energy, which is shown in Figure 1 . 
1.2Wavelet packet decomposition
Wavelet packet has the feature of arbitrary multi-scale and avoids the fixed frequency defects during wavelet decomposition, which provides a great choice of frequency analysis, and better reflects the nature and characteristics of the signal [4] .
The most important part of wavelet packet decomposition is the selection and identification of wavelet decomposition level. Db8 wavelet packet is widely used. The time-domain waveforms are relatively smooth, and the frequency features are better. The more levels of decompositions are, the more sensitive to changes in signals. But more decomposition levels also mean more computation. Therefore, the paper adopts db8 to wavelet packer decompose the current signals five times.
Under the condition of the speed 355r/min, the feed rate 0.14mm / r, and cutting depth 0.7mm cutting parameters in general CA6140 lathe spindle, the AE signals are EEMD decomposed to get energy, which is shown in Fig.2 . 
Principal component analysis
Principal component analysis was introduced and developed by Pearson and Hostelling. Principal component analysis is a multivariate statistical method to reduce the number of variables into a small number of several main components by dimension reduction. These main components can reflect most of the information of the variables. By linear combining of the original statistics, the information contained by the main components are not overlapped. And there is no correlation between each main component. [5] 3 Support Vector Machine
The regression modal of support vector machine
Support vector machine theory is a small sample learning method,SVM has the features of versatility, robustness, and simple [6] . VaPnik introduces the results gained by SVM classification theory through introducing ε-insensitive loss function, and apples them in function fitting. The definition of ε-insensitive loss function is as follows.
θ（y,f(x,a)）=θ(|y-f(x,a)| ε ) （4）
For a given sample set (yi, xi), xi R n , yi R, the function is considered.
f ( x)=﹤w，φ (x)﹥+b （5）
Where <w,φ (x)> represents w and φ (x) of the inner product, w R n , b R. Introducing slack variables ξ i ，ξ * i ≥0， i = 1,2, ..., n), structure optimization problem is as follows: 
C represents the penalty factor, which means the punishment beyond the extent of the error ε samples. The above formula is the original optimization problem. The objective function of this problem is formed by two parts. The first part is to help the good return hyper plane have good generalization. The second part is to minimize the errors of hyper plane small training set fitting, with the ε-insensitive loss function to judge.
SVR is obtained by solving its dual problem to obtain the optimal solution, which is not directly to solve the original problem.
Since the plots in the kernel function feature space can avoid complex high-dimensional calculations, the choice of the kernel function K should ensure positive definiteness of the symmetric half.
Experimental process and analysis
Experimental program and procedures
In the CA6140 lathe, turning YBC carbide blade work piece material is a nickel-base super alloy GH536 with certain blunt standard VB = 0.3mm. ShengHua RS150 acoustic emission sensors is used and Beijing Forest River industrial production model HZIB-C11-100P2O5 current sensors is used to monitor the state of the cutting tool. Acquisition equipment is the U.S. production data acquisition card NI-779408 with the sampling frequency of 1M Hz. Different 9 kinds of cutting parameters by orthogonal experiment method are grouped. Each group of experiments stops for a while. With the microscope, measure flank wear, draw tool wear curves, and collect acoustic emission signals and current signals related to the tool wear state. Total 90 groups of signal data are collected.
The extraction of the features of signals
Acoustic emission signals 8-band energy decomposed by EEMD and current signal 8 band energy decomposed by db8 wavelet packet are used as feature vectors. Then, together with the cutting speed, feed rate and depth of cutting, 19-dimensional vectors are formed. as a reflection of tool wear feature vector T.
T=[c1,c2,…,c19] The feature vector T is first treated standardly, and get M through PCA.
M=（t1,t2,t3） The original data are reduced from 19 dimensions to 3 dimensions, which largely reduces the managing amount. The 3 main components are used as reflection of tool wear state feature vector and input into support vector machine regression modal.
The application of support vector machine
The kernel function selects RBF kernel function. Use genetic algorithm to optimize the parameters of SVR prediction model [7] . Nuclear parameter range of 0.01~0.1, the step length is 0.01, punishment factor range of 1~32, step length of 1
(1)SVR forecasting model penalty factor C, G kernel parameter binary coded and randomly generated initial population.
(2) Decode each chromosome the of the population to get the value of C and G. Using part of the data to establish SVR forecasting model to calculate the difference between the predicted and measured values of all data variables with mean relative change in value to get each gene cluster fitness.
(3) Judge whether the stopping criteria of genetic algorithm are met. If they are met, the calculation stops and the optimal parameters are output. Otherwise the execution selection, crossover and mutation are operated to generate new populations, and begin a new generation of heredity.
The final model for the optimal parameters: the penalty factor C = 2, the kernel parameter G = 0.02.
The previous 72 sets of data modeling are used. The later 18 sets of data are used to be predicted. For comparison, standard BP neural network is used to train and predict these samples and. Prediction results are shown in Tab From the above figure, the accuracy of support vector machine regression modelis higher than BP neural network, with less than 4% relative error.
Conclusions
This paper adopts support vector machine regression theory to predict VB values, and uses the parameters from support vector machine optimized by genetic algorithm. The prediction accuracy increases. After feature vectors are analyzed by components analysis, the dimension of input data is reduced, and the calculation speed increases. It shows that the accuracy of support vector machine is higher with less than 4% relative error. It can better predict the VB values of tool wear, on the basis of which the tool wear state can be judged.
