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We present an essentially Lagrangian hydrodynamic scheme suitable for modeling complex 
compressible ﬂows on tetrahedron meshes. The scheme reduces to a purely Lagrangian 
approach when the ﬂow is linear or if the mesh size is equal to zero; as a result, we use 
the term essentially Lagrangian for the proposed approach. The motivation for developing 
a hydrodynamic method for tetrahedron meshes is because tetrahedron meshes have some 
advantages over other mesh topologies. Notable advantages include reduced complexity in 
generating conformal meshes, reduced complexity in mesh reconnection, and preserving 
tetrahedron cells with automatic mesh reﬁnement. A challenge, however, is tetrahedron 
meshes do not correctly deform with a lower order (i.e. piecewise constant) staggered-grid 
hydrodynamic scheme (SGH) or with a cell-centered hydrodynamic (CCH) scheme. The SGH 
and CCH approaches calculate the strain via the tetrahedron, which can cause artiﬁcial 
stiffness on large deformation problems. To resolve the stiffness problem, we adopt the 
point-centered hydrodynamic approach (PCH) and calculate the evolution of the ﬂow via 
an integration path around the node. The PCH approach stores the conserved variables 
(mass, momentum, and total energy) at the node. The evolution equations for momentum 
and total energy are discretized using an edge-based ﬁnite element (FE) approach with 
linear basis functions. A multidirectional Riemann-like problem is introduced at the center 
of the tetrahedron to account for discontinuities in the ﬂow such as a shock. Conservation 
is enforced at each tetrahedron center. The multidimensional Riemann-like problem used 
here is based on Lagrangian CCH work [8,19,37,38,44] and recent Lagrangian SGH work 
[33–35,39,45]. In addition, an approximate 1D Riemann problem is solved on each face of 
the nodal control volume to advect mass, momentum, and total energy. The 1D Riemann 
problem produces ﬂuxes [18] that remove a volume error in the PCH discretization. 
A 2-stage Runge–Kutta method is used to evolve the solution in time. The details of the 
new hydrodynamic scheme are discussed; likewise, results from numerical test problems 
are presented.
© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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The Lagrangian hydrodynamic approach is widely used to calculate problems involving shocks. Lagrangian calculations 
typically use polyhedral meshes with 8 or more nodes, such as hexahedron, on 3-dimensional (3D) problems. Polyhedral 
meshes with 8 or more nodes have merits, but they have some weakness in comparison to tetrahedron meshes, which have 
4 nodes. Several notable advantages of tetrahedral meshes include: reduced complexity in generating conformal meshes, 
reduced complexity in mesh reconnection, and preserving tetrahedron cells with automatic mesh reﬁnement. Due to these 
advantages, we seek to develop an accurate hydrodynamic algorithm suitable for shocks and smooth ﬂows on tetrahedron 
meshes.
Two common Lagrangian methods are the staggered-grid hydrodynamic approach (SGH) [9,11,12,58,63] and the cell-
centered hydrodynamic (CCH) approach [1,2,8,19,37,38,44]. The SGH approach solves the momentum conservation equation 
and the internal energy evolution equation on staggered control volumes. The control volume for the internal energy evo-
lution equation coincides with the cell. The control volume for the momentum conservation equation encircles the node 
and is commonly termed the “dual grid”. The vertices of the dual grid coincide with the cell centers. In SGH, the kinematic 
variables such as velocity are stored at the node (i.e vertices of the cell) and the thermodynamic variables such as pres-
sure and internal energy are stored at the cell center. The strain is calculated on the cell boundary. The CCH approach is a 
spatially collocated approach so the conservation equations for momentum and total energy are solved on a single control 
volume that coincides with the cell boundary. The strain is also calculated on the cell boundary. In this work, we seek to 
model shocks on tetrahedron meshes, and unfortunately, the SGH and CCH approaches do not necessarily perform well on 
tetrahedron meshes. Scovazzi [52] performed analysis on the compatible SGH approach [9,11] and showed the approach 
has undesirable error modes. Scovazzi presented calculations using tetrahedron meshes that support the numerical analysis 
and the results illustrate the compatible SGH approach does not perform well on tetrahedron meshes. A similar study with 
triangular grids was performed earlier by Loubère et al. [32]. Loubère demonstrated that the compatible SGH approach does 
not perform well on triangular grids.
Another Lagrangian approach is the point-centered hydrodynamic (PCH) method [14–16,27,28,51–53]. The PCH approach 
is a spatially collocated method where the conservation equations for momentum and total energy are solved on the dual 
grid around the node. Likewise, the strain is calculated on the same dual grid. The PCH approach is of interest to this 
work because it has been used on triangular and tetrahedron meshes. Furthermore, Scovazzi [52] presents theory and 
demonstrates that the PCH approach is superior to the compatible SGH [9,11,12] approach on tetrahedron meshes. The 
Lagrangian PCH approach was actively studied in the context of the Free-Lagrange framework [15]. The concept behind 
Free-Lagrange is to reconnect the mesh when the mesh becomes deformed. Of interest to this work is the Lagrangian 
scheme and not the reconnection step. Crowley [15] developed a ﬁnite volume PCH approach for incompressible ﬂows 
on triangular grids. Fritts and Boris [27] followed the work in [15] and proposed a ﬁnite difference PCH approach for 
incompressible free surface ﬂows. Multiple PCH algorithms were developed in the 1980s for compressible ﬂows in the 
Free-Lagrangian framework. Examples include: the PCH approach by Crowley [16], the PCH approach by Clark [14] in the 
HOBO code, the PCH approach by Gittings [28] in the TRIX code, and the PCH approach by Sahota [53]. The approach in [28]
is of importance because the method replaced the artiﬁcial viscosity with a Godunov scheme [29,30]. A different Godunov 
method was proposed by Addessio et al. [2]. The approach in [2] used a CCH Godunov hydrodynamic scheme [1] on the 
dual grid, which created a PCH-like approach [25]. The approach by Addessio et al. evolves the dual grid using the Riemann 
velocities, whereas, the PCH approach evolves the dual grid using the nodal velocities. This distinction is important to this 
work because an undesirable volume error can arise if the dual grid is evolved using the nodal velocities. The algorithms 
above used either a ﬁnite difference or ﬁnite volume discretization. The ﬁnite element (FE) approach is a viable alternative 
to the ﬁnite difference and ﬁnite volume approaches. Recently, Scovazzi et al. [51,52] proposed a variational ﬁnite element 
PCH approach. The approach was applied to hexahedron and tetrahedron grids. The approach in [51,52] relies on an artiﬁcial 
viscosity model. An alternative FE approach is the edge-based FE Godunov approach. An ALE edge-based FE Godunov PCH 
approach was proposed by Waltz et al. [61] for tetrahedron grids. In this work, we build on the research in [59–61] and 
propose an essentially Lagrangian FE PCH Godunov-like method.
The proposed Lagrangian FE PCH approach discretizes the conservation equations for momentum and total energy with 
linear basis functions. The FE approach used here has many similarities to the ﬁnite volume approach. A unique feature 
of this work is that a multidirectional Riemann-like problem is introduced at the center of the tetrahedron to account for 
discontinuities in the ﬂow such as a shock. Using a multidirectional Riemann-like solver differs from the edge-based FE PCH 
Godunov methods which solve an approximate 1D Riemann problem on the edges [59–61]. Conservation is enforced at each 
tetrahedron center instead of along an edge. The multidimensional Riemann-like problem used here is based on Lagrangian 
CCH work [8,19,37,38,44] and recent Lagrangian SGH work [33–35,39,45]. The dual grid control volume will evolve as a 
function of the nodal velocities which introduces a volume error. The volume error is removed by solving an additional 1D 
Riemann problem on each face of the nodal control volume. The 1D Riemann problem produces mass, momentum, and total 
energy ﬂuxes [18] that remove the volume error. A 2-stage Runge–Kutta method is used to evolve the solution in time.
The layout of the paper is as follows. The nomenclature used in the paper is discussed in Section 2. The governing 
equations are discussed in Section 3. The multidirectional Riemann-like problem at the tetrahedron center is discussed in 
Section 4. The volume discretization, associated volume change error, and volume correction is discussed in Section 5. The 
1D Riemann corrective ﬂuxes are discussed in Section 6. The details on extending the algorithm to 2nd order is discussed 
616 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 1. The edge-based ﬁnite element approach solves the conservation equations for mass, momentum, and total energy on a control volume around the 
node α. The nodal control volume is denoted with a blue dashed line. The 2D example illustrates the entire nodal control volume, whereas, the 3D example 
above only shows one tetrahedron connected to node α. The neighboring nodes are denoted as β . The physics variables ρ , u, and j are stored at the node. 
The cell center of the tetrahedron is z and is denoted with a blue sphere. The nodal control volume and the cell surface are subdivided into smaller 
segments that are termed an iota, and denoted with an i. The outward surface area of the iota on the nodal control volume is denoted as Si . The outward 
surface area of the iota on the tetrahedron cell surface is Ai . A multidirectional Riemann-like problem is solved at the cell center, z. The inputs to the 
multidirectional Riemann-like problem are the values in the tetrahedron corner, c. The multidirectional Riemann-like problem uses all the iota surfaces, Si , 
inside the tetrahedron. A separate 1D Riemann problem is solved on each iota surface, Si , on the nodal control volume. This separate 1D Riemann problem 
is for ﬂuxing mass, momentum, and total energy through the nodal control volume surface. (For interpretation of the references to color in this ﬁgure 
legend, the reader is referred to the web version of this article.)
in Section 7. Section 8 discusses the mesh robustness of the approach. The total energy equation is studied in Section 9. 
Lastly, the test problems are presented in Section 10.
2. Nomenclature
The nomenclature used in this paper follows the work in [8,9,44,45] and it is illustrated in Fig. 1. The density, velocity, 
mechanical stress, internal energy, and total energy are ρ , u, σ , e and j. The sound speed is c, and the shock speed 
is a and the shock direction is a. The PCH approach is a spatially collocated method where the physical quantities are 
stored at the node. The conservation equations are solved on a control volume that encircles the node α. The neighboring 
nodes are denoted as β . An edge of a tetrahedron connects node α to a neighboring node β . A quantity on the edge is 
denoted with a subscript e. In this work, two different Riemann-like problems are solved. The ﬁrst is a multidirectional 
Riemann-like problem that is solved at the cell center, z. The second is an approximate 1D Riemann problem that is solved 
on each segment of the nodal control volume surface, i, inside the tetrahedron. This 1D Riemann problem is used to ﬂux 
material through the nodal control volume surface, i. The inputs to both Riemann-like problems are the quantities in the 
corners, c, of the tetrahedron. The multidirectional Riemann-like problem uses the quantities in all 4 corners, whereas, the 
1D Riemann problem uses only two corner values. The corner quantities are calculated by projecting the solution from 
the node to the tetrahedron cell center and they are denoted with a subscript c. The corner quantities are equal to the 
nodal quantities with a 1st order reconstruction (i.e. piecewise constant over the nodal control volume). The solutions to 
both Riemann-like problems are denoted with a superscript, ∗. The Riemann velocity calculated from the multidirectional 
Riemann-like problem is denoted with a subscript z and a superscript ∗. The corresponding Riemann stresses from the 
multidirectional Riemann-like problem are calculated for each tetrahedron corner, c, and they are denoted with a subscript 
c and a superscript ∗. The 1D Riemann problem is at the control volume surface so the resulting solutions are denoted with 
a subscript i and a superscript ∗. Vectors and tensors are both denoted with bold font. The solution is evolved in time using 
a two step Runge–Kutta method where the time levels are denoted with a superscript n, n + 12 , or n + 1 respectively.
The nodal control volume and the tetrahedron surface are decomposed into smaller segments, where each segment is 
termed an iota, i. The motivation for the decomposition is that the control volume for the multidirectional Riemann-like 
problem will be constructed from the iota surfaces of the nodal control volumes. In 3D, an iota on the nodal control volume 
surface is made of 4 points: the center of the face on the left, the cell center, the center of the face on the right, and the 
center of the edge. The outward surface area of the iota on the nodal control volume is a quadrilateral surface. The surface 
area normal of an iota face on the nodal control volume is denoted as Si . The iota on a tetrahedron surface is made of 4 
points: the node, the center of the tetrahedron face, and the mid-point of the two edges. The surface area normal of an 
iota face on the tetrahedral surface is Ai . The subscript i on the surface area vectors denotes an iota segment. The surface 
unit normal vector of the iota face on the nodal control volume is denoted with a lower case letter, si . It is important to 
remember that the lower case a is not a surface unit vector; rather, it is unit vector in the direction of the shock, where the 
shock speed is denoted with the letter a. All the iota faces of the nodal control volume that are connected to the cell center 
is denoted by i ∈ z. All the iota surfaces around the node is i ∈ α. The projected velocity from the node to the cell center 
in the corner c is uc . The Riemann velocity from the multidirectional Riemann-like problem is u∗z and the corresponding 
Riemann stress in the tetrahedron corner is σ ∗c . Some summations in the paper are over nodes that include both the node 
α and neighboring nodes β . For example, the summation over all the nodes in a tetrahedron z is denoted as p ∈ z. The 
letter p is used because the summation includes both the node α and the neighboring nodes β .
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The Lagrangian evolution equations for volume, mass, momentum, and total energy are
d
dt
ˆ
V
dV =
˛
∂V
(dS · u) (1)
d
dt
ˆ
V
ρdV = 0 (2)
d
dt
ˆ
V
ρudV =
˛
∂V
(dS · σ ) (3)
d
dt
ˆ
V
ρ jdV =
˛
∂V
(dS · σ · u) (4)
where dS is an inﬁnitesimally small surface area, V is the volume, the density is ρ , u is the velocity, j is the speciﬁc total 
energy, and σ is the stress. The conservation equations are discretized using the edge-based FE approach. In addition, the 
algorithm is derived such that it satisﬁes a series of design objectives discussed in the following subsection.
3.1. Algorithm objectives
The goal is to accurately model shocks and smooth ﬂows on tetrahedron meshes, which creates a series of design objec-
tives that constrain algorithmic development. The ﬁrst design objective is the hydrodynamic algorithm must be conservative 
by construction. Conservative schemes will propagate shock waves at the correct velocity. Next, shocks are irreversible so 
dissipation should be added to the solution at discontinuities. A design objective for the multidirectional Riemann-like prob-
lem is to add dissipation to the solution at velocity and stress discontinuities i.e. shocks. The dissipation will increase the 
entropy in the solution. The next objective is to minimize the dissipation if the ﬂow is isentropic, i.e. reversible; in other 
words, the dissipation from the Riemann-like problems should be zero if the ﬂow is isentropic. Another design objective 
for the multidirectional Riemann-like problem is to ensure stable, robust mesh motion. The last design objective is all mesh 
motion should generate a change in either reversible or irreversible work; in addition, a volume change should occur if one 
node is displaced relative to neighboring nodes. The hydrodynamic algorithm presented in this work satisﬁes these design 
goals.
3.2. Finite element discretization
The approach employed here follows the edge-based FE approach in [59–61]. The edge-based FE approach stores the 
unknowns at the node and the unknowns are assumed to vary linearly over each tetrahedron. The unknown at a location 
inside a tetrahedron is then,
U (x) =
∑
p∈z
N(x)pU p (5)
where U is the unknown, N is a linear shape function, and p are the nodes of the tetrahedron z. The summation is over 
all the nodes in the tetrahedron, which is denoted as p ∈ z. The gradient of a variable at the node α is given by a Galerkin 
approximation as
∑
z∈α
∑
p∈z
ˆ
V (z)
NαNp(∇U )pdV =
∑
z∈α
∑
p∈z
ˆ
V (z)
Nα∇NpUpdV . (6)
The integration is over the volume of the tetrahedron, V (z). The outer summation is over all the tetrahedrons surrounding 
the node α, which is denoted as z ∈ α. The inner summation is over all the nodes that make up the tetrahedron element 
including α; as a result, the subscript p is used because it includes both neighboring nodes β and the node α. The discrete 
gradient can be written as
Vαp · (∇U )p =
∑
z∈α
∑
p∈z
ˆ
V (z)
Nα∇NpUpdV , (7)
where the consistent volume matrix and the lumped volume are respectively
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∑
z∈α
∑
p∈z
ˆ
V (z)
NαNpdV . (8)
Vα = Vαp · I. (9)
The consistent volume is a matrix so it is denoted with bold font. The lumped volume approximation is used in this work 
so the equations that follow will be expressed in terms of the lumped volume. In [59–61], the right hand side of Eq. (7) is 
expressed in terms of a segment of the nodal control volume (i.e. an iota) connected to an edge.
Vα(∇U )p = (1− δαp)
∑
z∈α
∑
p∈z
ˆ
V (z)
(Nα∇Np − Np∇Nα)UidV (10)
where δαp is the Kronecker delta function and Ui is the unknown on the iota surface between nodes α and p = β and 
inside the tetrahedron z. In [59–61], the quantity on an iota is deﬁned as Ui = Ue = 12 (Uα + Uβ) plus the Rusanov ﬂux 
[18]. In other words, the unknown on the iota surface is equal to the unknown at the edge. In this work, the unknown is 
found for each iota surface via solving a multidirectional Riemann-like problem; likewise, the Rusanov ﬂuxes are calculated 
on each iota surface. The ﬁrst summation in Eq. (10) is over all tetrahedrons connected to the node α and the Kronecker 
delta ensures the second summation is over all the nodes in the tetrahedron that are not equal to the node α. The two 
summations reduce to
Vα(∇U )p =
∑
i∈α
SiU i (11)
where i is an iota surface on the nodal control volume and Si is given by
Si =
ˆ
V (z)
(Nα∇Nβ − Nβ∇Nα)dV (12)
which is the outward surface area normal vector of a segment of the nodal control volume surface. The surface area normal 
is deﬁned inside the tetrahedron, z, and on the edge between the node α and a neighboring node β . A total of 12 surface 
area normals exist inside a tetrahedron. The surface area normals on an edge of a tetrahedron are equal in magnitude but 
opposite in direction. It is worth noting that the discrete gradient above (Eq. (11)) has the same form as the discrete gradient 
used in ﬁnite volume methods. The only difference is the deﬁnition for surface area normal vector Si . In the edge-based FE 
approach, the surface area normal vector is calculated via the linear basis functions, N . Additional details on the edge-based 
FE derivation are provided in [59] and in Appendix A of [61].
3.3. Discrete governing equations
The discrete gradient in Eq. (11) is used in the conservation equations for mass, momentum, and total energy. The 
discrete equations for mass, momentum, total energy, and motion for a node α are
(ραVα)
t
=
∑
i∈α
(
Si · f ρi
)
(13)
(ραuαVα)
t
=
∑
i∈α
(
Si · σ ∗c
)+∑
i∈α
(
Si · f ρui
)
(14)
(ρα jαVα)
t
=
∑
i∈α
(
Si · σ ∗c · u∗z
)+∑
i∈α
(
Si · f ρ ji
)
(15)
xα
t
= uα (16)
The equations above reduce to the canonical discrete Lagrangian equations when the advective ﬂuxes, f , are equal to zero. 
The goal of the advective ﬂuxes is to remove numerical errors in the density, momentum, and total energy ﬁelds that arise 
from errors in the volume change discretization. The details on the advective ﬂuxes are discussed below in Section 6 and 
the volume errors are discussed below in Section 5. The summation in the equations above is over all the control volume 
surfaces, i, surrounding the node α, which is denoted as i ∈ α. The outward surface area normal vector of a segment of 
the control volume surface is Si and it is given by Eq. (12). The surface area vectors could also be computed geometrically, 
which corresponds to the ﬁnite volume approach; as a result, the analysis and theory discussed in this paper is applicable 
to ﬁnite volume PCH methods. Lastly, the superscript ∗ denotes the Riemann solution value. In this work, a multidirectional 
Riemann-like problem is solved at the center of the tetrahedron. The details are discussed below in Section 4.
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 619Fig. 2. The diagrams above illustrate the iota surfaces used in the multidimensional Riemann-like problem at the cell center, z. Both 2D and 3D illustrations 
are provided to help the reader understand the approach. The iota surfaces are denoted with blue dashed lines. In 2D, the iota surface is a line, whereas, 
in 3D it is a surface. The Riemann jump relation, Eq. (17), is applied to every iota surface inside the tetrahedron i ∈ z. The inputs to the multidimensional 
Riemann-like problem are the corner values, c. There are 3 iota surfaces in a corner of the tetrahedron, so there will be 3 Riemann force contributions to 
the node per tetrahedron. The Riemann velocity at z is found by enforcing conservation of momentum. (For interpretation of the references to color in this 
ﬁgure legend, the reader is referred to the web version of this article.)
3.4. Time integration
The solution is integrated forward in time using the 2-stage Runge–Kutta method. The ﬁrst step is to integrate in time 
the solution from n to n + 1/2, where the right hand side of the discrete equations are at time level n. For example, the 
mesh position at n + 1/2 is given by xn+1/2α = xnα + 1/2tunα . The thermodynamic variables and the ﬂuxes are calculated 
using the information at n + 1/2. The second step is to integrate the solution from n to n + 1, where the right hand side of 
the discrete equation is at time level n + 1/2. The time integration process is repeated until the ﬁnal time is reached.
4. Multidirectional Riemann-like problem
The hydrodynamic approach in this paper solves a Riemann-like problem at the center of each tetrahedron. The center 
of a tetrahedron is deﬁned as the average of the nodal positions. The Riemann-like problem uses the surface area normals 
derived from the FE basis functions, Si (Eq. (12)). A Riemann jump equation is applied to each iota surface inside a tetrahe-
dron (Fig. 2). The Riemann jump equation used in this work was proposed by [8] for CCH. This Riemann jump relation was 
successfully applied to contact surfaces in CCH [44], and to SGH [45]. The discussion below will extend the Riemann jump 
relation to the FE PCH framework. The Riemann jump relation is
μc
(
u∗z − uc
)|ac · Si| = Si · (σ ∗c − σ c). (17)
Each variable in this equation will be discussed. The inputs to the Riemann problem are shock impedance, velocity and stress 
(μc , uc and σ c) and they are calculated by reconstructing each variable using a linear Taylor-Series expansion with a limited 
gradient (Section 7). The subscript c denotes a corner of the tetrahedron. There are a total of 4 corners in a tetrahedron. 
The corner values with the 1st order approach are equal to the nodal values (i.e. uc = uα ). The shock impedance μc is 
discussed in greater detail in Section 4.1. u∗z is the Riemann velocity and it is located at the center of the tetrahedron and 
σ ∗c is the Riemann stress. A Riemann stress will be calculated for each corner in the tetrahedron. The outward surface 
area normal, Si , is between two nodes α and β . There are a total of 12 surface area normals in a tetrahedron. The surface 
area normals are equal in area and opposite in direction on each edge. The unit vector ac points in the direction of the 
velocity difference between the tetrahedron corner and the tetrahedron average velocity. The |ac · Si | term ensures the jump 
in the force is in the direction of the jump in the velocity. The Riemann-like problem at the tetrahedron center requires 
an additional equation to close the system of equations. Momentum conservation is enforced at the tetrahedron center to 
close the system of equations. Momentum conservation requires the summation of all the forces be equal to zero. It is an 
algorithmic design goal to be conservative (Section 3.1).∑
i∈z
Si · σ ∗c = 0 (18)
The Riemann velocity at the tetrahedron center is found via solving the system of the equations involving the Riemann jump 
equations on each segment, Si , and enforcing momentum conservation at the tetrahedron center. The Riemann velocity will 
be used to calculate the Riemann force. The Riemann velocity at z is
u∗z =
∑
i∈z (μc|ac · Si|uc − Si · σ c)∑
i∈z μc|ac · Si|
(19)
The total surface force (mechanical plus viscous contributions) is found by substituting the Riemann velocity (Eq. (19)) into 
the Riemann jump equation (Eq. (17)). The Riemann force on a segment of the nodal control volume surface is
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(
u∗z − uc
)|ac · Si| (20)
The Riemann force is used in the discrete equations for the momentum evolution (14) and the total energy evolution (15). 
The total energy will be conserved with the Riemann forces above because the total energy ﬂuxes sum to zero around the 
zone; in other words, 
∑
i∈z(Si · σ ∗ · u∗z ) =
∑
i∈z(Si · σ ∗) · u∗z = 0. Conserving total energy is a design goal of the algorithm 
(Section 3.1).
4.1. Shock impedance
The shock impedance of a material is deﬁned as ρa where a is the shock velocity, and the acoustic impedance is deﬁned 
as ρc where c is the acoustic wave speed. The discussion that follows will focus on the derivation of the shock impedance. 
The shock velocity for many materials can be approximated by a linear function of the particle velocity.
a = b0 + b1δu (21)
where b0 is the vertical axis intercept in the U–u plane, and b1 is the slope. The Dukowicz [23] approximate Riemann 
solver uses a linear relationship for the shock velocity where the vertical axis intercept is the acoustic wave speed, c. Based 
on experiments, a linear relationship is a good approximation for many materials. The slope of the U–u relationship can 
be found for a host of materials including metals in Cooper [17], Zukas and Walters [66], and Marsh [42]. The velocity 
difference used to calculate the shock velocity, u, in the multidirectional Riemann-like problem is deﬁned as
δuc =
∥∥∥∥uc − 14
∑
β∈z
uβ
∥∥∥∥ (22)
The corner velocity is projected from the node to the tetrahedron center. The ﬁrst-order approach simply uses the nodal 
velocity for the corner velocity, uc = uα . The shock impedance becomes
ρa = ρc + ρb1δu (23)
where the velocity difference is deﬁned above in Eq. (22). In a smooth ﬂow, the δu will be approximately equal to zero so 
the shock impedance will reduce to the acoustic impedance. Substituting the shock impedance, Eq. (23), into the Riemann 
force relation, Eq. (20) produces a dissipation model with linear and quadratic velocity terms (i.e. (ρcδu+ b1ρδuδu)|a · S|). 
The canonical artiﬁcial viscosity models in Lagrangian staggered grid hydrodynamics (SGH) have similarities to the Riemann-
like problem [13,43,62]. The main difference between the two dissipation approaches is the deﬁnition for the velocity 
difference [58,62]. The velocity difference in artiﬁcial viscosity is calculated via the velocity gradient; whereas, the Riemann-
like problem uses the jump in velocity at the control volume surface. Recent work in SGH has replaced the artiﬁcial viscosity 
with Riemann or Riemann-like problems [3,4,6,33,36,39,45].
5. Volume change
The analysis in this section focuses on the PCH volume evolution equation. As demonstrated below, the volume evolution 
equation does not correctly capture the volume rate of change on ﬂows with discontinuities such as shocks. Both ﬁnite 
element and ﬁnite volume PCH approaches may generate this volume error. The PCH equations will be modiﬁed to remove 
this error. As mentioned in Section 3.1, removing this volume change error is a design objective. The Lagrangian discrete 
rate of change in the volume for edge-based PCH methods is
Vα
t
=
∑
e∈α
(
Se · uα + uβ
2
)
. (24)
The summation is over the edges, e, connected to the node. The edge connects two nodes together, α and β respectively. 
The outward surface area vector of the edge is given by
Se =
∑
i∈e
Si . (25)
A weakness of Eq. (24) is the formulation has a highly undesirable null mode generated from the central difference approx-
imation. A null mode arises when there is mesh motion without a change in the volume; hence, no reversible work will be 
done, and there will be no change in the density. This clearly violates thermodynamics and can create unacceptable errors 
in a calculation. The analysis in Section 9 shows how the volume error affects the change in internal energy. To see the null 
mode, consider the case where the mesh has a constant, uniform velocity except at the node, α. The node α has a different 
velocity so there should be a volume change, however, there will be no volume change. This test case is of great relevance 
because it occurs at the beginning of the Sod test problem [55]. The Sod test problem begins with a stationary velocity ﬁeld 
at every node except for the nodes at the contact. The nodes on the contact can move without creating a change in the 
volume; which explains the poor PCH results on the Sod problem in [25]. To see this volume change null mode, Eq. (24)
will be written as
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or the volume (3D) of the control volume around node α is equal to the sum of one-third the triangular areas connected to the node (2D) or the sum 
of one-fourth the tetrahedron volumes connected to the node (3D). The issue of concern is the fact that node α can move with any velocity relative the 
neighboring nodes β without creating a volume change. A 2D diagram is provided to help the reader understand the volume null mode analysis. The 
analysis in the paper, however, is valid for both 2D and 3D geometries and for any PCH approach that uses the lumped volume approximation or Eq. (24). 
The outcome from the analysis is the conservation equations are modiﬁed to remove this undesirable volume null mode.
Vα
t
= 1
2
∑
e∈α
(Se · uα) + 1
2
∑
e∈α
(Se · uβ). (26)
The velocity at node α is constant over the control volume so it can be factored out of the ﬁrst summation. Likewise, this 
analysis assumes a uniform mesh velocity for all nodes β , so uβ can be factored out of the second summation. The only 
node with a different velocity in the domain is uα . The control volume around each node is closed, so the summation of 
the surface area vectors around the node is equal to zero, 
∑
e∈α Se = 0. As a result,
Vα
t
= uα0 = 0. (27)
The rate of change of the volume is equal to zero for any mesh velocity, uα , because it is multiplied by zero. As a result, 
a highly undesirable null mode exists in this formation that must be removed. It is important to note that the analysis 
above holds for any control volume shape and for any nodal velocity.
The discrete rate of change in the volume equation above is a function of the rate of change of the velocity at the mid 
point of an edge, 12 (uα + uβ). An alternative way to calculate the rate of change in the nodal volume is to calculate the 
rate of change in the nodal lumped volumes. The lumped volume approximation assumes that a quarter of the tetrahedron 
volume belongs to the node. The highly undesirable null mode will also arise in PCH by using a quarter of the volume of 
each tetrahedron connected the node. This will be demonstrated. The lumped volume can be expressed mathematically as
Vα = 1
4
∑
z∈α
Vz. (28)
The lumped volume evolution equation is
Vα
t
= 1
4
∑
z∈α
Vz
t
= 1
4
∑
z∈α
(∑
i∈z
Ai · up
)
= 1
4
∑
z∈α
( ∑
i(α)∈z
Ai · uα +
∑
i(β)∈z
Ai · uβ
)
, (29)
where Ai is an iota surface area normal vector of a tetrahedron face (Fig. 3). The equation above uses p to denote the nodes 
in tetrahedron z. Only one of the nodes in tetrahedron z is equal to node α, the other 3 neighboring nodes are denoted 
with β; as a result, i(α) denotes the outward iota surface area normals connected to node α, and i(β) denotes the outward 
iota surface area normals connected to a neighboring node β . The goal here is to express the volume rate of change for 
a tetrahedron, z, in terms of the node α and the neighboring nodes β just like Eq. (26). The volume evolution equation 
(Eq. (29)) can be written as
Vα
t
= 1
4
∑
z∈α
Vz
t
= 1
4
(∑
z∈α
∑
i(α)∈z
Ai
)
︸ ︷︷ ︸
=0
· uα + 1
4
∑
z∈α
( ∑
i(β)∈z
Ai · uβ
)
. (30)
The velocity at node α is always the same value in the two summations so it was factored outside both summations. The 
cell surface areas are equal in magnitude and opposite in direction, so the summation of all cell surface areas connected to 
the node α is identically zero. Next, this analysis assumes a uniform mesh velocity for all nodes β , so uβ can be factored 
out of the double summation on the right side. The only node with a different velocity in the domain is uα . The double 
summation on the right side is then (
∑
z∈α
∑
i(β)∈z Ai) ·uβ . This term is also equal to zero. The summation of all the interior 
surface areas (i.e. the cell surface areas that are on a cell face that includes node α) around the node α is equal to zero 
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because they are equal in magnitude and opposite in direction; likewise, the summation of the cell surface areas around 
the node α is also equal to zero because it is a closed surface. As a result, the double summation on the right side is 
equal to zero, 
∑
z∈α
∑
i(β)∈z Ai = 0. Fig. 3 graphically shows the various surface areas in the double summation. The volume 
evolution for this simple test case is then,
Vα
t
= uα0 = 0. (31)
The rate of change of the volume is again equal to zero for any mesh velocity, uα , which is unphysical. As illustrated here, 
the highly undesirable null mode exists with the canonical lumped-volume approach. The analysis above holds for any 
control volume shape, any surface area normal deﬁnition, and for any nodal velocity. The volume null mode will affect 
any PCH approach that uses the lumped volume approach or Eq. (24). The edge-based PCH equations must be modiﬁed 
to eliminate this volume change null mode. Analysis will be performed below on a stable collocated Lagrangian method. 
The goal of the analysis is to provide insight on why adding ﬂuxes will correct the volume null mode in Lagrangian PCH. 
Lastly, Sections 9.1 and 9.2 will discuss how the volume error produces an error in the internal energy solution that can be 
corrected with advective ﬂuxes.
5.1. A stable approach
In contrast to the PCH volume discretization above (Eq. (24)), the Lagrangian CCH method is a spatially collocated method 
that has been shown to be stable on a wide range of shock problems [8,37,38,44]. Addessio et al. [2] used the CCH method 
in [1] on the dual grid; as a result, the node becomes the zone center. In other words, the approach in [2] is cell-centered 
about the node. The CCH method differs from the PCH approach above. The most notable difference is the CCH approach 
does not evolve the control volume via an average; rather, the control volume is evolved using the Riemann velocity, u∗ . The 
stability of the volume change equation is a function of the Riemann-like problem. An appropriate Riemann-like problem 
can produce robust solutions. The volume rate of change equation for CCH is,
V CCHz
t
=
∑
i∈z
Ai · u∗βCCH. (32)
In this section, the examples and nomenclature correspond to CCH about the cell center, z, which is illustrated in Fig. 4. 
The Riemann velocity in Eq. (32) is not necessarily the average of the cell-centered velocity; rather, the Riemann velocity 
is a function of the impedance, velocity, and stress. The CCH approach is analyzed below from a numerical and physical 
viewpoint.
In terms of a numerical viewpoint, the impedances will shift the discretization away from the central difference dis-
cretization towards an upwind discretization method that is stable; likewise, a Laplacian in pressure exists that will smooth 
the mesh. This will be illustrated below in 1D. The 1D volume evolution equation for CCH is
V 1Dz
t
= S1D(u∗CCHβ+ − u∗CCHβ ) (33)
The Riemann velocity above is calculated by solving a Riemann problem on the cell boundaries, β+ and β respectively. The 
Riemann problem at node β in 1D Lagrangian CCH is μc(u∗CCHβ − uc) = −(p∗CCHβ − pc). For simplicity, the Riemann problem 
is expressed in terms of pressure instead of the stress tensor. In addition, a 1st order reconstruction will be assumed. The 
solution to the Riemann-like problem in 1D for nodes β+ and β are
u∗CCHβ+ =
μz+
μz + μz+ uz+ +
μz
μz + μz+ uz +
pz+ − pz
μz + μz+ , (34)
u∗CCHβ =
μz
μz + μz− uz +
μz−
μz + μz− uz− +
pz − pz−
μz + μz− . (35)
The subscripts z− and z+ denote the cell center values to the left and the right of cell z. The Riemann velocity is an 
impedance average plus a pressure difference term. The Riemann velocities at nodes β+ and β are substituted into the 
volume evolution equation (Eq. (33)), which yields
V 1Dz
t
= S1D
(
μz+
μz + μz+ uz+ +
μz
μz + μz+ uz
)
− S1D
(
μz
μz + μz− uz +
μz−
μz + μz− uz−
)
+ S1D
(
pz+ − pz − pz − pz−
)
. (36)μz + μz+ μz + μz−
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temporal integration (e.g. n to n + 12 ). The horizontal axis is position and the vertical axis is time. The shock displacements are with respect to the position 
at the right node, β+. The velocity of the respective waves is equal to the inverse of the slope. The velocity of each wave is located above the wave 
propagation plots. The Eulerian reference frame is on the left, the arbitrary Eulerian Lagrangian (ALE) reference frame is in the middle, and the Lagrangian 
reference frame is on the right. The mesh velocity is w , the shock speed is a, the bulk velocity is uz+ or uz− , and the contact velocity is u∗β+ . In Lagrangian 
CCH, the mesh velocity is equal to the contact wave speed, wβ+ = u∗β+ . The Eulerian case uses a ﬁxed mesh, so wβ+ = 0. If the mesh velocity in CCH 
were equal to the average velocity like PCH (wβ+ = u¯β+), then the physically consistent approach would be an ALE method where the volume ﬂux is 
f vβ+ = u∗β+ − u¯β+ = δuβ+ .
Several important observation can be made concerning the CCH approach.
Observation 1 The ﬁrst observation is the Riemann velocity includes a pressure difference term. The pressure difference 
terms will create a discrete pressure Laplacian, h∇z( 1μβ ∇z p), in the volume evolution equation. The pressure Laplacian will 
help smooth the control volumes, especially around shocks where the pressure can vary signiﬁcantly. To see this, replace 
the surface area with S1D = Vz/h and multiply by h/h. The result is a discrete approximation of a 2nd derivative with a 
variable diffusion coeﬃcient, 1/μβ .
Observation 2 The second observation is the impedance ratios determine the discretization of the velocity ﬁeld. The 
impedances will shift the discretization in the upwind direction, because the impedances will be larger inside a shock than 
outside a shock. An upwind discretization is more dissipative and stable than the central difference method; furthermore, 
a forward or backward discretization will see a volume change. It is worth noting that the Lagrangian staggered grid hy-
drodynamic (SGH) approach uses a forward difference to calculate the volume change. Staggering the control volumes is a 
viable way to remove the volume change null mode discussed in this section.
Observation 3 The last observation is that the volume evolution equation will reduce to the central difference ap-
proximation plus a discrete pressure Laplacian term when the impedance is constant. This has some similarities to the Lax 
Wendroff scheme which stabilizes the central difference discretization of the linear advection equation with a Laplacian in 
velocity. The key point here is that an additional term is required in the PCH equations. Speciﬁcally, the PCH control volume 
needs to evolve as u∗ = u¯+ δu, where δu is a drift velocity relative to the Riemann velocity and u¯ is the average velocity. In 
the CCH approach, the δu is equal to −δp/μ because the jump in stress is proportional to the jump in velocity −δp = μδu
(i.e., the Riemann problem). As will be discussed in the next paragraph, δu can be derived by studying the wave speeds at 
the control volume surface.
The analysis above on the CCH approach is from a numerical viewpoint. There is also a physical interpretation of the 
CCH approach. A shock problem has three waves of interest: the contact wave, a reﬂected wave, and a transmitted wave 
respectively. The three waves are plotted in Fig. 5 for a 1D shock wave traveling to the right. The Arbitrary Lagrangian 
Eulerian (ALE) reference frame is plotted in Fig. 5. The Lagrangian CCH approach evolves the control surface at the contact 
wave speed w = u∗ , whereas, the Eulerian case uses a ﬁxed mesh w = 0. Advective ﬂuxes are required if the mesh evolves 
at a different velocity than the contact wave speed. The volume ﬂuxed through a segment on the control volume face for an 
ALE method is f vi = u∗ − w . The volume ﬂux using the average velocity is f vi = u∗ − u¯ = δu. Neglecting the volume ﬂuxes 
(i.e. δu = 0) is analogous to negative dissipation, which can cause overshoots at shock fronts and other unphysical behavior. 
The fundamental problem with the pure Lagrangian PCH approach is that the mesh is evolving at the ﬂuid velocity (i.e. the 
average velocity), which creates a volume error at discontinuities, and the incorrect entropy change.
5.2. Stabilizing PCH
As mentioned above, the nodal control volume should evolve at the contact velocity (i.e. Riemann velocity) just like 
the approach in [2]. The contact velocity may not necessarily be equal to the average of the nodal velocities 12 (uα + uβ). 
However, the control volume must be evolved according to the average nodal velocities, because the basis functions are cal-
culated according to the displacements at the nodes (i.e. unstable volume evolution equation). As a result, mass, momentum, 
and total energy must be ﬂuxed through the control volume faces if the control volume is evolved according to the average 
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contact velocity, and a small fraction of the material is ﬂuxed through the control volume surface. This is analogous to ALE 
methods, because the mesh is displaced at the contact wave speed and then remaped to the mesh position corresponding 
to the average mesh velocity. The equation that describes this is
Vα
t
=
∑
i∈α
(
Si ·
(
u∗ − δui
))=∑
i∈α
(
Si · uα + uβ2
)
. (37)
The advected volume is 
∑
i∈α(Si · δui). In this work, a volume ﬂux is applied to each iota, i, on the control volume face 
(Fig. 2); this differs from the PCH Eulerian methods that use ﬂuxes on the edge [59–61]. The mass, momentum, and total 
energy ﬂuxes on a control volume face will have the following forms ρiδui , (ρiu)δui , and (ρi ji)δui . This PCH approach will 
be essentially Lagrangian because the approach will reduce to Lagrangian motion when the advective ﬂuxes are equal to 
zero. The goal is to be as close to Lagrangian motion as numerically possible, so there is no auxiliary mesh relaxation or 
mesh smoothing. Advection is only used to remove volume errors. A future effort will explore combining this PCH approach 
with mesh relaxation and mesh smoothing. The details on the additional ﬂuxes added to the discrete equations for mass, 
momentum, and total energy are described below in Section 6.
6. Advective ﬂuxes
Advective ﬂuxes are added to the mass, momentum and total energy equations to remove errors in the density, mo-
mentum and total energy ﬁelds that arise from errors in the volume calculation (Section 5). A design objective is that the 
advective ﬂuxes must go to zero in the limit of a zero mesh size or with a linear ﬂow ﬁeld (i.e. smooth ﬂows). The advec-
tive ﬂuxes are calculated by solving an approximate 1D Riemann problem on each control volume face, i, at the tetrahedron 
center, z. The inputs to the 1D Riemann problem are the corner quantities. The 1D Riemann problem is
f ρi = siai
(
ρ∗i − ρc
)
(38)
f ρui = siai
(
ρ∗i u
∗
i − ρcuc
)
(39)
f ρ ji = siai
(
ρ∗i j
∗
i − ρc jc
)
(40)
where ai is the shock speed. The ﬂuxes above are the Rusanov ﬂuxes [18], where the wave speed is the shock velocity 
instead of the acoustic wave speed, c. The Rusanov ﬂuxes have been successfully used in Eulerian edge-based ﬁnite element 
schemes [59–61]. The direction of the ﬂux is governed by the difference between the Riemann-like value and the value in 
the corner. The mass, momentum, and total energy will be advected from the upwind direction. The ﬂuxes above have the 
forms ρiδui , (ρiu)δui , and (ρi ji)δui , where the volume ﬂuxed through a segment on the nodal control volume surface is 
S · δui = S · siac . The ﬂuxed volume is calculated using the fastest wave speed, which is larger than the contact wave speed. 
This deﬁnition for the advected volume will introduce additional dissipation in the calculation. The ﬂuxes are order h inside 
a shock and order h2 outside the shock. This deﬁnition for the volume ﬂux produces good results on a broad range of test 
problems including shocks and smooth ﬂows (Section 10). The shock speed on the control volume face, i, is the maximum 
value of the two corner values in the 1D Riemann problem, ai = max(ac(α), ac(β)). The subscripts c(α) and c(β) denote the 
two corner values associated with the control volume face, i. The shock speed is deﬁned as
ac = cc + b0‖uc(β) − uc(α)‖ (41)
which is consistent with the deﬁnition in Section 4.1 [23], but uses a different deﬁnition for the velocity difference because 
the advection is through the iota on the control volume face. The approximate Riemann solution is found by enforcing 
conservation across the control volume face, 
∑
c∈i Si · f c . There are only two corners in the 1D Riemann problem so conser-
vation is guaranteed when the ﬂuxes are equal in magnitude and opposite in sign (i.e. Si · f c(α) + Si · f c(β) = 0). Conservation 
is a design goal for the algorithm (Section 3.1). The 1D Riemann solution is
ρ∗i =
1
2
(ρc(α) + ρc(β)) (42)
ρ∗i u
∗
i =
1
2
(ρc(α)uc(α) + ρc(β)uc(β)) (43)
ρ∗i j
∗
i =
1
2
(ρc(α) jc(α) + ρc(β) jc(β)) (44)
The 1D Riemann solutions above are substituted into the advective ﬂuxes, which are then used in the conservation equations 
for mass, momentum, and total energy. A calculation will be performed with and without the ﬂuxes to illustrate the beneﬁt 
of ﬂuxes. Likewise, plots are provided in the test problem section to show the amount of material advected from the nodal 
control problems.
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The multidirectional Riemann-like problem and the ﬂuxes use the corner values. The corner values are calculated by 
spatially projecting the solution from the node to the control volume surface via a linear Taylor-Series expansion with 
a limited gradient. The projection step is commonly termed reconstruction in Riemann methods. The reconstruction is 
essential for minimizing dissipation on smooth ﬂows, which is a design goal for the algorithm (Section 3.1). The linear 
Taylor-Series expansion is
Uc = Uα + φαxc · ∇Uα (45)
where U is an unknown, and xc is a position vector between the node α and the tetrahedron center z. The subscript c
is used because the position vector is unique to each corner, c, in the tetrahedron. The gradient above is limited by the 
limiting coeﬃcient, φα . For vector quantities, each component is projected using Eq. (45). The details on the limiting will 
be discussed below in Subsection 7.1, and the details on calculating the gradient are as follows.
The gradient of a quantity at the node is calculated using the FE basis functions [59]. The discrete equation for the 
gradient of a vector quantity, such as velocity, is
∇uα = 1
Vα
∑
e∈α
(Seue) (46)
where the discrete surface area normal of the edge is Se = ∑i∈e(Si) and the surface area normal of an iota is deﬁned 
in Eq. (12). The lumped volume approximation is used in this work so Vα = 14
∑
z∈α Vz . An edge quantity is deﬁned as 
ue = 12 (uα + uβ). The gradient of a scalar quantity, such as pressure, is
∇pα = 1
Vα
∑
e∈α
(Se pe) (47)
The edge quantities are deﬁned in a similar manner, pe = 12 (pα + pβ). The details on limiting the gradients is discussed 
below.
7.1. Limiting
The gradients are limited to minimize new extrema. The limiting is achieved by multiplying the gradient by the limiting 
coeﬃcient, φα , which ranges between 0 and 1. A value of 0 eliminates the gradient and produces a 1st order result. Likewise, 
a value of 1 does not limit the gradient. For the velocity vector, a limiting coeﬃcient is found for each velocity component. 
The limiting process is based on work by Barth and Jespersen [5,57]. The limiter coeﬃcient is calculated by comparing the 
projected variable with the maximum and minimum variables at the neighboring nodes. The limiter coeﬃcient is given by
φα =
⎧⎪⎨
⎪⎩
f ( γc(Umax−Uα)Uc−Uα ) if Uc > Uα
f ( γc(Umin−Uα)Uc−Uα ) if Uc < Uα
1 if Uc = Uα
(48)
The coeﬃcient γc reduces the maximum/minimum difference in the ratios. γc = 0 forces a 1st order reconstruction in a 
corner and γc = 1 is the maximum/minimum difference in a corner which corresponds to the steepest permissible gradient. 
In [45], γc = 0.5 is shown to improve the mesh robustness of a calculation. The coeﬃcient γc is discussed in Section 8. The 
comparison function, f (r), for the Barth and Jespersen [5] approach is
f (r) = min(1, r), (49)
where r is the ratio in Eq. (48). The amount of dissipation added to the calculation is a function of the limiting process. 
Increasing the dissipation will increase the mesh robustness, but it will reduce the accuracy of the calculation. The challenge 
is to ﬁnd a balance between a robust solution while maintaining accuracy. As shown in Section 10, the Riemann-like 
problem is capable of maintaining reasonable smooth results on a suite of test problems. The mesh robustness is discussed 
further in the next section.
8. Mesh robustness
A challenge with Lagrangian calculations is the mesh can deform in undesirable ways. Ancillary mesh stability models can 
be employed to increase the robustness of a Lagrangian method. Multiple mesh stability algorithms have been proposed for 
increasing the mesh robustness in a Lagrangian calculation [7,10,26,40]. Of great interest here is the temporary quadrilateral 
subzoning (TQS) method [7,10,46]. In [46], the TQS approach was used to calculate an additional pressure in the corner that 
was added to the multidirectional Riemann-like problem. The TQS corner pressure is
pTQSc = pα + δpTQSc (50)
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with dashpots) couples the nodal velocity with the Riemann velocity at the zone center. The viscous force is equal to |ac · Si |μc(u∗CCHz − uc), so the 
magnitude of the viscous force is a function of the impedance and the velocity difference between the corner and the Riemann velocity. The Rusanov ﬂuxes 
also assist by advecting some material to the neighboring nodes. (For interpretation of the references to color in this ﬁgure legend, the reader is referred 
to the web version of this article.)
where the pressure difference, δpc , is calculated by doing a thermodynamic expansion along an isentrope, dp = dρ ∂p∂ρ |s from 
the node, α. The discrete version is δpTQSc = (ρc − ρα)c2α , which can be written as
δpTQSc = ρt=0α
(
V t=0c
V nc
− V
t=0
α
V nα
)
c2α. (51)
The above is the termed the TQS pressure difference. A coeﬃcient, qTQS , is typically used to reduce the magnitude of the 
TQS pressure difference,
pTQSc = pα + qTQSδpTQSc . (52)
The TQS corner pressure will not change under uniform compression or expansion. Likewise, if the mesh does not deform 
then the TQS pressure difference will be zero. However, the TQS corner pressure will increase/decrease, relative to the point 
value, if the corner volume changes in a manner different from the point volume. The TQS pressure can go to inﬁnity if 
the volume of a corner goes to zero. The TQS approach works well on 1D ﬂows, but the model can be overly stiff on 
compressible ﬂow problems with physical vorticity. Despite this weakness, the TQS model can be extremely useful for 
problems with strong shocks on highly irregular meshes.
In this work, we depart from the standard TQS approach and reduce the maximum/minimum permitted ratio in the 
limiter, γc , based on the deformation of the corners (Eq. (48)). The mesh stability is achieved via the Riemann-like problem. 
The details are provided in the next subsection.
8.1. Application to limiter
The above discussion pertains to the standard TQS approach. In this work we include the TQS volume change term in 
the gradient limiting process. We do not include the TQS corner pressure in the multidirectional Riemann-like problem as 
done in [46]. The mesh robustness of this PCH approach is solely a function of the dissipation from the multidirectional 
Riemann-like problem and the Rusanov ﬂuxes (Fig. 6). Ensuring stable and robust mesh motion via the multidirectional 
Riemann-like problem is a design objective (Section 3.1). In [45], the maximum/minimum permitted difference in the limiter 
was reduced by using a universally deﬁned coeﬃcient γ , which in turn, added more dissipation to the calculation and 
increased the mesh robustness. The goal here is to calculate a γc coeﬃcient for each corner that is a function of the mesh 
distortion; in other words, reduce the reconstruction in a corner to 1st order when a cell becomes extremely deformed. The 
γc coeﬃcient is deﬁned as
γc = e−
∣∣∣ V t=0c
V nc
− V t=0α
Vnα
∣∣∣
(53)
where the difference in the volume ratios comes from the TQS approach (Eq. (51)). A ﬂoor can be used to keep γc from 
reducing to zero, in other words γc = max(γc, ﬂoor). All test problems in this paper are calculated using a ﬂoor value of 0, 
and the Taylor Green vortex test problem is also calculated with a ﬂoor value of 0 and 1 (i.e. the volume ratio is not used in 
the limiting process). The motivation for calculating the Taylor Green problem with the ﬂoor equal 0 and 1 is to demonstrate 
that this limiting approach does not adversely affect smooth ﬂows. A single limiting coeﬃcient is found for the node but 
γc will vary in the corners surrounding the node. For uniform compression, γc = 1; likewise, γc ≈ 0 when a corner volume 
changes signiﬁcantly relative to the nodal volume. It is worth noting that the limiting coeﬃcient for a node, φα can be 
larger than 0.5 with γc  1 in a corner. For example, if a tetrahedron is signiﬁcantly compressed, then the distance between 
a tetrahedron center and the node, xc , will in general be very small so the gradient in Eq. (45) is multiplied by a very 
small number. The mesh stability in this work is solely achieved via the Riemann-like problems. The mesh robustness of 
the multidirectional Riemann-like problem is discussed further in Section 9.3.
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 6279. Energy analysis
A design goal of the PCH approach is to model shocks. A shock is irreversible so dissipation should be added to the solu-
tion to increase the entropy. In this work, the entropy production is created by the multidirectional Riemann-like problem, 
which will add dissipation to the solution if there is a discontinuity in the ﬂow. Conversely, the multidirectional Riemann-
like problem should not create entropy if the ﬂow is isentropic, i.e. reversible. These thermodynamic constraints are design 
objectives that constrain the multidirectional Riemann-like problem (Section 3.1). Analysis will be performed below to show 
the multidirectional Riemann-like problem meets these design objectives. This analysis parallels other works [8,45].
To better understand entropy production, the total energy equation will be decomposed into a rate of change in the 
internal energy and kinetic energy respectively. The decomposition is valid for any hydrodynamic approach with advection. 
The internal energy change includes both reversible and irreversible work, where irreversible work is dissipation.
The decomposition process begins with expressing the Riemann solutions in terms of differences between the nodal 
value at α and the Riemann value. For example, the Riemann velocity is expressed as
u∗z = uα + δuc. (54)
The velocity variation across the nodal control volume is captured by δuc . Next, the total energy ﬂux can be expressed 
in terms of differences in internal energy and differences in the kinetic energy. To accomplish this, the total energy ﬂux 
(Eq. (40)) is ﬁrst written as
f ρ ji = siai
((
ρ∗i e
∗
i + ρ∗i k∗i
)− (ραeα + ραkα)) (55)
then internal energy and the kinetic energy on the iota are deﬁned as respectively
ρ∗i e
∗
i = ραeα + δ(ρiei)
ρ∗i k
∗
i = ραkα + δ(ρiki). (56)
The total energy ﬂux is then
f ρ ji = siaiδ(ρiei) + siaiδ(ρiki) (57)
Substituting the velocity expression (Eq. (54)) and the total energy ﬂux (Eq. (57)) into the total energy equation (Eq. (15)) 
gives
(ρα(eα + kα)Vα)
t
=
∑
i∈α
(
Si · σ ∗c · δuc
)+∑
i∈α
(
Si · siaiδ(ρiei)
)
︸ ︷︷ ︸
e˙
+
∑
i∈α
(
Si · σ ∗c
) · uα +∑
i∈α
(
Si · siaiδ(ρiki)
)
︸ ︷︷ ︸
k˙
(58)
where e˙ is the rate of change in the internal energy and k˙ is the rate of change in the kinetic energy. Additional insights can 
be drawn from studying the decomposition above. For instance, if the kinetic energy ﬂux is zero, then the kinetic energy 
change is equal to the change in momentum times the nodal velocity, Mα
uα
t ·un+1/2α , if the velocity at the half time step is 
deﬁned as a temporal average of the nodal velocity, un+1/2α = 12 (un+1α + unα). The deﬁnition for the velocity at the half time 
step is identical to the compatible change of kinetic energy in SGH [9,11,45]. Next, if the internal energy ﬂux and kinetic 
energy ﬂux are both equal to zero, then the rate of change in the internal energy, e˙, is equal to the Lagrangian compatible 
internal energy equation for PCH. The decomposition above can be applied to CCH by switching the subscripts α and z. The 
essentially Lagrangian PCH internal energy evolution equation is studied below.
9.1. Rate of change in internal energy
The total energy equation was decomposed into internal energy and kinetic energy contributions above in Eq. (58). The 
essentially Lagrangian rate of change in internal energy is
(ραeαVα)
t
=
∑
i∈α
(
Si · σ ∗c · δuc
)+∑
i∈α
(
Si · siaiδ(ρiei)
)
(59)
The internal energy evolution equation includes both reversible work and irreversible work. The decomposition of the 
internal energy evolution equation is accomplished by expanding the Riemann stress in a manner identical to the Riemann 
velocity (Eq. (54)). The Riemann stress is expressed as
σ ∗c = σα + δσ c . (60)
The jump in the stress across the cell corner, δσ c is the viscous stress portion of the Riemann stress. Substitution into the 
internal energy evolution equation yields
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t
= σ α :
∑
i∈α
(Siδuc) +
∑
i∈α
(
Si · siaiδ(ρiei)rev
)
︸ ︷︷ ︸
w˙
+
∑
i∈α
(Si · δσ c · δuc)
︸ ︷︷ ︸
d˙
(61)
where w˙ is the reversible work rate and d˙ is the dissipation rate. Analysis will be provided below to show that the ﬂuxes 
are required to correctly model the reversible work rate, for this reason, the ﬂuxes are included in the reversible work rate 
term. In this analysis the ﬂuxes will be assumed to be reversible so a superscript rev is used. Clearly, numerical errors 
in the ﬂuxes will introduce contributions to the dissipation term, which may increase or decrease the dissipation at the 
node. Sometimes numerical ﬂuxes are include to remove entropy errors [48]; however, the goal here is to advect material 
to correct volume errors so the ﬂuxes will be assumed to be perfectly reversible in this analysis. Additional details on the 
reversible work rate and dissipation rate are provided below.
9.2. Reversible work
The reversible work rate was derived above from decomposing the internal energy evolution equation for the essentially 
Lagrangian PCH approach. The reversible work rate is
w˙ = σα :
∑
i∈α
(Siδuc) +
∑
i∈α
(
Si · siaiδ(ρiei)rev
)
(62)
It is beneﬁcial to express the reversible work rate in terms of the Riemann velocity. The velocity difference in the work rate 
term reduces to u∗z because 
∑
i∈z Siuα is equal to zero. To see this, the nodal velocity, uα , is constant over this summation 
so it can be factored outside the summation. The summation of all the surface normal vectors around the node is equal to 
zero, 
∑
i∈z Si = 0, because it is a closed surface. Next, the nodal stress in the reversible work rate term in Eq. (62) can be 
expressed in terms of the pressure and the stress deviators σ α = −pαI +σ ′α . After substitution and some simpliﬁcation, the 
reversible work rate term becomes
w˙ = −pα
∑
i∈α
(
Si · u∗z
)+ σ ′α :∑
i∈α
(
Siu
∗
z
)+∑
i∈α
(
Si · siaiδ(ρiei)rev
)
. (63)
The ﬁrst term is the nodal pressure multiplied by a deﬁnition for the rate of change in the volume of the nodal control 
volume, and the second term is a double concatenation between the nodal stress deviators and the strain rate of the nodal 
control volume. The volume change in the internal energy evolution equation is
V eα
t
=
∑
i∈α
(
Si · u∗z
)
(64)
where the superscript e denotes the internal energy evolution equation. The volume change is a function of the Riemann 
velocity. As discussed in Section 5, the nodal control volume does not evolve at the Riemann velocity, which is the correct 
velocity. Therefore, some of the internal energy must be advected through the control volume surface; otherwise, the re-
versible work rate is wrong. The objective of the advective ﬂuxes is not to smooth entropy errors, but to correct volume 
errors that arise in the PCH formulation.
9.3. Dissipation
The dissipation rate of change in Eq. (61) is a function of the discontinuity in both the velocity and the stress at the cell 
center. The dissipation rate of change is
d˙ =
∑
i∈α
(Si · δσ c · δuc). (65)
Substituting the deﬁnition for the jump in stress, δσ c = |ac · Si |μcδuc , into the dissipation rate expression gives
d˙ =
∑
i∈α
(|ac · Si|μcδuc · δuc) (66)
which is aways positive. The entropy will increase for a velocity difference between the zone center and the node. The 
amount of entropy generated is a function of the velocity difference in a corner. The impedance is a function of the velocity 
difference, so the rate of change in the dissipation is a function of the velocity difference to the cube power. The dissipation 
is also a function of the direction of the velocity jump, ac , which is an approximation for the direction of the shock. If the 
velocity difference is equal to zero, δuc = 0, then no dissipation will be added to the solution. With a linear reconstruction, 
no dissipation will be added to the solution with a linear ﬂow or if the ﬂow is constant. This is important because a design 
objective is to follow an isentrope as closely as possible.
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above provides additional insight into the mesh stability properties created by the Riemann-like solver. The Riemann-like 
solver will generate dissipation if there is a difference between the projected velocity and the Riemann velocity, δuc . The 
dissipation will increase the internal energy, which will cause the pressure at the node to increase. A null mode or other 
spurious motion will generate a velocity difference, δuc , so the Riemann-like problem will increase the dissipation at the 
node (Eq. (66)). If the dissipation is not adequate to produce a smooth mesh, then the impedance, μ, can be increased 
artiﬁcially. In this work, the Dukowicz shock impedance [23] was found to be adequate.
10. Test problems
A series of tests were performed to assess the accuracy and mesh robustness of the new PCH approach. The tests are as 
follows:
• Sod [55]
• 1D Piston
• Saltzman [24,41]
• Noh XY [48]
• Noh XYZ [48]
• Sedov XY [54]
• Sedov XYZ [54]
• Taylor Green
The problems above are typically used to test Lagrangian methods. The Sod problem involves a discontinuity in the density 
and pressure ﬁelds. The Sod test problem will assess the ability of the scheme to propagate a release wave away from the 
contact and transmit a shock. The next test problem is a planar shock that is generated by a piston. The Saltzman problem 
is identical to the piston problem, but it uses a highly distorted mesh. The Saltzman problem is commonly used to test 
the mesh robustness of Lagrangian methods. The Noh problem is a gas impacting a wall and it is used to quantify the 
accuracy of the new approach at converting kinetic energy into internal energy. The Noh problem is calculated in both XY 
and XYZ coordinates. The Sedov problem is a blast wave in a gas and it is used to test the accuracy of the method at 
converting internal energy into kinetic energy. The Noh and Sedov problems also test the mesh robustness properties of 
the new approach. Lastly, the Taylor Green vortex problem is used to test the mesh robustness and accuracy of the method 
on a problem with vorticity. The calculations did not use additional mesh stability models such as TQS. The mesh stability 
is solely the result of the Riemann-like problem. A comparison is, however, provided on Sedov XYZ with the standard TQS 
approach to illustrate the merits of adjusting the limiter based on the mesh deformation.
Convergence analysis is performed on the calculated results using this test suite. The convergence is calculated using an 
L1 error norm that is weighted by the volume. The L1 error norm for an unknown, U , is calculated using
L1U =
∑
p∈R(V p|Up − Uexact|)∑
p∈R V p
(67)
where the domain of the problem is denoted with R. This error norm was used in [21] to thoroughly study the convergence 
of Lagrangian SGH and CCH methods on the Sedov problem. This error norm is used for every convergence study in this 
paper.
10.1. Sod
Sod [55] is a one-dimensional Cartesian problem that begins with a discontinuity in the density, and pressure ﬁelds. 
This problem uses a gamma-law gas. The initial speciﬁc internal energy is e = 2.5 Mbar cc/g, and the initial densities are 
ρ = 1.0 g/cc and ρ = 0.1 g/cc. The region on the left has a higher pressure and density, and the region on the right has a 
lower pressure and density. The gamma of the gas is 1.4. The contact is placed at 50 cm where the initial mesh is 100 cm
long. The calculations were performed on two different meshes. The ﬁrst mesh was created by decomposing a hexahedron 
mesh into 24 tetrahedrons per hexahedron. This mesh was used by [52] to test a PCH ﬁnite element method. Three mesh 
resolutions were used to assess convergence. The mesh resolutions along the edges of this mesh are 0.5 cm, 0.025 cm, 
and 0.125 cm respectively. The second mesh is an unstructured tetrahedron mesh where the resolution along the edge is 
0.67 cm.
The scatter plot results are provided in Fig. 7 corresponding to the decomposed hexahedron mesh. Every nodal value in 
the mesh is plotted in the scatter plots. It is important to note that the decomposed hexahedron mesh is a non-uniform 
3D tetrahedron mesh. The nodes along the centerline of the mesh face will have different locations than the nodes along 
the corner of the mesh so the corresponding states at these locations must be different if the method preserves symmetry. 
To illustrate the difference, Fig. 8 plots the density along a 1D line through a corner and along a 1D line through the 
middle of a face of the mesh respectively. The horizontal axis range in Fig. 8 is chosen to elucidate the sharpness of the 
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Fig. 8. The results are plotted along two separate 1D lines through the tetrahedron mesh for the Sod problem at 20 μs. The resolution along an edge is 
0.125 cm. The data is taken along a 1D line through the center of a face in the mesh and along a 1D line through a corner of the tetrahedral mesh. The 
nodal locations along these two lines are offset horizontally by 0.065 cm. The goal of this plot is two fold. The ﬁrst objective is to illustrate the nodal 
positions are not the same for all 1D passes through the mesh so the corresponding state must be different if the method preserves symmetry. The second 
goal is to demonstrate the symmetry and sharpness of the right-traveling shock. As demonstrated, the shock proﬁle is 4 to 5 zones wide, which is consistent 
with pure Lagrangian methods such as the SGH approach in [45].
right-traveling shock, which is about 4 to 5 zones wide. The scatter plots in Fig. 7 include all the data, and not just the 
results along a single 1D line through the mesh. As demonstrated in the scatter plots, the overall solution at every node 
in the mesh is in overall good agreement with the analytic solution. However, the contact discontinuity is diffused more 
than what is observed when using a pure Lagrangian method such as SGH [45]. It might be possible to greatly reduce the 
smearing of the contact by using an interface preserving approach as done in Eulerian and remap methods (e.g. volume of 
ﬂuid [31,47,49,64,65], level set [47,50], interface tracking [56], limited downwind advection [20], etc.). The authors in [20]
used limited downwind advection to prevent the smearing of the contact in the Sod problem during a remap. In this work 
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L1 errors were calculated at a time of 20 μs. The convergence rate in the density is 0.84 and the convergence rate in the pressure is 0.95. The R2 for the 
power law ﬁt to the L1 errors are 0.9999 and 0.9999 respectively.
Fig. 10. The nodal mass change (Eq. (68)) in the Sod problem is shown as a function of the node location at 20 μs. The nodes near the contact discontinuity 
had the largest change in mass. As the resolution is increased, the mass ﬂuxes are reduced. The corresponding proﬁles for the density, pressure, internal 
energy and velocity are provided in Fig. 7.
we do not explore interface preserving methods. Next, the density and pressure convergence with the essentially Lagrangian 
PCH approach are plotted in Fig. 9. The convergence rate in the density is 0.84 and the convergence rate in the pressure is 
0.95. These convergence rates are consistent with Lagrangian SGH and CCH methods on the Sod test problem [25].
The Rusanov ﬂuxes will transport mass (along with momentum and total energy) through the nodal control volume 
surfaces so the approach is essentially Lagrangian. The Rusanov ﬂuxes are necessary to correct a volume change error. If the 
Rusanov ﬂuxes are equal to zero, then the approach is pure Lagrangian (no nodal mass change). To quantity the difference 
between pure Lagrangian and essentially Lagrangian motion, the change in the nodal mass,
Mp = Mp(t0) − Mp(tﬁnal) (68)
is shown in Fig. 10. As demonstrated, the change in the total nodal mass is reduced with ﬁner resolution, and the ﬁnest 
resolution produces a result with a minimal change in mass.
The Sod problem was also calculated without the Rusanov ﬂuxes using the same decomposed hexahedron mesh. Omit-
ting the Rusanov ﬂuxes produces a pure Lagrangian PCH approach. The pure Lagrangian PCH results are compared to the 
essentially Lagrangian results in Fig. 11. As seen in Fig. 11, the pure Lagrangian PCH approach does poorly at the contact. 
The volume errors produce oscillations in the solution; furthermore, the pure Lagrangian PCH approach does not converge. 
The lack of convergence in the pure Lagrangian PCH approach is demonstrated in Fig. 12. The Rusanov ﬂuxes are of pivotal 
importance to this PCH approach.
Lastly, the Sod problem was calculated on a highly unstructured mesh using the essentially Lagrangian PCH approach. The 
results are presented in Figs. 13 and 14. The essentially Lagrangian PCH approach did quite well on a highly unstructured 
mesh. As shown in the scatter plots, there is very little scatter in the results and the solution is in good agreement with the 
analytic solution. Every nodal value in the mesh is plotted in the scatter plots.
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the Rusanov ﬂuxes (red) and without the Rusanov ﬂuxes (blue). The calculation without the Rusanov ﬂuxes is pure Lagrangian motion. The pure Lagrangian 
calculation generated oscillations near the discontinuities; whereas, the calculation with the Rusanov ﬂuxes is smooth. The time is 20 μs. Furthermore, 
the pure Lagrangian approach does not converge on this test problem as demonstrated in Fig. 12. In contrast to the pure Lagrangian PCH formulation, the 
essentially Lagrangian PCH approach does converge. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web 
version of this article.)
Fig. 12. The pure Lagrangian PCH approach does not converges on the Sod problem. The L1 errors were calculated at a time of 20 μs.
10.2. 1D piston
The piston problem drives a shock through a cold gamma-law gas that has an initial density of 1 g/cc. The gamma for 
the gas is 5/3. The piston is traveling rightward with a velocity of 1 cm/μs and the length of the shock tube is 1 cm. The 
shock propagates at a velocity of 4/3 cm/μs, the density behind the shock is 4 g/cc, and the pressure behind the shock 
is 1.333 Mbar. The calculations were performed on a mesh that was created by decomposing a hexahedron mesh into 24 
tetrahedrons per hexahedron.
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density scale goes from 0.1 to 1.0 g/cc. The mesh resolution along the edge is 0.67 cm. The time is 20 μs. (For interpretation of the references to color in 
this ﬁgure, the reader is referred to the web version of this article.)
Fig. 14. Scatter plots for the Sod on the unstructured mesh are shown. The time is 20 μs. The initial mesh is shown in Fig. 13.
The scatter plots results are shown in Fig. 15 at 0.7 μs. Every nodal value in the mesh is plotted in the scatter plots. The 
time was chosen so that comparisons can be made to published results in [52]. The nodal locations are not uniformly spaced 
in the tetrahedral mesh. For instance, the nodes along the corner of the mesh are offset from the nodes on the middle of 
the mesh face. The density is plotted along separate 1D lines through the mesh to highlight the symmetry and sharpness 
of the shock in Fig. 16. As demonstrated, the shock is very symmetric and the shock width is less than 4 cells wide. 
Next, the convergence results are shown in Fig. 17. The convergence rate is close to 1 on this test problem. Speciﬁcally, the 
convergence rate in the density is 0.93 and the convergence rate in the pressure is 0.99. The essentially Lagrangian approach 
performs well on this test problem. Lastly, the total change in nodal mass is plotted in Fig. 18. The intent of the plot is to 
help quantity how close the essentially Lagrangian approach is to a pure Lagrangian approach, which keeps mass constant 
in time. As demonstrated, the total change in nodal mass is very small.
10.3. Saltzman
The Saltzman problem is commonly used to test the robustness of a Lagrangian method. The Saltzman test problem is 
identical to the piston problem, but it uses an initially skewed mesh. In this work, the skewed tetrahedron mesh is built 
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Fig. 16. The density is plotted along separate lines through the mesh at 0.7 μs. The results correspond to the 0.0125 cm resolution. The nodal locations 
along a line through the middle of the mesh face are offset from the nodal locations along a line through the corner of the mesh. Since the nodal locations 
are different, the density at the nodes must also be different to preserve symmetry. As demonstrated, the density has excellent symmetry and the shock 
width is less than 4 cells wide.
by decomposing a skewed hexahedron into 24 tetrahedron zones per hexahedron. The nodal coordinates of the skewed 
hexahedron mesh are given by
xp = (i − 1.0)x+ (Ny − j)y sin
(
π
i − 1
Nx − 1
)
yp = ( j − 1.0)y
zp = (k − 1.0)z (69)
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The L1 errors were calculated at a time of 0.7 μs. The convergence rate in the density is 0.93 and the convergence rate in the pressure is 0.99. The R2 for 
the power law ﬁt to the L1 errors are 0.9999 and 0.9999 respectively.
Fig. 18. The nodal mass change (Eq. (68)) in the piston problem is shown as a function of the node location at 0.7 μs. The change in the nodal mass is very 
small on this test problem; furthermore, the change in mass is reduced as the resolution is increased.
where i, j, and k are integers in the following ranges: i ∈ [1 : Nx], j ∈ [1 : Ny], and k ∈ [1 : Nz]. The number of mesh points 
in the respective directions are Nx , Ny , and Nz . The uniform mesh resolutions are x, y, and z. The length of the 
shock tube is 1 cm, and the width and the height of the shock tube were chosen to make square hexahedron zones if the 
mesh were not skewed. In this work, we include three mesh resolutions, which will enable a convergence study on this 
test problem. The initially skewed hexahedron meshes were 40 × 5 × 5 nodes, 80 × 10 × 10 nodes, and 100 × 10 × 10 
nodes. The standard Saltzman problem uses 100 × 10 nodes. The initial tetrahedron meshes are shown in Fig. 19. The mesh 
at 0.7 μs is shown in Fig. 20 and the mesh at 0.8 μs is shown in Fig. 21. The scatter plots at 0.7 μs and 0.8 μs are shown in 
Fig. 22. Every nodal value in the mesh is plotted in the scatter plots. A time of 0.7 μs was chosen so that comparison can 
be made to results published in [52]; likewise, we include results at 0.8 μs to show how the approach performs after the 
shock reﬂects from the wall. The convergence plots for the density and pressure are shown in Fig. 23. The convergence rate 
in the density is 0.95 and the convergence rate in the pressure is 1.34. As demonstrated, the essentially Lagrangian approach 
performs well on this test problem.
10.4. Noh
The Noh [48] problem involves a gamma-law gas impacting the origin of the mesh with a velocity magnitude of 1 cm/μs. 
The velocity vector at each node is pointing at the origin in both the XY and XYZ problems. The gamma of the gas is 5/3. 
The analytic solution for the pressure and the density are 5.33 Mbar and 16 g/cc (XY), or 21.33 Mbar and 64 g/cc (XYZ) 
respectively. The Noh problems are calculated on tetrahedron meshes built by decomposing a uniform hexahedron mesh into 
24 tetrahedrons per hexahedron. Three different mesh resolutions were used in each test case so that convergence analysis 
can be performed. The mesh resolutions of the initial hexahedron mesh in the XY Noh problem were: 20 × 20 × 2, 40 ×
40 × 2, and 80 × 80 × 2. The mesh resolutions of the initial hexahedron mesh in the XYZ Noh problem were: 10 × 10 ×
10, 20 × 20 × 20, and 40 × 40 × 40.
The Noh XY results using the essentially Lagrangian PCH approach are shown at 0.6 μs in Figs. 24 and 25. The mesh 
plot in Fig. 24 demonstrates the approach has good mesh robustness and accuracy. The shock is approximately 4 cells wide. 
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this work, the problem is calculated with 40, 80, and 100 nodes along the edge. The initially skewed hexahedron meshes had the following resolutions: 
40 × 5 × 5 nodes, 80 × 10 × 10 nodes, and 100 × 10 × 10 nodes.
Next, the scatter plots in Fig. 25 include the results from every nodal value in the mesh. The scatter plots demonstrate the 
approach has excellent symmetry. Similar to results in [48], density errors are present near the wall; however, these density 
errors are greatly reduced with the essentially Lagrangian PCH approach. These density errors are created by generating 
too much dissipation, which increases the internal energy. The convergence results are shown in Fig. 26. The essentially 
Lagrangian approach is converging at a rate less than 1. The convergence rate in the density is 0.81 and the convergence 
rate in the pressure is 0.84. Next, the total change in nodal mass in Noh XY is plotted in Fig. 27. The intent of this plot is to 
help quantity how closely the essentially Lagrangian approach is to a pure Lagrangian approach, which keeps mass constant 
in time. As demonstrated, the total change in nodal mass is very small.
The Noh XYZ results are shown at 0.6 μs in Figs. 28 and 29. The mesh plot in Fig. 28 demonstrates the approach has 
good mesh robustness and accuracy. The shock is approximately 4 cells wide. Next, every nodal value in the mesh is plotted 
in the scatter plots (Fig. 29). The dissipation errors are more pronounced in the XYZ case than the XY case; however, the 
essentially Lagrangian approach does reasonably well on this diﬃcult test problem. In addition, the calculations are very 
symmetric. The convergence plots are shown in Fig. 30. The essentially Lagrangian approach is converging at a rate less 
than 1. The convergence rate in the density is 0.771 and the convergence rate in the pressure is 0.78. Lastly, the total 
change in nodal mass in Noh XYZ is plotted in Fig. 31. The total change in nodal mass is larger in the XYZ case than the XY 
case, but it still quite small.
10.5. Sedov
The Sedov problem [54] is a blast wave in a gamma-law gas that is generated by an energy source at a point. The 
Sedov problem is calculated in both XY and XYZ coordinates. The gamma is 5/3, the initial density is 1 g/cc. The XY 
case is approximated by using a thing slab so the internal energy is sourced at the two corner nodes, and the XYZ case 
is initialized at a single point. The extensive source internal energy is 0.564113 (XY) or 0.493390 (XYZ). These extensive 
internal energy sources will produce a shock that is located at 1 cm at 1 μs. The source speciﬁc internal energy is calculated 
by dividing by the mass at the source node. For the XY case, the mass per unit depth is calculated by dividing the two 
nodal masses along the origin by the slab thickness. The mass per unit depth on a tetrahedron mesh is not the same as a 
2D XY calculation so the results will deviate slightly from a true 2D calculation. The meshes used on the Sedov problem 
are created by decomposing a hexahedron mesh into 24 tetrahedrons per hexahedron. The hexahedron mesh resolutions for 
Sedov XY were 24 × 24 × 2, 48 × 48 × 2, and 96 × 96 × 2. The XY domain is 1.2 cm × 1.2 cm. The depth of the XY 
mesh is chosen to make uniform zones. Next, the hexahedron mesh resolutions for Sedov XYZ were 12 × 12 × 12, 24 ×
24 × 24, and 48 × 48 × 48. The XYZ domain is 1.2 cm × 1.2 cm × 1.2 cm. Three mesh resolutions were used to assess 
convergence of the essentially Lagrangian PCH approach.
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Fig. 21. The density in the Saltzman problem at 0.8 μs is shown for the meshes with 80 × 10 × 10 and 100 × 10 × 10. The density scale goes from 1 to 
10 g/cc.
The Sedov XY results are shown in Figs. 32 and 33. The mesh plot in Fig. 32 demonstrates the approach has good 
mesh robustness and accuracy. The shock is approximately 4 cells wide. Every nodal value in the mesh is plotted in the 
scatter plots (Fig. 33). As shown in these ﬁgures, the calculations are in good agreement with the analytic solution and very 
symmetric. Next, the total change in nodal mass in Sedov XY is plotted in Fig. 34. Similar to other test problems, the total 
change in nodal mass is very small.
638 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 22. The scatter plots for the Saltzman problem at 0.7 μs (left side) and 0.8 μs (right side) is shown above for the mesh with 100 × 10 × 10 nodes.
The Sedov XYZ results are shown in Figs. 35 and 36. The mesh robustness and smoothness is demonstrated in the mesh 
plot in Fig. 35. Similar to the other test problems, the shock width is approximately 4 cells wide. Every nodal value in the 
mesh is plotted in the scatter plots (Fig. 36). As demonstrated, the solution is in good agreement with the analytic solution 
and very symmetric. The convergence results for Sedov XYZ are shown in Fig. 37. The essentially Lagrangian approach is 
converging at a rate slightly greater than 1. The convergence rate in the density is 1.037 and the convergence rate in the 
pressure is 1.2. Next, the total change in nodal mass in Sedov XYZ is plotted in Fig. 38. The total mass change is larger on 
the XYZ case than the XY problem, but the total change in nodal mass is still very small.
Lastly, the Sedov XYZ problem is calculated using the standard TQS corner pressure approach (Section 8) and the results 
are compared to mesh robustness approach proposed in this paper, which is to reduce towards ﬁrst-order as the mesh 
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 639Fig. 23. The essentially Lagrangian approach converges on the Saltzman problem. The L1 density and L1 pressure norms are used in the convergence 
analysis. The L1 errors were calculated at a time of 0.7 μs. The convergence rate in the density is 0.95 and the convergence rate in the pressure is 1.34. The 
R2 for the power law ﬁt to the L1 errors are 0.9981 and 0.9987 respectively.
Fig. 24. The calculated density and corresponding mesh at 0.6 μs for the Noh 2D Cartesian problem is shown. The mesh is smooth which demonstrates the 
robustness of the essentially Lagrangian PCH approach. The shock is spread over about 4 cells.
640 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 25. The scatter plots at 0.6 μs for the Noh 2D Cartesian problem are shown. The “wall heat” errors [48] are very small with this PCH approach. The 
convergence plots are shown in Fig. 26.
Fig. 26. The essentially Lagrangian approach converges on the Noh XY problem. The L1 density and L1 pressure norms are used in the convergence analysis. 
The L1 errors were calculated at a time of 0.6 μs. The convergence rate in the density is 0.81 and the convergence rate in the pressure is 0.84. The R2 for 
the power law ﬁt to the L1 errors are 0.9992 and 0.9992 respectively.
deforms. Speciﬁcally, the reconstruction is reduced towards a constant ﬁeld over the nodal control volume by changing the 
coeﬃcient, γc (Eq. (53)), in the limiter ratio (Eq. (48)) as a function of the nodal volume change. The motivation here is 
to show that reducing to ﬁrst order produces a more accurate solution than the nominal TQS approach. As demonstrated 
in Fig. 39, the results using the limiting approach are an improvement over the standard TQS corner pressure approach in 
terms of both accuracy and symmetry preservation.
10.6. Taylor Green
The Taylor Green vortex problem is intended to test the essentially Lagrangian approach on a problem with vorticity. The 
material is a gamma law gas, where γ = 5/3. The test problem is 2D so it is modeled using a slab that is 2 nodes thick, 
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 641Fig. 27. The nodal mass change (Eq. (68)) in the Noh XY problem is shown as a function of the node location at 0.6 μs. Similar to the piston problem, the 
change in the nodal mass is very small on this test problem; furthermore, the change in mass is further reduced as the resolution is increased.
Fig. 28. The calculated density and corresponding mesh for the Noh 3D Cartesian problem is shown. The mesh is smooth which demonstrates the robustness 
of the essentially Lagrangian PCH approach. The shock is spread over about 4 cells.
642 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 29. The scatter plots at 0.6 μs for the Noh 3D Cartesian problem are shown. The “wall heat” errors [48] with this PCH approach are much smaller than 
other Lagrangian approaches such as SGH.
Fig. 30. The essentially Lagrangian approach converges on the Noh XYZ problem. The L1 density and L1 pressure norms are used in the convergence 
analysis. The L1 errors were calculated at a time of 0.6 μs. The convergence rate in the density is 0.771 and the convergence rate in the pressure is 0.78. 
The R2 for the power law ﬁt to the L1 errors are 0.9998 and 0.9999 respectively.
which is similar to the Noh XY and Sedov XY problems. The XY domain is 1 cm × 1 cm. The initial density is 1 g/cc. The 
initial velocity and pressure ﬁelds are
ut=0 = sin(πx) cos(π y)
vt=0 = − cos(πx) sin(π y)
wt=0 = 0
pt=0 = 10+ 1
4
(
cos(2πx) + cos(2π y)) (70)
An energy source term is included to maintain a steady state solution in the compressible inviscid case [22].
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 643Fig. 31. The nodal mass change (Eq. (68)) in the Noh XYZ problem is shown as a function of the node location at 0.6 μs. Similar to the Noh XY and 
piston problems, the change in the nodal mass is very small on this test problem; furthermore, the change in mass is further reduced as the resolution is 
increased.
Fig. 32. The calculated density and corresponding mesh at 1.0 μs for the Sedov 2D Cartesian problem is shown. The shock is spread over about 4 cells and 
the solution is very symmetric.
644 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 33. The scatter plots at 1.0 μs for the Sedov 2D Cartesian problem.
Fig. 34. The nodal mass change (Eq. (68)) in the Sedov XY problem is shown as a function of the node location at 1.0 μs. Similar to other test problems, 
the amount of mass ﬂuxed through the nodal control volume is quite small. The change in mass for the ﬁnest resolution is very small.
SE = 3π
8
(
cos(πx) cos(3π y) − cos(3πx) cos(y)) (71)
Two different types of meshes were used on this test problem. The ﬁrst mesh type was built by decomposing a uniform 
hexahedron mesh into 24 tetrahedron zones per hexahedron. Three mesh resolutions were studied: 20 × 20 × 2, 40 × 40 
× 2, and 80 × 80 × 2. The results for these meshes are shown in Figs. 40 and 41. The convergence plots are provided in 
Fig. 42. The essentially Lagrangian approach is converging at a rate slightly less than 2. The next mesh type used on the 
Taylor Green vortex problem was highly unstructured. The average unstructured mesh resolutions are 0.04 cm, 0.02 cm, 
0.011 cm. The ﬁnest unstructured mesh resolution was chosen so that a comparison can be made to results published 
in [60]. The results using the highly unstructured mesh are shown in Figs. 43 and 44. As demonstrated, the essentially 
Lagrangian approach is stable and produces answers that are in reasonable agreement with the analytic solution. Lastly, the 
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 645Fig. 35. The calculated density and corresponding mesh at 1.0 μs for the Sedov 3D Cartesian problem is shown. The shock is spread over about 4 cells and 
the solution is very symmetric.
total change in nodal mass is plotted in Fig. 45. As demonstrated here, the Rusanov ﬂuxes are nearly equal to zero because it 
is smooth ﬂow problem so the essentially Lagrangian solution is extremely close to the pure Lagrangian solution. Lastly, the 
Taylor Green vortex problem is calculated using different ﬂoor values for the γc (Eq. (53)) that is used in the limiter ratio 
(Eq. (48)). The motivation for calculating the Taylor Green problem with the ﬂoor equal to 0 and 1 is to demonstrate that 
the limiting approach used in this work does not adversely affect the accuracy of smooth ﬂows that have mesh distortion. 
As demonstrated in Fig. 46, the results are virtually identical for the two ﬂoor values.
646 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 36. The scatter plots at 1.0 μs for the Sedov 3D Cartesian problem.
Fig. 37. The essentially Lagrangian approach converges on the Sedov XYZ problem. The L1 density and L1 pressure norms are used in the convergence 
analysis. The L1 errors were calculated at a time of 1.0 μs. The convergence rate in the density is 1.037 and the convergence rate in the pressure is 1.2. The 
R2 for the power law ﬁt to the L1 errors are 0.9995 and 0.9992 respectively.
Fig. 38. The nodal mass change (Eq. (68)) in the Sedov XYZ problem is shown as a function of the node location at 1.0 μs. Similar to other test problems, 
the amount of mass ﬂuxed through the nodal control volume is quite small. The change in mass for the ﬁnest resolution is very small.
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 647Fig. 39. The results presented in this paper dynamically change the limiter ratio as a function of the nodal volume change (Eq. (53)). An alternative approach 
for ensuring robust mesh motion is to use corner pressures. These two approach are compared above on the Sedov 3D Cartesian problem using a mesh 
resolution of 0.05 cm. The scatter plots are at 1.0 μs. As demonstrated on this test problem, changing the coeﬃcient on the limiting ratio can produce 
better results than the corner pressure approach.
11. Conclusion
A new essentially Lagrangian PCH approach was presented. The evolution equations for momentum and total energy are 
discretized using an edge-based ﬁnite element approach with linear basis functions. The approach solves a multidirectional 
approximate Riemann-like problem at the center of the each tetrahedron that is based on the CCH solution approach 
in [8]. In addition, a 1D Riemann problem is solved on each face of the nodal control volume to advect mass, momentum, 
and total energy. These ﬂuxes remove volume errors that arise from the PCH deﬁnition for the volume change. Without 
these additional ﬂuxes, oscillations form near discontinuities; furthermore, the approach was shown to not converge on a 
problem with discontinuities. The advective ﬂuxes go to zero in limit of a zero mesh size or on linear ﬂows so the approach 
is essentially Lagrangian.
A series of test problems were used to assess the accuracy and robustness of the essentially Lagrangian PCH approach. 
The test problems were Sod, 1D piston, Saltzman, Noh, Sedov, and Taylor Green vortex. The Noh and Sedov problems were 
calculated in both 2D and 3D Cartesian geometries. The L1 error norm was used with these test problems to show the 
new hydro approach converges to the analytic solution. The convergence rate on the test problems with shocks ranged 
from 0.84 to 1.2. On a smooth ﬂow problem, like the Taylor Green vortex problem, the convergence rate is 1.75 (velocity) 
and 1.96 (pressure). Calculations were performed with highly unstructured meshes as well as skewed meshes to test mesh 
robustness and symmetry preservation. The new approach did well on these non-ideal meshes. The essentially Lagrangian 
PCH approach presented in this paper is able to evolve the mesh in an accurate and robust manner.
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648 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 40. The calculated velocity and corresponding mesh at 0.5 μs for the Taylor Green vortex problem is shown. The mesh resolutions are 0.05 cm, 
0.025 cm, and 0.0125 cm respectively.
Fig. 41. The velocity along a line through the mesh near the bottom face at 0.5 μs on the Taylor Green vortex problem.
N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652 649Fig. 42. The essentially Lagrangian approach converges on the Taylor Green vortex problem. The L1 pressure and L1 velocity norms are used in the con-
vergence analysis. The convergence analysis was performed over the entire mesh; whereas, Fig. 41 plots the velocity along a line through the mesh. The 
L1 errors were calculated at a time of 0.5 μs. The convergence rate in the pressure is 1.96 and the convergence rate in the velocity is 1.75. The R2 for the 
power law ﬁt to the L1 errors are 0.9991 and 0.9909 respectively.
Fig. 43. The calculated velocity and the corresponding highly unstructured mesh at 0.5 μs for the Taylor Green vortex problem is shown. The average mesh 
resolutions are 0.04 cm, 0.02 cm, and 0.011 cm respectively.
650 N.R. Morgan et al. / Journal of Computational Physics 281 (2015) 614–652Fig. 44. The velocity along a line through the mesh near the bottom face at 0.5 μs on the Taylor Green vortex problem using an unstructured mesh. The 
meshes are shown in Fig. 43.
Fig. 45. The nodal mass change (Eq. (68)) in the Taylor Green vortex problem is shown as a function of the node location from the bottom-left edge at 
0.5 μs. The Rusanov ﬂuxes are extremely small on smooth ﬂows due to the linear reconstructions. The essentially Lagrangian solution is nearly identical to 
a purely Lagrangian solution on a smooth ﬂow. The corresponding meshes are shown in Fig. 40.
Fig. 46. The limiting approach used in this paper dynamically reduces to a ﬁrst-order reconstruction as a function of the nodal volume change (Eq. (53)). 
A ﬂoor value of 1 will not alter the limiting process, and a ﬂoor value of 0 allows the reconstruction to fully reduce to 1st-order. The plot above demon-
strates that this limiting approach does not adversely affect the accuracy of the solution on smooth ﬂows that have mesh distortion because the results 
with a ﬂoor value of 1 are virtually identical to the results with a ﬂoor value of 0.
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