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Abstract
In this paper, we propose numerical solution to solve a system of fuzzy nonlinear equations based on homotopy
method. In this method the algorithm is illustrated by solving several numerical examples.
Keywords: Homotopy and continuation method, Fuzzy parametric form, Fuzzy nonlinear equations.
1 Introduction
Systems of simultaneous nonlinear equations play a major role in various areas such as mathematics, statistics,
engineering and social sciences. The concept of fuzzy numbers and arithmetic operation with these numbers were
ﬁrst introduced and investigated by Zadeh [15]. One of the major applications of fuzzy number arithmetic is nonlinear
systems whose parameters are all or partially represented by fuzzy numbers [11, 14]. Standard analytical techniques
like Buckley and Qu method [6, 7, 8, 9], can not be suitable for solving the systems such as
{
ax5+by4+cx3+dy3+exy+ f = g;
x−cos(y) = k;
wherex;y;a;b;c;d;e; f;gandk arefuzzynumbers. ThenumericalsolutionofafuzzynonlinearequationsbyNewton’s
methodwasconsideredin[1]andthehomotopymethodisemployedin[2], thereforeweneedtodevelopthenumerical
methods to ﬁnd the solutions of a system of fuzzy nonlinear equations. Here, we consider a system of nonlinear
equations, in general, as {
F(x;y) = 0;
G(x;y) = 0:
so that the above system is solved by the Newton’s method in [3] and the Fixed point method in [4]. We propose the
extended numerical method based on Homotopy and Continuation Method for solving a system of fuzzy nonlinear
equations. The paper is organized as follows:
In section 2, we recall some fundamental results of fuzzy numbers. In section 3, we propose Homotopy and Contin-
uation Method for solving fuzzy nonlinear systems. In section 4, we illustrate some examples and conclusions are
present in the last section.
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2 Preliminaries
We represent an arbitrary fuzzy number by an ordered pair function (u(r);u(r)), which satisﬁes the following
requirements [12]:
a: u(r)
is abounded monotonic increasing left continuous function,
b: u(r)
is abounded monotonic decreasing left continuous function,
c: u(r) ≤ u(r) , 0 ≤ r ≤ 1.
A crisp number a is simply represented by u(r) = u(r) = a, 0 ≤ r ≤ 1. We recall that for a < b < c which a;b;c ∈ R,
the triangular fuzzy number u = (a;b;c) are determined by a;b;c such that u(r) = a+(b−a)r and u(r) = c−(c−b)r
are the endpoints of the r-level sets, for all r ∈ [0;1]. We deﬁne: (1) u > 0 if a > 0; (2) u ≥ 0 if a ≥ 0; (3) u < 0 when
c < 0; and (4) u ≤ 0 whenever c ≤ 0. Let E be the set of all fuzzy number on Â.
For arbitrary u = (u(r);u(r)), v = (v(r);v(r)) and k > 0, we deﬁne addition u⊕v , subtraction u⊖v and scalar multi-
plication by k as [16].
a) Addition:
u⊕v = (u(r)+v(r);u(r)+v(r)) ,
b) subtraction:
u⊖v = (u(r)−v(r);u(r)−v(r)) ,
c) scalar multiplication:
k⊙u =
{(ku;ku) k ≥ 0
;
(ku;ku); k < 0
if k = −1 then k⊙u = −u.
3 Homotopy or continuation method
Now, at this stage, a solution can be obtained for a system of fuzzy nonlinear equations
{
F(x;y) = 0;
G(x;y) = 0:
where x and y are fuzzy numbers. The parametric form ∀r ∈ [0;1], is as follows:

  
  
F(x;x;y;y;r) = 0;
F(x;x;y;y;r) = 0;
G(x;x;y;y;r) = 0;
G(x;x;y;y;r) = 0:
(3.1)
In homotopy method, using a parameter l ∈ [0;1], we can embed Eq. (3.1) in a one-parameter family of problems.
It is known that the original problem Eq. (3.1) and a problem with a know solution corresponds to l = 1 and l = 0,
respectively. For example, for x0;y0 ∈ E, the set of problems
{
H1(l;x;y) = lF(x;y)+(1−l)[F(x;y)−F(x0;y0)] = 0;
H2(l;x;y) = lG(x;y)+(1−l)[G(x;y)−G(x0;y0)] = 0;
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or in parametric form ∀r ∈ [0;1]

  
  
H1(l;x;x;y;y;r) = F(x;x;y;y;r)+(l −1)F(x0;x0;y0;y0;r) = 0;
H1(l;x;x;y;y;r) = F(x;x;y;y;r)+(l −1)F(x0;x0;y0;y0;r) = 0;
H2(l;x;x;y;y;r) = G(x;x;y;y;r)+(l −1)G(x0;x0;y0;y0;r) = 0;
H2(l;x;x;y;y;r) = G(x;x;y;y;r)+(l −1)G(x0;x0;y0;y0;r) = 0;
are obtained where (x0;y0) = (x0;x0;y0;y0) is an initial approximation of Eq. (3.1). It can be concluded easily that
{
H1(0;x;y) = F(x;y)−F(x0;y0) = 0; H1(1;x;y) = F(x;y) = 0;
H2(0;x;y) = G(x;y)−G(x0;y0) = 0; H2(1;x;y) = G(x;y) = 0;
there appears a similarity of changing process for l from zero to unity, H1(l;x;y) from F(x0;y0) to F(x;y) and
H2(l;x;y) from G(x0;y0) to G(x;y). It is through Homotopy or continuation method that we can determine (x∗;y∗) =
(x1;x1;y1;y1) (for l = 1 ) which leads to the solution of sequence of problems with 0 = l0 < l1 < ··· < lm = 1. The
initial approximation to the solution of

  
  
H1(li;x;x;y;y;r) = F(x;x;y;y;r)+(li−1)F(x0;x0;y0;y0;r) = 0;
H1(li;x;x;y;y;r) = F(x;x;y;y;r)+(li−1)F(x0;x0;y0;y0;r) = 0;
H2(li;x;x;y;y;r) = G(x;x;y;y;r)+(li−1)G(x0;x0;y0;y0;r) = 0;
H2(li;x;x;y;y;r) = G(x;x;y;y;r)+(li−1)G(x0;x0;y0;y0;r) = 0;
(3.2)
would be obtained as the solution (xli−1;yli−1) = (xli−1;xli−1;yli−1;yli−1) to the problem

  
  
H1(li−1;x;x;y;y;r) = F(x;x;y;y;r)+(li−1−1)F(x0;x0;y0;y0;r) = 0;
H1(li−1;x;x;y;y;r) = F(x;x;y;y;r)+(li−1−1)F(x0;x0;y0;y0;r) = 0;
H2(li−1;x;x;y;y;r) = G(x;x;y;y;r)+(li−1−1)G(x0;x0;y0;y0;r) = 0;
H2(li−1;x;x;y;y;r) = G(x;x;y;y;r)+(li−1−1)G(x0;x0;y0;y0;r) = 0;
(3.3)
In this paper, we take ∀r ∈ [0;1] and a ﬁxed l ∈ [0;1]. We use Newton’s method to solve Eq. (3.2) and Eq. (3.3), in
which a sequence is generated from Eq. (3.2) as
(
x
(n)
li
y
(n)
li
)
=
(
x
(n−1)
li
y
(n−1)
li
)
−J(x
(n−1)
li ;y
(n−1)
li )−1
(
H1(li;x
(n−1)
li ;y
(n−1)
li )
H2(li;x
(n−1)
li ;y
(n−1)
li )
)
; (3.4)
which converges rapidly to a solution (xli;yli) if (x
(0)
li ;y
(0)
li ) (= (xli−1;yli−1) ) is sufﬁciently close to (xli;yli) , where
J(xl;yl) =

 




¶H1
¶x
¶H1
¶x
¶H1
¶y
¶H1
¶y
¶H1
¶x
¶H1
¶x
¶H1
¶y
¶H1
¶y
¶H2
¶x
¶H2
¶x
¶H2
¶y
¶H2
¶y
¶H2
¶x
¶H2
¶x
¶H2
¶y
¶H2
¶y

 




;
and ∥ J(xl;yl)−1 ∥≤ M for a constant M, [10]. We performed the computation of Eq. (3.4) in a two step manner.
First, we solve the following equations:
J(x
(n−1)
li ;y
(n−1)
li )
(
h
(n−1)
li
k
(n−1)
li
)
= −
(
H1(li;x
(n−1)
li ;y
(n−1)
li )
H2(li;x
(n−1)
li ;y
(n−1)
li )
)
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where hli = (hli;hli) and kli = (kli;kli). Second, the next approximations for x
(n)
li and y
(n)
li are as follows:

     
     
x
(n)
li = x
(n−1)
li +h
(n−1)
li ;
x
(n)
li = x
(n−1)
li +h
(n−1)
li ;
y
(n)
li = y
(n−1)
li +k
(n−1)
li ;
y
(n)
li = y
(n−1)
li +k
(n−1)
li :
4 Numerical application
We consider two examples to illustrate the presented method for fuzzy nonlinear systems.
Example 4.1. Consider the 2×2 fuzzy nonlinear system [6]
{
x2+y2 = (4:4;5;7);
x2+y3+(1;2;3) = (8:6;11;17:2):
First, we assume that x and y are positive, then the parametric form of this system is as follows:

    
    
x2+y2 = (4:4+0:6r);
x2+y2 = (7−2r);
x2+y3+(1+r) = (8:6+2:4r);
x2+y3+(3−r) = (17:2−6:2r):
To obtain initial guess, we use above system for r = 0 and r = 1. Therefore

    
    
x2(0)+y2(0) = 4:4;
x2(0)+y2(0) = 7;
x2(0)+y3(0) = 7:6;
x2(0)+y3(0) = 14:2;

    
    
x2(1)+y2(1) = 5;
x2(1)+y2(1) = 5;
x2(1)+y3(1) = 9;
x2(1)+y3(1) = 9:
Consequently x(0) = 0:9036; x(0) = 1:2567; y(0) = 1:893; y(0) = 2:32824; x(1) = x(1) = 1 and y(1) = y(1) = 2 .
Therefore, initial guess is x0 = (0:9036;1;1:2567);y0 = (1:893;2;2:32824) and hence x0 = (0:904+0:096r;1:257−
0:257r);y0 = (1:893+0:107r;2:328−0:328r). The Jacobian matrix is
J(xl;yl) =




2xl(r) 0 2yl(r) 0
0 2xl(r) 0 2yl(r)
2xl(r) 0 3yl
2(r) 0
0 2xl(r) 0 3yl
2(r)




By li =li−1+0:25 for i =1;··· ;4, we obtain the solutions which the maximum error would be about 10−3 and 10−3,
respectively. For more details see Figs. 1, 2, 3 and 4.
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Now suppose x and y are negative. We have
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1
Figure 1: Standard analytical solution for x.
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Figure 2: Approximate solution for x.
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Figure 3: Standard analytical solution for y.
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Figure 4: Approximate solution for y.
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
    
    
x2+y2 = (4:4+0:6r);
x2+y2 = (7−2r);
x2+y3+(1+r) = (8:6+2:4r);
x2+y3+(3−r) = (17:2−6:2r):
For r = 0, we have y = 2:018886 and y = 2:24241; therefore, negative roots do not exit.
Example 4.2. Consider the 2×2 fuzzy nonlinear system [6]
{
x2+y2 = (12;13;17:6);
x2−0:25y2 = (0:6;1:75;3:5):
First, we assume that x and y are positive; then, the parametric form of this system is as follows:

    
    
x2+y2 = (12+r);
x2+y2 = (17:6−4:6r);
x2−0:25y2 = (0:6+1:15r);
x2−0:25y2 = (3:5−1:75r):
Bysolvingtheabovesystemforr=0andr=1, weobtaintheinitialguessx0 =(1:89734;2;2:3664);y0 =(2:89828;3;3:3:4641)
and hence x0 = (1:8973+0:1027r;2:3664−0:3664r);y0 = (2:8983+0:1017r;3:4641−0:4641r). The Jacobian ma-
trix is
J(xl;yl) =




2xl(r) 0 2yl(r) 0
0 2xl(r) 0 2yl(r)
2xl(r) 0 0 −0:5yl(r)
0 2xl(r) −0:5yl(r) 0




By li = li−1 +0:25 for i = 1;··· ;4, we obtain the solutions which the maximum error would be about 10−3 and
3×10−3, respectively. For more details see Figs. 5, 6, 7 and 8.
Now suppose x and y are negative, we have

    
    
x2+y2 = (12+r);
x2+y2 = (17:6−4:6r);
x2−0:25y2 = (0:6+1:15r);
x2−0:25y2 = (3:5−1:75r):
For r = 0, we have y = −3:25396 and y = −3:74794, hence y > y; therefore, negative roots do not exit.
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Figure 5: Standard analytical solution for x.
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Figure 6: Approximate solution for x.
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Figure 7: Standard analytical solution for y.
2.8 2.9 3 3.1 3.2 3.3 3.4 3.5 3.6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 8: Approximate solution for y.
5 Conclusion
In this paper, we considered fuzzy nonlinear system. The original system is converted to a crisp nonlinear system.
Then, we applied the Homotopy and Continuation method to approximate the solution of nonlinear system. Finally,
examples were presented to illustrate the proposed method.
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