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Pra´ce se zaby´va´ srovna´nı´m trˇı´ open–source Linux/Unix aplikacı´ Nagios, Zabbix, Big Sister slouzˇı´-
cı´ch k monitorova´nı´ stavu a sluzˇeb pocˇı´tacˇove´ sı´teˇ. Pro kazˇdou aplikaci je uveden strucˇny´ princip
konfigurace a sledova´nı´ sı´teˇ. Pro srovna´nı´ je pouzˇit seznam akcı´ a proble´mu˚, se ktery´mi se lze v
beˇzˇne´m provozu setkat nejcˇasteˇji. Pro jednotlive´ aplikace je pak naznacˇen zpu˚sob rˇesˇenı´, vcˇetneˇ
konkre´tnı´ho postupu v dane´ aplikaci.
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Abstract
This thesis is comparison of three open–source Linux/Unix network monitoring applications Na-
gios, Zabbix, Big Sister. Every application is described according to its basic fundamentals. The
comparison is done through managing series of tests based on real environment experience. Solu-
tion to these problems and specific procedure differencies are described for each application.
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Rozvoj pocˇı´tacˇovy´ch technologiı´ je do znacˇne´ mı´ry ekvivalentnı´ pojmu rozvoj pocˇı´tacˇovy´ch sı´tı´
a jejich u´drzˇba. Pocˇı´tacˇove´ sluzˇby jsou zrˇı´dka poskytova´ny a vyuzˇı´vany jiny´m zpu˚sobem nezˇ pro-
strˇednictvı´m pocˇı´tacˇove´ sı´teˇ. Kvalita sluzˇeb je tak prˇı´mo u´meˇrna´ efektivnı´mu monitorova´nı´ sit’ove´ho
provozu.
Problematikou pra´ce je porovna´nı´ trˇı´ nejrozsˇı´rˇeneˇjsˇı´ch open-source aplikacı´ pro monitorova´nı´
sı´t’ovy´ch prvku˚ Nagios, Zabbix a Big Sister. Jsou uvedeny obecne´ informace o zpu˚sobu konfigurace
a fungova´nı´ jednotlivy´ch aplikacı´ vcˇetneˇ obecne´ struktury konfiguracˇnı´ch souboru˚ i konkre´tnı´ch
prˇı´kladu˚.
Podat prˇesny´ popis vsˇech atributu˚ jednotlivy´ch aplikacı´ nenı´ cı´lem te´to pra´ce. Informace tohoto
typu jsou detailneˇ probra´ny zde [5, 6, 3]. Studium a pouzˇı´va´nı´ te´to dokumentace je doporucˇeno par-
alelneˇ se studiem te´to pracı´. Za´rovenˇ je prˇedpokla´da´no alesponˇ letme´ sezna´menı´ se s problematikou
sledova´nı´ provozu pocˇı´tacˇovy´ch sı´tı´.
Steˇzˇejnı´m bodem pra´ce je soubor nejcˇasteˇjsˇı´ch akcı´, se ktery´mi se osoba poveˇrˇena´ spra´vou
a monitorova´nı´m sı´teˇ mu˚zˇe setkat v praxi. Mezi tyto akce patrˇı´ ru˚zna´ nastavenı´ v souvislosti s no-
tifikacı´ o nedostupnosti sluzˇeb. Da´le pak specifikace ru˚zny´ch monitorovacı´ch intervalu˚ pro ru˚zne´
sluzˇby s ohledem na aktua´lnı´ stav, ve ktere´m se dana´ sluzˇba nacha´zı´. V poslednı´ rˇadeˇ pak po-
drobneˇjsˇı´ monitorova´nı´ vzda´leny´ch stanic.
Tyto u´kony jsou stejne´ pro kazˇdou aplikaci, a jsou zpracova´ny v za´veˇrecˇny´ch kapitola´ch jed-
notlivy´ch sekcı´. Prˇı´stup a efektivita jejich rˇesˇenı´ jsou pak hlavnı´m krite´riem prˇi srovna´nı´ moni-
torovacı´ch aplikacı´.
Obecne´ aspekty monitorovacı´ch aplikacı´, ktere´ nebylo mozˇne´ zarˇadit a porovnat v ra´mci jed-
notlivy´ch syste´mu˚, jsou dodatecˇneˇ zmı´neˇny v za´veˇrecˇne´ kapitole Srovna´nı´ Nagios, Zabbix a Big






Monitorova´cı´ aplikace Nagios je open-source k dispozici na http://www.nagios.org. Provoz vyzˇaduje
na´sledujı´cı´ komponenty
• OS typu Linux/Unix
• Nagios-plugins
Jedna´ se o neˇkolik skriptu˚ nebo bina´rnı´ch souboru˚, ktere´ jsou samostaneˇ schopny vyhodnotit
dostupnost urcˇite´ sluzˇby a vy´sledek prˇedat hlavnı´ aplikaci.
• Web server
Doporucˇen Apache s podporou gd knihovny Thomase Boutella verze 1.6.3 nebo noveˇjsˇı´ (po-
zˇadova´no pro stavovou mapu a trendy CGI).
• NRPE
Nagios agent pro monitorova´nı´ vzda´leny´ch stanic s OS typu Linux/Unix.
• NSClient++
Nagios agent pro monitorova´nı´ vzda´leny´ch stanic s OS typu Windows. K dispozici na
http://sourceforge.net/projects/nscplus.
Podrobneˇjsˇı´ informace k te´to problematice viz [5].
2.2 Konfigurace
2.2.1 Server
Serverove´ rozhranı´ Nagios je konfigurova´no prostrˇednictvı´m neˇkolika textovy´ch souboru˚. Vesˇkere´
zmeˇny v konfiguracˇnı´ch souborech si vyzˇadujı´ restart procesu, aby nabyly platnosti.
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Hlavnı´ konfiguracˇnı´ soubor
Za´kladnı´m prvkem konfigurace je hlavnı´ konfiguracˇnı´ soubor, ktery´ je prˇeda´va´n prˇi spusˇteˇnı´ pro-
gramu jako parametr. Prvnı´ skupinou dat jsou cesty k ostatnı´m konfiguracˇnı´m souboru˚m, log soubo-
ru a stavove´mu souboru (obsahuje data popisujı´cı´ vy´sledky monitorova´nı´, ktera´ jsou projektova´na
na webove´ rozhranı´). Dalsˇı´ skupinou nastavenı´ je povolenı´ nebo zaka´za´nı´ urcˇity´ch aspektu˚ moni-
torova´nı´ (notifikace, externı´ prˇı´kazy).
Makro soubor
Obsahuje uzˇivatelem definovana´ makra, ktera´ lze pouzˇı´t naprˇ. v definici prˇı´kazu. Jak se makra
pouzˇı´va´jı´ je objasneˇno zde [5].
Soubory s objekty monitorova´nı´
Obsahujı´ data, ktera´ se vztahujı´ k tomu, co se bude monitorovat. Lze zde definovat a popsat tyto
za´kladnı´ typy objektu˚:
• Sluzˇby – service
Vztahujı´ se vzˇdy k neˇjake´mu objektu typu stanice a popisujı´ jeho vlastnosti (za´teˇzˇ procesoru,
volne´ mı´sto na pevne´m disku) nebo jı´m poskytovane´ sluzˇby (ftp, http).
• Skupina sluzˇeb – servicegroup
Skupina objektu˚ typu sluzˇba.
• Stanice – host
Fyzicke´ zarˇı´zenı´ na sı´ti, ke ktere´mu se vztahujı´ vybrane´ sluzˇby nebo jich vyuzˇı´va´.
• Skupina stanice – hostgroup
Skupina objektu˚ typu stanice.
• Kontakt – contact
Osoby, na jejichzˇ kontaktnı´ adresu (email, telefonnı´ cˇı´slo) bude dorucˇena notifikace.
• Skupina kontaktu˚ – contactgroup
Skupina objektu˚ typu kontakt.
• Prˇı´kazy – command
Obsahujı´ vola´nı´ programu nebo skriptu, ktera budou spusˇteˇny v ra´mci monitorovacı´ nebo
notifikacˇnı´ akce (naprˇ. notifikace pomocı´ emailu, pouzˇije k rozesla´nı´ zpra´vy program mail,
teˇlo zpra´vy bude obsahovat informace o monitorovane´ sluzˇbeˇ. V syntaxi Nagiosu bude toto
reprezentova´no jednı´m prˇı´kazem notify-by-email).
• ˇCasovy´ u´sek – timeperiod
Urcˇuje dobu, po kterou budou stanice a sluzˇby monitorova´ny a rozesı´la´ny notifikace.
CGI konfiguracˇnı´ soubor
Webove´ rozhranı´ Nagios je konstruova´no prostrˇednictvı´m CGI skriptu˚. V konfiguracˇnı´m souboru




Agent Nagios (NRPE, NSClient++) je konfigurova´n jednı´m textovy´m souborem. Neobsahuje zˇa´dna´
data podobna´ konfiguracˇnı´m souboru˚m serverove´ cˇa´sti aplikace. Nejdu˚lezˇiteˇjsˇı´mi uda´ji je seznam
IP adres Nagios serveru˚, se ktery´mi ma´ agent povoleno komunikovat.
2.3 Monitorova´nı´ provozu
Soubory s objekty monitorova´nı´ obsahujı´ struktury (typy objektu˚) jejichzˇ soucˇa´stı´ jejichzˇ soucˇa´stı´
jsou nagios-pluginy, cozˇ znamena´, zˇe konkre´tnı´ typ objektu (stanice, sluzˇba) jsou monitorova´ny
prostrˇednictvı´m tohoto pluginu.
2.3.1 Kontrola stanic
Kontroly stanic jsou prova´deˇny v ra´mci sktruktury Stanice v Souborech s objekty monitorova´nı´.
Monitorova´nı´ je v prˇı´padeˇ Kontroly stanic plneˇ rˇı´zeno Nagiosem.
Vy´znam Kontroly stanic spocˇı´va´ v otestova´nı´ dostupnosti zarˇı´zenı´, pokud libovolna´ Kontrola
sluzˇby vra´tı´ status non-OK, tzn. zda je cı´love´ zarˇı´zenı´ vu˚bec k dispozici, zda ma´ smysl prova´deˇt na
tomto zarˇı´zenı´ dalsˇı´ s nı´m asociovane´ Kontroly sluzˇeb.
2.3.2 Kontrola sluzˇeb
Kontroly sluzˇeb jsou prova´deˇny v ra´mci sktruktury Sluzˇba v Souborech s objekty monitorova´nı´.
Kontroly sluzˇeb jsou hlavnı´ prostrˇedek pro monitorova´nı´ sı´teˇ.
Struktura Sluzˇba obsahuje zejme´na tyto polozˇky. Sluzˇba se vztahuje k zarˇı´zenı´ v host_name,
plugin je uveden v check_command a mu˚zˇe vyzˇadovat dalsˇı´ parametry. Polozˇka contact_groups
urcˇuje skupinu uzˇivatelu˚, ktera´ obdrzˇı´ prˇı´padne´ notifikace. Seznam a popis vsˇech polozˇek struktury
zde najı´t v [5].
2.4 Pouzˇitı´ v praxi
Interval monitorova´nı´
Vyhodnocenı´ statutu sluzˇby (dostupna´ – OK, nedostupna´ – CRITICAL) probı´ha´ na za´kladeˇ neˇko-
lika pokusu˚ s ru˚zny´mi cˇasovy´mi intervaly mezi jednotlivy´mi pokusy. Pro neˇktere´ sluzˇby je vhodne´
pouzˇı´t delsˇı´ cˇasovou prodlevu, veˇtsˇı´ pocˇet opakova´nı´, pro jine´ tomu mu˚zˇe by´t naopak. Polozˇka
max_check_attempts urcˇuje pocˇet pokusu˚ (pocˇet spusˇteˇnı´ pluginu check_ftp), po ktery´ch bude
status vyhodnocen jako CRITICAL. Mezi pokusy je interval retry_check_interval minut.

















Maxima´lnı´ doba, po kterou se bude testova´nı´ sluzˇby (Kontrola sluzˇby) pokousˇet o u´speˇsˇny´ dotaz
pluginem, je v hlavnı´m konfiguracˇnı´m souboru polozˇka service_check_timeout. Standartneˇ je
tato hodnota nastavena 10s. Timeout lze meˇnit i prˇı´mo jako parametr pluginu, pokud je podporova´n.
Notifikace
Polozˇka contact_groups ve strukturˇe Sluzˇba urcˇuje skupinu kontaktu˚, ktery´m se budou zası´lat







Kontakt ze skupiny kontaktu˚ ma ve sve´ strukturˇe emailovou adresu, prˇı´kazy pro jednotlive´ noti-
fikace service_notification_commands, host_notification_commands a omezenı´ prˇı´jmu






















command_line /usr/bin/printf "%b" "***** Nagios @VERSION@ *****\n\n
Notification Type: $NOTIFICATIONTYPE$\nHost: $HOSTNAME$
\n State: $HOSTSTATE$\nAddress: $HOSTADDRESS$\nInfo:
$HOSTOUTPUT$\n\nDate/Time: $LONGDATETIME$\n"







Notifikace s ohledem na hierarchii sı´teˇ
Prˇi slozˇiteˇjsˇı´ topologii sı´teˇ, kdy neˇktere´ jejı´ prvky tvorˇı´ podsı´teˇ a jsou dostupne´(status UP) prˇes
prvky typu router apod., je neefektivnı´ prˇı´jı´mat notifikace o nedostupnosti(status DOWN) sluzˇeb
na pocˇı´tacˇı´ch v podsı´ti, pokud je samotna´ podsı´t’ (resp. router, spojujı´cı´ podsı´t’ se zbytkem siteˇ)
nedostupna´. Polozˇka parents osˇetrˇuje tuto situaci. Pokud je stanice Router1 DOWN, je stanici
Pc1 prˇirˇazen mı´sto statutu DOWN, status UNREACHABLE. Polozˇka notification_options
pak umozˇnˇuje regulovat zası´la´nı´ notifikacı´, v tomto prˇı´padeˇ nenı´ prˇı´tomna podmı´nka na zasla´nı´












Testova´nı´ dostupnosti sluzˇeb prˇi nedostupnosti stanice
Pokud libovolna´ Kontrola sluzˇby vra´tı´ non-OK status,provede se prˇı´kaz check-host-alive, ktery´
je zodpoveˇdny´ za zjisˇteˇnı´ statusu zarˇı´zenı´. Dokud check-host-alive nevra´tı´ status OK, nebude
se Nagios pokousˇet monitorovat sluzˇby na dane´m zarˇı´zenı´.
Flapping
Nagios podporuje specia´lnı´ osˇetrˇenı´ stavu, kdy stanice nebo sluzˇba meˇnı´ svu˚j stav velmi cˇasto. Vı´ce
o te´to problematice v dokumentaci [5].
Monitorova´nı´ vzda´leny´ch stanic
Ziska´nı´ priva´tnı´ch informacı´ (za´teˇzˇ CPU) ze vzda´leny´ch stanic zajisˇt’uje v prostrˇedı´ Nagios agent
(NRPE pro Linux/Unix, NSClient++ pro OS Windows), ktery´ musı´ beˇzˇet na vzda´lene´m pocˇı´tacˇi.
7
Spolu s NRPE musı´ by´t na vzda´lene´ stanici nainstalova´ny nagios-pluginy. Vola´nı´ prˇı´kazu na vzda´le-
ne´ stanici ze serveru se prova´dı´ prostrˇednictvı´m specia´lnı´ho check_nrpe pluginu. Struktury v kon-










-H $HOSTADDRESS$ -c $ARG1$
}
Pro Windows je trˇeba nainstalovat NSClient++, postup je analogicky´, pouze mı´sto ckeck_nrpe
pluginu se pouzˇije plugin ckeck_nt.
Vzda´lene´ sluzˇby lze testovat prˇes vzda´lene´ prˇipojenı´ SSH pluginem check_by_ssh, ktery´
nevyzˇaduje agenta na vzda´lene´ stanici. Princip je podobny´ jako u vy´sˇe uvedeny´ch pluginu˚, syn-
taxe pouzˇitı´ je vsˇak jina´. Pro prˇesny´ popis vı´ce na [5].
Obsluha uda´lostı´
Obsluha uda´losti dovoluje spustit v okamzˇiku proble´mu uzˇivatelem vytvorˇeny´ skript, ktery´ by
se meˇl pokusit sluzˇbu opravit naprˇ. restartovat sluzˇbu. Architektura Nagios automaticky defin-
uje, kdy je takovy´ skript spusˇteˇn. Nejprve se pokusı´ spustit skript v okamzˇiku prˇedposlednı´ho
testova´nı´ sluzˇby (test v porˇadı´ max_check_attempts - 1) nezˇ je proveden poslednı´ test prˇed
vyvola´nı´m notifikace. A pak jesˇteˇ jednou pokud poslednı´ test (test v porˇadı´ max_check_attempts)
selzˇe. Pokud od te´to chvı´le sluzˇba prˇetrva´va´ v CRITICAL stavu bude skript vola´n jednou za
normal_check_interval dobu. Obsluha uda´losti musı´ by´t povolena v hlavnı´m konfiguracˇnı´m
souboru v enable_event_handlers i u samotne´ sluzˇby event_handler_enabled.
Na´sledujı´cı´ konfiguracı´ se pomocı´ skriptu script-restart-ftd Nagios pokusı´ restartovat FTP sluzˇ-















Rozsˇı´rˇenı´: Existujı´ prˇı´kazy, ktere´ lze prˇedat Nagiosu z jiny´ch aplikacı´ (naprˇ. prostrˇednictvı´m CGI
rozhranı´ lze prˇedat prˇı´kaz, ktery´ na specifickou dobu zrusˇı´ vsˇechny kontroly sluzˇeb ty´kajı´cı´ se
pocˇı´tacˇe pc1). Prˇı´kaz se zapı´sˇe do souboru nagios.cmd, ktery´ je Nagiosem kontrolova´n jednou za
command_check_interval sekund (lze nastavit v hlavnı´m konfiguracˇnı´m souboru). Seznam jizˇ
vytvorˇeny´ch prˇı´kazu˚ a jejich syntaxe je k dispozici v [5].
Mozˇnosti webove´ho rozhranı´
Nagios nelze prima´rneˇ konfigurovat prostrˇednictvı´m webove´ho rozhranı´ tzn. nelze meˇnit obsah
konfiguracˇnı´ch souboru˚, prˇida´vat nove´ stanice nebo sluzˇby. U monitorovany´ch sluzˇeb vsˇak lze naprˇ.
pla´novat jejich prova´deˇnı´, vypnout/zapnout obsluhu uda´losti nebo notifikaci.
Tvorba vlastnı´ch testovacı´ch skriptu˚ a aplikacı´





Monitorova´cı´ aplikace Zabbix je open-source k dispozici na http://www.zabbix.org. Provoz vyzˇaduje
na´sledujı´cı´ komponenty
• OS typu Linux/Unix
• Apache
Verze 1.3.12 nebo noveˇjsˇı´.
• MySQL (nebo PostgreSQL)
Verze 3.22 MySQL nebo noveˇjsˇı´. Versze 7.0.2 PostgreSQL nebo noveˇjsˇı´. MySQL nebo Post-
greSQL knihovny.
• PHP
Verze 4.0 nebo noveˇjsˇı´ jako Apache modul.
• PHP GD nebo GD2 modul
Nutne´ pro zobrazenı´ grafu˚ a map, podpora PNG graficke´ho forma´tu.
Podrobneˇjsˇı´ informace k te´to problematice zde [6].
3.2 Konfigurace
3.2.1 Server
Serverova´ cˇa´st Zabbix vyuzˇı´va´ pro za´kladnı´ nastavenı´ konfigurace jeden konfiguracˇnı´ soubor. Sou-
bor neobsahuje data, ktera´ bezprostrˇedneˇ souvisı´ s konfiguracı´ monitorovanı´. Konfiguracˇnı´ data se
ty´kajı´ nastavenı´ prˇı´stupu k databa´zi, umı´steˇnı´ logovacı´ho souboru atd.
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3.2.2 Webove´ rozhranı´
Konfigurace elementu˚ ty´kajı´cı´ch se samotne´ho monitorovanı´ probı´ha´ vy´hradneˇ prˇes webove´ graficke´
rozhranı´ v sekci Configuration.
Nastavenı´ informacˇnı´ch parametru˚ je v podsekci General (Users, Housekeeper, Working Time)
Lze ponechat implicitnı´, je podobne´ i pro ru˚zne´ typy sledovany´ch sı´tı´.
Za´kladnı´ konfigurace, zajisˇt’ujı´cı´ monitorova´nı´ libovolne´ sluzˇby nebo stroje na sı´ti, lze prove´st
konkre´tnı´m nastavenı´m v podsekcı´ch Hosts, Items, Triggers, Actions. Notifikaci zajistı´ nastavenı´
v Media Types, Media, Users.
Sekce Maps, Graphs, Screens zprostrˇedkova´vajı´ vy´stup monitorova´nı´ do uzˇivatelsky pohodl-
ne´ho forma´tu. Sekce Screens umozˇnˇuje nakombinovat neˇkolik grafu˚ vedle sebe a celou sı´t’ tak je
mozˇne´ sledovat na jedne´ obrazovce.
Configuration→ Hosts
V te´to sekci lze objekty v sı´ti zane´st do Zabbixu a zajistit tak jejich sledova´nı´. Nova´ stanice se
do syste´mu prˇida´ vyplneˇnı´m formula´rˇe, pomocı´ ktere´ho lze stanici prˇirˇadit i dalsˇı´ atributy. Lze
pouzˇı´t specia´lnı´ sˇablonu (Link with template), ktera´ podle povahy stroje (OS Windows nebo Unix,
posˇtovnı´ server, databa´zovy´ server) automaticky zavede sluzˇby, ktere´ se pro dany´ typ prˇedpokla´dajı´.
Configuration→ Items
Items jsou zpu˚sob, jak do monitorovacı´ho systemu prˇidat novy´ element (co a kde ma´ by´t mon-
itorova´no). Zabbix obsahuje neˇkolik prˇeddefinovany´ch Items, ktere´ se va´zˇou ke skupine zvolene´
v Configuration→Hosts pomocı´ Link with Template. Pokud nechceme monitorovany´ objekt zarˇadit
do zˇa´dne´ jizˇ prˇeddefinovane´ skupiny, musı´ se mu Items prˇirˇadit samostatneˇ. Pro prˇida´va´nı´ Items je
potrˇeba nastavit uzˇivateli pra´va v Configuration→ Users.
Configuration→ Triggers
Pomocı´ neˇkolika promeˇnny´ch a opera´toru˚ lze sestavit vy´raz, ktery´ vracı´ TRUE, FALSE nebo UN-
KNOWN. Promeˇnne´ v tomto prˇı´padeˇ prˇedstavujı´ na´vratove´ hodnoty monitorovany´ch elementu˚
(na´vratove´ hodnoty z Items).
Configuration→ Actions
Actions vyuzˇı´va´ Triggers k vygenerova´nı´ akce, kterou je zpravidla notifikace (email, SMS zpra´va)
nebo vykonanı´ vzda´lene´ho prˇı´kazu.
Configuration→ Users→Media
Nastavenı´ emailove´ adresy pro zası´la´nı´ notifikacı´. V sekci Configuration → General → Media
Types je potrˇeba nastavit tote´zˇ a specifikovat typ notifikace (email, SMS).
3.2.3 Agent
Zabbix Agent proces je nutny´ na vsˇech monitorovany´ch stanicı´ch vcˇetneˇ serveru. Omezene´ mnozˇstvı´
sluzˇeb lze prove´st i bez agenta. Konfiguracˇnı´ soubor obsahuje standartnı´ na´lezˇitosti (IP adresu
serveru a dalsˇı´).
3.3 Monitorova´nı´ provozu
Monitorova´nı´ Zabbix spocˇı´va´ ve vytvorˇenı´ dostatecˇne´ho mnozˇstvı´ Triggers (jejichzˇ za´klad tvorˇı´
jeden nebo vı´ce Items) a jejich pouzˇitı´ v Actions pro notifikace. Vizua´lneˇ lze sledovat stav sı´teˇ
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a sluzˇeb v sekci Monitoring. Po uda´losti Trigger se prochazı´ vsˇechny Actions a testuje se zda byly
splneˇny i dodatecˇne´ podmı´nky (jme´no pocˇı´tacˇe, stupenˇ du˚lezˇitosti uda´losti a dalsˇı´). Pokud ano,
dojde k odeslanı´ zpra´vy, jejı´zˇ forma´t a obsah je soucˇa´stı´ Actions formula´rˇe.
Monitorovany´ element (Items) mu˚zˇe by´t neˇkolika ru˚zny´ch typu˚. Typ se definuje prˇi tvorbeˇ ele-
mentu˚ v Items ve formula´rˇi Create Item.
Simple Checks
Nevyzˇadujı´ na monitorovane´ stanici beˇzˇı´cı´ho agenta. Pouzˇı´vajı´ se k monitorovani sluzˇeb, ktere´
slouzˇı´ zejme´na ostatnı´m objektu˚m v sı´ti (ftp, http).
Internal checks
Jedna´ se o monitorova´nı´ internı´ch dat zabbixu (naprˇ. pocˇet Triggers nebo Items).
Aggregated checks
Dotazy smeˇrˇujı´ prˇı´mo na databa´zi zabbixu, ve ktere´ jsou ulozˇeny data zı´skana´ monitorova´nı´m (naprˇ.
prostrˇednictvı´m Simple checks, Agent checks). Na monitorovane´ stanici nenı´ vyzˇadova´n beˇzˇı´cı´
agent proces.
Agent checks
Umozˇnˇujı´ zı´skat private data z monitorovany´ch pocˇı´tacˇu˚ (Volne´ mı´sto na pevne´m disku, za´teˇzˇ
CPU). Vyzˇadujı´ beˇzˇı´cı´ proces zabbix agent, ktery´ se lisˇı´ podle povahy OS.
SNMP checks
Sbı´ra´ data od snmp agentu˚, zabbix musı´ by´t nakonfigurova´n s podporou snmp, viz [6].
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3.4 Pouzˇitı´ v praxi
Interval monitorova´nı´
Prˇi vytvorˇenı´ nove´ Item lze v poli Update Interval specifikovat cˇas(s), po uplynutı´ te´to doby se
Zabbix bude pokousˇet zı´skat novou hodnotu (znovu otestovat sluzˇbu).
Zabbix prova´dı´ automaticky otestova´nı´ dostupnosti na ba´zi prˇı´kazu ping. V konfiguracˇnı´m
souboru zabbix server.conf lze pro vsˇechny stanice nastavit interval PingerFrequency.
Pokud tento prˇı´kaz neuspeˇje, dostava´ se stanice do stavu UNREACHABLE. Prostrˇednictvı´m
polozˇky UnreachableDelay urcˇuje frekvenci(s), s jakou se pokousˇet o opeˇtovne´ spojenı´ se stanicı´.
Hodnota by meˇla by´t mensˇı´ nezˇ PingerFrequency.
Po uplynutı´ doby UnreachablePeriod se stanice dotane do stavu UNAVAILABLE. Frekvenci,
znovu se spojit se stanicı´ ve stavu UNAVAILABLE, lze opeˇt specifikovat v UnavailableDelay.
Zde je vhodne´ nastavit delsˇı´ dobu nezˇ PingerFrequency, je ma´lo pravdeˇpodobne´, zˇe bude stanice
v brzke´ dobeˇ dostupna´, mensˇı´ frekvence tak snı´zˇı´ za´teˇzˇ syste´mu.
#Frequency of ICMP pings.
PingerFrequency=30
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#After how many seconds of unreachability treat a~host as unavailable
UnreachablePeriod=45
#How often check host for availability during the unreachability period
UnreachableDelay=15
#How often check host for availability during the unavailability period
UnavailableDelay=60
Timeout
Maxima´lnı´ doba, po kterou se bude Zabbix server cˇekat na agenta azˇ dorucˇı´ zpra´vu o stavu sle-
dovane´ sluzˇby, jinak vra´cı´ neu´speˇch.
#Specifies how long we wait for agent (in sec)
#Must be between 1 and 30
Timeout=5
Notifikace
Pro monitorova´nı´ sluzˇeb na loka´lnı´m pocˇı´tacˇi je vytvorˇena na´sledujı´cı´ Item prˇes Configuratin →
Items→ Create Item.
Je vytvorˇen Trigger prˇes Configuration → Triggers → Create Trigger. Na´sledujı´cı´ Trigger se
spustı´ pokud Item v teˇle Triggeru vra´tı´ FALSE.
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a vyvola´ akci Configuration→ Actions→ Create Action.
kde IP adresa pc1 je 127.0.0.1, zpra´va bude zasla´na uzˇivateli Admin, jeho emailova´ adresa se
nastavuje v Configuration→User→Media. Rozesı´la´nı´ posˇty prostrˇednictvı´m Zabbixu se nastavuje
v Configuration→ General→Media Types.
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Notifikace s ohledem na hierarchii sı´teˇ
Notifikace je v Zabbixu rˇesˇena prostrˇednictvı´m Triggers, po jehozˇ spusˇteˇnı´ (splneˇnı´ podmı´nek)
na´sleduje adekva´tnı´ odezva. V nastavenı´ Triggeru lze polozˇkou New dependancy prˇidat neˇkolik
dalsˇı´ch Triggeru˚, ktere´ specifikujı´ omezenı´ pro spusˇteˇnı´. Ke spusˇteˇnı´ Triggeru nedojde, pokud
neˇktery´ z Triggeru˚ v The Trigger depends on, jizˇ byl spusˇteˇn. Nedojde tak k zasla´nı´ redun-
dantnı´ notifikace.
Testova´nı´ dostupnosti sluzˇeb prˇi nedostupnosti stanice
Zabbix neumozˇnˇuje ihned automaticky otestovat dostupnost stanice, prˇi nedostupnosti neˇktere´ z
jeho sluzˇeb. Po urcˇitou dobu tak docha´zı´ k redundantnı´mu spousˇteˇnı´ testovacı´ch skriptu˚.
Flapping
Automaticka´ detekce stavu flapping nenı´ v Zabbix prˇı´tomna. Pomocı´ slozˇiteˇjsˇı´ch Trigger konstrukcı´
lze docı´lit podobne´ho efektu, ale vy´sledek nenı´ prˇı´lisˇ efektivnı´.
Monitorova´nı´ vzda´leny´ch stanic
Ziska´nı´ priva´tnı´ch informacı´ (Za´teˇzˇ CPU) ze vzda´leny´ch stanic zajisˇt’uje v prostrˇedı´ Zabbix vy´hradneˇ
zabbix agent, ktery´ musı´ beˇzˇet na vzda´lene´m pocˇı´tacˇi. Prˇi vytva´rˇenı´ Items, ty´kajı´cı´ch se loka´lnı´ch
dat na vzda´lene´m pocˇı´tacˇi, nenı´ potrˇeba zˇa´dne´ho specificke´ho postupu. V tomto prˇı´padeˇ se pos-
tupuje stejneˇ jako u Items ty´kajı´cı´ch se loka´lnı´ho pocˇı´tacˇe.
Obsluha uda´lostı´
Obsluha uda´losti dovoluje spustit v okamzˇiku proble´mu uzˇivatelem vytvorˇeny´ skript, ktery´ by se
meˇl pokusit sluzˇbu opravit naprˇ. restart sluzˇby.
V Configuration → Actions lze nove´ Action prˇirˇadit typ Remote Command, ktera´ nejcˇasteˇji
v reakci na neˇjaky´ Trigger mu˚zˇe prove´st na stanici libovolny´ prˇı´kaz. V zabbix agentd.conf je
potrˇeba Remote Commands v EnableRemoteCommands povolit.
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Mozˇnosti webove´ho rozhranı´
Stanice a sluzˇby jsou v prostrˇedı´ Zabbix konfogurova´ny vy´hradneˇ prostrˇednictvı´m webove´ho rozhranı´.
Konfiguracˇnı´ soubory stanic a sluzˇeb v textove´ podobeˇ nejsou podporova´ny.
Tvorba vlastnı´ch testovacı´ch skriptu˚ a aplikacı´





Monitorova´cı´ aplikace Big Sister je open-source k dispozici na http://bigsister.graeff.com/. Provoz
vyzˇaduje na´sledujı´cı´ komponenty
• OS typu Linux/Unix/Windows
Distribuce pro OS typu Linux/Unix vyzˇaduje perl interpreter 5.6 nebo noveˇjsˇı´.
• Web server
Doporucˇen Apache.
Podrobneˇjsˇı´ informace k te´to problematice zde [3].
4.2 Konfigurace
4.2.1 Server
Struktura konfiguracˇnı´ch souboru˚ je sestavena z neˇkolika pravidel, ktera´ se aplikujı´ postupneˇ od
zacˇa´tku souboru. Pravidlo sestava´ z masky, ktera´ identifikuje objekt (pocˇı´tacˇ, skupina pocˇı´tacˇu˚ v sı´ti,
uzˇivatel) a akce, ktera´ se ma´ aplikovat pokud objekt, ktery´ pra´veˇ komunikuje se serverem (naprˇ.
monitorova´nı´ hlası´ nedostupnost) vyhovuje masce. Vesˇkere´ zmeˇny v konfiguracˇnı´ch souborech si
vyzˇadujı´ restart procesu, aby nabyly platnosti.
bb event generator.cfg
Soubor bb event generator.cfg obsahuje pravidla s maskou pocˇı´tacˇ + sluzˇba a adekvatnı´ akci, jejı´zˇ
soucastı´ je zaslanı´ notifikace na uvedenou emailovou adresu.
permissions
Soubor permissions obsahuje pravidla definujicı´ klientske´ pocˇı´tacˇe, ktere´ mohou komunikovat se
serverem a s jaky´mi omezenı´mi.
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bb-display.cfg
Soubor bb-display.cfg umozˇnˇuje meˇnit formu zobrazenı´ monitorovany´ch dat prˇes webove´ rozhranı´.
notify.cfg
Umozˇnˇuje prˇi vyvola´nı´ akce mail, rozsˇı´rˇit tuto akci o skript, ktery´ zasˇle zpra´vu i na jine´ zarˇı´zenı´,
pozn. lze prove´st i v bb event generator.cfg.
uxmon-net
Konfiguracˇnı´ soubor obsahujı´cı´ data vztahujı´cı´ se k monitorova´nı´, prvnı´ cˇa´st masky identifikuje
stanici a jejı´ sluzˇbu, na´sledujı´ parametry testova´nı´.
4.2.2 Agent
BigSister agent pouzˇı´va´ jeden konfiguracˇnı´ soubor (prˇesneˇji jeden typ, souboru˚ mu˚zˇe by´t vı´ce)
uxmon-net. Pokud jsou k monitorova´nı´ pouzˇity prˇı´kazy vyuzˇı´vajı´cı´ root opra´vneˇnı´ (naprˇ. icmp pro-
tokol) musı´ by´t uxmon-net prˇejmenova´n na uxmon-asroot (monitorovacı´ testy jsou spusˇteˇny s root
pra´vy).
4.3 Monitorova´nı´ provozu
Konfiguracˇnı´ soubor uxmon-net ma´ na´sledujı´cı´ strukturu
• pomocı´ klı´cˇove´ho slova DEFAULT lze nastavait parametry sluzˇeb, typ protokolu, typ operacˇ-
nı´ho syste´mu atd. pocˇı´tacˇi, skupineˇ pocˇı´tacˇu˚, sluzˇbeˇ.
DEFAULT frequency=1 ping
Kdykoliv bude vola´na sluzˇba ping, bude interval kontroly 1 minuta.
• pomocı´ klı´cˇove´ho slova DESCR lze nastavit typ prostrˇedı´ (OS) pro dany´ pocˇı´tacˇ nebo skupi-
nu pocˇı´tacˇu˚
DESCR features=unix,linux localhost
OS pocˇı´tacˇe localhost je kategorie linux, unix (mu˚zˇe mı´t vliv na neˇktere´ sluzˇby, informace
o OS se zobrazı´ v graficke´m rozhranı´)
• skupina za´znamu˚ definujicı´ sluzˇby a jejich parametry, ktere´ se majı´ na uvedeny´ch pocˇı´tacˇı´ch
monitorovat.
192.168.1.1 frequency=2 type=ext2 diskfree
myhost proto=icmp ping
19
Pro identifikaci zarˇı´zenı´ ze pouzˇı´t IP adresu nebo DNS jme´no. Na´sleduje seznam parametru˚
a jme´no sluzˇby (resp. skriptu) Seznam vytvorˇeny´ch skriptu˚, mozˇny´ch parametru˚ a pouzˇitı´,
viz [3].
• za´znam, uda´vajı´cı´ adresu Big Sister serveru, kam budou smeˇrova´ny vesˇkera´ data zı´skana´
monitorova´nı´m. Na tomto pocˇı´tacˇi pak lze data zobrazit prˇes webovy´ prohlı´zˇecˇ
192.168.1.10 bsdisplay
4.4 Pouzˇitı´ v praxi
Interval monitorova´nı´
BigSister ma´ nastavenou prˇeddefinovanou hodnotu testovat kazˇdou sluzˇbu jedenkra´t za 5 minut.




Maxima´lnı´ doba, po kterou se bude BigSister server cˇekat na agenta azˇ dorucˇı´ zpra´vu o stavu sle-
dovane´ sluzˇby, je 15 minut. Pote´ bude u sluzˇby status NO STATUS REPORT, indikujı´cı´ neu´speˇsˇne´
spojenı´ s agentem. Tuto hodnotu nelze konfigurovat.
Notifikace
Notifikacˇnı´ masky jsou soucˇa´stı´ souboru bb event generator.cfg. Implicitneˇ je pro zası´lanı´ zpra´vy
pouzˇit program sendmail. Nejjedondusˇsˇı´ maska pro za´sı´la´nı´ notifikacı´ o vsˇech monitorovany´ch
sluzˇba´ch na vsˇech stanicı´ch ma´ podobu
*.* mail=admin@localhost
Do masky lze prˇidat dalsˇı´ parametry, specifikujı´cı´ prodlevu mezi dalsˇı´mi upozorneˇnı´mi, vazbu
na dostupnost stanice atd.
router.ping delay=0 repeat=0 mail=admin@pc1
Pokud chceme k zasla´nı´ notifikace pouzˇı´t jiny´ zpu˚sob nezˇ klasicky´ email, lze pomocı´ parametru
pager a specia´lnı´ho pravidla PAGER filtrovat notifikace a pouzˇı´t k jejich rozesla´nı´ skript sms-sender-
script. Eventua´lneˇ i prˇeposlat dalsˇı´m kontaktu˚m.
*.* mail=admin1@pc1 pager=sms-sender
PAGER{$pager eq "sms-sender"} pager=sms-sender-script mail=admin1@pc1
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Notifikace s ohledem na hierarchii sı´teˇ
Podmı´nky pro evokova´nı´ notifika´cı´ se upravı´ v konfiguracˇnı´m souboru bb event generator.cfg.
Parametr check obsahuje podmı´nku, na ktere´ za´visı´ zasla´nı´ notifikace.
Podmı´nka sesta´va´ z otestova´nı´ dalsˇı´ch sluzˇeb na sı´ti (naprˇ. je ping na hlavnı´ router v podsı´ti
OK, je ping na pocˇı´tacˇ, na ktere´m beˇzˇı´ monitorovana´ sluzˇba OK). Pokud je podmı´nka TRUE
dojde k zasla´nı´ notifikace. Parametr delay definuje cˇas od vy´padku sluzˇby do okamzˇiku kdy do-
jde k zasla´nı´ notifikace. Za´rovenˇ pokud podmı´nka v check nenı´ v tomto intervalu alesponˇ jednou
splneˇna dojde k zrusˇenı´ notifikace (ping na router je zpocˇa´tku OK, po chvı´li se ale prˇestane ozy´vat).
*.ftp delay=10 check="$host.conn" mail=admin@pc1
Testova´nı´ dostupnosti sluzˇeb prˇi nedostupnosti stanice
Big Sister neumozˇnˇuje ihned automaticky otestovat dostupnost stanice, prˇi nedostupnosti neˇktere´ z
jeho sluzˇeb. Docha´zı´ tak k redundantnı´mu spousˇteˇnı´ testovacı´ch skriptu˚.
Pozna´mka: Big Sister povoluje v konfiguracˇnı´m souboru uve´st pouze DNS jme´no, IP adresa nenı´
povinna´ (narozdı´l od aplikacı´ Nagios a Zabbix). To mu˚zˇe ve´st k neopodstatneˇne´mu hla´sˇenı´ o ne-
dostupnosti sluzˇeb, kde prˇı´cˇinnou je manipulaci s DNS za´znamy.
Flapping
Automaticka´ detekce stavu flapping nenı´ v Big Sister prˇı´tomna.
Monitorova´nı´ vzda´leny´ch stanic
Zı´ska´nı´ priva´tnı´ch informacı´ (Za´teˇzˇ CPU) ze vzda´leny´ch stanic zajisˇt’uje v prostrˇedı´ Big Sister
vy´hradneˇ big sister agent, ktery´ musı´ beˇzˇet na vzda´lene´m pocˇı´tacˇi. Prˇi vytva´rˇenı´ sluzˇeb, ty´kajı´cı´ch
se loka´lnı´ch dat na vzda´lene´m pocˇı´tacˇi, nenı´ potrˇeba zˇa´dne´ho specificke´ho postupu. Postupuje se
jednotneˇ jako u sluzˇeb ty´kajı´cı´ch se loka´lnı´ho pocˇı´tacˇe (ke specifikova´nı´ vzda´lene´ho pocˇı´tacˇe stacˇı´
pouze IP adresa nebo DNS jme´no).
Obsluha uda´lostı´
Big Sister neumozˇnˇuje prˇirˇadit obsluzˇny´ skript prˇi vy´padku sluzˇby. Vy´jimkou je specia´lnı´ obsluzˇny´
skript prˇi notifikaci.
Mozˇnosti webove´ho rozhranı´
Big Sister nelze prima´rneˇ konfigurovat prostrˇednictvı´m webove´ho rozhranı´ tzn. nelze meˇnit ob-
sah konfiguracˇnı´ch souboru˚, prˇida´vat nove´ stanice nebo sluzˇby. U monitorovany´ch sluzˇeb lze vyp-
nout/zapnout monitorova´nı´ – status DISABLED.
Tvorba vlastnı´ch testovacı´ch skriptu˚ a aplikacı´
Big Sister podporuje tvorbu novy´ch a modifikaci sta´vajı´cı´ch pluginu˚. Vı´ce zde [1, 2].
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Rozdı´ly mezi jednotlivy´mi aplikacemi by meˇli by´t patrne´ jizˇ z prˇedcha´zejı´cı´h kapitol. Zde jsou
zmı´neˇna te´mata obecneˇjsˇı´ povahy, jejichzˇ vypovı´dajı´cı´ hodnota nemusı´ by´t objektivnı´.
Architektura pouzˇı´vajı´cı´ Triggers je univerza´lneˇjsˇı´ nezˇ rˇesˇenı´ Nagios a Big Sister, ktere´ majı´ pro
notifikace a vzda´lene´ prˇı´kazy dva specificke´ zpu˚soby. Triggers jsou obecne´ rˇesˇenı´, ktere´ lze pouzˇı´t
pro vyvola´nı´ notifikace i vzda´lene´ho prˇı´kazu. Navı´c lze kombinovat neˇkolik na´vratovy´ch hodnot
sledovany´ch sluzˇeb, vytvorˇit mezi nimi za´vislosti a tomuto celku prˇirˇadit jednu notifikaci a obsluhu
uda´losti.
Pohled na monitorovana´ data prostrˇednictvı´m webove´ho graficke´ho rozhranı´ je u Zabbixu ne-
jkvalitneˇjsˇı´. V Zabbixu je mozˇne´ vytvorˇit specia´lnı´ pole grafu˚ (sekce Screens) a mı´t dobry´ prˇehled
o stavu sı´teˇ. Graficke´ na´stroje v Nagios a Big Sister podobny´ch kvalit nedosahujı´, navı´c nejsou
soucˇa´stı´ standartnı´ instalace a jsou k dispozici azˇ v ra´mci MRTG nebo RRDTool (zavedenı´ je
popsa´no v [5],[3]).
Pouzˇitelnost dokumentace je du˚lezˇity´ faktor reprezentujı´cı´ software. Ze vsˇech trˇı´ aplikacı´ je
prˇı´stup vy´vojove´ho ty´mu Nagiosu nejkvalitneˇjsˇı´. Ze´jmena struktura dokumentace, ale i prˇı´stup
k prezentaci a podpora softwaru na internetovy´ch stra´nka´ch. Vy´voj novy´ch verzı´ aplikacı´ je u Na-
gios a Zabbix velmi produktivnı´, oproti tomu vy´voj Big Sister stagnuje a nenı´ perspektivnı´.
Na´ za´kladeˇ vy´sledku˚ v te´to pra´ci lze za nejefektivneˇjsˇı´ variantu povazˇovat kombinovane´ moni-
torova´nı´ Nagios a Zabbix. Zabbix dı´ky vysoce prˇehledne´mu a prˇizpu˚sobive´mu graficke´mu rozhranı´
k tomu ma´ nejlepsˇı´ prˇedpoklady. Nagios je oproti ostatnı´m vysoce konfigurovatelny´ z hlediska
monitorova´nı´ sluzˇeb a ma´ implementova´no mnozˇstvı´ funkcı´, ktere´ v ostatnı´ch aplikacı´ch nejsou




Kapitoly pra´ce se snazˇı´ pokry´t hlavnı´ rozdı´ly mezi monitorovacı´mi aplikacemi Nagios, Zabbix a Big
Sister. Jednotlive´ sekce lze studovat neza´visle a pro studium za u´cˇelem porovna´nı´ a vy´beˇru jedne´
ze trˇı´ aplikacı´ je tento postup i doporucˇen.
Perspektivnı´ rozsˇı´rˇenı´ tohoto projektu by bylo mozˇne´ dveˇma smeˇry. Zameˇrˇit se na dalsˇı´ drobne´
odlisˇnosti, ktere´ jizˇ vsˇak nenacha´zı´ tak hromadne´ uplatneˇnı´ v praxi. Jedna´ se naprˇı´klad o rozsˇı´rˇenı´
notifikace (eskalace a za´vislosti – Nagios), podrobneˇjsˇı´ analy´zu dat, kde se pracuje nejen s na´vra-
tovou hodnotou testova´nı´ sluzˇby (neprˇ. v u´vahu se bere nejen hodnota ping testu OK/non-OK, ale
i cˇas odezvy, velikost mnozˇstvı´ paketu˚) nebo pouzˇitı´ tzv. pasivnı´ho monitorova´nı´, kdy vzda´lene´
aplikace provedou kontrolu sluzˇby a vy´sledek zası´lajı´ monitorovacı´ aplikaci.
Druhy´ smeˇr zahrnuje analy´zu monitorovacı´ch syte´mu˚ ve velky´ch sı´tı´ch – 100 a vı´ce stanic. Zde
je vy´hodne´ zave´st distribuovane´ monitorova´nı´ (prˇı´mou podporu ma´ Nagios) a lze jizˇ rozlisˇit, zda
neˇktere´ konfiguracˇnı´ rozhranı´ netrpı´ nedostatky prˇı´lisˇne´ cˇasove´ na´rocˇnosti na u´drzˇbu.
23
Literatura
[1] WWW stra´nky. Big sister - tvorba vlastnı´ch prˇı´kazu˚ 1.
http://www.joerg.cc/PDFs/devel-2005-08-15.pdf.
[2] WWW stra´nky. Big sister - tvorba vlastnı´ch prˇı´kazu˚ 2.
http://bigsister.graeff.com/plugins.html.
[3] WWW stra´nky. Big sister dokumentace.
http://www.joerg.cc/html/bigsis/index.html.
[4] WWW stra´nky. Nagios - tvorba vlastnı´ch prˇı´kazu˚.
http://nagiosplug.sourceforge.net/developer-guidelines.html.
[5] WWW stra´nky. Nagios dokumentace. http://nagios.sourceforge.net/docs/3 0/.
[6] WWW stra´nky. Zabbix dokumentace. http://www.zabbix.com/documentation.php.
24
