ABSTRACT. The traditional chronology of ancient Israel in the 11th-9th centuries BCE was constructed mainly by correlating archaeological phenomena with biblical narratives and with Bible-derived chronology. The chronology of Cyprus and Greece, and hence of points further west, are in turn based on that of the Levant. Thus, a newly proposed chronology, about 75-100 yr lower than the conventional one, bears crucial implications not only for biblical history and historiography but also for cultural processes around the Mediterranean. A comprehensive radiocarbon program was initiated to try and resolve this dilemma. It involves several hundreds of measurements from 21 sites in Israel. Creating the extensive databases necessary for the resolution of tight chronological problems typical of historical periods involves issues of quality control, statistical treatment, modeling, and robustness analysis. The results of the first phase of the dating program favor the new, lower chronology.
INTRODUCTION
The construction of an "Old World chronology" of the Bronze and Iron ages (4th-1st millennia BCE) was one of the major intellectual achievements of the late 19th-early 20th centuries. However, it was a complicated web, spun out of snippets of contemporary information, inlaid in a mesh of later-written (hi)stories of varying credibility and agenda. It was synchronized by linking archaeological finds and phenomena across different, often faraway regions, and pegged to an absolute time scale by a few ancient astronomical observations, the understanding of which is in dispute (cf. Ward 1992) . Recent years have seen crushing critiques of these, some even of the web in its entirety (e.g. James et al. 1992) . There is an increasing call to bolster this chronology, if not altogether replace it, with scientifically derived chronometry, namely 14 C and dendrochronology (Renfrew 1991) .
Several major projects launched in the last decade aim to do just that-at different geographical areas and historical periods. Some Old World examples are The Aegean Dendrochronology Project (www.arts.cornell.edu/dendro/); dating the Early Bronze Age in the Ancient Near East (the ARCANE project; www.arcane.uni-tuebingen.de); 2nd millennium chronology around the Mediterranean (the SCIEM project, see www.sciem2000.info/Pr05main.html); the date of the Thera eruption and its repercussions (e.g. Manning et al. 2006 with further bibliography there); dating the end of the Late Bronze Age (e.g. Manning et al. 2001) ; the Italian Iron Age (Nijboer et al. 2001) ; and dating the Phoenician and Greek colonization of the western Mediterranean (e.g. Torres Ortiz 1998; Botto 2004; Mederos Martín 2005) .
Indeed, trying to resolve the chronological sequence of social, economic, and political processes that interest historians and archaeologists of historical periods is a challenge for the radiocarbon method, as they require much higher resolution than do longue durée processes typically studied by prehistorians and geologists. Working so close to the limit of precision of the analytic technique requires first of all very large data sets and also the development of rigorous protocols for quality controlin the field and in the laboratory-and of the statistical treatment of the results. Such measures, should they prove effective, could open new horizons for the collaboration between archaeologists, historians, and physicists.
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In reality, the Rehov "amended high" chronology goes a long way towards the contentions of the Low Chronology. The "amended high" chronology starts the Iron IIA at 980 BCE (the lowest possible date still compatible with biblical reckoning) but stretches it until about 830 BCE, contra the conventional view of ending it at 925 BCE (e.g. Bruins et al. 2003:318; Mazar 2004:30-31) . Both the Dor and Rehov data sets corroborate that the Iron IIA horizon incorporates the 9th century BCE. The debate thus centers on the 10th century alone, or in other words, on the placement of the Iron I|II transition-at about 980 or about 900?
Critics of the Rehov data set claimed that the statistical procedures used in the original publication were flawed (Finkelstein and Piasetzky 2003; Sharon et al., forthcoming) and that the investigators ignored other dates from Tel Rehov, which were manifestly different. In response, the Rehov team also produced an augmented data set and an improved model supporting their view Mazar et al. 2005) .
Can the Tel Rehov and Tel Dor dates be reconciled? It does need to be pointed out that Tel Rehov (as excavated to date) overrepresents Iron IIA. Detailed Iron IIA sequences in several excavation areas in this site produced abundant ceramic assemblages and organic remains, while Iron Age I strata are only exposed in a narrow step-trench on the slope. At Dor, the situation is reversed. Five horizons of superimposed Iron I (and I|II transition) were excavated in several different areas, while Iron IIA is underrepresented. This can go part way towards explaining the apparent contradiction in the dating of these 2 sites.
Another consideration concerns the shape of the calibration curve in the relevant region ( Figure 1) . A random sample of dates in the 10th century should produce measurements in the range ~2850 tõ 2750 BP, or even somewhat wider, allowing for analytical error. Dates in the 9th century should fall between 2770 (or even higher) and 2600 BP. The Groningen Tel Rehov measurements are in fact much more limited (~2800 to 2750 BP), giving the impression that the true chronological range of the Iron Age IIA phases at this site is the second half of the 10th century BCE and/or the first half of the 9th, rather than the first half of the 10th century as claimed.
The model chosen by the Rehov investigators allows for "gaps" between "destructions" and concentrates the dates into "events." This provides a neat explanation for the lack of dates in the 2850-2800 BP range, which one would otherwise expect. The combined effects of the shape of the curve at this particular region-the "gappy" model and the fact that late Iron I is poorly represented-conspire to push the beginning of the Iron II sequence at Rehov (stratum VI) onto the little downwards wiggle at about 975-950 BCE, which is not necessarily warranted by the measurements alone.
Moreover, while the model presented by the Rehov team does posit a high probability (68%) that the boundary between phase D3 (late Iron I) and stratum VI (lowest Iron IIA) falls in the first half of the 10th century (990-960 BCE) there is a subsidiary peak to the distribution (Bruins et al. 2005:283) , which indicates a significant possibility (about 20%) that it falls in the second half of the century (950-920 BCE). As noted above, the addition of Tel Rehov dates measured in laboratories other than Groningen enhances this peak (and in some models reverses the odds; see Sharon et al., forthcoming; cf. also Bronk Ramsey 2005:63) .
This scenario perfectly exemplifies the danger of predicating the chronological scheme of an entire region on (one excavator's interpretation of) a single site or a limited set of samples analyzed by a single lab. A comprehensive study to resolve this problem was clearly in order.
THE CURRENT STUDY
To overcome these and other archaeological and analytical pitfalls in the dating process, the present project draws upon a wide range of dates from nearly all relevant sites in Israel. With generous grants from the Israel Science Foundation, we approached all the excavators of Iron Age I and IIA sites in the country and obtained (to date) 105 samples from 21 sites (Figure 2 ). These were replicated (see below) to produce 380 14 C determinations, by far the largest data set bearing on the problem.
Choice of Samples and Archaeological Pitfalls
Quality control on sample collection in the field dictated that only samples originating in reliable contexts be used. Accordingly, together with the excavators, we attempted to obtain samples of either primary deposits, or otherwise uncontaminated fills, whose stratigraphic attributions are secure and with clear association to meaningful ceramic assemblages. Samples were selected from within such contexts based on size, state of preservation, and type of raw material-the preferred ones being short-lived samples (grain or olive pits). Despite all vigilance, some archaeological "noise" is inevitable; some cautionary tales are listed below.
Charcoal was only used if critical contexts or sites could not produce short-lived samples. In retrospect, charcoal indeed often produced dates that are obviously too old. One case in point: Five charcoal samples from strata XII/XI at Hazor (assays 3700-3704 in Table 7) were recovered from refuse pits with well-defined Iron Age ceramics, cut into the destruction debris of the Late Bronze Age palace. In some of these (3703, 3704) , the date is hundreds of years too old (Middle Bronze Age, before 1600 BCE). 1 This indicates either reuse of constructional wood from the defunct palace, or redepo- Figure 1 The IntCal04 calibration curve (Reimer et al. 2004) in the early Iron Age 1 All dates referred to herein as BCE are calibrated using the 2004 calibration curve (Reimer et. al. 2004) . Uncalibrated dates are referred to as BP.
Atmospheric data from Reimer et al (2004) ;OxCal v3.10 Bronk sition of charcoal from the palace destruction debris in later pits. The 3 other dates are equivocal. Our own database and other studies (Manning et al. 2001) show that dates in the range of 2950-3000 BP (about 1300-1100 BCE) may be encountered in both Late Bronze Age and early Iron Age contexts. Is this charcoal also redeposited, or can we regard these samples as bona fide?
Another type of problem was encountered at the site of Moza. Four samples (of charcoal) were taken from a "burnt layer" (L2043, samples 4583-4587 in Table 7 ). Above that burnt layer was a welldefined stratum of Iron II, but, on examination of the pottery from the burnt layer itself and from the fill above it, it turned out that the contexts included, in addition to some Iron Age pottery, redeposited potsherds of earlier periods (Bronze Age). Can this charcoal be used to date the Iron IIA? 
First Stage of the Iron Age Dating Project in Israel
Nor is the use of only short-lived materials foolproof. A case in point is sample 4278 from Tel Zayit, which gave a date more than a thousand years too young (in the Middle Ages). The sample came from a pit, some 50 cm below topsoil. The pottery from the pit was entirely Iron Age. Possible explanations are an unnoticed intrusion (e.g. a rodent burrow) or that the pit was indeed dug in the Middle Ages (a period attested at this site), but no contemporary pottery was deposited in it for one reason or another. When the date is a thousand years too young (and has been verified, as in this case, by replication), the problem is clearly archaeological (an intrusion). But how many other intrusions exist where the difference is only a few decades (e.g. an undetected intrusion from one stratigraphic phase to the one immediately preceding it)?
In a few other cases, excavators changed their minds about the attribution of contexts that were sampled. In one case (e.g. sample 4288 from Tel Miqne), 14 C analysis indicated a much later date than the relative archaeological context supplied by the excavators. In a re-examination of the context, it was recognized that the locus was contaminated by intrusive material. In another case from the same site (sample 4282), the excavators changed the phase designation without any indication from the 14 C dates that something was amiss (note the different stratigraphic designation in Table 7 vs. Boaretto et al. 2005 : Table 1 ).
As a last case in point: Sample 4281 is from a granary under the stratum V gate at Bethsaida, and hence is attributed by the excavator to stratum VI. The context itself did not yield any indicative pottery. The excavator dates stratum VI to Iron IIA, but this dating is based on an assemblage found in another excavation area, some 30 m away. The quality of the organics (many liters of burnt grain) however, was such that we felt we had to sample it, pending substantiation of the claim that it dates to the Iron Age IIA.
Such cases serve as reminders that the link between the 14 C sample and the cultural episode one wants to date is never straightforward, and as warnings that in any database, other, less evident, archaeological errors may exist. The opposing danger is that in not reporting on suspect samples, one may unwittingly be biasing the database in favor of one's preconceived notions (naturally a date in keeping with one's belief would not be suspect). We adopted a strategy of transparency: we tried to discriminate in our choice of samples, but once a sample has been chosen and dated it is not removed from the database.
C ANALYSIS AND QUALITY CONTROL IN THE LABORATORIES
14 C analysis was performed mainly in the Rehovot and Tucson laboratories, using both LSC and AMS techniques, and several samples were also dated at Groningen, using AMS. Quality control in the laboratories consisted of the following procedures: AMS was chosen as the primary method for this study, as size constraints prevent decay counting to be replicated except for exceptionally large samples. In 14 of these larger samples, the bulk of the sample was turned to benzene for liquid scintillation counting (usually only a single vial could be extracted, denoted in Table 7 as "Rehovot LSC"), but some was set aside for graphitization for AMS. AMS was always performed on multiple targets (except for a few cases that were too small or in which one or more of the targets was a dud). Specimens of all the samples labeled "Rehovot AMS" were pretreated as described in Alon et al. (2002; Yizhaq et al. 2005) , graphitized in Rehovot, and then run in Tucson. Twenty-two samples were split between the 2 laboratories before cleaning . In these cases, charcoal samples were mechanically cleaned and homogenized prior to splitting, while olive seeds were sent raw and complete. One portion was then pretreated at Rehovot (as described above) while the other portion (measurements listed in Table 7 as "Tucson AMS") was both pretreated and measured at Tucson. Intercomparison was also conducted with the Groningen Center for Isotope Research, on 8 samples. These include 5 samples split between Rehovot and Groningen (3778, 3931, 4410, 4531, 4540) , according to the same protocol as above (see also Boaretto et al. 2005) . Sample 3778 was also part of the Rehovot-Tucson intercomparison exercise and also dated by LSC. Three additional samples (3805, 3807, 3809) were from contexts at Tel Rehov previously examined at Groningen and reported in Bruins et al. (2003) . In these 3 cases, the samples we dated were from the same contexts but are not necessarily identical. All 3 were dated at Groningen by GPC and one also by AMS. One of them (3807) was also dated (twice) by LSC in Rehovot, and another (3809) by AMS in Tucson.
In cases that showed anomalies, a second run of AMS was performed. On average, each sample was measured 3 times, but some were measured as many as 9 times. In a few cases, where anomalies were linked to specific experimental protocols or laboratory procedures (see details in Boaretto et al. 2005; Sharon et al. 2005) , the entire set of measurements performed under such conditions was excluded-whether or not the results were divergent. In no case, however, was a measurement summarily dismissed simply because "it does not fit." A case in point: in sample 3943, the third cathode produced an age more than 3 standard deviations away from the average. The reason for this may have been graphite improperly pressed into the cathode, as has been the case in some other anomalous measurements Sharon et al. 2005) . However, in this case the cathode was not available for inspection and therefore this measurement was not removed from the list.
OUTLIER ANALYSIS
The extensive replication procedure also allows for a rigorous treatment of outliers. The different options we considered for identifying and treating aberrant results are discussed in detail in Boaretto et al. (2005:43) and Sharon et al. (2005:71-78) . In this paper, we only present briefly the results as they pertain to the database presented here. First, we calculated the weighted average of each replicated set and computed the standardized residual (Scott 2003:383; Sharon et al. 2005:72) for each measurement. An overall χ 2 statistic was defined as the sum-of-square-residuals over the entire database, and the highest absolute residuals were excluded from the data set in a stepwise fashion, until the overall significance (α) of the overall χ 2 dropped below 5%. Out of 380 measurements, this state (α = 10%) was reached after the removal of the 4 highest residuals (1% of the total).
We give here 1 example to illustrate the process and its potential problems. Sample 3932 (legumes from the late Iron I destruction of stratum X at Tell Qasile) produced the following results (see Table 1 ).
Of the 6 measurements, one is very low (3932.6) and one is very high (3932aa), and indeed the χ 2 (for this assay only) is rather high, giving less that 1% probability of this spread being entirely random. Removing 3932.6 would give a weighted date of 2779 ± 20 BP and a χ 2 value of 8.34 (α = 8%), while removing 3932aa would produce a weighted average of 2724 ± 20 BP and a χ 2 of 7.07 (α = 13%). In each case, the truncated data set would have passed the χ 2 test. Note, however, that the standardized residual of 3932aa is the highest in the set (in absolute value) and that, indeed, removing 3932aa results in a better overall fit for the rest of the measurements. Thus, our procedure would prefer to remove this measurement. As assay 3932 is indeed one of the very low dates in Iron I, the 50-yr difference between the 2 averages may actually be significant for the overall result. However, this is indeed the extreme case. In most other assays, the outlying measurement was unambiguous.
This, however, is not the end of the story. While having 2 measurements out of 6 vary by more thansurements we should expect to find several deviations of such magnitude. Indeed, the stepwise removal of outliers has reached an acceptable level of agreement before any of the sample 3932 measurements had been removed. In this case, the prudent course was to leave both measurements in.
After removal of outliers in this fashion, weighted averages were recalculated per sample, and the measurement errors combined to produce reduced error estimates. These are referred to below as "combined dates."
Concurrently, we used another procedure. Along with the weighted average and combined error estimates we also calculated-before removal of any suspected outliers-the (unweighted) average for each sample and the standard deviation between the measurements. Of the 2 pairs of central moments and error estimates, we then used the one with the larger deviation (Bevington and Robinson 1992) . We refer to this method below as "cautious error estimation." There is some indication that conventional error-estimation techniques may tend to underestimate the actual deviation that would be obtained under extended replication (Scott et al. 2003:213-218, 252-260, and Figures 7.1-7.7 ). This method, on the contrary, almost certainly overestimates them. In the case of assay 3932 (see Table 1 ), the "cautious" estimate of the date would be 2748 ± 68 BP.
A third way of treating analytic outliers (or, rather, of not treating them) is to simply not combine the measurements, and model the archaeological phases with the individual measurements as point estimates, rather than with a single estimate per sample. This would essentially move the onus of identifying outliers to the next stage of analysis. The logic behind this would be: "If we don't know if measurement X or Y is [more] correct, let's put them both in the model and see how they fit with other measurements of the same archaeological horizon." Such a procedure is open to objection on 2 grounds. First, it tends to give extra weight to samples that were replicated many times. Note, however, the fact that combining measurements always reduces the error estimate (regardless of how similar or dissimilar the actual measurements are!) and causes the exact same effect. Secondly, several replicated measurements of the same sample cannot be regarded as statistically independent. The question of dependence is complex, and is most often ignored in archaeological studies. Can several (different) samples from the same locus or layer in a site be considered independent? Often, we do not even know if they represent the same event or not. An even more complex question, in a study like ours that considers different sites, is the effect of a regional sequence that is out of synch (even slightly so) with another one. In such a case, we might be consistently sampling something slightly earlier, or slightly later, in one site or region than in another. We may, however, at least assert that given that the horizons being sampled are fairly short (relative to the analytical error), fairly (though not perfectly) well-defined, and fairly densely sampled, the effect of these complex dependencies and partial dependencies would be quite small. At any rate, we regard "uncombined" models as suspect, though they are included here for the purpose of robustness analysis.
RELATIVE PERIODIZATION OF THE IRON AGE I-IIA IN ISRAEL
The date-producing contexts were seriated by intersite stratigraphical order and intrasite ceramic considerations and clustered into 8 chronological horizons. The basis for this subdivision was extensively discussed in Gilboa and Sharon (2003) and Sharon et al. (2005) . We offer here some justification of the scheme as a whole, without going into minutiae of specific pottery types or why a particular stratum was classified to horizon X and not X+1.
A typochronological framework was first devised for the Phoenician coast (including Dor), which is the region that offers the most detailed early Iron Age stratigraphic/ceramic sequences in the southern Levant. It also allows a high-resolution tracing of typological developments of vessels/ wares that are also frequently found outside this region and thus can be used to overcome problems of ceramic regionalism. The most important among them are painted Cypriot, Phoenician, and Philistine ceramics. Though we devised a new chronological terminology for Phoenicia (Gilboa and Sharon 2003:10-11) , the basic typological criteria with which we attempted the subdivision of the Iron Age I are well known and widely accepted in the archaeological community.
The painted pottery typical of Philistia undergoes a sequence of stylistic development: The initial finely-levigated and highly-fired Monochrome ware with Aegean forms and freehand designs (Dothan and Zukerman 2004) is replaced by "Philistine Bichrome" (Dothan 1982 : chapter 3), which gradually "degenerates" (e.g. Dothan 1982:191-198) ; "Canaanizes" (Mazar 1985:119-120) ; "acculturates" (Stone 1995:19) ; "Creolizes" . In other words, it loses its distinctively Aegean form and decoration, is often red-slipped, and the painted decoration often becomes simple and schematic. Finally, it transforms into the "Late Philistine Decorated Ware" typical of the Iron Age IIA (Ben-Shlomo et al. 2004) , in which the geometric decoration (black and white on red slip) is instrumentally applied.
In Phoenicia, meanwhile, "late Canaanite ware" or "Phoenician monochrome" (Gilboa 1999a) transforms into the famed "Phoenician Bichrome," which is typical of the later part of Iron I and goes on (with several distinct changes) into Iron II (Anderson 1990; Gilboa 1999a) , when it begins to appear together with "Phoenician Red Slip."
These 2 trajectories are corroborated by the evolution of Cypriot ceramics: (Iacovou 1999; Gilboa 1999b; Gilboa and Sharon 2003 Gilboa and Sharon 2003:62-63, 66-67) .
In order to avoid the debate as to whether sites with finds relating to the Egyptian 20th Dynasty should be relegated to the end of the Late Bronze Age or to "Iron Age IA" (Ussishkin 1985 vs. Mazar 1990 , and whether they pre-date or coincide with the first appearance of Philistine wares (the latter possibility, however, is our preference; see summary of the different views in Finkelstein 2000:162-165), we grouped these together into a category we label, for convenience, "LB|IR transition." "Terminal Late Bronze Age" assemblages that no longer have Cypriot/Mycenaean imports, assemblages with 20th Dynasty Egyptian artifacts, or "Philistine Monochrome" and/ or LC IIIA imports were all placed under this label.
Assemblages with "Philistine Bichrome" and/or pre-dating the appearance of "Phoenician Bichrome" were classified as "Iron Age I (early)," while those exhibiting the late "degenerate" phase of Philistine decoration and/or Phoenician monochrome, early "Phoenician Bichrome," and/ or having CG IA imports were classified as "Iron Age I (late)." The transitional Iron I|II horizon is that postdating the late Iron I levels and preceding the "classical" Iron IIA occupations, and is coeval with Cypriot CG IB-II. The chronological significance of this horizon has been recognized lately by scholars dealing with northern sites in Israel (with some variations, e.g. calling it "early Iron IIA"). (For an explicit discussion of this horizon, see Sharon et al. 2005:67-70; Zarzecki-Peleg 2005:368, 376; cf. also Mazar 2004:68.) This horizon does not parallel "late Iron I" at Tel Rehov, as suggested in Mazar (2005: n. 6) . If anything, it should correspond to stratum VI, in as much as this stratum precedes the beginning of CG III wares at Rehov.
There is a general agreement on occupational strata assigned to Iron IIA (see Mazar 2005: Table 24 ; for the pottery, Ben-Tor and Zarzecki-Peleg, forthcoming), but divisions within this period are difficult (that, in itself, might indicate that it is fairly short). In our terminology, Iron IIA strata in the north are the "classic" Iron IIA strata (considered Solomonic by the High Chronology). All of these strata contain Cypro-Geometric III pottery and some have Euboean Sub-Proto-Geometric imports too. Correlation with Iron IIA sites in the south is more complex. Regarding Judah, Herzog and Singer-Avitz (2004) suggested lately that the horizon hitherto regarded there as late Iron I be termed "early Iron IIA." This horizon probably corresponds to our transitional horizon, and their "later Iron IIA" probably parallels our Iron IIA. Because we do not possess samples from this region, we did not tackle this issue further. Occupations stratigraphically placed late in the Iron IIA sequences in their respective sites were termed Iron IIA|B (cf. Zarzecki-Peleg 2005:376) . Some contexts were defined as "general Iron IIA," with no attempt at subdivision.
In as much as the scheme proposed herein has any novelty, it is in being explicitly seriative-every 2 temporal categories have an "intermediate" between them. We use the symbol | to denote this. This reflects our conviction that change in artifactual assemblages is gradual, quantitative, and durative, i.e. "types" do not appear or disappear overnight but rather slowly and constantly gain or lose popularity as well as undergo gradual morphological change. This, of course, is hardly revolutionary, and yet the very fact that the periodization models we use force us to pigeonhole assemblages in "periods" encourages a punctuative view of cultural change-in which one envisions instantaneous upheaval between periods vs. no change at all within the period itself (e.g. Mazar 2005:21) .
The other feature that characterizes the proposed scheme is that it allows for the inclusion of assemblages that cannot be precisely placed, other than in a very general category ("Iron I" or "Iron IIA"). Some assemblages defy very precise seriation, either because of the nature of the assemblage, the nature of the site, the nature of the excavation, or the nature of the publication.
An important case in point: the "Israelite Settlement" sites in the hill country are poorly seriated. These are often single-occupation and/or very shallowly stratified sites, so building a typological sequence based on internal stratification is impossible. They are also usually very poor sites, so correlating them with richer (and more richly stratified) sites in the lowlands on the basis of imports is difficult. Very few of them are excavated, even fewer are adequately published, and many of these reports are rather old. The net result is that we are unable to offer a very precise seriation for a critical region for one of the central issues under debate (sites in the database in this category are Shiloh, Hebron, and El-Ahwat).
While the scheme as presented is indeed fairly complex, a complex scheme can always be simplified. In the following, we shall show several simplified models that were derived from this scheme. Indeed, the extent to which different (legitimate) models of the same data show similar overall results is a strong test for the robustness of the data set.
Having said all that, there still is, of course, an almost endless amount of tinkering that can be done with the models. Certainly, some archaeologists might feel that some assemblage that we are cautious about might be put in a more precisely seriated category, or vice versa. Some may suggest entirely different criteria to break the sequence of the same assemblages in different ways. Far be it from us to claim that the "Philistine potters' guild" decided to "degenerate" on the same day that the "Phoenicians" "invented" the Bichrome style. We only assert that such trajectories are useful tools for grouping together more-or-less contemporaneous assemblages. Indeed, this data set is so rich that it will probably serve as the basis for chronological modeling for years to come. Our purpose in the following is to present the data, together with what we think are the most reasonable ways to model it.
MODELING
The scheme introduced above allows for the main subject of interest-the transition between the Iron I and II-to be calculated using different Bayesian models, operating at different levels of resolution and employing different parts of the data. Each model was run both with all the relevant assays-short-and long-lived and on the short-lived assays only.
The simplest (and crudest) model is to lump together all the dates from Iron I contexts vs. all the dates for Iron II contexts (Table 3) and to model the likelihood of a boundary point in between these 2 groups. Below, this is referred to as "the coarse model." In OxCal (Bronk Ramsey 2001) notation, this simple model is presented in Figure 3 .
This model does not include Late Bronze Age and transitional LB|IR contexts. It also does not include the contexts labeled "transitional Iron I|II." This might introduce a problem, as we a priori know that there is a gap between the 2 categories. One can try 2 additional models wherein these dates are either regarded as "late Iron I" or "early Iron II," and lumped with the appropriate group; but we have not done so in this instance. Samples excluded at the outset were the Tel Zayit Middle Ages one and the Hazor Middle Bronze Age ones. Though we explained above our reluctance to exclude samples from the data set, such huge misfits simply prevent the convergence of the algorithm; and the fact that these dates are out of the bounds of discussion is obvious. Other extremely high (and extremely low) dates (e.g. assay 3625 from Dor D2/12, which at 3029 ± 28 BP is definitely earlier than 1200 BCE) were initially left in (see below for treatment of misfits).
Another simple model that can be drawn from the data set will be referred to as the "focused model" (Figure 4 ). It uses only the most relevant contexts for the question at hand, i.e only those of the late Iron I, transitional Iron I|II, and early Iron IIA horizons. Of interest to us in this case are 2 boundaries: the one between late Iron I and the "transitional" horizon, and the one between the "transitional" horizon and the "classical" Iron IIA. The advantage of this model is that it disregards contexts that are far removed from the transition we are after, and imprecisely seriated ones, but it uses only 49 of the 109 assays. If we limit ourselves to short-lived samples, only 40 assays are used (Table 4) .
Finally, the third model is the one representing the entire scheme utilizing as much information as possible. We call this the "composite model" (Table 5 and Figure 5 ). Within the basic sequence of 6 typological horizons, the Iron I and Iron IIA were further divided (by an internal sequence) into early and late sub-phases. This model allows us to use dates from "unordered" Iron I and Iron IIA contexts, as well as ones for which a finer attribution can be offered. The only samples not included in this model are 4288 from Tel Miqne (from a disturbed context) and 3987 from Beth Shemesh (unclear if late Iron I, Iron I|II, or Iron IIA). To avoid "infinite improbability" and non-converging simulations, we had to remove the worst misfits at the outset. This included, in addition to the 2 Hazor Middle Bronze Age dates and the Tel Zayit Middle Ages one, also 4501 (super-low Megiddo VII) and the 2 highest Moza dates (from the locus in which Bronze Age fragments were found; both these dates are entirely in the 12th-11th century-much too high for Iron II, on any chronology). The composite model calculates a whole sequence of boundary distributions, but again, the ones of interest for the purpose of this study are between the (late) Iron I and the "transitional" Iron I|II horizon, and between the "transition" and the "classical" Iron IIA.
HANDLING MISFITS
We have already stressed the importance of systematic treatment of aberrant results. The high level of resolution attempted here, together with the fact that we refrained from a priori deleting measurements from the model unless we had external proof that they were erroneous, means that a certain amount of noise is inevitable. The replication protocol described above can often distinguish between errors generated in the laboratory-which would produce one or more outliers within a replicated set-and archaeological errors, either an out-of-context sample or a misattribution of the context. These would be manifest in internally consistent measurements that are out of order with the proposed sequence and would cause a poor fit between the data set and the model. To distinguish between the 2 types of errors, we call the first type "outliers" and the second "misfits" (Sharon et al. 2005:72-73, 77-78) .
OxCal v 3.10 (Bronk Ramsey 2005) with atmospheric data from Reimer et al. (2004) provides a heuristic statistic for assessing the quality of the fit of the model, based on the overlap integral between the prior (unconstrained) measurement distribution and the posterior dating distribution (as constrained by the model). The rule of thumb is that an "agreement index" of 60% or more is a reasonable fit.
The strategy used here is as follows (see Figures 6-8 ): First, we present the results of the model with all misfitted results. This model usually shows very poor overall fit but has the merit of giving the best possible estimate of the dates of the transitions of interest-noise notwithstanding. Then, we start stepwise removal of misfits, beginning with the ones showing the lowest agreement index, until the overall agreement reaches 60%. We then present the "cleaned" model.
As it happens, the differences engendered by the stepwise removal of misfits, other than a gradual rise in the overall agreement index, were always very minor. Thus, the boundary distributions in both models, with and without the misfits, are always rather close.
RESULTS
A great number of OxCal runs were performed on the data set. We have 3 different models, and 3 different ways of combining (or not) replicated sets. Each of these 9 runs was repeated once on all types of samples, and once for short-lived samples only. Finally, we present 2 graphs of the results of each run, one before removal of misfits and one after "cleaning" misfitted results. This makes for 36 different assessments of the boundary-distributions between Iron I and Iron II in the Levanttimes two in models where we include the "transitional" category itself and calculate both its beginning and end boundary (Figures 6-8 ).
The many different runs, under various presuppositions, serve to assess the vulnerability of the results to changes engendered not by the data itself, but the way it may be statistically analyzed. In the best case scenario-the "focused" model with only short-lived samples-we reach a 91% agreement with the removal of 3 misfits (out of 40 samples). We could have stopped after only 2 removals, but since all 3 had rather low agreement indices (under 10%) it seemed prudent to remove all of them. The noisiest model, as expected, is the "composite" model including long-lived charcoal samples. After the removal of 29 misfits (out of 103), the overall agreement index reached 56%. Almost one-third of the observations are misfitted. This is a rather high proportion. However, most of these do not relate to the boundaries of interest at all (but are, for example, too old to be in the Iron I at all, or misfitted vis-à-vis the Iron IIA|B transition). Also, a rather high proportion of the wood-charcoal samples turned out, in retrospect, to be indeed too old for their context (11 out of 25 charcoal samples in this study). Clearly, the choice of model and statistical treatment does affect the results, in the extreme case by as much as a century. The highest "transition" dates we got (the "coarse" model with charcoal) puts the transition at about 950, while the lowest possibilities (e.g. the "composite" model uncombined) put the Iron I (late) | Iron I|II boundary at about 890 and the Iron I|II | Iron IIA boundary at about 850 BCE. Typically, though, the models differ by a few decades at most, and this variability is over the 900-850 range. The highest "transition" date was reached by the "coarse" model, using a general division to Iron I contexts vs. Iron II and ignoring the critical transitional contexts, as well as including all the charcoal samples with the concomitant old-wood effect. But even in this extreme case, we get a transition in the mid-10th century, in between the 2 hypotheses. In all other model runs, the results hover around the Low Chronology range, with a transition between Iron I and Iron II around the turn of the 10th century. The "conventional"/"High" chronology (i.e. the "real" transition being at 980 BCE or earlier) is completely excluded by all models.
The results are also clearly dependent on the (relatively few) dates in the actual transitional (Iron I|II) range, as well as the highest dates in the early Iron IIA contexts and the lowest ones in the latest Iron I contexts. To investigate this dependence, we performed the following simple test. As the controversy now centers on the 10th century, we examined only those assays that produce distributions that are largely within the 10th century BCE. This was performed using only the 40 samples of the focused model (only short-lived samples from late Iron I, transitional Iron I|II, and Iron IIA contexts). Of these dates, the 10th century is occupied mainly by ones of late Iron I and "transitional" contexts (Table 6A) , and this is true even when only the second half of that century is taken into account (Table 6B) .
Will the inclusion of further results (e.g. already published results of other studies, or the second part of our own, or yet other dates that will undoubtedly be collected) critically tip the scale? It is hard to prophesy. For now, they point squarely within the Low Chronology. To see how much leeway there may be, we should also take a parting look at the calibration curve (Figure 1) . The critical question is whether the small downwards wiggle at ~965 is in the Levantine Iron Age I, as we claim here, or in the Iron Age IIA range, as claimed by Mazar et al. Dates in the 2800-2850 BP range taken from Iron II contexts are needed to establish the High Chronology, while any additional dates in the 2790-2750 range from Iron I contexts will strengthen the Low one. If future dates prove similar to the ones hitherto obtained (by all projects), the transition dates will continue to hover within the second half of the 10th century BCE to the beginning of the 9th. For the United Monarchy debate, such dates Table 6 A) Number of late Iron I, transitional Iron I|II, and Iron II combined dates (of short-lived samples only in the focused model) whose main distributions fall in the 10th century BCE. B) The same for the latter part of the 10th century. "Earlier than X" means that the 1-σ range is entirely above X, and the same for "later than Y." The results presented here were obtained using a much more comprehensive approach than previous works (Gilboa and Sharon 2001; Sharon 2001; Bruins et al. 2003; Mazar et al. 2005) . The most important and, we hope, enduring result of this study is the large data set (Tables 7, 8) , which, however interpreted, will serve as a basis for future chronologies of the Iron Age in the Levant and around the Mediterranean. We introduced here a replication protocol and rigorous methods of identifying and treating outliers. We used a regional approach and ceramic seriation to correlate the different contexts. Based on this, we tested many different models to assess the robustness of the data set and the models themselves. We did not try to date a single "historical event" but to introduce a series of transitions to help situate the temporal position and duration of phases in the archaeological record. Finally, we did not try to hide or explain away any of the misfits. All the dates-those that agree with the chronological framework proposed and those that contradict it-are herein presented.
Unlike historical dating, both 14 C and seriation are augmentative, progressive (in the sense that new and better data are continuously added), and probabilistic. Archaeologists relying on probabilistic tools will have to settle for probabilistic answers that indicate the highest likelihood for a given state-of-the-art. For the time being, our data set is definitely on the side of the Low Chronology and demonstrates that the Iron Age I|II transition occurred about the end of the 10th century BCE.
We have now entered the second stage of the Iron Age Dating Project. It involves the addition of many new dates to the database, mainly from recent excavations (but this time we use only clusters of short-lived samples), quality control on past and future samples using Raman spectroscopy (Alon et al. 2002) , and the involvement of other laboratories. Inevitably, we believe, this is the only way to overcome the impasse regarding early Iron Age chronology in Israel.
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