This paper derives a determinant form formula for the general solution of coupled linear equations with coefficients in K [XI, 
§ 1. Introduction
Let K be a field of numbers and let xi, ..., x n be Indetermlnates. In the following, we often represent x n as jr. Let S denote the field K(XI, ".., x n -i)> This paper considers the general solution of the following coupled linear equations 
., Xn]<
It is well known that coupled linear Diophantine equations with coefficients in Z are solved by the Euclidean algorithm and the general solution is represented by generators the number of which is not greater than s-r if there exist solutions. Since the Euclidean algorithm applies also to polynomials in S [x] , we can solve (1) by applying the Euclidean algorithm successively and obtain s~r generators. However, the procedure is quite tedious and often causes severe coefficient growth (see, for example, ref. 2) .
As for coupled linear equations over fields, Cramer's formula gives the general solution in a determinant form. We may, therefore, well expect the existence of determinant form formula which gives all the s~r generators of the solutions of (1) . With such a formula, we can calculate the solutions easily without introducing unnecessary coefficient growth. The purpose of this paper is to derive such a formula. § 2. Basic Lemmas
In this paper, the variable x n = x is treated as the main variable, and the degree and the leading coefficient in the main variable x of polynomial P are represented by deg(P) and lc(P), respectively. Furthermore, the resultant of polynomials F and G in x is represented by res(F, G). The greatest common divisor, to be abbreviated to GCD, over the field K is defined by omitting numeric factor which is unit in K.
The following two lemmas are essential in solving (1).
there exist polynomials A and B in K\x\,..., x n } such that Multiplying F, G, and H to, respectively, the last columns of the following determinants A, B, and R, and considering determinants which are coefficients of or*, i = Q, ..., l+m -l we see that (2.2) is satisfied : Let us expand these determinants with respect to the last two rows and columns, and consider the coefficient factor in the term proportional to (a, a)(@, 6X7, c)(8, d\ i.e., the factors other than (a, a)(@, 6X7, c) (8, d) . We easily see that, except for the sign, the coefficient factors of these terms are the same, the top-left minor of order t. Hence, the sum of these terms is found to be zero.
Case 2 : Terms proportional to (a, i)(@, /X7, 8),I^i^t,l^j^t 9 hence t1 , or terms proportional to (a, i)(@, i)(y, c)(8, d\ l^i,c,d^t, hence t^2.
There are only two terms which are proportional to (a, i)(0, /)(7, 5), and they come from D a7 Ds^ and DasDp?. We easily see that, except for the sign, the coefficient factors of these terms are the same. Hence, terms proportional to (a, i )(0, y)(7, 8) cancel each other. The same is true for terms proportional to (a, i)(0, 0(7, c)(S, d)-(Note that the top-left t X t submatrix is symmetric.) Similarly, the terms proportional to (a, 0(7, j)(8,0) 9 etc. and terms proportional to (a, f)(7, There are three terms containing (a, a)(P, £)(/, c) (S, d) , and the coefficient factor of each term Is the following determinant of order t -2 :
where {&', c', rf' } = {6, c, d}. If we call the last two columns of the determinant in (2.12) additional columns of types £ and #, the above determinant is nothing but the product of two determinants of the form (2.12), where the order of the determinants is now t~2 and the additional columns are of types a and b' for one determinant and of types c r and d' for the other. Hence, the problem reduces to the case of r = § 3o Solutions of Single Equation
We first investigate the following single equation : With this assumption, we can rewrite (1) as
where A ik , l^f^r, r + l^A^s + 1, is the following determinant:
The following theorem is essential for proving the main theorem given later. 
where AM is the following determinant :
Pll -Pi,r+l -Pi* -Pir Eliminating AM and ^J A from (4.5') and (4.5"), we obtain
Eliminating A'jkAi,r+i from (4.7') and the above equation, we obtain Proof. We first solve the last equation of (4.2) by the method described in § 3. Owing to Theorem 1-1, the last term of this expression vanishes and we obtain Therefore, y^S[x] 9 i = l, ... , r -1, and combining the above solution and y', we obtain the generators (4.16).N otes : We can calculate the solutions of (1) by successively solving each equation of (1) and substituting the solution into the yet unsolved equations. This method introduces extremely large factors which exactly cancel each other between the numerator and denominator. However, proof of the cancellation is quite tedious.
Theorem 2-1 is slightly generalized as follows. If the conditions in Theorem 2-1 are satisfied, the general solution of (1) is given by the beautiful formula (4.16). If the conditions are not satisfied but the conditions in Theorem 2-2 are satisfied, we have less beautiful but still simple formula (4.16) with the replacements (4.20). The latter condition of (4.17) will be satisfied in most practical cases, and the condition (4.18) will also be valid in such cases so far as the transformation (4.21) is applied. We must, however, consider the rare cases in which deg(£>,)*0 for all i = l f ... , r, is not satisfied, the coupled equations (1) The coupled equations (5.7) can be solved in the following way. We assume, as before, GCD(F Z -, P,-f r+i) = l, f = 1, . Coupled equations in (5.11) are the same form as those in (5.7) but simplified in that the number of equations is decreased by one. Note that the degrees of the coefficient polynomials in (5.11) are never greater than those in (5.7). Therefore, the problem is reduced to a simpler one. Continuing the above reduction, we can solve (5.7) with suppressing unnecessary coefficient growth. § 6. Comparison with Another Formula
2-2o
Using the idea of Hermann [4] (see, also Seidenberg [5] ), we can easily represent the generators of the solutions of (1) Then deg(zf ) and deg(^Ja) are less than or equal to rd. Following Hermann, it is easy to prove that every solution of (1) with dcg(yi)^rd for some i can be represented by apparent solutions. The remaining solutions can be represented as (6.3)
Substituting (6.3) into (1) and equating coefficients of z * terms, A = 0, ... , rrf + rf -1, to zero, we obtain r(rd+d) coupled equations for srd unknowns cy Since cyŜ , the solutions of these equations are given by Cramer's formula. The method described above is given in refs. 4 and 5, and it is a typical method in algebra. The degree in x of a generator obtained by this method is less than or equal to rrf-1, which is the same as our formula. However, in this method, the order of numerator and denominator determinants is rd(r + l) which is considerably greater than 2rd-l, the order of determinants for A ,•* and /?,-*. Furthermore, the number of generators in the above method is as many as rd(s -r -l) + (s-r), which is very inconvenient in actual applications. On the other hand, the number of generators in our method is only 5 -r. Hence, our formula is much more beautiful and useful than the formula obtained by the above method. That these generators satisfy (6.4) is easily checked. Furthermore, we can easily check the validity of relations (4.6) and (4.9).
