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Zusammenfassung
In der vorliegenden Arbeit werden optimale Stoppprobleme mit Restriktionen an ein durchschnitt-
liches Kostenfunktional der Stoppzeit untersucht. Das Ziel ist es, sowohl die Menge der Stoppzeiten
zu reduzieren als auch eine partielle Differentialgleichung fu¨r die Wertfunktion herzuleiten.
Ist der zu stoppende Prozess ein zeithomogener Itoˆ-Prozess, ko¨nnen wir das Stoppproblem
durch Erweiterung des Zustandsraumes in ein optimales Kontrollproblem ohne Nebenbedingungen
u¨berfu¨hren und so ein dynamisches Programmierungsprinzip erhalten. Die Wertfunktion wird
durch eine elliptische nichtlineare partielle Differentialgleichung zweiter Ordnung charakterisiert.
Wir beweisen ein klassisches Verifikationstheorem und wenden es auf mehrere Beispiele an.
Des Weiteren betrachten wir optimale Stoppprobleme fu¨r eindimensionale regula¨re stetige starke
Markovprozesse, wobei der Erwartungswert der Stoppzeiten beschra¨nkt ist. Wir zeigen, dass es
ausreichend ist, Stoppzeiten zu betrachten, sodass die Verteilung des Prozesses zur Stoppzeit
einer gewichteten Summe von 3 Diracmaßen entspricht. Der Beweis basiert auf Ergebnissen zur
Skorokhod Einbettung und u¨berfu¨hrt das Stoppproblem in ein lineares Optimierungsproblem u¨ber
einer konvexen Menge von Wahrscheinlichkeitsmaßen.
Die Ergebnisse werden in der Analyse eines sequentiellen Testproblems angewendet. Wir zeigen,
dass die optimalen Stoppzeiten in diesem Problem durch ho¨chstens zwei aufeinanderfolgende
Austrittszeiten gegeben sind.
Abschließend untersuchen wir mit Hilfe der Theorie der Tchebycheffsysteme, unter welchen
Voraussetzungen die Menge der Stoppzeiten auf erste Austrittszeiten aus Intervallen reduziert
werden kann. Die Verteilung des Prozesses zur Stoppzeit ist in diesem Fall eine gewichtete Summe
von 2 Diracmaßen.

Abstract
In this thesis we investigate optimal stopping problems with expectation cost constraints. We
focus on reducing the set of stopping times as well as on deriving a partial differential equation for
the value function.
If the process to stop is a time-homogeneous Itoˆ-process, we show, by introducing a new
state variable, that one can transform the problem into an unconstrained control problem and
hence obtain a dynamic programming principle. We characterize the value function in terms of
the dynamic programming equation, which turns out to be an elliptic, fully non-linear partial
differential equation of second order. In addition, we prove a classical verification theorem and
apply it to several examples.
Furthermore, we consider the problem of optimally stopping a one-dimensional regular continuous
strong Markov process with a stopping time satisfying an expectation constraint. We show that it
is sufficient to consider only stopping times such that the law of the process at the stopping time
is a weighted sum of 3 Dirac measures. The proof uses results on Skorokhod embeddings in order
to reduce the stopping problem to a linear optimization problem over a convex set of probability
measures.
We apply the results to analyze a sequential testing problem and show that in this problem the
optimal stopping times are given by at most two consecutive exit times of intervals.
Finally, using the theory of Tchebycheff systems we examine when we can reduce the set of
stopping times in the constrained problem to first exit times of intervals. In this case, the law of
the process at the stopping time is a weighted sum of at most 2 Dirac measures.
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I. Introduction
In an optimal stopping problem one chooses an optimal point in time to perform a particular
action in order to maximize an expected payoff or to minimize expected costs. Since future rewards
are uncertain and stopping decisions are non-reversible, the decision maker has to weigh possible
future gains and losses against receiving a secure reward today.
The study of optimal stopping problems was stimulated by a work of Wald [69] in 1947. He
considered a sequential testing problem, where one has to decide between two hypotheses based
on independent observations. Wald determined the optimal time to stop collecting data when
taking in expectation as few samples as possible while simultaneously reducing the probability of
an incorrect decision. He showed that his method results in a smaller average number of samples
than methods with fixed sample size and the same error probabilities.
Many optimization problems in economics, financial mathematics or statistics can be interpreted
as optimal stopping problems. Consider for example the so-called secretary problem. Here the
decision maker chooses a stopping rule that maximizes the probability of selecting the best offer
among a sequence of offers (see [19, Chapter 3]). In financial mathematics determining the optimal
exercise date for an American option as well as pricing other financial contracts are optimal
stopping problems (see e.g. [35] and [28]). Production scheduling in investment models with
market entry and exit decisions can also be modeled as optimal stopping problems, cf. [23].
For an introduction to optimal stopping problems, applications, an historical overview and
references we refer to the books [55] and [63].
Now consider an optimal stopping problem with finite or infinite time horizon. If the process to
stop is Markovian, at every time t ∈ [0,∞) the future behavior of the process X only depends on
the present state Xt and not on the whole path until time t. Thus, for deciding whether to stop at
time t we only have to take into account the value of Xt. Hence, the state space of the underlying
process can be split into two regions: In the stopping region it is optimal to stop, whereas in the
continuation region we do not stop. An optimal stopping time is the first time the process enters
the stopping region. Therefore, if X is a one-dimensional continuous Markov process, the law of
X at the optimal stopping time is a weighted sum of at most 2 Dirac measures. The stopping
region can be identified as the free boundary of a partial differential equation (PDE), see e.g. [44]
and Section 8 in [55]. For an infinite or finite time horizon optimal stopping problem the PDE in
variational form for the value function V is given by
min
{− LV (x), V (x)− f(x)} = 0, and min{− (∂t + L)V (t, x), V (t, x)− f(x)} = 0,
respectively, where L denotes the generator of the underlying Markov process and f is the payoff
function (see e.g. [55, Section 8] or [67, Chapter 4]).
The first part of this thesis (Chapter II) analyzes optimal stopping problems with expectation
cost constraints. This problem captures situations with an average time/cost limit for any stopping
rule. As a special case we obtain the stopping problem over all stopping times τ with expectation
constraint E[τ ] ≤ T . Whenever a stopping rule τ is applied repeatedly and independently of the
previous stopping times, then an average constraint on the costs Hτ seems to be more appropriate
than a sharp constraint of the form Hτ ≤ T , a.s. For example, suppose you are working in a
human resources department of a big company and you have to decide when to stop searching for
1
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a new employee, then it is more likely that you impose an average constraint on your searching
time than just a sharp upper bound.
We aim at characterizing the value function of the optimal stopping problem in terms of a
dynamic programming equation and at proving a classical verification theorem.
Let (Xt)t∈[0,∞) be an n-dimensional stochastic state process that satisfies a time-homogeneous
stochastic differential equation driven by a d-dimensional Brownian motion W . Denote by (Ft) the
filtration that is generated by W and extended by null sets so as to satisfy the usual conditions. Let
f : Rn → R be a payoff function and Ht =
∫ t
0 h(Xs)ds be a strictly increasing cost process, where
h : Rn → (0,∞). We denote by S(T ) the set of (Ft)-stopping times τ satisfying the constraint
E[Hτ ] ≤ T ∈ [0,∞). We consider the optimal stopping problem
maximize E
[
f(Xτ )
]
subject to τ ∈ S(T ). (I.1)
By choosing h(x) = 1 for all x ∈ Rn, we obtain the stopping problem with expectation constraint
E[Hτ ] = E[τ ] ≤ T .
What makes the stopping problem (I.1) difficult is that there is no simple dependence of the
constraint on time. The expectation constraint has to be turned into a path-dependent constraint.
A first attempt to eliminate the constraint is to follow a Lagrange approach and to consider, for
every λ > 0, the unconstrained stopping problem
w(λ) = sup
{
E[f(Xτ )− λHτ ] : τ stopping time with E[Hτ ] <∞
}
. (I.2)
Notice that (I.2) is an infinite time horizon stopping problem that does not involve a discount
factor. Therefore, it is often impossible to characterize w as the unique solution of a dynamic
programming equation (cf. Section II.6). Disregard this for a moment and assume that we can
identify for some λ¯ > 0 an optimal stopping time τ∗
(
λ¯
)
for w(λ¯) with E
[
Hτ∗(λ¯)
]
= T , then the
stopping time τ∗(λ¯) is optimal for the original problem (I.1), because
E
[
f
(
Xτ∗(λ¯)
)] ≤ sup
τ∈S(T )
E
[
f(Xτ )] ≤ sup
τ∈S(T )
E
[
f(Xτ )− λ¯Hτ ] + λ¯T ≤ w
(
λ¯
)
+ λ¯T
= E
[
f
(
Xτ∗(λ¯)
)− λ¯Hτ∗(λ¯)]+ λ¯T = E[f(Xτ∗(λ¯))].
Moreover, if for every λ > 0 there exists an optimal stopping time τ∗(λ) for (I.2), if w is absolutely
continuous with ∂w∂λ (λ) = −E[Hτ∗(λ)] and if there exists λ¯ such that ∂w∂λ (λ¯) = −T , then the stopping
time τ∗(λ¯) satisfies E
[
Hτ∗(λ¯)
]
= T . It can happen, however, that the function w is not absolutely
continuous (see Section II.6 for an example). Even if w is differentiable, then it can be involved
and error-prone to invert the derivative ∂w∂λ and to determine the appropriate Lagrange multiplier
λ¯.
In Chapter II, which is based on [4], we propose a new approach for solving stopping problems of
the type (I.1). Our basic idea is to extend the state space by the conditional expectation process
Mt = E[Hτ | Ft], t ∈ [0,∞). Consequently, the expectation constraint for the costs Hτ is turned
into an initial value for the new state M . Moreover, at every time t the expected remaining costs
are given by Mt −Ht. Thus, if the conditional expectation process falls below Ht, the remaining
costs are 0 and hence, the stopping time can be identified as the first time t ∈ [0,∞) such that
Mt ≤ Ht. Assuming a Brownian set-up, the predictable representation property allows to interpret
the new state variable as a martingale with controlled diffusion coefficient. Moreover, M solves
Mt = m+
∫ t
0
1{Ms>Hs}αs · dWs
for a suitable α ∈ L2loc(W ) and m = E[Hτ ]. Using a one-to-one correspondence between stopping
times satisfying an expectation cost constraint and suitable controlled martingales, one can thus
transform the stopping problem (I.1) into an unconstrained problem with a controlled state and
time horizon. The advantage of the transformed problem is that it allows to formulate a dynamic
programming principle (DPP). The DPP can be interpreted as follows: An optimal control for
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an optimization problem, where the controlled process (Zt)t∈[0,∞) starts in z at time 0, is also
optimal in the problem, where the process starts in Zθ at a stopping time θ (see [9, p.83]).
With a DPP at hand, we can characterize the value function
V (T, x) = sup
{
E[f(Xτ )] : τ ∈ S(T ) and X0 = x
}
as a solution of the dynamic programming equation (DPE), which is the infinitesimal counterpart
of the DPP. Conversely, in a classical verification theorem we establish conditions which guarantee
that a classical solution to the DPE is indeed the value function of the optimal stopping problem.
In order to obtain a verification theorem, we consider the auxiliary stopping problem
U(T, x) = sup
{
E[f(Xτ )] : τ stopping time with E[Hτ ] = T and X0 = x
}
. (I.3)
Observe that if U(T, x) is increasing in T on some interval [0, S), S ∈ (0,∞), then the value function
of the auxiliary and original problem coincide on [0, S). Moreover, if U is concave in T , then one
can show that V (T, x) = U
(
T ∧ T˜ (x), x), where T˜ (x) = inf {t ∈ [0,∞) : U(t, x) < sups≤t U(s, x)}.
The concavity of U will be a consequence of the verification theorem for the problem (I.3). The
DPE for U turns out to be the partial differential equation
h(x)UT (T, x)− LU(T, x) +
∣∣σ>(x) · ∇xUT (T, x)∣∣2
2UTT (T, x)
= 0, (I.4)
with initial condition U(0, x) = f(x); here L is the generator of X and σ its diffusion matrix. We
give sufficient conditions for the value function U to be a solution of (I.4). Moreover, we provide a
verification theorem that allows to verify whether a solution u of (I.4) coincides with U and if
u equals U , then we obtain an optimal control for the value function U . Using the one-to-one
correspondence between stopping times satisfying an expectation cost constraint and suitable
controlled martingales, we derive an optimal stopping time for (I.3). Since V is fully determined
by U , this further allows to identify an optimal stopping time for the original problem (I.1).
The idea to extend the state space by a conditional expectation process in order to make a
constraint more tangible can be already found in the control literature. Bouchard, Elie and Touzi
[13] consider the problem of attaining a possibly stochastic target with a given probability. They
extend the state space by a conditional probability process in order to reduce the problem to a
standard stochastic target problem. Bouchard, Elie and Imbert [12] deal with an optimal control
problem with constraints on the moment or a certain probability of the terminal value of the
controlled process. They obtain an optimal control problem with a stochastic target constraint
by extending the state space with a conditional expectation process. Bouchard and Nutz [14]
examine an optimal control problem with generalized state constraints and prove a dynamic
programming principle. By a suitable extension of the state space, the state constraint can be
turned into an expectation constraint for the terminal value of the controlled process. Augmenting
the state space of the new problem by auxiliary martingales, the marginal expectation constraint
is formulated dynamically and allows to prove a weak dynamic programming principle. The
value function of the optimal control problem with expectation constraint is characterized as a
viscosity solution to the associated Hamilton-Jacobi-Bellman equation. Bokanowski, Picarelli and
Zidani [11] reformulate a stochastic control problem with a global state constraint as a target
problem by introducing a conditional expectation process as a new controlled variable. Article
[73] derives a dynamic programming principle for optimal control problems on the canonical space
with expectation constraints in a general non-Markovian framework. At a given time t ∈ [0, T ],
T ∈ (0,∞), the authors maximize the expected reward over a set of controls ν that satisfy for all
s ∈ [t, T ] the constraint E[g(s,Xt,ν)] ≤ m, where m ∈ R and Xt,ν is the controlled process whose
paths are fixed from time 0 to t. For the dynamic programming principle they introduce auxiliary
supermartingales M with Ms ≥ g(s,Xt,ν), s ∈ [t, T ]. These supermartingales comprise processes
of the form m+
∫ .
0 αsdWs for suitable α ∈ L2(W ), where W is a Brownian motion.
Independently of article [4], Miller [43] has obtained the PDE (I.4). The author uses the auxiliary
stopping problem (I.3) for solving a time-inconsistent, but unconstrained stopping problem. For
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a one-dimensional Brownian motion the value function U(T, x) is characterized as the unique
viscosity solution of (I.4). In contrast, we focus on deriving a classical verification theorem.
Bayraktar and Yao [7] provide a proof of the dynamic programming principle which we formulate
in Section II.3.3 and characterize the value function of the stopping problem as the unique viscosity
solution of the associated Hamilton-Jacobi-Bellman equation.
There are only few further articles in the literature that deal with stopping problems of the
type (I.1). Kennedy [39] considers the problem of stopping a discrete time process with the
constraint that the expectation of any stopping time is bounded by some given constant. He uses
Lagrangian techniques for determining optimal stopping rules. Horiguchi [34] considers optimal
stopping of a finite state process that, in addition, can be controlled with finitely many actions.
Optimal stopping rules satisfying an expectation constraint are determined with mathematical
programming techniques. Palczewski and Stettner [50] examine an undiscounted optimal stopping
problem with infinite time horizon of the type (I.1) under the additional assumption that X is an
ergodic, time-homogeneous weak Feller process. They state sufficient conditions guaranteeing that
the set of stopping times can be restricted to those with bounded expectation. This boundary is
in general not global but depends on the initial value of X.
Using a Lagrange approach, Makasu [42] obtains an upper bound for the value of an optimal
stopping problem with expectation constraint. The gain is determined by a geometric Brownian
motion and a coupled diffusion process whereas the transaction costs only depend on the diffusion
process. Peskir [54] deals with a quickest detection problem and allows for expectation constraints.
In Section 4 of [54] the expected positive or negative deviation of the stopping time from the
time to detect is assumed to be bounded. The constrained problem can be fully solved by using
the Lagrange approach. Similarly, the Lagrangian method is successfully employed in [52]. The
problem of maximizing the mean of a stopped process subject to a variance constraint is first
reduced to a mean-variance optimal stopping problem. The latter can be turned into a family of
linear stopping problems by applying the Lagrangian approach once more.
In Chapter III, which is a revised version of [3], we investigate optimal stopping problems for one-
dimensional state processes over stopping times τ satisfying the expectation constraint E[τ ] ≤ T .
In contrast to Chapter II we also allow for processes that do not solve a time-homogeneous
stochastic differential equations driven by a Brownian motion. More precisely, let (Yt)t∈[0,∞) be
a one-dimensional regular continuous strong Markov process with respect to a right-continuous
filtration (Ft). Let f : R→ R be measurable. We consider the optimal stopping problem
maximize E
[
f(Yτ )
]
subject to τ ∈ S(T ), (I.5)
where S(T ) is the set of (Ft)-stopping times such that E[τ ] ≤ T ∈ [0,∞).
We show that for the stopping problem (I.5) it is sufficient to consider only stopping times τ
such that the law of Yτ is a weighted sum of at most 3 Dirac measures. Any such stopping time
can be interpreted as a composition of exit times from intervals.
We also show that in general a reduction to weighted sums of 2 Dirac measures is not possible.
In particular, one cannot split the state space into a deterministic stopping and continuation
region. This is in contrast to stopping problems with a sharp bound on the stopping time and to
stopping problems with infinite time horizon and discounting.
Our idea for proving a reduction to 3 Dirac measures is to rewrite the stopping problem (I.5) as
a linear optimization problem over a set of probability measures.
For this purpose we use results on the Skorokhod embedding problem. Skorokhod [64] formulated
and solved the so-called Skorokhod embedding problem in 1961, the English translation [65]
appeared in 1965. Let µ be a centered probability measure on R with finite second moment and
let W be a one-dimensional Brownian motion. We want to find an integrable stopping time τ such
that Wτ is distributed according to µ. In this case, we say that τ embeds µ into W and write
Wτ ∼ µ. Since the last 50 years the original problem has been generalized and many solution
methods have been developed. In particular, in 1971 Rost [60] gave necessary and sufficient
conditions for the existence of embedding stopping times for general continuous Markov processes.
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The article [47] by Ob lo´j provides an overview of the developments until 2004. For applications in
mathematical finance we refer to [31].
In Chapter III we focus on the solution method by Chacon and Walsh [17]. They use a one-to-one
correspondence between integrable probability measures µ on R and potential functions uµ, where
uµ(x) = −
∫
R
|x− y|µ(dy).
For a centered probability measure µ with finite second moment, their main idea is to construct
an approximating sequence (un)n∈N of potential functions such that un(x) ↓ uµ(x) for all x ∈ R
as n→∞ and such that the corresponding probability measures µn, n ∈ N, are discrete and have
finitely many atoms. In particular, they construct a non-decreasing sequence of stopping times
(τn)n∈N such that Wτn ∼ µn and the stopping times τn are consecutive exit times of intervals.
Moreover, it holds that Wτ ∼ µ, where τ := limn→∞ τn, as well as E[τ ] =
∫
R
x2µ(dx) <∞. We
show in Section III.3 that the arguments of Chacon and Walsh also apply to a one-dimensional
regular continuous strong Markov process Y and an integrable centered probability measure µ
if the condition
∫
R
x2µ(dx) <∞ is replaced by an integrability condition which depends on the
speed measure of Y . The expectation of an embedding stopping time τ for µ can be computed in
terms of the measure µ and the speed measure of Y .
To reduce the optimal stopping problem (I.5) to a measure optimization problem, we characterize
the set A(T ) of probability measures that can be embedded into Y (see [2] and [32]) with stopping
times having expectation smaller than or equal to T . The set A(T ) consists of integrable probability
measures satisfying moment constraints. We then apply the balayage method of Chacon and Walsh
to construct for every µ ∈ A(T ) an embedding stopping time that is a limit of consecutive exit
times. The balayage method brings along, for every embeddable distribution, an approximating
sequence of probability measures that are weighted sums of finitely many Dirac measures. This
allows to simplify the optimization problem by reducing the set of probability measures. Using
a trick by Hoeffding [33] we can further reduce the set to those probability measures µ that are
weighted sums of at most 3 Dirac measures. In addition, we use the Balayage method to construct
an embedding stopping time for µ that is a composition of exit times.
In a second approach we exploit the linearity of the measure optimization problem. As for linear
optimization problems in Rn with linear constraints, the maximal value of
∫
R
f(x)µ(dx) over all
measures µ ∈ A(T ) is attained by extreme points of A(T ). Furthermore, the extreme points are
contained in the set of weighted sums of Dirac measures with at most 3 mass points satisfying the
moment constraints. This approach allows to extend the results to measurable payoff functions.
In the Balayage approach we consider payoff functions satisfying a growth condition and having at
most countably many points of discontinuity.
Finally, we show the existence of an optimal measure µ∗, which is a weighted sum of at most
3 Dirac measures, in the optimization problem over measures in A(T ) under mild conditions on
the payoff function. The reduction to discrete measures with at most 3 points of mass simplifies
the proof, because we only deal with finite sums instead of integrals with respect to measures
µ ∈ A(T, y). We then can identify a consecutive exit time τ∗ that embeds µ∗ in Y . As a
consequence τ∗ is optimal in (I.5) and thus, the value of the stopping problem (I.5) is attained in
the set of consecutive exit times.
To the best of our knowledge, the idea of using Skorokhod embeddings to analyze optimal
stopping problems first appeared in [72], where the authors solve an optimal stopping problem
for the geometric Brownian motion, under the Choquet integral, over stopping times that are
almost surely finite. When it comes to optimal stopping problems with constraints on the stopping
time’s distribution, the literature is rather scarce: The seminal book by Shiryaev [63] discusses
in Section 4.3 and 4.4 versions of the quickest detection problem with probability constraints.
Bayraktar and Miller [6] consider the problem of optimally stopping a Brownian motion with a
stopping time whose distribution is atomic with finitely many points of mass. In [8] the authors
use optimal transport techniques to treat the problem of optimally stopping a Brownian motion
with a stopping time having a fixed specified distribution.
5
Introduction
Further stopping problems with an expectation constraint on the stopping time have been
solved by Urusov [68]. Let θ ∈ [0, 1] be the moment at which a standard Brownian motion
attains its maximal value on [0, 1] and let α ≥ 0. Then Urusov [68] characterizes the stopping
time that minimizes E[(τ − θ)+] over all stopping times τ satisfying the expectation constraint
E[(τ − θ)−] ≤ α.
Only few articles deal with reducing the law of the process at the stopping time. In an optimal
stopping problem without constraints, where the payoff function is lower semi-continuous and
bounded from below, Theorem 2 in [30] allows for a reduction to first exit times of intervals.
In this case, the law of the process at the stopping time has at most two mass points. In [21]
the authors transform an optimization problem over a class of martingales satisfying a given
terminal marginal constraint into an optimal control problem by extending the state space by
the conditional distribution process. For the optimal control problem a dynamic programming
principle as well as a Hamilton-Jacobi-Bellman equation is obtained. Due to the continuity of the
value function in the additional state, the conditional distribution process can be approximated
by sums of finitely many Dirac measures. Ka¨llblad [36] examines an optimal stopping problem
where the distribution of the stopping times is given and the payoff function is path-dependent.
Also, by introducing the conditional distribution process she obtains a dynamic programming
principle. Under additional regularity assumptions on the payoff function, one can approximate
the value function by atomic problems. Henderson, Hobson and Tse [29] consider an agent with
prospect theory preferences. The wealth is determined by the value of the Brownian motion W at
a stopping time. Under suitable conditions on the so-called value function of the preferences and
the probability weighting function, it is optimal to use a stopping time τ such that the law of Wτ
is a weighted sum of three Dirac measures.
In Chapter IV we present an extensive example for the results of Chapter II and III. We deal
with a sequential testing problem, where an agent has to decide between two simple hypotheses.
She collects information until obtaining a significant result and then she accepts the significant
hypothesis. In many cases, the observable information until a fixed time t is not significant enough
to decide for one hypothesis. Consequently, the decision maker either has to continue collecting
information after time t and to hope for a significant result within a reasonable time horizon or
she has to end the observation without any result. In particular, she has to compare additional
observation costs and the absence of benefits that are associated to a significant result. If we
impose a sharp upper bound T ∈ (0,∞) on the time until the observation has to be terminated,
then it may happen that the observations propose to accept one hypothesis but the available
information is not significant enough. Collecting more information then may lead to a significant
result within a small additional time horizon. On the other hand, if the observations are significant
at time t ∈ [0, T ), the agent can accept H0 or H1 before time T and the time horizon is not fully
exploited. Hence, we impose a constraint on the average time until the agent has to stop collecting
information and thus, respect different scenarios.
We assume that the aggregated information is given by a random walk. The positive and
negative increments contribute to H1 and H0, respectively. By observing the random walk, the
decision maker wants to detect whether the drift is positive or negative and then she accepts
H1 respectively H0. Once she observes a positive or negative increment, the agent updates her
belief about which hypothesis is more likely. Thus, we use the continuous time sequential testing
model from Chapter VI.21 in [55] which allows to update the beliefs. More precisely, in the
sequential testing model the decision maker continuously observes a Brownian motion X having
either drift 0 or κ, κ 6= 0 and she wants to detect the value of the drift rate b. At the beginning of
the observation the agent has a priori beliefs y ∈ (0, 1) and 1− y for the hypothesis H1 and H0,
respectively. Then the a posteriori probability process Yt := P[b = κ | FXt ], t ∈ [0,∞), satisfies
Y0 = y and describes how likely a drift rate of κ is at time t, given all information on the Brownian
motion X until time t. Here (FXt ) denotes the filtration generated by X.
We impose a threshold α ∈ (0, 12) for the a posteriori probability process Y , which allows the
agent to accept H0 and H1 only if the hypotheses are significant enough at time t, i.e. if Yt ≤ α or
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Yt ≥ 1 − α. Moreover, we assume that the decision maker gains β ≥ 1 and 1 if she accepts H1
and H0, respectively. If she stops the observation process without accepting any hypothesis, she
obtains nothing. Therefore, the agent deals with the optimal stopping problem
V (T, y) = sup
{
E
[
f(Yτ )
]
: τ ∈ S(T ), Y0 = y
}
, (I.6)
where f(x) = 1(0,α](x)+β1[1−α,1)(x) and S(T ) denotes the set of all stopping times with E[τ ] ≤ T .
Since the process Y is a solution to a time-homogeneous SDE driven by a Brownian motion
W˜ , cf. Chapter VI.21 in [55], we use the results from Chapter II and III to analyze the optimal
stopping problem (I.6). We conclude that it is sufficient for the agent to focus on stopping times
τ such that the law of Yτ is a weighted sum of at most three Dirac measures. We show that for
some T ∈ (0,∞) the value V (T, y) is only attained by a consecutive exit time τ∗ and not by first
exit times of intervals. In this case, it turns out that the law of Yτ∗ has mass points α, 1− α and
b∗ ∈ (0, 12], which do not depend on the initial value of Y nor on T . Hence, the same three points
suffice. If the supremum in (I.6) is attained by a first exit time, then exactly one endpoint of the
interval is independent of y and T . If stopping at 3 points entails a higher payoff than using first
exit times, then allowing for three outcomes – accepting H0 or H1 or terminating the observation
with no result – increases the expected payoff of the agent.
To identify optimal stopping times and the value function V (T, y), we combine the characteri-
zation of (I.6) as a measure optimization problem as well as an optimal stopping problem. This
enables us to simplify and shorten the proofs.
In addition, we show that the value function of the optimal stopping problem (I.6) is a solution
to the PDE we derive in Chapter II.
Shiryaev considers this sequential testing model in Chapter 4.2 of [63] (see also Chapter VI.21 in
[55]) but instead of maximizing a payoff function depending on the a posteriori probability process,
he chooses a stopping time and a decision rule in order to minimize the sum of the expected
time until the agent stops the observation and the error probabilities of wrong decisions. Here,
the optimal stopping time is a first exit time of an interval. Peskir and Gapeev [27] deal with
sequentially testing two simple hypotheses about the drift of a Brownian motion on a finite time
interval and minimize the same functional as Shiryaev. In this problem, the optimal stopping time
is a first exit time of a time-dependent interval.
In the optimal stopping problem (I.5) we can confine to stopping times τ such that the law of
Yτ is a weighted sum of at most 3 Dirac measures. Naturally, the question arises which conditions
guarantee that the supremum is attained in the set of first exit times, i.e. stopping at two points
is enough. In Chapter V we focus on processes Y with state space [a, b], −∞ < a < b <∞, and
derive a sufficient condition for the payoff function f such that a restriction to first exit times in
the stopping problem (I.5) is possible. We use the reformulation of this stopping problem as a
measure optimization over the set A(T ). If the state space is bounded, then A(T ) = A(T, y) is
the set of all probability measures µ satisfying
∫ b
a xµ(dx) = y and
∫ b
a qy(x)µ(dx) ≤ T , where y
is the initial value of the process Y and qy depends on y and the speed measure of Y . To deal
with maximization problems over measures satisfying integrability constraints, we introduce the
concept of Tchebycheff systems, see [38].
Let u0, ..., un : [a, b]→ R be continuous. The functions u0, ..., un form a Tchebycheff system on
[a, b] if
det

u0(x0) u0(x1) ... u0(xn)
u1(x0) u1(x1) ... u1(xn)
...
...
...
un(x0) un(x1) ... un(xn)
 (I.7)
is either strictly positive for all a ≤ x0 < x1 < ... < xn ≤ b or strictly negative. The functions ui,
0 ≤ i ≤ n, serve as constraint functions for a measure optimization. Denote by S the set of all
non-decreasing, right-continuous functions of bounded total variation. Then ς ∈ S is the Stieltjes
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measure function of a finite measure ν on
(
R,B(R)). In general, ν is not a probability measure.
For a continuous function g and c0, ..., cn ∈ R, 0 ≤ i ≤ n, we consider the following problem
maximize
∫ b
a
g(x)dς(x) subject to ς ∈ S and
∫ b
a
ui(x)dς(x) = ci, 0 ≤ i ≤ n. (I.8)
Firstly, we study the space Mn+1 ⊆ Rn+1 of u-moments
( ∫ b
a ui(x)dς(x)
)
0≤i≤n, ς ∈ S , and
characterize its boundary and interior points. If both (u0, ..., un) and the extended system
(u0, ..., un, g) are Tchebycheff systems, then for any interior point c = (c0, ..., cn) ∈Mn+1 we can
identify the unique maximizer ς∗ ∈ S in (I.8). The support supp(ς∗) of ς∗ is discrete and if n is
even, supp(ς∗) contains n2 points from (a, b) and exactly one of the endpoints a or b. For odd n
the support of ς∗ is given by n+12 points from (a, b) or
n−1
2 points from (a, b) and both endpoints a
and b, depending on the sign of the determinant (I.7). In Section V.1 we present the results from
Chapter I and II of [38] which are used to derive ς∗. Furthermore, we extend the proofs from [38]
and give more details, because to the best of our knowledge the theory of Tchebycheff systems is
not very well-established in the literature on optimal stopping.
We apply the results for Tchebycheff systems to the measure optimization problem over A(T ).
The constraints describingA(T, y) are given by ∫
R
ui(x)µ(dx) = ci, i = 0, 1, and
∫ b
a u2(x)µ(dx) ≤ T ,
where u0(x) = 1, u1(x) = x, u2(x) = qy(x), x ∈ [a, b], and c0 = 1, c1 = y. Here we impose the
constraint µ
(
[a, b]
)
= 1 to guarantee that µ is indeed a probability measures. We show that
(u0, u1, u2) constitutes a Tchebycheff system. Moreover, if the payoff function f and the function
qy are smooth enough, then the condition that
f ′′
q′′y
is injective on (a, b) is both necessary and
sufficient for (u0, u1, u2, f) to be a Tchebycheff system. Moreover, we prove that the unique optimal
measure µS in A(T, y) for the optimization problem with additional constraint ∫
R
qy(x)µ(dx) = S,
S ∈ [0, T ], µ ∈ A(T, y), is a weighted sum of two Dirac measures. One mass point is either given
by a or b. This allows to restrict the stopping times in (I.5) to first exit times of intervals if the
state space J of Y is compact.
If J is not compact, we approximate the state space by a sequence of compact intervals
Jk ⊆ J , k ∈ N. Since we can restrict to measures µ ∈ A(T ) that are weighted sums of 3 Dirac
measures, there exists ` = `(µ) ∈ N such that the of support of µ is contained in J`. If the state
space is bounded, then the set A(T, y) only contains measures µ that are centered around y, i.e.∫
R
xµ(dx) = y. If J is unbounded, then in general the measures in A(T, y) are not centered around
y. We show that on each Jk a reduction to first exit times in (I.5) is possible if (u0, u1, u2, f) is
a Tchebycheff system over Jk. This also holds true if the measures are not centered around y.
Therefore, if the extended system (u0, u1, u2, f) is a Tchebycheff system over every Jk, k ∈ N, we
can reduce the set of optimal stopping times in (I.5) to first exit times.
Tchebycheff systems are used in different mathematical areas such as approximation theory,
e.g. for interpolation methods or quadrature formulas (Section 9, Chapter XI in [38]), and in the
theory of inequalities such as generalized Tchebycheff inequalities (cf. Chapter XII–XIV in [38] and
the references therein). In [1] and [38, Chapter IX] a continuous function g on a compact interval
is approximated in the supremum norm by so-called u-polynomials
∑n
i=0 aiui, a0, ..., an ∈ R for
some given functions u0, ...un. The best approximation is unique if and only if (u0, ..., un) is a
Tchebycheff system. Schumaker [61, Chapter 9] investigates the approximation of smooth functions
by Tchebycheffian splines, which are a generalization of polynomial splines.
The parts of this introduction dealing with Chapter II and III are based on [4] and [3], respectively.
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II. Optimal Stopping Problems with
Expectation Cost Constraints
In many optimal stopping problems the stopping time is restricted to a bounded interval [0, T ],
T ∈ (0,∞), or the stopping problem has infinite time horizon. Whenever a stopping rule is applied
repeatedly and independently of the previous stopping times, an average constraint E[τ ] ≤ T on
the stopping time τ seems to be more appropriate than a sharp constraint τ ≤ T , a.s. For example
think of the question of when to stop searching for a parking space. If you face this question
whenever you are driving to your work, it is more likely that you impose an average constraint on
your searching time than just a sharp upper bound.
In this chapter the process X to stop is an Rn-valued solution to a time-homogeneous stochastic
differential equation driven by a Brownian motion, where the drift and the diffusion coefficient
are Lipschitz continuous. Here we deal not only with expectation constraints on the stopping
time τ but with more general cost constraints of the form E
[∫ τ
0 h(Xs)ds
] ≤ T for measurable
functions h : Rn → (0,∞). Since there is no simple dependence of the constraint on time, we turn
the expectation constraint into a path-dependent constraint by extending the state space with
the conditional expectation process of the constraint. Consequently, the expectation constraint is
transformed into an initial condition. We can interpret the new state variable as a martingale
with controlled diffusion coefficient and establish a one-to-one correspondence between the set of
stopping times satisfying E
[∫ τ
0 h(Xs)ds
] ≤ T and a class of controlled martingales in Section II.2.
The correspondence allows us to transform the constrained stopping problem to an unconstrained
optimal control problem with extended state space. For the control problem we can formulate a
dynamic programming principle (DPP) (see Section II.3) and thus characterize the value function
as a solution of the dynamic programming equation (DPE), see Section II.3.3. Moreover, in Section
II.4 we state in a classical verification theorem sufficient conditions that guarantee that a solution
of the DPE coincides with the value function. In addition, we provide several example for the
verification theorem. Using the dynamic programming equation and the verification theorem we
construct two families of optimal stopping problems for various constraint functions in Section II.5.
In Section II.6 we briefly compare the method of extending the state space with the Lagrange
approach. Finally, in Section II.7 we discuss several examples illustrating the scope of our results.
This chapter is based on [4]. Section II.5 is not part of the article [4].
II.1 Optimal Stopping with Expectation Cost Constraints
Let (Wt)t∈[0,∞) be a d-dimensional Brownian motion on a probability space (Ω,F ,P). Denote
by (Ft)t∈[0,∞) its augmented natural filtration and let F∞ =
⋃
t∈[0,∞)Ft. Let b : Rn → Rn and
σ : Rn → Rn×d be Lipschitz-continuous functions and assume that for every x ∈ Rn the matrix
(σσ>)(x) ∈ Rn×n is positive definite. Here σ>(x) denotes the transpose of the matrix σ(x), x ∈ Rn.
Then there exists a unique Rn-valued strong solution (Xxt )t∈[0,∞) of the stochastic differential
equation (SDE)
dXxt = b(X
x
t )dt+ σ(X
x
t ) · dWt, Xx0 = x (II.1.1)
for every x ∈ Rn.
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Let h : Rn → (0,∞) be Borel-measurable and define the process (Hxt )t∈[0,∞) by
Hxt =
∫ t
0
h(Xxs ) ds
for x ∈ Rn fixed. Denote by T (T ) = T (T, x) and S(T ) = S(T, x) the set of all (Ft)-stopping times
τ with E[Hxτ ] = T and E[H
x
τ ] ≤ T respectively. In the following we sometimes refer to T (T ) as
the set of admissible stopping times.
Assumption. Throughout this chapter we assume that for all x ∈ Rn and t ∈ [0,∞)
Hxt <∞ and lims→∞H
x
s =∞, P− a.s. (A)
Note that Assumption (A) guarantees that T (T ) is non-empty; e.g. the stopping time
τ = inf{s ∈ [0,∞) : Hxs > T} satisfies Hxτ = T , P-a.s., and hence lies in T (T ). If h is bounded and
bounded away from zero, i.e. h : Rn → [δ, C] with 0 < δ < C, then Assumption (A) is satisfied,
because δt ≤ Hxt ≤ Ct for t ∈ [0,∞).
In order to simplify notation, in the following we often write Xt and Ht instead of X
x
t and H
x
t ,
respectively.
For a Borel-measurable function f : Rn → R we consider the following optimal stopping problem
with constraint function h
V (T, x) = sup
τ∈S(T )
E[f(Xxτ )], (II.1.2)
where T ∈ [0,∞) and x ∈ Rn. Here we use the convention that E[f(Xxτ )] = −∞ if both the
negative and the positive part of f(Xxτ ) have infinite expectation. Notice that by Assumption (A)
every τ ∈ S(T ) is finite P-a.s. and hence Xxτ is well-defined. If P[Hx∞ < ∞] > 0, then it can
happen that Xxτ does not exist, as the following example shows.
Example II.1.1. Let Xt = x0 + Wt, t ∈ [0,∞), be a Brownian motion in R3 starting in x0 =
(1, 0, 0). For the constraint function h : R3 → (0,∞), h(y) = e−|y|2 we have that H∞ is finite
P-a.s., because
E[H∞] = E
[∫ ∞
0
h(Xs)ds
]
=
∫ ∞
0
1
(2s+ 1)
3
2
e−
1
2s+1 ds =
∫ 1
0
e−s
2
ds ≤ 1.
Now consider the stopping time
τ = inf
{
t ∈ [0,∞) : |Xt| = 1
2
}
,
which satisfies P[τ <∞] = 12 (see [49], Example 7.4.2). Moreover, τ ∈ S(T ) for T ∈ [1,∞), but
limt→∞Xt does not exist.
Remark II.1.2. For a one-dimensional Brownian motion (Xxt )t∈[0,∞) the 0-1-law of Engelbert
and Schmidt (see e.g. [26]) implies that if h is locally integrable on R, we have Hxt <∞, P-a.s.,
for all t ∈ (0,∞) and x ∈ R, and hence, the first part of Assumption (A) is satisfied.
It turns out to be useful to study also the stopping problem with the equality constraint
E[Hxτ ] = T . We therefore introduce
U(T, x) = sup
τ∈T (T )
E[f(Xxτ )]. (II.1.3)
Then V (T, x) = supS≤T U(S, x) and the value function V is completely determined by U .
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Lemma II.1.3. Let x ∈ Rn. Suppose that T 7→ U(T, x) is concave and U(T, x) ∈ R for all
T ∈ [0,∞). Then
V (T, x) = U
(
T ∧ T˜ (x), x), (T, x) ∈ [0,∞)×Rn, (II.1.4)
where T˜ (x) = inf
{
t ∈ [0,∞) : U(t, x) < sups≤t U(s, x)
}
and T ∧ T˜ (x) = min{T, T˜ (x)}. (We set
T˜ (x) =∞ if the function t 7→ U(t, x) is non-decreasing, i.e. U(t, x) ≥ U(s, x) for all 0 ≤ s ≤ t.)
Proof. Let x ∈ Rn. The functions U(., x) and V (., x) coincide on [0, T˜ (x)) by the definition of
T˜ (x). If T˜ (x) < ∞, we have U(t, x) ≤ U(T˜ (x), x) for all t ≥ T˜ (x), because U is concave in T .
Observe that by the very definition the function T 7→ V (T, x) is non-decreasing. Therefore, if
T˜ (x) <∞, then V (T, x) = V (T˜ (x), x) for all T ≥ T˜ (x). Since U is concave in T and U(T, x) ∈ R
for all T ∈ [0,∞), U is continuous in T and we have U(T˜ (x), x) = V (T˜ (x), x). Hence, we obtain
(II.1.4). Notice that in this case also T 7→ V (T, x) is concave.
In the above derivation of (II.1.4) we have assumed that T 7→ U(T, x) is concave. Conveniently,
concavity turns out to be a consequence of the verification theorem. Notice, however, that one
can heuristically show concavity of T 7→ U(T, x) as follows: let τ1 ∈ T (T1) and τ2 ∈ T (T2). Flip a
coin with probability α ∈ (0, 1) for head, and choose τ1 if head and τ2 if tail appears. With the
randomized stopping time we can show that U(αT1 + (1− α)T2, x) ≥ αU(T1, x) + (1− α)U(T2, x).
In the next sections we transform problem (II.1.3) into a control problem with an extended
state space and derive a dynamic programming equation (DPE) for U . Moreover, we provide a
verification theorem that allows to check whether a solution of the DPE coincides with the value
function U . The link (II.1.4) allows us then to identify the value function V and to obtain an
optimal stopping time for the original problem (II.1.2).
II.2 Every admissible Stopping Time is a first Hitting Time
In this section we establish a one-to-one correspondence between the set of stopping times T (m)
and a class of (Ft)-martingales solving a specific type of SDE with initial value m, where m ∈ [0,∞).
This correspondence allows us to transform the stopping problems (II.1.2) and (II.1.3).
For every τ ∈ T (m), the process (Mt)t∈[0,∞] defined by
Mt = E [Hτ | Ft]
is a continuous (Ft)-martingale with M∞ = Hτ and M0 = E[Hτ ] = m. Thus, the martingale
representation theorem implies
Mt = m+
∫ t
0
αs · dWs,
where (αt)t∈[0,∞) = (α1t , ..., αdt )t∈[0,∞) ∈ L2loc(W ), i.e. (αt)t∈[0,∞) is progressively measurable and
there exists a sequence (ρn)n∈N of (Ft)-stopping times with ρn ↗ ∞, P-a. s., such that for all
n ∈ N
E
[∫ ρn
0
|αs|2ds
]
<∞.
Then, the stopping time τ can be characterized as the first time when the process of conditional
expectations falls below the process H.
Lemma II.2.1. Let τ be an (Ft)-stopping time such that Hτ is integrable and let (Mt)t∈[0,∞) be a
continuous version of the process of conditional expectations E[Hτ | Ft], t ∈ [0,∞). Then we have
τ = inf
{
t ∈ [0,∞) : Mt ≤ Ht
}
, P− a.s.
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Proof. Notice that
Mt = E[Hτ | Ft] = 1{τ≤t}Hτ + 1{τ>t}E[Hτ | Ft]. (II.2.1)
Since (Ht)t∈[0,∞) is strictly increasing in t we have Hτ ≤ Ht on {τ ≤ t} and Ht < Hτ on {τ > t}.
Thus, (II.2.1) implies
inf
{
t ∈ [0,∞) : Mt ≤ Ht
}
= inf
{
q ∈ Q ∩ [0,∞) : 1{τ≤q}(Hq −Hτ ) + 1{τ>q}E[Hq −Hτ | Fq] ≥ 0
}
= inf
{
q ∈ Q ∩ [0,∞) : τ ≤ q}
= τ, P−a.s.
Notice that Mt −Ht is the expected remaining constraint at time t. Thus, if Mt = Ht, then the
remaining constraint equals 0 in expectation and thus, we have to stop.
Lemma II.2.1 implies that for τ ∈ T (m) and a continuous version of Mt := E[Hτ | Ft] the
following holds true:
Ms > Hs on {s < τ},
Ms = Mτ on {s ≥ τ}.
Thus, the process M satisfies
dMt = 1{τ>t}αt · dWt = 1{∀s≤t:Ms>Hs}αt · dWt.
Observe that (Ms)s∈[0,∞) is constant after τ and that (Hs)s∈[0,∞) is strictly increasing, which
implies that Hs > Ms for all s > τ . Hence, Mt > Ht implies t < τ and as a consequence, Ms > Hs
for all s ≤ t. Therefore, {τ > t} = {Mt > Ht} and it follows that
dMt = 1{Mt>Ht}αt · dWt, M0 = m. (II.2.2)
We have thus shown that any stopping time τ ∈ T (m) coincides with the first time a process
solving (II.2.2) hits Ht. Indeed, there is a one-to-one correspondence between (Ft)-stopping times
with E[Hτ ] = m and martingales (Mt) satisfying (II.2.2). To establish this correspondence we
need the following lemma.
Lemma II.2.2. Let (αt)t∈[0,∞) = (α1t , ..., αdt )t∈[0,∞) ∈ L2loc(W ) and m ∈ [0,∞). Then there exists
a unique strong solution M of (II.2.2). This solution is a non-negative supermartingale.
Proof. Let (αt)t∈[0,∞) ∈ L2loc(W ), m ∈ [0,∞) and Yt = m+
∫ t
0 αs · dWs. Then,
τ = inf{t ∈ [0,∞) : Yt ≤ Ht}
defines an (Ft)-stopping time and the stopped process Mt := Yt∧τ satisfies
dMt = 1{τ>t}αt · dWt = 1{∀s≤t:Ys>Hs}αt · dWt = 1{∀s≤t:Ms=Ys and Ms>Hs}αt · dWt.
As in the derivation of (II.2.2), we obtain that Mt > Ht implies Ms > Hs for all s ≤ t by the
definition of τ . Hence,
{∀s ≤ t : Ms = Ys and Ms > Hs} = {Mt > Ht}
and (Mt) solves (II.2.2).
We next show that M is the unique strong solution of (II.2.2). To this end let (Nt)t∈[0,∞) be
another solution of (II.2.2). Let ρ = inf{t ∈ [0,∞) : Nt ≤ Ht}. Then Nt∧ρ = m+
∫ ρ∧t
0 αs · dWs,
which implies that Nt = Mt on [0, τ ∧ ρ]. In particular, we have Mτ∧ρ = Nτ∧ρ = Hτ∧ρ and hence
ρ = τ . After τ it holds that Nt = Nτ = Mτ = Mt. Therefore, N = M .
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Notice that by definition (Mt)t∈[0,∞) is a continuous, non-negative local martingale. Hence, it is
a supermartingale and the limit
M∞ = lim
t→∞Mt
exists almost surely with M∞ ∈ L1(Ω). In addition, (Mt)t∈[0,∞] is a supermartingale and Fatou’s
lemma implies E[M∞] ≤ m. In particular, almost every path of M is bounded and thus,
τ := inf{t ∈ [0,∞) : Mt ≤ Ht} <∞, P-a.s., by Assumption (A).
Let
A = {α ∈ L2loc(W ) : E[Hτ ] = M0, where M solves (II.2.2) for α and
τ = inf{t ∈ [0,∞) : Mt ≤ Ht}
}
.
Lemma II.2.2 implies that for α ∈ A the solution (Mt) of (II.2.2) is a true martingale with
Mt →M∞ in L1(Ω) for t→∞. Moreover, M∞ = Mτ = Hτ by the definition of τ .
On the other hand, if for α ∈ L2loc(W ) the solution of (II.2.2) is a true martingale with Mt →M∞
in L1(Ω) for t→∞, then E[Hτ ] = E[Mτ ] = M0.
Observe that A is non-empty. The following example shows that A 6= L2loc(W ).
Example II.2.3. Let d = 1 and h(y) = 1 for all y ∈ R. Let
αt = −1{t<1}
Wt
(1− t) 32
e
− W
2
t
2(1−t)
and m = 2. Then ρn = inf{t ∈ [0,∞) : |αt| ≥ n} is a localizing sequence for α and thus,
α ∈ L2loc(W ). Moreover, the solution M of (II.2.2) is given by
Mt =
1 + 1√1−te−
W2t
2(1−t) , t < 1,
1, t ≥ 1.
Then Mt ≥ 1 for all t ∈ [0,∞) and M1 = 1 = H1. Thus, τ := inf{t ∈ [0,∞) : Mt ≤ t} = 1, P-a.s.
Moreover, (Mt) is a local martingale, but not a true martingale, because M0 = 2 and M1 = 1,
P-a.s. In particular, we have E[Hτ ] = E[τ ] = E[Mτ ] = 1 6= 2 = M0.
Let M(m) be the set of all solutions M of (II.2.2) with (αt)t∈[0,∞) ∈ A. The results obtained
so far show that one can identify T (m) with M(m).
Proposition II.2.4. There is a one-to-one correspondence between T (m) and M(m) given by
Mt = E[Hτ | Ft], t ∈ [0,∞), and τ = inf{t ∈ [0,∞) : Mt ≤ Ht},
where τ ∈ T (m) and M ∈M(m). Moreover, Hτ = Mτ = M∞.
Proof. The statements follow from Lemma II.2.1 and II.2.2, and the discussion preceding and
succeeding Lemma II.2.2.
Remark II.2.5. To emphasize the dependence on α and m, in the following we often write Mα,m
instead of M .
Remark II.2.6. A version of this one-to-one correspondence is also established in [43, Lemma
1] in the case where n = d = 1, h(y) = 1 for all y ∈ R and where the sets T (m) and M(m)
are restricted to square integrable stopping times and square integrable progressively measurable
processes, respectively.
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Example II.2.7. Let (Wt)t∈[0,∞) be a Brownian motion in Rd. For x ∈ Rd let Xxt = x + Wt,
t ∈ [0,∞). Suppose that the constraint function h is given by h(y) = 1, y ∈ Rd, and hence
Ht = t. Denote by ρR the first exit time of the ball around 0 with radius R > |x|, i.e. ρR =
inf{t ∈ [0,∞) : |Xxt | ≥ R}. Then, the expected value of ρR is given by
E[ρR] =
R2 − |x|2
d
,
see Chapter 4.2.E in [37]. Hence, on {ρR > t} the process of conditional expectations Mt is given
by
Mt = E[ρR | Ft] = t+ R
2 − |Xxt |2
d
=
R2 − |x|2
d
+
1
d
∫ t
0
−2(Xxs )> · dWs.
Thus, αs = −2Xxs /d, s ∈ [0,∞), and we conclude that ρR = inf
{
t ∈ [0,∞) : Mα,(R2−|x|2)/dt ≤ t
}
from Proposition II.2.4. In particular, since (Mt)t∈[0,∞] is a martingale with E[Hτ ] = E[Mτ ] = M0,
it follows that α ∈ A.
In dimension one we can extend the above example to exit times of intervals (a, b), a < x < b,
instead of intervals (−R,R) with R > |x|.
Example II.2.8. For x ∈ R let Xxt = x+Wt, t ∈ [0,∞), where (Wt)t∈[0,∞) is a one-dimensional
Brownian motion. Again let h(y) = 1, y ∈ R, and, thus, Ht = t. The first exit time ρ(a, b) of an
interval (a, b), a < x < b, has expectation (b− x)(x− a). The associated process of conditional
expectations Mt on {Mt > t} is given by
Mt = t+ (b−Xxt )(Xxt − a) = (b− x)(x− a) +
∫ t
0
αs dWs
with αs = −2Xxs + a+ b, s ∈ [0,∞), and (αs)s∈[0,∞) ∈ A.
The next example shows that the one-to-one-correspondence stated in Proposition II.2.4 does not
hold in general if the constraint function h is not strictly positive, i.e. the cost process (Ht)t∈[0,∞)
is not strictly increasing
Example II.2.9. Let (Wt)t∈[0,∞) be a one-dimensional Brownian motion starting in 0, let
h(y) = 1{|y|>1} and ρ = inf{t ∈ [0,∞) : Wt /∈ (−1, 1)}.
Then we have
Hρ =
∫ ρ
0
1{|Ws|>1}ds = 0
and thus for all t ∈ [0,∞)
Mt = E[Hρ | Ft] = 0.
Hence,
inf{t ∈ [0,∞) : Mt ≤ Ht} = 0 < ρ, P− a.s.
The Stopping Problem as an Optimal Control Problem
The one-to-one correspondence of Proposition II.2.4 allows to reformulate the optimal stopping
problems (II.1.2) and (II.1.3) as optimal control problems. More precisely, we have
V (T, x) = sup
{
E
[
f
(
Xxτα,m
)]
: m ∈ [0, T ], α ∈ A} (V)
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and
U(T, x) = sup
{
E
[
f
(
Xxτα,T
)]
: α ∈ A}, (U)
where
Xxt = x+
∫ t
0
b(Xxs )ds+
∫ t
0
σ(Xxs ) · dWs,
Mα,mt = m+
∫ t
0
1{Mα,ms >Hxs }αs · dWs,
τα,m = inf
{
t ∈ [0,∞) : Mα,mt ≤ Hxt
}
.
As we show in the next section, the reformulations (V) and (U) have the advantage, compared to
the original versions (II.1.2) and (II.1.3), that they allow to write down a dynamic programming
principle.
Remark II.2.10. The idea to make stochastic control problems with expectation constraints
accessible for dynamic programming techniques by extending the state space by a conditional
expectation process can already be found in the literature. For example, Bouchard, Elie and Touzi
[13] (see also [12]) analyze a control problem where a stochastic target has to be attained with
prescribed probability. The authors introduce a controlled conditional probability process as a
further state variable (playing the role of M here) which allows them to apply the geometric
dynamic programming approach of [66].
II.3 Derivation of a Dynamic Programming Equation
The aim of this section is to derive a dynamic programming equation (DPE) for U . For the
derivation we need that the value function U is finite and that it satisfies a dynamic programming
principle (DPP). We start, therefore, with a subsection providing sufficient conditions for finiteness.
II.3.1 Finiteness of the Value Functions
Note that if the payoff function f is bounded, then the value functions are also bounded. We next
give a more general condition, in the one-dimensional case d = n = 1, guaranteeing that the value
functions V and U are finite.
Let d = n = 1 and denote by J the state space of X and by (l, r), −∞ ≤ l < r ≤ ∞, the
interior of J . By assumption we have σ2(x) > 0 for all x ∈ (l, r). Furthermore, we assume that
(1 + |b(x)|)/σ2(x) is locally integrable on (l, r) (see conditions (ND)′ and (LI)′ in Section 5.5.C of
[37]). Let Xx be a solution of (II.1.1) with Xx0 = x ∈ (l, r) and define the scale function sx by
sx(y) =
∫ y
x
exp
(
−
∫ z
x
2b(w)
σ2(w)
dw
)
dz, y ∈ J.
Then the process Zt := sx(X
x
t ), t ∈ [0,∞), is a local martingale with state space sx(J) and
dZt = η(Zt) dWt, Z0 = 0,
where η = (s′xσ) ◦ s−1x . Hence, we can convert the optimal stopping problem with reward function
f and constraint function h for the process X into an optimal stopping problem with reward
function f ◦ s−1x and constraint function h ◦ s−1x for Z. Let
qx(y) =
∫ y
0
∫ z
0
2h
(
s−1x (w)
)
η2(w)
dw dz, y ∈ sx(J). (II.3.1)
In the following we show that if f ◦ s−1x is bounded from above by qx, x ∈ (l, r), then V (T, x) <∞
for all T ∈ [0,∞). More precisely,
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Proposition II.3.1. Let x ∈ (l, r). If there exists C ∈ (0,∞) such that f(s−1x (y)) ≤ C(1 + qx(y))
for all y ∈ sx(J), then U(T, x) ≤ V (T, x) < ∞. If, in addition,
∣∣E[f(Xx
τ0,T
)]∣∣ < ∞, where
τ0,T = inf{t ∈ [0,∞) : Hxt ≥ T}, then U(T, x) > −∞.
Proof. First notice that the definition of V implies V (T, x) ≥ f(x) for all x ∈ (l, r).
Observe that qx ∈ C1
(
(l, r)
)
and that q′x is absolutely continuous with weak derivative 2(h ◦
s−1x )/η2 > 0. Hence, we can apply Itoˆ’s formula for C1-functions with absolutely continuous
derivatives, cf. Chapter 3, Exercise 7.3 in [37], to show that qx(Zt) −Hxt , t ∈ [0,∞), is a local
martingale. Moreover, we have E[qx(Zτ )] ≤ T for all τ ∈ S(T ): Let (τn)n∈N be a localizing
sequence for Z. Then Fatou’s lemma and the monotone convergence theorem imply that
E[qx(Zτ )] = E
[
lim inf
n→∞ qx(Zτ∧τn∧n)
] ≤ lim inf
n→∞ E[qx(Zτ∧τn∧n)]
= lim inf
n→∞ E[H
x
τ∧τn∧n] = E[H
x
τ ] ≤ T.
Therefore, we have for T ∈ [0,∞)
U(T, x) ≤ V (T, x) = sup
τ∈S(T )
E[f(Xxτ )] = sup
τ∈S(T )
E
[
f
(
s−1x (Zτ )
)]
≤ C
(
1 + sup
τ∈S(T )
E[qx(Zτ )]
)
≤ C(1 + T ).
Let τ0,T = inf
{
t ∈ [0,∞) : Hxt ≥ T
}
and recall that τ0,T ∈ T (T ). If E[f(Xx
τ0,T
)]
> −∞, then we
conclude that U(T, x) ≥ E[f(Xx
τ0,T
)]
> −∞.
The following example shows that the condition from Proposition II.3.1 is sharp if X is a
Brownian motion.
Example II.3.2. For a one-dimensional Brownian motion W we have q0(y) = y
2. Consider the
optimal stopping problem (II.1.2) for f(y) = |y|2+ε, ε > 0, constraint function h(y) = 1, i.e. Ht = t,
and the Brownian motion W . For every T ∈ (0,∞) the first time ρ(a, T ), a ∈ (0,∞), when W
hits a or −Ta has expectation T . Hence,
V (T, 0) ≥ U(T, 0) ≥ sup
a∈(0,∞)
E
[
f
(
Wρ(a,T )
)]
= sup
a∈(0,∞)
{
a2+ε
T
a2 + T
+
a2
a2+ε
T 2+ε
a2 + T
}
=∞.
II.3.2 Dynamic Programming Principle for U
For the transformed problem (U) one can formulate the following dynamic programming principle:
DPP for U . Let U be measurable and |U(T, x)| <∞ for all (T, x) ∈ [0,∞)×Rn. We say that
U satisfies the DPP if for any family (θα)α∈A of (Ft)-stopping times we have
U(T, x) = sup
α∈A
E
[
1{τα,T≤θα}f
(
Xxτα,T
)
+ 1{θα<τα,T }U
(
Mα,Tθα −Hxθα , Xxθα
)]
. (II.3.2)
Note that on {θα < τα,T } it holds that Mα,Tθα > Hxθα .
It is a strong assumption to assume that U satisfies the DPP (II.3.2). We use the DPP in order
to derive the dynamic programming equation. However, our main result, the verification theorem
presented in Section II.4, does not suppose the DPP to be satisfied.
Remark II.3.3. Inspired by the article [4], which is the basis for this chapter, Bayraktar and Yao
[7] show that the value function V of an optimal stopping problem with expectation constraint is
continuous if the payoff function f is Lipschitz continuous and, in addition, f and the constraint
function h are sufficiently nice. The continuity of V allows them to provide a proof of a dynamic
programming principle for the value function V . Moreover, they characterize V as a viscosity
supersolution of the associated fully non-linear Hamilton-Jacobi-Bellman (HJB) equation and as
a viscosity subsolution to the HJB equation, in which the Hamiltonian is replaced by its upper
semi-continuous envelope.
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II.3.3 The Dynamic Programming Equation for U
The DPP (II.3.2) allows to derive a dynamic programming equation for U . In order to do so, we
denote by L the generator of the Markov process X, i.e.
Lu(x) = 1
2
n∑
i=1
n∑
j=1
∂2u
∂xi∂xj
(x)
d∑
l=1
σil(x)σjl(x) +
n∑
i=1
bi(x)
∂u
∂xi
(x)
for suitable functions u ∈ C2(Rn,R). For a function u ∈ C2((0,∞)×Rn,R) we use the notation
uT (T, x) =
∂u
∂T
(T, x),
uTT (T, x) =
∂2u
∂T 2
(T, x),
uTxi(T, x) =
∂2u
∂T∂xi
(T, x),
∇xu(T, x) =
(
∂u
∂xi
(T, x)
)n
i=1
,
∇xuT (T, x) =
(
uTxi(T, x)
)n
i=1
and for a matrix A ∈ Rk×l, k, l ∈ N, its transpose is denoted by A>.
Proposition II.3.4. Assume that h is continuous. If U ∈ C2((0,∞)×Rn) and U satisfies the
DPP (II.3.2), then
1. U is a supersolution to
h(x)UT (T, x)− LU(T, x) +
∣∣σ>(x) · ∇xUT (T, x)∣∣2
2UTT (T, x)
= 0 (II.3.3)
on (0,∞)×Rn with initial condition U(0, x) = f(x). Moreover, U is concave in T and{
(T, x) : UTT (T, x) = 0
} ⊆ {(T, x) : ∇xUT (T, x) = 0 ∈ Rn}.
Here we set
∣∣σ>(x) · ∇xUT (T, x)∣∣2 /UTT (T, x) = 0 if both the numerator and the denominator
equal 0.
2. If, in addition,
∣∣σ> · ∇xUT ∣∣2 /UTT is continuous on (0,∞)×Rn, then U is a solution to (II.3.3)
on (0,∞) × {x ∈ Rn : ∃T ∈ (0,∞) such that (T, x) ∈ A¯}, where A¯ denotes the closure of
A :=
{
(T, x) : UTT (T, x) < 0
}
in (0,∞)×Rn.
Proof. 1. The initial condition is satisfied, because T = 0 is equivalent to stopping directly. In
order to prove that U is a supersolution of (II.3.3) let (T, x) ∈ (0,∞)×Rn, write X instead of
Xx in the following and consider the control αs = 1{s≤1}a>, with a ∈ Rd. Then, α ∈ A. Let
θα = inf
{
s ∈ [0,∞) : |Xs − x| ≥ 1 or Mα,Ts −Hs /∈
[
T
2
, 2T
]}
.
Since U ∈ C2((0,∞)×Rn) Itoˆ’s formula implies that for t ∈ (0, 1)
U
(
Mα,Tt∧θα −Ht∧θα , Xt∧θα
)− U(T, x)
=
∫ t∧θα
0
−UT
(
Mα,Ts −Hs, Xs
)
dHs +
∫ t∧θα
0
UT
(
Mα,Ts −Hs, Xs
)
dMα,Ts
+
∫ t∧θα
0
(∇xU(Mα,Ts −Hs, Xs))> · dXs + n∑
i=1
∫ t∧θα
0
∂2U
∂T∂xi
(
Mα,Ts −Hs, Xs
)
d〈Mα,T, Xi〉s
+
1
2
∫ t∧θα
0
UTT
(
Mα,Ts −Hs, Xs
)
d〈Mα,T,Mα,T 〉s + 1
2
n∑
i,j=1
∫ t∧θα
0
∂2U
∂xi∂xj
(
Mα,Ts −Hs, Xs
)
d〈Xi, Xj〉s
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=
∫ t∧θα
0
(
1{Mα,Ts >Hs}UT
(
Mα,Ts −Hs, Xs
)
a> +
(∇xU(Mα,Ts −Hs, Xs))> · σ(Xs)) · dWs
+
∫ t∧θα
0
(
−h (Xs)UT + LU + 1{Mα,Ts >Hs}
( |a|2
2
UTT + (∇xUT )>· σ(Xs) · a
))(
Mα,Ts −Hs, Xs
)
ds.
By the choice of θα the indicator functions equal 1. This equality and the DPP for U (II.3.2) yield
that
0 ≥E
[
U
(
Mα,Tt∧θα −Ht∧θα , Xt∧θα
)− U(T, x)]
≥E
[∫ t∧θα
0
(
−h (Xxs )UT + LU +
|a|2
2
UTT + (∇xUT )> · σ(Xs) · a
)(
Mα,Ts −Hs, Xs
)
ds
]
+ E
[∫ t∧θα
0
(
UT
(
Mα,Ts −Hs, Xs
)
a+
(∇xU(Mα,Ts −Hs, Xs))> · σ(Xs)) · dWs] .
(II.3.4)
The stochastic integral has expectation 0, because the integrand is bounded on the stochastic
interval [0, t ∧ θα].
By the pathwise continuity of Xs and M
α,T
s and the boundedness of the integrand in the
Lebesgue integral we obtain, after first dividing by t and then taking the limit t ↓ 0, that
−h(x)UT (T, x) + LU(T, x) + |a|
2
2
UTT (T, x) +
(∇xUT (T, x))> · σ(x) · a ≤ 0
for all a ∈ Rd. Thus,
−h(x)UT (T, x) + LU(T, x) + sup
a∈Rd
{ |a|2
2
UTT (T, x) +
(∇xUT (T, x))> · σ(x) · a} ≤ 0. (II.3.5)
In particular, the supremum is finite which shows the concavity of U in T and{
(T, x) : UTT (T, x) = 0
} ⊆ {(T, x) : (∇xUT (T, x))> · σ(x) = 0 ∈ Rd}
=
{
(T, x) : ∇xUT (T, x) = 0 ∈ Rn
}
.
The last conclusion follows from the fact that (σσ>)(x) is positive definite. Inequality (II.3.5)
simplifies to
−h(x)UT (T, x) + LU(T, x)−
∣∣σ>(x) · ∇xUT (T, x)∣∣2
2UTT (T, x)
≤ 0
if UTT (T, x) < 0 and −h(x)UT (T, x) + LU(T, x) ≤ 0 if UTT (T, x) = 0. To conclude, U is a
supersolution to (II.3.3), if we set
∣∣σ>(x) · ∇xUT (T, x)∣∣2 /UTT (T, x) = 0 in the case that both
expressions are 0.
2. Let A =
{
(T, x) ∈ (0,∞)×Rn : UTT (T, x) < 0
}
. In order to prove that U is a subsolution
to (II.3.3) on A¯ if
∣∣σ> · ∇xUT ∣∣2 /UTT is continuous, we first assume that there exists (T0, x0) ∈
(0,∞)×Rn with UTT (T0, x0) < 0 and
h(x0)UT (T0, x0)− LU(T0, x0) +
∣∣σ>(x0) · ∇xUT (T0, x0)∣∣2
2UTT (T0, x0)
> 0. (II.3.6)
Define for (T, x) ∈ (0,∞)×Rn
ϕ(T, x) = U(T, x) + |T − T0|4 + |x− x0|4.
18
II.3 Derivation of a Dynamic Programming Equation
Then ϕ ∈ C2((0,∞)×Rn) and (II.3.6) holds also if U is replaced with ϕ. Moreover, the continuity
of the derivatives implies that
h(x)ϕT (T, x)− Lϕ(T, x) +
∣∣σ>(x) · ∇xϕT (T, x)∣∣2
2ϕTT (T, x)
> 0 (II.3.7)
and
ϕTT (T, x) < 0 (II.3.8)
on N2r := (T0 − 2r, T0 + 2r) × B2r(x0) ⊆ (0,∞) × Rn for some r > 0, where B2r(x0) =
{z ∈ Rn : |z − x0| < 2r}. Now let α ∈ A and (τn)n∈N be a localizing sequence for α. In the
following we write Mα and X instead of Mα,T0 and Xx0 , respectively. Define the stopping times
θα = inf
{
t ∈ [0,∞) : (Mαt −Ht, Xt) /∈ Nr
}
,
θαn = θ
α ∧ τn ∧ n, n ∈ N.
Applying Itoˆ’s formula to ϕ leads to
U(T0, x0) = ϕ(T0, x0)
= E
[
ϕ(Mαθαn −Hθαn , Xθαn )
]
+ E
[∫ θαn
0
(
h (Xs)ϕT − Lϕ− |αs|
2
2
ϕTT − (∇xϕT )> · σ(Xs) · α>s
)
(Mαs −Hs, Xs)ds
]
≥ E
[
ϕ(Mαθαn −Hθαn , Xθαn )
]
+ E
[∫ θαn
0
(
h (Xs)ϕT − Lϕ− sup
a∈Rd
{ |a|2
2
ϕTT + (∇xϕT )> · σ(Xs) · a)
})
(Mαs −Hs, Xs)ds
]
.
(II.3.9)
Here we use that for all n ∈ N the stochastic integral
Nnt :=
∫ t∧θαn
0
(
ϕTαs + (∇xϕ)> · σ(Xs)
)
(Mαs −Hs, Xs) · dWs, t ∈ [0,∞),
is a martingale. Indeed, by Proposition 1.23, Chapter IV in [56] it suffices to show that the
quadratic variation 〈Nn, Nn〉 is integrable, i.e. E[〈Nn, Nn〉∞] < ∞. Then, (Nnt )t∈[0,∞) is an
L2-bounded martingale and thus, Nnt → Nn∞ in L2(Ω) and P-a.s. for t→∞. Moreover, we have
E[Nn∞] = E[Nn0 ] = 0. The boundedness of the derivatives on [0, θα] implies
E[〈Nn, Nn〉∞] = E
[∫ θαn
0
∣∣∣ϕTαs + (∇xϕ)> · σ(Xs)∣∣∣2 (Mαs −Hs, Xs)ds]
≤ 2E
[∫ θα∧τn∧n
0
(
|αs|2ϕ2T (Mαs −Hs, Xs) +
∣∣∣(∇xϕ(Mαs −Hs, Xs))> · σ(Xs)∣∣∣2) ds]
≤ 2CE
[∫ τn
0
|αs|2ds
]
+ 2Cn
<∞
by the choice of τn. By (II.3.8) the supremum in (II.3.9) is given by
−
∣∣σ>(Xs) · ∇xϕT (Mαs −Hs, Xs)∣∣2
2ϕTT (Mαs −Hs, Xs)
.
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Therefore, we conclude from (II.3.7) that
U(T0, x0) ≥ E
[
ϕ
(
Mαθαn −Hθαn , Xθαn
)]
for all n ∈ N. Since ϕ is bounded on N r, taking the limit n→∞ results in
U(T0, x0) ≥ E
[
ϕ
(
Mαθα −Hθα , Xθα
)]
≥ κ+ E[U(Mαθα −Hθα , Xθα)],
where κ := min(T,x)∈∂Nr(ϕ − U)(T, x). Note that κ > 0 by the definition of ϕ. Since α was
arbitrary and κ is independent of α, this contradicts the DPP for U . Hence, we have shown that
U(T, x) is a subsolution to (II.3.3) on A. The continuity of h, UT , LU and
∣∣σ> · ∇xUT ∣∣2 /UTT
implies that U satisfies
h(x)UT (T, x)− LU(T, x) +
∣∣σ>(x) · ∇xUT (T, x)∣∣2
2UTT (T, x)
≤ 0
for (T, x) ∈ A¯.
Finally, let (T0, x0) ∈
(
A¯
)c ∩ ((0,∞) × {x ∈ Rn : ∃T ∈ (0,∞) such that (T, x) ∈ A¯}). Then
there exists a neighborhood N of (T0, x0) with N ⊆ (0,∞) ×Rn such that UTT = 0 on N and(
(0,∞)×{x0}
)∩N ∩ A¯ 6= ∅. In particular, we have ∇xUT = 0 on N by the first part of the proof.
Hence, the value function U is linear or constant in T and there exist c ∈ R and g ∈ C2(Rn) such
that
U(T, x) = cT + g(x), (T, x) ∈ N .
Therefore,
h(x0)UT (T0, x0)− LU(T0, x0) = ch(x0)− Lg(x0). (II.3.10)
On the other hand there exists T ∈ (0,∞) such that (T, x0) ∈ N ∩ A¯ with U(T, x0) = cT + g(x0)
by the continuity of U and
h(x0)UT (T, x0)− LU(T, x0) = c h(x0)− Lg(x0) ≤ 0 (II.3.11)
by the previous part. Combining (II.3.10) and (II.3.11) results in
h(x0)UT (T0, x0)− LU(T0, x0) ≤ 0.
To sum up, this together with the first part of the Proposition implies that U is a solution to
(II.3.3) on (0,∞)× {x ∈ Rn : ∃T ∈ (0,∞) such that (T, x) ∈ A¯}.
Remark II.3.5.
a) In general U ∈ C2((0,∞) × Rn) is not a solution to (II.3.3) on the set (0,∞) ×
{x ∈ Rn : (T, x) /∈ A¯ for all T ∈ (0,∞)}, see Subsection II.7.2 for a counterexample. In Lemma
A.1.1 in Appendix A.1 we state sufficient conditions for U being a solution to (II.3.3) on the
whole set (0,∞)×Rn.
b) Let h be continuous. Then the continuity condition for
∣∣σ> · ∇xUT ∣∣2 /UTT in the second part
of Proposition II.3.4 is necessary: Let u ∈ C2((0,∞) × Rn) be a solution of (II.3.3) and let
(T, x) ∈ (0,∞)×Rn. If uTT (T, x) 6= 0, then the quotient is continuous in (T, x). Now assume
that uTT (T, x) = 0 and observe that∣∣σ>(y) · ∇xuT (t, y)∣∣2
uTT (t, y)
=
{
2
(Lu(t, y)− h(y)uT (t, y)), if uTT (t, y) 6= 0,
0, if uTT (t, y) = 0,
for all (t, y) ∈ (0,∞)×Rn.
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Thus, for every sequence (Tn, xn)n∈N ⊆ (0,∞)×Rn with (Tn, xn)→ (T, x) as n→∞ we have∣∣∣∣∣
∣∣σ>(xn) · ∇xuT (Tn, xn)∣∣2
uTT (Tn, xn)
∣∣∣∣∣ ≤ 2 |Lu(Tn, xn)− h(xn)uT (Tn, xn)|
−−−→
n→∞ 2 |Lu(T, x)− h(x)uT (T, x)| = 0,
because u solves (II.3.3) and uTT (T, x) = 0. Hence,
lim
n→∞
∣∣σ>(xn) · ∇xuT (Tn, xn)∣∣2
uTT (Tn, xn)
= 0 =
∣∣σ>(x) · ∇xuT (T, x)∣∣2
uTT (T, x)
,
which implies the continuity of
∣∣σ>(x) · ∇xuT (T, x)∣∣2 /uTT (T, x).
In Example II.7.1 the continuity condition is not satisfied and the value function is only a
supersolution to (II.3.3).
Remark II.3.6. The convention that
∣∣σ>(x) · ∇xUT (T, x)∣∣2 /UTT (T, x) = 0 if UTT (T, x) = 0 is
justified by the proof of the first part of Proposition II.3.4. There it is shown that
sup
a∈Rd
{ |a|2
2
UTT (T, x) +
(∇xUT (T, x))> · σ(x) · a} =
−|σ
>(x)·∇xUT (T,x)|2
2UTT (T,x)
, if UTT (T, x) < 0,
0, if UTT (T, x) = 0.
Remark II.3.7. If one replaces Equation (II.3.3) with
h(x)UT (T, x)− LU(T, x)− sup
a∈Rd
{ |a|2
2
UTT (T, x) +
(∇xUT (T, x))> · σ(x) · a} = 0, (II.3.12)
then all the statements of Proposition II.3.4 remain true.
Remark II.3.8. The PDE (II.3.12) is also derived in [43, Corollary 3]. In [43, Theorem 4] the
value function U is characterized as the unique viscosity solution of (II.3.12) with initial condition
U(0, ·) = f in the case where d = n = 1, b(x) = 0, σ(x) = 1 and h(x) = 1 for all x ∈ R and where
f satisfies a growth condition.
II.4 Verification
In this section we state a classical verification theorem for U and V . Recall Remark II.3.5 a) and
Lemma A.1.1 from Appendix A.1: if for all (T, x) there exists an optimal control for problem (U),
then U is a solution of (II.3.3) on the whole domain (0,∞)×Rn. Therefore, for a verification it is
natural to look for a solution of the PDE (II.3.3) on the whole set (0,∞)×Rn.
We first show that if u ∈ C2((0,∞) ×Rn) ∩ C([0,∞) ×Rn) is a solution of the PDE (II.3.3),
and some additional mild conditions are satisfied, then u coincides with the value function of the
optimal control problem (U). The relation (II.1.4) allows us then to identify the value function V .
Theorem II.4.1. Let u ∈ C2((0,∞)×Rn) ∩ C([0,∞)×Rn) be a function that is concave in T ,
satisfies u(0, .) = f and
{
(T, x) : uTT (T, x) = 0
} ⊆ {(T, x) : ∇xuT (T, x) = 0 ∈ Rn}. Moreover,
assume that u has linear growth in T and polynomial growth in x, i.e. there exist C ∈ (0,∞) and
p ≥ 1 such that
|u(T, x)| ≤ C(1 + T + |x|p). (II.4.1)
Let (T, x) ∈ (0,∞)×Rn. Suppose that for every τ ∈ S(T ) the family
X pτ :=
{∣∣Xxϑ∣∣p : ϑ (Ft)-stopping time, ϑ ≤ τ a.s.}
is uniformly integrable.
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1. If u is a supersolution of (II.3.3), then u(T, x) ≥ U(T, x).
2. Assume that u is a solution of (II.3.3).
a) If
α∗s := −1{uTT<0}
(
(∇xuT )> · σ
uTT
)
(M∗s −Hxs , Xxs ) ∈ A, (II.4.2)
where
dM∗s = −1{M∗s>Hs}
(
1{uTT<0}
(∇xuT )> · σ
uTT
)
(M∗s −Hxs , Xxs ) · dWs, M∗0 = T, (II.4.3)
then u(T, x) = U(T, x) and (α∗s) is an optimal control. The corresponding optimal stopping
time τ∗ in (II.1.3) is given by
τ∗ =
{
t ∈ [0,∞) : M∗t ≤ Hxt
}
.
b) If (II.4.2) holds for every S ∈ [0, T ], where M∗ is given by (II.4.3) with M∗0 = S, then
V (T, x) = sup
S∈[0,T ]
u(S, x) = u(T ∧ T˜ (x), x), (II.4.4)
where T˜ (x) = inf{t ∈ [0,∞) : uT (t, x) ≤ 0}; and an optimal control (α∗s,m∗) for V (T, x) is
given by
α∗s = −1{uTT<0}
(
(∇xuT )> · σ
uTT
)
(M∗s −Hxs , Xxs ), m∗ = T ∧ T˜ (x),
where
dM∗s = −1{M∗s>Hs}
(
1{uTT<0}
(∇xuT )> · σ
uTT
)
(M∗s −Hxs , Xxs ) · dWs, M∗0 = m∗.
The corresponding optimal stopping time τ∗ in (II.1.2) is given by
τ∗ = inf
{
t ∈ [0,∞) : M∗t ≤ Hxt
}
.
Proof. 1. We first show that every concave supersolution u of (II.3.3) with initial condition
u(0, .) = f satisfying the assumptions given in the theorem dominates U . Let (T, x) ∈ (0,∞)×Rn.
In the following we write H and X instead of Hx and Xx. For (αs)s∈[0,∞) ∈ A let (Mα,Ts )s∈[0,∞)
be the unique strong solution of (II.2.2) and let (τn)n∈N be a localizing sequence for α. For every
n ∈ N define the stopping times
ρn = inf
{
t ∈ [0,∞) : Mα,Tt −Ht ≤
1
n
}
,
ηn = inf
{
t ∈ [0,∞) : Mα,Tt −Ht ≥ n or |Xt| ≥ n
}
and θn = ρn ∧ ηn ∧ τn ∧ n. For n sufficiently large, Itoˆ’s formula implies
u
(
Mα,Tθn −Hθn , Xθn
)− u(T, x)
=
∫ θn
0
(
uT
(
Mα,Ts −Hs, Xs
)
αs +
(∇xu(Mα,Ts −Hs, Xs))> · σ(Xs)) · dWs
+
∫ θn
0
(
−h (Xs)uT + Lu+ |αs|
2
2
uTT + (∇xuT )> · σ(Xs) · α>s
)(
Mα,Ts −Hs, Xs
)
ds.
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Hence,
u(T, x) = E
[
u
(
Mα,Tθn −Hθn , Xθn
)]− E [∫ θn
0
(
uTαs + (∇xu)> · σ(Xs)
) (
Mα,Ts −Hs, Xs
) · dWs]
+ E
[∫ θn
0
(
h (Xs)uT − Lu− |αs|
2
2
uTT − (∇xuT )> · σ(Xs) · α>s
)(
Mα,Ts −Hs, Xs
)
ds
]
≥ E[u(Mα,Tθn −Hθn , Xθn)]− E [∫ θn
0
(
uTαs + (∇xu)> · σ(Xs)
) (
Mα,Ts −Hs, Xs
) · dWs]
+ E
[∫ θn
0
(
h (Xs)uT − Lu− sup
a∈Rd
{ |a|2
2
uTT + (∇xuT )>· σ(Xs) · a
})(
Mα,Ts −Hs, Xs
)
ds
]
.
Note that Is :=
(
uTαs + (∇xu)> ·σ(Xs)
)(
Mα,Ts −Hs, Xs
)
satisfies E
[ ∫ θn
0 |Is|2ds
]
<∞ and hence,
the stochastic integral
∫ θn
0 Is·dWs has expectation 0 by Proposition 1.23, Chapter IV in [56]. Since u
is a concave supersolution of (II.3.3) with
{
(T, x) :uTT (T, x) = 0
}⊆{(T, x) :∇xuT (T, x) = 0 ∈ Rn},
we have
u(T, x) ≥ E[u(Mα,Tθn −Hθn , Xθn)].
For n→∞, θn converge to τ = τα,T := inf
{
t ∈ [0,∞) : Mα,Tt ≤ Ht
}
, almost surely. The pathwise
continuity of Xs and M
α,T
s −Hs imply that
Mα,Tθn −Hθn −−−→n→∞ M
α,T
τ −Hτ = 0 and Xθn −−−→n→∞ Xτ , P−a.s.
We deduce that
u
(
Mα,Tθn −Hθn , Xθn
) −−−→
n→∞ u
(
0, Xxτ
)
= f (Xτ )
from the continuity of u on [0,∞)×Rn and the initial condition. (II.4.1) implies that∣∣∣u(Mα,Tθn −Hθn , Xθn)∣∣∣ ≤ C(1 +Mα,Tθn −Hθn + |Xθn |p) ≤ C(1 +Mα,Tθn + |Xθn |p).
Observe that
{
Mα,Tθn
}
n∈N is uniformly integrable, because M
α,T
θn
= E
[
Mα,T∞
∣∣Fθn] for α ∈ A. By
assumption {|Xθn |p}n∈N is also uniformly integrable and, hence, so is
{
u
(
Mα,Tθn −Hθn , Xθn
)}
n∈N.
Then it follows that
lim
n→∞E
[
u
(
Mα,Tθn −Hθn , Xθn
)]
= E [f (Xτ )] . (II.4.5)
Therefore, we have for all (αs)s∈[0,∞) ∈ A
u(T, x) ≥ E [f (Xτ )]
and hence, u(T, x) ≥ U(T, x).
2a) Now assume that for (T, x) ∈ (0,∞)×Rn
α∗s := −
(
1{uTT<0}
(∇xuT )> · σ(Xs)
uTT
)
(M∗s −Hs, Xs) ∈ A,
where
dM∗s = −1{M∗s>Hs}
(
1{uTT<0}
(∇xuT )> · σ(Xs)
uTT
)
(M∗s −Hs, Xs) · dWs, M∗0 = T.
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Let (τn)n∈N be a localizing sequence for α∗, define the stopping times ρn, ηn and θn as in the first
part of the proof and apply Itoˆ’s formula to u(M∗θn −Hθn , Xθn). Notice that the definition of α∗
implies that
u(T, x) = E
[
u
(
M∗θn −Hθn , Xθn
)]
.
Finally, we have ∣∣u(M∗θn −Hθn , Xθn)∣∣ ≤ C(1 +M∗θn + |Xθn |p),
showing that
{
u
(
Mα,Tθn −Hθn , Xθn
)}
n∈N is uniformly integrable. Taking the limit n→∞ results
in
u(T, x) = E [f (Xτ )] ≤ U(T, x),
which implies the second claim.
2b) For the last part notice that uT is non-increasing in T for fixed x by the concavity of
T 7→ u(T, x). Thus, by Lemma II.1.3 we have that m∗ = T˜ (x) ∧ T and the corresponding optimal
α∗ given in 2a) are optimal for V (T, x).
Remark II.4.2. Suppose that h(y) ≥ C max{|b(y)|, ‖σ(y)‖2}, y ∈ R, for some C ∈ (0,∞),
where ‖.‖ denotes the Frobenius norm, i.e. ‖σ(x)‖2 = ∑ni=1∑dj=1 σ2ij(x). Then the family X 1τ =
{|Xxϑ | : ϑ (Ft)-stopping time, ϑ ≤ τ a.s.} is uniformly integrable for every τ ∈ S(T ), T ∈ (0,∞).
Indeed, let τ ∈ S(T ) and ϑ be an (Ft)-stopping time with ϑ ≤ τ a.s., then
|Xxϑ | ≤ sup
0≤t≤τ
|Xxt |.
We show that sup0≤t≤τ |Xxt | is integrable and, therefore, X 1τ is uniformly integrable. Observe that
sup
0≤t≤τ
|Xxt | ≤ |x|+ sup
0≤t≤τ
∣∣∣∣∫ t
0
σ(Xxs ) · dWs
∣∣∣∣+ sup
0≤t≤τ
∣∣∣∣∫ t
0
b(Xxs )ds
∣∣∣∣
≤ |x|+ sup
0≤t≤τ
∣∣∣∣∫ t
0
σ(Xxs ) · dWs
∣∣∣∣+ ∫ τ
0
|b(Xxs )|ds.
Applying the Burkholder-Davis-Gundy inequality and the assumption that ‖σ(y)‖2 ≤ 1Ch(y)
results in
E
[
sup
0≤t≤τ
∣∣∣∣∫ t
0
σ(Xxs ) · dWs
∣∣∣∣] ≤ C1E
[(∫ τ
0
‖σ(Xxs )‖2ds
)1/2]
≤ C1
(
1 + E
[∫ τ
0
‖σ(Xxs )‖2ds
])
≤ C1
(
1 +
1
C
E
[∫ τ
0
h(Xxs )ds
])
= C1
(
1 +
T
C
)
,
where C1 is the constant arising in the Burkholder-Davis-Gundy inequality. Moreover, using
|b(y)| ≤ 1Ch(y) we obtain
E
[∫ τ
0
|b(Xxs )|ds
]
≤ 1
C
E
[∫ τ
0
h(Xxs )ds
]
≤ T
C
.
Hence, sup0≤t≤τ |Xxt | is integrable and X 1τ is uniformly integrable for all τ ∈ S(T ).
Remark II.4.3. Let Xxt = x+Wt, t ∈ [0,∞), and h(y) = 1, y ∈ Rd, and assume that the unique
optimal control α∗ ∈ A for U(T, x) is given by α∗s = −2(Xxs )>/d for every (T, x) ∈ (0,∞)×Rn.
Hence, the corresponding optimal stopping time is the first exit time of the ball around 0 with
radius Rx =
√
dT + x2 (cf. with Example II.2.7). In view of Equation (II.4.2) one can argue that
∇xUT (T, x)/UTT (T, x) = 2x/d and the PDE (II.3.3) simplifies to
UT (T, x)− 1
2
∆xU(T, x) +
1
d
x> · ∇xUT (T, x) = 0.
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Corollary II.4.4. If the assumptions of Theorem II.4.1 are satisfied, then V is a solution to
min
{
VT (T, x), h(x)VT (T, x)− LV (T, x) +
∣∣σ>(x) · ∇xVT (T, x)∣∣2
2VTT (T, x)
}
= 0 (II.4.6)
on (0,∞) × Rn\∂{(T, x) ∈ (0,∞) × Rn : VT (T, x) = 0} with initial condition V (0, x) = f(x),
where ∂D denotes the boundary of a set D ⊆ (0,∞)×Rn.
Proof. Recall that V (T, x) = U
(
T ∧ T˜ (x), x) by Lemma II.1.3, because U is concave in T and
U(T, x) ∈ R for all T ∈ (0,∞), x ∈ Rn. In particular, VT is continuous on (0,∞)×Rn.
On B1 :=
{
(T, x) ∈ (0,∞) × Rn : VT (T, x) > 0
}
the functions U and V coincide by (II.4.4).
Thus, V ∈ C2(B1) and V satisfies (II.4.6). On the open set B2 :=
{
(T, x) : VT (T, x) = 0
}\
∂
{
(T, x) : VT (T, x) = 0
}
the value function V is constant in T for fixed x ∈ Rn. More precisely,
we have VT (T, x) = VTT (T, x) = VTxi(T, x) = 0, 1 ≤ i ≤ n. Moreover, we have
−LV (T, x) = −LU(T (x), x) = −
∣∣σ>(x) · ∇xUT (T (x), x)∣∣2
2UTT (T (x), x)
≥ 0.
Here we use that UT (T (x), x) = 0 and that U solves (II.3.3). Thus, V solves (II.4.6).
Remark II.4.5. If the assumptions of Theorem II.4.1 are satisfied, then in general V is not a
classical solution to (II.4.6) on (0,∞)×Rn, see Example II.4.7 below.
We next apply Theorem II.4.1 in order to determine the optimal stopping time for various
examples.
Example II.4.6 (Maximizing the Euclidean norm of a Brownian motion). Let f(y) = |y|, h(y) = 1,
y ∈ Rd, and Xxt = x + Wt, t ∈ [0,∞), be a d-dimensional Brownian motion starting in x ∈ Rd.
Then the value function V of the optimal control problem (V) is given by
V (T, x) =
√
dT + |x|2.
An optimal control for V (T, x) is (α∗s,m∗) = (−2(Xxs )>, T ) and the corresponding optimal stopping
time is the first exit time of the ball around 0 with radius
√
dT + |x|2.
To see this, we first show with Theorem II.4.1 that u(T, x) :=
√
dT + |x|2 is the value function
of the optimal control problem (U) with optimal control α∗s = −2(Xxs )>.
It is obvious that u ∈ C2((0,∞) × Rd) ∩ C([0,∞) × Rd), u(0, x) = |x| = f(x) and that
T 7→√dT + |x|2 is concave for fixed x ∈ Rd. Moreover, uTT < 0 on (0,∞)×Rd,
|u(T, x)| ≤
√
dT + |x| ≤ d(1 + T + |x|)
and u satisfies the PDE (II.3.3):
h(x)uT (T, x)− 1
2
∆xu(T, x) +
∣∣∇xuT (T, x)∣∣2
2uTT (T, x)
=
d
2
(
dT + |x|2) 12 − 12
d∑
i=1
 1(
dT + |x|2) 12 − x
2
i(
dT + |x|2) 32
− 1
2d2
d∑
i=1
d2x2i(
dT + |x|2) 32 = 0.
Define
α∗s = −
(∇xuT
uTT
)
(M∗s − s,Xxs ) = −
2(Xxs )
>
d
, M∗t = T +
∫ t
0
α∗s1{M∗s>s} · dWs.
Then, (α∗s)s∈[0,∞) ∈ L2loc(W ) and
M∗t = T +
|x|2
d
− |X
x
t∧ρ|2
d
+ t ∧ ρ,
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where ρ = ρ(T, x) = inf{t ∈ [0,∞) : M∗t ≤ t} = inf
{
t ∈ [0,∞) : |Xxt | ≥
√
dT + |x|2}. In addition,
Example II.2.7 implies that α∗ ∈ A. Since X 1τ is uniformly integrable for all τ ∈ S(T ) by Remark
II.4.2, the verification theorem shows that u(T, x) is the value function of the optimal control
problem (U). Moreover, uT > 0 implies that V (T, x) = U(T, x) with optimal control (α∗, T ).
Using the one-to-one correspondence established in Proposition II.2.4, the optimal stopping time
in (II.1.2) is given by ρ(T, x).
Example II.4.7 (A value function which is strictly decreasing in time). Here we present an
example, where the value function U is a classical solution to (II.3.3), but V is not in C2((0,∞)×R).
Consider f(y) = −y4+y2, h(y) = 1, y ∈ R, and let Xxt = x+Wt, t ∈ [0,∞), be a one-dimensional
Brownian motion starting in x ∈ R. We will show that
u(T, x) := −x4 + x2 + T − T 2 − 2x2T
is the value function of (U) with optimal control α∗s = −2Xxs , s ∈ [0,∞), whereas the value
function V of the optimal control problem (V) is given by
V (T, x) =

−x4 + x2 + T − T 2 − 2x2T, if x2 ≤ 12 , T < 12 − x2,
1
4 , if x
2 ≤ 12 , T ≥ 12 − x2,
−x4 + x2, if x2 > 12 .
(II.4.7)
The optimal control is given by (α∗, T ∗), where T ∗ =
((
1
2 − x2
) ∧ T )+.
The function u is in C2((0,∞)×R) ∩ C([0,∞)×R), u(0, x) = −x4 + x2 = f(x), u is concave
in T with uTT = −2 < 0 on (0,∞)×R and u satisfies the PDE (II.3.3). Notice that u does not
satisfy the growth condition (II.4.1), which guarantees that (II.4.5) holds. Nevertheless, we can
perform a verification: We show that (II.4.5) is still valid in this example. We have
|u(T, x)| ≤ C(1 + T 2 + x4)
for some C ∈ (0,∞). Lemma A.1.2 allows to restrict T (T ), T ∈ [0,∞), to the set of all square
integrable stopping times, i.e.
U(T, x) = sup
τ∈T (T ) with E[τ2]<∞
E[f(Xxτ )].
Let τ ∈ T (T ) be square integrable with corresponding control α. Then sup0≤s≤τ Mα,Ts is square
integrable by Doob’s L2 inequality. Moreover, it holds that E[sup0≤s≤τ |Xxτ |4] ≤ C
(|x|2 +E[τ2]) <
∞, C ∈ (0,∞), see the proof of Lemma A.1.2. Thus, similar arguments as in the proof of Theorem
II.4.1 imply that (II.4.5) holds and hence we have u(T, x) ≥ U(T, x). The details are given in the
proof of Lemma A.1.2. Furthermore, we have u(T, x) = E[f(Xxτ∗)], where τ
∗ denotes the first exit
time of the interval (−√T + x2,√T + x2). Observe that E[τ∗] = T by Example II.2.7. Therefore,
u is the value function of the optimal control problem (U). By Theorem II.4.1 the value function
V is given by (II.4.7) and thus, V is not in C2((0,∞)×R).
Remark II.4.8. We remark that in Example II.4.6 and II.4.7 one can perform a verification without
using Theorem II.4.1: Indeed, observe that for a d-dimensional Brownian motion (Xxt )t∈[0,∞) we
have for τ ∈ T (T ) and t ∈ [0,∞) that
E
[|Xxτ∧t|2] = |x|2 + dE[τ ∧ t] ≤ |x|2 + dE[τ ] = |x|2 + dT.
Thus, (Xxτ∧t)t∈[0,∞) is bounded in L2(Ω). Hence, limt→∞E
[|Xxτ∧t|2] = E[|Xxτ |2] by the L2
martingale convergence theorem. Monotone convergence implies limt→∞E[τ ∧ t] = E[τ ]. Therefore,
E
[|Xxτ |2] = |x|2 + dT. (II.4.8)
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Assume that f(y) = g
(
a|y − c|2), where a ∈ R, c ∈ Rd, g : D ⊆ R → R, z 7→ g(z) is concave.
Then Jensen’s inequality and (II.4.8) imply that
E[f(Xxτ )] ≤ g
(
aE
[|Xxτ − c|2]) = g (a(|x− c|2 + dT ))
for all τ ∈ T (T ) and thus, U(T, x) ≤ g (a(|x− c|2 + dT )). The stopping time
ρ(T, x) := inf
{
t ∈ [0,∞) : |Xxt − c| ≥
√
|x− c|2 + dT
}
has expectation T (cf. Chapter 4.2.E in [37]) and hence,
U(T, x) ≥ E
[
f
(
Xxρ(T,x)
)]
= E
[
g
(
a|Xxρ(T,x) − c|2
)]
= g
(
a
(|x− c|2 + dT )) .
Therefore,
U(T, x) = g
(
a
(|x− c|2 + dT )) .
In Example II.4.6 and II.4.7 we have f(y) = |y| = g1(|y|2) and f(y) = −y4 + y2 = g2(y2),
respectively, where g1(z) =
√
z, z ≥ 0, and g2(z) = −z2 + z, z ≥ 0. Hence, the value functions are
given by
U(T, x) = g1
(|x|2 + dT ) = √|x|2 + dT
and
U(T, x) = g2
(
x2 + T
)
= −x4 − T 2 − 2x2T + x2 + T,
respectively.
Example II.4.9 (The optimal stopping time is not a first hitting time of two points). In the
previous two examples the optimal stopping times are first exit times of a ball and an interval,
respectively. We now present an example where this is not the case.
For f(y) = y21{|y|≥1}, h(y) = 1, y ∈ R, and a one-dimensional Brownian motion Xxt = x+Wt,
t ∈ [0,∞), which starts in x ∈ R, the value functions U and V of the optimal control problems
(U) and (V) both coincide with the function u which is given by
u(T, x) =

T
T + (1− |x|)2 , T < |x|(1− |x|),
T + x2, T ≥ |x|(1− |x|).
Note that u is only in C1,1((0,∞)×R), because UT and Ux are neither differentiable with respect
to T nor with respect to x in
(|x|(1− |x|), x) for 0 < |x| < 1. Therefore, we slightly modify the
arguments used in the proof of Theorem II.4.1 to show that u is indeed the value function of the
optimal control problem (U).
Let R = {(t, x) ∈ (0,∞) × R : t < |x|(1 − |x|)}. In order to verify that U = u on R, let
(T, x) ∈ R, α ∈ A and define the stopping times
ρ = inf
{
t ∈ [0,∞) : (Mα,Tt − t,Xxt ) /∈ R},
θn = inf
{
t ∈ [0,∞) : Mα,Tt − t ≤
T
2n
}
∧ τn ∧ n,
where (τn)n∈N is a localizing sequence for α. Observe that u ∈ C2(R). Moreover, the definition of
θn and ρ imply that the stochastic integral Nt =
∫ t
0 (ux +αsuT )
(
Mα,Ts − s,Xxs
)
dWs is a martingale
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on [0, θn ∧ ρ] by Proposition 1.23, Chapter IV in [56]. Hence, by Itoˆ’s formula
u(T, x) = E
[
u
(
Mα,Tθn∧ρ − θn ∧ ρ,Xxθn∧ρ
)]
+ E
[∫ θn∧ρ
0
(
uT − Lu− |αs|
2
2
uTT − αsuTx
)
(Mα,Ts − s,Xxs )ds
]
≥ E
[
u
(
Mα,Tθn∧ρ − θn ∧ ρ,Xxθn∧ρ
)
+
∫ θn∧ρ
0
(
uT − Lu+ u
2
Tx
2uTT
)
(Mα,Ts − s,Xxs )ds
]
= E
[
u
(
Mα,Tθn∧ρ − θn ∧ ρ,Xxθn∧ρ
)]
.
In the last step we use that u is a solution to (II.3.3) on R. The stopping times θn converge to
τ = τα,T := inf
{
t ∈ [0,∞) : Mα,Tt ≤ t
}
as n→∞. Recall that Mα,Tτ = τ . Hence, by dominated
convergence
u(T, x) ≥ E[u(Mα,Tτ∧ρ − τ ∧ ρ,Xxτ∧ρ)]
= E
[
1{τ≤ρ}u
(
Mα,Tτ − τ,Xxτ
)
+ 1{ρ<τ}u
(
Mα,Tρ − ρ,Xxρ
)]
= E
[
1{τ≤ρ}f(Xxτ ) + 1{ρ<τ}
(
Mα,Tρ − ρ+ (Xxρ )2
) ]
.
Recall that for α ∈ A the process (Mα,Tt∧τ )t∈[0,∞] is a martingale. Moreover, ((Xxt∧τ )2− t∧ τ)t∈[0,∞]
is a martingale, because its quadratic variation (τ ∧ t)t∈[0,∞] is integrable (see Proposition 1.23,
Chapter IV in [56]). Therefore,
u(T, x) ≥ E
[
1{τ≤ρ}f(Xxτ ) + 1{ρ<τ}E
[
Mα,Tτ − τ + (Xxτ )2
∣∣∣Fρ]]
= E
[
1{τ≤ρ}f(Xxτ ) + 1{ρ<τ}(X
x
τ )
2
]
≥ E [1{τ≤ρ}f(Xxτ ) + 1{ρ<τ}f(Xxτ )]
= E[f(Xxτ )].
To summarize, it holds that u(T, x) ≥ U(T, x) on R. For (T, x) ∈ R the stopping time
ρ(T, x) = inf
{
t ∈ [0,∞) : Xxt /∈
(
x− T
1− x, 1
)}
, if x > 0,
ρ(T, x) = inf
{
t ∈ [0,∞) : Xxt /∈
(
−1, x+ T
1 + x
)}
, if x < 0
satisfies E[ρ(T, x)] = T by Example II.2.8. Hence,
u(T, x) = E
[
f
(
Xxρ(T,x)
)] ≤ U(T, x).
Hence, u = U on R and ρ(T, x) is optimal for (T, x) ∈ R. For (T, x) ∈ Rc, note that f(y) ≤ y2
and, thus, by (II.4.8)
U(T, x) ≤ sup
τ∈T (T )
E
[
(Xxτ )
2
]
= x2 + T = u(T, x).
For the reverse inequality let ϑ = inf{t ∈ [0,∞) : (T − t,Xxt ) ∈ R} and define
α∗s =
(− 2Xxs + sgn(Xxϑ))1{s≥ϑ},
where sgn(a) = 1 if a ∈ (0,∞), sgn(a) = −1 if a ∈ (−∞, 0) and sgn(0) = 0. Thus,
M∗t =
{
T, on {T ≤ ϑ} ∪ {t ≤ ϑ < T},
−(Xxt∧τ )2 + (t ∧ τ) + sgn(Xxϑ)Xxt∧τ , on {ϑ < T} ∩ {t > ϑ},
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1.5 1 0.5 0.5 1 1.5
0.25
1
FigureII.1:Theﬁguredepictsthreerealizationsofthepair(X0t,M∗,1t −t)inExampleII.4.9.They-axisistheconditionalexpectedremainingtime.
where
τ=τϑ=1{ϑ≥T}T+1{ϑ<T} ϑ+τx0,sgn(Xxϑ)(ϑ)
withτxa,b(ϑ)=inf{t∈[0,∞):Xxϑ+t/∈(a∧b,a∨b)},a,b∈R. Observethatτϑ=inf{t∈[0,∞):M∗t≤t}.ThestrongMarkovpropertyimplies
E[τϑ]=E 1{ϑ≥T}T+1{ϑ<T} ϑ+τx0,sgn(Xxϑ)(ϑ)
=E 1{ϑ≥T}T+1{ϑ<T} ϑ+E τx0,sgn(Xxϑ)(ϑ)Fϑ
=E 1{ϑ≥T}T+1{ϑ<T}ϑ+(1−|Xxϑ|)|Xxϑ|
=T,
whereweuseinthelaststepthatT−ϑ=|Xxϑ|(1−|Xxϑ|)bythedeﬁnitionofϑ. Therefore,E[τϑ]=M∗0andthusα∗∈A.CombiningtheargumentsgivenintheproofofthesecondpartofTheoremII.4.1withﬁrststoppingatϑandusingthatM∗t∧τϑ t∈[0,∞]and(Xxt∧τϑ)2−t∧τϑ t∈[0,∞]aremartingales,resultsin
u(T,x)=E M∗τϑ∧ϑ−(τϑ∧ϑ)+(Xxτϑ∧ϑ)2
=E 1{τϑ≤ϑ}f(Xxτϑ)+1{ϑ<τϑ}M∗ϑ−ϑ+(Xxϑ)2
=E 1{τϑ≤ϑ}f(Xxτϑ)+1{ϑ<τϑ}Xxτϑ 2 ,
whereweusethaton{τϑ ≤ ϑ}= {ϑ≥ T}itholdsthatXxτϑ ∈{0}∪[1,∞)andthus,
Xxτϑ 2=f(Xxτϑ).On{ϑ<τϑ}={ϑ<T}wehavebythedeﬁnitionofτϑthatXxτϑ∈{−1,0,1},
P-a.s.,whichimpliesthatXxτϑ 2=fXxτϑ ,andhence
u(T,x)=u(T,x)=EfXxτϑ ≤U(T,x).
Therefore,α∗isoptimalin(U)forT≥|x|(1−|x|)andtheoptimalstoppingtimein(II.1.3)is
givenbyτϑ.Noticethat,forT>|x|(1−|x|),theoptimalstrategycanbedescribedbythewords:
“Donothinguntilϑ∧T;afterϑ,providedϑ<T,controltheprocessM insuchawaythatthe
space-timeprocess(Xxs,Ms−s)staysonthegraphofx(1−x)ifXxϑ>0resp.−x(1+x)if
Xxϑ<0.”FigureII.1ilustratespossiblepathsthepair(X0t,M∗,1t −t)cantake.
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II.5 Two Families of Optimal Stopping Problems
In this section we derive optimal stopping problems with non-constant constraint functions h and
their value functions for the one-dimensional case d = n = 1. Here we allow for arbitrary drift,
diffusion and constraint functions within our assumptions. We impose that a classical solution
u of the PDE (II.3.3) has a specific form. Then the payoff function f for an optimal stopping
problem with value function u is given by f(x) = u(0, x). Finally, we apply Theorem II.4.1 to
verify that u is indeed the value function of the optimal stopping problem (II.1.3).
II.5.1 Additive Structure
First we use the ansatz u(T, x) = g
(
`(T ) + k(x)
)
for (T, x) ∈ [0,∞)×R, where ` ∈ C2((0,∞)) ∩
C([0,∞)), k ∈ C2(R) and g ∈ C2(A˚) ∩ C(A), where A = {`(T ) + k(x) : (T, x) ∈ [0,∞)×R} and A˚
denotes the interior of A. In addition, we assume that
uTT (T, x) =
(
`′(T )
)2
g′′
(
`(T ) + k(x)
)
+ `′′(T )g′
(
`(T ) + k(x)
)
< 0 (II.5.1)
for all (T, x) ∈ (0,∞)×R. Then the PDE (II.3.3) is given by
h(x)`′(T )g′
(
`(T ) + k(x)
)− σ2(x)
2
[
k′′(x)g′
(
`(T ) + k(x)
)
+
(
k′(x)
)2
g′′
(
`(T ) + k(x)
)]
− b(x)k′(x)g′(`(T ) + k(x))+ σ2(x)[k′(x)`′(T )g′′(`(T ) + k(x))]2
2
[(
`′(T )
)2
g′′
(
`(T ) + k(x)
)
+ `′′(T )g′
(
`(T ) + k(x)
)] = 0.
(II.5.2)
To improve readability we omit the argument `(T ) + k(x) of the functions g, g′ and g′′ in the
following. Using the assumption (II.5.1) we rewrite (II.5.2) as
g′g′′
[(
`′(T )
)2{
h(x)`′(T )− σ
2(x)
2
k′′(x)− b(x)k′(x)
}
− σ
2(x)
2
`′′(T )
(
k′(x)
)2]
+ `′′(T )
(
g′
)2 [
h(x)`′(T )− σ
2(x)
2
k′′(x)− b(x)k′(x)
]
= 0. (II.5.3)
We now focus on functions ` and k such that both summands in (II.5.3) equal 0 for all (T, x) ∈
(0,∞)×R. We assume that `′′(T ) = 0 and
h(x)`′(T )− σ
2(x)
2
k′′(x)− b(x)k′(x) = 0
for all T ∈ (0,∞) and x ∈ R. Thus, `(T ) = aT + aˆ, a, aˆ ∈ R. In the following we require that
a 6= 0, otherwise (II.5.1) does not hold. The function k then satisfies
a h(x)− σ
2(x)
2
k′′(x)− b(x)k′(x) = 0, x ∈ R. (II.5.4)
Hence,
k(x) = C1 +
∫ x
0
{
exp
(
−
∫ z
0
2b(w)
σ2(w)
dw
)[∫ z
0
2ah(w)
σ2(w)
exp
(∫ w
0
2b(y)
σ2(y)
dy
)
dw + C2
]}
dz,
where C1, C2 ∈ R. Without loss of generality we assume that aˆ = 0. Otherwise we replace C1
by C1 + aˆ. Observe that uTT (T, x) = a
2g′′
(
`(T ) + k(x)
)
. Therefore, if g is strictly concave on
A = {aT +k(x) : T ∈ [0,∞), x ∈ R}, then u is strictly concave in T . Moreover, the payoff function
f is given by f(x) = u(0, x) = g
(
k(x)
)
. Since we want to apply Theorem II.4.1 to verify that u is
the value function of an optimal stopping problem, we choose g in such a way that the growth
condition (II.4.1) is satisfied for p = 1. For different b, σ and h Table II.1 summarizes functions k
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satisfying (II.5.4) and strictly concave functions g such that g
(
aT + k(x)
)
fulfills (II.4.1) for p = 1.
In addition, in all the examples the constraint function h satisfies Assumption (A), because it is
bounded away from 0 and continuous. Moreover, it holds that h(x) ≥ C max{|b(x)|, σ2(x)} for
all x ∈ R, where C ∈ (0,∞). Therefore, in all examples of Table II.1 the family X 1τ is uniformly
integrable for every τ ∈ S(T ), T ∈ (0,∞), by Remark II.4.2. Let
α∗s = −σ(Xxs )
(
uTx
uTT
)
(M∗s −Hxs , Xxs ) = −
1
a
σ(Xxs )k
′(Xxs ),
M∗t = T +
∫ t
0
α∗s1{M∗s>Hxs }dWs.
Then, (α∗s)s∈[0,∞) ∈ L2loc(W ). Let ρ = ρ(T, x) = inf
{
t ∈ [0,∞) : 1ak(Xxt ) ≥ T + 1ak(x)
}
. Recall
that k solves (II.5.4). Applying Itoˆ’s formula to 1ak(X
x
t∧ρ) we conclude that
M∗t = T +
1
a
k(x)− 1
a
k(Xxt∧ρ) +
∫ t∧ρ
0
1
a
(
bk′ +
1
2
σ2k′′
)
(Xxs )ds
= T +
1
a
k(x)− 1
a
k(Xxt∧ρ) +H
x
t∧ρ
and ρ = inf{t ∈ [0,∞) : M∗t ≤ Hxt }. Let θn = inf{t ∈ [0,∞) : |Xxt | ≥ n}, n ∈ N. Then monotone
convergence and Itoˆ’s formula yield
E
[∫ ρ(T,x)
0
h(Xxs )ds
]
= lim
n→∞E
[∫ ρ(T,x)∧θn∧n
0
h(Xxs )ds
]
=
1
a
lim
n→∞E
[
k
(
Xxρ(T,x)∧θn∧n
)
− k(x)−
∫ ρ(T,x)∧θn∧n
0
σ(Xxs )k
′(Xxs ) dWs
]
.
Observe that the stochastic integral is a martingale, because the integrand is bounded on [0, ρ(T, x)∧
θn ∧ n]. Moreover, in all examples of Table II.1 we have that
∣∣k(Xxρ(T,x)∧θn∧n)∣∣ ≤ |a|T + |k(x)|,
n ∈ N, by the definition of ρ(T, x) and because k is bounded from below by 1 if a > 0 and from
above by −1 if a < 0. Hence, dominated convergence and the definition of ρ(T, x) imply
E
[
Hxρ(T,x)
]
= E
[∫ ρ(T,x)
0
h(Xxs )ds
]
=
1
a
E
[
k
(
Xxρ(T,x)
)
− k(x)
]
= T. (II.5.5)
Thus, α∗ ∈ A for all examples of Table II.1 and, in particular, Assumption (A) implies that
ρ(T, x) <∞, P-a.s. Therefore, in all examples the function u(T, x) = g(aT + k(x)) is the value
function of the optimal control problem (U) with payoff function g(k(x)) and constraint function h
and with optimal control α∗ by Theorem II.4.1. In the primal problem (II.1.3) an optimal stopping
time for u(T, x) is given by ρ(T, x). In addition, u is strictly increasing in T . Thus, (α∗, T ) and
ρ(T, x) are optimal in (V) and (II.1.2), respectively, by Theorem II.4.1, 2b).
Remark II.5.1. Observe that in the examples on page 34 similar arguments as in Remark II.4.8
can be used to verify that the value function of the optimal stopping problem (II.1.3) is given by
u without using Theorem II.4.1. Let θn = inf{t ∈ [0,∞) : |Xxt | ≥ n}, n ∈ N. Since g
(
aT + k(x)
)
satisfies the growth condition (II.4.1) for p = 1 and X 1τ is uniformly integrable for every τ ∈ S(T ),
we conclude that also
(
g
(
k(Xxτ∧θn∧n)
))
n∈N is uniformly integrable for every τ ∈ T (T ). Moreover,
the concavity of g implies that
E
[
g
(
k(Xxτ )
)]
= lim
n→∞E
[
g
(
k
(
Xxτ∧θn∧n
))] ≤ lim
n→∞ g
(
E
[
k
(
Xxτ∧θn∧n
)])
= lim
n→∞ g
(
E
[
k(x) +
∫ τ∧θn∧n
0
(σk′)(Xxs ) dWs +
∫ τ∧θn∧n
0
(
bk′ +
1
2
σ2k′′
)
(Xxs )ds
])
= lim
n→∞ g
(
k(x) + E
[∫ τ∧θn∧n
0
ah(Xxs )ds
])
,
31
II. Optimal Stopping with Expectation Cost Constraints
where we use that the stochastic integral is a true martingale and that k is a solution to (II.5.4).
The continuity of g and monotone convergence imply that
E
[
g
(
k(Xxτ )
)] ≤ g(k(x) + aE [∫ τ
0
h(Xxs )ds
])
= g
(
k(x) + aE[Hτ ]
)
= g
(
k(x) + aT
)
.
Hence, U(T, x) ≤ g (k(x) + aT ). For the reverse inequality let
ρ(T, x) = inf
{
t ∈ [0,∞) : 1
a
k(Xxt ) ≥
1
a
k(x) + T
}
.
Then (II.5.5) implies that ρ(T, x) ∈ T (T ). Therefore,
U(T, x) ≥ E
[
g
(
k
(
Xxρ(T,x)
))]
= g
(
k(x) + aT
)
.
To sum up, U(T, x) = g
(
k(x) + aT
)
and an optimal stopping time is given by ρ(T, x).
II.5.2 Multiplicative Structure
Now we assume that the variables T and x in a solution of (II.3.3) are separated. More precisely, we
impose that a solution u of (II.3.3) is given by u(T, x) = `(T )g(x), where ` ∈ C2((0,∞))∩C([0,∞))
and g ∈ C2(R). Then u solves
h(x)`′(T )g(x)− σ
2(x)
2
`(T )g′′(x)− b(x)`(T )g′(x) + σ
2(x)
(
`′(T )g′(x)
)2
2`′′(T )g(x)
= 0. (II.5.6)
Furthermore, we want to choose ` and g such that uTT (T, x) = `
′′(T )g(x) < 0 for all (T, x) ∈
(0,∞)×R. Then (II.5.6) can be rewritten as
2h(x)`′(T )`′′(T )g2(x)− `(T )`′′(T )g(x) (σ2(x)g′′(x) + 2b(x)g′(x))+ σ2(x)(`′(T )g′(x))2 = 0.
To obtain a differential equation for g independent of T , fix c ∈ R\{0} and let `(T ) = γecT ,
γ ∈ R\{0}. This is the only non-constant function satisfying `′`′′ = c``′′ = c(`′)2. Then g solves
2ch(x)g2(x) + σ2(x)
((
g′(x)
)2 − g(x)g′′(x))− 2b(x)g(x)g′(x) = 0. (II.5.7)
A solution to (II.5.7) is given by
g(x) = C1 exp
(∫ x
1
[
C2 +
∫ z
1
2ch(y)
σ2(y)
exp
(∫ y
1
2b(w)
σ2(w)
dw
)
dy
]
exp
(
−
∫ z
1
2b(w)
σ2(w)
dw
)
dz
)
,
where C1, C2 ∈ R. Let C1 = 1. For the payoff function f we have f(x) = u(0, x) = γg(x). Since
uTT (T, x) = c
2ecT f(x) it follows that u is strictly concave in T if and only if f(x) < 0 for all
x ∈ R. We set γ = −1 and thus require that g is a positive function. Then it follows that f = −g.
Table II.2 summarizes functions g for different b, σ and h. In these examples u satisfies the growth
condition (II.4.1) if and only if c < 0. Therefore, let c < 0. Furthermore, the constraint functions
h are chosen such that Assumption (A) holds and that Remark II.4.2 can be applied. Let
α∗s = −σ(Xxs )
(
uTx
uTT
)
(M∗s −Hxs , Xxs ) = −σ(Xxs )
g′(Xxs )
cg(Xxs )
,
M∗t = T +
∫ t
0
α∗s1{M∗s>Hxs }dWs.
Then, (α∗s)s∈[0,∞) ∈ L2loc(W ). Itoˆ’s formula and (II.5.7) imply that
M∗t = T +
1
c
log
(
g(x)
)− 1
c
log
(
g(Xxt∧ρ)
)
+Hxt∧ρ,
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where ρ = ρ(T, x) = inf
{
t ∈ [0,∞) : log (g(Xxt )) ≤ cT + log (g(x))}. Let θn = inf{t ∈
[0,∞) : |Xxt | ≥ n}, n ∈ N. Then monotone convergence, Itoˆ’s formula and the boundedness
of Xx on [0, ρ(T, x) ∧ θn ∧ n] yield
E
[
Hρ(T,x)
]
= lim
n→∞E
[∫ ρ(T,x)∧θn∧n
0
h(Xxs )ds
]
= lim
n→∞
1
c
E
[
log
(
g
(
Xxρ(T,x)∧θn∧n
))− log (g(x))] .
For all examples of Table II.2 it holds that g(x) ≤ 1. Furthermore, we have
log
(
g
(
Xxρ(T,x)∧θn∧n
)) ≥ cT + log (g(x)), n ∈ N,
by the definition of ρ(T, x). Hence, dominated convergence implies that
E
[
Hxρ(T,x)
]
= lim
n→∞
1
c
E
[
log
(
g
(
Xxρ(T,x)∧θn∧n
))− log (g(x))] = T.
Therefore, we have α∗ ∈ A and ρ(T, x) < ∞, P-a.s., by Assumption (A). For all examples of
Table II.2 the function u(T, x) = −ecT g(x), (T, x) ∈ [0,∞)×R, with c < 0 is the value function
of the optimal control problem (U) with constraint function h and payoff function −g by Theorem
II.4.1. An optimal control is given by α∗. The corresponding optimal stopping time for u(T, x) is
given by ρ(T, x). Since u is strictly increasing in T we conclude from Theorem II.4.1, 2b) that
also the value function V of the control problem (V) is given by u with optimal control (α∗, T ).
According to Proposition II.2.4 the corresponding optimal stopping time is given by ρ(T, x).
Remark II.5.2. Note that if a = c, then k(x) is a solution to (II.5.4) if and only if exp
(
k(x)
)
is
a solution to (II.5.7).
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II. Optimal Stopping with Expectation Cost Constraints
II.6 The Lagrangian Dual Problem
In this section we briefly compare our solution method with a Lagrange approach for solving the
stopping problem (II.1.2).
We first show that the concave conjugate of V (T, x), considered as a function in T , is the value
function of an unconstrained stopping problem with infinite time horizon. To this end we define
T = ⋃T∈[0,∞) T (T ).
Proposition II.6.1 (cf. [39]). Let w : [0,∞)×Rn → R ∪ {+∞} denote the function
w(λ, x) = sup
τ∈T
E [f(Xxτ )− λHxτ ] (II.6.1)
and let V ∗ : [0,∞) × Rn → R ∪ {−∞} be the concave conjugate of V with respect to the first
argument, i.e.
V ∗(λ, x) = inf
T∈[0,∞)
(
Tλ− V (T, x)).
Then it holds that V ∗ = −w.
Proof. We have for all (λ, x) ∈ [0,∞)×Rn
−V ∗(λ, x) = sup
T∈[0,∞)
(V (T, x)− Tλ) ≤ sup
T∈[0,∞)
sup
τ∈S(T )
E [f(Xxτ )− λHxτ ] = w(λ, x).
Moreover, for all x ∈ Rn and stopping times τ ∈ T it holds that E[f(Xxτ )] ≤ V (E [Hxτ ] , x). This
implies for all (λ, x) ∈ [0,∞)×Rn that
w(λ, x) ≤ sup
τ∈T
E [V (E [Hxτ ] , x)− λHxτ ] ≤ sup
T∈[0,∞)
(V (T, x)− λT ) = −V ∗(λ, x).
This completes the proof of the proposition.
Remark II.6.2. The preceding proof relies on arguments used in the introduction of [39], where
a discrete-time variant of the constrained optimal stopping problem (I.1) is analyzed. Using
randomized stopping times, Kennedy shows in Section 3 of [39] that V ∗∗ = V , where V ∗∗ = (V ∗)∗.
Thus, the identity V ∗ = −w implies that V = (−w)∗ and one can recover V from the unconstrained
stopping problems (II.6.1).
For every λ ∈ [0,∞) the function Rn 3 x 7→ w(λ, x) ∈ R ∪ {+∞} is the value function of a
stopping problem. One way to tackle this problem is the classical PDE approach. The associated
dynamic programming equation takes for every λ ∈ [0,∞) the variational form (cf. eg. [55, Chapter
IV Section 7 and 8])
min[−Lw˜(λ, x) + λh(x), w˜(λ, x)− f(x)] = 0 for all x ∈ Rn. (II.6.2)
Note, however, that in general the solution of this equation is not unique. This can be seen as
follows. Suppose that (Xxt )t∈[0,∞) is a Brownian motion starting in x ∈ Rn and let h(y) = 1 for
all y ∈ Rn. Furthermore, assume that f : Rn → R is bounded from above by some constant c ∈ R.
Then the functions w˜r : [0,∞)×Rn → R, w˜r(λ, x) = λd‖x‖2 + r, r ≥ c all satisfy Equation (II.6.2).
Observe that if V satisfies the duality relation V = V ∗∗, then the initial condition V (0, ·) = f
translates to the identity f(x) = V (0, x) = infλ≥0−V ∗(λ, x) for all x ∈ Rn. This suggests to
impose the further condition infλ≥0 w˜(λ, x) = f(x) on the solutions of the PDE (II.6.2). This
might lead to uniqueness, but renders the computation of w˜ more difficult.
If it is still possible to determine w and if V = V ∗∗, i.e. V is concave in T , then it follows
from Proposition II.6.1 that one can recover V from w via the identity V = (−w)∗. Moreover,
if τ(λ, x) is optimal in the stopping problem (II.6.1) for (λ, x) ∈ [0,∞) × Rn and satisfies the
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constraint E
[
Hxτ(λ,x)
]
= T for some T ∈ [0,∞), then τ(λ, x) is also optimal in the problem
V (T, x) = supτ∈S(T )E[f(Xxτ )]. Indeed, for every τ ∈ S(T ) it holds that
E
[
f
(
Xxτ(λ,x)
)]
= w(λ, x) + λT ≥ E [f(Xxτ )− λHxτ ] + λT ≥ E [f(Xxτ )] .
Under the mild conditions that f is upper semi-continuous and w˜ is lower semi-continuous, for
a fixed (λ, x) ∈ [0,∞) × Rn an optimal stopping time in (II.6.1) is the first hitting time of the
stopping region, i.e. τ(λ, x) = inf{s ∈ [0,∞) : w˜(λ,Xxs ) ≤ f(Xxs )} (see Corollary 2.9, Chapter I
in [55]). However, it may happen that there exist multiple optimal stopping times for the dual
problem (II.6.1). In this case one has to identify the stopping time matching the expectation
constraint E
[
Hxτ(λ,x)
]
= T among all optimal stopping times. To illustrate this fact we revisit
Example II.4.9, where optimal stopping times for (II.6.1) also include stopping times that are not
hitting times of two points.
Example II.6.3 (cf. Example II.4.9). Let d = n = 1, f : R → R, f(y) = y21{|y|≥1}, h : R →
R, h(y) = 1 and let X be a one-dimensional Brownian motion which starts in 0. Using (II.4.8) it
is straightforward to show that the dual problem satisfies
w(λ, 0) = sup
E[τ ]<∞
E
[
(1{|Wτ |≥1} − λ)W 2τ
]
=
{
∞, if λ < 1,
0, if λ ≥ 1.
This implies that (−w)∗(T, 0) = T for all T ∈ [0,∞). Therefore, it follows from Example II.4.9
that V (T, 0) = (−w)∗(T, 0) for all T ∈ [0,∞). For λ < 1 there exist no optimal stopping times
and for λ ≥ 1 stopping immediately τ = 0 is optimal. But for λ = 1 all integrable stopping times
τa that embed the distribution
a
2δ−1 + (1− a)δ0 + a2δ1, a ∈ [0, 1] into W are also optimal. It holds
that E[τa] = a. Thus, τT is optimal in the primal problem V (T, 0) = supτ∈S(T )E[f(Wτ )] for all
T ∈ [0, 1].
II.7 Examples with no Optimal Stopping Time
In this section we present examples where no optimal stopping time exists for U , at least for some
starting points. In the examples with smooth value function U , the function U does not solve the
dynamic programming equation (II.3.3).
II.7.1 An Optimal Stopping Time does not exist for U(T, 0)
We now present an example where no optimal stopping time exists for U(T, 0), but for U(T, x)
if x 6= 0. Moreover, the value function does not solve the PDE (II.3.3) in (T, 0). In addition, V
coincides with U and it is a classical solution to (II.4.6).
Let f(y) = e−|y|, h(y) = 1, y ∈ R, and let Xxt = x + Wt, t ∈ [0,∞), be a Brownian motion
starting in x ∈ R. Then,
U(T, x) =
1, if x = 0,1
T+x2
(
T + x2e
−|x|− T|x|
)
, if x 6= 0, (II.7.1)
U ∈ C2((0,∞)×R), but there exists no optimal stopping time for U(T, 0), T ∈ (0,∞). In addition,
U is a solution to (II.3.3) on (0,∞)×R\{0} but only a strict supersolution on (0,∞)× {0}:
h(x)UT (T, x)− 1
2
Uxx(T, x) +
U2Tx(T, x)
2UTT (T, x)
=
{
0, if x 6= 0,
1
T , if x = 0.
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We first show that U(T, 0) = 1 and that there does not exist an optimal stopping time for U(T, 0).
To see this, let T ∈ (0,∞) and notice that the first exit time ρ (T, ε) of (−ε, T/ε), ε > 0, has
expectation T . Thus,
U(T, 0) ≥ sup
ε>0
E
[
f
(
X0ρ(T,ε)
)]
= sup
ε>0
{
Te−ε
T + ε2
+
ε2e−
T
ε
T + ε2
}
= 1.
Since f is bounded above by 1, we conclude that U(T, 0) = 1. Now assume that there exists an
optimal stopping time τ∗ for U(T, 0) with T ∈ (0,∞), i.e. E[f(X0τ∗)] = 1 and E[τ∗] = T . This
implies X0τ∗ = 0, P-a.s., but this is not possible if τ
∗ is integrable with E[τ∗] > 0. Hence, an
optimal stopping time for U(T, 0), T ∈ (0,∞), does not exist.
Now let x 6= 0. For T ∈ (0,∞) the reward of the first exit time ρx(T ) of
(
0, x+ Tx
)
if x > 0, and(
x+ Tx , 0
)
if x < 0, is given by
E
[
f
(
Xxρx(T )
)]
=
1
T + x2
(
T + x2e
−|x|− T|x|
)
=: u(T, x).
It holds true that u ∈ C2((0,∞)×R) and u is a solution to (II.3.3) on (0,∞)×R\{0}. But for
T ∈ (0,∞) we have
h(x)uT (T, 0)− 1
2
uxx(T, 0) +
1
2
u2Tx(T, 0)
uTT (T, 0)
= 0− 1
2
(
− 2
T
)
+
1
2
0 =
1
T
.
Hence, u is a supersolution to (II.3.3). Moreover, u(0, .) = f , u is concave with uTT (T, x) < 0
for x 6= 0 and uTx(T, x) = 0 on {(T, x) ∈ (0,∞) ×R : uTT (T, x) = 0} = (0,∞) × {0}. Since |u|
is bounded above by 1, u satisfies the growth condition (II.4.1) with p = 1. In addition, X 1τ is
uniformly integrable for all τ ∈ S(T ) by Remark II.4.2. Hence, Theorem II.4.1 implies that u
dominates the value function and, therefore, U = u.
Remember that the quotient U2Tx/UTT is set to 0 if the nominator and the denominator equal 0.
Here we have
U2Tx(T, x)
UTT (T, x)
−−−→
x→0
− 2
T
6= 0 = U
2
Tx(T, 0)
UTT (T, 0)
.
Hence, (T, x) 7→ U2Tx(T, x)/UTT (T, x) is not continuous on (0,∞)× {0} and, therefore, U cannot
be a solution to (II.3.3) by Remark II.3.5b).
Bayraktar and Yao [7] characterize the value function of an optimal stopping problem with
expectation constraint as a viscosity supersolution of the HJB equation and as a viscosity subso-
lution to the HJB equation, in which the Hamiltonian is replaced by its upper semi-continuous
envelope, see Remark II.3.3.
In this example we obtain a similar result. In the HJB equation (II.3.3) the Hamiltonian H is
given by Hv(T, x) = − ∣∣σ> · ∇xvT (T, x)∣∣2 /2vTT (T, x). For the value function U given in (II.7.1)
the upper semi-continuous envelope (HU)∗ of HU satisfies
(HU)∗(T, x) =
{
− U2Tx(T,x)2UTT (T,x) , if x 6= 0,
1
T if x = 0.
Notice that the function U solves for all (T, x) ∈ (0,∞)×R
h(x)UT (T, x)− 1
2
Uxx(T, x)− (HU)∗(T, x) = 0.
It is worth mentioning that τ∗ = 0 is an optimal stopping time for V (T, 0). Moreover, V (T, x) =
U(T, x), because UT (T, x) > 0 for x 6= 0. In particular, V is a solution to (II.4.6) on the whole
domain (0,∞)×R.
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II.7.2 Maximizing a Concave Payoff Function
We now show that if X is a Brownian motion and f a concave payoff function, then the value
function U is only a strict supersolution to (II.3.3). Moreover, U is independent of T and coincides
with f .
Let d = n = 1, h(y) = 1, y ∈ R, and Xxt = x + Wt, t ∈ [0,∞), x ∈ R. For every concave and
continuous f with subquadratic growth, i.e. limy→±∞ |f(y)|/y2 = 0, the value functions U and V
are given by
U(T, x) = V (T, x) = f(x)
for all (T, x) ∈ [0,∞)×R. On the one hand the function f(x) dominates U(T, x) and V (T, x) by
Jensen’s inequality. To prove the reverse inequality, we define for every (T, x) ∈ (0,∞)×R and
ε > 0 the stopping times
ρx(ε, T ) = inf
{
t ∈ [0,∞) : Xxt /∈
(
x− ε, x+ T
ε
)}
.
Notice that E[ρx(ε, T )] = T , and hence we have
U(T, x) ≥ sup
ε>0
E
[
f
(
Xxρx(ε,T )
)]
= sup
ε>0
{
f
(
x+
T
ε
)
ε2
T + ε2
+ f(x− ε) T
T + ε2
}
≥ lim
ε→0
{
f
(
x+
T
ε
)
ε2
T + ε2
+ f(x− ε) T
T + ε2
}
= f(x).
If, in addition, f is twice continuously differentiable and there exists y ∈ R with f ′′(y) < 0, then
U is not a solution to (II.3.3) on (0,∞)× {y ∈ R : f ′′(y) < 0}. Notice, however, V is a solution to
(II.4.6) on (0,∞)×Rn.
II.7.3 The Value Function is linear in T
In the previous two examples the value function U does not solve the PDE (II.3.3), but V is a
solution to (II.4.6). We now present an example where both U and V do not solve the corresponding
dynamic programming equation.
Let f(y) = y2−
√
1 + y2, h(y) = 1, y ∈ R, and let Xxt , t ∈ [0,∞), be a one-dimensional Brownian
motion with Xx0 = x ∈ R. For every stopping time τ ∈ S(T ), T ∈ (0,∞), we have
E[f(Xxτ )] = x
2 + E[τ ] + E
[
−
√
1 + (Xxτ )
2
]
≤ x2 + T −
√
1 + x2 = T + f(x)
by (II.4.8) and Jensen’s inequality. Hence, U(T, x) ≤ V (T, x) ≤ T + f(x).
As in Example II.7.2 we define for every (T, x) ∈ (0,∞)×R and ε > 0 the stopping times
ρx(ε, T ) = inf
{
t ∈ [0,∞) : Xxt /∈
(
x− ε, x+ T
ε
)}
.
Then it follows that
U(T, x) ≥ sup
ε>0
E
[
f
(
Xxρx(ε,T )
)]
= sup
ε>0
{
ε2
T + ε2
f
(
x+
T
ε
)
+
T
T + ε2
f(x− ε)
}
= T + x2 + sup
ε>0
−
√
1 +
(
x+
T
ε
)2 ε2
T + ε2
−
√
1 + (x− ε)2 T
T + ε2

≥ T + f(x).
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Therefore, V (T, x) = U(T, x) = T + f(x). U is not a solution to (II.3.3), because
h(x)UT (T, x)− LU(T, x) + U
2
Tx(T, x)
2UTT (T, x)
=
1
2(1 + |x|2)3/2 > 0.
Moreover, V does not solve the PDE (II.4.6). Indeed,
min
{
VT (T, x), h(x)VT (T, x)− LV (T, x) + V
2
Tx(T, x)
2VTT (T, x)
}
= min
{
1,
1
2(1 + |x|2)3/2
}
> 0.
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In this chapter we focus on optimally stopping a one-dimensional regular continuous strong Markov
process Y with stopping times τ satisfying the expectation constraint E[τ ] ≤ T , T ∈ [0,∞).
Observe that on the one hand we restrict the cost constraints from Chapter II to an expectation
constraint and that we only study one-dimensional processes. But on the other hand, we allow for
processes that cannot be described by a solution of a time-homogeneous stochastic differential
equation driven by a Brownian motion.
We show that in an optimal stopping problem with expectation constraint we can confine
to stopping times τ such that the law of Yτ is a weighted sum of at most 3 Dirac measures.
Consecutive exit times from intervals can be used to embed a discrete probability measure with at
most 3 mass points in Y .
Furthermore, a reduction to weighted sums of 2 Dirac measures and hence, to exit times of
intervals is in general not possible. Consequently, we cannot identify a deterministic stopping and
continuation region as in stopping problems with a sharp bound on the stopping time or with
infinite time horizon and discounting.
We first rewrite the stopping problem as a linear optimization problem over a set of probability
measures in Section III.2. By using results on the Skorokhod embedding problem we identify
the set A(T ) of distributions of Yτ , where τ is a stopping times having expectation smaller than
or equal to T , see [2] and [32]. The balayage method of Chacon and Walsh (see [17]) allows to
construct for every µ ∈ A(T ) an approximating sequence of probability measures that are weighted
sums of finitely many Dirac measures (Section III.3). Thus, we can restrict the set of probability
measures A(T ) in the optimization problem to discrete measures with finitely many points of
mass (Section III.4.1). By a result of Hoeffding [33] we can further confine to the set A3(T ) of
probability measures in A(T ) that are weighted sums of at most 3 Dirac measures (Section III.4.2).
To extend the results from Section III.4 to more general payoff functions in Section III.5, we take
advantage of the linearity of the measure optimization problem. As in standard linear problems,
the value of the measure optimization problem over A(T ) is attained by extreme points of A(T ).
It turns out that the extreme points are contained in the set of probability measures that can be
written as a weighted sum of at most 3 Dirac measures.
In particular, the question arises whether an optimal stopping time exists in the constrained
problem. Hence, we provide sufficient conditions for the existence of an optimal measure µ∗ ∈ A3(T )
in the measure optimization problem under mild conditions on the payoff function in Section III.6.
We use the Balayage method to construct an embedding stopping time τ∗ for µ∗ in Y . Then
τ∗ is optimal in the stopping problem with expectation constraint. Throughout this chapter we
assume that the process to stop is in natural scale - this is, as explained in Section III.7, not a
restriction. Finally, in Section III.8 we compare the Lagrange approach for solving constrained
optimal stopping problems to our method of reducing the set of stopping times.
Sections III.1, III.2, III.5, III.6 and III.7 are based on a revised version of [3].
III.1 Stopping after Consecutive Exit Times
In this section we rigorously set the framework for the optimal stopping problem. The process
to stop is assumed to be a one-dimensional regular continuous strong Markov process. In the
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sequel we use the term general diffusion as a synonym for these processes. Let the state space
J ⊆ R be an open, half-open or closed interval and denote by (l, r) the interior of J , where
−∞ ≤ l < r ≤ ∞. Moreover, denote by J the closure of J in R. Let Ω = C([0,∞), J) be the space
of all continuous J-valued functions and (Yt)t∈[0,∞) be the coordinate process, i.e. Yt(ω) = ω(t),
t ∈ [0,∞), ω ∈ Ω. Let F0t be the σ-algebra generated by (Ys)s∈[0,t] and F0 := F0∞ :=
∨
t∈[0,∞)F0t .
Denote by (θt)t∈[0,∞) the family of shift operators on Ω defined by (θtω)(s) = ω(t+ s), s ∈ [0,∞).
Let (Py)y∈J be a family of probability measures on (Ω,F0) that is a regular diffusion in the sense
of [59, Chapter V.45]. In particular, we have Py[Y0 = y] = 1 for all y ∈ J . Regularity means that
for every y ∈ (l, r) and x ∈ J it holds that Py[τx < ∞] > 0, where τx = inf{t ∈ [0,∞) : Yt = x}.
Here and in the sequel we use the convention that inf ∅ =∞.
For a probability measure ν on
(
J,B(J)) let
Pν [A] :=
∫
J
Py[A]ν(dy), A ∈ F0.
Let Fν be the completion of F0 with respect to Pν and set Fνt = σ(F0t ,N ), t ∈ [0,∞), where N
denotes the collection of Pν-null sets in Fν . One can show that (Ω,Fν , (Fνt ),Pν) satisfies the usual
conditions. We set Ft =
⋂
ν Fνt and F =
⋂
ν Fν . Observe that (Ft) is right-continuous, but that
in general (Ω,F , (Ft),Pν) does not satisfy the usual conditions. The process (Yt)t∈[0,∞) fulfills the
strong Markov property (cf. Theorem 9.4, Chapter III, in [58]): For any bounded F-measurable
mapping η and any finite (Ft)-stopping time τ we have
Eν [η ◦ θτ | Fτ ] = EYτ [η], Pν - a.s.
Let m be the speed measure of the diffusion (Py)y∈J on J (see Theorem 3.6, Definition 3.7 and
Proposition 3.10 in Chapter VII of [56]). More precisely, m is the unique Radon measure on (l, r)
such that for any open subinterval (a, b), a < b, with [a, b] ⊆ J it holds that
Ey[inf{t ∈ [0,∞) : Yt /∈ (a, b)}] =
∫
[a,b]
((
s(x) ∧ s(y))− s(a))(s(b)− (s(x) ∨ s(y)))
s(b)− s(a) m(dx).
Here s denotes the scale function of Y , i.e. s : J → R is strictly increasing and continuous such
that for all a, b, y ∈ J with a < y < b it holds that
Py[τa < τb] =
s(b)− s(y)
s(b)− s(a) ,
see Definition 46.10 in [59], Chapter V. Note that s is unique up to increasing affine transformations.
Since Y is regular we have for all a, b ∈ (l, r) with a < b
0 < m
(
[a, b]
)
<∞.
In Section III.1 – III.6 we assume that the diffusion Y is in natural scale, that is s(x) = x . If Y
is not in natural scale, then
(
s(Yt)
)
t∈[0,∞) is in natural scale, see e.g. Theorem 46.12 in [59]. In
Section III.7 below we show how to reduce the stopping problem for general diffusions to the case
where the process to stop is in natural scale.
In addition, we assume that if an endpoint c of the interval J is accessible, i.e. c ∈ J , then it is
absorbing, that is Pc[τx <∞] = 0 for all x ∈ J\{c}. This implies that Y is a local martingale (see
Corollary 46.15 in [59]).
For y ∈ (l, r) we define qy : J¯ → [0,∞],
qy(x) =
1
2
m
({y})|x− y|+ ∫ x
y
m
(
(y, u)
)
du, (III.1.1)
with the convention that m
(
(y, u)
)
= −m((u, y)) whenever u < y. Moreover, we set qy(r) :=
limx↑r qy(x) = ∞ if r = ∞ and qy(l) := limx↓l qy(x) = ∞ if l = −∞. Observe that qy is convex
and continuous on J .
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Let τl,r = inf{t ∈ [0,∞) : Yt /∈ (l, r)}. One can show that qy(Yt)− (t ∧ τl,r), t ∈ [0,∞), is a local
martingale with respect to Py and (Ft) (see Theorem 2.1 in [5]). Moreover, the behavior of qy at l
and r determines whether the process attains the boundary points with a positive probability or
not.
Lemma III.1.1 (see Theorem 3.3 in [5]). We have qy(r) < ∞ if and only if r ∈ J . Similarly,
qy(l) <∞ if and only if l ∈ J .
Remark III.1.2. Observe that the case where the process to stop is described by a homogeneous
stochastic differential equation (SDE) driven by a Brownian motion W is a special case of the
general framework that we set up above. Indeed, let b, η : R→ R be Borel-measurable functions
that satisfy η(x) 6= 0 for all x ∈ (l, r), η(x) = 0 for all x ∈ R \ (l, r) and 1+|b|
η2
∈ L1loc
(
(l, r)
)
. Then
for all y ∈ (l, r) the SDE
dYt = b(Yt)dt+ η(Yt)dWt, Y0 = y, (III.1.2)
possesses a weak solution (Y,W ) that is unique in law (see e.g. Theorem 2.11 in [18] or Section
5.5 C in [37]). If b ≡ 0, then Y is in natural scale and the results of Section III.1–III.6 apply. In
this case the speed measure of Y is given by m(dx) = 2
η2(x)
dx and for all y ∈ (l, r) the function qy
satisfies
qy(x) =
∫ x
y
∫ z
y
2
η2(u)
du dz, x ∈ J¯ .
The case where the SDE (III.1.2) contains a non-zero drift component b is a special case of the
setting considered in Section III.7.
Let f : J → R be a Borel-measurable function determining the payoff of the stopping problem.
Throughout we make the following assumption on f :
Assumption. For every y ∈ (l, r) there exists C(y) ∈ [0,∞) such that
f(x) ≥ −C(y)(1 + qy(x)), x ∈ J. (B)
For any T ∈ [0,∞), let S(T, y) be the set of all (Ft)-stopping times τ with Ey[τ ] ≤ T .
Remark III.1.3. Assumption (B) ensures that the expectation Ey[f(Yτ )] exists for all y ∈ (l, r),
T ∈ [0,∞) and τ ∈ S(T, y). Indeed, denote by {f(Yτ )}− the negative part of f(Yτ ). Then for
an appropriately chosen localizing sequence of stopping times (τn)n∈N for the local martingale(
qy(Yt)− (t ∧ τl,r)
)
t∈[0,∞), it holds that
Ey
[{f(Yτ )}−] ≤ Ey[C(y)(1 + qy(Yτ ))] = C(y)(1 + Ey [lim inf
n→∞ qy(Yτ∧τn∧n)
])
≤ C(y)
(
1 + lim inf
n→∞ E
y
[
qy(Yτ∧τn∧n)
])
= C(y)
(
1 + lim inf
n→∞ E
y[τ ∧ τn ∧ n]
)
≤ C(y)(1 + T ).
We consider the problem of finding the stopping time in S(T, y) that maximizes the expected
payoff Ey[f(Yτ )]. The value function is defined by
V (T, y) = sup
τ∈S(T,y)
Ey[f(Yτ )] (III.1.3)
for T ∈ [0,∞) and y ∈ J . Observe that V (0, y) = f(y) for all y ∈ J . Moreover, if r ∈ J , then
we have V (T, r) = f(r) for all T ∈ [0,∞) and similarly, if l ∈ J , then V (T, l) = f(l), T ∈ [0,∞),
because we assume that every accessible endpoint is absorbing. Therefore, we assume throughout
this chapter that y ∈ (l, r).
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a
Μ
c
b
d
FigureIII.1:ThreerealizationsofaBrownianmotionstartinginµ¯andstoppedattheconsecutive
exittimeτ=τa,b(0)+1{Yτa,b(0)=b}inf{t∈[0,∞):Yt+τa,b(0)∈{c,d}},wherea=−1,
b=57,c=0,d=1.Notethatthebarrierscanddenterandthebarrierbvanishesatthetimetheprocesshitsb.
RemarkIII.1.4.IfAssumption(B)isreplacedbythestrongerassumptionthatforeveryy∈(l,r)
thereexistsC(y)∈[0,∞)suchthat
|f(x)|≤C(y)1+qy(x), x∈J, (III.1.4)
thenthevaluefunctionV(T,y)isﬁniteandboundedbelowbyf(y).Indeed,itfolowsbyusing
similarargumentsasinRemarkIII.1.3orasintheproofofPropositionII.3.1inChapterIIthat
V(T,y)=supτ∈S(T,y)Ey[f(Yτ)]≤C(y)(1+T).
Thefolowingexampleshowsthatingeneralwecannotdispensewithcondition(III.1.4)ifwe
wanttoguaranteethatVisﬁnite.RecalExampleII.3.2:ForaBrownianmotionY=W wehave
q0(x)=x2.Letf(x)=|x|2+ε,ε>0,bethepayoﬀfunction.ForeveryT∈(0,∞)anda∈(0,∞)
theﬁrsttimeρ(a,T)whenW hitsaor−TahasexpectationTunderP0.Hence,
V(T,0)≥ sup
a∈(0,∞)
E0f(Wρ(a,T))= supa∈(0,∞) a
2+ε T
a2+T+
a2
a2+ε
T2+ε
a2+T =∞.
Forstoppingproblemswithoutanexpectationconstraintanoptimalstoppingtimeisgivenby
theexittimeofthecontinuationregion(seeCorolary2.9,ChapterIin[55]).Inparticular,for
solvingunconstrainedstoppingproblemsitisenoughtoconsiderexittimesfromintervals.For
constrainedstoppingproblemsareductiontosimpleexittimesisnotpossible. Weshow,however,
thatitisenoughtoconsideratmostthreeconsecutiveexittimes.
Togiveaprecisestatement,wedenotefora,b∈Rwitha≤btheﬁrsthittingtimeofaby
τa=inf{t∈[0,∞):Yt=a}andtheﬁrstexittimefromtheinterval(a,b)aftertimer≥0
byτa,b(r)=inf{t≥r:Yt/∈(a,b)}. Observethatτa,b(r)=r+τa,b(0)◦θr. Moreover,wewrite
S3(T,y)forthecolectionofstoppingtimesτ∈S(T,y)forwhichthereexistp1,p2,p3∈[0,1]with
p1+p2+p3=1anda,c,d∈Rwitha≤c≤dsuchthat
τ=τa,b(τ¯µ)+1{Yτa,b(τ¯µ)=b}inf{t∈[0,∞):Yt+τa,b(τ¯µ)∈{c,d}},
whereµ¯= p1a+p2c+p3dandb= p2c+p3d1−p1 ifp1< 1andb= aifp1=1. Noticethatb∈ max{c,¯µ},difp1<1.InFigureIII.1threerealizationsofaBrownianmotionstartinginµ¯
andstoppedataconsecutiveexittimeareilustratedaswelastheﬁxedbarriersa,b,c,d.
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One of our main results is that the stopping problem (III.1.3) can be simplified to the set
S3(T, y).
Theorem III.1.5. We have
V (T, y) = sup
τ∈S3(T,y)
Ey[f(Yτ )]. (III.1.5)
We prove Theorem III.1.5 in Section III.4. We do so by reducing problem (III.1.3) to an
optimization over a set of probability measures in Sections III.2 and III.3.
Theorem III.1.5 raises the question whether the supremum is attained in S3(T, y). In Section
III.6 below we provide sufficient conditions guaranteeing the existence of an optimal stopping time
in S3(T, y).
III.2 Optimal Stopping as a Measure Optimization
In this section we first explain how one can reduce the stopping problem (III.1.3) to a linear
optimization problem over a set of probability measures satisfying some integrability constraints.
We denote by M =M(J) the set of all probability measures on R with support in J and by
M1 the set of all measures µ in M with finite first moment µ¯ = ∫
R
xµ(dx). For T ∈ [0,∞) and
y ∈ (l, r) let A(T, y) be the set of measures µ ∈M1 satisfying the following properties:
1. a) If l > −∞, then µ¯ ≤ y.
b) If r <∞, then µ¯ ≥ y.
2. µ integrates qy such that ∫
R
qy(x)µ(dx) ≤ T −H(y, µ¯), (III.2.1)
where H : (l, r)× J → [0,∞],
H(y, µ¯) =

(y − µ¯)(m((y,∞))+ 12m({y})), µ¯ < y,
0, µ¯ = y,
(µ¯− y)(m((−∞, y))+ 12m({y})), µ¯ > y.
Remark III.2.1. Observe that the following consequences of the definition of A(T, y) hold true.
If there exists µ ∈ A(T, y) such that µ¯ > y, then it follows that l = −∞ and that m((−∞, y)) <∞.
Indeed, the fact that l = −∞ follows directly from Condition 1a) in this case. For the second
claim, suppose on the contrary that m
(
(−∞, y)) =∞. Then it follows from the definition of H
that H(y, µ¯) =∞ and hence (III.2.1) cannot be satisfied by µ. Consequently, m((−∞, y)) <∞.
Similarly, it holds that r = ∞ and that m((y,∞)) < ∞ if there exists µ ∈ A(T, y) such that
µ¯ < y.
Results from [32] on the Skorokhod embedding problem for diffusions (and from [2] for processes
described in terms of SDEs) imply that A(T, y) coincides with the set of probability measures µ
that can be embedded into Y under Py with stopping times τ satisfying Ey[τ ] ≤ T . More precisely,
we have the following:
Proposition III.2.2. Let µ ∈ M. There exists a stopping time τ ∈ S(T, y) with Yτ ∼ µ under
Py if and only if µ ∈ A(T, y).
Proof. Let τ ∈ S(T, y) be an embedding of µ in Y under Py, i.e. let Yτ have the distribution µ
under Py. Then [20] and [51] imply that if l > −∞, then µ¯ ≤ y and if r <∞, then µ¯ ≥ y. Thus,
we conclude that µ ∈M1 whenever r or l is finite. Section 3.5 in [32] shows that if J = (−∞,∞)
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and τ is an integrable embedding for µ, then µ ∈M1. If µ¯ = y, then it follows from Theorem 2.4.
in [32] that ∫
R
qy(x)µ(dx) ≤ Ey[τ ] ≤ T = T −H(y, µ¯).
If µ¯ < y, then we conclude from Theorem 3.6 in [32] that∫
R
qy(x)µ(dx) + (y − µ¯)
(
m
(
(y,∞))+ 1
2
m
({y})) ≤ T,
which implies that the second property in the definition of A(T, y) holds true. If µ¯ > y, we again
apply Theorem 3.6 in [32] to obtain
∫
R
qy(x)µ(dx) ≤ T −H(y, µ¯). Hence, µ ∈ A(T, y).
For the reverse direction let µ ∈ A(T, y) and assume first that µ is centered around y. Then µ
can be embedded in Y under Py by [20] and [51]. It follows from Theorem 3.4 in [32] that there
exists a stopping time τ with Yτ ∼ µ under Py and
Ey[τ ] =
∫
R
qy(x)µ(dx).
The stopping time τ is minimal in the sense that whenever ρ ≤ τ is an embedding of µ into
Y under Py, then τ = ρ, Py-a.s. Since µ ∈ A(T, y) we deduce that Ey[τ ] ≤ T and therefore,
τ ∈ S(T, y).
Now let µ ∈ A(T, y) with µ¯ < y. Then we have r =∞, see Remark III.2.1. Theorem 3.6 in [32]
shows the existence of a minimal embedding τ of µ in Y under Py with
Ey[τ ] =
∫
R
qy(x)µ(dx) + (y − µ¯)
(
m
(
(y,∞))+ 1
2
m
({y})) ≤ T,
where the last inequality follows from the second property of µ. Hence, τ ∈ S(T, y).
Finally, for µ ∈ A(T, y) with µ¯ > y, using similar arguments, one can show that there exists a
stopping time τ with Yτ ∼ µ under Py and Ey[τ ] ≤ T .
Remark III.2.3. The function qy appearing in the definition of the set of measures A(T, y) plays
for the Markov process Y the same role than the function x 7→ x2 plays for the Brownian motion.
Indeed, we know that when Y is a Brownian motion starting in y = 0 under P0, we can find
an embedding of µ under P0 with an integrable stopping time if and only if µ is centered and∫
R
x2µ(dx) < ∞ (see Theorem 1 in [62] and Proposition 17 in [45]). The papers [32] and [2]
identify the function qy as the counterpart of the second-order moment condition when Y is a
general diffusion.
Remark III.2.4. When µ ∈ A(T, y) is not centered around y (i.e. µ¯ 6= y), the function H does
not vanish in the constraint 2 of A(T, y). In this case, the measure µ can be embedded into Y
under Py by the following stopping rule τ : First wait until τµ¯ = inf{t ∈ [0,∞) : Yt = µ¯} and then
embed µ in Y under Pµ¯. To prove this, note that
qz(x) = qy(x)− qy(z)− 1
2
(x− z)
(
∂+qy
∂x
(z) +
∂−qy
∂x
(z)
)
, x ∈ J, (III.2.2)
where
∂+qy
∂x and
∂−qy
∂x denote the right-hand side and left-hand side derivative of qy, respectively.
Let an = −n if µ¯ > y (i.e. l = −∞ by Remark III.2.1) and an = n otherwise. Define τµ¯,an =
inf{t ≥ 0: Yt /∈ (µ¯ ∧ an, µ¯ ∨ an)}. Monotone convergence and Lemma 2.2 in [5] imply
Ey[τµ¯] = lim
n→∞E
y[τµ¯,an ] = limn→∞E
y
[
qy
(
Yτµ¯,an
)]
= qy(µ¯) +
1
2
m({y})|y − µ¯|+ 1{µ¯<y}(y − µ¯)m
(
(y,∞))
+ 1{µ¯>y}(µ¯− y)m
(
(−∞, y))
= qy(µ¯) +H(y, µ¯).
(III.2.3)
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(III.2.3) together with (III.2.2) yields that
Ey[τ ] = Ey[τµ¯] +
∫
R
qµ¯(x)µ(dx) = qy(µ¯) +H(y, µ¯) +
∫
R
qµ¯(x)µ(dx)
=
∫
R
qy(x)µ(dx) +H(y, µ¯).
Proposition III.2.2 allows to reformulate the stopping problem (III.1.3) as a linear problem on
M.
Corollary III.2.5. We have
V (T, y) = sup
µ∈A(T,y)
∫
R
f(x)µ(dx) (III.2.4)
and for any optimal µ ∈ A(T, y) there exists an optimal stopping time τ ∈ S(T, y) in (III.1.3)
with Yτ ∼ µ under Py. Conversely, let τ ∈ S(T, y) be optimal in (III.1.3) and denote by µ the
distribution of Yτ under P
y. Then µ ∈ A(T, y) and µ is optimal in (III.2.4).
Denote by A3(T, y) the set of probability measures in A(T, y) which are a weighted sum of at
most three Dirac measures. In the next three sections we show that the supremum in (III.2.4) is
attained in A3(T, y).
Theorem III.2.6. We have
V (T, y) = sup
µ∈A3(T,y)
∫
R
f(x)µ(dx). (III.2.5)
For the proof of Theorem III.2.6 we now introduce the balayage method developed by Chacon
and Walsh in [17] for the Brownian motion.
III.3 Embedding Distributions with the Balayage Method
The aim of this section is to solve the Skorokhod embedding problem (SEP) for general diffusions
with the balayage method introduced in [17] for the Brownian motion. The embedding stopping
time τ is given by a limit of consecutive exit times and we show that the expected value of τ can
be characterized in terms of the function qy. We first recall some facts on potential functions
associated to distributions.
III.3.1 Introduction to Potential Theory
Here we list some properties of potential functions in one dimension. Most of the proofs can be
found e.g. in [16] and in Section 2.2 of [47].
Definition III.3.1. Let µ ∈M1(R). The potential uµ : R→ R of µ is defined by
uµ(x) = −
∫
R
|x− z|µ(dz).
Lemma III.3.2. Let µ, ν ∈M1(R) with ∫
R
xµ(dx) = w. Then the potential satisfies the following
properties.
1. uµ ≤ uδw .
2. The potential function uµ is concave and Lipschitz-continuous with parameter 1.
3. If
∫
R
z ν(dz) =
∫
R
z µ(dz), then we have lim|x|→∞ |uµ(x)− uν(x)| = 0.
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4. µ({x}) = 12(∂−uµ − ∂+uµ)(x), where ∂+ and ∂− denote the right-hand and left-hand side
derivative, respectively.
5. Let a, b ∈ R with a < b. uµ is linear on [a, b] if and only if µ
(
(a, b)
)
= 0.
6. If uµ ≤ uν , then
∫
R
z µ(dz) =
∫
R
z ν(dz), i.e. µ and ν have the same mean.
7. If uµ = uν , then µ = ν.
8. Let (µn)n∈N be a sequence in M1(R) such that uµn ≥ uν, n ∈ N, and (µn)n∈N converges
weakly to µ, i.e. µn ⇒ µ. Then for all x ∈ R it holds true that limn→∞ uµn(x) = uµ(x).
9. Let µn ∈ M1(R), n ∈ N, such that limn→∞ uµn(x) = uµ(x) for all x ∈ R and uµn ≥ uν.
Then µn =⇒
n→∞ µ.
10. Let µn ∈ M1(R), n ∈ N, such that limn→∞ uµn(x) = uµ(x) for all x ∈ R. Let Xn and
X be random variables on (Ω˜, F˜ ,P) with distribution µn and µ under P, respectively. If
limn→∞Xn = X, P-a.s., then Xn → X in L1(P) as n→∞.
11. Let g : R→ (−∞,∞] be a convex function. If uµ ≥ uν , then
∫
R
g(z)µ(dz) ≤ ∫
R
g(z)ν(dz).
Proof. We only prove Properties 4, 10 and 11.
4. For µ ∈M1(R) with ∫
R
xµ(dx) = w it holds that
uµ(x) = −
∫
(−∞,x)
(x− z)µ(dz)−
∫
[x,∞)
(z − x)µ(dz)
= x
(
2µ
(
[x,∞))− 1)+ w − 2∫
[x,∞)
z µ(dz).
In particular, we conclude that
∂+uµ(x) = 2µ
(
(x,∞))− 1, ∂−uµ(x) = 2µ([x,∞))− 1
and hence,
µ({x}) = 1
2
(
∂−uµ(x)− ∂+uµ(x)
)
.
10. Let µn, µ ∈M1(R), n ∈ N, such that uµn(x) −−−→n→∞ uµ(x) for every x ∈ R. Let Xn and X
be random variables on (Ω˜, F˜ ,P) with distribution µn and µ under P, respectively. Then
E[|Xn|] =
∫
R
|z|µn (dz) = −uµn(0) −−−→n→∞ −uµ(0) = E[|X|]. (III.3.1)
Moreover, assume that Xn → X, P-a.s., as n → ∞. Define Yn := |X| + |Xn| − |Xn −X|.
Observe that Yn is non-negative and that Yn → 2|X|, P-a.s., as n→∞. Fatou’s lemma and
(III.3.1) now imply that
E[2|X|] = E[lim inf
n→∞ Yn] ≤ lim infn→∞ E[Yn] = 2E[|X|]− lim supn→∞ E[|Xn −X|].
Hence, lim supn→∞E[|Xn −X|] ≤ 0 ≤ lim infn→∞E[|Xn −X|]. Therefore, we conclude that
Xn −−−→
n→∞ X in L
1(P).
Observe that (III.3.1) and Scheffe´’s Lemma (see e.g. [70], Lemma 5.10(ii)) also imply the
statement.
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11. Let g : R → R be a continuous, convex and piecewise linear function with finitely many
kinks. More precisely, let
g(x) =
N∑
n=0
1{(xn,xn+1]}(x)gn(x), (III.3.2)
where N ∈ N, −∞ = x0 < x1 < ... < xN < xN+1 =∞ and gn : R→ R are linear functions
with slope sn ∈ R, 0 ≤ n ≤ N , where sn−1 < sn and gn−1(xn) = gn(xn) for 1 ≤ n ≤ N .
Therefore,
g(x) = g0(x1) + s0(x− x1) +
N∑
n=1
1{x>xn}(sn − sn−1)(x− xn).
For µ, ν ∈M1(R) with uν ≤ uµ we have,∫
R
g(z) ν(dz)−
∫
R
g(z)µ(dz)
=
∫
R
(
g0(x1) + s0(z − x1)
)
ν(dz)−
∫
R
(
g0(x1) + s0(z − x1)
)
µ(dz)
+
N∑
n=1
(sn − sn−1)
(∫
(xn,∞)
(z − xn) ν(dz)−
∫
(xn,∞)
(z − xn)µ(dz)
)
=
N∑
n=1
(sn − sn−1)
(∫
(xn,∞)
(z − xn) ν(dz)−
∫
(xn,∞)
(z − xn)µ(dz)
)
,
where we use that
∫
R
z µ(dz) =
∫
R
z ν(dz) by Property 6 of Lemma III.3.2 because uν ≤ uµ.
Observe that
uµ(x) = −
∫
R
|x− z|µ(dz) =
∫
R
z µ(dz)− x− 2
∫
(x,∞)
(z − x)µ(dz).
Hence, ∫
R
g(z) ν(dz)−
∫
R
g(z)µ(dz) =
1
2
N∑
n=1
(sn − sn−1) (uµ(xn)− uν(xn)) ≥ 0,
because sn > sn−1 for 1 ≤ n ≤ N and uµ ≥ uν .
Now assume that g is an arbitrary convex function. Then there exists a sequence (g˜n)n∈N
of functions of the form (III.3.2) such that g˜n ≤ g˜n+1 and g˜n → g as n → ∞. Monotone
convergence yields∫
R
g(z)µ(dz) = lim
n→∞
∫
R
g˜n(z)µ(dz) ≤ lim
n→∞
∫
R
g˜n(z) ν(dz) =
∫
R
g(z) ν(dz).
The concept of the balayage of a probability measure µ on an interval (a, b), a < b, is essential
for constructing a solution of the SEP for Brownian motion introduced by Chacon and Walsh [17].
The balayage of µ on (a, b) coincides with µ on R\[a, b] and the mass of µ inside [a, b] is shifted to
the points a and b in such a way that the mean is preserved.
Definition III.3.3. Let µ ∈M1(R) and a < b. The balayage µ(a,b) of µ on the interval (a, b) is
a probability measure on
(
R,B(R)) defined by
µ(a,b)(A) =

µ
(
A ∩ ((−∞, a) ∪ (b,∞))), if a, b /∈ A,
µ
(
A ∩ ((−∞, a) ∪ (b,∞)))+ ∫[a,b] b−xb−a µ(dx), if a ∈ A, b /∈ A,
µ
(
A ∩ ((−∞, a) ∪ (b,∞)))+ ∫[a,b] x−ab−a µ(dx), if a /∈ A, b ∈ A,
µ
(
A ∪ [a, b]), if a, b ∈ A,
where A ∈ B(R).
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Remark III.3.4. The balayage µ(a,b) is well-defined. We conclude from the definition that
µ(a,b)({a}) =
∫
[a,b]
b− x
b− a µ(dx), µ
(a,b)({b}) =
∫
[a,b]
x− a
b− a µ(dx), (III.3.3)
µ(a,b)
∣∣
(−∞,a)∪(b,∞) = µ
∣∣
(−∞,a)∪(b,∞), µ
(a,b)(A) = 0, if A ∈ B(R), A ⊂ (a, b).
Lemma III.3.5. Let µ ∈ M1(R) and a < b. The potential uµ(a,b) of the balayage of µ on (a, b)
satisfies
1. uµ(a,b)(x) = uµ(x) for all x ∈ R\(a, b),
2. uµ(a,b) is linear on [a, b],
3. uµ(a,b) ≤ uµ.
Proof. 1. Let x ≤ a. Combining µ(a,b) = µ on R\[a, b], µ(a,b)((a, b)) = 0 and (III.3.3) entails that
uµ(x)− uµ(a,b)(x) =
∫
[a,b]
(z − x)µ(a,b)(dz)−
∫
[a,b]
(z − x)µ(dz)
=
∫
[a,b]
(
(a− x)(b− z)
b− a +
(b− x)(z − a)
b− a − (z − x)
)
µ(dz) = 0.
Similarly, one can show that uµ(a,b)(x) = uµ(x) for all x ≥ b.
2. Since µ(a,b)
(
(a, b)
)
= 0, Property 5 in Lemma III.3.2 implies that uµ(a,b) is linear on [a, b].
3. Using that uµ is concave and continuous by Property 2, Lemma III.3.2, we conclude from 1.
and 2. that uµ(a,b) ≤ uµ.
III.3.2 The Embedding Method by Chacon and Walsh
Let µ ∈ M1(J) ⊆ M1(R) be a probability measure with ∫
R
qy(x)µ(dx) < ∞. In particular, we
have
∫
R
qµ¯(x)µ(dx) <∞ by (III.2.2). Using the ideas of Chacon and Walsh in [17] we construct a
stopping time τ such that Yτ ∼ µ under Pµ¯ and Eµ¯[τ ] =
∫
R
qµ¯(x)µ(dx). In addition, E
µ¯[τ ] ≤ Eµ¯[ρ]
for all embeddings ρ of µ in Y under Pµ¯. In the following we construct an increasing sequence of
stopping times (τn)n∈N and measures (µn)n∈N such that
• uµn ≥ uµn+1 ≥ uµ for all n ∈ N,
• limn→∞ uµn(x) = uµ(x) for all x ∈ R,
• Yτn ∼ µn under Pµ¯
and let τ = limn→∞ τn. Then the results for the potentials show that Yτ ∼ µ under Pµ¯. Proceed
as follows:
Algorithm III.3.6. Let A be a countable dense subset of R.
1. Let µ0 = δµ¯, τ0 = 0 and j = 0.
2. Let ` = 0.
3. Let Ij` =
[−2j + `
2j
,−2j + `+1
2j
)
and set n = 13
(
22j+1 + 1
)
+ `.
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Figure III.2: The intervals Ij` for j = 0, j = 1 and ` ∈ {0, ..., 22j+1 − 1} as well as the general case
j ∈ N.
a) If uµn−1(x) > uµ(x) for some x ∈ Ij` , choose a point xn ∈ A∩Ij` with uµn−1(xn) > uµ(xn) and
draw a tangent tn to uµ in xn with slope sn ∈
{
∂+uµ(xn), ∂−uµ(xn)
}
. You can alternatively
choose xn ∈ A ∩ Ij` such that uµn−1(xn) = uµ(xn) but either ∂+uµ(xn) 6= ∂+uµn−1(xn) or
∂−uµ(xn) 6= ∂−uµn−1(xn). In this case draw the tangent tn with slope ∂+uµ(xn) or ∂−uµ(xn),
respectively.
Denote by an and bn the intersection points of tn and uµn−1 . Let µn = µ
(an,bn)
n−1 be the
balayage of µn−1 on (an, bn) and τn = τn−1 + ρ(an, bn) ◦ θτn−1 , where ρ(a, b) = inf{t ∈
[0,∞) : Yt /∈ (a, b)}.
b) If uµ = uµn−1 on I
j
` , set µn = µn−1 and τn = τn−1.
4. If ` < 22j+1 − 1, set ` = `+ 1 and continue with step 3, else continue with step 5.
5. If there exists x ∈ A with uµn(x) > uµ(x), let j = j + 1 and continue with step 2; otherwise we
have uµn = uµ and τn embeds µ into Y . Set τk = τn and µk = µ for all k ≥ n.
Figure III.2 depicts the intervals Ij` for j = 0, j = 1 and sketches I
j
` for j ∈ N. Furthermore, the
first steps of the construction described in Algorithm III.3.6 are illustrated in Figure III.3.
Remark III.3.7.
a) Observe that the slope sn of the tangent tn in xn to uµ in Algorithm III.3.6 satisfies sn ∈ (−1, 1).
Indeed, since uµ is concave, the left- and right-hand side derivatives ∂−uµ and ∂+uµ are
decreasing on R with ∂−uµ ≥ ∂+uµ and their absolute value is bounded by the Lipschitz
constant 1. Hence, sn ∈ [−1, 1]. In the following we show sn < 1. Assume, on the contrary,
that sn = 1 for some n ∈ N. Then it follows that ∂−uµ(xn) = 1. Define
x− = sup{x ≤ µ¯ : ∂−uµ(x) = 1}
with sup ∅ := −∞. Hence xn ≤ x−. Since
∣∣uµ(x)+|x−µ¯|∣∣→ 0 as x→ −∞ and uµ ≤ −|x−µ¯| by
Properties 3 and 1 of Lemma III.3.2 and since uµ is continuous, we deduce that uµ(x) = −|x−µ¯|
for x ≤ x−. Recall that xn either satisfies
(i) uµn−1(xn) > uµ(xn) or
(ii) uµn−1(xn) = uµ(xn) and ∂+uµn−1(xn) 6= ∂+uµ(xn) or
(iii) uµn−1(xn) = uµ(xn) and ∂−uµn−1(xn) 6= ∂−uµ(xn).
Due to the construction of uµn−1 we have uµn−1(x) = −|x− µ¯| = uµ(x) for all x ≤ x−. Hence,
only (ii) is possible with xn = x− and ∂+uµ(xn) = sn = 1 > ∂+uµn−1(xn). But this contradicts
the fact that uµn−1 is piecewise linear and uµn−1 ≥ uµ. Therefore, sn < 1. Similarly, one
concludes that sn > −1.
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FigureIII.3:TheﬁrsttwostepsintheconstructionofasolutionoftheSEPaccordingtoChacon
and Walshforameasureµwithkinks.Inthesecondstep(secondline)wechoose
theright-handsidetangent.
b)Asaconsequenceuµ0=uδ¯µ andtnhaveexactlytwointersectionpoints.Sinceuµn−1≤uµ0andthereexistsapointz∈Rwithtn(z)<uµn−1(z),itfolowsthatuµn−1andtnintersectinatleasttwopoints.Theconcavefunctionuµn−1andtheaﬃnefunctiontnhaveatmosttwopointsofintersection.Thus,theintersectionpointsanandbnobtainedinAlgorithmIII.3.6
existandandiﬀersfrombn.
c)Theintersectionpointsanandbnofthetangenttnandthepotentialuµn−1arecontainedinthestatespaceJ.Indeed,µhassupportinJ,thus,uµ=uδ¯µonR\J;inparticularuµn−1=uµonR\J.Ifwedrawatangentinxn∈JtouµinAlgorithmIII.3.6,thentheslopeofthetangent
takesavaluein(−1,1)bya).Theconcavityofuµimpliesthattn≥uµandthus,tn≥uµn−1onR\J.Furthermore,theleft-andright-handsidederivativesofuµn−1decreaseonJ,with∂−uµn−1(l)=−1ifl>−∞and∂+uµn−1(r)=1ifr<∞. Hence,tn>uµn−1onR\Jandan,bn∈J.
Nowweprovethatthesequence(un)n∈NconstructedinAlgorithmIII.3.6convergestouµas
n→∞.
LemmaIII.3.8.Letµ∈ M1with Rq¯µ(x)µ(dx)<∞.Let(uµn)n∈NbethepotentialsconstructedinAlgorithmIII.3.6.Thenitholdsthatlimn→∞uµn(x)=uµ(x)uniformlyinx∈R.
Proof.Letε>0.Sinceuµ≤uδ¯µ,Property3ofLemmaIII.3.2impliesthatthereexistsC∈[0,∞)suchthat
uµ(x)− uδ¯µ(x)<ε foralx∈Rwith|x|>C.
Furthermore,wehaveuµ≤uµn ≤uδ¯µ,n∈N,byconstruction. Therefore,foraln∈Nandx∈Rwith|x|>C
|uµn(x)−uµ(x)|<ε. (III.3.4)
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Now we derive an upper bound for the difference between uµ and uµn on [−C,C] for n sufficiently
large. Let x, z ∈ R with x < z and denote by tx and tz the (right- or left-hand side) tangents to
uµ in x and z, respectively. Property 2 of Lemma III.3.2 implies that ∂+uµ(w), ∂−uµ(w) ∈ [−1, 1]
for w ∈ R. Hence, it follows that for all w ∈ [x, z]
0 ≤ (tx(w) ∧ tz(w))− uµ(w) ≤ 2(z − x). (III.3.5)
Let j ∈ N with 2j > max{2(C + 1), 8ε} and let m ≥ 13 (22j+1 + 1). To simplify notation, let
k = 13(2
2j−1 + 1) and for 0 ≤ ` ≤ 3k − 2 = 22j−1 − 1 denote by z` = xk+` the points where we
draw the nth tangent, n ∈ {13 (22j−1 + 1) , ..., 13 (22j+1 − 2)} in Algorithm III.3.6. Then
z` ∈
[
−2j−1 + `
2j−1
,−2j−1 + `+ 1
2j−1
)
and it follows from (III.3.5) that for x ∈ [z`, z`+1], 0 ≤ ` ≤ 3k − 3, we have
0 ≤ uµn(x)− uµ(x) ≤
(
tz`(x) ∧ tz`+1(x)
)− uµ(x) ≤ 2(z`+1 − z`) ≤ 2 · 2 · 2−(j−1) < ε (III.3.6)
by the choice of j. Now observe that [−C,C] ⊆ [z0, z3k−2]. Therefore, (III.3.4) and (III.3.6) imply
that for all m ≥ 13
(
22j+1 + 1
)
sup
x∈R
|uµm(x)− uµ(x)| < ε.
Now we show that the stopping time τ = limn→∞ τn embeds µ into Y under Py and compute
the expectation of τ .
Proposition III.3.9. Let y ∈ (l, r). Let µ ∈ M1 with µ¯ = y and ∫
R
qy(x)µ(dx) < ∞. Let
(µn)n∈N and (τn)n∈N be the probability measures and stopping times constructed in Algorithm
III.3.6. Let τ = limn→∞ τn. Then
1. Yτn ∼ µn under Py,
2. Ey[τ ] =
∫
R
qy(x)µ(dx),
3. Yτn −−−→n→∞ Yτ , P
y-a.s. and in L1(Py),
4. Yτ ∼ µ under Py,
5. qy(Yτn) −−−→n→∞ qy(Yτ ), P
y-a.s. and in L1(Py).
Proof. 1. Let n ∈ N. First observe that µn has at most n+ 1 mass point and all mass points are
contained in J , see Remark III.3.7 c). Moreover, it holds that µn = µ¯, thus, µn ∈M1. In order to
apply Lemma A.2.1 from Appendix A.2, we have to show that τn−1 for n ∈ N, n ≥ 1, is integrable
with respect to Py. This follows inductively from the strong Markov property and the fact that
Ex[ρ(a, b)] <∞ for all a, b, x ∈ J , a < x < b (cf. Proposition 3.1, Chapter VII in [56]). Using that
(Yt∧τn−1)t∈[0,∞) is bounded for all n ∈ N, Lemma A.2.1 from Appendix A.2 guarantees that Yτn
has distribution µn = µ
(an,bn)
n−1 under P
y.
2. Let ϑk = inf {t ∈ [0,∞) : qy(Yt) ≥ k} ∧ k. Then (ϑk)k∈N is a localizing sequence for the
Py-local martingale
(
qy(Yt)−
(
t ∧ τ(l, r)))
t∈[0,∞). By construction we have
Yτn∧t ∈
[
min
1≤`≤n
a`, max
1≤`≤n
b`
]
⊆ J
for every t ∈ [0,∞) and thus, qy(Yτn∧ϑk) is bounded for every n ∈ N.
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The monotone convergence Theorem and Fatou’s lemma imply that
Ey[τ ] = lim inf
n→∞ limk→∞
Ey[τn ∧ ϑk] = lim inf
n→∞ limk→∞
Ey[qy(Yτn∧ϑk)] = lim infn→∞ E
y
[
lim
k→∞
qy(Yτn∧ϑk)
]
= lim inf
n→∞ E
y[qy(Yτn)] ≥ Ey
[
lim inf
n→∞ qy(Yτn)
]
= Ey[qy(Yτ )]
=
∫
R
qy(x)µ(dx).
On the other hand, observe that qy is convex for every y ∈ (l, r). Using the previous calculation,
Yτn ∼ µn and Property 11 of Lemma III.3.2 we obtain that
Ey[τ ] = lim
n→∞E
y[τn] = lim
n→∞
∫
R
qy(x)µn(dx) ≤
∫
R
qy(x)µ(dx).
Thus, we have shown that
Ey[τ ] =
∫
R
qy(x)µ(dx).
In particular, we conclude that τ <∞, Py-a.s.
3. Since τn → τ as n → ∞, τ < ∞, Py-a.s., and Y has continuous paths, we deduce that
Yτn → Yτ , Py-a.s. Moreover, Lemma III.3.8 and Property 10 in Lemma III.3.2 imply that Yτn → Yτ
in L1(Py) as n→∞.
4. By 3. the random variables Yτn converge in distribution to Yτ as n→∞. Thus, 1. implies
that µn ⇒ ν, where ν denotes the distribution of Yτ under Py. On the other hand, Lemma III.3.8
and Property 9 of Lemma III.3.2 yield that µn ⇒ µ as n → ∞. So we deduce that Yτ ∼ ν = µ
under Py.
5. First recall that qy is continuous on J . Since µn and µ have support in J , it follows that Yτn ,
Yτ ∈ J , Py-a.s., for all n ∈ N. Moreover, Yτn → Yτ , Py-a.s., by 3., hence, limn→∞ qy(Yτn) = qy(Yτ ),
Py-a.s. For the L1(Py)-convergence we use the same argument as in the proof of Property 10 in
Lemma III.3.2. With 2. applied to both Ey[τn] and E
y[τ ] we conclude from monotone convergence
that
lim
n→∞E
y[qy(Yτn)] = limn→∞
∫
R
qy(x)µn(dx) = lim
n→∞E
y[τn] = E
y[τ ] =
∫
R
qy(x)µ(dx) = E
y[qy(Yτ )].
Hence,
Ey[2qy(Yτ )] = E
y
[
lim inf
n→∞
(
qy(Yτ ) + qy(Yτn)− |qy(Yτ )− qy(Yτn)|
)]
≤ lim inf
n→∞ E
y [qy(Yτ ) + qy(Yτn)− |qy(Yτ )− qy(Yτn)|]
= Ey[2qy(Yτ )]− lim sup
n→∞
Ey[|qy(Yτ )− qy(Yτn)|].
Therefore, qy(Yτn) −−−→n→∞ qy(Yτ ) in L
1(Py).
Remark III.3.10. The stopping time τ constructed in Algorithm III.3.6 is minimal in the
sense that τ = ρ, Pµ¯-a.s, for every stopping time ρ with ρ ≤ τ , Pµ¯-a.s., that embeds µ in Y
under Pµ¯, see Theorem 2.4 in [32]. Moreover, all embedding stopping times ρ for µ satisfy
Eµ¯[ρ] ≥ ∫
R
qµ¯(x)µ(dx) = E
µ¯[τ ]. Hence, τ is an embedding for µ with minimal expectation.
Now we examine the case when µ ∈ ⋃T∈[0,∞)A(T, y) and µ¯ 6= y. By [32] a measure µ ∈ M1
with µ¯ 6= y can be embedded in Y under Py with an integrable stopping time τ if and only if
Ey[τµ¯] and
∫
R
qµ¯(x)µ(dx) are both finite, cf. Remark III.2.4. Recall that τµ¯ denotes the first time
when the process Y hits the point µ¯. The idea is to wait until the process Y hits the mean µ¯ for
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the first time and then to construct a minimal stopping time ϑ embedding µ in Y under Pµ¯ using
the balayage technique described in Algorithm III.3.6. We define
τ = τµ¯ + ϑ ◦ θτµ¯ .
Then due to the strong Markov property of Y we obtain that Yτ ∼ µ under Py. In addition,
Remark III.2.4 implies that
Ey[τ ] =
∫
R
qy(x)µ(dx) +H(y, µ¯).
Theorem 2.4 in [32] implies that τ has minimal expectation among all stopping times embedding
the distribution µ in Y under Py. Summarizing, we have proven
Proposition III.3.11. Let µ ∈ ⋃T∈[0,∞)A(T, y). Let (µn)n∈N and (ϑn)n∈N be the probability
measures and stopping times constructed in Algorithm III.3.6. Let ϑ = limn→∞ ϑn and define
τn = τµ¯ + ϑn ◦ θτµ¯ and τ = τµ¯ + ϑ ◦ θτµ¯. Then
1. τn −−−→
n→∞ τ , P
y-a.s and τ <∞, Py-a.s,
2. Yτn ∼ µn, Yτ ∼ µ under Py,
3. Ey[τ ] =
∫
R
qy(x)µ(dx) +H(y, µ¯),
4. Yτn −−−→n→∞ Yτ and qy(Yτn) −−−→n→∞ qy(Yτ ), P
y-a.s. and in L1(Py).
III.4 Reduction to Atomic Measures
In this section we prove two main results of this chapter, formulated in Theorem III.1.5 and
Theorem III.2.6. According to Corollary III.2.5 the optimal stopping problem (III.1.3) is equivalent
to a measure optimization. In a first step we show by using the balayage method that for the
measure optimization it is enough to consider only probability measures that are weighted sums
of finitely many Dirac measures. In a second step we prove that it is sufficient to consider only
measures in A3(T, y), i.e. measures with at most 3 mass points. The claim of Theorem III.1.5
follows then by employing the embedding method of Section III.3.2.
In this section we impose the following stronger assumptions on f .
Assumption (B1). For every y ∈ (l, r) there exists C(y) ∈ [0,∞) such that
|f(x)| ≤ C(y)(1 + qy(x)), x ∈ J.
Assumption (B2). The set of discontinuity points D = {x ∈ J : f is not continuous in x} is at
most countable.
Recall that Assumption (B1) guarantees that the value function is finite, see Remark III.1.4. In
Section III.5 we extend Theorem III.1.5 and Theorem III.2.6 to Borel-measurable payoff functions
f that satisfy the weaker Assumption (B).
Remark III.4.1. If the process Y is a solution to the SDE dYt = σ(Yt)dWt, Y0 = y, where
σ : J → R is Lipschitz-continuous and W is a Brownian motion, then qy(x) =
∫ x
y
∫ z
y
2
σ2(w)
dw dz
(cf. Remark III.1.2). Thus, qy(x) = q˜y(x− y), where q˜y denotes the function defined in (II.3.1). In
particular, the growth condition in Assumption (B1) and in Proposition II.3.1 coincide.
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III.4.1 Reduction to finitely many Atoms
Denote by Aa(T, y) the set of all probability measures in A(T, y) that can be written as a weighted
sum of finitely many Dirac measures. We now prove that in the optimization problem (III.2.4)
the supremum is attained in the set Aa(T, y).
Lemma III.4.2. We have
sup
µ∈A(T,y)
∫
R
f(x)µ(dx) = sup
µ∈Aa(T,y)
∫
R
f(x)µ(dx). (III.4.1)
Proof. Since Aa(T, y) ⊂ A(T, y), the left-hand side of (III.4.1) is greater than or equal to the
right-hand side. In order to prove the reverse inequality let µ ∈ A(T, y). Observe that µ ∈ A(T, y)
if and only if µ ∈ A(T −H(y, µ¯)− qy(µ¯), µ¯), cf. Remark III.2.4. Here we set A(S, x) = ∅ if S < 0
or x /∈ J and A(S, x) = {δx}, if x ∈ J\(l, r) and S ∈ [0,∞). Therefore, we can assume that µ¯ = y.
It is enough to show that there exists a sequence of probability measures µn ∈ Aa(T, y) such
that
lim
n→∞
∫
R
f(x)µn(dx) =
∫
R
f(x)µ(dx). (III.4.2)
First suppose that the set D of discontinuity points of f is infinite and denote by d1, d2, . . . the
elements of D. According to Algorithm III.3.6 with A = D ∪ Q we construct a sequence of
potentials un, n ∈ N, with
(1) un ≥ un+1 ≥ uµ,
(2) limn→∞ un(x) = uµ(x) for all x ∈ R.
Then choose a subsequence, also denoted by (un)n∈N, such that in addition the following properties
are satisfied:
(3) un(di) = uµ(di) for all i ∈ {1, . . . , n},
(4) ∂+un(di) = ∂+uµ(di) for all i ∈ {1, . . . , n},
(5) ∂−un(di) = ∂−uµ(di) for all i ∈ {1, . . . , n}.
We denote by µn the unique probability measure associated to un, n ∈ N. Observe that each µn
belongs to Aa(T, y), because µn is the kth balayage of the Dirac measure δy for some k ∈ N and
it holds that
∫
R
qy(x)µn(dx) ≤
∫
R
qy(x)µ(dx), n ∈ N, by Property 11 of Lemma III.3.2. Moreover,
it follows from Property 4 in Lemma III.3.2 that for i ≤ n we have
µn({di}) = µ({di}).
Let (τn)n∈N be the sequence of increasing stopping times embedding the distribution µn into Y
under Py, which are constructed in Algorithm III.3.6. We write Xn = Yτn and X = Yτ , where
τ = limn→∞ τn. (Xn)n∈N and
(
qy(Xn)
)
n∈N converge to X and qy(X), respectively, P
y-almost
surely and in L1(Py) by Lemma III.3.9. Consequently, the sequence
(
q(Xn)
)
n∈N is uniformly
integrable. The growth condition for f in Assumption (B1) entails that
(
f(Xn)
)
n∈N is also
uniformly integrable.
Notice that on {X /∈ D} the sequence (f(Xn))n∈N converges Py-a.s. to f(X), since f is
continuous on R \ D. Moreover, on the event {X ∈ D} the sequence (Xn)n∈N is constant equal to
X eventually, see Corollary A.2.3 in Appendix A.2. Therefore, also on {X ∈ D} we have Py-a.s.
convergence of
(
f(Xn)
)
n∈N to f(X). To sum up, the sequence
(
f(Xn)
)
n∈N converges P
y-a.s. to
f(X) and together with uniform integrability this yields (III.4.2).
Finally consider the case where D = {d1, . . . , dN} is finite. In this case one can choose the
subsequence of potentials (un)n∈N such that the Properties (1), (2) are satisfied and for all n ≥ N
we have
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(3’) un(di) = uµ(di) for all i ∈ {1, . . . , N},
(4’) ∂+un(di) = ∂+uµ(di) for all i ∈ {1, . . . , N},
(5’) ∂−un(di) = ∂−uµ(di) for all i ∈ {1, . . . , N}.
The rest of the proof is similar to the proof of the first case.
III.4.2 Reduction to 3 Atoms
We use here the methodology developed by Hoeffding [33] to show that the value of the optimal
stopping problem (III.2.4) is attained in A3(T, y).
Proposition III.4.3. We have
sup
µ∈Aa(T,y)
∫
R
f(x)µ(dx) = sup
µ∈A3(T,y)
∫
R
f(x)µ(dx).
Proof. The proof follows the lines of the proof of Theorem 2.1 in [33]. Let µ ∈ Aa(T, y) be an
arbitrary measure with more than 3 atoms and let µ¯ =
∫
R
xµ(dx). In the following we exhibit a
measure ν˜ ∈ A3(T, y) such that
∫
R
f(x)ν˜(dx) ≥ ∫
R
f(x)µ(dx) and
∫
R
x ν˜(dx) = µ¯. By assumption,
µ takes the form
µ =
k∑
j=1
pjδaj ,
where k ≥ 4, a1 < a2 < · · · < ak are k real numbers, pj > 0, 1 ≤ j ≤ k,
∑k
j=1 pj = 1,∑k
j=1 pjaj = µ¯ and
∑k
j=1 pjqy(aj) ≤ T −H(y, µ¯). For cj ∈ R, 1 ≤ j ≤ k, and t ∈ R we define
ν =
k∑
j=1
(pj + tcj)δaj .
To ensure that ν ∈ A(T, y), it is sufficient that
pj + tcj ∈ [0, 1], 1 ≤ j ≤ k,
c1 + · · ·+ ck = 0,
c1a1 + · · ·+ ckak = 0,
c1qy(a1) + · · ·+ ckqy(ak) = 0.
We want to find t ∈ R and (c1, . . . , ck) ∈ Rk satisfying the previous constraints and∫
R
f(x)ν(dx)−
∫
R
f(x)µ(dx) = t
k∑
j=1
cjf(aj) ≥ 0.
Let
M =

1 1 · · · 1
a1 a2 · · · ak
qy(a1) qy(a2) · · · qy(ak)
f(a1) f(a2) · · · f(ak)
 and λ =
{
1 if rank(M) = 4,
0 if rank(M) < 4.
Then the equation
Mc =

0
0
0
λ

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has a non-trivial solution (c1, . . . , ck) (not equal to the null vector). Since these values sum to
0, there is at least one j such that cj < 0. Let I− =
{
j ∈ {1, · · · , k} : cj < 0
}
and I+ =
{
j ∈
{1, · · · , k} : cj ≥ 0
}
. We define
t = min
{
−pj
cj
: j ∈ I−
}
.
The value t is well defined and positive. This ensures that at least one of the values (pj + tcj)
equals 0. Moreover, for j ∈ I− we have pj + tcj ≥ pj − cj pjcj = 0 and for j ∈ I+ it holds that
pj + tcj ≥ pj ≥ 0. Therefore, {pj + tcj : 1 ≤ j ≤ k} forms a sequence of non-negative reals
whose sum is equal to one. This entails that pj + tcj ∈ [0, 1] for all 1 ≤ j ≤ k. Thus, we
have constructed a probability measure ν ∈ Aa(T, y) with at most k − 1 atoms and such that∫
R
f(x)ν(dx) ≥ ∫
R
f(x)µ(dx). Repeating this procedure a finite number of times we construct a
measure ν˜ ∈ Aa(T, y) with at most 3 atoms and satisfying all our requirements.
With Theorem III.2.6 we can prove Theorem III.1.5.
Proof of Theorem III.1.5. Let µ ∈ A3(T, y) with exactly three mass points a < c < d. First
assume that µ is centered around y.
Using the balayage method described in Section III.3, we construct consecutive exit times as
follows:
• Let x1 = a. Property 4, Lemma III.3.2, implies
t1(x) := ∂+uµ(x1)(x− x1) + uµ(x1) =
(
1− 2µ({a}))(x− a) + a− µ¯.
Then, with the notation of Algorithm III.3.6, we obtain
a1 = a, b1 =
µ({c})c+ µ({d})d
1− µ({a}) ,
uµ1(x) = −|x− µ¯| ∧ t1(x),
µ1 = µ({a})δa +
(
1− µ({a}))δb1 ,
τ1 = inf{t ∈ [0,∞) : Yt /∈ (a, b1)}.
• Now choose x2 = d and
t2(x) := ∂−uµ(x2)(x− x2) + uµ(x2) =
(
2µ({d})− 1)(x− d) + µ¯− d.
Here we obtain a2 = c, b2 = d, uµ2 = uµ, µ2 = µ and
τ2 = τ1 + inf{t ∈ [0,∞) : Yt /∈ (c, d)} ◦ θτ1 .
Therefore, the stopping time τ2 is an embedding of µ into Y under P
y. Moreover, observe that
b1 ∈ (c, d), because b1 is a strict convex combination of c and d. Since a < µ¯, it holds that
b1 =
(
µ¯− µ({a})a)/(1− µ({a})) > y. Hence, b1 ∈ (max{c, µ¯}, d). Thus, τ2 can be rewritten as
τ2 = τa,b(0) + 1{Yτa,b(0)=b} inf {t ∈ [0,∞) : Yt+τa,b(0) ∈ {c, d}}, (III.4.3)
where b = b1. Proposition III.3.9, 2, implies E
y[τ2] =
∫
R
qy(x)µ(dx) ≤ T ; hence τ2 ∈ S3(T, y).
If µ has two mass points a and d, then τ = inf{t ∈ [0,∞) : Yt /∈ (a, d)} ∈ S3(T, y). The stopping
time τ can be described as a consecutive exit time of the form (III.4.3). Indeed, set b = c = d
in (III.4.3). And similar, if µ = δy, then τ = inf{t ∈ [0,∞) : Yt = y} ≡ 0 ∈ S3(T, y). Here we set
a = b = c = d = y.
If µ ∈ A3(T, y) is not centered around y, then the first hitting time of µ is integrable with
respect to Py (see Theorem 2.4 in [32]). Thus, we wait until Y hits µ¯ for the first time and then
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continue as in the centered case, see Remark III.2.4. Assume that µ has exactly three mass points
a < c < d, then the balayage method for the uncentered case yields that
τ := τ2 ◦ θτµ¯ = τa,b(τµ¯) + 1{Yτa,b(τµ¯)=b} inf {t ∈ [0,∞) : Yt+τa,b(τµ¯) ∈ {c, d}} (III.4.4)
embeds µ into Y under Py with Ey[τ ] =
∫
R
qy(x)µ(dx) +H(y, µ¯) ≤ T by Proposition III.3.11, 3.
Similarly, if µ ∈ A3(T, y) has two mass points a < d, then for b = c = d the stopping time τ in
(III.4.4) belongs to S3(T, y). Finally, let µ = δa ∈ A3(T, y) with a 6= y. Then the stopping time
constructed in Section III.3 is given by τ = τµ¯ = τa which can be obtained by setting b = c = d = a
in (III.4.4).
Remark III.4.4. Observe that a measure µ ∈ A(T, y) with exactly three mass points can be
embedded in Y under Py with different consecutive exit times. Indeed, let
µ = µ({a})δa + µ({c})δc + µ({d})δd ∈ A(T, y)
with a < c < d ∈ J and µ({a}), µ({c}), µ({d}) ∈ (0, 1). Now choose p ∈ (µ({a}), µ({a}) + µ({c}))
and set
b1 = c− (c− a)µ({a})
p
, b2 = c+
(d− c)µ({d})
1− p .
Then it holds that b1 ∈ (a, c ∧ µ¯) and b2 ∈ (c ∨ µ¯, d). Define the stopping time
τ = τb1,b2(τµ¯) + 1
{
Yτb1,b2 (τµ¯)
=b1
} inf {t ∈ [0,∞) : Yt+τb1,b2 (τµ¯) /∈ (a, c)}
+ 1{
Yτb1,b2 (τµ¯)
=b2
} inf {t ∈ [0,∞) : Yt+τb1,b2 (τµ¯) /∈ (c, d)} . (III.4.5)
Figure III.4 depicts four realizations of a Brownian motion starting in µ¯ which is stopped at τ .
Observe that Yτ has distribution µ under P
y. To see this, first note that
Py
[
Yτb1,b2 (τµ¯) = b1
]
= Ey
[
Ey
[
1{
Yτb1,b2 (τµ¯)
=b1
} ∣∣∣Fτµ¯]]
= Ey
[
Ey
[
1{
Yτ(τµ¯;b1,b2)=b1
} ◦ θτµ¯ ∣∣∣Fτµ¯]],
where τ(τµ¯; b1, b2) = inf
{
t ∈ [0,∞) : Yτµ¯+t /∈ (b1, b2)
}
= τb1,b2(τµ¯)− τµ¯. Hence, the strong Markov
property of Y and τµ¯ = 0, P
µ¯-a.s., yield
Py
[
Yτb1,b2 (τµ¯) = b1
]
= Ey
[
Ey
[
1{
Yτ(τµ¯;b1,b2)=b1
} ◦ θτµ¯ ∣∣∣Fτµ¯]]
= Ey
[
Eµ¯
[
1{
Yτ(τµ¯;b1,b2)=b1
}]]
= Ey
[
Eµ¯
[
1{
Yτb1,b2 (0)
=b1
}]]
= Pµ¯
[
Yτb1,b2 (0) = b1
]
=
b2 − µ¯
b2 − b1 = p.
Let
τ(τµ¯; b1, b2; a, c, d) = τ − τb1,b2(τµ¯) =1{Yτb1,b2 (τµ¯)=b1} inf
{
t ∈ [0,∞) : Yτb1,b2 (τµ¯)+t /∈ (a, c)
}
+ 1{
Yτb1,b2 (τµ¯)
=b2
} inf {t ∈ [0,∞) : Yτb1,b2 (τµ¯)+t /∈ (c, d)} .
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ab1
Μ
b2
d
Μ
c
b
d
1
FigureIII.4:FourrealizationsofaBrownianmotionthatstartsinµ¯andisstoppedatthe
consecutiveexittimeτ,whereτisgivenby(III.4.5).Hereµ=1724δ−1+ 112δ0+ 524δ1,b1=−1718,b2=56andp=34.Thebarriersa=−1andc=0aswelascandd=1enteratadiﬀerentpointintimewhichdependsontheBrownianpath.
ThenthestrongMarkovpropertyofYimplies
Py[Yτ=a]=Ey Ey Ey 1{Yτ=a} Fτb1,b2(τ¯µ) Fτ¯µ
=Ey Ey Ey 1{Yτ(τ¯µ;b1,b2;a,c,d)=a}◦θτb1,b2(τ¯µ)Fτb1,b2(τ¯µ) Fτ¯µ
=Ey Ey Ey 1{Yτb1,b2(τ¯µ)=b1}1{Yτ(τ¯µ;b1,b2;a,c,d)=a}◦θτb1,b2(τ¯µ)Fτb1,b2(τ¯µ) Fτ¯µ
=Ey Ey 1{Yτb1,b2(τ¯µ)=b1}E
Yτb1,b2(τ¯µ) 1{Yτ(τ¯µ;b1,b2;a,c,d)=a} Fτ¯µ
=Ey Ey 1{Yτb1,b2(τ¯µ)=b1}
c−b1
c−aFτ¯µ
=pc−b1c−a=µ({a}).
Similarly,oneshowsthatPy[Yτ=c]=µ({c})andPy[Yτ=d]=µ({d})andhence,Yτ∼µunder
Py.Forp=µ({a})weobtainb1=aandb2=cµ({c})+dµ({d})1−µ({a}) andhenceτ=τ2,whereτ2isthe
stoppingtimedeﬁnedin(III.4.3)fromtheproofofTheoremIII.1.5.
Alowingnotonlyforleft-handsideandright-handsidetangentsinAlgorithmIII.3.6,wecan
constructτasfolows:Drawthetangentt1incwithslope1−2p∈ 2µ({d})−1,1−2µ({a}).
Theintersectionpointsoft1anduµ0aregivenbyb1andb2.Continuewiththeright-handsidetangentinaandtheleft-handsidetangentind.Thecorrespondingstoppingtimeisgivenby
(III.4.5).
ThefolowingexampleshowsthatingeneralareductiontoA2(T,y),thesetofprobability
measuresinA(T,y)thatareweightedsumsofatmost2Diracmeasures,isnotpossible.
ExampleIII.4.5.Let(Yt)t∈[0,∞)beaBrownianmotionstartingin0underP0andletf(x)=
1{|x|≥1},x∈R,bethepayoﬀfunction.AccordingtoRemarkIII.1.2thespeedmeasureofYis
givenbym(dx)=2dxandthefunctionq0satisﬁesq0(x)=x2,x∈R.
60
III.4 Reduction to Atomic Measures
We claim that
V (T, 0) = sup
µ∈A(T,0)
∫
R
f(x)µ(dx) = T ∧ 1,
and
V2(T, 0) := sup
µ∈A2(T,0)
∫
R
f(x)µ(dx) =
{
T
1+T , T < 1,
1, T ≥ 1. (III.4.6)
To show this, first observe that the second constraint in the definition of A(T, 0) ensures that all
measures in A(T, 0) are centered around 0. If T ≥ 1, the measure µ∗ given by
µ∗ =
1
2
δ−1 +
1
2
δ1
satisfies µ∗ ∈ A2(T, 0) ⊆ A(T, 0). Since f attains its maximum at −1 and 1 it follows that
V (T, 0) = V2(T, 0) =
∫
R
f(x)µ∗(dx) = 1 in this case.
In the sequel assume that T < 1. Observe that for every measure µ ∈ A2(T, 0) at least one mass
point is contained in (−1, 1). Due to the symmetry of the optimization problem in (III.4.6) and
the form of f , we can restrict ourselves to measures of the form
µS =
1
1 + S
δ−S +
S
1 + S
δ1 ∈ A2(T, 0),
where S ∈ (0, T ]. Then we obtain
V2(T, 0) = sup
µ∈A2(T,0)
∫
R
f(x)µ(dx) = sup
S∈(0,T ]
∫
R
f(x)µS(dx) =
T
1 + T
.
Theorem III.2.6 implies that in the maximization problem for V it is sufficient to consider measures
µ ∈ A3(T, 0). Moreover, since f is constant and maximal on R\(−1, 1) and symmetric, we can
restrict ourselves to measures with mass points −1, c and 1 for c ∈ [0, 1). The class of all centered
probability measures µS,c with these three mass points and
∫
R
q0(x)µ
S,c(dx) = S is given by
µS,c =
S + c
2(1 + c)
δ−1 +
1− S
1− c2 δc +
S − c
2(1− c) δ1, c ∈ [0, 1), S ∈ [c, 1].
Hence µS,c ∈ A3(T, 0) if and only if c ∈ [0, T ] and S ∈ [c, T ]. We have∫
R
f(x)µS,c(dx) =
S − c2
1− c2 = 1−
1− S
1− c2 ,
which is maximized for c = 0 and S = T . Hence we obtain,
V (T, 0) = sup
µ∈A(T,0)
∫
R
f(x)µ(dx) = sup
µ∈A3(T,0)
∫
R
f(x)µ(dx) =
∫
R
f(x)µ∗(dx) = T
with
µ∗ =
T
2
δ−1 + (1− T ) δ0 + T
2
δ1.
The proof of Theorem III.1.5 yields that the corresponding optimal stopping time is given by
τ = τ−1,b(0) + 1{Yτ−1,b(0)=b} inf
{
t ∈ [0,∞) : Yt+τ−1,b(0) ∈ {0, 1}
}
,
where b = T2−T .
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Example III.4.6. The framework of Section III.1 allows to solve stopping problems where the
process to stop is not necessarily characterized as solution of an SDE. One such example is
Brownian motion on R sticky at 0. This process evolves like a Brownian motion outside 0 but
spends a Lebesgue-positive amount of time at zero without having intervals of zeros. More formally,
let Y be a general diffusion in natural scale with state space J = R and speed measure
m(dx) = 2dx+ 2κδ0(dx),
where κ ∈ [0,∞). It follows that the function q0 satisfies
q0(x) = x
2 + κ|x|, ∀x ∈ R.
One can generalize the results of Example III.4.5 to the sticky case. Let f(x) = 1{|x|≥1}, x ∈ R,
be the payoff function. Then similar calculations as in Example III.4.5 show that
V (T, 0) = sup
µ∈A(T,0)
∫
R
f(x)µ(dx) =
T
1 + κ
∧ 1,
with optimal measure
µ∗ =
1
2
(
T
1 + κ
∧ 1
)
δ−1 +
(
1− T
1 + κ
)+
δ0 +
1
2
(
T
1 + κ
∧ 1
)
δ1.
Moreover, a straight-forward calculation shows that for T < 1 + κ the supremum over A2(T, 0) is
strictly smaller than the value function V (T, 0). Indeed, for κ > 0 it holds that
sup
µ∈A2(T,0)
∫
R
f(x)µ(dx) =
{
1+2κ+T−
√
4T+(2κ+1−T )2
4κ , T < 1 + κ,
1, T ≥ 1 + κ.
For κ = 0 we are in the setting of Example III.4.5 and thus
sup
µ∈A2(T,0)
∫
R
f(x)µ(dx) =
{
T
T+1 T < 1,
1, T ≥ 1.
The parameter κ controls the amount of time spent at zero by the sticky Brownian motion. For
large values of κ, the process is held longer in zero, and the optimal value V (T, 0), which coincides
with the probability of stopping the process Y outside the interval (−1, 1), is small.
Next we revisit Example II.4.9. The optimal stopping time τϑ associated to the optimal control
α∗ is not a first exit time of an interval. Observe that for T sufficiently large the law of the
Brownian motion at τϑ has support R\
(
(−1, 0) ∪ (0, 1)).
Example III.4.7. Let Y = W be a Brownian motion starting in y under Py and let f(x) =
x21{|x|≥1}. In Example II.4.9 we have proven that
V (T, y) =

T
T+(1−|y|)2 , T < |y|(1− |y|),
T + y2, T ≥ |y|(1− |y|).
Observe that for T ≥ 1 − y2 an optimal stopping time is given by τ(a, b), where a ≤ −1 ∧ y,
b ≥ 1∨y and (b−y)(y−a) = T . For |y| < 1 and T ≤ |y|(1−|y|) the first exit time of
(
x− T1−x , 1
)
if y ∈ (0, 1) and of the interval
(
−1, x+ T1+x
)
if y ∈ (−1, 0) is optimal. These stopping times
correspond to the optimal control α∗. The law of the Brownian motion at these stopping times is
purely atomic and has exactly two mass points.
Let |y| < 1 and T ∈ (|y|(1 − |y|), 1 − y2). Denote by τϑ the stopping time associated to the
optimal control α∗s =
(− 2Ys + sgn(Yϑ))1{s≥ϑ}, where ϑ = inf{t ∈ [0,∞) : T − t < |Yt|(1− |Yt|)}.
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Then the law of Wτϑ has support in R\
(
(−1, 0) ∪ (0, 1)). There exists another stopping time τ
that is optimal for V with µ∗ := Law(Wτ ) ∈ A3(T, y) and
µ∗ =
1
2
(
T + y2 − y)δ−1 + (1− T − y2)δ0 + 1
2
(
T + y2 + y
)
δ1.
Moreover, similar to Example III.4.5 one can show that µ∗ is optimal for V (T, y) and
sup
µ∈A2(T,y)
∫
R
f(x)µ(dx) =
T
T + (1− |y|2) < V (T, y).
III.5 Linear Optimization and Extreme Points
Now we extend Theorem III.2.6 to payoff functions satisfying Assumption (B) instead of the
stronger Assumptions (B1) and (B2). The linear nature of the measure optimization problem
(III.2.4) allows to conclude that the maximum values are attained by extreme points that turn out
to be weighted sums of at most three Dirac measures.
Corollary III.2.5 reveals that the optimal stopping problem (III.1.3) is equivalent to a measure
optimization problem over the set A(T, y). Notice that the functional µ 7→ ∫
R
f(x)µ(dx) is linear
on A(T, y). We have thus obtained a linear problem over a set of probability measures µ with some
integrability constraints. Recall linear optimization problems in Rn with linear constraints: If the
set A of points in Rn satisfying the linear constraints is non-empty and contains at least one extreme
point (e.g. if A is compact), then the maximum value is attained by extreme points of A, see e.g.
Theorem 2.7, 2.8 and Corollary 2.3 in [10]. We have a similar result for an optimization problem∫
R
g(x)µ(dx) over measures µ ∈M satisfying moment constraints of the form ∫
R
fi(x)µ(dx) ≤ ci,
where g and fi are measurable, ci ∈ R, 1 ≤ i ≤ n. The maximum value of
∫
R
g(x)µ(dx) is also
attained in the set of extreme points, see [71]. Furthermore, the extreme points are contained
in the set of all weighted Dirac measures with at most n+ 1 mass points satisfying the moment
constraints.
In the following we denote the extreme points of a convex set A ⊆ M by E(A) and for any
M ⊆ M we denote by M3 the set of all measures in M which are a weighted sum of at most 3
Dirac measures.
Now we prove Theorem III.2.6, which allows us to reduce the optimization problem (III.2.4) to
an optimization problem over the set A3(T, y), i.e.
V (T, y) = sup
µ∈A(T,y)
∫
R
f(x)µ(dx) = sup
µ∈A3(T,y)
∫
R
f(x)µ(dx).
Proof of Theorem III.2.6. Since A3(T, y) ⊆ A(T, y) we conclude that
V (T, y) ≥ sup
µ∈A3(T,y)
∫
R
f(x)µ(dx).
For the reverse inequality we consider two cases. In the first case we assume that all measures µ
in A(T, y) are centered around y, i.e. µ¯ = y. Observe that µ¯ = y for all µ ∈ A(T, y) if and only if
one of the following four cases is satisfied:
1. J is bounded,
2. l > −∞, r =∞ and m((y,∞)) =∞,
3. l = −∞, r <∞ and m((−∞, y)) =∞,
4. J = R, m
(
(y,∞)) =∞ and m((−∞, y)) =∞.
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The optimization problem (III.2.4) can be rewritten as
V (T, y) = sup
t∈[0,T ]
sup
µ∈D(t,y)
∫
R
f(x)µ(dx),
where D(t, y) = {µ ∈ M1 : µ¯ = y and ∫
R
qy(x)µ(dx) = t}, 0 ≤ t ≤ T . Proposition 3.1 and
Theorem 3.2 in [71] imply that
sup
µ∈D(t,y)
∫
R
f(x)µ(dx) = sup
µ∈E(D(t,y))
∫
R
f(x)µ(dx).
From Theorem 2.1(b) in [71] we conclude that
E(D(t, y)) = {µ ∈ D(t, y) : µ = m∑
j=1
pjδaj , pj > 0,
m∑
j=1
pj = 1, aj ∈ J,{(
1, aj , qy(aj)
)}
1≤j≤m is linearly independent, 1 ≤ m ≤ 3
}
.
Let a1, a2, a3 ∈ J . Assume without loss of generality that a1 < a2 < a3. Let λi ∈ R, 1 ≤ i ≤ 3,
such that  1 1 1a1 a2 a3
qy(a1) qy(a2) qy(a3)
λ1λ2
λ3
 =
00
0
 .
In particular, we have λ2 = −a3−a1a3−a2λ1, λ3 = a2−a1a3−a2λ1 and
λ1
a3 − a1
a3 − a2
(
a3 − a2
a3 − a1 qy(a1) +
a2 − a1
a3 − a1 qy(a3)− qy(a2)
)
= 0.
Since qy is strictly convex, it follows that λ1 = 0 and hence, λ2 = λ3 = 0. Thus, the vectors{(
1, aj , qy(aj)
)}
1≤j≤m, 1 ≤ m ≤ 3, are linearly independent. As a consequence, E
(D(t, y)) =
D3(t, y) and hence,
sup
µ∈D(t,y)
∫
R
f(x)µ(dx) = sup
µ∈D3(t,y)
∫
R
f(x)µ(dx).
For t ∈ [0, T ] it holds that D3(t, y) ⊆ A3(T, y). To sum up, we have
V (T, y) = sup
t∈[0,T ]
sup
µ∈D3(t,y)
∫
R
f(x)µ(dx) = sup
µ∈A3(T,y)
∫
R
f(x)µ(dx)
≤ sup
µ∈A(T,y)
∫
R
f(x)µ(dx) = V (T, y).
This proves Theorem III.1.5 in the first case. In the second case the set A(T, y) also contains
measures which are not centered around y. We define
A+(T, y) =
{
{µ ∈ A(T, y) : µ¯ ≥ y}, if ∃µ ∈ A(T, y) with µ¯ > y,
∅, if µ¯ ≤ y for all µ ∈ A(t, y),
A−(T, y) =
{
{µ ∈ A(T, y) : µ¯ ≤ y}, if ∃µ ∈ A(T, y) with µ¯ < y,
∅, if µ¯ ≥ y for all µ ∈ A(t, y).
Observe that at least one of the sets A+(T, y) or A−(T, y) is non-empty and that (III.2.4) can be
reduced to the two optimization problems
sup
µ∈A+(T,y)
∫
R
f(x)µ(dx) and sup
µ∈A−(T,y)
∫
R
f(x)µ(dx),
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where we follow the convention that the supremum over the empty set is equal to −∞. If A+(T, y)
is non-empty, then
A+(T, y) =
{
µ ∈M1 : µ¯ ≥ y,
∫
R
qy(x)µ(dx) ≤ T −H(y, µ¯)
}
=
{
µ ∈M1 :
∫
R
−xµ(dx) ≤ −y,
∫
R
(
qy(x) + Cx
)
µ(dx) ≤ T + Cy
}
,
where C = m
(
(−∞, y)) + 12m({y}) < ∞ (see Remark III.2.1). Therefore, Proposition 3.1 and
Theorem 3.2 in [71] imply that
sup
µ∈A+(T,y)
∫
R
f(x)µ(dx) = sup
µ∈E(A+(T,y))
∫
R
f(x)µ(dx).
By Theorem 2.1(a) in [71] we have E(A+(T, y)) ⊆ A+3 (T, y). Thus,
sup
µ∈A+(T,y)
∫
R
f(x)µ(dx) = sup
µ∈A+3 (T,y)
∫
R
f(x)µ(dx). (III.5.1)
If A−(T, y) is non-empty, similar arguments show that (III.5.1) holds with A+(T, y) and A+3 (T, y)
replaced by A−(T, y) and A−3 (T, y), respectively. Since A3(T, y) = A−3 (T, y)∪A+3 (T, y) we conclude
that
V (T, y) = sup
µ∈A3(T,y)
∫
R
f(x)µ(dx).
III.6 Existence of an Optimizer
In this section we first show that the supremum in (III.1.3) is not always attained. We then state
sufficient conditions guaranteeing that the supremum in (III.2.5) and thus in (III.1.3) is attained.
Example III.6.1. Let f1(x) = x
2 |x|
1+|x| , x ∈ R, and Y be a Brownian motion starting in 0 under
P0. In this case there does not exist an optimal stopping time for T ∈ (0,∞). To prove this,
let V (T ) := supτ∈S(T,0)E0[f1(Yτ )], T ∈ (0,∞). Moreover, consider the second payoff function
f2(x) = x
2. Note that for any integrable stopping time τ we have E0[Y 2τ ] = E
0[τ ], see (II.4.8).
Therefore, V˜ (T ) := supτ∈S(T,0)E0[f2(Yτ )] = T .
One can show that V = V˜ . Indeed, on the one hand it must hold that V ≤ V˜ since f1 ≤ f2. On
the other hand, for the stopping times τn = τ−1/n,nT we have E0[τn] = T and
E0 [f1(Yτn)] =
nT
1
n + nT
1
n2
1
n
1 + 1n
+
1
n
1
n + nT
n2T 2
nT
1 + nT
−→ T,
as n→∞, and hence V ≥ V˜ .
From V1 = V2 we can deduce that the supremum cannot be attained in V1, because for any
stopping time τ 6= 0 with E0[τ ] <∞ we have P0[f1(Yτ ) < f2(Yτ )] > 0.
We now establish the existence of an optimal measure in A3(T, y) in (III.2.5) under mild
conditions on the payoff function f .
Theorem III.6.2. Assume that f : J → R is upper semi-continuous with
lim sup
x↑r
f(x)
qy(x)
≤ 0, if r /∈ J and lim sup
x↓l
f(x)
qy(x)
≤ 0, if l /∈ J.
Then there exists an optimal measure in A3(T, y) for (III.2.5) and an optimal stopping time in
S3(T, y) for (III.1.5).
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Proof. Throughout the proof we denote by C+, C− ∈ [0,∞] the extended real numbers given by
C+ = m
(
(y,∞))+ 12m({y}) and C− = m((−∞, y))+ 12m({y}). Let
µn =
3∑
j=1
pjnδxjn ∈ A(T, y), n ∈ N,
be a sequence of measures such that
lim
n→∞
∫
R
f(x)µn(dx) = V (T, y).
If the sequence
(
x1n
)
n∈N is unbounded, choose a subsequence, also denoted by
(
x1n
)
n∈N, such
that either limn→∞ x1n = −∞ =: x1 or limn→∞ x1n =∞ =: x1. If
(
x1n
)
n∈N is bounded, extract a
subsequence such that limn→∞ x1n = x1 ∈ J¯ . Here J¯ denotes the closure of J in R with respect to
the Euclidean metric. By extracting further subsequences, proceed in the same way with
(
x2n
)
n∈N
and
(
x3n
)
n∈N. Refine once again the sequence to obtain that
(
p1n, p
2
n, p
3
n
)→ (p1, p2, p3) ∈ [0, 1]3 as
n→∞. Overall, we have for n→∞ that(
x1n, x
2
n, x
3
n, p
1
n, p
2
n, p
3
n
)→ (x1, x2, x3, p1, p2, p3) ∈ (J¯ ∪ {−∞} ∪ {∞})3 × [0, 1]3.
Note that xj =∞ and xj = −∞, j ∈ {1, 2, 3}, is only possible if r =∞ and l = −∞, respectively.
Let
K =
{
j ∈ {1, 2, 3} : xj ∈ J},
K¯+ =
{
j ∈ {1, 2, 3} : xj /∈ J, xj = r},
K¯− =
{
j ∈ {1, 2, 3} : xj /∈ J, xj = l}.
Define µ =
∑
k∈K p
kδxk . We show that µ is an optimizer for (III.2.5).
From the fact that for all i ∈ {1, 2, 3} it holds
0 ≤ pinqy(xin) ≤
3∑
j=1
pjnqy(x
j
n) =
∫
R
qy(x)µn(dx) ≤ T (III.6.1)
and that limn→∞ qy(xin) = ∞ for all i ∈ {1, 2, 3} \ K by Lemma III.1.1, it follows for all i ∈
{1, 2, 3} \K that
lim
n→∞ p
i
n = limn→∞
1
qy(xin)
pinqy(x
i
n) = 0. (III.6.2)
We conclude from (III.6.2) that
µ(J) =
∑
k∈K
pk = lim
n→∞
∑
k∈K
pkn = limn→∞
3∑
j=1
pjn = limn→∞µn(J) = 1.
Thus, µ ∈M1. Next we show that µ ∈ A3(T, y). To this end we distinguish four cases.
1. l > −∞, r <∞: Observe that in this case we have µn = y for all n ∈ N. This together
with (III.6.2) ensures that
y = lim
n→∞µn = limn→∞
∑
k∈K
pknx
k
n +
∑
i∈{1,2,3}\K
pinx
i
n
 = ∑
k∈K
pkxk = µ.
Moreover, continuity and non-negativity of qy on J imply that∫
R
qy(x)µ(dx) = lim
n→∞
∑
k∈K
pknqy
(
xkn
) ≤ lim sup
n→∞
3∑
j=1
pjnqy
(
xjn
) ≤ T = T −H(y, µ). (III.6.3)
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This proves that µ ∈ A3(T, y).
2. l > −∞, r =∞: In this case we know that µn ≤ y for all n ∈ N. Let us first assume that
m
(
(y,∞)) =∞. Then it holds that µn = y for all n ∈ N. Moreover, we have for all i ∈ K¯+ that
limn→∞
qy(xin)
xin
= C+ =
1
2m
({y})+m((y,∞)) =∞ and hence, with (III.6.1),
lim
n→∞ p
i
nx
i
n = limn→∞ p
i
nqy(x
i
n)
xin
qy(xin)
= 0. (III.6.4)
This and (III.6.2) show that
y = lim
n→∞µn = limn→∞
∑
k∈K
pknx
k
n +
∑
i∈K¯+
pinx
i
n +
∑
i∈K¯−
pinx
i
n
 = ∑
k∈K
pkxk = µ.
Then the same reasoning as in (III.6.3) demonstrates that
∫
R
qy(x)µn(dx) ≤ T − H(y, µ) and
hence µ ∈ A3(T, y).
Let us now assume that m
(
(y,∞)) <∞. Equation (III.6.2) implies that
y ≥ lim sup
n→∞
µn = lim sup
n→∞
∑
k∈K
pknx
k
n +
∑
i∈K¯+
pinx
i
n +
∑
i∈K¯−
pinx
i
n

≥
∑
k∈K
pkxk + lim sup
n→∞
∑
i∈K¯−
pinx
i
n = µ.
(III.6.5)
Moreover, it holds for all n ∈ N that
T ≥
∫
R
qy(x)µn(dx) +H(y, µn) =
3∑
j=1
pjnqy
(
xjn
)
+ C+
y − 3∑
j=1
pjnx
j
n

=
3∑
j=1
pjn
(
qy
(
xjn
)− C+(xjn − y)).
(III.6.6)
It follows with (III.6.5) that
lim
n→∞
∑
k∈K
pkn
(
qy
(
xkn
)− C+(xkn − y)) = ∑
k∈K
pk
(
qy
(
xk
)− C+(xk − y))
=
∫
R
qy(x)µ(dx) +H(y, µ¯).
(III.6.7)
Combining (III.6.1) and limx→∞
qy(x)
x−y = C+ yields that
lim
n→∞
∑
i∈K¯+
pin
(
qy
(
xin
)− C+(xin − y)) = 0. (III.6.8)
Moreover, the non-negativity of qy and (III.6.2) imply that
lim inf
n→∞
∑
i∈K¯−
pin
(
qy
(
xin
)− C+(xin − y)) ≥ lim infn→∞ ∑
i∈K¯−
C+p
i
n
(
y − xin
)
= 0. (III.6.9)
Combining (III.6.6), (III.6.7), (III.6.8) and (III.6.9) proves that µ ∈ A3(T, y).
3. l = −∞, r <∞: This case is analog to the case l > −∞, r =∞.
4. l = −∞, r =∞: In this case no conditions on µ¯ have to be verified. Assume first that
m
(
(y,∞)) =∞ and m((−∞, y)) =∞. As in (III.6.4) it follows in this case that limn→∞ pinxin = 0
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for all i ∈ K¯+ ∪ K¯−. In addition, it holds that µn = y for all n ∈ N. Hence, we conclude
that y = limn→∞ µn = µ. As in (III.6.3) we obtain that µ ∈ A3(T, y). Next, assume that
m
(
(y,∞)) <∞ and m((−∞, y)) =∞. Then it holds that y ≥ µn. Furthermore, we obtain as in
(III.6.4) that limn→∞ pinxin = 0 for all i ∈ K¯−. This, together with the fact that y ≥ µn for all
n ∈ N, proves that y ≥ µ (see also (III.6.5)). Since limn→∞ xin = −∞ for all i ∈ K¯− we conclude
that
lim inf
n→∞
∑
i∈K¯−
pin
(
qy
(
xin
)− C+(xin − y)) ≥ lim infn→∞ ∑
i∈K¯−
C+p
i
n
(
y − xin
) ≥ 0. (III.6.10)
Then proceeding exactly as in (III.6.6), (III.6.7) and (III.6.8) shows that µ ∈ A3(T, y). The
case m
(
(y,∞)) =∞ and m((−∞, y)) <∞ can be treated analogously. Finally, we assume that
m
(
(y,∞)) <∞ and m((−∞, y)) <∞. Without loss of generality we also assume that µ ≤ y. In
this case we obtain for all n ∈ N that
T ≥
∫
R
qy(x)µn(dx) +H(y, µn)
=
3∑
j=1
pjnqy
(
xjn
)
+ C+
y − 3∑
j=1
pjnx
j
n
+ 1(y,∞)(µn)(C+ + C−) (µn − y)
≥
3∑
j=1
pjn
(
qy
(
xjn
)− C+(xjn − y)).
Proceeding as in (III.6.7), (III.6.8) and (III.6.10) proves that µ ∈ A3(T, y).
To summarize we have shown that µ ∈ A3(T, y) in any possible case. It remains to show the
optimality of µ. First note that V (T, y) ≥ ∫
R
f(x)µ(dx). The assumptions lim supx↑r
f(x)
qy(x)
≤ 0 if
r /∈ J and lim supx↓l f(x)qy(x) ≤ 0 if l /∈ J together with (III.6.1) imply that for i ∈ K¯− ∪ K¯+
lim sup
n→∞
pinf
(
xin
)
= lim sup
n→∞
pinqy
(
xin
) f(xin)
qy
(
xin
) ≤ 0. (III.6.11)
Finally, the upper semi-continuity of f and (III.6.11) result in∫
R
f(x)µ(dx) =
∑
k∈K
pkf(xk) ≥ lim sup
n→∞
∑
k∈K
pknf(x
k
n)
≥ lim sup
n→∞
∑
k∈K
pknf
(
xkn
)
+ lim sup
n→∞
∑
i∈K¯−∪K¯+
pinf
(
xin
)
≥ lim sup
n→∞
3∑
j=1
pjnf
(
xjn
)
= lim
n→∞
∫
R
f(x)µn(dx) = V (T, y).
Therefore, we conclude that V (T, y) =
∫
R
f(x)µ(dx). Finally, the proof of Theorem III.1.5 allows
to construct a stopping time in S3(T, y) which is optimal in (III.1.5).
Remark III.6.3. Example III.6.1 shows that the condition that lim supx↑r
f(x)
qy(x)
≤ 0 if r /∈ J and
lim supx↓l
f(x)
qy(x)
≤ 0 if l /∈ J in Theorem III.6.2 cannot be weakened in general.
III.7 General Diffusions
In this section we show how to deal with the optimal stopping problem (III.1.3) if Y is not in
natural scale. Throughout, we suppose that Y satisfies all the properties of Section III.1 apart
from being in natural scale.
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Let s be the scale function of Y and m its speed measure. Define Zt = s(Yt), t ∈ [0,∞). Then Z
(or more precisely (Qz)z∈s(J), where Qz is the Ps
−1(z) distribution of
(
s(Yt)
)
t∈[0,∞)) is a diffusion
in natural scale on JZ := s(J) by Theorem 46.12, in [59, Chapter V] and Theorem 2.1 in [15].
The speed measure mZ of Z is given by mZ = m ◦ s−1, i.e. mZ((a, b)) = m((s−1(a), s−1(b))) for
all [a, b] ⊆ JZ . Denote by (lZ , rZ) := (s(l), s(r)) the interior of JZ and for z ∈ (lZ , rZ) let qZz
be the function on JZ defined in (III.1.1) with m replaced by mZ . Recall that we assume that
y ∈ (l, r). In this section we impose the following assumption on f : J → R.
Assumption. There exists C(y) ∈ [0,∞) such that
f(w) ≥ −C(y)
(
1 + qZs(y)
(
s(w)
))
, ∀w ∈ J. (III.7.1)
In terms of the scale function and the speed measure of the process Y the condition (III.7.1)
reads as follows
f(w) ≥ −C(y)
(
1 +
1
2
m
({y})|s(w)− s(y)|+ ∫ s(w)
s(y)
m
(
(y, s−1(u))
)
du
)
, w ∈ J.
The optimal stopping problem (III.1.3) can be rewritten as
V (T, y) = sup
τ∈S(T,y)
EP
y
[f(Yτ )] = sup
τ∈SZ(T,s(y))
EQ
s(y)[
(f ◦ s−1)(Zτ )
]
,
where SZ(T, z) denotes the set of all (Ft)-stopping times with EQz [τ ] ≤ T . Similar to Section
II.3.1, we can convert the optimal stopping problem with reward function f for the process Y under
Py into an optimal stopping problem with reward function f ◦ s−1 for Z under Qs(y). Observe that
(III.7.1) (like Assumption (B) in Section III.1) entails that the expectation EQ
s(y)[
(f ◦ s−1)(Zτ )
]
exists for all τ ∈ SZ(T, s(y)).
For z ∈ (lZ , rZ) let AZ(T, z) be the set of all probability measures ν on R with support in JZ
and finite first moment satisfying Properties 1 and 2 of Section III.2, where l = lZ , r = rZ , qz = q
Z
z
and m = mZ . Denote by AZ3 (T, z) the set of all probability measures in AZ(T, z) which can be
written as a weighted sum of at most 3 Dirac measures. Theorem III.2.6 implies that
V (T, y) = sup
ν∈AZ3 (T,s(y))
∫
R
f
(
s−1(x)
)
ν(dx). (III.7.2)
In the reduced optimization problem (III.7.2) the set AZ3
(
T, s(y)
)
depends on the process Z,
its state space JZ and speed measure mZ . Next we aim at characterizing the set of measure
AZ3
(
T, s(y)
)
in terms of the primal process Y , its state space J and speed measure m. First
observe that an (Ft)-stopping time τ embeds µ in Y under Py if and only if τ embeds ν := µ ◦ s−1
in Z under Qs(y). In order to transfer the properties of ν ∈ AZ3
(
T, s(y)
)
to µ we introduce the set
As(T, y) of probability measures ρ on R with support in J which satisfy the following properties:
1.
∫
J |s(x)|ρ(dx) <∞.
2. a) If s(l) > −∞, then ∫J s(x) ρ(dx) ≤ s(y).
b) If s(r) <∞, then ∫J s(x) ρ(dx) ≥ s(y).
3. ρ satisfies the following integrability condition
1
2
m
({y}) ∫
J
|s(x)− s(y)| ρ(dx) +
∫
J
∫ s(x)
s(y)
m
(
(y, s−1(u)
)
du ρ(dx)
≤ T −Hs
(
s(y),
∫
J
s(x) ρ(dx)
)
,
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where
Hs(x,w) =

(x− w) (m((s−1(x), r))+ 12m({s−1(x)})) , w < x,
0, w = x,
(w − x) (m((l, s−1(x)))+ 12m({s−1(x)})) , w > x.
Let As3(T, y) be the measures in As(T, y) which can be written as a weighted sum of at most 3
Dirac measures.
Let y ∈ (l, r). Then the mapping µ 7→ ν := µ ◦ s−1 is a bijection from As(T, y) to AZ(T, s(y)),
because ∫
JZ
|x| ν(dx) =
∫
J
|s(x)|µ(dx),∫
JZ
x ν(dx) =
∫
J
s(x)µ(dx),∫
JZ
qZs(y)(x) ν(dx) =
∫
J
qZs(y)
(
s(x)
)
µ(dx)
=
1
2
m
({y}) ∫
J
|s(x)− s(y)|µ(dx) +
∫
J
∫ s(x)
s(y)
m
(
(y, s−1(u)
)
duµ(dx).
Furthermore, the number of mass points of µ and ν coincide. Thus, we have proven the following
theorem.
Theorem III.7.1. For a diffusion Y with scale function s we have
V (T, y) = sup
ν∈AZ3 (T,s(y))
∫
R
f
(
s−1(x)
)
ν(dx) = sup
µ∈As3(T,y)
∫
R
f(x)µ(dx).
III.8 The Lagrangian Approach
The aim of this section is to briefly discuss the Lagrangian approach to constrained optimal
stopping problems (cf. Section II.6) in view of Theorem III.1.5 and Theorem III.2.6.
Recall the dual problem
wλ(y) = sup
τ∈S(y)
Ey[f(Yτ )− λτ ], (III.8.1)
where λ ∈ [0,∞), y ∈ (l, r) and S(y) = ⋃T∈[0,∞) S(T, y). Since the costs are additive and Y is a
Markov process, the continuation and stopping region for the dual problem do not depend on time.
Moreover, if f is upper semi-continuous and w is lower semi-continuous, then the first hitting
time τλ of the stopping region Dλ = {x ∈ J : wλ(x) = f(x)} is optimal in (III.8.1) provided that
τλ < ∞, Py-a.s. (see Corollary 2.9 in [55]). Consequently, for every λ ∈ [0,∞) there exists an
optimal stopping time for wλ(y) that can be described as the first exit time of the continuation
region. Recall from Section II.6 that if we can identify λ∗ ∈ [0,∞) such that Ey[τλ∗ ] = T , then
τλ∗ is optimal in the constrained problem (III.1.3) and V (T, y) = wλ∗(y) + λ
∗T . In particular,
the law of Yτλ∗ under P
y is a weighted sum of at most two Dirac measures. If a reduction to
A2(T, y) in (III.1.3) is not possible, then for every λ ∈ [0,∞) the stopping time τλ does not satisfy
Ey
[
Yτλ
]
= T .
Nevertheless, since the optimal stopping time in the constrained problem (III.1.3) is often an
exit time of an interval, we now focus on describing the stopping region Dλ in more detail. Assume
that the function f satisfies the conditions of Theorem III.6.2 for every y ∈ (l, r), i.e. f is upper
semi-continuous with lim supx↑r
f(x)
qy(x)
≤ 0 if r /∈ J and lim supx↓l f(x)qy(x) ≤ 0 if l /∈ J . In particular,
there exists an optimal stopping time τ ∈ S3(T, y) for V (T, y) by Theorem III.6.2 and hence,
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V (T, y) <∞ for all T ∈ [0,∞) and y ∈ (l, r). If (qy(Yt∧τ )− (t∧τl,r∧τ))t∈[0,∞] is a true martingale
for every τ ∈ S(y), then the stopping problem (III.8.1) can be rewritten as
wλ(y) = sup
τ∈S(y)
Ey[f(Yτ )− λqy(Yτ )].
Fix z ∈ (l, r) and define ∂0qy∂x (x) := 12
(
∂+qy
∂x (x) +
∂−qy
∂x (x)
)
. Then (III.2.2) implies that for every
y ∈ (l, r) it holds that
wλ(y) = sup
τ∈S(y)
Ey[f(Yτ )− λqy(Yτ )]
= sup
τ∈S(y)
Ey
[
f(Yτ )− λqz(Yτ )− λ∂
0qy
∂x
(z)Yτ
]
+ λ
∂0qy
∂x
(z) z − λqy(z)
= sup
τ∈S(y)
Ey
[
fλ(Yτ )− λ∂
0qy
∂x
(z)Yτ
]
+ λ
∂0qy
∂x
(z) z − λqy(z)
= w˜λ,y(y) + λ
∂0qy
∂x
(z) z − λqy(z),
where fλ(p) = f(p)− λqz(p), p ∈ J , and w˜λ,y(x) := supτ∈S(x)Ex
[
fλ(Yτ )− λ∂
0qy
∂x (z)Yτ
]
, x ∈ (l, r).
For a diffusion in natural scale whose accessible boundary points are absorbing, Theorem 3.2 and
Remark 3.4 in [53] characterize the value function of an optimal stopping problem with infinite
time horizon as the smallest concave function dominating the payoff function on J . Observe that
J 3 p 7→ fλ(p) − λ∂
0qy
∂x (z)p is upper semi-continuous. Moreover, for λ ∈ (0,∞) the function fλ
is bounded from above and lim supp→w
{
fλ(p)− λ∂
0qy
∂x (z)p
}
= −∞ for w ∈ J\(l, r). Hence, the
smallest concave function dominating fλ(p)− λ∂
0qy
∂x (z)p is well defined. Moreover, Theorem 3.2
and Remark 3.4 in [53] yield that
wλ(y) = w˜λ,y(y) + λ
∂0qy
∂x
(z) z − λqy(z)
=
(
fλ − λ∂
0qy
∂x
(z)Id
)∗∗
(y) + λ
∂0qy
∂x
(z) z − λqy(z)
= f∗∗λ (y) + λ
∂0qy
∂x
(z)(z − y)− λqy(z)
= f∗∗λ (y) + λqz(y),
where Id: J → R, p 7→ p, and g∗∗ = (g∗)∗ denotes the concave biconjugate of a function
g : dom(g) ⊆ R → R, i.e. g∗(x) = infp∈dom(g) {xp− g(p)}, x ∈ R. Note that g∗∗ is the smallest
concave function dominating g on J . The last equality follows from (III.2.2). Observe that for
every λ ∈ (0,∞) we have that (l, r) 3 x 7→ w˜λ,y(x) is concave and continuous. Moreover, the
payoff function fλ−λ∂
0qy
∂x (z)Id is upper semi-continuous. The stopping region Dλ for w˜λ,y is given
by
Dλ =
{
x ∈ R : fλ(x)− λ∂
0qy
∂x
(z)x =
(
fλ − λ∂
0qy
∂x
(z)Id
)∗∗
(x)
}
= {x ∈ R : fλ(x) = f∗∗λ (x)}.
If τλ := inf{t ∈ [0,∞) : Yt ∈ Dλ} satisfies τλ < ∞, Px-a.s., then a (canonical) optimal stopping
time for w˜λ,y(x) is given by τλ, see Corollary 2.9 in [55]. Observe that the stopping region Dλ
and thus, the stopping time τλ are independent of y. Since
(
g(p) + ap+ b
)∗∗
= g∗∗(p) + ap+ b,
a, b ∈ R, it holds that Dλ and τλ are also independent of the choice of z. Therefore, τλ is optimal
for wλ(y) and wλ(y) is independent of the choice of z.
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For y ∈ (l, r) define
Φy : [0,∞)→ [0,∞],
λ 7→ Ey[τλ].
If T ∈ Φy
(
[0,∞)), then it holds that Ey[τλ∗ ] = T for some λ∗ ∈ [0,∞) and hence, τλ∗ is optimal
for V (T, y) with V (T, y) = wλ∗(y) + λ∗T (cf. Section II.6). In addition, the value of the measure
optimization problem (III.2.5) is attained in the set A2(T, y).
In the following example we show that a reduction to A2(T, y) in (III.1.3) is possible and identify
λ∗ ∈ [0,∞) such that τλ∗ is optimal for V (T, y). Afterwards we focus on an example where Φy is
not surjective and we cannot restrict the set of probability measures in (III.2.5) to A2(T, y) for
some (T, y) ∈ [0,∞)×R.
Example III.8.1 (cf. Example II.4.6). Let Y = W be a Brownian motion and let f(x) = |x|.
Then qy(x) = (x− y)2 and
(
W 2t∧τ − (t ∧ τ)
)
t∈[0,∞] is a martingale for every τ ∈ S(y) by Remark
II.4.8. Furthermore, f satisfies the assumptions of Theorem III.6.2. For z = 0 it holds that
wλ(y) = sup
τ∈S(y)
Ey[f(Wτ )− λτ ] = f∗∗λ (y) + λy2,
where fλ(x) = |x| − λx2. We have for λ > 0
f∗λ(p) = −
(1− |p|)2
4λ
, f∗∗λ (z) =

1
4λ , |z| ≤ 12λ ,
|z| − λz2, |z| ≥ 12λ .
Therefore, Dλ =
(−∞,− 12λ] ∪ [ 12λ ,∞) and the value function wλ is given by
wλ(y) = f
∗∗
λ (y) + λy
2 =

1
4λ + λy
2, |y| ≤ 12λ ,
|y|, |y| ≥ 12λ ,
with optimal stopping time
τλ = τ
(
− 1
2λ
,
1
2λ
)
,
where τ(a, b) = inf{t ∈ [0,∞) : Wt /∈ (a, b)}, a < b. Thus, Ey[τλ] =
(
1
4λ2
− y2)+, which implies
that Φy is continuous on (0,∞) with Φy
(
(0,∞)) = [0,∞) if y 6= 0 and Φ0((0,∞)) = (0,∞). In
particular, for T ∈ (0,∞) and y ∈ R let λ∗ = 1
2
√
T+y2
. Then we have Ey[τλ∗ ] = T and hence,
V (T, y) = wλ∗(y) + λ∗T =
√
T + y2 = sup
µ∈A2(T,y)
∫
R
f(x)µ(dx).
Observe that for λ = 0 it holds that f∗∗0 (x) =∞ for all x ∈ R, hence, D0 = ∅ and τ0 =∞, Py-a.s.
Now we provide an example, where there does not exist λ ∈ [0,∞) with Ey[τλ] = T for some
T ∈ [0,∞) and y ∈ R. Moreover, if T /∈ Φy
(
[0,∞)), then a reduction to weighted sums of at most
two Dirac measures in (III.2.5) is possible for some of these (T, y) ∈ [0,∞)×R, but not for all of
them.
Example III.8.2 (cf. Example III.4.5). Let Y = W be a Brownian motion starting in y ∈ R
under Py and let f(x) = 1{|x|≥1}. Then similar arguments as in Example III.4.5 show that the
value function V of the optimal stopping problem (III.1.3) is given by
V (T, y) =

T
T+(1−|y|)2 , T ≤ |y|(1− |y|),
(T + y2) ∧ 1, T ≥ |y|(1− |y|).
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For λ ≥ 1 it holds that
f∗λ(p) =

− p24λ − 1, |p| ≥ 2λ,
λ− |p| − 1, 2(λ−√λ) ≤ |p| ≤ 2λ,
− p24λ , 0 ≤ |p| ≤ 2(λ−
√
λ),
f∗∗λ (z) =

−λz2, |z| ≤ 1− 1√
λ
,
−2(λ−√λ)|z|+ (1−√λ)2, 1− 1√
λ
≤ |z| ≤ 1,
1− λz2, |z| ≥ 1.
Therefore, the stopping region is given by
Dλ = (−∞,−1] ∪ [1,∞), λ ∈ [0, 1),
Dλ = (−∞,−1] ∪
[
−1 + 1√
λ
, 1− 1√
λ
]
∪ [1,∞), λ ≥ 1.
The value function wλ(y) = f
∗∗
λ (y) + λy
2 is given by
wλ(y) =
1− λ+ λy
2, |y| ≤ 1,
1, |y| ≥ 1,
λ ∈ [0, 1),
wλ(y) =

0, |y| ≤ 1− 1√
λ
,[√
λ(|y| − 1) + 1]2, 1− 1√
λ
≤ |y| ≤ 1,
1, |y| ≥ 1,
λ ≥ 1,
with optimal stopping times
τ∗λ = τ(−1, 1), λ ∈ [0, 1),
τ∗λ = max
{
τ
(
−1,−1 + 1√
λ
)
, τ
(
1− 1√
λ
, 1
)}
λ ≥ 1.
We conclude that Ey [τ∗λ ] = 0 for all |y| ≥ 1. For |y| < 1 we have
Ey [τ∗λ ] =

1− y2, λ ∈ [0, 1),
(1− |y|)
(
1√
λ
− 1 + |y|
)
, 1 ≤ λ < 1
(1−|y|)2 ,
0, λ ≥ 1
(1−|y|)2 .
Thus,
Φy
(
[0,∞)) = {{0}, |y| ≥ 1,[
0, |y|(1− |y|)] ∪ {1− y2}, |y| < 1.
For |y| ≥ 1 stopping directly yields a payoff of 1 and thus, is optimal, because f is bounded above
by 1.
Now let |y| < 1 and T > 1− y2. Then the method described above does not provide an optimal
stopping time for V (T, y). But f is constant and maximal on R\(−1, 1) and the expected time to
reach either −1 or 1 is smaller or equal to T . Therefore, the stopping times τ(a, b) with a ≤ −1,
b ≥ 1 and (b− y)(y − a) ≤ T are optimal for V (T, y).
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Let |y| < 1 and T ∈ (|y|(1 − |y|), 1 − y2). Then we cannot recover V from wλ by using the
stopping times τ∗λ . Note that by (III.8.2) a reduction to A2(T, y) is not possible. Nevertheless,
there exists an optimal stopping time τ∗ for w1(y) with Ey[τ∗] = T . Indeed, let
τ∗ = τ(−1, b) + 1{Wτ(−1,b)=b} inf
{
t ∈ [0,∞) : Wτ(−1,b)+t /∈ (0, 1)
}
,
where b = T+y
2+y
2−T−y2+y . Then τ∗ satisfies E
y[τ∗] = T and Ey[f1(Wτ∗)] + y2 = y2 = w1(y) and thus τ∗
is optimal for V (T, y). Notice that τ∗ is an embedding in W under Py of the optimal measure
µ∗ =
1
2
(
T + y2 − y)δ−1 + (1− T − y2)δ0 + 1
2
(
T + y2 + y
)
δ1
for V (T, y), see the proof of Theorem III.1.5.
In general, it can be challenging to determine λ∗ and an optimal stopping time τλ∗ for wλ∗(y)
with Ey[τλ∗ ] = T .
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IV. Sequential Testing –
Optimal Exit Strategies
This chapter serves as an extensive example for the results of Chapter II and III.
When deciding between two simple hypotheses, e.g. testing clinical effectiveness of a medicament,
an economic agent collects information. The incoming information often does not provide a
significant result or a decision rule within a sharp time horizon T . Then the question arises
whether to continue the observation process after time T or to abandon collecting information
with no result. The agent has to weigh additional observation costs against the loss of benefits
associated to a significant result. In particular, if the observations until time T suggest one
outcome, but are not significant enough, then the decision maker intends to continue collecting
information. Conversely, if the first observations are significant, it is not necessary to exploit
the full time horizon T . Thus, we introduce an average time constraint until the agent has to
terminate the observation process.
The agent aims at maximizing the payoff associated to the two hypotheses. Moreover, we
assume that if she quits collecting information without a decision, then she gains nothing. The
aggregated incoming information is modeled by a random walk, i.e. all positive increments account
for hypothesis 1 (e.g. the medicine is effective) whereas the negative increments contribute for the
second hypothesis (e.g. the medicine has no verifiable effect). Thus, the agent wants to detect
whether the random walk has a positive or negative drift. For this purpose we consider the
continuous time sequential testing model from Chapter VI.21 in [55]. In the sequential testing
model the belief about the probabilities of each hypothesis, the so-called a posteriori probabilities,
are updated according to the observations exactly at the time they are available.
The average time constraint entails that the agent stops the observation process at a finite
point in time which depends on the scenario. In addition, we show that the agent can restrict to
stopping times such that the law of the a posteriori probability process at the stopping time is a
weighted sum of at most 3 Dirac measures. This implies that allowing for three possible outcomes,
i.e. accepting hypothesis 1 or 2 or quitting the decision making process with no result, increases
the expected payoff of the agent. If in our setting stopping at 3 points yields a higher payoff than
stopping at 2 points, the optimal 3 points do not depend on the average time constraint nor on
the a priori probabilities of the two hypotheses. The same 3 points suffice. On the contrary, if
stopping at two points is optimal, then exactly one of the mass points in the optimal measure is
independent of the time constraint and the a priori probabilities.
IV.1 The Sequential Testing Model
We now describe the sequential testing model from Chapter VI.21 in [55]. Let
(
Ω,F , (Py)y∈[0,1]
)
be
a probability-statistical space. In the Bayesian formulation the probability measures Py, y ∈ [0, 1],
are given by
Py = yP1 + (1− y)P0.
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Let W = (Wt)t∈[0,∞) be a Brownian motion starting in 0 under every Py. Furthermore, let θ be a
random variable independent of W under every Py with Py[θ = 1] = y and Py[θ = 0] = 1− y. Let
Xt = θκt+ σWt, t ∈ [0,∞),
where κ ∈ R\{0} and σ2 > 0. Then Py[X ∈ · | θ = i] = Pi[X ∈ ·], i ∈ {0, 1}, is the law of a
Brownian motion with drift iκ and diffusion coefficient σ. For t ∈ [0,∞) let FXt = σ(Xs : 0 ≤ s ≤ t)
be the σ-algebra generated by (Xs)s∈[0,t]. One aims at deriving the value of θ from continuously
observing the process X. Note that the a priori probabilities of the statistical hypotheses
H0 : θ = 0 and H1 : θ = 1
are given by 1− y and y under Py. Define the a posteriori probability process (Yt)t∈[0,∞) by
Yt := P
y[θ = 1 | FXt ].
According to Theorem 7.1 in [41] the likelihood ratio process (ϕt)t∈[0,∞) defined as the Radon-
Nikody´m derivative of the measure P1 with respect to P0 on FXt satisfies
ϕt :=
dP1
dP0
∣∣∣∣
FXt
= exp
( κ
σ2
(
Xt − κ
2
t
))
.
Moreover, we conclude from [63, p. 181] that
Yt =
(
y
1− yϕt
)/(
1 +
y
1− yϕt
)
and that (Yt)t∈[0,∞) solves
dYt =
κ
σ
Yt(1− Yt)dW˜t, Y0 = y, (IV.1.1)
where
W˜t =
1
σ
(
Xt − κ
∫ t
0
Ysds
)
is a standard Brownian motion with respect to (FXt ) and Py, see Theorem 7.12 and Theorem 9.1
in [41]. Moreover, the filtration (FYt )t∈[0,∞) generated by (Yt)t∈[0,∞) coincides with (FXt )t∈[0,∞).
Observe that (Yt)t∈[0,∞) is a regular continuous strong Markov process under Py with state space
J = (0, 1). From (IV.1.1) we conclude that if Yt is close to 0 or 1, then it is very unlikely that the
a posteriori probability changes much in small time intervals.
We introduce a threshold α ∈ (0, 12) and assume that the observations are significant enough to
accept one of the hypotheses if the a posteriori process exceeds 1−α or falls below α. In particular,
we impose that the decision maker can accept H0 and H1 at time t ∈ [0,∞) only if Yt ≤ α and
Yt ≥ 1− α, respectively. Detecting a drift 0 or κ can be of different value for the decision maker.
We normalize the gain for accepting H0 and assume that H1 yields a payoff β ≥ 1. On the other
hand, if the decision maker cannot accept H0 nor H1 at the time she terminates the observation,
then she gains nothing. Thus, the payoff associated to the two possible drift rates provides an
incentive to accept H0 and H1; and the agent prefers to accept H1.
For β ≥ 1 let the payoff function for the agent be given by
f(x) = 1(0,α](x) + β1[1−α,1)(x).
We presume that the agent faces the optimal stopping problem from Chapter III: She wants to
find a stopping time τ with E[τ ] ≤ T such that the expected payoff depending on the a posteriori
probability process is maximized. The value function V : [0,∞)× (0, 1)→ R is given by
V (T, y) = sup
{
Ey[f(Yτ )] : τ (FYt ) - stopping time, Ey[τ ] ≤ T
}
. (IV.1.2)
78
IV.1. The Sequential Testing Model
The payoff function f does not respect whether the observations are more significant than the
given threshold α. Nevertheless, the agent does not have to accept H0 or H1 at time t if Yt ≤ α or
Yt ≥ 1− α, respectively. She can also continue observing the process X and hope for significant
results for the other hypothesis.
It may happen that the a posteriori process stays in (α, 1 − α) for a long time and thus, the
agent cannot accept H0 or H1 within a given sharp time horizon. To avoid waiting arbitrarily long
for a significant result, we impose a constraint on the average time until the observation process
has to be terminated. The decision maker observes the process X until a stopping time τ and
at τ she either accepts H0 and H1 if Yτ ≤ α and Yτ ≥ 1− α, respectively, or she quits collecting
information with no result for the value of θ. In particular, if she accepts one of the hypotheses at
the stopping time τ , then the drift is assumed to equal 0 or κ.
For the stopping problem (IV.1.2) it is sufficient to consider only stopping times such that the
law of the process at the stopping time is a weighted sum of at most 3 Dirac measures, cf. Theorem
III.1.5. In general, a reduction to 2 mass points is not possible as we have seen in Example III.4.5.
Hence, the optimal stopping time, which exists by Theorem III.6.2, is a consecutive exit time by
Theorem III.1.5. Recall that in optimal stopping problems with finite or infinite time horizon one
can reduce the set of stopping times to first exit times of intervals, see e.g. Corollary 2.9 in [55].
In particular, the process at the stopping time has at most 2 mass points. Therefore, compared to
the unconstrained problems, the expectation constraint leads to a systematical difference in the
optimal stopping time. Nevertheless, an optimal stopping time in the constrained problem is often
an exit time of an interval. Thus, we introduce an auxiliary optimal stopping problem, in which we
only allow for exit times τ = inf{t ∈ [0,∞) : Yt /∈ (a, b)}, 0 < a ≤ b < 1, satisfying the expectation
constraint. In particular, the law of Yτ has at most two mass points. For (T, y) ∈ [0,∞)× (0, 1) let
V2(T, y) = sup {Ey[f(Yτ )] : Ey[τ ] ≤ T, Law(Yτ ) weighted sum of at most 2 Dirac measures}.
(IV.1.3)
The value function V2(T, y) and an optimal stopping time for (IV.1.3) help to derive V (T, y).
In Section IV.3 and Section IV.4 we show that if the value of the optimal stopping problem
increases if we allow not only for exit times of intervals but for consecutive exit times, i.e.
V (T, y) > V2(T, y), then there exists an optimal stopping time τ
∗ for (IV.1.2) such that the law of
Yτ∗ under P
y is a weighted sum of Dirac measures in α, b∗, 1− α, where b∗ ∈ (α, 12]. The mass
points are independent of T and y. Hence, the same three points suffice in (IV.1.2).
To apply the results from Chapter III, we first derive the function qy, y ∈ (0, 1), that is associated
to the process (Yt)t∈[0,∞). Remark III.1.2 implies that
qy(x) =

2σ2
κ2
(
(2x− 1) log
(
(1− y)x
(1− x)y
)
+
1− 2y
y(1− y)(x− y)
)
, x ∈ (0, 1),
∞, x /∈ (0, 1).
If we impose that both hypotheses have probability 12 at the beginning of the observation, i.e.
y = 12 , then the function q 12
simplifies to
q(x) := q 1
2
(x) =

2σ2
κ2
(2x− 1) log
(
x
1− x
)
, x ∈ (0, 1),
∞, x /∈ (0, 1).
In particular, we have q(x) = q(1 − x), x ∈ R. Recall from (III.2.2) that for every y ∈ (0, 1) it
holds that
qy(x) = q(x)− q(y)− (x− y)q′(y), x ∈ (0, 1). (IV.1.4)
In the following we first state the value function of the primal and the auxiliary optimal stopping
problem for y = 12 and examine the dependence of the value function and the optimal stopping
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times on the exogenous parameters α, β, κ and σ in Section IV.2. In Section IV.3 we collect the
value functions V2 and V and the optimal stopping times for a general a priori probability of
{θ = 1} and prove these results in Section IV.4.
IV.2 Optimal Stopping Rules when starting without Bias
In this section we assume that the agent has no bias at the beginning of the observation process,
i.e. y = 12 . First we state the value function and an optimal stopping time for the case where
hypothesis 1 has a higher payoff. Then we focus on the case where both hypotheses yield the same
payoff, i.e. β = 1.
Since the a priori probability of {θ = 1} is fixed, we write in the following V (T ) and V2(T )
instead of V
(
T, 12
)
and V2
(
T, 12
)
, respectively.
IV.2.1 H1 yields a higher Payoff
Recall that the payoff of hypothesis H1 is given by β ≥ 1. Moreover, before the observation starts
the agent believes that the drift 0 and κ both occur with probability 12 .
Let τ(a, b) = inf{t ∈ [0,∞) : Yt /∈ (a, b)}, 0 < a < b < 1. Observe that the expected time until
the process (Yt)t∈[0,∞) hits either α or 1− α for the first time is given by
E
1
2 [τ(α, 1− α)] = E 12 [q(Yτ )] =
1
2 − α
1− 2αq(α) +
1
2 − α
1− 2αq(1− α) = q(α),
see Lemma 2.2 in [5]. If the upper bound for the expected time horizon is larger than q(α), then
the agent obtains a payoff of 12(β + 1) by stopping at α and 1− α. To increase the payoff, she can
increase the probability to attain 1 − α by stopping at 1 − α and a point a∗ ∈ (0, α] such that
τ(a∗, 1− α) satisfies the expectation constraint.
If the time horizon is smaller than q(α), then two cases can occur. If the constraint is not
too small, i.e. T ∈ (T ∗, q(α)) for some T ∗ ∈ [0, q(α)), then stopping at three points yields a
higher payoff than stopping at two points. The optimal measure has mass points α, 1− α and
b∗ ∈ (α, 1− α), where b∗ is independent of the time constraint. If T ≤ T ∗, then stopping at two
points is optimal. The optimal stopping rule is as follows: If the time constraint is too small to
reach b∗ and 1− α in expectation, then we stop at 1− α and a point a∗ = a∗(T ) ∈ (b∗, 12) such
that E
1
2 [τ(a∗, 1− α)] = T . In particular, the point a∗ decreases to b∗ for T ↗ T ∗.
For T ∈ (T ∗, q(α)) it is optimal to use a consecutive exit time: First stop at α and b1 ∈ (12 , 1− α)
and if the process attains b1 before α, then continue until the process either hits b
∗ or 1− α.
In order to state the value function more precisely, let
• b∗ ∈ (α, 12] be the unique solution on [α, 1− α] of
`(b) := (β − 1)(q(α)− q(b))+ (1− α− b+ bβ − αβ)q′(b) = 0,
• T ∗ =
1
2
−b∗
1−α−b∗ q(α) +
1
2
−α
1−α−b∗ q(b
∗),
• a∗(T ) be the unique solution of
1
2
−α
1−α−aq(a) +
1
2
−a
1−α−aq(α) = T on
(
0, 12
]
.
Now we can formulate the main result of this section.
Theorem IV.2.1. The value function V of the optimal stopping problem (IV.1.2) is given by
V (T ) =

V2(T ), T ∈ [0, T ∗] ∪ [q(α),∞),
T − q(b∗)
q(α)− q(b∗) + (β − 1)
(
1
2
−
(
q(α)− T )(b∗ − α)
(1− 2α)(q(α)− q(b∗))
)
, T ∈ (T ∗, q(α)),
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where
V2(T ) =

β
1
2 − a∗(T )
1− α− a∗(T ) , T ∈
[
0, q(α)
)
,
1 + (β − 1)
1
2 − a∗(T )
1− α− a∗(T ) , T ≥ q(α).
For T ∈ [0, T ∗]∪[q(α),∞) the stopping time τ(a∗(T ), 1−α) is optimal for V (T ). For T ∈ (T ∗, q(α))
an optimal stopping time for V (T ) is given by
τ∗ = τ(α, b1) + 1{Yτ(α,b1)=b1} inf
{
t ∈ [0,∞) : Yτ(α,b1)+t /∈ (b∗, 1− α)
}
,
where b1 ∈
(
1
2 , 1− α
)
is given by
b1 = 1− α−
(1− 2α)(1− α− b∗)(q(α)− T ))(
3
2 − 2α− b∗
)
q(α)− (12 − α)q(b∗)− (1− α− b∗)T .
Here we do not provide a proof because the statement follows from more general results (Lemma
IV.3.1 and Theorem IV.3.2) in Section IV.3.
If the payoff for hypothesis 1 is larger than for hypothesis 0, then the expected payoff depends
on three cases for the average time constraint. If the a posteriori probability process can attain, in
expectation, α and 1− α within the given time horizon, then it is optimal for the agent to wait
until she either can accept H1 for the first time or the a posteriori probability process falls below
a∗(T ) ≤ α. Although she can assume that the drift equals 0 if the a posteriori process is less or
equal to α, she continues observing the signals. This is due to the fact that she hopes for enough
positive signals in the remaining time such that the observations suggest a drift κ. To maximize
the payoff the agent always wants the signals to indicate a drift κ and the a posteriori probability
process to hit 1− α. In the case of very small time horizons, if a drift κ seems unlikely given the
first signals, then she quits observing the process with no result. Here unlikely means that the a
posteriori probability for the drift being κ is less or equal to a∗(T ).
Finally, if the time constraint is large enough but Y cannot reach both α and 1−α in expectation,
then the decision maker stops observing the signals if the a posteriori probability process equals α
or 1− α for the first time or b∗ for the first time after it hits a level b1 ∈
(
1
2 , 1− α
)
. In particular,
this corresponds to stopping at a time τ∗ if the agent is convinced that the drift is either 0 or κ
and she quits the observation process with no result if the a posteriori probability process first
attains a level b1 and then goes back to b
∗ before hitting 1− α, roughly speaking she stops at b∗ if
it takes too long to start the observation process afresh after it has first attained b1, then falls
below 12 and attains b
∗.
IV.2.2 Both Hypotheses have the same Payoff
In this section we assume that both hypotheses yield the same payoff. If β = 1, then the result of
Section IV.2.1 simplifies.
Corollary IV.2.2. For β = 1 the value function of the optimal stopping problem (IV.1.2) is given
by
V (T ) =

T
q(α)
, T < q(α),
1, T ≥ q(α).
Let T ∈ (0, q(α)). Then the following consecutive exit time τ∗ is optimal in (IV.1.2).
τ∗ = τ(α, b1) + 1{YH(α,b1)=b1} inf
{
t ∈ [0,∞) : Yτ(α,b1)+t /∈
(
1
2
, 1− α
)}
,
where b1 =
q(α)−αT
2q(α)−T .
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Observe that for β = 1 we only have two cases for the time constraint. If T is not too big, i.e. if
T is smaller than the expected time to reach both α and 1− α, then the maximal expected payoff
is not attained by a stopping time such that the process at the stopping time has two mass points.
Three points are necessary: Similar to the case β ≥ 1 the agent stops if the a posteriori probability
process equals α or 1−α for the first time or 12 for the first time after it hits a level b1 ∈
(
1
2 , 1− α
)
.
In particular, she terminates the observation process with no result if the a posteriori probability
process first attains b1 and then goes back to
1
2 before hitting α. Hence, it takes too long to start
the observation process once again.
IV.2.3 Dependence on the Parameters
We examine how the optimal stopping rule and the expressions used to obtain the value function
V in Section IV.2.1 change in the parameters and interpret these changes. More precisely, we
focus on the dependence of q, a∗(T ), V2, b∗, T ∗ and V on α, β, κ and σ. We first summarize and
comment on the dependence on the parameters and prove them afterwards. We use ↑ and ↓ to
show that the expression in the left column increases respectively decreases when the parameter
increases. The symbol ◦ represents that there is no dependence on the parameter.
α β
∣∣κ
σ
∣∣
q ◦ ◦ ↓
a∗(T ) ↓ ◦ ↓
V2(T ) ↑ ↑ ↑
b∗ ↑ ↓ ◦
T ∗ ↓ ↑ ↓
V (T ) ↑ ↑ ↑
The threshold α allows the agent to assume that the drift is 0 if the a posteriori probability
process is less or equal to α and to presume that the drift equals κ if the process is greater or equal
to 1− α. If α increases, then she can already decide earlier on the drift’s value. Hence, the payoff
function f increases and, thus, the value functions V2 and V increase. Furthermore, if α increases,
then stopping at three points yields a higher payoff than stopping at two points for smaller time
horizon T , because of the increasing payoff function. This explains why T ∗ decreases in α.
If the gain for hypothesis 1 increases, i.e. β increases, then the value functions V2 and V increase.
For higher values of β it is better to assign more mass to the point 1− α than putting mass in
both α and 1− α. In particular, the decision maker accepts to quit collecting information without
a result and hence, to obtain nothing in order to hit 1− α with a higher probability and thus, to
increase the expected payoff. Therefore, we have to impose a higher constraint on the average
waiting time to allow for three possible outcomes, i.e. T ∗ increases. Since the expected time until
the a posteriori probability process attains α and 1− α does not change, the length of the time
interval for which three outcomes are optimal decreases in β.
The ratio κσ is a measure for the strength of the observable signals: If κ is large compared
to the diffusion coefficient σ of the process X, then the influence of a drift κ will predominate
and the agent can conclude the value of θ after a short observation time. On the other hand,
if κσ is small, it becomes more difficult for the agent to decide whether she observes a drift or
the effect of the noise. Thus, if the strength of the signal increases, the value function increases.
Observe that the function q decreases in
∣∣κ
σ
∣∣. The third stopping point b∗ does not change in ∣∣κσ ∣∣,
because all expressions are scaled with the same factor. Then the expected time to attain the
three points α, b∗ and 1− α is smaller and thus, T ∗ is decreasing. Since q decreases in ∣∣κσ ∣∣, when
using two consecutive exit times, the auxiliary stopping point can increase and the constraint is
still satisfied. In particular, an increasing auxiliary stopping point b1 implies that the mass in the
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optimal measure in α and 1− α increases and hence, the payoff increases. Furthermore, since b∗
does not depend on the strength of the signal, the mass in α and 1− α increase in ∣∣κσ ∣∣.
Dependence on the Threshold α
The function q is independent of α, but note that E
1
2 [τ(α, 1− α)] = q(α) decreases in α ∈ (0, 12)
with limα↓0 q(α) =∞ and q
(
1
2
)
= 0. The payoff function f is increasing in α, thus, also the value
functions V2 and V increase in α.
In the following we write V α2 and a
∗(T, α) to emphasize the dependence of V2 and a∗(T ) on α.
First observe that
1
2 − α
1− α− aq(a) +
1
2 − a
1− α− aq(α) (IV.2.1)
strictly decreases in a ∈ (0, 12) for fixed α ∈ (0, 12) as well as in α for fixed a. Hence, for
0 < α < γ < 12 and T ∈ (0,∞) we have
T =
1
2 − α
1− α− a∗(T, α)q
(
a∗(T, α)
)
+
1
2 − a∗(T, α)
1− α− a∗(T, α)q(α)
>
1
2 − γ
1− γ − a∗(T, α)q
(
a∗(T, α)
)
+
1
2 − a∗(T, α)
1− γ − a∗(T, α)q(γ),
which implies that a∗(T, γ) < a∗(T, α) by the definition of a∗(T, γ). Thus, a∗(T, α) is strictly
decreasing in α. Furthermore, it holds that a∗(T, α) → 0 as α ↗ 12 . Indeed, let ε ∈
(
0, 12
)
and
assume that a∗(T, α) ≥ ε for all α ∈ (0, 12). Since (IV.2.1) is decreasing in a, it follows that
T =
1
2 − α
1− α− a∗(T, α)q
(
a∗(T, α)
)
+
1
2 − a∗(T, α)
1− α− a∗(T, α)q(α)
≤
1
2 − α
1− α− εq(ε) +
1
2 − ε
1− α− εq(α)
−−→
α↑ 1
2
0.
Hence, limα↑ 1
2
a∗(T, α) = 0. Similarly, one shows that limα↓0 a∗(T, α) = 12 .
Since
1
2
−a
1−α−a strictly decreases in a, a
∗(T, α) is strictly decreasing in α and
1
2
−a
1−α−a is strictly
increasing in α, we deduce for 0 < α < γ < 12 that
1
2 − a∗(T, α)
1− α− a∗(T, α) <
1
2 − a∗(T, γ)
1− α− a∗(T, γ) <
1
2 − a∗(T, γ)
1− γ − a∗(T, γ) .
Furthermore, it holds that q(γ) < q(α). Thus, for T ∈ (0, q(γ)) we have
V α2 (T ) = β
1
2 − a∗(T, α)
1− α− a∗(T, α) < β
1
2 − a∗(T, γ)
1− γ − a∗(T, γ) = V
γ
2 (T ).
Similarly, we conclude that V α2 (T ) < V
γ
2 (T ) for T ∈
[
q(α),∞). For T ∈ [q(γ), q(α)) it holds that
V α2 (T ) = β
1
2 − a∗(T, α)
1− α− a∗(T, α) < β
1
2 − a∗(T, γ)
1− γ − a∗(T, γ) +
1
2 − γ
1− γ − a∗(T, γ) = V
γ
2 (T ).
To summarize, V α2 (T ) is strictly increasing in α for T ∈ (0,∞). In addition, we have that
limα↓0 V α2 (T ) = 0 and limα↑ 1
2
V α2 (T ) = β.
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To examine the dependence of b∗ on α, we write b∗(α) and `α instead of b∗ and `, respectively.
Moreover, we consider the modified equation
`α(b)
1− 2α =
β − 1
1− 2α [q(α)− q(b) + (b− α)q
′(b)] + q′(b) = 0. (IV.2.2)
Then b∗ is a solution to `α(b) = 0 if and only if b∗ is a solution to (IV.2.2). Notice that
∂
∂α
`α(b)
1− 2α =
β − 1
(1− 2α)2
{
2[q(α)− q(b) + (b− α)q′(α)]− (1− 2b)[q′(b)− q′(α)]} < 0 (IV.2.3)
for b ∈ (α, 12] by the strict convexity of q. Now let 0 < α < γ < 12 . Then (IV.2.3) yields for all
b ∈ (γ, 12) that
`α(b)
1− 2α >
`γ(b)
1− 2γ . (IV.2.4)
In particular, by (IV.2.4) and since
`γ(b)
1−2γ is strictly increasing in b, we have for all b ≥ b∗(γ) that
`α(b)
1− 2α >
`γ
(
b∗(γ)
)
1− 2γ = 0.
Therefore, b∗(α) < b∗(γ), i.e. b∗ is strictly increasing in α.
Since
1
2
−a
1−α−aq(α) +
1
2
−α
1−α−aq(a) strictly decreases in a for fixed α and in α for fixed a, it follow
that T ∗ decreases in α. Indeed,
T ∗(α) =
1
2 − b∗(α)
1− α− b∗(α)q(α) +
1
2 − α
1− α− b∗(α)q
(
b∗(α)
)
>
1
2 − b∗(γ)
1− α− b∗(γ)q(α) +
1
2 − α
1− α− b∗(γ)q
(
b∗(γ)
)
>
1
2 − b∗(γ)
1− γ − b∗(γ)q(α) +
1
2 − γ
1− γ − b∗(γ)q
(
b∗(γ)
)
= T ∗(γ).
Dependence on β
Observe that q and a∗(T ) are independent of β. Since the payoff function f is increasing in β, the
functions V2 and V increase in β. Furthermore, V2(T ) is linear in β, thus, it strictly increases in β
with limβ→∞ V2(T ) =∞ for T ∈ (0,∞) and for β = 1 it holds that
V2(T ) =

1
2 − a∗(T )
1− α− a∗(T ) , T ∈
[
0, q(α)
)
,
1, T ≥ q(α).
For the dependence of b∗ on β we use that
`(b) = (β − 1)(q(α)− q(b))+ (1− α− b+ bβ − αβ)q′(b)
strictly increases in b for fixed β as well as in β for fixed b ∈ (α, 12]. Therefore, b∗ strictly decreases
in β. Furthermore, we have b∗ = 12 if β = 1 and b
∗ ↓ α for β →∞. To see the second claim, first
note that q′ strictly increases on
[
α, 12
]
with q′
(
1
2
)
= 0. Thus, for β > 12α it holds that
`(b) = (β − 1)[q(α)− q(b) + (b− α)q′(b)]+ (1− 2α)q′(b)
> (β − 1)
[
q(α)− q(b) + (b− α)q′(b) + q
′(α)
β
]
.
(IV.2.5)
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Using that r(b) := q(α)− q(b) + (b− α)q′(b) is strictly increasing on [α, 12] and continuous with
r(α) = 0 and r
(
1
2
)
= q(α), we conclude that for β > max
{−q′(α)
q(α) ,
1
2α
}
there exists d(β) :=
r−1
(−q′(α)
β
)
∈ (α, 12) such that
r
(
d(β)
)
+
q′(α)
β
= 0.
In particular, for all b > d(β) we have r(b) > − q′(α)β > 0, which together with (IV.2.5) and the
fact that ` is strictly increasing implies that b∗ = b∗(β) ∈ (α, d(β)). Since q′(α)β → 0 for β →∞,
we conclude that d(β) ↓ α and therefore, b∗(β) ↓ α as β →∞.
For the dependence of T ∗ on β observe that b 7→
1
2
−b
1−α−bq(α) +
1
2
−α
1−α−bq(b) is decreasing and b
∗
decreases in β. Hence, it holds that T ∗ increases in β with T ∗ = 0 if β = 1 and limβ→∞ T ∗ = q(α).
Dependence on the Strength of the Signal κσ
First note that the expressions only depend on
∣∣κ
σ
∣∣. The function q strictly decreases in ∣∣κσ ∣∣ on
(0, 1)\{12} and q (12) = 0 for all ∣∣κσ ∣∣ > 0. To emphasize the dependence on ∣∣κσ ∣∣, we write qκ/σ
instead of q in the following. Using that a∗(T ), T ∈ [0,∞), is the unique solution of
T =
1
2 − α
1− α− aq
κ/σ(a) +
1
2 − a
1− α− aq
κ/σ(α) =
∣∣∣σ
κ
∣∣∣2( 12 − α
1− α− aq
1(a) +
1
2 − a
1− α− aq
1(α)
)
we conclude that a∗(T ) solves
1
2 − α
1− α− aq
1(a) +
1
2 − a
1− α− aq
1(α) =
∣∣∣κ
σ
∣∣∣2 T.
Since
1
2
−α
1−α−aq
1(a)+
1
2
−a
1−α−aq
1(α) strictly decreases in a ∈ (0, 12), it holds that a∗(T ) strictly decreases
in
∣∣κ
σ
∣∣ for T ∈ (0,∞). In addition, it holds that a∗(T )→ 12 for ∣∣κσ ∣∣→ 0 and a∗(T )→ 0 for ∣∣κσ ∣∣→∞.
Using that a 7→
1
2
−a
1−α−a is strictly decreasing on
(
0, 12
)
we conclude that V2(T ) is strictly increasing
in
∣∣κ
σ
∣∣. The point b∗ is independent of the ratio κσ , because
(β − 1)
[
qκ/σ(α)− qκ/σ(b)
]
+ (1− α− b+ βb− αβ)
(
qκ/σ
)′
(b) = 0
holds if and only if
(β − 1) [q1(α)− q1(b)]+ (1− α− b+ βb− αβ) (q1)′ (b) = 0.
For T ∗ we again use qκ/σ =
∣∣σ
κ
∣∣2q1 to obtain
T ∗ =
∣∣∣σ
κ
∣∣∣2( 12 − α
1− α− b∗ q
1(b∗) +
1
2 − b∗
1− α− b∗ q
1(α)
)
.
Therefore, T ∗ is strictly decreasing in
∣∣κ
σ
∣∣ with lim|κ/σ|→0 T ∗ =∞ and lim|κ/σ|→∞ T ∗ = 0. Similarly,
we deduce that qκ/σ(α)− T ∗ decreases in ∣∣κσ ∣∣.
The auxiliary stopping point b1 is given by
b1 = 1− α−
(1− 2α)(1− α− b∗)(q(α)− T )(
3
2 − 2α− b∗
)
q(α)− (12 − α)q(b∗)− (1− α− b∗)T
= 1− α− (1− 2α)(1− α− b
∗)
[
q1(α)− q1(a∗(T ))](
2− 2α− b∗ − a∗(T ))q1(α)− (1− α− a∗(T ))q1(b∗)− (1− α− b∗)q1(a∗(T )) ,
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where we use that a∗(T ) solves
1
2
−α
1−α−aq(a) +
1
2
−a
1−α−aq(α) = T . Since b
∗ is independent of
∣∣κ
σ
∣∣, we
consider
∂
∂a
(
− (1− 2α)(1− α− b
∗)
[
q1(α)− q1(a)]
(2− 2α− b∗ − a)q1(α)− (1− α− a)q1(b∗)− (1− α− b∗)q1(a)
)
= −(1− 2α)(1− α− b
∗)
(
q1(α)− q1(b∗))[q1(α)− q1(a)− (1− α− a) (q1)′ (a)][
(2− 2α− b∗ − a)q1(α)− (1− α− a)q1(b∗)− (1− α− b∗)q1(a)]2 < 0.
Using that a∗(T ) decreases in
∣∣κ
σ
∣∣, the stopping point b1 is increasing.
IV.3 Optimal Stopping Rules for general a priori Distributions
In this section we state the main results for all a priori probabilities y ∈ (0, 1) of {θ = 1}. Hence,
the a posteriori probability process (Yt)t∈[0,∞) starts in y ∈ (0, 1). The statements are proven in
Section IV.4.
Lemma IV.3.1. The value function of the optimal stopping problem (IV.1.3) is given by
V2 (T, y) =

c∗(T, y)− y
c∗(T, y)− α, y ∈ (α, b
∗], T ≤ T ∗(y),
β
y − a∗(T, y)
1− α− a∗(T, y) , y ∈ (b
∗, 1− α), T ≤ T ∗(y),
max
{
c∗(T, y)− y
c∗(T, y)− α, β
y − a∗(T, y)
1− α− a∗(T, y)
}
, y ∈ (α, 1− α), T ∈ (T ∗(y), q(α)− q(y)),
1 + (β − 1) y − a
∗(T, y)
1− α− a∗(T, y) , y ∈ (0, α] or
y ∈ (α, 1− α), T ≥ q(α)− q(y),
β, y ≥ 1− α,
where
• b∗ ∈ (α, 12] is the unique solution on [α, 1− α] of
`(b) := (β − 1)(q(α)− q(b))+ (1− α− b+ bβ − αβ)q′(b) = 0, (IV.3.1)
• a∗(T, y) is the unique solution of 1−α−y1−α−aq(a) + y−a1−α−aq(α)− q(y) = T on (0, y],
• c∗(T, y) is the unique solution of c−yc−αq(α) + y−αc−α q(c)− q(y) = T on [y, 1),
• T ∗(y) =

(b∗ − y)q(α) + (y − α)q(b∗)
b∗ − α − q(y), y ∈ (α, b
∗],
(1− α− y)q(b∗) + (y − b∗)q(α)
1− α− b∗ − q(y), y ∈ (b
∗, 1− α].
(IV.3.2)
Theorem IV.3.2. The value function V of the optimal stopping problem (IV.1.2) is given by
V (T, y) =

T + q(y)− q(b∗)
q(α)− q(b∗) + (β − 1)
(
y − α
1− 2α −
(b∗ − α)(q(α)− T − q(y))
(1− 2α)(q(α)− q(b∗))
)
,
y ∈ (α, 1− α), T ∈ (T ∗(y), q(α)− q(y)),
V2(T, y), else.
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An optimal stopping time τ∗ for V (T, y) is given by
τ∗ =

τ
(
α, c∗(T, y)
)
, y ∈ (α, b∗], T ≤ T ∗(y),
τ
(
a∗(T, y), 1− α), y ∈ (0, α] or
y ∈ (α, b∗], T ≥ q(α)− q(y) or
y ∈ (b∗, 1− α), T ∈ [0, T ∗(y)] ∪ [q(α)− q(y),∞),
0, y ≥ 1− α.
For y ∈ (α, 1− α) and T ∈ (T ∗(y), q(α)− q(y)) the stopping time
τ∗ = τ(α, b1) + 1{Yτ(α,b1)=b1} inf
{
t ∈ [0,∞) : Yτ(α,b1)+t /∈ (b∗, 1− α)
}
is optimal in (IV.1.2), where
b1 = 1− α−
(1− 2α)(1− α− b∗)(q(α)− T − q(y))
(1− 2α− b∗ + y)q(α)− (y − α)q(b∗)− (1− α− b∗)(T + q(y)) ∈ (b∗ ∨ y, 1− α).
In particular, for y ∈ (α, 1− α) and T ∈ (T ∗(y), q(α)− q(y)) the law of Yτ∗ is purely atomic with
mass points α, b∗ and 1− α that do not depend on T nor y.
Remark IV.3.3. The value function V2(T, y) is not continuous in
(
q(α)−q(y), y) for y ∈ (α, 1−α).
Indeed, observe that a∗(T, y) and c∗(T, y) are continuous in T for fixed y, because they are
the inverse functions of a strictly decreasing respectively increasing and continuous function.
Furthermore, we have a∗
(
T , y
)
= α and c∗
(
T , y) = 1− α, where T = q(α)− q(y). Hence,
lim
T↑T
V2(T, y) = max
{
1− α− y
1− 2α , β
y − α
1− 2α
}
<
1− α− y
1− 2α + β
y − α
1− 2α = V2
(
T , y
)
.
Remark IV.3.4. We can calculate a∗(T, y), c∗(T, y) and b∗ numerically using Newton’s method
for given α ∈ (0, 12), β ≥ 1, y ∈ (0, 1− α) and T ∈ [0,∞).
In the following we state that for some average time constraints the expected payoff increases if
we allow not only for two possible outcomes but for a third possibility, i.e. the law of the process
at the stopping time has three mass points.
Corollary IV.3.5. Let y ∈ (α, 1 − α) and T ∈ (T ∗(y), q(α) − q(y)), where T ∗(y) is defined in
(IV.3.2). Then
V2(T, y) < sup {Ey[f(Yτ )] : Ey[τ ] ≤ T, Yτ has at most 3 mass points} = V (T, y).
Moreover, V solves the PDE (II.4.6).
Theorem IV.3.6. The value function V given in Theorem IV.3.2 is a classical solution to the
PDE
min
{
VT (T, y), VT (T, y)− 1
2
κ2
σ2
y2(1− y)2Vyy(T, y) +
κ2
σ2
y2(1− y)2V 2Ty(T, y)
2VTT (T, y)
}
= 0 (IV.3.3)
on
(
(0,∞)× (0, 1))\Bβ with V (0, y) = f(y), y ∈ (0, 1), where
Bβ =

{(
q(α)− q(y), y) : y ∈ (α, 1− α)} ∪ {(T ∗(y), y) : y ∈ (α, 1− α)} β > 1,
∪ (0,∞)× {1− α},{(
q(α)− q(y), y) : y ∈ (α, 1− α)} ∪ {(T ∗(y), y) : y ∈ (α, 1− α)}, β = 1.
Recall that we use the convention that the fraction V 2Ty/VTT is set to zero if both the numerator
and denominator equal 0.
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IV.4 Proof of Lemma IV.3.1, Theorem IV.3.2, IV.3.6 and Corol-
lary IV.3.5
We show Lemma IV.3.1 and then use its statement to prove Theorem IV.3.2. Corollary IV.3.5
follows from the proof of Theorem IV.3.2. Finally, we show that the value function V satisfies the
PDE (IV.3.3).
First we reduce the optimal stopping problems (IV.1.2) and (IV.1.3) to measure optimization
problems using the results of Chapter III. Here A (T, y) denotes the set of all probability measures
with support in (0, 1) such that
∫
R
xµ(dx) = y and
∫
R
qy(x)µ(dx) ≤ T . Furthermore, let An(T, y)
be the set of all discrete measures in A (T, y) with at most n mass points, n ∈ N. From Theorem
III.2.5 we conclude that
V (T, y) = sup
µ∈A3(T,y)
∫
R
f(x)µ(dx), (IV.4.1)
V2 (T, y) = sup
µ∈A2(T,y)
∫
R
f(x)µ(dx). (IV.4.2)
In the proof of Lemma IV.3.1 we only focus on V as the value function of an optimal stopping
problem. On the other hand, for the proof of Theorem IV.3.2 we use both the characterization
of the value function as a measure optimization problem and as an optimal stopping problem.
Changing the perspective allows us to simplify and shorten the arguments.
Proof of Lemma IV.3.1. In the following we obtain the value of the optimal stopping problem
(IV.1.3). We consider the cases y ∈ (0, α], y ∈ (α, 1−α) and y ∈ [1−α, 1) separately. Furthermore,
we assume that T ∈ (0,∞), because V (0, y) = f(y) for all y ∈ (0, 1).
y ∈ [1− α, 1): Since f is bounded above by β, stopping immediately is optimal for V2(T, y),
T ∈ (0,∞), and hence V2(T, y) = β.
y ∈ (0, α]: Stopping directly yields a payoff of 1. This is optimal for β = 1. If β > 1, then
stopping at 1− α and a ∈ (0, y) has a higher payoff. Here a has to be chosen in such a way that
the stopping time satisfies the expectation constraint. Using the first exit time of (b, c), b ∈ (0, y),
c ∈ (1− α, 1), is not optimal, because f is constant on (0, α] and [1− α, 1), respectively. Indeed,
once the process attains 1−α the agent can obtain a payoff of β, but if she does not stop at 1−α,
then with a positive probability the process goes below 1− α and does not return to 1− α within
the given expected time. Observe that in an optimal strategy the whole time horizon is exploited,
because decreasing the point a, which entails a higher expected time for exiting (a, 1−α), increases
the probability that the process hits 1− α before a. Thus, it is sufficient to focus on τ(a, 1− α)
and choose a such that Ey[τ(a, 1− α)] = T. Lemma 2.2 in [5] implies that
Ey[τ(a, 1− α)] = Ey [qy (Yτ(a,1−α))] .
The law µa of Yτ(a,1−α) is given by
µa =
1− α− y
1− α− aδa +
y − a
1− α− aδ1−α.
Now we determine a such that
Ey[τ(a, 1− α)] =
∫
R
qy(x)µ
a(dx) =
1− α− y
1− α− aqy(a) +
y − a
1− α− aqy(1− α) = T. (IV.4.3)
Using (IV.1.4) and q(x) = q(1− x) we rewrite (IV.4.3) as∫
R
qy(x)µ
a(dx) =
1− α− y
1− α− aq(a) +
y − a
1− α− aq(α)− q(y) = T. (IV.4.4)
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The map
ky : (0, y]→ [0,∞), a 7→ 1− α− y
1− α− aq(a) +
y − a
1− α− aq(α)− q(y), (IV.4.5)
is continuous and strictly decreasing, because
k′y(a) =
1− α− y
(1− α− a)2
(
q(a) + (1− α− a)q′(a)− q(α)) < 0
by the strict convexity of q and since q(α) = q(1− α). Moreover, it holds that lima↓0 ky(a) =∞
and ky (y) = 0. Hence, for every T ∈ (0,∞) there exists a unique a∗(T, y) = k−1y (T ) ∈ (0, y) such
that (IV.4.4) and, thus, (IV.4.3) hold. Therefore,
V2 (T, y) = β
y − a∗(T, y)
1− α− a∗(T, y) .
y ∈ (α, 1− α): Note that the expected time until the process (Yt)t∈[0,∞) hits either α or 1− α
for the first time is given by
Ey[τ(α, 1− α)] = Ey[qy(Yτ )] = 1− α− y
1− 2α qy(α) +
y − α
1− 2αqy(1− α) = q(α)− q(y).
The last equality follows from (IV.1.4). Now we distinguish between the cases T < q(α) − q(y)
and T ≥ q(α)− q(y).
T < q(α)− q(y): In this case the process cannot reach both α and 1−α within the given expected
time horizon. Thus, at least one of the stopping points lies inside (α, 1− α). Similar to the case
where y ∈ (0, α], we conclude that either stopping at α and c ∈ (y, 1−α) such that Ey[τ(α, c)] = T
or stopping at the first exit time of (a, 1 − α), a ∈ (α, y), with Ey[τ(a, 1 − α)] = T is optimal.
Here we cannot directly argue that the stopping rule τ(a, 1− α) has a higher payoff than τ(α, c),
because if T is small and y is close to α, then it may be better to stop at α than to wait until the
process hits 1− α with a small probability.
We now derive the stopping points a and c. As in the case y ∈ (0, α] we conclude that there
exists a unique a∗(T, y) = k−1y (T ) ∈ (0, y) such that Ey
[
τ
(
a∗(T, y), 1− α)] = T . Furthermore,
since ky is strictly decreasing and T < q(α)− q(y) = ky(α), it follows that a∗(T, y) ∈ (α, y). For
the stopping point c observe that the map
gy : [y, 1)→ [0,∞), c 7→ c− y
c− αq(α) +
y − α
c− αq(c)− q(y), (IV.4.6)
is continuous and strictly increasing with gy(y) = 0, limc↑1 gy(c) =∞ and gy(1− α) = q(α)− q(y).
Therefore, there exists a unique c∗(T, y) = g−1y (T ) ∈ (y, 1− α) such that Ey
[
τ
(
α, c∗(T, y)
)]
= T .
To sum up, we have
V2(T, y) = max
{
c∗(T, y)− y
c∗(T, y)− α, β
y − a∗(T, y)
1− α− a∗(T, y)
}
.
Let y ∈ (α, b∗] and T ≤ T ∗(y) = gy(b∗), where b∗ is the unique solution of (IV.3.1) on [α, 1− α]
(for existence and uniqueness see Lemma A.3.2 in the appendix). In the following we write a∗ and
c∗ instead of a∗(T, y) and c∗(T, y), respectively. We show that for T ≤ T ∗(y) it holds that
V2(T, y) =
c∗ − y
c∗ − α ≥ β
y − a∗
1− α− a∗ (IV.4.7)
with strict inequality if β > 1. Assume that
β
y − a
1− α− a >
c∗ − y
c∗ − α (IV.4.8)
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holds for a ∈ (α, y). Then a < y − (1−α−y)(c∗−y)β(c∗−α)−(c∗−y) =: a = a(T, y), because y−a1−α−a is strictly
decreasing in a and a is chosen in such a way that equality holds in (IV.4.8) when replacing a by
a. Observe that a ∈ (α, y) if and only if β > (1−2α)(c∗−y)(y−α)(c∗−α) . If a ≤ α, then (IV.4.8) does not hold
for any a ∈ (α, y) and hence (IV.4.7) follows. If a ∈ (α, y), then we show that ky(a) > gy(c∗) = T
for all a ∈ (α, a). In particular, we conclude that a∗ ≥ a and as a consequence (IV.4.7) holds.
Since T ≤ T ∗(y) = gy(b∗) and gy is strictly increasing, it follows that c∗ = g−1y (T ) ≤ b∗.
First assume that β > 1. Since ` is strictly increasing and we have c∗ ≤ b∗, it follows that
`(c∗) < `(b∗) = 0 and thus,
q(α) < q(c∗)− 1− α+ c
∗ − c∗β − αβ
β − 1 q
′(c∗). (IV.4.9)
The definition of a, (IV.4.9) and the strict convexity of q imply that
ky(a)− gy(c∗) = −(β − 1) y − a
1− α− aq(α) +
1− α− y
1− α− aq(a)−
(
1− β y − a
1− α− a
)
q(c∗)
>
1− α− y
1− α− a
[
q(a)− q(c∗)]+ y − a
1− α− a
(
1− α− c∗ + c∗β − αβ)q′(c∗)
>
(
1− α− y
1− α− a(a− c
∗) +
y − a
1− α− a(1− α− c
∗ + c∗β − αβ)
)
q′(c∗)
= 0.
If β = 1, then
ky(a)− gy(c∗) = y − α
c∗ − α [q(a)− q(c
∗)] ≥ y − α
c∗ − α(a− c
∗)q′(c∗) ≥ 0,
where we use that a < y < c∗ ≤ b∗ = 12 and hence q′(c∗) ≤ 0. Since ky is strictly decreasing, it
follows that ky(a) > ky(a) ≥ gy(c∗) = T for all a ∈ (α, a). Since a∗ = k−1y (T ), we conclude that
a∗ ≥ a and hence (IV.4.7) holds. In particular, we have V2(T, y) = c∗−yc∗−α for T ≤ T ∗(y). Similarly
one can show that
V2(T, y) = β
y − a∗(T, y)
1− α− a∗(T, y)
for y ∈ (b∗, 1− α) and T ≤ T ∗(y).
T ≥ q(α)− q(y) In this case the expected time to reach α and 1− α is less or equal to T . For
T = q(α)− q(y) the agent maximizes her payoff by stopping at α and 1− α. If β > 1 and if T
increases, then she can increase the probability that the process attains 1 − α before hitting a
lower bound a ∈ [a∗(T, y), α] by decreasing a. If she does so, the payoff increases. Since she gains
more from increasing the probability at 1− α than at α, stopping at a∗(T, y) and 1− α is optimal.
Therefore,
V2(T, y) =
1− α− y
1− α− a∗(T, y) + β
y − a∗(T, y)
1− α− a∗(T, y) .
Proof of Theorem IV.3.2. First observe that V (T, y) ≥ V2(T, y) for all T ∈ [0,∞) and y ∈ (0, 1).
In this proof we also distinguish between the cases y ∈ (0, α], y ∈ (α, 1 − α) and y ∈ [1 − α, 1).
Without loss of generality, we assume that T ∈ (0,∞).
y ∈ [1− α, 1): Since f is bounded above by β, the stopping time τ∗ = 0 is optimal. Hence
V (T, y) = V2(T, y) for T ∈ (0,∞).
90
IV.4 Proofs
y ∈ (0, α]: If β = 1, then we conclude as in the case y ∈ [1 − α, 1) that stopping directly is
optimal with V (T, y) = V2(T, y) = 1. If β > 1, then we use the reformulations (IV.4.1) and
(IV.4.2) as well as the fact that V is the value function of the optimal stopping problem (IV.1.2).
To embed a measure µ with exactly three mass points a < b < c the agent uses the following
stopping rule τ (cf. the proof of Theorem III.1.5): She stops at the first exit time of (a, d), where
d =
(
µ({b})b+ µ({c})c)/(µ({b}) + µ({c})) is an auxiliary stopping point. If Y attains a before d,
then she is done; otherwise, she uses a second exit time, namely, she waits until the process equals
b or c.
From (IV.4.1) we know that stopping at 3 points is enough. Let µ ∈ A3(T, y) with mass points
a < b < c ∈ (0, 1), all having positive probability. Observe that it is not optimal if a, b, c ∈ (0, 1−α),
because then the payoff is less or equal to 1, which is strictly smaller than V2(T, y). Moreover,
two mass points in the interval [1− α, 1) cannot be optimal neither, because thinking in terms
of the optimal stopping problem, the agent also gains β by stopping at 1− α but with a higher
probability. Stopping at a and 1 − α has a smaller expected value than stopping at a, b and c
where b, c ≥ 1− α and hence the stopping time τ(a, 1− α) is admissible and yields a higher payoff
than τ . Similar to the proof of Lemma IV.3.1 we conclude that in an optimal measure it holds that
c = 1−α. If b ∈ (y, 1−α), then, compared to the optimal strategy for V2(T, y), the probability to
attain a payoff of β is smaller. Indeed, for the payoff β the process first has to hit the auxiliary
stopping point d and then attain 1− α. But if the agent additionally stops at b after hitting d,
the probability of hitting 1 − α decreases. Hence, b ∈ (y, 1 − α) cannot be optimal. Finally, if
b ∈ (a, y], let
λ =
(d− y)(1− α− b)
(d− y)(1− α− b) + (y − a)(1− α− d)
and observe that λ ∈ (0, 1). Then stopping at the two points r = λa + (1 − λ)b ∈ (a, y) and
1− α has the same payoff than using the stopping time associated to µ. Indeed, λ is chosen such
that µ({1− α}) = Py[Yτ(r,1−α) = 1− α]. Hence, the payoff of the two stopping rules coincides.
Moreover, it holds that
(
1− µ({1− α}))λ = µ({a}) and (1− µ({1− α}))(1− λ) = µ({b}). The
strict convexity of qy implies that
Ey[τ(r, 1− α)] = Ey[qy(Yτ(r,1−α))]
= Py[Yτ(r,1−α) = 1− α]qy(α) +
(
1− Py[Yτ(r,1−α) = 1− α]
)
qy(r)
< µ({1− α})qy(α) +
(
1− µ({1− α}))(λqy(a) + (1− λ)qy(b))
=
∫
R
qy(x)µ(dx) ≤ T.
Therefore, the stopping time τ(r, 1− α) is an admissible stopping time.
To sum up, this shows that using 3 points instead of 2 does not increase the value of the measure
optimization problem (IV.4.1) and thus, V (T, y) = V2(T, y).
y ∈ (α, 1− α): Again we examine the cases T < q(α)− q(y) and T ≥ q(α)− q(y) separately.
T ≥ q(α)− q(y): Recall that Ey[τ(α, 1− α)] = q(α)− q(y). Therefore, both points α and 1− α
can be reached within the given time. Similar arguments as in the case y ∈ (0, α] show that
V (T, y) = V2(T, y).
T < q(α)− q(y): Here the expected time constraint is to small to reach α and 1−α within the given
time horizon. Now we use the reformulation (IV.4.1) and consider measures µ ∈ A3(T, y)\A2(T, y).
One can argue similarly to the case y ∈ (0, α] and conclude that it is sufficient to focus on measures
µ with mass points α < b < 1− α and to use the full time horizon, i.e. ∫
R
qy(x)µ(dx) = T . Note
that the line of arguments interprets V as the value of an optimal stopping problem. For every
signed measure µ which is atomic and has three mass points, the constraints
∫
R
1µ(dx) = 1,
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R
xµ(dx) = y and
∫
R
qy(x)µ(dx) = T uniquely define the weights µ.To obtain a probability
measure, one has to restrict the mass points to certain intervals. Let
µb =
(1− α− b)(T + q(y))+ (b− y)q(α)− (1− α− y)q(b)
(1− 2α)(q(α)− q(b)) δα + q(α)−
(
T + q(y)
)
q(α)− q(b) δb
+
(b− α)(T + q(y))− (b− y)q(α)− (y − α)q(b)
(1− 2α)(q(α)− q(b)) δ1−α,
where b ∈ (k−1y (T ), g−1y (T )) and the functions ky and gy are given by (IV.4.5) and (IV.4.6),
respectively. By Lemma A.3.1 in the appendix the measures µb, b ∈ (k−1y (T ), g−1y (T )), are exactly
all measures in A3(T, y)\A2(T, y) such that the mass is concentrated in α, b and 1 − α and∫
R
qy(x)µ
b(dx) = T . We now maximize
∫
R
f(x)µb(dx) over b ∈ (k−1y (T ), g−1y (T )) ⊆ (α, 1−α). Let
ny(b) =
∫
R
f(x)µb(dx) =
T + q(y)− q(b)
q(α)− q(b) + (β − 1)
(
y − α
1− 2α −
(b− α)(q(α)− T − q(y))
(1− 2α)(q(α)− q(b))
)
.
Note that
n′y(b) = −
q(α)− T − q(y)
(1− 2α)(q(α)− q(b))2 [(β − 1)(q(α)− q(b))+ (1− α− b+ bβ − αβ)q′(b)] .
Since T < q(α)− q(y) we conclude that for all b ∈ (k−1y (T ), g−1y (T ))
− q(α)− T − q(y)
(1− 2α)(q(α)− q(b))2 < 0.
Define the function ` : [α, 1− α]→ R by
`(b) = (β − 1)(q(α)− q(b))+ (1− α− b+ bβ − αβ)q′(b).
Lemma A.3.2 in the appendix implies that ` is strictly increasing and that there exists a
unique b∗ ∈ (α, 12] such that `(b∗) = 0. If b∗ ∈ (k−1y (T ), g−1y (T )), then b∗ maximizes ny over(
k−1y (T ), g−1y (T )
)
. If b∗ < k−1y (T ) or b∗ > g−1y (T ), then ny is strictly decreasing respectively in-
creasing on
(
k−1y (T ), g−1y (T )
)
. To examine which conditions guarantee that b∗ ∈ (k−1y (T ), g−1y (T ))
define
T ∗(y) =

gy(b
∗) =
(b∗ − y)q(α) + (y − α)q(b∗)
b∗ − α − q(y), y ∈ (α, b
∗],
ky(b
∗) =
(1− α− y)q(b∗) + (y − b∗)q(α)
1− α− b∗ − q(y), y ∈ (b
∗, 1− α].
Observe that T ∗(b∗) = 0. Since q(b∗) < q(α) and q is strictly convex, it follows that T ∗(y) ∈(
0, q(α)−q(y)) for y 6= b∗. Let y ∈ (α, b∗]. Using k−1y (T ) < y, it holds that b∗ > k−1y (T ). Moreover,
since gy is strictly increasing it follows that b
∗ < g−1y (T ) if and only if T ∗(y) = gy(b∗) < T .
T ≤ T ∗(y): Then it holds that b∗ > g−1y (T ). Thus, ny is strictly increasing and
sup
{
ny(b) : b ∈
(
k−1y (T ), g
−1
y (T )
)}
= ny
(
g−1y (T )
)
=
T + q(y)− q(g−1y (T ))
q(α)− q(g−1y (T )) + (β − 1)
(
y − α
1− 2α −
(
g−1y (T )− α
)(
q(α)− T − q(y))
(1− 2α)(q(α)− q(g−1y (T ))
)
. (IV.4.10)
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Recall that g−1y (T ) = c∗(T, y) is the unique solution to gy(c) = T on [y, 1). Hence, we conclude
that
q(α)− T − q(y) = y − α
c∗(T, y)− α
(
q(α)− q(c∗(T, y))), (IV.4.11)
T + q(y)− q(c∗(T, y))
q(α)− q(c∗(T, y)) = c∗(T, y
)− y
c∗(T, y)− α. (IV.4.12)
By (IV.4.11) the second summand in (IV.4.10) equals 0. In addition, using (IV.4.12) we conclude
that ny
(
g−1y (T )
)
simplifies to
ny
(
g−1y (T )
)
=
T + q(y)− q(g−1y (T ))
q(α)− q(g−1y (T )) = T + q(y)− q
(
c∗(T, y)
)
q(α)− q(c∗(T, y)) = c∗(T, y)− yc∗(T, y)− α.
Therefore, if y ∈ (α, b∗] and T ≤ T ∗(y), then
sup
{∫
R
f(x)µb(dx) : b ∈ (k−1y (T ), g−1y (T ))} = c∗(T, y)− yc∗(T, y)− α = V2(T, y).
Thus, V (T, y) = V2(T, y) and we do not gain more from stopping at 3 points than at 2 points.
T ∈ (T ∗(y), q(α)− q(y)): In this case it holds that b∗ ∈ (k−1y (T ), g−1y (T )) and hence,
sup
{∫
R
f(x)µb(dx) : b ∈ (k−1y (T ), g−1y (T ))} = ny(b∗)
=
T + q(y)− q(b∗)
q(α)− q(b∗) + (β − 1)
(
y − α
1− 2α −
(b∗ − α)(q(α)− T − q(y))
(1− 2α)(q(α)− q(b∗))
)
.
It remains to show that V (T, y) = ny(b
∗) > V2(T, y) for T ∈
(
T ∗(y), q(α) − q(y)). In the
following we write a∗ = k−1y (T ) and c∗ = g−1y (T ) instead of a∗(T, y) and c∗(T, y), respectively.
(IV.4.11) and (IV.4.12) imply that
ny(b
∗)− c
∗ − y
c∗ − α
=
T + q(y)− q(b∗)
q(α)− q(b∗) + (β − 1)
(
y − α
1− 2α −
(b∗ − α)(q(α)− T − q(y))
(1− 2α)(q(α)− q(b∗))
)
− c
∗ − y
c∗ − α
=
y − α
c∗ − α
(
q(c∗)− q(b∗)
q(α)− q(b∗) + (β − 1)
(c∗ − b∗)[q(α)− q(b∗)] + (b∗ − α)[q(c∗)− q(b∗)]
(1− 2α)(q(α)− q(b∗))
)
=
(y − α){(c∗ − b∗)(β − 1)(q(α)− q(b∗))+ (1− 2α+ (β − 1)(b∗ − α))[q(c∗)− q(b∗)]}
(1− 2α)(c∗ − α)(q(α)− q(b∗))
=
(y − α)(1− α− b∗ + b∗β − αβ) [q(c∗)− q(b∗)− (c∗ − b∗)q′(b∗)]
(1− 2α)(c∗ − α)(q(α)− q(b∗))
> 0,
where the last equality follows from `(b∗) = 0, i.e.
(β − 1)(q(α)− q(b∗)) = −(1− α− b∗ + b∗β − αβ)q′(b∗),
and the strict convexity of q implies the inequality.
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Similar arguments lead to
ny(b
∗)− β y − a
∗
1− α− a∗
=
(1− α− a∗)(1− α− b∗ + b∗β − αβ)[q(a∗)− q(b∗) + (b∗ − a∗)q′(b∗)]
(1− 2α)(1− α− a∗)(q(α)− q(b∗)) > 0.
Hence,
V (T, y) = ny(b
∗) > max
{
c∗ − y
c∗ − α, β
y − a∗
1− α− a∗
}
= V2(T, y)
for y ∈ (α, b∗] and T ∈ (T ∗(y), q(α)− q(y)). For y ∈ (b∗, 1− α) we argue similarly to obtain
V (T, y) =

V2(T, y), T ≤ T ∗(y),
T+q(y)−q(b∗)
q(α)−q(b∗) + (β − 1)
(
y−α
1−2α −
(b∗−α)
(
q(α)−T−q(y)
)
(1−2α)
(
q(α)−q(b∗)
) ) , T ∈ (T ∗(y), q(α)− q(y)).
In particular, it holds that V2(T, y) < V (T, y) for y ∈ (b∗, 1− α) and T ∈
(
T ∗(y), q(α)− q(y)).
The optimal measure for the reformulated problem (IV.4.1) for y ∈ (α, 1 − α) and T ∈(
T ∗(y), q(α)− q(y)) is given by
µb
∗
=
(1− α− b∗)(T + q(y))+ (b∗ − y)q(α)− (1− α− y)q(b∗)
(1− 2α)(q(α)− q(b∗)) δα + q(α)− T − q(y)q(α)− q(b∗) δb∗
+
(b∗ − α)(T + q(y))− (b∗ − y)q(α)− (y − α)q(b∗)
(1− 2α)(q(α)− q(b∗)) δ1−α.
According to Theorem III.1.5 and its proof, a stopping time τ∗, which embeds µb∗ in (Yt)t∈[0,∞)
for y ∈ (α, 1− α) and T ∈ (T ∗(y), q(α)− q(y)) is given by
τ∗ = τ(α, b1) + 1{Yτ(α,b1)=b1} inf
{
t ∈ [0,∞) : Yτ(α,b1)+t /∈ (b∗, 1− α)
}
for b1 ∈ (b∗ ∨ y, 1− α) such that µb∗({α}) = b1−yb1−α . Hence, we conclude that
b1 = 1− α−
(1− 2α)(1− α− b∗)(q(α)− T − q(y))
(1− 2α− b∗ + y)q(α)− (y − α)q(b∗)− (1− α− b∗)(T + q(y)) .
Similar arguments apply for y ∈ (b∗, 1− α) and T ∈ (T ∗(y), q(α)− q(y)).
Remark IV.4.1. The optimal measure µb
∗
for V (T, y) with y ∈ (α, 1 − α) and T ∈(
T ∗(y), q(α)− q(y)) concentrates its mass in the points α, 1 − α and b∗. In particular, only
the probability weights depend on T and y but not the mass points. Hence, the same three points
suffice in (IV.4.1).
Proof of Corollary IV.3.5. Follows directly from the proof of Theorem IV.3.2.
Finally, we prove that V solves the PDE (II.4.6).
Proof of Theorem IV.3.6. We first show how to differentiate a∗(T, y) and c∗(T, y) with respect to
T and y. Let ϕ ∈ C1,1(A × Y, (0,∞)) for A, Y ⊆ R open and assume that for fixed y ∈ Y the
mapping ϕy : A→ [0,∞), a 7→ ϕ(a, y), is bijective. Then for T ∈ (0,∞) it holds that
∂
∂T
ϕ−1y (T ) =
1
ϕ′y
(
ϕ−1y (T )
) .
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For the partial derivative with respect to y observe that
0 =
d
dy
ϕy
(
ϕ−1y (T )
)
=
d
dy
ϕ
(
ϕ−1y (T ), y
)
=
(
∂
∂a
ϕ
)(
ϕ−1y (T ), y
)( ∂
∂y
ϕ−1y (T )
)
+
(
∂
∂y
ϕ
)(
ϕ−1y (T ), y
)
.
Hence, it follows that
∂
∂y
ϕ−1y (T ) = −
(
∂
∂yϕ
) (
ϕ−1y (T ), y
)
ϕ′y
(
ϕ−1y (T )
) .
As a consequence,
∂
∂T
a∗(T, y) = −
(
1− α− a∗(T, y))2
(1− α− y) [q(α)− q(a∗(T, y))− (1− α− a∗(T, y))q′(a∗(T, y))] ,
∂
∂y
a∗(T, y) =
(
1− α− a∗(T, y)) [q(α)− q(a∗(T, y))− (1− α− a∗(T, y))q′(y)]
(1− α− y) [q(α)− q(a∗(T, y))− (1− α− a∗(T, y))q′(a∗(T, y))] ,
∂
∂T
c∗(T, y) =
(
c∗(T, y)− α)2
(y − α) [q(α)− q(c∗(T, y))+ (c∗(T, y)− α)q′(c∗(T, y))] ,
∂
∂y
c∗(T, y) =
(
c∗(T, y)− α) [q(α)− q(c∗(T, y))+ (c∗(T, y)− α)q′(y)]
(y − α) [q(α)− q(c∗(T, y))+ (c∗(T, y)− α)q′(c∗(T, y))] .
Computing the first partial derivatives of V yields that V ∈ C1,1((0,∞)× (0, 1− α)) if β > 1 and
V ∈ C1,1((0,∞)× (0, 1)) if β = 1 but V is not twice continuously differentiable with respect to T
nor y in
(
q(α)− q(y), y) and (T ∗(y), y), y ∈ (α, 1− α). Furthermore, it holds that V is a classical
solution to the PDE (IV.3.3) on
(
(0,∞)× (0, 1− α))\Bβ, where
Bβ =

{(
q(α)− q(y), y) : y ∈ (α, 1− α)} ∪ {(T ∗(y), y) : y ∈ (α, 1− α)} β > 1,
∪ (0,∞)× {1− α},{(
q(α)− q(y), y) : y ∈ (α, 1− α)} ∪ {(T ∗(y), y) : y ∈ (α, 1− α)}, β = 1,
with initial condition V (0, y) = f(y), y ∈ (0, 1).
Remark IV.4.2. In the proof of Lemma IV.3.1 we show that
max
{
c∗(T, y)− y
c∗(T, y)− α, β
y − a∗(T, y)
1− α− a∗(T, y)
}
=

c∗(T, y)− y
c∗(T, y)− α, y ∈ (α, b
∗], T ≤ T ∗(y),
β
y − a∗(T, y)
1− α− a∗(T, y) , y ∈ [b
∗, 1− α), T ≤ T ∗(y),
where b∗ is the unique solution of (IV.3.1) and T ∗(y) is given by (IV.3.2).
For T ∈ (T ∗(y), q(α)− q(y)) it is general not so easy to decide which value the maximum attains.
Using the derivatives of a∗(T, y) and c∗(T, y) with respect to y (see the proof of Theorem IV.3.6)
results in
∂
∂y
(
β
y − a∗(T, y)
1− α− a∗(T, y) −
c∗(T, y)− y
c∗(T, y)− α
)
=
β[q′(y)− q′(a∗)]
q(α)− q(a∗)− (1− α− a∗)q′(a∗) +
q′(c∗)− q′(y)
q(α)− q(c∗) + (c∗ − α)q′(c∗) > 0,
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where a∗ = a∗(T, y) and c∗ = c∗(T, y). Here we use that q is strictly convex and a∗(T, y) < y <
c∗(T, y). Moreover, for y = 12 it holds that c
∗ (T, 12) = 1− a∗ (T, 12) and thus
β
1
2 − a∗
(
T, 12
)
1− α− a∗ (T, 12) − c
∗ (T, 12)− 12
c∗
(
T, 12
)− α = (β − 1)
1
2 − a∗
(
T, 12
)
1− α− a∗ (T, 12) ≥ 0.
Therefore, for y ≥ 12 we have for all T ∈ [0,∞)
max
{
c∗(T, y)− y
c∗(T, y)− α, β
y − a∗(T, y)
1− α− a∗(T, y)
}
= β
y − a∗(T, y)
1− α− a∗(T, y) .
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When optimally stopping a one-dimensional regular continuous strong Markov process Y with
stopping times τ satisfying the expectation constraint Ey[τ ] ≤ T , T ∈ [0,∞), it is sufficient to
consider stopping times τ such that the law of Yτ is a weighted sum of at most three Dirac
measures. The stopping times embedding these laws can be interpreted as consecutive exit times
of intervals. In general we cannot restrict the stopping times to first exit times of intervals, cf.
Chapter III.
In this chapter we derive a sufficient condition for the payoff function f which allows us to reduce
the set of stopping times to first exit times satisfying the expectation constraint. Consequently,
the law of the process Y at these stopping times is a weighted sum of at most two Dirac measures.
Hence, 2 points suffice.
For this purpose we introduce the concept of Tchebycheff systems in Section V.1. Let u0, ..., un, f
be continuous functions on [a, b], −∞ < a < b < ∞. The functions u0, ..., un are supposed to
be constraint functions for a measure optimization problem with payoff function f . If both
(u0, ..., un) and (u0, ..., un, f) form a Tchebycheff system over [a, b], then we can characterize the
unique function ς∗ (in general not a distribution function) maximizing
∫ b
a f(x)dς(x) among all
non-decreasing right-continuous functions ς of bounded total variation satisfying the constraints∫ b
a ui(x)dς(x) = ci, 0 ≤ i ≤ n for suitable c0, ..., cn ∈ R (Section V.1.6).
Since Tchebycheff systems are not so well-established in the literature on optimal stopping
problems, in Section V.1 we collect results from Chapter I and II of [38] that allow to identify ς∗
and provide detailed proofs based on [38]. In particular, after giving two equivalent formulations
of Tchebycheff systems in Section V.1.1, we show how to construct a function v =
∑n
i=0 aiui,
a0, ..., an ∈ R, with a prescribed set of zeros for a Tchebycheff system (u0, ..., un) in Section
V.1.2. In Section V.1.3 we characterize the set of all u-moments
( ∫ b
a ui(x)dς(x)
)
0≤i≤n, where ς is
non-decreasing, right-continuous and of bounded total variation, and identify the boundary and
interior points in terms of the index in Section V.1.4 and V.1.5. Finally, we characterize ς∗ in
Section V.1.6.
In Section V.2.1 we consider a one-dimensional regular continuous strong Markov process Y
with state space [a, b], −∞ < a < b <∞, and show that the functions u0(x) = 1, u1(x) = x and
u2(x) = qy(x), x ∈ [a, b], y ∈ (a, b), which describe the constraints in the measure optimization
problem of Chapter III, form a Tchebycheff system. Furthermore, we prove necessary and
sufficient conditions for the continuous payoff function f such that (u0, u1, u2, f) also constitutes a
Tchebycheff system. This allows us to consider only first exit times of intervals in the optimal
stopping problem with expectation constraint. We also describe how to deal with Markov processes
Y having non-compact support. In Section V.2.2 we illustrate our results for a Brownian motion
on [a, b] which is absorbed at a and b.
V.1 Tchebycheff Systems
This section introduces the concept of Tchebycheff systems over a compact interval and is based
on Chapter I and II of [38]. Let u0, u1, ..., un, f , n ∈ N, be continuous functions on the interval
[a, b], −∞ < a < b <∞. If (u0, u1, ..., un) and (u0, ..., un, f) constitute a Tchebycheff system, then
for suitable c = (c0, ..., cn) ∈ Rn+1 we can characterize the maximizer ς∗ of
∫ b
a f(x)ς(dx) over all
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Stieltjes measure functions ς satisfying the constraint
∫ b
a ui(x)ς(dx) = ci, 0 ≤ i ≤ n.
If n = 2, then the measure ν∗ associated to the maximizer ς∗ turns out to be a conical sum of
two Dirac measure and ν∗ does not depend on f .
Throughout this chapter let −∞ < a < b <∞.
Definition V.1.1. Let u0, ..., un : [a, b] → R be continuous functions, n ∈ N. The system
(ui)
n
i=0 = (u0, ..., un) constitutes a Tchebycheff system over [a, b] if the determinants
D
(
0 1 ... n
x0 x1 ... xn
)
:= det

u0(x0) u0(x1) ... u0(xn)
u1(x0) u1(x1) ... u1(xn)
...
...
...
un(x0) un(x1) ... un(xn)
 (V.1.1)
are either strictly positive whenever a ≤ x0 < x1 < ... < xn ≤ b or strictly negative for all
a ≤ x0 < x1 < ... < xn ≤ b.
Remark V.1.2. Note that Karlin and Studden in [38] only consider the case with strictly positive
determinant in (V.1.1), because whenever the determinant is strictly negative, we obtain a system
with strictly positive determinant by multiplying one function ui, 0 ≤ i ≤ n, with −1. Throughout
we examine the case of strictly positive as well as strictly negative determinant.
Example V.1.3. Let ui : [a, b]→ R, ui(x) = xi for 0 ≤ i ≤ n and n ∈ N. Then (ui)ni=0 forms a
Tchebycheff system over [a, b], because the determinant in (V.1.1) is given by the Vandermonde
determinant. More precisely,
D
(
0 1 ... n
x0 x1 ... xn
)
=
∏
0≤i<j≤n
(xj − xi) > 0
for all increasing sequences a ≤ x0 < x1 < ... < xn ≤ b.
V.1.1 Equivalent Formulations of Tchebycheff Systems
Here we prove equivalent formulations for Tchebycheff systems in terms of the zero set of linear
combinations of u0, ..., un. First we define u-polynomials.
Definition V.1.4. Let u0, u1, ..., un : [a, b] → R, n ∈ N. A function v : [a, b] → R defined by
v(x) =
∑n
i=0 aiui(x) with ai ∈ R, 0 ≤ i ≤ n, is called u-polynomial. We call a u-polynomial
non-trivial if
∑n
i=0 a
2
i > 0.
Note that if (ui)
n
i=0 is a Tchebycheff system, then the functions u0, u1, ..., un are linearly
independent and hence any u-polynomial v =
∑n
i=0 aiui is uniquely determined by the co-
efficients a0, a1, ..., an. Moreover, v is fully defined by its value at n + 1 distinct points
a ≤ x0 < x1 < ... < xn ≤ b, because a = (a0, a1, ..., an) is the unique solution of
v(x0)
v(x1)
...
v(xn)
 =

u0(x0) u1(x0) ... un(x0)
u0(x1) u1(x1) ... un(x1)
...
...
...
u0(xn) u1(xn) ... un(xn)


a0
a1
...
an
 . (V.1.2)
In particular, any non-trivial u-polynomial has at most n distinct zeros. Notice that a non-trivial
u-polynomial with n prescribed zeros x0 < x1 < ... < xn−1 in [a, b] is given by
v(x) = D
(
0 1 ... n− 1 n
x0 x1 ... xn−1 x
)
.
In the following we show that the reverse statement also holds true: Let (ui)
n
i=0 by a system
of continuous functions on [a, b] such that every non-trivial u-polynomial has at most n distinct
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zeros,then(ui)ni=0isaTchebycheﬀsystem.Firstnoticethatforasystem(ui)ni=0ofcontinuous
functionsandforanya≤x0<x1<..<xn≤bthedeterminantsD 0 1 .. nx0 x1 .. xn cannot
achievebothpositiveandnegativevalueswithoutvanishingforsome(xi)ni=0∈Rn+1.Assumethatthereexista≤x0<x1<..<xn≤bsuchthatthedeterminantin(V.1.1)vanishes.Thus,
thereexisttwodiﬀerentsolutionsa=(ai)ni=0,b=(bi)ni=0∈Rn+1of(V.1.2).Nowdeﬁne
v(x)=
n
i=0
(ai−bi)ui(x).
Thenvisanon-trivialu-polynomialwhichvanishesatthen+1diﬀerentpointsx0,x1,..,xn.
Thiscontradictstheassumptionthatanynon-trivialu-polynomialhasatmostndistinctzeros.
Asaconsequence,thedeterminantin(V.1.1)iseitherstrictlypositiveorstrictlynegativeand
thus,(ui)ni=0formsaTchebycheﬀsystem.
DeﬁnitionV.1.5. Letg:[a,b]→Rbeacontinuousfunction. WedenotebyZ(g)thenumberof
distinctzerosofg.
Summarizingthepreviousdiscussionweobtainthefolowinglemma.
Lemma V.1.6(TheoremI.4.1.in[38]).Letu0,u1,..,un:[a,b]→ Rbecontinuousfunctions,
n∈N.(ui)ni=0isaTchebycheﬀsystemover[a,b]ifandonlyifZ(v)≤nforeverynon-trivialu-polynomialv.
Takingintoaccountwhetherau-polynomialchangesitsignatazero,wecanalsocharacterize
aTchebycheﬀsystem.
DeﬁnitionV.1.7. Letg:[a,b]→ Rbeacontinuousfunction.Azerox0∈[a,b]ofgiscaled
isolatedifthereexistsε>0suchthatg(x)=0foral x∈[x0−ε,x0+ε]∩[a,b],x=x0. An
isolatedzerox0∈(a,b)iscalednonnodalzeroifthefunctiongdoesnotchangeitssignatx0.
Alotherzerosincludingzerosattheendpointsaandbarecalednodalzeros.DenotebyZ(g)
thenumberofzerosofg
z4   z6  ba    z0   z2
   z5  z1    z3 
 v
,wherenodalzerosarecountedonceandnonnodalzerostwice.
FigureV.1:ThezerosetofthefunctionvisgivenbyN={z0,z2,z4,z6,z7=b},wherez2andz4
arenonnodalzeroswhereasz0,z6andbarenodalzeros.IntheproofofLemmaV.1.8
weaddthepointsz1=z2−ε,z3=z2+εandz5=z4+εtoN.Hereitholdsthat
v(zi)≥0foreveniandv(zi)≤0foroddi.
ThenextlemmashowsthataTchebycheﬀsystemcanalsobecharacterizedbyZ.
Lemma V.1.8(TheoremI.4.2.in[38]).Letu0,u1,..,un:[a,b]→ Rbecontinuousfunctions,
n∈N.(ui)ni=0 constitutesaTchebycheﬀsystemover[a,b]ifandonlyifZ(v)≤nforeverynon-trivialu-polynomialv.
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Proof. First let Z˜(v) ≤ n for any non-trivial u-polynomial v. Observe that Z(v) ≤ Z˜(v), hence,
Theorem V.1.6 implies that (ui)
n
i=0 is a Tchebycheff system.
Now let (ui)
n
i=0 be a Tchebycheff system and assume on the contrary that Z˜(v) ≥ n+ 1 for a
non-trivial u-polynomial v. Denote by N = {x1, ..., xk}, a ≤ x1 < ... < xk ≤ b, the set of distinct
zeros of v in [a, b]. By Theorem V.1.6 it holds that Z(v) ≤ n and hence k ≤ n. Thus, v has at
least one nonnodal zero. Add the point xi + ε to N if xi is a nonnodal zero, 1 ≤ i ≤ k, and in
addition, add the point x` − ε for the first nonnodal zero x`. Choose ε > 0 sufficiently small such
that xi + ε < xi+1 for all 1 ≤ i ≤ k − 1, x` − ε > x`−1 if ` > 1 and that the additional points are
contained in [a, b]. Recall that a zero in a or b is a nodal zero and all nonnodal zeros are counted
twice for Z˜. Since for every nonnodal zero a point is added to N as well as an extra point for
the smallest nonnodal zero, the enlarged set N consists of at least n+ 2 points. Now arrange the
elements of N in increasing order and rename the first n+ 2 points as z0 < z1 < ... < zn+1. Then
the values v(zi) change their sign in the sense that v(zi) ≥ 0 for odd i and v(zi) ≤ 0 for even i or
vice versa, see Figure V.1 for an example. Let
B =

v(z0) v(z1) ... v(zn+1)
u0(z0) u0(z1) ... u0(zn+1)
...
...
...
un(z0) un(z1) ... un(zn+1)
 .
Then
0 = det(B) =
n+1∑
j=0
(−1)jv(zj)det(B1,j+1), (V.1.3)
where we expand the determinant along the first row and denote by B1,j the matrix arising from
B by deleting the first row and jth column of the matrix B. Since (ui)
n
i=0 is a Tchebycheff system
the determinants det(B1,j+1) are either strictly positive for all 0 ≤ j ≤ n+ 1 or strictly negative.
Thus, bj := (−1)jdet(B1,j+1), 0 ≤ j ≤ n+ 1, strictly alternates in sign. Using (V.1.3) we obtain
n+1∑
j=0
bjv(zj) = 0,
where either bjv(zj) ≥ 0 for all 0 ≤ j ≤ n+1 or every summand is less or equal to 0. Thus v(zj) = 0
for all 0 ≤ j ≤ n+ 1 and as a result v has at least n+ 2 different zeros. But this contradicts the
fact that Z(v) ≤ n by Theorem V.1.6. To sum up, we have shown that Z˜(v) ≤ n.
In the sequel (ui)
n
i=0, n ∈ N, always denotes a Tchebycheff system over [a, b].
V.1.2 u-Polynomials with a prescribed Zero Set
We construct non-negative u-polynomials with a prescribed set of zeros. For this purpose let
N = {x1, ..., xk} with a ≤ x1 < x2 < ... < xk ≤ b. To obtain a non-negative u-polynomial every
zero in N ∩ (a, b) has to be nonnodal. We assign a weight w˜(xi) to each xi ∈ N defined by
w˜(xi) =
{
2, xi ∈ N ∩ (a, b),
1, xi ∈ N ∩ {a, b}.
By Lemma V.1.8 a u-polynomial possessing exactly the zeros prescribed by the set N only exists
if
∑k
i=1 w˜(xi) ≤ n. Moreover, we have the following result.
Lemma V.1.9 (Theorem I.5.1.(a) in [38], based on Krein, [40]). Let (ui)
n
i=0, n ∈ N, be a
Tchebycheff system and let N = {x1, ..., xk} ⊆ [a, b], k ∈ N, with
∑k
i=1 w˜(xi) ≤ n.
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a) There exists a non-trivial non-negative u-polynomial w vanishing precisely at the points in N if
n is even and either a, b ∈ N or a, b /∈ N or if n is odd.
b) If n is even and exactly one of the endpoints a or b is contained in N , then there exists a
non-trivial non-negative u-polynomial w that vanishes at N and it may vanish at the other
endpoint as well.
Proof. We first examine the case when n = 2m + 1 for some m ≥ 0. Assume that N ⊆ (a, b).
Then
∑k
i=1 w˜(xi) = 2k ≤ n = 2m + 1 implies that k ≤ m. If k < m, we extend the sequence
(xi)
k
i=1 by the points a, x
′
1, ..., x
′
m−k satisfying xk < x
′
1 < x
′
2 < ... < x
′
m−k < b and we extend N by
a if k = m. In the following we focus on the case k < m. Similar arguments apply for k = m. Let
ε > 0 be sufficiently small such that the array
(
zi(ε)
)2m+1
i=1
consisting of the points
a, x1, x1 + ε, x2, x2 + ε, ... , xk, xk + ε, x
′
1, x
′
1 + ε, x
′
2, x
′
2 + ε, ... , x
′
m−k, x
′
m−k + ε
is in increasing order and x′m−k + ε < b. If the determinant in (V.1.1) is strictly positive, we define
the polynomial vε by
vε(x) = D
(
0 1 ... 2m 2m+ 1
z1(ε) z2(ε) ... z2m+1(ε) x
)
. (V.1.4)
Otherwise let
vε(x) = −D
(
0 1 ... 2m 2m+ 1
z1(ε) z2(ε) ... z2m+1(ε) x
)
. (V.1.5)
Since (ui)
n
i=0 forms a Tchebycheff systems, vε vanishes precisely on the set {zi(ε)}2m+1i=1 . By
Theorem V.1.8 we conclude that the zeros are nodal. Moreover, we have vε(x) > 0 for all
x > z2m+1(ε). As a consequence, we find that
vε(x) > 0 if x ∈
m⋃
i=1
(z2i−1, z2i) ∪ (z2m+1, b] . (V.1.6)
Expanding the determinant in (V.1.4) and (V.1.5), respectively, along the last column, we obtain
vε(x) =
n∑
i=0
ai(ε)ui(x)
with
∑n
i=0 a
2
i (ε) > 0. By multiplying with a suitable positive constant we can assume that∑n
i=0 a
2
i (ε) = 1. Choose a sequence (εk)k∈N with εk → 0 as k →∞ such that a(εk) :=
(
ai(εk)
)n
i=0
,
k ∈ N, converges to a ∈ Rn+1 with ∑ni=0 a2i = 1 for k → ∞. Denote by v the limiting
polynomial v(x) =
∑n
i=0 aiui(x). Then v is non-negative by (V.1.6) and vanishes at Nv :=
{a, x1, x2, ..., xk, x′1, x′2, ..., x′m−k}. Thus, the points xi, 1 ≤ i ≤ k and x′j , 1 ≤ j ≤ m − k, are
nonnodal zeros and by Theorem V.1.8 the set of all distinct zeros of v is precisely given by
Nv. Similarly, we construct a non-negative u-polynomial v˜ whose zero set is given by Nv˜ =
{x1, x2, ..., xk, x′′1, x′′2, ..., x′′m−k, b} with xk < x′′1 < .... < x′′m−k < b and Nv ∩ Nv˜ = N . Then
w = v + v˜ forms a non-negative u-polynomial with prescribed zero set N .
Now assume that a, b ∈ N , i.e. a = x1 < x2 < ... < xk−1 < xk = b. We conclude from∑n
i=1 w˜(xi) = 2k − 2 ≤ n = 2m+ 1 that k ≤ m+ 1. In contrast to the previous case, we add to
N the points x′1 < x′2 < ... < x′m−k+1 satisfying xk−1 < x′j < xk = b for all 1 ≤ j ≤ m− k + 1 if
k < m+ 1. If k = m+ 1, we do not change N = {x1, ..., xk}. For k < m+ 1 consider the array(
zi(ε)
)2m+1
i=1
given by
a = x1, x1 + ε, x2, x2 + ε, ... , xk−1, xk−1 + ε, x′1, x
′
1 + ε, ... , x
′
m−k+1, x
′
m−k+1 + ε, xk = b
for ε > 0 sufficiently small such that xj + ε < xj+1 for 1 ≤ j ≤ k− 2, xk−1 + ε < x′1, x′i + ε < x′i+1
for 1 ≤ i ≤ m− k and x′m−k+1 + ε < xk = b . Here we define vε by (V.1.5) if the determinant in
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(V.1.1) is strictly positive and by (V.1.4) if the determinant is strictly negative. The arguments
from the case a, b /∈ N imply the existence of a non-negative u-polynomial v with zero set
{x1 = a, x2, ..., xk−1, xk = b, x′1, ..., x′m−k+1} and a non-negative function v˜ vanishing at {x1 =
a, x2, ..., xk = b, x
′′
1, ..., x
′′
m−k+1} with xk−1 < x′′1 < ... < x′′m−k+1 < b and {x′i}m−k+1i=1 ∩{x′′j }m−k+1j=1 =
∅. Therefore, w := v + v˜ is a non-negative u-polynomial with zero set N . If k = m+ 1, then we
obtain w similarly.
If exactly one endpoint is contained in N , then k ≤ m+ 1. We add the points {x′j}m−k+1j=1 with
xk < x
′
1 < ... < x
′
m−k+1 < b if a ∈ N and k < m + 1 and xk−1 < x′1 < ... < x′m−k+1 < xk = b if
b ∈ N and k < m + 1. If k = m + 1, we add no point to N . Similar arguments as in the case
where no or both endpoints are contained in N show the existence of a non-negative u-polynomial
w with zero set N .
Finally, we turn to the case n = 2m, m ∈ N. If N ⊆ (a, b), we proceed as in the case
where n is odd and a, b /∈ N with the only difference that we do not add the point a or b in
the construction of v and v˜, respectively. If a, b ∈ N , we follow the reasoning for n = 2m + 1
and a, b ∈ N but we do not add the point x1 + ε = a + ε. If only one of the endpoints is
contained in N , then we also use the arguments from the case when n is odd and exactly one
endpoint is contained in N . We construct non-negative u-polynomials v and v˜ vanishing at
A := {x1, x2, ..., xk, x′1, x′2, ..., x′m−k} and A˜ := {x1, x2, ..., xk, x′′1, x′′2, ..., x′′m−k}, respectively, with
A ∩ A˜ = {x1, ..., xk}. Then Z˜(v), Z˜
(
v˜
) ≥ 2m− 1 = n− 1. In this case we cannot apply Lemma
V.1.6 to guarantee that the set of all distinct zeros of v and v˜ is given by A and A˜, respectively.
Since v and v˜ are non-negative, only the second endpoint can be an additional zero. Therefore, it
is possible that w = v + v˜ also vanishes at the second endpoint.
V.1.3 The Moment Space Mn+1
In the following we introduce the moment space Mn+1 associated to a Tchebycheff system (ui)ni=0,
n ∈ N. The moment space contains the u - moments ( ∫ ba ui(x)dς(x))ni=0 of a finite measure ν
on
(
R,B(R)) with Stieltjes measure function ς, i.e. ν((c, d]) = ς(d) − ς(c) for a ≤ c < d ≤ b
(see Theorem 1.1.2 in [24]). We set
∫ b
a g(x)dς(x) =
∫
[a,b] g(x)ν(dx) for a continuous and bounded
function g : R→ R. Note that we do not assume that ∫ ba 1 dς(x) = 1.
Definition V.1.10. The moment space Mn+1 associated to a Tchebycheff system (ui)ni=0 is given
by
Mn+1 =
{
c = (c0, ..., cn) ∈ Rn+1 : ∃ ς ∈ S such that ci =
∫ b
a
ui(x)dς(x) ∀ 0 ≤ i ≤ n
}
,
where S denotes the set of all non-decreasing right-continuous functions ς on R of bounded total
variation. If c ∈ Mn+1 and ς ∈ S such that ci =
∫ b
a ui(x)dς(x), 0 ≤ i ≤ n, then we say that ς
represents c.
Now we show properties of the moment space.
Lemma V.1.11 (Theorem II.1.1. in [38]). The moment space Mn+1 is a closed convex cone.
Proof. Let c,d ∈Mn+1 and ςc, ςd such that for all 0 ≤ i ≤ n
ci =
∫ b
a
ui(x)dς
c(x) and di =
∫ b
a
ui(x)dς
d(x).
For λ ∈ (0, 1) and all 0 ≤ i ≤ n we obtain
λci + (1− λ)di =
∫ b
a
λui(x)dς
c(x) +
∫ b
a
(1− λ)ui(x)dςd(x) =
∫ b
a
ui(x)dς˜(x),
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where ς˜(x) = λςc(x) + (1− λ)ςd(x). Since ς˜ ∈ S we conclude that Mn+1 is convex. For γ > 0 the
function γςc is also a non-decreasing right-continuous function of bounded total variation. Thus,
(
γci
)n
i=0
=
(∫ b
a
γui(x)dς
c(x)
)n
i=0
=
(∫ b
a
ui(x)d
(
γςc(x)
))n
i=0
∈Mn+1.
Hence, the moment space Mn+1 is a cone.
To prove that Mn+1 is closed, let (cm)m∈N be a sequence in Mn+1 which converges to c ∈ Rn+1
and denote by ςm, m ∈ N, a function in S representing cm. Let v(x) = ∑ni=0 aiui(x) be a strictly
positive u-polynomial. Choose N = ∅ in Theorem V.1.9 to guarantee the existence of v. The
boundedness of (cm)m∈N implies that there exists M ∈ (0,∞) such that for all m ∈ N we have
M ≥
n∑
i=0
aic
m
i =
n∑
i=0
(
ai
∫ b
a
ui(x)dς
m(x)
)
=
∫ b
a
v(x)dςm(x)
≥
(
min
a≤r≤b
v(r)
)∫ b
a
dςm(x) =
(
min
a≤r≤b
v(r)
)(
ςm(b)− ςm(a−)),
where ςm(a−) = limx↑a ςm(x). Since the function v is strictly positive and continuous, its minimal
value over [a, b] is strictly positive. Hence, the differences ςm(b)− ςm(a−), m ∈ N, are uniformly
bounded. Define
ςˆm(x) =

ςm(a−), x < a,
ςm(x), x ∈ [a, b]
ςm(b), x > b.
Then (ςˆm)m∈N is uniformly bounded and ςˆm represents cm, m ∈ N.
Recall Helly’s selection theorem (see e.g. Satz 4.16 in [25]) and the Helly-Bray theorem (see e.g.
Satz 4.14 in [25]):
Let (Fm)m∈N be a sequence in S which is uniformly bounded. Then there exist F ∈ S and a
subsequence (Fmk)k∈N such that for all continuity points x of F it holds that
lim
k→∞
Fmk(x) = F (x).
Furthermore, for all C(R) with compact support we have
lim
k→∞
∫
R
g(x)dFmk(x) =
∫
R
g(x)dF (x).
Hence, let ς ∈ S such that there exists a subsequence (ςˆmk)k∈N with limk→∞ ςˆmk(x) = ς(x)
for all continuity points of ς and limk→∞
∫
R
g(x)dςˆmk(x) =
∫
R
g(x)dς(x), where g ∈ C(R) with
compact support. Since ς has at most countably many points of discontinuity and it is increasing,
we conclude that ς is constant on (−∞, a) and [b,∞). Extend the functions ui, 0 ≤ i ≤ n, to
continuous functions gi on R with compact support K, in particular gi = ui on [a, b] and gi(x) = 0
for all x /∈ K. Then for all k ∈ N it holds that∫
R
gi(x)dςˆmk(x) =
∫ b
a
ui(x)dςˆmk(x),
∫
R
gi(x)dς(x) =
∫ b
a
ui(x)dς(x).
Therefore, we conclude that
ci = lim
k→∞
cmki = lim
k→∞
∫ b
a
ui(x)dςˆmk(x) = lim
k→∞
∫
R
gi(x)dςˆmk(x) =
∫
R
gi(x)dς(x) =
∫ b
a
ui(x)dς(x)
for all 0 ≤ i ≤ n. Hence, the moment space Mn+1 is closed.
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Remark V.1.12. The moment space Mn+1 is not contained in an n-dimensional hyperplane. To
see this, let x0, x1, ..., xn be n+ 1 distinct values in [a, b]. Since ς
j(x) = 1[xj ,b](x) ∈ S , 0 ≤ j ≤ n,
it holds that cj =
(
u0(xj), u1(xj), ..., un(xj)
) ∈Mn+1 and the Tchebycheff property implies that
(c0, ..., cn) are linearly independent.
In order to state a different characterization of the moment space we first introduce the smallest
convex cone containing a curve
(
u0(x), ..., un(x)
)
, a ≤ x ≤ b.
Definition V.1.13. Let Cn+1 be the curve in R
n+1 given by
Cn+1 =
{
γ(x) =
(
u0(x), u1(x), ..., un(x)
)
: a ≤ x ≤ b} .
Denote by C (Cn+1) the smallest convex cone containing Cn+1.
In Figure V.2 we provide an example for C2 and the smallest convex cone C (C2).
Lemma V.1.14. The convex cone C (Cn+1) is closed. Moreover, for every γ = (γ0, ..., γn) ∈
C (Cn+1) there exist λj ≥ 0 and a ≤ xj ≤ b, 1 ≤ j ≤ n+ 2, such that
γi =
n+2∑
j=1
λjui(xj), 0 ≤ i ≤ n.
Proof. Let
Γ =
{
γ = (γ0, ..., γn) ∈ Rn+1 : γi =
n+2∑
j=1
λjui(xj), 0 ≤ i ≤ n, λj ≥ 0, xj ∈ [a, b], 1 ≤ j ≤ n+ 2
}
.
First observe that every γ ∈ Γ is contained in the convex conical hull of Cn+1. Thus, Γ ⊆ C (Cn+1).
For the reverse inclusion recall Carathe´odory’s Theorem (see e.g. Theorem 17.1 in [57]): Every
element in the convex hull of a set A ⊆ Rn+1 can be written as a convex combination of at most
n+ 2 points of A. Therefore, we conclude that Γ = C (Cn+1).
In order to show that C (Cn+1) is closed, let (γm)m∈N be a sequence in C (Cn+1) which converges
to γ = (γi)
n
i=0 ∈ Rn+1 with respect to the Euclidean metric. For m ∈ N let λmj ≥ 0, 1 ≤ j ≤ n+ 2,
and a ≤ xm1 ≤ ... ≤ xmn+2 ≤ b such that
γmi =
n+2∑
j=1
λmj ui(x
m
j )
for all 0 ≤ i ≤ n. Define the function ςm : [a, b]→ R by
ςm(x) =
n+2∑
j=1
λmj 1[xmj ,b](x).
Then it holds that ςm ∈ S , m ∈ N, and
γmi =
∫ b
a
ui(x)dς
m(x), 0 ≤ i ≤ n.
Now we proceed as in the proof of Lemma V.1.11 to conclude that there exist ς ∈ S and a
subsequence (ςmk)k∈N with limk→∞ ςmk(x) = ς(x) for all continuity points of ς and
γi = lim
k→∞
γmki = lim
k→∞
∫ b
a
ui(x)dς
mk(x) =
∫ b
a
ui(x)dς(x) (V.1.7)
for all 0 ≤ i ≤ n. In addition, since ςmk is a non-negative step function with at most n+ 2 jumps,
ς can be represented by
ς(x) =
n+2∑
j=1
λj1[xj ,b](x)
for some λj ≥ 0 and a ≤ xj ≤ b, 1 ≤ j ≤ n + 2. Therefore, γ ∈ Γ and hence, Γ = C (Cn+1) is
closed.
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V.1.4 Boundary of Mn+1
So far we have seen that every element in Mn+1 can be written as a convex conical combination
of at most n+ 2 points of Mn+1. To characterize the boundary points of the moment space Mn+1
we introduce the notion of an index.
Definition V.1.16. The index I(c) of a point c ∈ Mn+1 is the minimal number of
points in Cn+1 that are used in a convex conical representation of c with the convention
that
(
u0(a), u1(a), ..., un(a)
)
and
(
u0(b), u1(b), ..., un(b)
)
are counted as half points whereas(
u0(x), u1(x), ..., un(x)
)
with a < x < b is counted as 1.
Now we characterize the boundary ∂Mn+1 of the moment space Mn+1 in terms of the index.
Theorem V.1.17 (Theorem II.2.1. in [38]). A point c0 ∈Mn+1, c0 6= 0, is a boundary point of
Mn+1 if and only if I(c0) < n+12 . Moreover, for every boundary point c0 there exists a uniquely
defined p ≤ n+22 and unique λj > 0 and a ≤ xj ≤ b, 1 ≤ j ≤ p such that
c0i =
p∑
j=1
λjui(xj) (V.1.11)
for all 0 ≤ i ≤ n.
Proof. Let c0 ∈Mn+1, c0 6= 0, with I(c0) < n+12 . We prove that c0 is a boundary point of Mn+1.
Let c0 be represented by
c0i =
p∑
j=1
λjui(xj),
where p ≤ n+22 , λj > 0 and a ≤ xj ≤ b for 1 ≤ j ≤ p. Let N = {x1, ..., xp} and note that
I(c0) < n+12 implies that p ≤ n2 if a, b /∈ N , p ≤ n+22 if a, b ∈ N and p ≤ n+12 if exactly one of
the endpoints is contained in N . By Theorem V.1.9 there exists a non-negative u-polynomial
v0(x) =
∑n
i=0 aiui(x), a0, ..., an ∈ R, vanishing precisely at N or v0 may vanishes at N ∪ {a, b} if
n is even and exactly one endpoint is contained in N . Moreover, we have
n∑
i=0
aic
0
i =
n∑
i=0
ai
p∑
j=1
λjui(xj) =
p∑
j=1
λj
n∑
i=0
aiui(xj) =
p∑
j=0
λjv
0(xj) = 0,
because the zero set of v0 contains {x1, ..., xp}. For c ∈Mn+1 and a function ςc representing c we
obtain
n∑
i=0
aici =
n∑
i=0
ai
∫ b
a
ui(x)dς
c(x) =
∫ b
a
(
n∑
i=0
aiui(x)
)
dςc(x) =
∫ b
a
v0(x)dςc(x) ≥ 0,
because v0 is non-negative. Hence, (ai)
n
i=0 determines a supporting hyperplane to Mn+1 at c
0, i.e.
n∑
i=0
aic
0
i = 0 and
n∑
i=0
aici ≥ 0 ∀ c ∈Mn+1.
Then we deduce from Lemma A.4.1 in Appendix A.4 that c0 is a boundary point of Mn+1.
Let c0 ∈ ∂Mn+1 ⊆ Mn+1, c0 6= 0. We show that I(c0) < n+12 . Since Mn+1 is convex, there
exists a supporting hyperplane to Mn+1 at c0, i.e. there exist a = (ai)ni=0 ∈ Rn+1 \ {0} such that
n∑
i=0
aic
0
i + d = 0 and
n∑
i=0
aici + d ≥ 0 for all c ∈Mn+1. (V.1.12)
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Since c = (0, 0, ..., 0) ∈Mn+1 we obtain that d ≥ 0 by (V.1.12). Assume that d > 0. For every
λ > 0 the point λc0 is contained in Mn+1. Thus, (V.1.12) implies
0 ≤
n∑
i=0
λaic
0
i + d = λ
n∑
i=0
aic
0
i + d = (1− λ)d < 0
for all λ > 1. Hence, d = 0 and (V.1.12) simplifies to
n∑
i=0
aic
0
i = 0 and
n∑
i=0
aici ≥ 0 ∀ c ∈Mn+1. (V.1.13)
Now let v0(x) =
∑n
i=0 aiui(x) and let ς
0 ∈ S represent c0. Integrating v0 with respect to ς0
combined with (V.1.13) yields∫ b
a
v0(x)dς0(x) =
n∑
i=0
ai
(∫ b
a
ui(x)dς
0(x)
)
=
n∑
i=0
aic
0
i = 0.
Moreover, for every a ≤ x ≤ b the point cx = (u0(x), u1(x), ..., un(x)) is contained in Mn+1.
Hence, (V.1.13) entails that
v0(x) =
n∑
i=0
aiui(x) =
n∑
i=0
aic
x
i ≥ 0, x ∈ [a, b].
As a consequence, the set of all points where ς0 is strictly increasing is contained in the zero set
Nv0 of v0, which is a finite set by Theorem V.1.6. Hence, the function ς0 is constant except at
finitely many points x1, ..., xp ∈ Nv0 with p ≤ Z(v0) ≤ n. This implies that there exist λj > 0,
1 ≤ j ≤ p, such that c0i =
∑p
j=1 λjui(xj), 0 ≤ i ≤ n. The index of c0 satisfies I(c0) ≤ p ≤ n.
To determine I(c0) more accurately, note that all interior zeros of v0, i.e. all zeros in (a, b), are
nonnodal because v0 ≥ 0. Recall that Z˜(v) ≤ n by Theorem V.1.8. Hence, we investigate the
following three cases:
1. If v0(a), v0(b) > 0, then I(c0) = p ≤ Z(v0) = Z˜(v0)2 ≤ n2 .
2. If v0(a) = 0 = v0(b), then the number of interior zeros is at most n−22 and, hence, I(c0) ≤
1
2 +
n−2
2 +
1
2 =
n
2 . In addition, it holds that p ≤ n+22 .
3. Finally, if v0 vanishes at one end point and is strictly positive at the other one, then there are
at most n−12 interior zeros and the index satisfies I(c0) ≤ 12 + n−12 = n2 and hence, p ≤ n+12 .
To sum up, c0 is a boundary point of Mn+1 if and only if I(c0) ≤ n2 .
Now we show that any representation of c0 of the type (V.1.11) is unique. We extend the set Nv0
of all roots of v0 by additional points such that it contains exactly n+1 elements z0 < z1 < ... < zn.
Since the determinant D
(
0 1 ... n
z0 z1 ... zn
)
is different from 0, the coefficients λ1, ..., λp in (V.1.11)
are uniquely determined by c0. More precisely,
c0 =

u0(z0) u0(z1) ... u0(zn)
u1(z0) u1(z1) ... u1(zn)
...
...
...
u0(z0) u0(z1) ... un(zn)


λ˜0
λ˜1
...
λ˜n

has a unique solution (λ˜0, ..., λ˜n). Thus, we have shown that for a given supporting hyperplane
to Mn+1 at c0 there exists a unique representation of c0 given by (V.1.11). For fixed x1, ..., xp
the weights λ1, ..., λp are unique. Keep in mind that the points x1, ..., xp arise from the chosen
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supporting hyperplane which is in general not unique. To verify that x1, ..., xp are also unique,
assume that there exists b = (bi)
n
i=0 ∈ Rn+1, b 6= 0, b 6= a, such that
n∑
i=0
bic
0
i = 0 and
n∑
i=0
bici ≥ 0 ∀ c ∈Mn+1.
Let w0(x) =
∑n
i=0 biui(x). Using the same arguments as for v
0 we deduce that the set of all points
where ς0 is strictly increasing is contained in the zero set Nw0 of w0. Note that N˜ := Nv0 ∩Nw0
is non-empty, because ς0 represents c0 6= 0 and hence, has at least one point of increase. Denote
by ` ≤ min{Z(v0), Z(w0)} ≤ n the number of elements in N˜ . Since the weights (λj)pj=1 in a
representation c0i =
∑p
j=1 λjui(zj) with λj ≥ 0 and zj ∈ N˜ are uniquely defined, it follows that
for every boundary point c0 there exists precisely one representation. This representation is given
by (V.1.11) with p ≤ n2 if a, b /∈ N˜ , p ≤ n+22 if a, b ∈ N˜ and p ≤ n+22 if exactly one endpoint is
contained in N˜ .
V.1.5 Interior of Mn+1
Next we focus on a characterization of the interior of Mn+1 and introduce the concept of the roots
and the index of a representation.
Definition V.1.18. Let c ∈Mn+1 be given by
ci =
p∑
j=1
λjui(xj), 0 ≤ i ≤ n, (V.1.14)
where λj > 0, a ≤ xj ≤ b, 1 ≤ j ≤ p. We call the right-hand side of (V.1.14) a representation
of c and {xj}pj=1 the roots of the representation (V.1.14). Furthermore, we say that c involves
x1, ..., xp and we always assume that x1 < x2 < ... < xp. The function ς
c given by
ςc(x) =
p∑
j=1
λj1[xj ,b](x)
is called the (associated) measure of the representation (V.1.14). The index of a finite set N ⊆ [a, b]
is defined as the number of elements in N with the convention that interior points are counted as
one and the endpoints a and b as one half. The index of the representation (V.1.14) is the index
of its set of roots in the representation and the index of an associated measure is also the index of
its roots in the representation (V.1.14).
In the following we will emphasize whether we focus on the index of a point c ∈ Mn+1
(see Definition V.1.16) or the index of a representation as given in Definition V.1.18.
The following theorem shows that for any interior point of Mn+1 and any x∗ ∈ [a, b] there exists
a representation of index n+12 or
n+2
2 such that x
∗ is a root of this representation. Recall that this
is in contrast to the boundary points of Mn+1 for which the representation is unique by Theorem
V.1.17.
Theorem V.1.19 (Theorem II.3.1. in [38]). Let c0 ∈ int (Mn+1) and x∗ ∈ [a, b]. Then there
exists a representation of c0 of index n+12 or
n+2
2 which involves the point x
∗. More precisely, there
exist a set {x1, ..., xp} of index n+12 or n+22 with x∗ ∈ {x1, ..., xp} and λj > 0, 1 ≤ j ≤ p, such that
c0i =
p∑
j=1
λjui(xj), 0 ≤ i ≤ n.
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for x∗ = a the index of the point c˜, which is constructed in the proof of Theorem V.1.19, satisfies
I(c˜) = n2 = m and a is not contained in any representation index n2 . Hence, the endpoint b cannot
be involved in a representation of c˜ because otherwise the index is not an integer. To sum up, if
x∗ ∈ {a, b}, then the index of the representation (V.1.15) for c0 equals n+12 and involves exactly
one endpoint a or b. Thus, we can specify two different principal representations for c0 with roots
a = x∗1 < x
∗
2 < ... < x
∗
m+1 < b and z
∗
1 < z
∗
2 < ... < z
∗
m < z
∗
m+1 = b (V.1.16)
for the lower and upper principal representation, respectively. Now consider the case n = 2m+ 1.
If we prescribe x∗ = a, then by using the arguments from the proof of Theorem V.1.19 we obtain
a principal representation of c0 which also involves the point b, because I(c˜) = m + 12 . Hence,
(V.1.15) is an upper principal representation for c0 with roots
a = z∗1 < z
∗
2 < ... < z
∗
m+1 < z
∗
m+2 = b. (V.1.17)
To construct a lower principal representation for c0, consider a segment of the curve Cn+1 given by
Cn+1(d) =
{
γ(x) =
(
u0(x), u1(x), ..., un(x)
)
: d ≤ x ≤ b}, d ∈ (a, b], and the convex conical hull
Mn+1(d) of the segment Cn+1(d). We claim that there exists d′ ∈ (a, b] such that c0 ∈ ∂Mn+1(d′).
Otherwise we can decompose the open interval (a, b) into two disjoint non-empty open sets A1
and A2 with A1 =
{
d ∈ (a, b) : c0 ∈ int(Mn+1(d))} and A2 = {d ∈ (a, b) : c0 /∈ Mn+1(d)}. But
this contradicts the fact that (a, b) is connected. Therefore, we have c0 ∈ ∂Mn+1(d′) for some
d′ ∈ (a, b]. By Theorem V.1.17 there exists a unique representation of c0 relative to [d′, b] whose
roots are restricted to the interval [d′, b] and the representation has index I|[d′,b](c0) ≤ n2 = m+ 12 .
On the other hand c0 ∈ int (Mn+1) and hence, I(c0) ≥ n+12 = m+ 1. Therefore, we conclude that
b is not involved in the representation of c0 but d′. This implies that neither a is involved in the
lower representation. Relative to [a, b], the representation of c0 has index n+12 and its roots are
given by
a < x∗1 < x
∗
2 < ... < x
∗
m+1 < b. (V.1.18)
So far we have proven the existence of at least two different principal representations for c0.
In the following we show that these are the only principal representations and that their roots
interlace, i.e.
a = x∗1 < z
∗
1 < x
∗
2 < z
∗
2 < ... < x
∗
m+1 < z
∗
m+1 = b, if n = 2m,
a = z∗1 < x
∗
1 < z
∗
2 < x
∗
2... < z
∗
m+1 < x
∗
m+1 < z
∗
m+2 = b, if n = 2m+ 1.
Lemma V.1.21 (Lemma II.3.1. in [38]). Let c0 ∈ int (Mn+1) and let ς, ςˆ ∈ S be two different
measures satisfying
∫ b
a ui(x)dς(x) = c
0
i =
∫ b
a ui(x)dςˆ(x), 0 ≤ i ≤ n. Assume that ς is canonical,
i.e. ς has index n+12 or
n+2
2 . Then for any pair of interior roots xj < xk of ς there exists a point
of increase of ςˆ in (xj , xk). If ς is principal, this remains true if xj = a or xk = b.
Proof. Let xj and xj+1 be two consecutive roots of ς. Since ς is canonical, it has index
n+1
2 or
n+2
2 .
In the second case we require that xj and xj+1 are interior roots (because otherwise we cannot
guarantee that the function v used below exists) whereas we also allow for xj = a or xj+1 = b if ς
is principal. Assume that ςˆ concentrates no mass inside (xj , xj+1). Using similar arguments as in
the proof of Theorem V.1.9 we construct a non-trivial u-polynomial v with v(x) =
∑n
i=0 aiui(x)
satisfying
v(x)
{
≥ 0, x /∈ [xj , xj+1],
< 0, x ∈ (xj , xj+1),
(V.1.19)
and v vanishes at the roots of ς and in (a, b) it has no other zeros. In contrast to the proof of
Theorem V.1.9, we add slightly modified points to obtain a polynomial satisfying (V.1.19). Then
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xj and xj+1 are nodal zeros and we have
0 =
n∑
i=0
ai
(∫ b
a
ui(x)dςˆ(x)−
∫ b
a
ui(x)dς(x)
)
=
∫ b
a
v(x)dςˆ(x)−
∫ b
a
u(x)dς(x)
=
∫ b
a
v(x)dςˆ(x).
The last equality follows from the fact that v equals zero at the roots of ς, i.e. at the points where
ς has positive mass. Since ςˆ has no mass inside the interval (xj , xj+1) by assumption and since
the function v is non-negative on [a, xj ] ∪ [xj+1, b] we conclude that
0 =
∫ b
a
v(x)dςˆ(x) =
∫ xj
a
v(x)dςˆ(x) +
∫ b
xj+1
v(x)dςˆ(x) ≥ 0.
Therefore, ςˆ is constant on {x ∈ [a, b] : v(x) 6= 0}. This implies that ςˆ can only increase at the zero
set Nv of v. Recall that Z(v) ≤ n by Theorem V.1.6. Thus, ςˆ can be represented with less than
n+ 1 roots, i.e.
ςˆ(x) =
n−1∑
j=0
λj1[zj ,b](x),
where λj ≥ 0, 0 ≤ j ≤ n − 1, and a ≤ z0 < z1 < ... < zn−1 ≤ b. This implies that c0i =∑n−1
i=0 λjui(zj) for all 0 ≤ i ≤ n. On the other hand, we have c0i =
∫ b
a ui(x)dς(x) =
∑p
j=1 βjui(xj)
with βj > 0 for 1 ≤ j ≤ p, where p has to be determined such that the index of {x1, ..., xp} equals
the index of ς. Note that {x1, x2, ..., xp} ⊆ {z0, z1, ..., zn−1}. Let zn ∈ [a, b]\{z0, ..., zn−1}. Then
c0 =

u0(z0) u0(z1) ... u0(zn)
u1(z0) u1(z1) ... u1(zn)
...
...
...
un(z0) un(z1) ... un(zn)


ρ0
ρ1
...
ρn

has a unique solution and hence, ς and ςˆ coincide. As a result ςˆ has mass inside the interval
(xj , xj+1).
Corollary V.1.22 (Corollary II.3.1. in [38]). For each c0 ∈ int (Mn+1) there exist precisely two
principal representations. The roots of these representations strictly interlace.
Proof. We have already shown that there exist an upper and a lower principal representation for
every c0 ∈ int (Mn+1) whose roots interlace by Lemma V.1.21. We denote the measure associated
to the lower principal representation in (V.1.16) and (V.1.18), respectively, by ς. Assume that
there exists another principal representation with associated measure ς which differs from the
principal representations given in (V.1.16) and (V.1.18), respectively. If n = 2m + 1 and ς has
m+ 1 interior roots a < x′1 < ... < x′m+1 < b, these roots have to interlace with those in (V.1.18).
Without loss of generality assume that x′1 < x∗1. Using the proof of Theorem V.1.9 we construct a
non-trivial u-polynomial v with nonnodal zeros at x′j for 2 ≤ j ≤ m+ 1 and a nodal zero at x′1.
Then it holds that v(x) ≥ 0 for x ≥ x′1 and v(x∗j ) > 0 for 1 ≤ j ≤ m + 1. Thus, we obtain the
following contradiction
0 =
∫ b
a
v(x)dς(x)−
∫ b
a
v(x)dς(x) =
∫ b
a
v(x)dς(x) > 0.
In all other cases the roots of ς involve at least one of the endpoints a or b. For odd n both
endpoints are involved in the roots of an upper principal representation whereas for even n either
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the point a or b is involved in the roots of an lower and upper principal representation, respectively.
Hence, the representations ς and the principal representation with roots given by (V.1.16) or
(V.1.17) have at least one common root. This contradicts Lemma V.1.21.
We denote the measures associated to the unique upper and lower principal representation by ς
and ς, respectively.
V.1.6 A Measure Optimization Problem
In the following we extend the Tchebycheff system (ui)
n
i=0 by a continuous function f : [a, b]→ R
such that the extended system (u0, ..., un, f) still constitutes a Tchebycheff system. Denote by
Mn+2 the moment space associated to u0, ..., un, un+1 = f . For a fixed c0 ∈ int(Mn+1) we aim at
maximizing and minimizing
∫ b
a f(x)dς(x) over all ς ∈ S representing c0.
Definition V.1.23. Let c0 ∈ int (Mn+1).
1. We denote by R(c0) the set of all measures ς ∈ S representing c0. More precisely,
R(c0) =
{
ς ∈ S : c0i =
∫ b
a
ui(x)dς(x) ∀ 0 ≤ i ≤ n
}
.
2. The values of f integrated with respect to a measure ς ∈ R(c0) are given by
J(c0) =
{∫ b
a
f(x)dς(x) : ς ∈ R(c0)
}
.
We now show that for c0 ∈ int(Mn+1) the set J(c0) is a compact interval.
Lemma V.1.24. Let c0 ∈ int(Mn+1). Then there exist γ, γ ∈ R, γ ≤ γ, such that J(c0) = [γ, γ].
Proof. Let c0 ∈ int(Mn+1). First observe that J(c0) is convex, because R(c0) is convex. Moreover,
J(c0) is bounded: Let v(x) =
∑n
i=0 aiui(x), a0, ..., an ∈ R be strictly positive. For every ς ∈ R(c0)
it holds that
∫ b
a 1 dς(x) ≤
∑n
i=0 aic
0
i /mina≤r≤b v(r). Since f is continuous on [a, b] it follows that∫ b
a f(x)dς(x) is uniformly bounded. As a consequence, J(c
0) is bounded. It remains to show that
J(c0) is closed. Let (γn)n∈N be a sequence in J(c0) such that γn → γ ∈ R as n → ∞. Denote
by ςn the functions in R(c
0) with γn =
∫ b
a f(x)dςn(x). Similar to the proof of Lemma V.1.11 we
conclude that there exist a subsequence (ςnk)k∈N and ς ∈ S such that∫ b
a
ui(x)dς(x) = lim
k→∞
∫ b
a
ui(x)dςnk(x) = c
0
i ,∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dςnk(x) = lim
k→∞
γnk = γ.
Hence, ς ∈ R(c0) and thus, γ ∈ J(c0). To summarize, J(c0) = [γ, γ] for some γ, γ ∈ R, γ ≤ γ.
Observe that the points c =
(
c00, c
0
1, ..., c
0
n, γ
)
and c =
(
c00, c
0
1, ..., c
0
n, γ
)
are boundary points of
Mn+2. Hence, for each of these boundary points there exists a unique representation of index
I(c), I(c) ≤ n+12 by Theorem V.1.17. Since c0 ∈ int (Mn+1) the index of these representations
equals n+12 . There exists exactly two different representations ς and ς of index
n+1
2 for c
0 by
Corollary V.1.22. Now we show that
∫ b
a f(x)dς(x) 6=
∫ b
a f(x)dς(x), which implies that J(c
0) does
not degenerate to a point. Since the representations of ς and ς have index n+12 and we have seen
that the endpoints a and b are included in the common roots of the representations, there are n
interior roots. Thus, we obtain
ς(x) =
p∑
k=0
αk1[x∗k,b](x), ς(x) =
n−p∑
`=0
β`1[z∗` ,b](x),
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where αk, β` > 0, a ≤ x∗k ≤ b, a ≤ z∗` ≤ b for 0 ≤ k ≤ p, 0 ≤ ` ≤ n− p, with p such that the index
of the representation ς equals n+12 . Furthermore, we assume that the roots {x∗k}pk=0 and {z∗` }n−p`=0
are strictly increasing. By Lemma V.1.21 the roots {x∗k}pk=0 and {z∗` }n−p`=0 strictly interlace. In
addition, the following equality holds true
p∑
k=0
αkui(x
∗
k) =
∫ b
a
ui(x)dς(x) = c
0
i =
∫ b
a
ui(x)dς(x) =
n−p∑
`=0
β`ui(z
∗
` ) (V.1.20)
for all 0 ≤ i ≤ n and we have∫ b
a
f(x)dς(x) =
p∑
k=0
αkf(x
∗
k),
∫ b
a
f(x)dς(x) =
n−p∑
`=0
β`f(z
∗
` ).
Denote by {rm}n+1m=0, a = r0 < r1 < ... < rn < rn+1 = b the ordered set of the common roots of ς
and ς and let {ρm}n+1m=0 be the corresponding coefficients, i.e.
ρm =
{
αk, if rm = x
∗
k for some 0 ≤ k ≤ p,
β`, if rm = z
∗
` for some 0 ≤ ` ≤ n− p.
Now assume that
p∑
k=0
αkf(x
∗
k) =
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dς(x) =
n−p∑
`=0
β`f(z
∗
` ). (V.1.21)
Since the extended system (u0, ..., un, f) is a Tchebycheff system, it follows by (V.1.20) and (V.1.21)
that
0 <
(
n+1∏
m=0
ρm
)
D
(
0 1 ... n+ 1
r0 r1 ... rn+1
)
= det

ρ0u0(r0) ρ1u0(r1) ... ρn+1u0(rn+1)
ρ0u1(r0) ρ1u1(r1) ... ρn+1u1(rn+1)
...
...
...
ρ0un(r0) ρ1un(r1) ... ρn+1un(rn+1)
ρ0f(r0) ρ1f(r1) ... ρn+1f(rn+1)

= det

∑n+1
m=1 ρ˜mu0(rm) ρ1u0(r1) ... ρn+1u0(rn+1)∑n+1
m=1 ρ˜mu1(rm) ρ1u1(r1) ... ρn+1u1(rn+1)
...
...
...∑n+1
m=1 ρ˜mun(rm) ρ1un(r1) ... ρn+1un(rn+1)∑n+1
m=1 ρ˜mf(rm) ρ1f(r1) ... ρn+1f(rn+1)

= 0,
where we set
ρ˜m =
{
αk, if rm = x
∗
k, 0 ≤ k ≤ p,
−β`, if rm = z∗` , 0 ≤ ` ≤ n− p,
if ρ0 = α0 and
ρ˜m =
{
−αk, if rm = x∗k, 0 ≤ k ≤ p,
β`, if rm = z
∗
` , 0 ≤ ` ≤ n− p,
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if ρ0 = β0. To summarize, J(c
0) is not degenerated and c 6= c. Now we show that
sup
ς∈R(c0)
∫ b
a
f(x)dς(x) = γ =
∫ b
a
f(x)dς(x),
inf
ς∈R(c0)
∫ b
a
f(x)dς(x) = γ =
∫ b
a
f(x)dς(x)
if the determinants D
(
0 1 ... n
x0 x1 ... xn
)
and D
(
0 1 ... n+ 1
z0 z1 ... zn+1
)
have the same sign for
a ≤ x0 < ... < xm ≤ b, a ≤ z0 < ... < zn < zn+1 ≤ b and
sup
ς∈R(c0)
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dς(x), inf
ς∈R(c0)
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dς(x),
otherwise. Let {(z∗` , β`)}p`=0 and {(x∗k, αk)}qk=0 be the roots and corresponding weights involved in
the unique representation of c and c, respectively. Recall that these representations are principal
for c0 and that the roots {x∗k}qk=0 and {z∗` }p`=0 strictly interlace by Corollary V.1.22. Moreover,
the set of common roots {r∗m}n+1m=0 = {x∗k}qk=0 ∪ {z∗` }p`=0 contains n+ 2 distinct points. We assume
that a = r∗0 < r∗1 < ... < r∗n < r∗n+1 = b. Similar to (V.1.20) we obtain for all 0 ≤ i ≤ n that
0 =
p∑
`=0
β`ui(z
∗
` )−
q∑
k=0
αkui(x
∗
k),
0 < γ − γ =
p∑
`=0
β`f(z
∗
` )−
q∑
k=0
αkf(x
∗
k).
(V.1.22)
Let {ρm}n+1m=0 be the corresponding weights for {r∗m}n+1m=0, where ρm = β` if rm = z∗` for some
0 ≤ ` ≤ p and ρm = −αk if rm = x∗k for some 0 ≤ k ≤ q. Thus, (V.1.22) can be rewritten as
u0
(
r∗0
)
u0
(
r∗1
)
... u0
(
r∗n+1
)
u1
(
r∗0
)
u1
(
r∗1
)
... u1
(
r∗n+1
)
...
...
...
un
(
r∗0
)
un
(
r∗1
)
... un
(
r∗n+1
)
f
(
r∗0
)
f
(
r∗1
)
... f
(
r∗n+1
)


ρ0
ρ1
...
ρn
ρn+1

=

0
0
...
0
γ − γ

.
Cramer’s Rule implies that
ρn+1 =
det

u0
(
r∗0
)
u0
(
r∗1
)
... u0
(
r∗n
)
0
u1
(
r∗0
)
u1
(
r∗1
)
... u1
(
r∗n
)
0
...
...
...
...
un
(
r∗0
)
un
(
r∗1
)
... un
(
r∗n
)
0
f
(
r∗0
)
f
(
r∗1
)
... f
(
r∗n
)
γ − γ

D
(
0 1 ... n n+ 1
r∗0 r∗1 ... r∗n r∗n+1
) = (γ − γ) D
(
0 1 ... n
r∗0 r∗1 ... r∗n
)
D
(
0 1 ... n n+ 1
r∗0 r∗1 ... r∗n r∗n+1
) ,
which is strictly positive if the sign of determinants coincide and strictly negative otherwise. In
the first case, this implies that ρn+1 = βp and hence z
∗
p = b whereas we find that x
∗
q = b in the
second case.
To summarize, we have shown the following Theorem.
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Theorem V.1.25 (based on Theorem III.1.1. in [38]). Let u0, ..., un, f : [a, b]→ R be continuous
functions and assume that (ui)
n
i=0 and (u0, ..., un, f), are Tchebycheff systems. Let c
0 ∈ int (Mn+1)
and denote by ς and ς the measures corresponding to the upper and lower principal representation
of c0, respectively.
1. If the determinants D
(
0 1 ... n
x0 x1 ... xn
)
and D
(
0 1 ... n+ 1
z0 z1 ... zn+1
)
are either both strictly
positive or strictly negative for all a ≤ x0 < x1 < ... < xn ≤ b and a ≤ z0 < z1 < ... < zn+1 ≤ b,
then
sup
ς∈R(c0)
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dς(x),
inf
ς∈R(c0)
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dς(x).
(V.1.23)
Moreover, ς and ς are the unique optimal measures.
2. If D
(
0 1 ... n
x0 x1 ... xn
)
· D
(
0 1 ... n+ 1
z0 z1 ... zn+1
)
< 0 with a ≤ x0 < x1 < ... < xn ≤ b and
a ≤ z0 < z1 < ... < zn+1 ≤ b, then
sup
ς∈R(c0)
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dς(x),
inf
ς∈R(c0)
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dς(x).
(V.1.24)
The maximum and minimum is uniquely attained by ς and ς, respectively.
Remark V.1.26. It is remarkable that if (ui)
n
i=0 and (u0, ..., un, f) are Tchebycheff systems, the
maximizing and minimizing measures in (V.1.23) and (V.1.24), respectively, are independent of
the function f .
Remark V.1.27. If c0 ∈ ∂Mn+1, then it admits a unique representation by Theorem V.1.17.
Thus, the set R(c0) consists of precisely one element ςˆ. In particular,
sup
ς∈R(c0)
∫ b
a
f(x)dς(x) = inf
ς∈R(c0)
∫ b
a
f(x)dς(x) =
∫ b
a
f(x)dςˆ(x).
V.2 Optimal Stopping Problems and Tchebycheff Systems
We consider a one-dimensional regular continuous strong Markov process (Yt)t∈[0,∞) as defined in
Chapter III and assume that all conditions of Chapter III are satisfied. The interior of the state
space J is given by (a, b), −∞ ≤ a < b ≤ ∞. We consider the optimal stopping problem
V (T, y) = sup
τ∈S(T,y)
Ey[f(Yτ )], (V.2.1)
where S(T, y) denotes the set of all (Ft)-stopping times τ with Ey[τ ] ≤ T and f : J → R is
continuous. Theorem III.2.2 ensures that the stopping problem (V.2.1) is equivalent to the
measure optimization problem
V (T, y) = sup
µ∈A(T,y)
∫
R
f(x)µ(dx). (V.2.2)
We derive sufficient conditions for f guaranteeing that a reduction in (V.2.2) to the set A2(T, y)
is possible, where A2(T, y) consists of all measures µ ∈ A(T, y) that are weighted sums of at most
2 Dirac measures.
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Firstly, we focus on processes with state space J = [a, b], −∞ < a < b < ∞. In particular,
Y is a martingale and A(T, y) = {µ ∈M1 : ∫
R
xµ(dx) = y,
∫
R
qy(x)µ(dx) ≤ T
}
. We show that
a reduction in (V.2.2) to the set A2(T, y) is possible if the functions u0(x) = 1, u1(x) = x,
u2(x) = qy(x) and f form a Tchebycheff system over [a, b]. In particular, we can restrict the
stopping times in (V.2.1) to those stopping times τ ∈ S(T, y) such that the law of Yτ is a weighted
sum of at most 2 Dirac measures, i.e. τ is the first exit time of an interval.
For this purpose, let
A=(S, y) =
{
µ ∈M1([a, b]) : ∫
R
xµ(dx) = y,
∫
R
qy(x)µ(dx) = S
}
,
where y ∈ (a, b) and S ∈ [0,∞). Define the auxiliary measure optimization problem
U˜(S, y) = sup
µ∈A=(S,y)
∫
R
f(x)µ(dx) (V.2.3)
with the convention that sup ∅ = −∞. Observe that A(T, y) = ⋃S∈[0,T ]A=(S, y), because all
measures in A(T, y) are centered around y. Thus,
V (T, y) = sup
S∈[0,T ]
U˜(S, y).
Hence, in order to show that we can confine to the set A2(T, y) in (V.2.2), it is sufficient to show
that for all S ∈ [0, T ] the supremum in (V.2.3) is attained by a measure in A=(S, y) which is a
weighted sum of at most 2 Dirac measures.
Remark V.2.1.
a) The set A=(S, y) coincides with the set of all probability measures that can be embedded into
Y under Py with a minimal stopping time τ satisfying Ey[τ ] = S.
b) It holds that A=(S, y) = ∅ for all S > b−yb−aqy(a) + y−ab−a qy(b) = Ey[τa,b]. In particular,
V (T, y) = V
(
b− y
b− aqy(a) +
y − a
b− a qy(b), y
)
, T ≥ b− y
b− aqy(a) +
y − a
b− a qy(b).
To see this, let µ ∈ A=(S, y) for some S ∈ [0,∞) and let τ be a minimal stopping time that
embeds µ into Y under Py. Using the convexity of qy and Theorem 2.4 in [32] it follows that∫
R
qy(x)µ(dx) = E
y[qy(Yτ )] ≤ Ey
[
b− Yτ
b− a qy(a) +
Yτ − a
b− a qy(b)
]
=
b− y
b− aqy(a) +
y − a
b− a qy(b),
because Ey[Yτ ] =
∫
R
xµ(dx) = y.
V.2.1 Reduction to weighted Sums of 2 Dirac Measures
We show that the functions u0(x) = 1, u1(x) = x and u2(x) = qy(x), x ∈ [a, b], y ∈ (a, b), constitute
a Tchebycheff system over [a, b]. If the extended system (u0, u1, u2, f) also forms a Tchebycheff
system, then the results of Section V.1 allow us to determine the value of the measure optimization
problem (V.2.3). Moreover, if c0 = (1, y, T ) ∈ int(M3), then there exists a unique maximizer for
(V.2.3) which does not depend on the function f .
Lemma V.2.2. Let y ∈ (a, b). The functions u0(x) = 1, u1(x) = x and u2(x) = qy(x) form a
Tchebycheff system over [a, b].
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Proof. Let y ∈ (a, b). Observe that qy(x) <∞ for all x ∈ [a, b] by Lemma III.1.1. In particular,
qy is continuous on [a, b]. Let a ≤ x0 < x1 < x2 ≤ b. From the proof of Theorem III.2.6 for
measurable payoff functions (see page 63) we conclude that the vectors
{(
1, xj , qy(xj)
)}2
j=0
are
linearly independent. Thus, the determinant D
(
0 1 2
x0 x1 x2
)
in (V.1.1) does not vanish. Due to
the continuity of the functions u0, u1 and u2, the determinant in (V.1.1) is either strictly positive
for all a ≤ x0 < x1 < x2 ≤ b or strictly negative.
Notice that (III.2.2) implies that for y, z ∈ (a, b)
qz(x) = qy(x) + c1x+ c2, t ∈ [a, b],
where c1 = −12
(
∂+qy
∂x (z) +
∂−qy
∂x (z)
)
and c2 = −c1z−qy(z). Hence, if (u0, u1, qy, f) is a Tchebycheff
systems for some y ∈ (a, b), then (u0, u1, qz, f) constitutes a Tchebycheff system for all z ∈ (a, b).
Now we state a sufficient condition for the function qy and the payoff function f such that the
extended system (u0, u1, u2, f) is a Tchebycheff system.
Lemma V.2.3. Let −∞ < a < b <∞. Let η : [a, b]→ R\{0} be measurable and such that η2 is
continuous. For y ∈ (a, b) define qy(x) =
∫ x
y
∫ w
y
2
η2(u)
du dw, x ∈ [a, b], and qy(x) =∞, x /∈ [a, b].
Let f : [a, b]→ R be twice differentiable on (a, b) with continuous first derivative such that η2f ′′ is
injective on (a, b). Then (u0, u1, u2, f) constitutes a Tchebycheff system over [a, b].
Proof. First observe that if η2f ′′ is injective, then u0, u1, u2 and f are linearly independent. Indeed,
assume on the contrary that u0, u1, u2 and f are not linearly independent. Then it holds that
f = a0u0 + a1u1 + a2u2 with a0, a1, a2 ∈ R and
∑2
i=0 a
2
i > 0, because u0, u1 and u2 are linearly
independent (cf. Lemma V.2.2). Hence, for all x ∈ (a, b)
η2(x)f ′′(x) =
2f ′′(x)
q′′y (x)
= 2a2.
This contradicts the fact that η2f ′′ is injective.
Let a ≤ x0 < x1 < x2 < x3 ≤ b and assume that
A :=

1 1 1 1
x0 x1 x2 x3
qy(x0) qy(x1) qy(x2) qy(x3)
f(x0) f(x1) f(x2) f(x3)

is not invertible, i.e. det(A) = 0. In particular, the system of linear equations
(w0, w1, w2, w3)A = (0, 0, 0, 0)
has a non-trivial solution (z0, z1, z2, z3) ∈ R4. Now define
P (x) = z0 + z1x+ z2qy(x) + z3f(x).
Then P has at least the four different roots x0, x1, x2, x3. Using Rolle’s theorem, we conclude that
P ′′ possesses at least two distinct roots in (a, b). Observe that
P ′′(x) =
2z2
η2(x)
+ z3f
′′(x).
If z3 6= 0, then any root s of P ′′ satisfies
η2(s)f ′′(s) = −2z2
z3
. (V.2.4)
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Since η2f ′′ is injective, (V.2.4) has at most one solution. Hence, z3 = 0. If z2 6= 0, then P ′′
has no root. Thus, it holds that z2 = 0. Moreover, since P has at least the four different roots
x0, x1, x2, x3, we conclude that P (x) = 0 for all x ∈ [a, b]. This contradicts the linear independence
of u0, u1, u2 and f . Therefore, det(A) 6= 0 for fixed a ≤ x0 < x1 < x2 < x3 ≤ b. Finally, since the
mapping (x0, x1, x2, x3) 7→ D
(
0 1 2 3
x0 x1 x2 x3
)
is continuous, the extended system (u0, u1, u2, f)
constitutes a Tchebycheff system over [a, b].
Remark V.2.4. Let η : [a, b]→ (0,∞) be measurable such that η2 is continuous, then it holds
that 1
η2
∈ L1loc
(
(a, b)
)
and the SDE
dYt = η(Yt)dWt, Y0 = y ∈ (a, b), (V.2.5)
driven by a Brownian motion W, admits a weak solution (Y,W ) that is unique in law. In particular,
it holds that qy(x) =
∫ x
y
∫ w
y
2
η2(u)
du dw for x ∈ [a, b], cf. Remark III.1.2.
In the following we collect functions η and f such that (u0, u1, u2, f) forms a Tchebycheff system.
Example V.2.5.
a) Let −∞ < a < b <∞ and η(x) = 1 for all x ∈ [a, b]. For y ∈ (a, b) we have qy(x) = (x− y)2,
x ∈ [a, b], and the solution Y to (V.2.5) is a Brownian motion starting in y ∈ (a, b) under Py
which is absorbed at the boundary points a and b.
• Let 0 < a < b < ∞ and f : [a, b] → R, f(x) = xp, p ∈ R\{0, 1, 2}. Then f ′′(x) =
p(p− 1)xp−2 is injective.
• For f : [a, b]→ R, f(x) = x2n+1 with n ∈ N, n ≥ 1, we have that f ′′(x) = 2n(2n+ 1)x2n−1
is injective.
• Let f : [a, b]→ R, f(x) = ex. Observe that f ′′(x) = ex is injective.
b) Let 0 < a < b < ∞ and η(x) = x, x ∈ [a, b]. Hence, for y ∈ (a, b) we conclude that
qy(x) = 2
(
x
y − 1
)
− 2 log
(
x
y
)
, x ∈ [a, b]. The diffusion Y solving (V.2.5) is a geometric
Brownian motion starting in y under Py, y ∈ (a, b), and Y is absorbed at a and b.
• Let f : [a, b]→ R, f(x) = xp, p ∈ R\{0, 1}. Then η2(x)f ′′(x) = p(p− 1)xp is injective.
• For f : [a, b]→ R, f(x) = ex, note that η2(x)f ′′(x) = x2ex is injective.
c) Let 0 < a < b < ∞ and η(x) = √x, x ∈ [a, b]. For y ∈ (a, b) it holds that qy(x) =
2x log
(
x
y
)
− 2(x− y), x ∈ [a, b].
• Let f : [a, b] → R, f(x) = xp, p ∈ R\{0, 1}. We have that η2(x)f ′′(x) = p(p − 1)xp−1 is
injective.
• For f : [a, b]→ R, f(x) = ex, the function η2(x)f ′′(x) = xex is injective.
• Let f(x) = log(x), x ∈ [a, b]. Observe that η2(x)f ′′(x) = − 1x is injective on [a, b].
d) Let 0 < a < b < 1 and c > 0. For η(x) = cx(1 − x), x ∈ [a, b], we deduce that qy(x) =
2
c2
(
(2x− 1) log
(
x(1−y)
(1−x)y
)
+ (x− y) 1−2yy(1−y)
)
.
• For f(x) = − log(1− x) it holds that η2(x)f ′′(x) = c2x2 is injective on x ∈ [a, b].
• Let f(x) = x log
(
x
1−x
)
, x ∈ [a, b]. Then η2(x)f ′′(x) = c2x is injective on [a, b].
If the payoff function f and the function qy are smooth enough, then the condition of Lemma
V.2.3 is also necessary.
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Lemma V.2.6. Let −∞ < a < b < ∞ and let η : [a, b] → R\{0} be measurable. For y ∈ (a, b)
define qy(x) =
∫ x
y
∫ w
y
2
η2(u)
du dw, x ∈ [a, b], and qy(x) = ∞, x /∈ [a, b]. Let f : [a, b] → R and
assume that qy, f ∈ C3
(
(a, b)
)
. If (u0, u1, u2, f) constitutes a Tchebycheff system, then η
2f ′′ is
injective.
Proof. We assume without loss of generality that the determinant in (V.1.1) is strictly positive.
Otherwise we consider −f instead of f . Since (u0, u1, u2, f) is a Tchebycheff system, it holds for
all x ∈ (a, b) and all h ∈ (0, b−x3 ) that
0 <
1
h6
D
(
0 1 2 3
x x+ h x+ 2h x+ 3h
)
=
(
f(x)− 3f(x+ h) + 3f(x+ 2h)− f(x+ 3h)
h3
)(−qy(x+ h) + 2qy(x+ 2h)− qy(x+ 3h)
h2
)
+
(
f(x+ h)− 2f(x+ 2h) + f(x+ 3h)
h2
)(
qy(x)− 3qy(x+ h) + 3qy(x+ 2h)− qy(x+ 3h)
h3
)
.
Since f, qy ∈ C3
(
(a, b)
)
L’Hoˆspital’s rule implies
lim
h↓0
f(x+ h)− 2f(x+ 2h) + f(x+ 3h)
h2
= f ′′(x),
lim
h↓0
f(x)− 3f(x+ h) + 3f(x+ 2h)− f(x+ 3h)
h3
= −f ′′′(x),
lim
h↓0
−qy(x+ h) + 2qy(x+ 2h)− qy(x+ 3h)
h2
= −q′′y (x),
lim
h↓0
qy(x)− 3qy(x+ h) + 3qy(x+ 2h)− qy(x+ 3h)
h3
= −q′′′y (x).
Therefore, it holds for all x ∈ (a, b) that
0 ≤ f ′′′(x)q′′y (x)− f ′′(x)q′′′y (x). (V.2.6)
Since η(x) > 0, x ∈ [a, b], by assumption, we conclude that q′′y (x) = 2η2(x) ∈ (0,∞) for all x ∈ (a, b).
Hence, the necessary condition (V.2.6) combined with
f ′′′(x)q′′y (x)− f ′′(x)q′′′y (x) =
(
q′′y (x)
)2(f ′′
q′′y
)′
(x)
yields (
f ′′
q′′y
)′
(x) =
1
2
(
η2(x)f ′′
)′
(x) ≥ 0, x ∈ (a, b).
Assume that there exists an interval (x, x) ⊆ (a, b) such that
(
f ′′
q′′y
)′ ≡ 0 on (x, x). In particular,
there exists c ∈ R such that for all x ∈ (x, x)
f ′′(x)
q′′y (x)
= c.
Hence, the function f is given by
f(x) = cqy(x) + c1x+ c2
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on (x, x), where c1 = f
′(x)− cq′y(x) and c2 = f(x)− cqy(x)− x[f ′(x)− cq′y(x)]. Choose x < x0 <
x1 < x2 < x3 < x. Then
D
(
0 1 2 3
x0 x1 x2 x3
)
= det

1 1 1 1
x0 x1 x2 x3
qy(x0) qy(x1) qy(x2) qy(x3)
cqy(x0) + c1x0 + c2 cqy(x1) + c1x1 + c2 cqy(x2) + c1x2 + c2 cqy(x3) + c1x3 + c2
= 0,
which contradicts the fact that (u0, u1, u2, f) constitutes a Tchebycheff system. Therefore, there
exists no interval (x, x) ⊆ (a, b) with
(
f ′′
q′′y
)′ ≡ 0 on (x, x). To summarize, η2f ′′ = 2f ′′q′′y is injective
on [a, b].
Let f : [a, b] → R be a continuous function such that (u0, u1, u2, f) also forms a Tchebycheff
system. Let y ∈ (a, b) and T ∈ (0,∞) such that c0 := (1, y, T ) ∈ int (M3). Then the value of the
measure optimization problem (V.2.3) is given by
U˜(T, y) = sup
ς∈R((1,y,T ))
∫ b
a
f(x)dς(x).
We first derive the upper and lower principal representation of c0 and then apply Theorem V.1.25.
Since the principal representations of c0 have index 32 , they can be represented by
ς(x) = γ11[s∗,b](x) + γ21{b}(x),
ς(x) = λ11[a,b](x) + λ21[t∗,b](x),
where γj , λj > 0, j ∈ {1, 2}, and a < s∗ < t∗ < b. Using c0i =
∫ b
a ui(x)dς(x), 0 ≤ i ≤ 2, we obtain
the following system of equations 1 1s∗ b
qy(s
∗) qy(b)
(γ1
γ2
)
=
1y
T
 . (V.2.7)
Therefore, we conclude that
γ1 ∈
(
b− y
b− a, 1
)
, γ2 = 1− γ1, s∗ = b− b− y
γ1
.
In order to determine γ1, we consider the last equation in (V.2.7), namely,
γ1qy
(
b− b− y
γ1
)
+ (1− γ1)qy(b) = T
and define the function k :
(
b−y
b−a , 1
)
→ R, k(γ) = γqy
(
b− b−yγ
)
+ (1− γ)qy(b). Then
lim
γ↑1
k(γ) = 0,
lim
γ↓ b−y
b−a
k(γ) =
b− y
b− aqy(a) +
y − a
b− a qy(b).
120
V.2 Optimal Stopping Problems and Tchebycheff Systems
Moreover, k is strictly decreasing on
(
b−y
b−a , 1
)
. Indeed, let γ, λ ∈
(
b−y
b−a , 1
)
with γ > λ. Then
k(γ)− k(λ) = (λ− γ)
[
qy(b) +
1
2
(b− y)m({y})]+ γ ∫ y
b− b−y
γ
m
(
(u, y)
)
du− λ
∫ y
b− b−y
λ
m
(
(u, y)
)
du
= (λ− γ)
[
qy(b) +
1
2
(b− y)m({y})
]
+ (γ − λ)
∫ y
b− b−y
γ
m
(
(u, y)
)
du− λ
∫ b− b−y
γ
b− b−y
λ
m
(
(u, y)
)
du
< (λ− γ)
[
qy(b) +
1
2
(b− y)m({y})+ (b− y)m((b− b− y
γ
, y
))]
< 0.
As a consequence, for every T ∈
(
0, b−yb−aqy(a) +
y−a
b−a qy(b)
)
there exists a unique γ∗ = γ∗(T, y) ∈( b−y
b−a , 1
)
such that k(γ∗) = T . Repeating the calculation for ς and using Theorem V.1.25 and
Theorem V.1.17 we obtain the following theorem.
Theorem V.2.7. Let y ∈ (a, b). Let f : [a, b]→ R be continuous such that (u0, u1, qy, f) constitutes
a Tchebycheff system over [a, b].
1. It holds that c0 = (1, y, T ) ∈ int (M3) if and only if T ∈
(
0, b−yb−aqy(a) +
y−a
b−a qy(b)
)
. In this case
the upper principal representation ς and the lower principal representation ς are given by
ς(x) = γ∗1[
b− b−y
γ∗ ,b
](x) + (1− γ∗)1{b}(x),
ς(x) = (1− λ∗)1[a,b](x) + λ∗1[a+ y−aλ∗ ,b](x),
where γ∗ = γ∗(T, y) ∈
(
b−y
b−a , 1
)
is the unique solution of γqy
(
b− b−yγ
)
+ (1− γ)qy(b) = T and
λ∗ = λ∗(T, y) ∈
(
y−a
b−a , 1
)
is the unique solution of (1− λ)qy(a) + λqy
(
a+ y−aλ
)
= T . Moreover,
we have
U˜(T, y) = sup
ς∈R(c0)
∫ b
a
f(x)dς(x)
= max
{
γ∗(T, y)f
(
b− b− y
γ∗(T, y)
)
+
(
1− γ∗(T, y))f(b),
(
1− λ∗(T, y))f(a) + λ∗(T, y)f (a+ y − a
λ∗(T, y)
)}
.
2. If T = b−yb−aqy(a) +
y−a
b−a qy(b), then R(c
0) = {ς∗}, where ς∗(x) = b−yb−a1[a,b](x) + y−ab−a1{b}(x) and
U˜
(
b− y
b− aqy(a) +
y − a
b− a qy(b), y
)
=
b− y
b− af(a) +
y − a
b− a f(b).
Remark V.2.8. Let y ∈ (a, b). If f is a continuous function on [a, b] such that (u0, u1, qy, f)
is a Tchebycheff system and the determinant (V.1.3) is strictly positive, then for T ∈(
0, b−yb−aqy(a) +
y−a
b−a qy(b)
)
we have
U˜(T, y) = γ∗(T, y)f
(
b− b− y
γ∗(T, y)
)
+
(
1− γ∗(T, y))f(b),
where γ∗(T, y) is the unique solution of γqy
(
b− b−yγ
)
+ (1 − γ)qy(b) = T , see Theorem V.1.25.
Conversely, if the determinant (V.1.3) is strictly negative, then the unique optimal cumulative
distribution function is given by the lower principal representation ς.
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Theorem V.2.7 implies that in the measure optimization problem (V.2.2) it is sufficient to
consider only measures in A2(T, y). More precisely, we can restrict to measures of the form
µ∗(S, y) = γ∗(S, y)δ
b− b−y
γ∗(S,y)
+
(
1− γ∗(S, y))δb,
µ∗(S, y) =
(
1− λ∗(S, y))δa + λ∗(S, y)δa+ y−a
λ∗(S,y)
with S ∈ [0, T ]. The stopping times τ∗(S, y) and τ∗(S, y) embedding µ∗ and µ∗ in Y under Py,
respectively, are the first exit times of the intervals
(
b− b−yγ∗(S,y) , b
)
and
(
a, a+ y−aλ∗(S,y)
)
, respectively,
see the proof of Theorem III.1.5.
Remark V.2.9. For a general diffusion Y with compact state space, Theorem V.2.7 provides a
class of payoff functions f such that the stopping time τ∗(S, y) is optimal for the stopping problem
(V.2.1).
Corollary V.2.10. Let y ∈ (a, b) and T ∈ [0,∞). If (u0, u1, u2, f) is a Tchebycheff system over
[a, b], then 2 points suffice in (V.2.1), i.e.
V (T, y) = sup
µ∈A2(T,y)
∫
R
f(x)µ(dx).
Moreover, for the optimal stopping problem (V.2.2) it holds that
V (T, y) = sup
τ∈S2(T,y)
Ey[f(Yτ )],
where S2(T, y) denotes the set of stopping times τa1,b1 = inf{t ∈ [0,∞) : Yt /∈ (a1, b1)}, where
a ≤ a1 ≤ b1 ≤ b such that b1−yb1−a1 qy(a1) +
y−a1
b1−a1 qy(b1) ≤ T.
We close this section by focusing on processes Y which have non-compact state space J with
interior (a, b), −∞ ≤ a < b ≤ ∞. We assume that Y satisfies the assumptions from Chapter
III. Here we describe the main steps which allow to restrict to first exit times in (V.2.1). First
observe that for every µ ∈ A3(T, y) there exists a compact set Jµ ⊆ J such that the support of
µ is contained in Jµ. Since a reduction to weighted sums of three Dirac measures is possible by
Theorem III.2.5, it holds that
V (T, y) = sup
µ∈A3(T,y)
∫
R
f(x)µ(dx) = sup
z∈J
sup
k∈N
sup
µ∈Ak3(T,y;z)
∫
R
f(x)µ(dx)
= sup
z∈J
sup
k∈N
sup
µ∈Ak(T,y;z)
∫
R
f(x)µ(dx),
(V.2.8)
where
Ak(T, y; z) =
{
µ ∈ A(T, y) : µ([ak, bk]) = 1,∫
R
xµ(dx) = z
}
,
Ak3(T, y; z) = Ak(T, y; z) ∩ A3(T, y)
and (ak)k∈N, (bk)k∈N are sequences in J with ak < y < bk for k ∈ N, ak ↘ a and bk ↗ b as
k →∞. For all k ∈ N we set ak = a if l ∈ J and bk = b if r ∈ J . Since in general the measures in
A(T, y) are not centered around y if J is not bounded, we consider the supremum over all z ∈ J
in (V.2.8). Here we set sup ∅ = −∞.
Assume that the functions u0(x) = 1, u1(x) = x, u2(x) = qy(x) and f constitute a Tchebycheff
system over [ak, bk] for all k ∈ N. Let k ∈ N and z ∈ J such that Ak(T, y; z) 6= ∅. Then
Theorem V.1.25 implies that we can confine to weighted sums of at most two Dirac measures in
the optimization problem
sup
µ∈Ak(T,y;z)
∫
R
f(x)µ(dx). (V.2.9)
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The measure optimization (V.2.9) corresponds to an optimal stopping problem for the process
Y kt = Yt∧τak,bk , t ∈ [0,∞), over stopping times τ with Ey[τ ] ≤ T and Ey[Yτ ] = z.
To summarize, the following theorem holds.
Theorem V.2.11. Let (Yt)t∈[0,∞) be a general diffusion with state space J , where the interior of
J is given by (a, b), −∞ ≤ a < b ≤ ∞. Let y ∈ (a, b) and let f : J → R be continuous such that
(u0, u1, qy, f) forms a Tchebycheff system over [ak, bk] for every k ∈ N. Then
V (T, y) = sup
µ∈A2(T,y)
∫
R
f(x)µ(dx).
In addition, it is sufficient to focus on first exit times in (V.2.1), i.e.
V (T, y) = sup
τ∈S2(T,y)
∫
R
f(x)µ(dx).
Remark V.2.12. In Example II.4.6 we consider a Brownian motion on R and the payoff function
f(x) = |x|. The optimal stopping time τ∗ for V (T, y) is the first exit time of the interval( −√T + y2,√T + y2). Thus, the law µ∗ of the Brownian motion stopped at τ∗ under Py is
given by
µ∗ =
(
1
2
− y
2
√
T + y2
)
δ−
√
T+y2
+
(
1
2
+
y
2
√
T + y2
)
δ√
T+y2
.
The measure µ∗ is optimal in (V.2.1) by Corollary III.2.5.
Observe that the extended system (ui)
3
i=0 with u0(x) = 1, u1(x) = x, u2(x) = qy(x) = (x− y)2,
u3(x) = |x| does not form a Tchebycheff system over any interval [a1, b1], a1, b1 ∈ R, a1 < b1.
Indeed, for a1b1 ≥ 0 the functions (ui)3i=0 are not linearly independent and if a1 < 0 < b1, then for
a1 ≤ x0 < x1 < x2 < x3 ≤ b1 we obtain
D
(
0 1 2 3
x0 x1 x2 x3
)
=
{
2x0(x2 − x1)(x3 − x1)(x3 − x2) < 0, if x0 < 0 ≤ x1,
2x3(x1 − x0)(x2 − x0)(x2 − x1) > 0, if x2 ≤ 0 < x3.
Thus, we cannot apply Theorem V.2.7 and the succeeding discussion to conclude that we can
restrict to first exit times in (V.2.1).
V.2.2 Brownian Motion on [a, b]
Let −∞ < a < b < ∞. We consider the case of a Brownian motion starting in y under
Py, y ∈ (a, b), which is absorbed at a and b. Recall that qy(x) = (x − y)2, x ∈ [a, b]. Let
f : [a, b] → R be continuous such that (u0, u1, qy, f) is a Tchebycheff system. Let c0 = (1, y, T )
with T ∈ (0, (b− y)(y − a)]. Then the optimization problem (V.2.3) simplifies to
U˜(T, y) = sup
ς∈R(c0)
∫ b
a
f(x)dς(x) = max
{
(b− y)2
T + (b− y)2 f
(
y − T
b− y
)
+
T
T + (b− y)2 f(b) ,
(y − a)2
T + (y − a)2 f
(
y +
T
y − a
)
+
T
T + (y − a)2 f(a)
}
.
If T = (b− y)(y − a), then R(c0) = {ς∗}, where ς∗(x) = b−yb−a1[a,b](x) + y−ab−a1{b}(x). In particular,
by Corollary (V.2.10) it holds that
V (T, y) = sup
µ∈A2(T,y)
∫
R
f(x)µ(dx).
Now we specify some functions f for which we can compute the determinant explicitly, such
that the extended system (u0, u1, u2, f) is also a Tchebycheff system. For further functions we
refer to Example V.2.5 a).
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Example V.2.13.
a) Let f : [a, b]→ R, 0 ≤ a < b, f(x) = √x. Then we obtain for all a ≤ x0 < x1 < x2 < x3 ≤ b
D
(
0 1 2 3
x0 x1 x2 x3
)
= (
√
x0 +
√
x1 +
√
x2 +
√
x3)
∏
0≤i<j≤3
(√
xj −√xi
)
> 0.
b) For f : [a, b]→ R, 0 ≤ a < b, f(x) = x 32 and all a ≤ x0 < x1 < x2 < x3 ≤ b it holds that
D
(
0 1 2 3
x0 x1 x2 x3
)
= − (√x0x1x2 +√x0x1x3 +√x0x2x3 +√x1x2x3)
∏
0≤i<j≤3
(√
xj −√xi
)
< 0.
c) Let f : [a, b]→ R, f(x) = 1x , where ab > 0 and a ≤ x0 < x1 < x2 < x3 ≤ b. Then,
D
(
0 1 2 3
x0 x1 x2 x3
)
= −(x1 − x0)(x2 − x0)(x2 − x1)(x3 − x0)(x3 − x1)(x3 − x2)
x0x1x2x3
< 0.
In the following example we derive the value of the optimal stopping problem (V.2.1) for
f(x) = x3.
Example V.2.14. Let Y be a Brownian motion on [a, b] , a, b ∈ R, a < b and f(x) = x3. For
a < y < b and T ∈ (0, (b− y)(y − a)] we conclude from Theorem V.2.7 that
V (T, y) = sup
S∈[0,T ]
max
{
bS + 2Sy + y3 − S
2
b− y , aS + 2Sy + y
3 +
S2
y − a
}
= sup
S∈[0,T ]
(
bS + 2Sy + y3 − S
2
b− y
)
.
Remark V.2.1b) implies that we can compute V (T, y) for all T ∈ [0,∞). For this purpose we
distinguish three different cases: If b ≤ 0, then the payoff function is concave on [a, b] and stopping
directly is optimal. Hence, V (T, y) = y3 for all T ∈ [0,∞).
If b > 0 and b+ 2a < 0, it holds that
V (T, y) =

y3, y ≤ − b2 ,
bT + 2yT + y3 − T 2b−y , y > − b2 , T < 12(b− y)(b+ 2y),
1
4b
2(b+ 3y), y > − b2 , T ≥ 12(b− y)(b+ 2y).
Finally, if b+ 2a ≥ 0, then the value function V is given by
V (T, y) =
bT + 2yT + y
3 − T 2b−y , T < (b− y)(y − a),
(a2 + ab+ b2)y − ab(a+ b), T ≥ (b− y)(y − a).
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We summarize the results of this thesis and indicate possible extensions.
In Chapter II we analyze optimal stopping problems with expectation cost constraints, where
the underlying process is a solution to a time-homogeneous SDE driven by a Brownian motion. By
extending the state space with the process of the conditional expected constraint, we transform
the constrained stopping problem into an unconstrained control problem. Thus, we can formulate
a DPP and derive a DPE for the value function of the control problem. The main result is a
verification theorem.
We focus on time-homogeneous SDEs, constraint functions h and payoff functions f . One could
investigate optimal stopping problems for time-inhomogeneous processes and functions as well as
multiple constraints of the form
E
[∫ τ
0
hi(s,Xs)ds+ g
i(τ,Xτ )
]
≤ Ti, 1 ≤ i ≤ n, (VI.1)
where gi, hi : [0,∞) × Rn → (0,∞] are measurable and Ti ∈ [0,∞). Besides expectation cost
constraints, the constraints (VI.1) also cover distribution constraints on the stopping time τ and
on Xτ . To establish a one-to-one correspondence similar to Proposition II.2.4 one has to carefully
deal with the time-dependence of gi and hi.
Furthermore, one could try to solve the PDE (II.3.3) numerically. Related is the question
whether the value function U is a viscosity solution to (II.3.3) and whether there is a comparison
principle for viscosity solutions. If the underlying process is a one-dimensional Brownian motion
and h(x) = 1, x ∈ R, then Miller [43] shows that U is the unique viscosity solution to (II.3.3). He
also establishes a connection to Monge-Ampe`re equations which are non-linear second order PDEs
of the form
det(D2u) = k(x, u,Du), u convex,
where k(x, r, p) ≥ 0, see Example 1.11 in [22]. In our setting, if d = n = 1 and if U is strictly
concave in T , then (II.3.3) can be rewritten as
−det
UTT (T, x) UTx(T, x)
UTx(T, x) Uxx(T, x)− h(x)UT (T, x)− b(x)Ux(T, x)
σ2(x)
 = 0.
The PDE can be interpreted as a Monge-Ampe`re type equation. Thus, one could try to apply
numerical schemes for Monge-Ampe`re equations, consult e.g. [46].
Chapter III shows that for optimally stopping a one-dimensional regular continuous strong
Markov process Y with stopping times τ satisfying the expectation constraint E[τ ] ≤ T , we can
confine to stopping times τ such that the law of Yτ is a weighted sum of at most 3 Dirac measures.
Here we exploit the fact that Skorokhod embedding techniques allow to characterize all measures
that can be embedded in Y with a stopping time satisfying the expectation constraint.
It would be interesting to consider further constraints, e.g. expectation cost constraints or
probability constraints, as well as n-dimensional processes and to investigate whether we can
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reduce the set of stopping times. Here, the main task is to transform the optimal stopping problem
into a measure optimization problem.
In Chapter IV we study a sequential testing problem and illustrate the results obtained in
Chapter II and III. By continuously observing a Brownian motion having either drift 0 or κ,
κ 6= 0, an economic agent wants to detect the value of the drift. An exogenously given threshold
α ∈ (0, 12) allows the agent to accept a drift of 0 and κ at time t ∈ [0,∞) only if the a posteriori
probability process Y at time t is less or equal to α or exceeds 1− α, respectively. We show that
if we impose an expectation constraint on the time until the agent has to terminate observing
the Brownian motion, then it can be optimal to end with no significant result. In this case, the
optimal stopping time is a composition of two exit times.
One could examine how the value function and the optimal stopping time change if we allow for
α ∈ (0, 1) and modify the acceptance rule as follows: Accept the drift 0 and κ at time t only if
Yt ≤ α and Yt ≥ 1− γ, γ ∈ (0, 1− α), respectively.
Finally, Chapter V focuses on reducing the stopping times in the optimal stopping problem
presented in Chapter III to first exit times. We apply results from the theory of Tchebycheff systems
to the measure optimization problem from Chapter III in order to characterize the maximizer µ∗
for
∫
R
f(x)µ(dx) over all probability measures µ ∈ A(T, y) provided that (1, x, qy(x), f(x)) forms
a Tchebycheff system. The optimal measure µ∗ is a weighted sum of 2 Dirac measures and the
stopping time embedding µ∗ into Y is thus a first exit time. This allows to confine to first exit
times in the optimal stopping problem. We provide an example where the optimal stopping time
is a first exit time but (u0, u1, u2, f) is not a Tchebycheff system.
It would be worth deriving weaker conditions on the payoff function f that allow a reduction to
first exit times in the optimal stopping problem.
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A. Appendix
In this appendix we prove auxiliary statements for the results in Chapter II – V.
A.1 Appendix: Optimal Stopping with Expectation Constraints
The following lemma provides sufficient conditions for the value function U to be a solution of the
DPE (II.3.3) on the whole set (0,∞)×Rn (cf. Remark II.3.5a)).
Lemma A.1.1. Let h be continuous. Assume that U ∈ C2((0,∞)×Rn) and that U satisfies the
DPP (II.3.2). If, in addition,
∣∣σ> · ∇xUT ∣∣2 /UTT is continuous on (0,∞)×Rn and there exists
an optimal control for every (T, x) ∈ (0,∞)×Rn, then U is a solution to (II.3.3) on (0,∞)×Rn.
Proof. Let (T, x) ∈ (0,∞)×Rn and α∗ be an optimal control for U(T, x) with localizing sequence
(τn)n∈N. Set X = Xx, H = Hx and M∗ = Mα
∗,T . Define
θ = inf
{
t ∈ [0,∞) : M∗t −Ht /∈
[
T
2
, 2T
]
or |Xt − x| ≥ 1
}
.
Since α∗ is optimal, similar arguments as in the derivation of (II.3.4) entail that for t ∈ (0,∞) we
have
E
[∫ t∧θ∧τn
0
(
−h(Xs)UT + LU + |α
∗
s|2
2
UTT + (∇xUT )> · σ(Xs) · (α∗s)>
)
(M∗s −Hs, Xs)ds
]
= 0.
(A.1.1)
Observe that the integrand is non-positive, because U is a supersolution to (II.3.12) on (0,∞)×
Rn by Proposition II.3.4 and Remark II.3.7. Hence, for P - a.a. ω ∈ Ω and Lebesgue - a.a.
s ∈ [0, t ∧ θ(ω) ∧ τn(ω)] it follows that(
−h(Xs(ω))UT +LU + |α∗s(ω)|2
2
UTT + (∇xUT )>· σ
(
Xs(ω)
)·(α∗s(ω))>)(M∗s (ω)−Hs(ω), Xs(ω))=0
and thus, (II.3.12) implies
α∗s(ω) ∈ arg max
a∈Rd
{( |a|2
2
UTT + (∇xUT )> · σ
(
Xs(ω)
) · a)(M∗s (ω)−Hs(ω), Xs(ω))} .
In particular, if UTT
(
M∗s (ω)−Hs(ω), Xs(ω)
)
< 0, then
α∗s(ω) = −
(∇xUT )> · σ
(
Xxs (ω)
)
UTT
(
M∗s (ω)−Hs(ω), Xs(ω)
)
.
If UTT
(
M∗s (ω)−Hs(ω), Xs(ω)
)
= 0, then also ∇xUT
(
M∗s (ω)−Hs(ω), Xs(ω)
)
= 0 by Proposition
II.3.4. Therefore, (A.1.1) can be rewritten as
E
[∫ t∧θ∧τn
0
(
−h(Xs)UT + LU −
∣∣σ>(Xs) · ∇xUT ∣∣2
2UTT
)
(M∗s −Hs, Xs)ds
]
= 0.
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Recall that
∣∣σ>(x) · ∇xUT (T, x)∣∣2 /UTT (T, x) = 0 if both the numerator and the denominator
equal 0. Due to the continuity of h and
∣∣σ> · ∇xUT ∣∣2 /UTT it follows as in the proof of Proposition
II.3.4 that
h(x)UT (T, x)− LU(T, x) +
∣∣σ>(x) · ∇xUT (T, x)∣∣2
2UTT (T, x)
= 0.
In the next lemma we perform a verification for Example II.4.7 although the growth condition
(II.4.1) is not satisfied.
Lemma A.1.2. Let f(y) = −y4 + y2, h(y) = 1, y ∈ R, and Xxt = x + Wt, t ∈ [0,∞), be a
one-dimensional Brownian motion starting in x ∈ R.
1. Let τ ∈ T (T ), then we have E[f(Xxτ )] > −∞ if and only if E[τ2] <∞.
2. The value of the optimal stopping problem (II.1.3) is attained in the set of all square integrable
τ ∈ T (T ). More precisely,
U(T, x) = sup
τ∈T (T ) :E[τ2]<∞
E[f(Xxτ )].
3. Let u(T, x) = −x4 + x2 + T − T 2 − 2x2T , then u(T, x) ≥ U(T, x) for all (T, x) ∈ (0,∞)×Rn.
Proof. 1. First observe that for τ ∈ T (T ) we have E[f(Xxτ )] = E
[− |Xxτ |4 + |Xxτ |2] > −∞ if and
only if E
[|Xxτ |4] <∞ by (II.4.8). Hence, we prove that E[|Xxτ |4] <∞ if and only if E[τ2] <∞.
Let τ ∈ T (T ) such that E[|Xxτ |4] <∞. Doob’s L4-inequality implies
E
[
sup
0≤s≤τ
|Xxs |4
]
≤
(
4
3
)4
E
[|Xxτ |4] <∞.
Observe that we cannot directly apply the Burkholder-Davis-Gundy inequality to the left-hand
side in order to show that E[τ2] <∞, because in general Xx0 = x 6= 0. In the following we slightly
modify the proof of the Burkholder-Davis-Gundy inequality as presented in [56] to show that there
exists C ∈ (0,∞) such that
E
[
τ2
] ≤ C E [ sup
0≤s≤τ
|Xxs |4
]
. (A.1.2)
Applying Itoˆ’s formula and Itoˆ’s isometry imply that for n ∈ N
E
[
(τ ∧ n)2] = E[(|Xxτ∧n|2 − |x|2 − ∫ τ∧n
0
2Xxs dWs
)2]
≤ 3E
[
|Xxτ∧n|4 + |x|4 +
(∫ τ∧n
0
2Xxs dWs
)2]
≤ 6E
[
sup
0≤s≤τ∧n
|Xxs |4
]
+ 12E
[∫ τ∧n
0
|Xxs |2ds
]
≤ 6E
[
sup
0≤s≤τ
|Xxs |4
]
+ 12E
[
(τ ∧ n)2]1/2E [ sup
0≤s≤τ
|Xxs |4
]1/2
.
Therefore, we conclude that
E
[
(τ ∧ n)2] ≤ (6 +√42)2E [ sup
0≤s≤τ
|Xxs |4
]
.
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The monotone convergence theorem now implies (A.1.2) and hence E[τ2] <∞.
For the reverse statement let τ ∈ T (T ) be square integrable. There exist C, Cˆ ∈ (0,∞) such
that
E
[∣∣Xxτ ∣∣4] ≤ E [ sup
0≤s≤τ
∣∣Xxs ∣∣4] ≤ C (|x|4 + E [ sup
0≤s≤τ
∣∣Ws∣∣4]) ≤ Cˆ (|x|4 + E[τ2]) (A.1.3)
by the Burkholder-Davis-Gundy inequality. Hence, E
[|Xxτ |4] is integrable.
2. By the first part we have that E[f(Xxτ )] = −∞ for all τ ∈ T (T ) with E[τ2] =∞. Therefore,
U(T, x) = sup
τ∈T (T )
E[f(Xxτ )] = sup
τ∈T (T ) :E[τ2]<∞
E[f(Xxτ )].
3. By the second part it is sufficient to show that u(T, x) ≥ E[f(Xxτ )] for all square integrable
τ ∈ T (T ). Let τ ∈ T (T ) be square integrable with corresponding control α. Observe that
α ∈ L2(W ) by the martingale representation theorem and define
θn = inf
{
t ∈ [0,∞) : Mα,Tt − t /∈
[
T
n
, Tn
]
or |Xxt | ≥ n
}
∧ n.
Then the same arguments as in the proof of the first part of Theorem II.4.1 entail that
u(T, x) ≥ E
[
u
(
Mα,Tθn − θn, Xxθn
)]
and
u
(
Mα,Tθn − θn, Xxθn
) −−−→
n→∞ u
(
0, Xxτα,T
)
= f
(
Xxτα,T
)
,
where τα,T = inf
{
t ∈ [0,∞) : Mα,Tt ≤ Ht
}
. The function u satisfies the following growth condition∣∣u(Mα,Tθn − θn, Xxθn)∣∣ ≤ C (1 + ∣∣Mα,Tθn ∣∣2 + ∣∣Xxθn∣∣4) .
Note that (A.1.3) implies that
{|Xxϑ |4 : ϑ (Ft)-stopping time, ϑ ≤ τ a.s.} is uniformly integrable.
Moreover,
{|Mϑ|2 : ϑ (Ft)-stopping time, ϑ ≤ τ a.s.} is uniformly integrable for all square inte-
grable τ ∈ T (T ) by Doob’s L2-inequality. Thus, we deduce that
lim
n→∞E
[
u
(
Mα,Tθn − θn, Xxθn
)]
= E
[
f
(
Xxτα,T
)]
and hence u(T, x) ≥ U(T, x).
A.2 Appendix: 3 Points Suffice
We prove in this section several statements which are used in Chapter III. In Lemma A.2.1 we
obtain the distribution of the process Y stopped at the first exit time of an interval after a
prescribed stopping time.
Lemma A.2.1. Let ϑ be an integrable (Ft)-stopping time such that (Yt∧ϑ)t∈[0,∞) is bounded.
Denote by ν the distribution of Yϑ under P
y, i.e. Py[Yϑ ∈ A] = ν(A) for all A ∈ B(R). For
a, b ∈ J , a < b, let
ρ = τa,b(ϑ) = inf{t ≥ ϑ : Yt /∈ (a, b)}.
Then Yρ ∼ ν(a,b) under Py.
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Proof. Note that ρ is an (Ft)-stopping time and observe that ρ = ϑ on
{
Yϑ /∈ (a, b)
}
. Moreover,
the strong Markov property of Y implies
Ey[ρ] = Ey
[
Ey[ρ | Fϑ]
]
= Ey[ϑ] + Ey
[
1{Yϑ∈(a,b)}E
Yϑ
[
inf{t ∈ [0,∞) : Yt /∈ (a, b)}
]]
. (A.2.1)
Proposition 3.1, Chapter VII in [56] states that on
{
Yϑ ∈ (a, b)
}
the mapping (a, b) 3 x 7→
Ex
[
inf{t ∈ [0,∞) : Yt /∈ (a, b)}
]
is bounded. Hence, (A.2.1) entails that ρ <∞, Py-a.s.
The pathwise continuity of Y implies that Yρ ∈ {a, b}. Therefore, for A ∈ B(R) with A ⊆ (a, b)
it holds that
Py[Yρ ∈ A] = Py
[{Yρ ∈ A} ∩ {Yϑ ∈ (a, b)}]+ Py[{Yρ ∈ A} ∩ {Yϑ /∈ (a, b)}] = 0.
On the other hand, we have for A ∈ B(R) with A ⊆ R\[a, b]
Py[Yρ ∈ A] = Py
[{Yρ ∈ A} ∩ {Yϑ /∈ (a, b)}] = Py[Yϑ ∈ A] = ν(A).
It remains to show that Py[Yρ = a] = ν
(a,b)({a}). Since (Yt∧ϑ)t∈[0,∞) is bounded, the stopped
process (Yt∧ρ)t∈[0,∞) is also bounded and thus, (Yt∧ρ)t∈[0,∞) is a martingale with respect to Py
and (Ft). Dominated convergence, the optional stopping theorem and ρ <∞, Py-a.s, yield∫
R
x ν(dx) = Ey[Yϑ] = lim
t→∞E
y[Yt∧ρ∧ϑ] = lim
t→∞E
y[Yt∧ρ] = Ey[Yρ]
=
∫
R\[a,b]
x ν(dx) + aPy[Yρ = a] + bP
y[Yρ = b].
In addition,
Py[Yρ ∈ {a, b}] = Py
[
Yϑ ∈ [a, b]
]
= ν
(
[a, b]
)
.
Therefore,
Py[Yρ = a] =
∫
[a,b]
b− x
b− aν(dx) = ν
(a,b)({a}).
To sum up, we have shown that Yρ ∼ ν(a,b) under Py.
In the next lemma we state a sufficient condition guaranteeing that the sequence of stopping
times (τn)n≥N constructed in Algorithm III.3.6 is constant on the event {YτN = d}, d ∈ J .
Lemma A.2.2. Let µ ∈M1 with ∫
R
qµ¯(x)µ(dx) <∞. Let (µn)n∈N be the sequence of probability
measures and (τn)n∈N be the stopping times which are constructed in Algorithm III.3.6. Let d ∈ J .
If uµN (d) = uµ(d), ∂−uµN (d) = ∂−uµ(d) and ∂+uµN (d) = ∂+uµ(d) for some N ∈ N, then on the
set {YτN = d} it holds that τn = τN , n ≥ N , and hence Yτn = d for all n ≥ N .
Proof. Assume that uµN 6= uµ. Let n > N such that we choose a tangent tn to uµ in xn in
Algorithm III.3.6. Denote by sn the slope of tn. We show that d /∈ (an, bn), where an and bn are
the intersection points of tn and uµn−1 . Premise that xn < d. Then sn > ∂−uµ(d) by the concavity
of uµ and the construction of (uµk)k∈N. Moreover we have tn(d) ≥ uµ(d) = t−(d), where t− denotes
the left-hand side tangent in d. Assume that tn(d) = uµ(d) = t−(d), then the potential uµ is linear
on [xn, d] and ∂−uµ(d) = sn. Thus, it follows that tn(d) > t−(d). Since sn > ∂−uµ(d) ≥ ∂+uµ(d),
we conclude that tn(x) > t−(x) ≥ uµN ≥ uµn−1(x) for all x ≥ d. Therefore, the intersection point
bn of tn and uµn−1 satisfies bn < d. Accordingly, for the case xn > d we obtain an > d. Thus,
d /∈ (an, bn) and on {YτN = d} the first exit time ρ(an, bn) of the interval (an, bn) equals 0. Hence
τn = τN and Yτn = d for all n ≥ N on {YτN = d}.
Corollary A.2.3. Let µ ∈M1 with ∫
R
qµ¯(x)µ(dx) <∞. Let (µn)n∈N be the probability measures
and (τn)n∈N be the stopping times from Algorithm III.3.6. Set τ = limn→∞ τn and let d ∈ J . If
uµN (d) = uµ(d), ∂−uµN (d) = ∂−uµ(d) and ∂+uµN (d) = ∂+uµ(d), then the events {Yτ = d} and
{Yτn = d for all n ≥ N} only differ by a Pµ¯-null set.
130
Appendix A.3: Sequential Testing
Proof. First observe that {YτN = d} = {Yτn = d for all n ≥ N} by Lemma A.2.2. Moreover, we
have Yτn → Yτ , Pµ¯-a.s as n → ∞ and Yτ ∼ µ and Yτn ∼ µn under Pµ¯ by Proposition III.3.9.
Therefore, it holds that
µ({d}) = Pµ¯[Yτ = d] ≥ Pµ¯[Yτn = d for all n ≥ N ] = Pµ¯[YτN = d] = µN ({d}).
Property 4 of Lemma III.3.2 implies that µN ({d}) = µ({d}). Hence {Yτ = d} and {Yτn =
d for all n ≥ N} only differ by a Pµ¯-null set.
A.3 Appendix: Sequential Testing – Optimal Exit Strategies
We prove two auxiliary results for the proof of Lemma IV.3.1 and Theorem IV.3.2. We first
characterize all probability measures µ ∈ A3(T, y)\A2(T, y) with mass points α, 1 − α and b ∈
(α, 1− α) such that ∫
R
qy(x)µ(dx) = T .
Lemma A.3.1. Let y ∈ (α, 1− α), T ∈ (0, q(α)− q(y)) and
µb =
(1− α− b)(T + q(y))+ (b− y)q(α)− (1− α− y)q(b)
(1− 2α)(q(α)− q(b)) δα + q(α)− T − q(y)q(α)− q(b) δb
+
(b− α)(T + q(y))− (b− y)q(α)− (y − α)q(b)
(1− 2α)(q(α)− q(b)) δ1−α,
where b ∈ (k−1y (T ), g−1y (T )) and the functions ky and gy are given by (IV.4.5) and (IV.4.6), respec-
tively. Then the measures µb, b ∈ (k−1y (T ), g−1y (T )), are exactly all measures in A3(T, y)\A2(T, y)
such that the mass is concentrated in α, b and 1− α and ∫
R
qy(x)µ
b(dx) = T .
Proof. Recall that if we fix the three mass points α, b, 1− α for a measure µ ∈ A3(T, y)\A2(T, y),
then the constraints
∫
R
1µ(dx) = 1,
∫
R
xµ(dx) = y and
∫
R
qy(x)µ(dx) = T uniquely define the
weights of a signed measure. Conditions on b then guarantee that we obtain a probability measure.
Let µb = p1δα + p2δb + (1− p1− p2)δ1−α be a probability measure with p1, p2, 1− p1− p2 ∈ (0, 1)
and ∫
R
qy(x)µ
b(dx) = (1− p2)q(α) + p2q(b)− q(y) = T < q(α)− q(y).
Hence q(b) < q(α), which implies that b ∈ (α, 1 − α) is necessary. Moreover, if we impose that
µb satisfies
∫
R
1µb(dx) = 1,
∫
R
xµb(dx) = y and
∫
R
qy(x)µ
b(dx) = T , then the weights p1, p2 and
p3 = 1− p1 − p2 are given by
p1 =
(1− α− b)(T + q(y))+ (b− y)q(α)− (1− α− y)q(b)
(1− 2α)(q(α)− q(b)) ,
p2 =
q(α)− (T + q(y))
q(α)− q(b) ,
p3 =
(b− α)(T + q(y))− (b− y)q(α)− (y − α)q(b)
(1− 2α)(q(α)− q(b)) .
Using T < q(α)− q(y) and q(α) > q(b) results in p2 > 0. From
(1− α− b)(T + q(y)− q(α))+ (y − α)(q(b)− q(α)) < 0
it follows that p1 < 1. Note that we have p2 < 1 if and only if q(b) < T + q(y). Since b 7→ q(b)
is continuous, symmetric around 12 and strictly decreasing on
(
α, 12
]
with q(α) > T + q(y) and
q
(
1
2
)
= 0, there exists a unique b = b(T ) ∈ (α, 12) with q(b) = T + q(y) and q(b) < T + q(y) for all
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b ∈ (b, 1− b). Thus, we restrict b to the interval (b, 1− b). Since q(y) < T + q(y) it follows that
y ∈ (b, 1− b). Moreover, it holds that p3 > 0 if and only if
b− y
b− αq(α) +
y − α
b− αq(b) < T + q(y). (A.3.1)
For b > y the Inequality (A.3.1) can be rewritten as gy(b) < T . From the proof of Lemma IV.3.1
we already know that gy(b) is strictly increasing in b. Hence, for b > y Inequality (A.3.1) holds if
and only if b < g−1y (T ). In particular, since for all b ∈
(
y, g−1y (T )
)
we have
T > gy(b) =
b− y
b− αq(α) +
y − α
b− αq(b)− q(y) > q(b)− q(y),
it follows that g−1y (T ) < 1− b. For b ∈
(
b, y
]
we use that
T + q(y) > q(b) =
b− y
b− αq(α) +
y − α
b− αq(b) +
y − b
b− α
(
q(α)− q(b)) > b− y
b− αq(α) +
y − α
b− αq(b).
So far we have restricted b to the interval
(
b, g−1y (T )
)
. In order to obtain conditions on b which
guarantee that p1 > 0, similar arguments as for p3 > 0 apply. We have p1 > 0 if and only if
1− α− y
1− α− b q(b) +
y − b
1− α− bq(α) < T + q(y). (A.3.2)
Using q(b) < T + q(y) yields that (A.3.2) holds for all b ∈ [y, g−1y (T )). For b < y we conclude that
(A.3.2) is satisfied if and only if b > k−1y (T ). In addition, (A.3.2) implies that q(b) < T + q(y) for
b ∈ (k−1y (T ), y) and hence k−1y (T ) > b. Finally, p3 < 1 if and only if
j(b) := (b− α)(T + q(y))− (1− 2α+ b− y)q(α) + (1− α− y)q(b) < 0.
The function j is convex on (0, 1), because j′′(b) = (1− α− y)q′′(b) > 0 with
j
(
k−1y (T )
)
=
1− α− y
1− α− k−1y (T )
(1− 2α)(q(k−1y (T ))− q(α)) < 0,
j
(
g−1y (T )
)
= (1− 2α)(q(g−1y (T ))− q(α)) < 0.
Thus, for all b ∈ (k−1y (T ), g−1y (T )) the convexity of j implies that j(b) < 0. To summarize, µb is a
probability measure if and only if b ∈ (k−1y (T ), g−1y (T )).
We now show that Equation (IV.3.1) posses a unique zero.
Lemma A.3.2. The equation
(β − 1)(q(α)− q(b))+ (1− α− b+ bβ − αβ)q′(b) = 0
has a unique solution b∗ ∈ (α, 12] on [α, 1− α].
Proof. For b ∈ (0, 1) let
`(b) = (β − 1)(q(α)− q(b))+ (1− α− b+ bβ − αβ)q′(b).
Observe that ` is continuous with `(α) = (1− 2α)q′(α) < 0, ` (12) = (β − 1)q(α) > 0 if β > 1 and
`
(
1
2
)
= 0 if β = 1. Moreover,
`′(b) =
(
1− α− b+ β(b− α))q′′(b) > 0 (A.3.3)
for all b ∈ [α, 1 − α]. Hence, ` is strictly increasing on [α, 1 − α]. Furthermore, there exists a
unique b∗ ∈ (α, 12] such that `(b∗) = 0.
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A.4 Appendix: 2 Points Suffice
Lemma A.4.1. Let K ⊆ Rd, d ∈ N, be a set with non-empty interior and x ∈ K such that there
exists a supporting hyperplane at x. Then x is a boundary point.
Proof. Let a ∈ Rd \ {0} and b ∈ R with a>y ≥ b for all y ∈ K and a>x = b. Now consider the
set C := K − x = {y − x : y ∈ K}. Then C has non-empty interior, 0 ∈ C, every boundary
point of C is uniquely obtained from a boundary point of K and vice versa and there exists a
supporting hyperplane to C at 0. More precisely, it holds that a>y ≥ 0 for all y ∈ C. Assume
that 0 /∈ ∂C. Then there exists ε > 0 and an ε-neighborhood Bε := {y ∈ Rd : |y| < ε} of 0, which
is contained in the interior of C. Let z ∈ Bε ⊆ C. Then it also holds true that −z ∈ Bε. Hence,
we conclude that a>z = 0 for all z ∈ Bε. Now choose the orthonormal basis e1 = (1, 0, 0, ..., 0),
e2 = (0, 1, 0, 0, ..., 0), ..., ed = (0, ..., 0, 1) of R
d. Then a can be written as
a =
d∑
j=1
(
a>ej
)
ej =
d∑
i=1
2
ε
(
a>
ε
2
ej
)
ej = 0,
because ε2ej ∈ Bε for all 1 ≤ j ≤ d. But a = 0 ∈ Rd is not possible. Therefore, 0 is a boundary
point of C and, hence, x ∈ ∂K.
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