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a b s t r a c t
We show that the Chapman–Enskog expansion can be viewed as a special instance of
a general expansion procedure which also encompasses other methods like the regular
error expansion and multi-scale techniques and that any two expansions which properly
describe the lattice Boltzmann solution necessarily coincide up to higher order terms. For a
model problem, both the regular error expansion and the Chapman–Enskog expansion are
carried out. It turns out that the classical Chapman–Enskog method leads to an unstable
equation at super-Burnett order in a parameter regime for which the underlying lattice
Boltzmann algorithm is stable. However, our approach naturally allows us to consider
variants of the super-Burnett equation which do not suffer from instabilities. The article
concludes with a detailed comparison of the Chapman–Enskog and the regular error
expansion.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Classically, the Chapman–Enskog expansion is a tool in kinetic theory to deduce transport coefficients of macroscopic
balance laws from collision models in the Boltzmann equation (see, for example [1,2] and the references therein). However,
in connection with lattice Boltzmann methods where the Knudsen number is coupled with the discretization parameter,
the expansion actually describes the formal behavior of the algorithm in the limit of vanishing discretization length and
thus provides consistency information [3,4]. From the point of view of numerical analysis, the Chapman–Enskog expansion
therefore appears as one among other approaches to study consistency and the question concerning the relation between
the various methods arises.
This question is addressed in Section 2 where we show that, quite generally, consistency investigations are related to
asymptotic expansions. It turns out that whenever two expansions successfully describe a numerical solution, they can only
differ in higher order terms. In particular, the Chapman–Enskog expansion considered as a tool for consistency analysis
is necessarily close to other approaches like the regular error expansion technique [5,6], provided both approaches are
applicable.
To work out this similarity, we consider a 1D lattice Boltzmann model algorithm whose stability properties are well
understood (Section 3). It is known that, for bounded time intervals, the regular error expansion approach which is
equivalent to the Hilbert expansion in this case, yields a good description of the numerical solution (see Section 4 and [7]).
In order to compare the method with the Chapman–Enskog expansion, we propose a variant which is based solely
on the assumption that the conserved moments are not expanded—a feature which is common to all versions of the
Chapman–Enskogmethod. The resulting approach has several advantages. It avoids, for example, the introduction of formal
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multi-scales and shows clearly that the equations describing the conserved moments in various orders are defined only up
to higher order expressions.
For ourmodel problem, it turns out that the flexibility hidden in these higher order contributions is essential for properly
carrying out the Chapman–Enskog expansion. In fact, the equations describing the behavior of the numerical solution up to
third order (playing the role of the super-Burnett equation in our model) turn out to be unstable if the higher order terms
are simply set to zero. With this choice, which is common practice in the usual Chapman–Enskog method, it is therefore
impossible to build a reasonable expansion. However, by properly choosing the higher order terms, a stable version of the
super-Burnett equation can be obtainedwhich shows that the Chapman–Enskog approach is feasible provided the flexibility
in the expansion is used to the best advantage. Details of this analysis are given in Section 5.
In the concluding section, we show explicitly that the regular expansion differs from the Chapman–Enskog expansion
only in higher order terms and the particular advantages of the two representations are discussed.
In some sense, the observations reported here are related to results for the classical Boltzmann equation: in this case, it is
known that the Burnett equations arising from the Chapman–Enskog procedure up to second order are linearly unstable [8,
2] and there are attempts to stabilize the equations by adding suitable higher order terms [9]. With the approach presented
here this rescue procedurewhichmay appear somewhat artificial actually turns out to be a very natural step in the expansion
procedure.
2. The why and how of asymptotic expansions
Computing an approximate solution to some differential equation generally requires
(1) a suitable finite-dimensional approximation of the function space on which the differential equation is posed, and
(2) a reformulation of the differential relations as finite equation system on the reduced function space.
If step 1 is based on a discretization of the underlying continuous domain, the solution of the equations constructed in
step 2 automatically depends on the chosen resolution length (the grid size) h > 0. To assess the quality of the numerical
solution and to understand its relation to the original problem, it is important to clarify the influence of the parameter h
which is an obvious artifact of the approximation procedure. In fact, it would be helpful to have a representation of the
numerical solution where the h-dependence could be read off almost explicitly.
This is the point where expansionmethods come in because asymptotic analysis is precisely a collection of tools to study
the influence of small parameters in equations on their solutions. The general approach consists of two steps.
(1) Choosing an ansatz
Here we postulate how the numerical solution fh may structurally depend on h, for example, a polynomial
dependence with some free parameters f (k)
fh ≈ Ah = f (0) + hf (1) + · · · + hmf (m). (1)
The function Ah is called ansatz.
(2) Adjusting the parameters
In this step, the free parameters are determined in such a way that the difference between ansatz and solution
becomes as small as possible as h tends to 0, i.e.
‖fh − Ah‖ = O(hσ ) (2)
with a large exponent σ .
We stress that the free parameters in (1) generally also depend on h. In fact, when analyzing finite difference schemes
for differential equations, the coefficients f (k) would be smooth functions evaluated at the grid points of the mesh. In the
simplest case of a regular grid with nodes (tn(h), xj(h)), the expansion has the more specific form
fh(n, j) ≈ f (0)(tn(h), xj(h))+ hf (1)(tn(h), xj(h))+ · · · (3)
where n, j are the indices addressing the nodes in time and space.
A more intricate h-dependence through the arguments of f (k) appears in multi-scale expansions which are used to study
the short- or long-time behavior of numerical schemes. A typical ansatz with an additional longer timescale is
fh(n, j) ≈ f (0)(tn(h), htn(h), xj(h))+ hf (1)(tn(h), htn(h), xj(h))+ · · · (4)
where the coefficients have three arguments and an explicit h-dependence in the second one.
Although the coefficients depend on h in these examples, the dependence is easily understood because it occurs only
in the arguments of the smooth functions f (k) which are independent of h. In other expansions (the Chapman–Enskog
expansion is one such example), the h-dependence enters also through the equations determining the coefficient functions
so that the influence of hmay be somewhat less transparent.
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In general, a minimal requirement on the coefficients in a polynomial ansatz (1) is their boundedness with respect to h.
Otherwise the ordering of the coefficients would be completely arbitrary since lower order terms could be seen as singular
higher order terms, i.e.
f (0) + hf (1) + h2f (2) = hg(1) + h2f (2), g(1) = f (1) + f (0)/h.
But even if boundedness is assumed, some arbitrariness remainswhen considering h-dependent coefficients because higher
order terms can be grouped together with lower order terms, for example,
f (0) + hf (1) + h2f (2) = g(0) + hg(1) + h2f (2), g(0) = f (0) + hα, g(1) = f (1) − α.
From these few observations, we can already see that there is no unique mechanism to determine the form of the ansatz. In
fact, finding a good ansatz depends, to some extent, on intuition and it is not unusual that different approaches exist for the
analysis of the same method.
But even if the choice of a reasonable ansatz is not unique, any two successful choices Ah and Bhwhich satisfy the essential
estimate (2) can only differ in higher orders simply because both are close to fh
‖Ah − Bh‖ ≤ ‖Bh − fh‖ + ‖fh − Ah‖ = O(hσ ).
In summary, we can say that expansions may differ considerably in their specific structure but whenever two expansions
describe the same object successfully in the sense of (2), they effectively differ only in higher orders. Even though their form
may appear different at first sight, the similarity can be checked by reorganizing the lower order terms and suitably adding
or removing some higher order ones. In other words, the flexibility in choosing a successful ansatz is practically restricted
to the higher orders.
Now let us assume we have chosen one ansatz from the multitude of possibilities (step 1). Next, we have to define
the coefficients in such a way that (2) is obtained with the exponent σ being as large as possible. This second step can be
formulated as a generally applicable procedure, provided the underlying problem is stable.
In order to explain the basic idea, let fh be a numerical solution which satisfies a number of conditions, for example, an
update rule, an initial condition and some boundary conditions. For our general presentation,we abbreviate these conditions
in the abstract form
E(i)h (fh) = 0, i = 1, . . . , e. (5)
Note that in the case of finite difference schemes, each condition E(i)h consists of a possibly large number of equations at the
grid points. For example, the initial condition is actually a set of equations at all spatial nodes and a boundary condition
involves equations at the boundary nodes for all time steps.
In general, we would call problem (5) stable, if a small perturbation on the right-hand sides of the equations E(i)h (fh) = 0
would only slightly perturb the solution fh. In other words, if gh almost satisfies (5), i.e.
E(i)h (gh) = r (i)h , i = 1, . . . , e
with some residues r (i)h being close to zero, the difference ‖fh − gh‖will also be small.
In this form we see that a stable problem allows us to replace condition (2) concerning the norm of the difference by a
condition on the smallness of residues which is much easier to handle. To quantify the smallness, we introduce the set of
polynomial residue orders
ord(g) = {κ ∈ Re : ‖E(i)h (gh)‖ = O(hκi), i = 1, . . . , e}.
In particular, κ = (κ1, . . . , κe) ∈ ord(g)means that the residue of gh with respect to the component E(i)h of the problem is
at least of order hκi .
Clearly, if κ ∈ ord(g), any vector κ ′ with smaller components is also contained in ord(g) due to the definition of the
Landau symbol and because hκi = O(hκ ′i ) for κ ′i ≤ κi. In fact, for many relevant examples, there exist a maximal vector κˆ
with integer components such that
ord(g) = {κ ∈ Re : κi ≤ κˆi, i = 1, . . . , e}.
Using the set ord(g)which characterizes the smallness of the residues, a typical stability estimate is of the form
‖fh − gh‖ ≤ C1hκ1−a1 + C2hκ2−a2 + · · · + Cehκe−ae , κ ∈ ord(g) (6)
expressing the fact that the total deviation between fh and gh is due to an initial deviation, expressed by the residue of
the initial condition, plus a deviation due to the differences in the boundary conditions, represented by the corresponding
residue, and so on. The order reductions aimay appear because the residual errors can accumulate, for example, over a large
number of time steps. Introducing the function
σ(κ) = min{κ1 − a1, . . . , κe − ae}
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the estimate (7) can be summarized in the more general form
‖fh − gh‖ = O(hσ(κ)), κ ∈ ord(g) (7)
where the function σ assigns to the residue orders κ a corresponding convergence order σ(κ). Generally, the function σ is
non-decreasing in each argument reflecting the fact that higher order residues should not reduce the convergence order. A
specific example will be given in Section 3.
Hence, if we assume that the problem under consideration allows a standard stability estimate (7), it remains to
determine the coefficients in an ansatz Ah in such a way that ord(A) contains order vectors with large components. In the
case of finite difference schemes, this can be accomplished with the help of Taylor’s theorem which allows us to convert
difference expressions into differential relations involving the coefficient functions multiplied by powers of h. Thus, a high
order residue is obtained if the coefficients in the h-expansion of the residue vanish which eventually leads to certain
differential conditions on the functions f (k). Provided the resulting equations have sufficiently smooth solutions f (k), the
ansatz Ah is specified and the closeness to the numerical solution fh is guaranteed with (7).
In practice, the determination of the coefficients f (k) is done iteratively starting with the equations for the lowest order
contribution f (0), then proceeding to the equations for f (1) etc. Specific examples for this approach are presented in the
following section.
3. A model problem
Our final aim is to show that both the regular expansion and the Chapman–Enskog expansion can be seen as particular
instances of the general expansion process introduced above. In order to minimize the required computations, we consider
a simple D1Q2model problemwhich is well understood. It is based on two velocities ci ∈ {−1, 1} and an update rule of the
standard BGK form
fi(n+ 1, j+ ci)− fi(n, j)− ω(f eqi (n, j)− fi(n, j)) = 0. (8)
Here, n ∈ N0 is the index which counts the time steps of length 1t and j ∈ {0, . . . ,M − 1} is the spatial index to address
the grid nodes which are assumed to be equidistant with step size1x. For simplicity, we assume that time and space steps
are identical1t = 1x = h = 1/M .
The addition j+ci is consideredmoduloM whichmeans that periodic boundary conditions are assumed. The equilibrium
distribution depends on the average of f which we denote as
〈f 〉 = f1 + f2.
Then, with a real parameter a,
f eqi = F eqi (〈f 〉), F eqi (ρ) =
1
2
(1+ aci)ρ.
To complete the evolution, an initial condition
fi(0, j)− ψi(xj(h)) = 0 (9)
is prescribed at all spatial nodes xj(h) = jh, h = 1/M in the unit interval.
To adopt the general notation of the previous section, we denote with f the discrete function which assigns to any
triple of indices (n, j, i) the value fi(n, j). The initial condition (9) amounts to 2M equations for f which we abbreviate with
E(1)h (f ) = 0. Similarly, N steps of the update rule lead to 2NM conditions on f , abbreviated by E(2)h (f ) = 0.
For this lattice Boltzmann scheme, the linear evolution operator which transforms the solution at time level n − 1 to
the solution at time level n, has been carefully estimated in [10,11] with respect to a discrete L2-norm. It is shown that its
powers are uniformly bounded provided
ω ∈ [0, 2], a ∈ [−1, 1]. (10)
With this result it is straightforward to derive a standard stability estimate with respect to the norm
‖f ‖ = max
0≤n≤N
( ∑
0≤j<M
(f1(n, j)2 + f2(n, j)2)h
) 1
2
.
Under condition (10) it follows that
‖f − g‖ ≤ C1hκ1 + C2Nhκ2 , κ ∈ ord(g)
where f is the lattice Boltzmann solution. The estimate shows that the residue of order hκ2 in the update rule is amplified
with the number of time steps. If we assume that the simulation time is restricted to T > 0with a time step size proportional
to h, the number of time steps can be estimated by T/hwhich finally leads to
‖f − g‖ = O(hσ(κ)), κ ∈ ord(g)
with σ(κ) = min{κ1, κ2 − 1}.
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Choosing the zero function g = 0, we observe that
{(κ1, κ2) : κ1 ≤ 0, κ2 ∈ R} ⊂ ord(0)
because the update rule is satisfied exactly E(2)h (0) = 0 and ‖E(h)1 (0)‖ is just the norm of the initial value which is bounded
for h→ 0. As a consequence, the stability estimate shows the boundedness of the lattice Boltzmann solution
‖f ‖ = ‖f − 0‖ = O(h0)
by choosing, for example, κ = (0, 1) ∈ ord(0).
We conclude that our model problem is theoretically well understood with norm stability and a standard stability
estimate in the parameter range specified by (10). Moreover, due to its simplicity, it is a perfect candidate to study and
compare various expansion methods.
4. The regular expansion
In this approach, the ansatz has the form of a regular expansion
Ah(n, j) = f [m](tn(j), xj(h)), f [m] = f (0) + hf (1) + · · · + hmf (m)
where tn(h) = nh, xj(h) = jh with smooth, 1-periodic and h-independent order functions f (k). We refer to [7,10] for a
very careful description of step 2 of the expansion process. Here, we just demonstrate the basic approach which follows the
general rule outlined in Section 2.
Inserting the ansatz into the update rule E(2)h , the residue has the form
r (2)i (n, j) = f [m]i (tn+1, xj+ci)− f [m]i (tn, xj)− ω(F eqi (〈f [m](tn, xj)〉 − f [m]i (tn, xj))).
To assess the size of the finite difference
1i(n, j) = f [m]i (tn+1, xj+ci)− f [m]i (tn, xj)
we note that tn+1 = tn + h and xj+ci = xj + hci and perform a Taylor expansion around (tn, xj). Using the kinetic transport
operator Di = ∂t + ci∂x, we have
f [m]i (tn+1, xj+ci) = f [m]i (tn, xj)+ hDif [m]i (tn, xj)+
h2
2
D2i f
[m]
i (tn, xj)+ · · · . (11)
Rewriting f [m] in terms of the truncated expansion, we finally obtain
1i(n, j) = hDif (0)i +
h2
2
D2i f
(0)
i +
h3
6
D3i f
(0)
i +
h4
24
D4i f
(0)
i + · · · + h2Dif (1)i +
h3
2
D2i f
(1)
i
+ h
4
6
D3i f
(1)
i + · · · + h3Dif (2)i +
h4
2
D2i f
(2)
i + · · ·
where the right-hand side is evaluated at (tn, xj). Since the equilibrium function depends on the average 〈f [m]〉, it is natural
to introduce the mass densities ρ(k) = 〈f (k)〉 of the order functions and
f eq,ki = F eqi (ρ(k)).
Then, the collision operator can be expanded according to
ω(F eqi (〈f [m]〉)− f [m]i ) = h0ω(f eq,0i − f (0)i )+ h1ω(f eq,1i − f (1)i )+ h2ω(f eq,2i − f (2)i )+ · · · .
Combining the two expansions, we end up with
r (2)i = h0ω(f (0)i − f eq,0i )+ h1(Dif (0)i + ω(f (1)i − f eq,1i ))+ h2
(
Dif
(1)
i +
h2
2
Dif
(0)
i + ω(f (2)i − f eq,2i )
)
+ · · · .
Obviously, a high order residue is obtained if the coefficients in leading order vanish. This is accomplished with a suitable
definition of the order functions. For example, a first order residue follows with
f (0)i = F eqi (u(0))
based on an arbitrary smooth and1-periodic functionu. In fact, computing themass densityρ(0) = 〈f (0)〉, we findρ(0) = u(0),
so that
f (0)i − f eq,0i = F eqi (u(0))− F eqi (ρ(0)) = 0.
To obtain a further improvement of the residue, we choose f (1) according to
f (1)i = F eqi (u(1))− τDif (0)i .
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where τ = 1/ω and u(1) is, again, an arbitrary smooth and 1-periodic function. Computing the mass density, we find
ρ(1) = u(1) − τ(∂t + a∂x)u(0) (12)
giving rise to
Dif
(0)
i + ω(f (1)i − f eq,1i ) = F eqi (∂tu(0) + a∂xu(0))
as leading order coefficient of the residue. Obviously, a higher order residue only follows, if we restrict the function u(0),
which has been arbitrary so far, to be a solution of the advection equation
∂tu(0) + a∂xu(0) = 0.
In this case, we see from (12) that the function u(1) is actually the average ρ(1) of f (1).
Continuing in this way, the expansion can be carried out to arbitrary orders, always following the same pattern: to
increase the residue order from k to k + 1, the structure of f (k) is determined up to some smooth and 1-periodic function
u(k) and u(k−1) is constrained to be a solution of some advection equation which generally has a source term depending on
the previous mass densities u(0), . . . , u(k−2) and their derivatives. For example, a fourth order residue is obtained with
f (0)i = F eqi (u(0))
f (1)i = F eqi (u(1))− τDif (0)i
f (2)i = F eqi (u(2))− τDif (1)i −
τ
2
D2i f
(0)
i
f (3)i = F eqi (u(3))− τDif (2)i −
τ
2
D2i f
(1)
i −
τ
6
D3i f
(0)
i
 . (13)
Since u(3) stays undetermined if we stop at this order, we can choose u(3) arbitrarily. For simplicity, we take u(3) = 0 but
any other smooth and 1-periodic function would also be possible. The remaining functions u(k) should be solutions of
∂tu(0) + a∂xu(0) = 0
∂tu(1) + a∂xu(1) = b∂2x u(0)
∂tu(2) + a∂xu(2) = b∂2x u(1) + c∂3x u(0)
 (14)
with the transport coefficients
b = (1− a2)
(
τ − 1
2
)
, c = 2a(1− a2)
(
τ 2 − τ + 1
6
)
. (15)
Next, we consider the residue of the initial condition E(1)h which can only be of higher order if the initialization function ψi
has a form compatible to the order functions f (0), . . . , f (3). For example, if we use the standard initialization
ψi(xj) = F eqi (u0(xj)) (16)
with some smooth, 1-periodic function u0, the initial residue is obtained by inserting f [3] based on the already constructed
order functions into (9) which leads to
r (1)i (j) = F eqi (u(0)(xj))− F eqi (u0(xj))+ hf (1)(0, xj)+ h2f (2)(0, xj)+ h3f (3)(0, xj).
Obviously, r (1) is of first order if we set u(0)(x) = u0(x). However, a second order residue is only possible if f (1) vanishes
initially which is generally not the case. In fact, assuming that f (1)(0, x) = 0, also the average u(1)(0, x) = 〈f (1)(0, x)〉 = 0.
But then, the weighted average
0 =
2∑
i=1
cif
(1)
i (0, x) = (1− a2)∂xu(0)(0, x)
requires the initial derivative of u(0) to be zero which only happens in the boring case of a constant initial value. In other
words, the initialization (16) leads to a numerical solutionwhich cannot be describedwith regular functions to second order
accuracy. This indicates that the lattice Boltzmann solution based on (16) is generally irregular in first order.
We also see from the form of the residue that an initialization with
u(0)(0, x) = u0(x), u(1)(0, x) = u(2)(0, x) = 0, ψi(xj) = f [2]i (0, xj)
with order functions defined according to (13) leads to an initial residue of order h3. With this setting, our ansatz f [3] is
completely determined with κ = (3, 4) ∈ ord(f [3]) giving rise to a convergence order σ(κ) = 3.
5. The Chapman–Enskog expansion
In the lattice Boltzmann literature, the Chapman–Enskog expansion is usually combined with a formal multi-timescale
approach. In contrast to standard multi-scale expansions like (4), however, the coefficient functions do not have a
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corresponding number of additional arguments so that the extra time derivatives have no well defined meaning. A possible
remedy is the Chapman–Enskog approach presented in [2] for the continuous Boltzmann equation which is based on the
exposition in [12]. Here, the additional time derivatives are defined in terms of suitable space derivatives (for amore detailed
comparison, we refer to Appendix A)
In order to avoid the complications associated to formal time derivatives, we present a different Chapman–Enskog type
approach which perfectly fits to the framework presented in Section 2. In this case, only the choice of the ansatz (step 1)
distinguishes the Chapman–Enskog expansion from other methods. The determination of the coefficients is carried out by
carefully applying the general rule to iteratively improve the order of the residue by suitably defining the order functions.
5.1. The ansatz
In its basic structure, the ansatz of the Chapman–Enskog expansion is similar to the regular expansion
Ah(n, j) = f [m](tn(h), xj(h)), f [m] = f (0) + hf (1) + · · · + hmf (m)
based on smooth, 1-periodic functions f (k). The additional assumption which discriminates the approach from other
expansions is the structural requirement that the conserved quantities (the mass density in our example) are the moments
of the first coefficient function f (0) up to terms of negligible order. More specifically, the requirement is
〈f [m]〉 = 〈f (0)〉 + O(hm+1). (17)
An immediate consequence of (17) is the h-dependence of the order functions. In fact, if the ansatz successfully describes
the lattice Boltzmann solution, i.e. fh = Ah + O(hσ ) for some σ ≥ 2, we also have for the average
〈fh〉 = 〈Ah〉 + O(hσ ) = 〈f (0)〉 + O(hσ )+ O(hm+1). (18)
In the previous section we have seen, that the average of the numerical solution has the form 〈fh〉 = u(0) + hu(1) + · · ·with
some non-trivial function u(1). Thus, 〈fh〉 contains some first order h-dependence which carries over to 〈f (0)〉 if m ≥ 1 in
(18). This in turn implies that f (0) and generally all f (k) are depending on h. Whenever this h-dependence is important, we
stress it by writing
f (k)i = f (k)i,h . (19)
As a consequence, the smoothness of the coefficient functions with respect to (t, x) is no longer enough to guarantee the h-
boundedness of the terms f (k)i,h (tn(h), xj(h)) appearing in the ansatz Ah. Hence, the boundedness with respect to h becomes a
separate requirement for the Chapman–Enskog expansion. In the following, we call functions admissible if they are smooth,
1-periodic and bounded with respect to h for h→ 0.
A second observation concerns the averages of the higher order coefficient functions. From (17), we can conclude
〈hf (1)h 〉 = −〈h2f (2)h + · · · + hmf (m)h 〉 + O(hm+1).
Using the h-boundedness, we see after dividing by h
〈f (1)h 〉 = O(h). (20)
Correspondingly, we find
〈f (1)h + hf (2)h 〉 = O(h2) (21)
〈f (1)h + hf (2)h + h2f (3)h 〉 = O(h3) (22)
...
〈f (1)h + hf (2)h + · · · + hm−1f (m)h 〉 = O(hm). (23)
These assumptions seem to be weaker than the usually adopted choice
〈f (1)h 〉 = 〈f (2)h 〉 = · · · = 〈f (m)h 〉 = 0.
However, the difference is only marginal and amounts to a simple rearrangement of terms as the following argument
shows. Given an ansatz Ah which satisfies (17) with coefficient functions f
(0)
h , . . . , f
(m)
h , we define corresponding average
free coefficients g(k)h by setting
g(k)h,i = f (k)h,i − Li(〈f (k)h 〉), k ≥ 1
where α 7→ L(α) is some linear function with the property
〈L(α)〉 = α, α ∈ R.
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In our example, we could take Li = F eqi , or more simply
Li(α) = 12α, i = 1, 2.
Then, we set g(0)h = f (0)h and
Bh = g [m](tn(h), xj(h)), g [m] = g(0)h + hg(1)h + · · · + hmg(m)h .
The difference between the two expansions can be estimated as follows. By definition of the functions g(k) and the linearity
of L, we have
g [m] = f [m] +
m∑
k=1
hkL(〈f (k)〉) = f [m] + L(〈f [m] − f (0)〉).
Now, assumption (17) implies that 〈f [m] − f (0)〉 = O(hm+1) at all grid points so that the expansion Ah in terms of f (k) equals
Bh with average free coefficients g(k) up to the relevant order hm. The deeper reason for this somewhat surprising result is
the non-uniqueness of h-dependent coefficient functions in asymptotic expansions mentioned earlier in Section 2.
5.2. The Euler level
Let us now turn to the residue analysis of the update rule. Inserting the Chapman–Enskog ansatz into E(2)h , we again
perform a Taylor expansion as in (11). The difference to the regular expansion actually appears in the treatment of the
collision term because the mass density is not expanded. We have
f [m]i − F eqi (〈f [m]〉) = f (0)i − F eqi (〈f (0)〉)+ hf (1)i + h2f (2)i + · · · .
Combining the ingredients, we obtain the residue in the form
r (2)i = h0ω(f (0)i − F eqi (〈f (0)〉))+ h1(Dif (0)i + ωf (1)i )+ h2
(
Dif
(1)
i +
1
2
D2i f
(0)
i + ωf (2)i
)
+ · · · .
Obviously, a first order residue is obtained under the same condition as in the regular expansion. The requirement is
f (0)i = F eqi (u)
with some admissible function u. Further constraints on u follow, if we try to obtain a higher order residue. For example, a
first order residue is obtained if we define additionally
f (1)i = −
1
ω
Dif
(0)
i
and observe condition (20). With τ = 1/ω, we have
〈f (1)〉 = −τ
2∑
i=1
(∂t + ci∂x)12 (1+ aci)u.
Noting that c2i = 1 and c1 + c2 = 0, we find
〈f (1)〉 = −τ(∂t + a∂x)u. (24)
Thus, condition (20) leads to the additional requirement
(∂t + a∂x)u = O(h), (25)
or equivalently,
(∂t + a∂x)u = hϕ(1)h
with someadmissible expressionϕ(1)h . The classical choice to obtain a first order accurate Chapman–Enskog expansionwould
be ϕ(1)h = 0. In this case, u is the solution of the hyperbolic advection equationwhich plays the role of the compressible Euler
equation in our model problem.
5.3. The Navier–Stokes level
If wewant to achieve a higher order residue, the choice ϕ(1)h = 0 is too restrictive. To remove the second order coefficient
in the residue we first define
f (2)i = −τDif (1)i −
τ
2
D2i f
(0)
i = τ
(
τ − 1
2
)
D2i f
(0)
i ,
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and then observe condition (21). Recalling (24) and noting that
〈D2f (0)〉 = (∂t + a∂x)2u+ (1− a2)∂2x u
condition (21) leads to the constraint
∂tu+ a∂xu = h
(
τ − 1
2
) (
(∂t + a∂x)2u+ (1− a2)∂2x u
)+ O(h2). (26)
This shows, that the expression ϕ(1)h has to be of the more specific form
ϕ
(1)
h = b∂2x u+
(
τ − 1
2
)
(∂t + a∂x)2u+ hφ(2)h (27)
where b is the transport coefficient already found in (15) and φ(2)h is some yet unspecified admissible expression.
Again, if we were satisfied at this order of accuracy, we could choose some φ(2)h and solve the resulting problem for u
as a basis for the definition of the coefficients f (0), f (1) and f (2). In fact, with a specific choice, it is possible to avoid higher
order time derivatives in the problem. Noting that any proper construction satisfies (∂t + a∂x)u = O(h) because of (25), we
conclude that (∂t + a∂x)2u = O(h) as well. Hence, the corresponding term on the right-hand side of (27) is actually of the
same order as the contribution due to the arbitrary expression φ(2)h . We can therefore combine the two terms, giving rise to
another unspecified expression
ϕ
(2)
h =
1
h
(
τ − 1
2
)
(∂t + a∂x)2u+ φ(2)h .
With these preparations in mind, let us assume that u is a solution of the problem
∂tu+ a∂xu = hb∂2x u+ h2ϕ(2)h (28)
with some arbitrary, admissible expression ϕ(2)h . Setting
f (0) = F eq(u), f (1) = −τDf (0), f (2) = τ
(
τ − 1
2
)
D2f (0),
we finally have to check whether condition (17) withm = 2, or equivalently (21), is satisfied. We find
〈f (1) + hf (2)〉 = −τ(∂t + a∂x)u+ hτ
(
τ − 1
2
)(
(∂t + a∂x)2u+ (1− a2)∂2x u
)
.
In view of (28), this leads to
〈f (1) + hf (2)〉 = −τh2ϕ(2)h + hτ
(
τ − 1
2
)
(∂t + a∂x)2u.
Applying the advection operator again to (28), we obtain
(∂t + a∂x)2u = hb∂2x (hb∂2x u+ h2ϕ(2)h )+ h2(∂t + a∂x)ϕ(2)h
so that, in fact,
〈f (1) + hf (2)〉 = −τh2ϕ(2)h + h3τ
(
τ − 1
2
)(
b2∂4x u+ hb∂2x ϕ(2)h + (∂t + a∂x)ϕ(2)h
)
which is of order h2, as required in (21).
With the classical choice ϕ(2)h = 0 in (28), the advection diffusion equation plays the role of the compressible
Navier–Stokes equation in our model problem. Note that b = (τ − 1/2)(1− a2) has the proper sign in the relevant regime
τ > 1/2 and |a| < 1 to give well posedness. However, the equation is also well posed in the unstable regime τ < 1/2 and
|a| > 1. The same phenomenon is observed and discussed in connection with a two-scale expansion in [7,10]. It shows that
the stability of a numerical method can generally not be predicted with expansion methods.
We finally remark that, as in the regular expansion, the initial valueψi of the lattice Boltzmannmethod has to match the
initial value of the ansatz to obtain also a higher order initial residue.
5.4. The Burnett level
In order to generalize the procedure of the previous section, let us consider how to improve the residue from order n− 1
to order n. Noting that the coefficient in order n ≥ 1 of the expanded residue r (2)h has the form
ωf (n) +
n∑
k=1
1
k!D
kf (n−k)
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it is easy to check by induction that the order improves if we set
f (n) = pn(τ )Dnf (0)
with the recursively defined polynomials
pn(τ ) = −τ
n∑
k=1
1
k!pn−k(τ ), p0(τ ) = 1.
Introducing the admissible expression
〈f (1) + hf (2) + · · · + hn−1f (n)〉 = −τhnφ(n)h
we find a restriction on the expression of the previous step in the form
−τhnφ(n)h = −τhn−1φ(n−1)h + hn−1〈f (n)〉.
Using the structure of f (n) and the polynomial qn(τ ) = pn(τ )/τ for n ≥ 1, we can rewrite the condition as
φ
(n−1)
h = −qn(τ )〈Dnf (0)〉 + hφ(n−1)h .
Note that, recursively, this also restricts all the previous expressions φ(k)h and amounts to the following equation on u
∂tu+ a∂xu =
〈
(hq2(τ )D2 + · · · + hn−1qn−1(τ )Dn)F eq(u)
〉+ hnφ(n)h . (29)
At this stage, the equation may be reformulated, using the fact that hnφ(n)h can be combined with other terms of the same
order on the right-hand side. Generally, the higher order terms are related to higher order time derivatives appearing in the
expansion. Introducing the advection operator S = ∂t + a∂x, we have
∂nt = (S − a∂x)n =
n∑
k=0
(n
k
)
(a∂x)kSn−k.
The expressions Sn−ku can be rewritten by repeatedly substituting Su with the right-hand side of (29) which is of order h.
Thus, powers of S lead to corresponding powers of h and the procedure finally yields pure space derivatives plus some new
admissible expression hnϕ(n)h , which contains φ
(n)
h as well as the higher order contributions.
Taking an admissible solution u of the resulting equation, the Chapman–Enskog expansion up to order n has the form
f [n] = F eq(u)+ τ
n∑
k=1
hkqk(τ )DkF eq(u). (30)
Let us now apply this general procedure to the case n = 3. A straightforward computation shows that
〈D3f (0)〉 = S3u+ 3(1− a2)S∂2x u+ 2(a2 − 1)a∂3x u
and
q1(τ ) = −1, q2(τ ) = τ − 12 , q3(τ ) = τ − τ
2 − 1
6
.
Suppressing the argument of the polynomials qi for brevity and using the transport coefficients b, c defined in (15), relation
(29) has the more specific form
Su = hb∂2x u+ h2c∂3x u+ hq2S2u+ h2q3S3u+ 3h2(1− a2)∂2x Su+ h3φ(3)h .
Obviously, all terms involving S on the right-hand side are actually of order h3, so that a Chapman–Enskog expansion with
a fourth order residue is obtained based on a solution of the equation
∂tu+ a∂xu = hb∂2x u+ h2c∂3x u+ h3ϕ(3)h . (31)
The classical choice ϕ(3)h = 0 leads to an advection–diffusion–dispersion equation which plays the role of the Burnett
equation in our model problem. In the relevant regime τ < 1/2 and |a| < 1 it is well posed.
5.5. The super-Burnett level
To remove the fourth order in the residue, the ingredients are
f (4) = p4(τ )D4f (0), p4(τ ) = τ
(
τ 3 − 3
2
τ 2 + 7
12
τ − 1
24
)
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and
〈D4f (0)〉 = S4u+ 6(1− a2)S2∂2x u− 8a(1− a2)S∂3x u+ (1+ 3a2)(1− a2)∂4x u
which leads to the condition (with suppressed τ -dependence of the qi)
Su = hb∂2x u+ h2c∂3x u+ hq2S2u+ h2q3
(
S3u+ 3(1− a2)∂2x Su
)+ h3q4(S4u
+ 6(1− a2)S2∂2x u− 8a(1− a2)S∂3x u+ (1+ 3a2)(1− a2)∂4x u
)+ h4φ(4)h . (32)
In contrast to the previous steps, there are termson the right-hand side containing Swhich are of relevant order. For example,
hq2S2u = h3q2b2∂4x u+ O(h4),
and
3h2(1− a2)q3∂2x Su = 3h3(1− a2)bq3∂4x u+ O(h4).
Thus, condition (32) can equivalently be written as
∂tu+ a∂xu = hb∂2x u+ h2c∂3x u+ h3d∂4x u+ h4ϕ(4)h (33)
where the coefficient d of the ∂4x -derivative is composed of three terms
d = (1+ 3a2)(1− a2)q4(τ )+ b2q2(τ )+ 3(1− a2)bq3(τ )
= b
(
(1− 5a2)q3(τ )+ 53a
2
)
and ϕ(4)h is any admissible expression. Again, one can check that, based on admissible solutions of (33), the coefficients
f (0), . . . , f (4) satisfy the required average condition (23) withm = 4.
If we follow the convention in the classical Chapman–Enskog expansion to set the expression ϕ(4)h equal to zero, it turns
out that the resulting equation is unstable for certain choices of the parameters τ and a for which the lattice Boltzmann
evolution is stable. A similar effect is actually encountered in connection with the continuous Boltzmann equation, where
the corresponding super-Burnett equation has been shown to be linearly unstable [2,8].
Before considering the instability, we want to stress that in the Chapman–Enskog approach presented here, the choice
ϕ
(4)
h = 0 is clearly marked as arbitrary among many other possibilities (which is not the case in the standard exposition).
That means, if a certain definition of ϕ(4)h does not lead to an evolution problem with admissible solutions u, the natural
consequence is not to question the expansion but to question the choice of ϕ(4)h . In our case, it turns out that
ϕ
(4)
h = he∂6x u (34)
with some suitable e > 0 leads to a more reasonable equation than the choice ϕ(4)h = 0.
In order to find a proper value for e, let us investigate the stability using Fourier analysis. Inserting the Fourier mode
(which is 1-periodic for k = 2pimwithm ∈ Z)
u(t, x) = exp(i(θ t + kx))
into Eq. (33) with (34), we find
iθ + iak = −hbk2 − ih2ck3 + h3dk4 − h5ek6.
Exponentially growing modes are present if and only if the imaginary part θi of θ becomes negative. We have
θi = hbk2 − h3dk4 + h5ek6.
Noting that b is positive in the relevant regime and that the constant mode k = 0 is always stable, we can equivalently
consider the sign of
θi
hbk2
= 1− d
b
y+ e
b
y2, y = (hk)2.
Obviously, the classical choice in the Chapman–Enskog expansion amounts to e = 0 so that the imaginary part inevitably
becomes negative for large k if d/b > 0. This actually happens in a considerable part of the parameter space (a, ω) ∈
[−1, 1] × [0, 2] for which the lattice Boltzmann scheme is known to be stable (see Fig. 1). As example, we mention the
constellation a = 0, ω = 4/3, i.e. τ = 3/4. Then
d
b
= (1− 5a2)q3(τ )+ 53a
2 = q3
(
3
4
)
= 1
48
> 0.
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Fig. 1. The lattice Boltzmann scheme is stable for parameters (a, ω) everywhere in the square. However, for parameters in the white region, the super-
Burnett equation with the classical choice ϕ(4)h = 0 has unstable modes.
However, if we use the more reasonable choice
e = d
2
4b
+ αb, α > 0
we find with y = (hk)2 and z = dy/(2b)
θi
hbk2
= 1− 2z + z2 + αy2 = (1− z)2 + αy2 > 0, k 6= 0
so that no unstable mode exists in the relevant parameter regime.
6. Comparison of regular and Chapman–Enskog expansions
Already from the general considerations in Section 2, we could conclude that two expansionsmust be close to each other
if they successfully approximate the solution of a stable numerical method. This observation can explicitly be checked for
our model problem. Here, we start with the regular expansion and show that it differs from a particular Chapman–Enskog
expansion only in higher order terms. Conversely, we could also start with the Chapman–Enskog expansion, where a regular
expansion of the conserved moment u gives rise to the terms appearing in the regular expansion up to the relevant order.
The starting point for our considerations are the coefficient functions f (k) defined in (13) based on solutions u(0), u(1), u(2)
of the advection problems (14) and some arbitrary smooth and 1-periodic function u(3). Multiplying the rows in (13) with
corresponding powers of h and adding the terms vertically, we find for the truncated regular expansions
f [n] = f (0) + hf (1) + · · · + hnf (n)
the following expressions
f [n] = F eq(u[n])− τ
n∑
k=1
hk
k! D
kf [n−k] (35)
where
u[n] = u(0) + hu(1) + · · · + hnu(n).
In particular, for n = 3,
f [3] = F eq(u[3])− τhDf [2] − τ h
2
2
D2f [1] − τ h
3
6
D3f [0].
Replacing the terms f [k] with k = 0, 1, 2 according to (35), we obtain
f [3] = F eq(u[3])− hτD
(
F eq(u[2])− hτDf [1] − h
2
2
D2f [0]
)
− h
2
2
τD2
(
F eq(u[1])− hτDf [0])− h3
6
τD3F eq(u[0]).
This process can be repeated until all truncated expansions f [k] are written in terms of equilibrium distributions. Combining
terms of the same derivative order, we finally obtain
f [3] = F eq(u[3])− hτDF eq(u[2])− h2τ
(
1
2
− τ
)
D2F eq(u[1])− h3τ
(
1
6
− τ + τ 2
)
D3F eq(u[0])
A. Caiazzo et al. / Computers and Mathematics with Applications 58 (2009) 883–897 895
or, in general, with the polynomials qk defined in Section 5.4
f [n] = F eq(u[n])+ τ
n∑
k=1
hkqk(τ )DkF eq(u[n−k]).
Using the fact that
u[n] = u[n−k] +
n∑
r=n−k+1
hru(r),
we can conclude
hku[n−k] = hku[n] −
n∑
r=n−k+1
hk+ru(r) = hku[n] + O(hn+1).
Hence, the term
Rn = τhn+1
n∑
k=1
hkqk(τ )DkF eq
(
n∑
r=n−k+1
hru(r)
)
is admissible and we can write
f [n] + hn+1Rn = F eq(u[n])+ τ
n∑
k=1
hkqk(τ )DkF eq(u[n]). (36)
Finally, by multiplying the rows in (14) with corresponding powers of h and adding vertically, we find
∂tu[2] + a∂xu[2] = bh∂2x u[1] + ch2∂3x u[0].
This can equivalently be written as equation for u[3]
∂tu[3] + a∂xu[3] = bh∂2x u[3] + ch2∂3x u[3] + h3ϕ(3)h
with the particular choice
ϕ
(3)
h = ∂tu(3) + a∂xu(3) − b∂2x u(2) − c∂3x u(1) − ch∂3x u(2).
Hence, the truncated average u[3] satisfies the Burnett equation (31) with a source term ϕ(3)h which is constructed from the
solutions of the advection problems (14) and which depends on the arbitrary choice u(3). In view of (30) and (36), the third
order Chapman–Enskog expansion based on u[3] equals the regular expansion f [3] up to the fourth order term h4R4.
This explicit consideration nicely demonstrates that the undetermined expression ϕ(k)h arising in the equations of the
Chapman–Enskog expansion has its counterpart in the undetermined highest order moment of the regular expansion. In
continuous kinetic theory, this indeterminacy is well known as consequence of the singular nature of the limit process
which relates the mesoscopic kinetic equation to the macroscopic equation for the conserved moments.
From the point of view of numerical analysis, the fact that a residue of order κ1 is obtained with expansions that are not
fully determined in order κ1 − 1 gives important information on the best possible stability estimate.
Let us take two expansions Ah, Bh which possess the same residue order κ ∈ ord(A) ∩ ord(B) but which are different in
order κ1 − 1, for example, by choosing different highest order moments in the regular expansion, or different source terms
for the moment equations in the Chapman–Enskog expansion. As a consequence, we have
1
hκ1−1
‖Ah − Bh‖ ≥ µ > 0 for h→ 0. (37)
On the other hand, if σ(κ) is the convergence order of some standard stability estimate, κ ∈ ord(A) and κ ∈ ord(B) imply
with the triangle inequality
‖Ah − Bh‖ ≤ ‖f − Ah‖ + ‖f − Bh‖ = O(hσ(κ)).
Assuming that σ(κ) ≥ κ1, we obtain
1
hκ1−1
‖Ah − Bh‖ = O(h)→ 0 for h→ 0
in contradiction to (37). Thus, we find the upper bound σ(κ) ≤ κ1 − 1 on the convergence order. In other words, the
undetermined orders in the expansion give us information about the highest possible convergence order. This observation
can be used to generalize the classical notion of consistency order (for details see [13]).
While the indeterminacy in highest expansion order is a common phenomenon in both regular and Chapman–Enskog
expansion, there are also some differences.
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For example, the Chapman–Enskog expansion generally contains less terms than the regular expansion because
expressions like F eq(u) are not split into separate contributions at all orders. In that sense, the Chapman–Enskog expansion
is easier to handle. Moreover, the equation for the conserved moments automatically captures the correct diffusive long-
term behavior while the advection equations of the regular approach only lead to admissible descriptions on bounded time
intervals. An extension to infinite intervals is possible but requires a multi-scale approach as outlined in [7,10].
However, these advantages of the Chapman–Enskog expansion are closely connected to some disadvantages. For
example, the compact description comes with the price of h-dependent moment equations and expansion coefficients.
Obviously, the moment equations are increasingly complicated and are generally less understood for growing expansion
orders. In this case, the h-dependence of u and thus of the whole expansion is somewhat clouded.
Hence, for higher order expansions which are required, for example in the convergence analysis [14–16], the regular
approach seems to be more appropriate because the moment equations are of the same type for all orders.
Also, in the case of boundary value problems, the regular expansion has advantages because the differential operator in
the moment equations is of the same order as in the limit problem while higher derivative orders in the moment equations
of the Chapman–Enskog approach are increasingly difficult to handle.
However, as long as the numerical solution is regular up to the considered order, all these pros and cons are marginal
because the expansions can be transformed into each other up to terms of higher order.
7. Conclusion
With the observations described in this article, we hope to settle questions and controversies arising in connection with
the choice of expansion methods for the analysis of finite difference methods. Our main statement is that all expansions are
equivalent as long as the algorithm is stable and the residues are of the same order.
Assuming stability, two expansion methods can therefore only differ in their range of applicability. The simple example
algorithm used in this article nicely illustrates this fact. For example, the residue of the regular expansion method grows
with time so that the formal order is strict only on bounded time intervals. As a consequence, the method does not describe
the numerical solution properly on time intervals which are long compared to the inverse discretization length. In contrast,
the Chapman–Enskog expansion up to second order, or classical multi-scale expansions correctly incorporate the long-time
behavior since the residues keep their sizes even on infinite time intervals.
A second situation leading to a restricted range of applicability has been carefully described in the case of the classical
Chapman–Enskog expansion which breaks down at super-Burnett level in our example. The reason is that the equation
for some higher order coefficient in the expansion is unstable with the consequence that the residue is not as small as the
expansion formally suggests because it is build on the resulting unbounded coefficient function.
As a remedy, we suggest to slightly relax the overly restrictive assumptions in the Chapman–Enskog ansatz which helps
us to construct reasonable expansions. This new perspective may be of interest also in the case of the classical Boltzmann
equation where suitable modifications of Burnett and super-Burnett equations are currently investigated.
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Appendix. Some remarks on multi-scale expansions
We have seen in Section 5 that the mass density ρ corresponding to the lattice Boltzmann model (8) approximately
satisfies the equation
∂tu+ a∂xu = hb∂2x u+ h2c∂3x u. (A.1)
Provided the spatial derivatives of ρ are bounded, the influence of the higher derivatives is quite small, or in other words,
the associated flux becomes significant on very long time intervals. To analyze this behavior systematically, one can use a
multi-scale expansion of ρ, i.e. we try to express the solution in the form
ρ(t, x) = R0(t, ht, h2t, x)+ hR1(t, ht, h2t, x)+ · · · .
Inserting this ansatz into (A.1), the time derivative of each coefficient splits according to
∂tRα(t, ht, h2t, x) = (∂t0 + h∂t1 + h2∂t2)Rα(t, ht, h2t, x)
where t0, t1, t2 denote the variables ofRα(t0, t1, t2, x).Working out the details,we find that a small residue can be guaranteed
provided R0 satisfies the relations
∂t0R0 + a∂xR0 = 0, ∂t1R0 = b∂2x R0, ∂t2R0 = c∂3x R0. (A.2)
The equations show that, on the fastest timescale, the evolution is given by pure advection while on time intervals with
length of order 1/h, the density profile is governed by the diffusion equation and, on even longer time intervals, dispersive
effects arise.
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It is possible to keep the physically meaningful time derivatives without introducing functions of several time variables.
This formal trick may be useful to carry out expansions in a reasonably structured and condensed form. More specifically,
we can define
∂t(0)ρ(t, x) = −a∂xρ(t, x), ∂t(1)ρ(t, x) = b∂2x ρ(t, x), ∂t(2)ρ(t, x) = c∂3x ρ(t, x)
which reflects the structure found in the multi-scale expansion (A.2). More generally, when a quantity u(t, x) satisfies an
evolution equation
∂tu(t, x) =
∞∑
α=0
hαϕα(t, x) (A.3)
one would introduce the formal time derivatives ∂t(α)u(t, x) = ϕα(t, x) so that
∂tu = (∂t(0) + h∂t(1) + h2∂t(2) + · · ·)u.
For derived quantities that depend on u or its spatial derivatives, like H(u, ∂xu), one can consistently define formal time
derivatives by enforcing the chain rule, i.e.
∂t(α)H(u, ∂xu) = ∂1H(u, ∂xu) ϕα + ∂2H(u, ∂xu) ∂xϕα.
Formal time derivatives are often used (without further comments) in connection with the Chapman–Enskog expansion of
lattice Boltzmann methods. A rigorous usage in connection with the derivation of the Burnett equation for a generalized
BGK model can be found in [2].
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