We describe an algorithm to triangulate a general map on an arbitrary surface in such way that the resulting triangulation is vertex-colorable with three colors. (Threecolorable triangulations can be efficiently represented and manipulated by the GEM data structure of Montagner and Stolfi.) The standard solution to this problem is the barycentric subdivision, which produces 4e − 2b triangles when applied to a map with e edges, such that b of them are border edges (adjacent to only one face). Our algorithm yields a subdivision with at most 2e − b + 2(2 − χ) triangles, where χ is the Euler Characteristic of the surface; or at most 2e − n − 2b + 4(2 − χ) triangles if all n faces of the map have the same degree. Experimental results show that the resulting triangulations have, on the average, significantly fewer triangles than these upper bounds.
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Introduction
We describe an algorithm to triangulate a general map M on an arbitrary surface to produce a triangulation T that is 3-vertex-colorable, namely whose vertices can be labeled with the three "colors" {0, 1, 2} in such a way that the endpoints of every edge have distinct colors. Vertex-colorable triangulations can be efficiently represented and manipulated by the GEM (Graph-Encoded Manifolds) data structure of Montagner and Stolfi [7, 6] , based on the graph class of the same name created by Sóstenes Lins and Arnaldo Mandel [5] .
The standard solution to this problem is the barycentric subdivision [2] , where each edge of M is divided into two new edges and a new vertex, and each face of M is divided into 2d triangles, 2d new edges, and a new vertex, where d is the degree of the divided face. The procedure also yields a 3-vertex-coloration for M , where each vertex has color 0, 1 or 2 depending on whether it is contained in a vertex, edge, or face of M , respectively. The barycentric subdivision is easily implemented, but always produces a triangulation T with 4e − 2b triangles when applied to a map M with e edges.
Here we extend our previous algorithm for transforming an arbitrary triangulation into a colored one [3] to work with general maps with faces of any degree. This new algorithm is equivalent to the former one if the input is a triangulation. Our algorithm is considerably more efficient than barycentric subdivision: it yields a triangulation with at most 2e − b + 2(2 − χ) triangles, where χ is the Euler characteristic of the surface. If the input map M has n faces and all of them have the same degree D, the resulting triangulation has at most 2e − n − 2b + 4(2 − χ) (= (D − 1)n − b + 4(2 − χ)) triangles. These are only upper bounds. Experiments with certain classes of random maps (described in Section 7) shows that average size of the output is lower than the upper bound, especially for maps with faces with larger average degree.
A naive algorithm for the problem considered here would be (1) randomly triangulate the faces of M and (2) apply our previous algorithm to the resulting triangulation. The triangulation resulting from step (1) would have L 0 (M ) = 2e − 2n − b + k triangles, where k is the number of faces of M with degree 2. Therefore the final triangulation would have at least L 0 (M ) and at most U 0 (M ) = 4e − 4n − 3b + 2k + 4(2 − χ) triangles, which is better than the barycentric subdivision but worse than the output of the new algorithm described in this paper.
Definitions
For this paper, we define a surface as a connected compact topological space X where every point p has a neighborhood that is either homeomorphic to the plane R 2 , or homeomorphic to the closed half-plane H 2 = {(x, y) : x, y ∈ R ∧ x ≥ 0}, with p corresponding to the origin. Points of the second type comprise the border of X, while the others comprise its interior. Note that the border must be the union of a finite number (possibly zero) of connected components, each homeomorphic to the circle S1. See Figure 1a . We do not require surfaces to be orientable [8] .
A topological map M is a partition of a surface, denoted by S M , into a finite collection of parts, comprising its vertices V M , edges E M , and faces F M , such that: (i) each vertex is a singleton set; (ii) each edge is homeomorphic to R; (iii) each face is homeomorphic to R 2 ; (iv) the boundary in S M of every edge is a pair of distinct vertices; (v) the boundary in S M of every face is a cycle of k ≥ 2 distinct vertices and k distinct edges. If k = 3 for every face, then M is said to be a triangulation.
With this definition, the border of S M is necessarily the union of a subset of the edges and vertices of T , the border edges and border vertices. Any edge (or vertex) of M that is not on the border is an interior edge (or interior vertex ). A part p of M is said to incide on another part q if one of them is contained in the boundary of the other. An interior edge is incident to exactly two faces of M ; whereas any border edge is incident to exactly one face. These faces are called the wings of the edge. See Figure 1b .
Note that our definitions exclude certain partitions of the surface (see Figure 2) . In particular, a map M cannot have a vertex incident to more than two border edges. Such a vertex would be a local cut point of the space S M , which we define as a point p in a topological space with a neighborhood X such that X is connected but X \ p is not. Also, a map cannot have loops, but may have parallel edges.
A sub-map M of a map M is a subset of the faces of M , together with all (and only) the edges and vertices that are incident to those faces. A sub-map has all the defining properties of a map, except that its underlying space S M may be disconnected, and may have local cut points. The border edges of M are the edges of M that are incident to only (a) (b) Figure 1 : (a) A surface homeomorphic to the side surface of a cylinder; point p is on the border, and q is in the interior. The border has two connected components. (b) A map on that surface, with a border vertex u, an interior vertex v, a border edge e and an interior edge f . Figure 2 : A partition of a topological space that is not a map. It has a local cut point w, two faces (A and B) with repeated vertices and repeated edges on their boundaries, and a face C with only one vertex and only one edge.
one face of M . The border vertices of M are the ones incident to those edges. Note that the local cut points of S M are the vertices of M that are incident to four or more border edges of M . Especially, if every face of M is a triangle, then M is a sub-triangulation. A map T is said to be a subdivision of another map M if S T = S M and every part of M is the union of some subset of the parts of T .
The Euler characteristic of a map M is the number
It is a topological property of the surface S M alone [1] , being (for example) 2 for the sphere S 2 , 0 for the torus T 2 = S 1 × S 1 , and 1 for the closed unit disk D 2 = { (x, y) :
3 The algorithm
Overview
Our algorithm receives a map M as input, and outputs a triangulation T , that is a subdivision of M , and a 3-coloration for T . The algorithm operates on one face of M at a time, replacing it by triangles, in such a way that the part of the triangulation that has already been processed is 3-vertex-colorable.
In the description of the algorithm, we will denote by T the sub-triangulation of T that has already been built, and by M the remainder of M , that still remains to be processed. Consequently, S M ∪ S T = S M . Each vertex v of T has an assigned color λ(v) ∈ {0, 1, 2}. See Figure 3 for an example where M is an uncolored triangulation. While T is a valid sub-triangulation of T (as defined in Section 2), M is a sub-map of M , except that each edge of M in the border of S M may be subdivided into two edges and one vertex.
We define the front as the set of vertices and edges shared by both M and T . Every edge in the front lies between a face of M and a face of T . The border edges of T or M are either contained in the border of S M , or are part of the front.
The surface S T of T is always connected once T has been initialized. This follows from the fact that the algorithm only processes a face m of M if m is incident to some edge in the front (that is already incident to a triangle of T ).
The extended dual graph
Although M may be split into two or more connected components at some stage, that may only happen, in a sense, because of the "holes" bounded by the border of S M . The triangulation M would remain connected if those holes were filled in the proper way.
In order to formalize this statement (which is important for the proof of correctness) we define the extended dual graph M * that represents the connectivity of M Throughout the algorithm, the graph M * remains connected. Note that the vertex m ∅ may provide a path between two connected components of M , as long as each still has at least one border edge of M .
Detailed algorithm
The algorithm is formally defined by the procedure Triangulate(M) below. It receives a topological map M as input, and outputs a topological triangulation T for M and a 3-coloration λ for the vertices of T . If the faces of M are convex polygons in some euclidean space, then the faces of T will be geometric non-overlapping triangles.
While
(a) find a face m of M that is incident to at least one edge in the front, and whose removal will not disconnect the graph M * .
(b) do P rocess(m, T , M ).
3. Let m be the last vertex of M * . If m = m ∅ , do P rocess(m, T , M ).
Return T ← T .
Each call of P rocess(m, T , M ) will remove the face m from M and will add a triangulation S of m to T , in such a way that T remains 3-vertex-colored. When we remove a face m from M we also remove from M any vertices and edges that are not incident to any other face of M . In this way, M remains a sub-map of M , except that each edge of M in the border of S M may be subdivided into two edges and one vertex. Also, the front remains a set of edges and vertices shared by M and T . Formally, P rocess(m, T , M ) consists of four steps:
The procedures Colorize and Split will be detailed subsequently.
The Colorize procedure
The input of the Colorize procedure is a face m of M . Its effect is to assign colors to every uncolored vertices incident to m so that λ is still a valid 3-coloration. Through the procedure, we denote by c(0), c(1) and c(2) the number of vertices incident to m with colors 0, 1 and 2, respectively.
1. For every edge e incident to m that is not in the front, if both of its incident vertices, u and v, are in the front and λ(u) = λ(v), subdivide e into two edges and a vertex w.
2. While there is some uncolored vertex u incident to m and some color i such that
3. Finally, for every uncolored vertex v incident to m, set λ(v) to any color such that λ is a 3-coloration for m.
See Figure 5 . Note that any vertex colored by the Colorize procedure is not in the front and therefore it is not a neighbor, in T , of an other vertex of T . Thus, in step 3, as long as λ is a 3-coloration for m, it will also be a 3-coloration for m ∪ T . 
The Split procedure
The Split procedure is called after the Colorize procedure. Its input is a face m such that every two consecutive vertices along the border of m are colored with different colors. During this procedure, the face m will progressively shrink and eventually disappear. Meanwhile, the procedure will build a triangulation S that will cover the original face m and its incident vertices and edges. The result of Split is the 3-colored triangulation S.
As in Colorize, through the procedure, we denote by c(0), c(1) and c(2) the number of vertices in m with colors 0, 1 and 2, respectively. There must be a vertex v, in m, with neighbors u, w such that λ(v), λ(u) and λ(w) have three different colors. Add an edge between u and w, splitting m into a face m and a triangle t. Add t into S and set m ← m .
3. There must be a color i and a vertex u of m such that λ(u) = i and c(i) = 1. Add an edge between u and every vertex of m not adjacent to u. Add the resulting triangles to S. Return S. 
Selecting the next face
Let X m be, for every face m of M , the set of edges and vertices incident to m that are not in the front. For efficient implementation of step 2a of Triangulate we maintain for each m a counter N m with the number of connected components of X m . Every time a vertex v is colored, N m is incremented for every face m ∈ M incident to v. Every time an edge e is added to the front, N m is decremented for the face m ∈ M incident to e.
We also maintain a priority queue with all the faces m of M incident to at least one edge in the front. The queue has only two priorities: if N m = 1, m has high priority, otherwise m has low priority. In step 2a, the algorithm will only select a face with low priority if no face with high priority remains in the queue. The removal of any face with high priority from M does not disconnect M * , as we will see in the next section. If there are only low priority faces left, all faces m whose removal from M does not disconnect M * are found by the depth-first search algorithm of Hopcroft and Tarjan [4] . As we will see in the next section, at least one of them is incident to the front and will be selected.
Correctness
Throughout the execution of the algorithm, every time a face m is processed, the union of the parts that are removed from M , including m itself and some of its incident vertices and edges, will be added to T if they are not there yet. The edges and vertices incident to m that are not removed from M will also be added to T , updating the front.
The result S of the Split procedure is always a triangulation and S∪T is sub-triangulation of T . Except for step 1 of Triangulate, m is incident to a border edge of T and therefore S ∪ T will be connected (including just after step 1 as T = S).
Any new vertex is either added to an edge of M at step 1 of the Colorize procedure or inside m at step 1 of the Split procedure. Anyway, the result of these procedures are subdivisions of the original face.
Finally, the colors assigned to vertices incident to m, in steps 2 and 3 of the Colorize procedure or step 1 of the Split procedure, extend λ to a valid 3-coloration of S ∪ T .
Thus, after each face is processed, the properties described in the algorithm overview can be verified:
• the union of the parts of T and M is the surface S M ;
• the intersection of S T and S M (the front) consists only of edges and vertices of T and M ;
• T is a valid connected sub-triangulation of T ;
• M is a valid sub-map of M , except that each edge of M in the border of S M may be subdivided into two edges and one vertex;
• T is a valid subdivision of a sub-map of M ;
• λ is a valid 3-coloring of T .
Moreover, after the execution of step 3 of Triangulate, M will have no faces and T will be a valid subdivision of M . Therefore, T will be a valid subdivision of M and λ will be a valid 3-coloring of T . Note that the algorithm terminates, because at each iteration the map M loses one face.
To prove the correctness of the algorithm it remains to be shown that there is always a face m that satisfies the conditions of step 2a of Triangulate. Lemmas 1 and 2 and Corollary 1 guarantee this.
Given the implementation of step 2a detailed in Section 3.6 we must also prove that, for any face m of M incident to at least one edge in the front, if N m = 1 then the removal of m from M does not disconnect M * . Lemma 3 guarantees this. Lemma 1. Before every execution of step 2a of Triangulate the front has at least one edge.
Proof. Just before processing face m, at least one edge e incident to it is not in the border of T . In step 1 of Triangulate e can be any edge; in step 2b, the existence of such an edge follows from the condition |V M * | ≥ 2. Moreover, e will be in the border of T after the execution of these steps, by construction of the Split procedure. Therefore, every execution of the steps 1 and 2b creates at least one new edge in the border of T . Thus, before each iteration of step 2a the border of T is not empty.
Note that F M is not empty, because the main loop of the algorithm processes one face of M at a time and stops if M * is only {m ∅ } or if F M has only one face (in the case that m ∅ doesn't exist). Since S M is connected, the two closed subsets S T and S M of S M must have a non-empty intersection. Since F T and F M are disjoint and S M has no local cut points, the intersection must include at least one whole edge of M , which is also an edge of T . By definition, this edge must be part of the front.
For the next lemma we define V B M * as the set of vertices of M * whose dual faces are incident to at least one edge in the front. Proof. The graph H must have at least two vertices (u * and a vertex in both G and V B M * ). H must also be connected. If H has exactly two vertices, u * and v * ∈ V B M * there is an edge connecting them. The removal of v * doesn't disconnect H and the lemma is true.
Suppose by induction that the lemma is true for any k such that 2 ≤ |V H | < k. We want to prove the lemma for |V H | = k.
Chose a vertex v * in both G and V B M * . If the removal of v * from G does not disconnect H, we are done. Otherwise H is the sum of two or more connected subgraphs H 1 , H 2 , . . . , H n , n ≥ 2 such that |V H i | ≥ 2 for any 1 ≤ i ≤ n, H i ∩ H j = v * for any 1 ≤ i < j ≤ n, u * ∈ V Hn , and
The graph G 1 must have a vertex w * that is adjacent to v * in H 1 . Let w and v be the dual faces of w * and v * in M . The set of edges E wv incident to both w and v must then be part of the boundary B of the sub-map represented by G 1 in M . Also, B does not contain any border edges of M because m ∅ is either a connected component of M * − u * distinct from G or m ∅ is u * itself. In either case, no vertices of G 1 are incident m ∅ . Moreover, B does not contain any interior edges of M except those of E wv , since every vertex of M * that is adjacent to a vertex of G 1 , except v * , is also in G 1 . Therefore, every edge of B is either incident to the face v or is an edge in the front. On the other hand, v is bounded by a cycle of distinct vertices and distinct edges. That cycle contains at least one edge in the front. Thus, the edges and vertices incident to v that are not in the front do not form any cycle and therefore they cannot comprise all vertices and edges of B. It follows that B must contain at least one edge in the front incident to a face f different from v.
Note that |V G 1 | < |V G |, m ∅ is not part of G 1 , G 1 has at least one vertex f * in V B M * and G 1 is a connected component of M * − v * . By induction hypothesis, there is a vertex from V B M * whose removal does not disconnect H 1 . Consequently, its removal does not disconnect H. Corollary 1. Just before every execution of step 2a of Triangulate, there is a face m of M that has an edge e in the front, whose removal from M does not disconnect the M * graph.
Proof. V B M * cannot be empty due to Lemma 1. If m ∅ exists, let u * be m ∅ . Otherwise, if there is a vertex of M * that is not in V B M * , let u * be that vertex. Otherwise, let u * be any vertex of V B M * . Since |V M * | ≥ 2, in all cases, there is a graph G that is a connected component of M * − u * and that contains a vertex from V B M * . G does not contain m ∅ . By Lemma 2, there is a vertex in both V B M * and G whose removal does not disconnect the
If M * − u * has only one connected component, H = M * and the corollary is true. Otherwise, M * is the sum of two or more connected subgraphs with u * , and only u * , in common. One of these subgraphs is H. There is a path from any vertex of M * outside H to a vertex in H passing through u * . Therefore, M * is not disconnected by removing a vertex that does not disconnect H and the corollary is true.
Lemma 3. The removal of any face m with N m = 1 from M will never disconnect the M * graph.
Proof. Since N m = 1 there is an alternating path {e 0 , v 1 , e 1 , v 2 , e 2 , . . . , v n , e n } in M that comprises all edges and vertices incident to m that are not in the front. For each vertex v i , 1 ≤ i ≤ n, there is a circular alternating path in
, m * } of vertices and edges whose primal in M are the faces and edges incident to v i . The vertex m * is the dual of m, the vertex v * i1 is the dual of the face incident to e i−1 and the vertex v * i(k i −1) is the dual of the face incident to e i . The path C i is a cycle because all faces incident to v i are faces of M (note that m ∅ is part of C i if and only if v i is a border vertex).
For every 1 ≤ i ≤ n − 1 note that v * i(k i −1) = v * (i+1)1 . Therefore, inductively one can see that there is a path P from v 11 to v n(k n −1) that comprises all vertices and edges of all the paths C 1 , C 2 , . . . , C n except m * . Therefore the removal of m * does not disconnect P . Since all vertices adjacent to m * are vertices of P , the removal of m * does not disconnect M * either.
From these lemmas we conclude the following: 
Efficiency
Output upper bounds
We will prove two upper bounds U 1 (M ) and U 2 (M ) for the size |F T | of the output T of Triangulate (M). Bound U 1 (M ) is defined for any map M as:
where d(m) is the degree of the face m. If the average degree of the faces is 4 or more, then U 1 (M ) is less than the upper bound U 0 (M ) for the naive algorithm described in Section 1.
is the set of border edges of M . Bound U 2 (M ) is defined only if all faces of M have the same degree D:
M |, which is the same upper bound given in [3] . For the following lemmas we define K as the number of faces of M that will have all its incident vertices already colored when the Colorize procedure is called.
Lemma 4 and Theorem 2 guarantee that U 1 (M ) is an upper bound for |F T |. Let χ T be the Euler characteristic of T . Note that by removing m from M and adding it in T , without triangulating m, we have the same effect on the value of χ T as removing m from M and adding the triangulation S in T , as noted by Process. Therefore, just after m is processed, χ T will be increased or decreased, according to the Euler's polyhedron formula, by |F m | + |V X | − |E X |, which is equal to 1 for steps 1 and 3 (if m exists) or 1 − N m for step 2a. At the start of the execution of the algorithm χ T = 0 and at the end, χ T = χ. We conclude that χ ≤ 2 + m∈{F M −m −m } (1 − N m ). But we also know that
With both equations we prove that Proof. By Euler's formula
Since each edge contributes twice for the degree of incident faces or incident holes along the border of the map,
We have that |E B T | ≥ |E B M | and, by Lemma 4, |V T | ≤ |V M | + K + 2 − χ. Thus:
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K cannot be more than |F M | itself and the lemma is proved.
Lemma 5 and Theorem 3 guarantee that U 2 (M ) is an upper bound for |F T | if all faces of M have the same degree.
Lemma 5. If all faces of the input map M have the same degree D,
Proof. The first face of M processed by the algorithm will require the coloring of all its incident vertices, which are also vertices of M . During the algorithm, K faces of M will not require any vertex coloring. By the conditions of step 2a of Triangulate, every processed face will require the coloring of at most D − 2 vertices of M . Therefore, by counting the number of vertices of M that will be colored, face by face, we have:
Each edge contributes twice for the degree of incident faces or incident holes along the border of the map. Also,
After some algebraic manipulation:
and the lemma is proved. Proof. By Theorem 2:
Replacing 2K according to Lemma 5 and replacing m∈F M d(m) by D|F M |, the theorem is proved.
The upper bounds U 1 and U 2 are not always achieved. The average |F T | can be much less than these bounds, especially for maps with large average face degree. See Section 7 for more details.
Output lower bound for triangulations as input
Note that a triangulation is 3-colorable only if all interior vertices have even degree. This condition is in fact sufficient for planar triangulations [9] . Therefore, if all faces of M are triangles then, for each odd interior vertex, at least one edge incident to that vertex must be created during the execution of the algorithm. It follows that at least one additional triangle must be present in T (compared to M ) for each odd interior vertex. Thus, a lower
is the set of odd interior vertices of T .
Time complexity
The algorithm can be executed in O((3 − χ)|E M |) time. Therefore, for surfaces with the same value of χ the algorithm runs in linear time with respect to |E M |. Lemma 6 gives a bound for the execution of all steps of Triangulate, except for step 2a.
Lemma 6. The execution of all iterations of step 2b in addition to the execution of steps 1 and 3 of Triangulate can be done in O(|E M |) time.
Proof. Steps 1, 3 and every iteration of step 2b of Triangulate process exactly one face m of M . At step 1, m can be any face of M and, at step 3, if m exists, it is the only face of M . Therefore, the selection of m takes O(1) in these cases. At step 2b, m is the face previously selected by step 2a.
To process the face m the procedures Colorize and Split are called once each. If we prove that every edge incident to m is accessed a constant amount of time by both Colorize and Split procedures, since every edge of M is incident to one or two faces, the time complexity to process all faces of M is O(|E M |).
One can see that each step of the Colorize procedure can be computed by verifying every edge (and its incident vertices) incident to m once.
Each of the steps 1 and 3 of the Split procedure accesses every edge incident to m once. The first iteration of step 2 of the Split procedure can identify all possible sets of three consecutive vertices with three different colors by verifying every edge (and its incident vertices) incident to m twice. Every time a triangle is created in step 2 of the Split procedure, a constant number of these sets are updated (those sets that contain some of the vertices incident to the triangle just created), each one in constant time.
Therefore both Colorize and Split procedures take O(|E M |) time to process all faces and the lemma is true. Now, we must show that the time complexity for all iterations of step 2a of Triangulate is O((3 − χ)|E M |).
To achieve this goal consider the implementation defined in Section 3.6. Note that each face m will update N m twice for each incident edge. Therefore the update of N m for all m ∈ M can be done in O(|E M |). The priority queue is updated in constant time.
Any face m ∈ M with N m = 1 that is incident to at least one edge in the front is found in O(1) and its removal does not disconnect the M * graph. Therefore all these faces together are found in O(E M ).
Since every iteration of Triangulate after step 1 N m ≥ 1, it remains to prove Lemma 7 to complete the proof of time complexity.
Lemma 7. At most 2 − χ iterations of Triangulate will process a face m with N m > 1 that will not disconnect the M * graph. All these faces together can be found in O((2 − χ)|E M |) time.
Proof. Let χ T be the Euler Characteristic of T and let m and m be the faces processed by steps 1 and 3 of Triangulate. Processing m increases χ T by one. If m exists, processing it also increases χ T by one. On the other hand, one can see that every iteration of step 2b will decrease χ T by 1 − N m . Since every face processed is incident to the front, N m ≥ 1 and χ T will never increase on any iteration of step 2b. At the start of the execution of algorithm, χ T = 0 and at the end χ T = χ. Therefore, χ ≤ 2 − m∈{F M \m \m } (N m − 1). The number of processed faces with N m > 1 will be no more than the value of the later sum and thus at most 2 − χ.
If every face m incident to the front has N m > 1, then all faces whose removal from M does not disconnect M * are found by the depth-first search algorithm of Hopcroft and Tarjan [4] in O(|E M * |) time. By Lemma 2, at least one of these faces is incident to at least one edge in the front. Since |E M * | = |E M |, each face of m with N m > 1 that does not disconnect M * can be found in O(|E M |). Therefore 2 − χ of these faces can be found in
Adding the execution of all steps of Triangulate we prove Theorem 4. 
Efficient Face Selection Heuristic
Section 5 defines K as the number of faces of M that will have all its incident vertices already colored when the Colorize procedure is called. Lemma 4 proves that at most K + 2 − χ new vertices are created by the algorithm. The value of K is not a property of the map and can vary significantly depending on the order that the faces are processed. Figure 7 shows two orders of processing for the same input map. In the first example (top) K is almost equal to F M ; and moreover, a new vertex is created for each face that counts for K. Consequently, the size of the output is close to the upper bound. In the second example (bottom) K is zero and the algorithm creates no new vertices, so the number of triangles of the output will be the same as in a minimal uncolored triangulation of the map.
In this section we describe an heuristic for selecting the next face to be processed by the algorithm that tries to minimize K in the hope of minimizing the number of triangles of the output.
As described in Section 3.6, the algorithm maintains a priority queue with all the faces m of M incident to at least one edge in the front. To implement the heuristic we modify the queue so it has D priority levels instead of two, where D is the degree of the face of M with the largest degree. We also maintain, for each face m in the queue, a counter In step 2a of Triangulate, the modified algorithm still selects one of the faces in the queue with the highest priority. If that priority is 1, then N m > 1 and the algorithm must search for a face in the queue that does not disconnect M * , as usual. Otherwise the algorithm selects any face m with that priority (which has N m = 1 and therefore does not disconnect M * ).
Insertion or deletion of a face in the queue still takes constant time. Finding a face m with highest priority in the queue takes O(d(m)), and therefore finding all faces with highest priority throughout the execution of the algorithm takes O(|E M |) time. As before, the update of N m for all m ∈ M can be done in O(|E M |). Also, U m is decremented every time N m is incremented, except when a new vertex is created (and colored) during the Colorize procedure. Therefore the updating of U m does not increase the time complexity of the the algorithm, that still executes in O((3 − χ)|E M |) time.
Effectiveness for triangulations
In the particular case when M is a triangulation, then every face m in the queue will have at most one uncolored vertex. Of the |F M | − 1 faces that are removed from the queue in steps 2b and 3 of Triangulate, |F M | − 1 − K of them will result in one additional vertex of M being colored. Since three vertices of M are colored in step 1, then |V M | − 3 = |F M | − 1 − K, which means that K = |F M | − |V M | + 2 and it doesn't depend on the choice of m in step 2b. Therefore the heuristic turns out to be ineffective in this particular case. This observation holds even if M has only faces of degree 2 or 3.
Experimental results
This section shows the result of some experiments. In all these experiments the average size of the output |F T | was found to be lower than the upper bound given in Section 5, especially for maps with faces with larger average degree.
In each experiment a number of random instances were generated from a specific family of planar maps (χ = 1). The size of each map was determined by a parameter n set to be approximately equal to |F M |. The values of n used by all experiments were 256, 512, 1024 and 2048. For each value of n, we generated 100 maps and triangulated them by the algorithm. We also computed the average values |F M | and |F T | of the input and output sizes, as well the average values L and U of some lower bound L(M ) and some upper bound
We define mean efficiency of the algorithm by the formula:
. The value of η ranges from 0 to 1; the closer η is to zero, the better. In particular, if η = 0 then |F T | was equal to the lower bound L(M ) for all instances and therefore the results were optimal. If η = 1 then |F T | was equal to the upper bound U (M ) for all instances. Note that the bounds are not tight, and therefore an optimum algorithm could have η > 0, and it may be impossible for η to be exactly 1 for any family of maps.
Delaunay Triangulations
In the first experiment, each input map was a Delaunay triangulation of a set of (n + 2)/2 random sites with a two-dimensional normal distribution. In this experiment the parameter n turns out to be |F M | + |E B M |. We used for U (M ) the upper bound U 2 (M ) of Section 5.1, that for this experiment turns out to be 2|F M | − |E B M | + 4. For the lower bound L(M ) we chose the formula of Section 5.2, namely L 1 (M ) = |F M | + |V o M |. The face selection heuristic described in Section 6 was not used, since, as observed in Section 6.1, it is effective only for maps with at least some faces of degree higher than 3.
See the results in Table 1 . Note that the average output size |F T | was approximately 1.5|F M | and about 1/3 of the way from the lower bound to the upper bound, for all input sizes. 
Voronoi Diagrams
In the second experiment, each input map was a Voronoi diagram of a set of n random sites with a two-dimensional normal distribution. The unbounded faces of the Voronoi diagrams were not processed. In this experiment the parameter n turns out to be |F M | plus the number of unbounded faces. We used for U (M ) the upper bound U 1 (M ) of Section 5.1, that for this experiment turns out to be 2|E M | − |E B M | + 2. We chose the lower bound L(M ) as the number of triangles of minimal uncolored triangulation for M , that is L 0 (M ) = 2|E M | − 2|F M | − |E B M |. We executed the algorithm with and without the heuristic described in Section 6 to show its importance. See the results in Tables 2 and 3. Note that without the heuristic the average output size |F T | was about 3% higher than the average size of the minimal uncolored triangulation L, and about 12 times nearer to L(M ) than to U (M ) for, all input sizes. However, the results with the heuristic were even better and |F T | was between 0.01% and 0.04% higher than L. 
