ABSTRACT Point of interest (POI) recommendation is a significant task in location-based social networks (LBSNs) as it can help to suggest new locations and makes LBSNs more prevalent to users. Successive POI recommendation is a nature extension of the general POI recommendation which utilizes users' current state like the latest check-in records or timestamps to recommend subsequent POIs. Successive POI recommendation requires a well-constructed model for the transition patterns in POI sequences; however, existing works still have some limitations: 1) transitions are modeled on a relatively low level which cannot reflect users' real intentions hidden behind; 2) there lacks a balance between the transition patterns modeled globally and personally; and 3) most works only consider the correlations between adjacent check-ins, but longer dependencies should be captured as well. To resolve the above issues, we present a successive POI recommendation approach called TTR which is based on the personalized transition pattern analysis on the cluster level for the check-in data in LBSN. It first clusters the POIs based on their representation vectors learnt from Word2Vec model, then it models users' transition behavior on the cluster level through the additive Markov chain model, finally it recommends successive POIs based on a combination of personalized and global strategy. We conduct several experiments on the real datasets Gowalla and Brightkite to evaluate the performance of TTR, and the results show that the proposed method outperforms existing works in terms of precision and recall metrics, and the personalized strategy shows better performance while the global strategy can provide better diversity.
I. INTRODUCTION
Thanks to the rapid development of Big Data technology and various smart mobile devices, it is more convenient to obtain users' location information, leading to the emergence of location-based social networks (LSBN) where a large amount of users' check-in data have been accumulated. ''Point of Interest (POI)'' recommendation is one of the effective methods to solve the ''Information Overload'' problem and to provide personalized location-based services. It establishes a user preference model by combining the check-in frequency, geographical information, social relationships and other facThe associate editor coordinating the review of this manuscript and approving it for publication was Milena Radenkovic. tors which might influence users' check-in behavior, and recommends a list of POIs where users might be interested.
Successive POI recommendation [1] is a nature extension of the general POI recommendation problem, which attempts to understand the sequential patterns of users' check-in behavior, and can help to recommend POIs that might be visited next.
Users' check-in behavior do present a sequential pattern in real datasets. For example, based on Foursquare and Gowalla datasets, Cheng et al. found that about 40% to 80% successive check-ins took place within 2 hours, and the proportion increased to 70% when the time interval is expanded to 12 hours [1] . After a further study, it could be found that successive POI check-ins within a short period have strong VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ categorical correlations, e.g., cinemas often appear after restaurants. Based on such sequential patterns, researchers typically use models like Markov chain to resolve the successive POI recommendation problem [1] , [5] , [7] - [9] . However, there are still some problems in existing works: 1) most existing works model users' sequential check-in behavior on a relative low level, i.e. on the POI level. However, users' transition behavior actually reflects their higher-level preference characteristics. For example, users are more inclined to go to the cinema after eating, rather than going to a particular cinema after eating at a particular restaurant, so it is necessary to increase the abstraction granularity for the transition behavior. Moreover, modeling transition behavior on POI level has severe data sparseness problems. 2) Besides users' preferences for POIs, their transition behavior is also personalized. For example, after having dinner, one user tends to watch a movie while another tends to read in a library. However, existing works don't explicitly model such personalized transitional preferences, and make recommendations merely based on all users' check-in sequences, which can be said as a global strategy. In fact, both of the personalized and global strategies can provide constructive recommendations. The personalized strategy can reflect users' unique behavior patterns, while the global strategy can mine popular behavior patterns, therefore can help to recommend more commonly shared following-up locations and to improve the recommendation diversity. 3) Existing works mostly use the first-order Markov chain model, in which a user's next possibly visited POI completely depends on the latest check-in record. This might hurt the performance as the sequential influence might not only exist between exact adjacent check-ins, but also among neighbors nearby. So the order of the Markov chain should be appropriately increased.
In order to solve these problems, we propose a successive POI recommendation approach called TTR, which is based on the personalized transition behavior analysis on the cluster level. Firstly we map the POIs to different clusters and each cluster can be regarded as sharing the same subject. In order to obtain the clusters through a set of POI sequences, we make an analogy between POI sequences and word sequences in natural language processing. In texts, if two words have similar contexts, i.e. word collections around the two words are similar, then the two words are similar. In users' check-in sequences, if two POIs have similar contexts, i.e., the sets of POIs around the two POIs are similar, then the two POIs are similar. Therefore, a POI can be represented by its context, i.e., the POIs in its neighborhood. So the word embedding method Word2Vec [15] can be used to obtain the embedded representations of POIs, which can be used to measure POIs' similarities in the latent space, and can be further used to cluster the POIs. Then, the global and personalized transition probability between different clusters are calculated based on users' existing check-in sequences. Finally, multi-order Markov chain is used to discover and rank the subsequent clusters, which is then combined with users' preferences on POIs to generate the final recommendation list.
It should be noted that, directly using multi-order Markov chain might lead to the problems of searching space explosion and data sparseness, so we adopt its variation-additive Markov chain [16] which relaxes the continuous sequence constraints when calculating the conditional probability.
II. RELATED WORK
Point of Interest (POI) recommender systems mine users' check-in records to learn their preferences, so as to generate a list of locations that users might be interested. The POI recommendation is influenced by many factors like geographic positions, social relationships, temporal information, sequential influence, etc. Among above factors, the geographic influence is of great importance as users' activities are limited by locations' distances in the physical space and they prefer to visit nearby positions. Ye et al. [2] study the distances between all POI pairs in users' check-in records and show that they are subject to the power law distribution. Cheng and Chow [4] observe that users tend to move around several centres such as home and workplace, and POIs are subject to the multi-center Gaussian Model (MGM) [3] . Zhang et al. [5] argue that the distance distribution of each user should be personalized. Therefore, they use the kernel density estimation with a personalized distance distribution to model the geographical influence.
Sequential influence can be viewed as a special case of distance constraints, as consecutive POIs are often not far apart. By taking this factor into account, many researchers started to work on the successive POI recommendation problem [5] - [13] . Different from the general POI recommender systems, these works are more concerned with users' current state like users' recent check-in records or current time. Therefore, it is necessary to understand users' preferences for both of the POIs and transitions between POIs. Markov chain is extensively used for mining correlations between POIs thanks to its capability in sequential modeling [1] , [5] , [7] - [9] . Cheng et al. [1] use the Factorizing Personalized Markov Chain (FPMC) model and user movement constraint for next POI recommendation. However, FPMC is based on the first-order Markov chain which cannot capture dependencies with longer distances. Zhang et al. [5] propose an additive Markov chain model to learn the transition probabilities of consecutive check-in records. This model can effectively handle multi-order Markov case and can avoid search space explosion problem. Zhao et al. [6] propose the STELLAR system, which establishes a 4-dimensional tensor, i.e., the user, the previous check-in POI, the time slice, and the next check-in POI. It calculates a score for each possible successive POI based on current location and timestamp through the tensor factorization method. However, like FPMC, the model only captures correlations of consecutive POIs. All the works above model transitions on the POI level which is too fine-grained to express users' transition intention and suffers from the data sparseness problem. In order to overcome the drawbacks, in [7] - [9] , the authors all model the transitions between POIs on the category level. They predict users' next possibly visited category first, and then fuse other constraints like spatial, temporal and users' group information to make a final recommendation list. However, not all the categorical information for POIs is available or can be accessed easily, in this case, we have to infer the POIs' categories, which can be regarded as a typical clustering problem. In [10] , [11] , to resolve the data sparseness problem in modeling the transitions between POIs, the authors represent each POI as a point in the latent space, and use the metric embedding method to learn the vectors for POIs. The vectors can be used to measure POIs' distances within the latent space, which can be further used like transition probabilities in the Markov chain model. Recently, with the success in deep learning technology, sequential models like RNN and LSTM have also been used for successive POI recommendation. Liu et al. [12] propose ST-RNN which extends RNNs with time-and distance-specific transition matrices to model local temporal and spatial contexts, respectively. Zhao et al. [13] propose a variant of LSTM called STLSTM, which implements time gates and distance gates into LSTM to capture the spatial-temporal relation between successive check-ins. These models can capture long dependencies between POIs, but they didn't explicitly model transitions on a higher level.
III. USER'S PREFERENCE FOR POIs
As we explained before, the successive POI recommendation is influenced by preference modeling on two aspects, i.e., POIs and the transitions between POIs. We first compute users' preferences for POIs by combining the classic matrix factorization method with the multi-center Gaussian model, which has been explained in a previous work [19] .
In the matrix factorization model, we define a rating matrix for all users, whose rows represent the users and columns represent the POIs. The values in the matrix are partially filled and represent each user's ratings for each item. In POI recommendation settings, the values are each user's check-in frequency for each POI. As shown in (1), W is the partially filled rating matrix for all users, M and N are the numbers of users and POIs respectively. W is factorized into a product of two low-dimensional matrices in the latent space to represent the user matrix and the POI matrix, denoted by U and L respectively. The objective is to minimize the difference between the real ratings and the estimated ratings obtained by U * L. To prevent over fitting, user and POI regulations are added to the factorization process, shown in (2), and we use L2 regulation here. The unfilled elements in the matrix can be estimated through (3) .
The geographic influence is computed based on the multicenter Gaussian model, shown in (4). We assume each user's activity centers are independent with each other. And the probability for a user to visit a location is influenced by two factors, one is the probability of forming a center, which can be seen as how much the center can influence its surrounding locations or the importance of the center; the other is the possibility of the location belonging to each center, which can be seen as obeying the distance-based Gaussian distribution.
Let user i's centers be C i , the probability for user i to visit POI j can be written as p
k is the normalized effect of check-in frequency f c i , on the center c i , and parameter β is for tuning the influence of fre-
is the normalized probability for Gaussian distribution, and N j|µ c i , c i is the probability density function for Gaussian distribution with µ c i and c i as the mean and covariance matrices of the region around the center, which are calculated based on the distances from the locations in the region to the center.
The final recommendation score fusing the two factors can be obtained through (5) .
IV. LOC2VEC BASED CLUSTERING
In Word2Vec [15] , by taking word sequences as input, a center word can be represented by its context words, so that words with similar contexts would have close representation vectors in the latent space. This methodology is actually learning the word embeddings more under the paradigmatic relations rather than the syntagmatic relations [17] . Following this methodology, we can embed the POIs in the same way, so that POIs with similar semantics would be close in the latent space. We call POI embeddings Loc2Vec, and we can further use the embeddings to cluster the POIs and perform clusterlevel transition behavior analysis. We represent each POI l as a vector of D dimension in the vector space w(l) ∈ R D , and use the CBOW or Skip Gram model [15] in Word2Vec to calculate the distributed representation vectors for each POI. CBOW model uses the context words to predict the occurring probability of the center POI, while Skip Gram uses the center POI to predict the occurring probability of its context words. In CBOW, the occurring probability of the center POI l can be written as Pr(l|C (l)), where C(l) is the context of l, and the probability can be calculated through the Softmax function shown in (6)- (8), where (C (l)) is the sum of the vectors of l's contextual POIs, and Z (C(l)) is the normalization term.
For all the samples, the overall optimization objective function is shown in (9) .
Calculating the denominator requires to enumerate each POI. To avoid the laborious work, we adopt hierarchical Softmax [17] which is widely used to compute Softmax. The hierarchical Softmax build up a binary tree to organize the items. Huffman tree is the de facto standard implementation as the frequency-based organization on this tree can generate shortest average path length, therefore obtain the best performance.
B. POI EMBEDDING BASED CLUSTERING
The POI embeddings reflect the replaceable similarities among POIs, and can be used for POI clustering to discover POIs sharing similar subjects. We adopt KMeans clustering algorithm based on a Cosine similarity measure. Assuming the representation vector for POI l i and l j are w(l i ) and w(l j ) respectively, then their distance is shown in (10) . In order to model users' transition behavior from the cluster perspective, we'd like to construct a transition matrix for each user, which contains the probability for a user to transfer from one cluster to another, and can be used in the Markov chain model. The elements in the matrix depend on two factors, one is the number of transitions in users' check-in data whose precursor and the successor belong to the two clusters respectively; the other lies in the transition utility. After summing up the weighed number of transitions, we can obtain the cluster-based transition probabilities. It is defined as follows.
Definition 5 (Personalized Cluster-Based Transition Probability Matrix (PTM)): User u's Cluster-based Transition
Matrix is denoted by T u , and its value on A th row and B th column denoted by T U A,B represents the probability for user u to transfer from cluster A to cluster B. T U A,B is calculated as in (12) , in which Q u is the collection of POI transitions of user u, e q is the transition utility, Z is the normalization factor and calculated as in (13) . 
Algorithm 1 shows how to compute the personalized cluster-based transition probability matrix.
The complexity for the algorithm is O(c), in which c represents the number of transitions for all users.
C. GLOBAL CLUSTER-BASED TRANSITION PROBABILITY MATRIX
Based on all users' personalized cluster-based transition probability matrices, we can obtain the global transition matrix, which can provide an overview for the commonly preferred transition patterns of all users. The simplest way to calculate the matrix is to average all users' transition probabilities between cluster pairs.
Definition 6 (Global Cluster-Based Transition Probability Matrix (GTM)):
Given the user set U and the personalized transition matrix T u i for each user u i ∈ U , the global clusterbased transition probability matrix is denoted by T , whose value on A th row and B th column denoted by T A,B can be calculated as in (14) , in which N is the number of users. 3 .
for each POI transition q of user u :
A is the cluster for POI l i 5.
B is the cluster for POI l i+k 6. compute the utility for transition q:
end for 9. end for End
VI. SUCCESSIVE POI RECOMMENDATION A. SUCCESSIVE POI RECOMMENDATION BASED ON PTM
Given user u's most recent check-in sequence S u = <(l 1 , t 1 ), (l 2 , t 2 ), . . .(l m , t m )>, the Markov chain model can be used to calculate the probability for u to visit l n+1 next. Generally speaking, successive POI has the strongest correlation with the latest check-in POI, which can be represented as a first-order Markov chain. So the probability for successive POI is determined by three factors: 1) the cluster which l n belongs to, assumed as A, 2) the transition probabilities between clusters obtained from T u , which is a probability vector from latest check-in cluster A to other clusters, 3) the user's preference for each POI in the destination cluster, which is combined with the cluster-based transition probability to generate a final recommendation list.
Definition 7 (First-Order-Markov-Chain-Based Successive POI Probability): Assume the cluster which a location l belongs to can be obtained by function φ(l), u's preference score for l n+1 is I u l n+1
, then the probability for user u to transfer from l n to l n+1 is the product of the probability for user u to transfer from the cluster where l n belongs to the cluster where l n+1 belongs and u's preference score for l n+1 , shown in (15) . (15) In equation (15) , T u φ(l n ),φ(l n+1 ) represents the transition probability from the cluster where l n belongs to the cluster where l n+1 belongs, is a constant value, so it can be omitted from the equation.
However, the first-order Markov chain has limited expressive power to capture the correlations between earlier checkins and following-up POI, so higher order Markov chain should be considered. However, the original n-order Markov chain model uses the continuous sequence as the conditional part, which suffers from serious data sparseness and search space explosion problems. The additive Markov chain is a valid alternative model which relaxes the strict sequential constraints by allowing each item in the sequence to have an independent impact on the next item, so as to form multiple first-order Markov chains whose conditional parts are not restricted to the latest item any longer, and the results are summed up to form an integrated influence on the followingup POIs. Considering that the earlier the check-in happened, its influence on the following-up POI would be weaker, so the transition utility is introduced into the n-order additive Markov chain model.
Definition 8 (N-Order-Markov-Chain-Based Successive POI Probability):
, then the probability for user u to visit l n+1 next is the sum of the probabilities from each location in S u to l n+1 , shown in (16) .
The symbols in (16) have the same meanings as in (15) . It should be noted that, as l n+1 is an unvisited POI, t n+1 is unknown. In practice, a reasonable value like the average time interval between adjacent check-ins can be used to measure the transition interval from l n to l n+1 .
B. FUSING PTM AND GTM FOR SUCCESSIVE POI RECOMMENDATION
Based on the global and personalized cluster-based transition matrix defined in section 5, we can combine these two strategies together to make a synthetic recommendation list. One simple but reasonable way is to add up the two matrix together. For example, for user u and cluster A, B, if T u A,B = 0.9 and T A,B = 0.1, then we can infer that this type of transition can be viewed as a personalized pattern for user u, and after fusing the matrices, the system would perform a more personalized recommendation. If T u A,B = 0.1 and T A,B = 0.9, then we can infer that this type of transition is shared among most users but ignored by user u, and the VOLUME 7, 2019 system would perform a more global recommendation for new transition pattern discovery.
So the probability of successive POI l n+1 by fusing the global and personalized cluster-based transition matrices can be defined as in (17) .
Taking the distance into account, users tent to visit nearby POIs, so we use the power-law distribution of POI pairs and add a distance decay factor into the POI transition utility to form a final decay factor.
Definition 9 (Distance Decay Factor): For a POI transition (l i → l i+k ), its distance decay factor is defined as in (18) .
The total decay factor is shown in (19) .
Then the final score for each POI is shown in (20).
Algorithm 2 shows how to computer the final score for possible successive POIs.
Algorithm 2 Computing Scores for Successive POIs
Input:
The score for each POI Begin
is the T u -based probability vector for user u to transfer from A i to other clusters. 4 . T A i is the T-based probability vector for user u to transfer from A i to other clusters. The complexity for the algorithm mainly depends on the loops in lines 1, 6 and 7. For line 6 and 7, as each POI only belongs to one cluster, the overall complexity for the two lines is the number of user u's unvisited POIs. As most POIs are unvisited for a specific user, the complexity can be approximated as O(m), where m is the number of all POIs. The complexity for the loop in line 1 is the number of check-ins in the sequence S u , so the overall complexity is O(m * n), where n is the length of the latest sequence taken into consideration.
VII. EVALUATION A. EXPERIMENTS AND DATASET
We made some fundamental data analysis for the problems and approaches discussed in this paper, including the cluster-level transition pattern analysis, and multi-order Markov chain characteristics for the transition behavior. We also designed two experiments to compare our work with other classic algorithms: 1) The proposed model is compared with existing successive POI recommendation systems, 2) The recommendation diversity comparison between the personalized and global strategies. The experiments are conducted on real datasets Gowalla and BrightKite. Gowalla has 196591 users and 6442890 check-in records; while BrightKite has 58228 users and 4491143 check-in records. Each check-in record in both datasets contains the longitude and latitude of the location and the check-in timestamp. It can be seen that the data in BrightKite(77 records per user) is more dense than the data in Gowalla (33 records per user).
B. DATA ANALYSIS 1) THE CLUSTER-LEVEL TRANSITION PATTERN ANALYSIS
In order to verify that modeling the transition behavior on a higher level based on representation learning and clustering is well founded, we analyze the data distribution for personalized and global transitions between clusters, as shown in Figure 1 . As we can see, for both personalized and global transitions, they share common features that transitions with low probability take the majority of the cluster pairs, while transitions with high probability take the minority. But for a particular user, the ratio of his/her transitions with higher probability is obviously greater than the corresponding ratio under the global strategy, i.e. there do exist several cluster pairs with apparent transition patterns, and individual users do have personalized transition preferences as well. Most of the global-strategy-based transitions account for no more than 50%, showing more uniform and common characteristics among all users. These two strategies can be combined to generate a moderate result.
2) ANALYSIS OF MULTI-ORDER MARKOV CHAIN PHENOMENON
To verify that there exists a multi-order Markov chain phenomenon in users' check-in sequences, we perform a frequent pattern mining on the data. We set the maximum length of frequent patterns is 10, the support rate is 10. In order to remove the insignificant long sequences, we set the maximum distance between the starting and ending position of the frequent patterns in the origin check-in sequences as 20. Then we calculate the proportion of sequences whose elements are adjacent and non-adjacent respectively. As shown in Figure 2 , most frequent sequences are non-adjacent, only short ones have a small portion of adjacent sequences. The result shows that the multi-order Markov chain phenomenon does exist.
C. PERFORMANCE EVALUATION 1) THE COMPARED ALGORITHMS
We select the following successive POI recommendation algorithms to compare with our work.
1. FMC is based on the global strategy and 1-order Markov chain. Transitions are modeled on the POI level.
2. FPMC [1] is a tensor-factorization-based method which is based on the personalized strategy and 1-order Markov chain. Transitions are modeled on the POI level.
3. FPMC_LR [6] is a tensor-factorization-based method with temporal influence considered. It is based on the personalized strategy and 1-order Markov chain. Transitions are modeled on the POI level. Geographic influence is considered in this work.
4. LORE [5] is based on global strategy and n-order Markov chain. Transitions are modeled on the POI level. Geographic influence is considered in this work.
5. TTR_1(our work) is based on the personalized clusterbased transition matrix and 1-order Markov chain.
6. TTR_n (our work) is based on the personalized clusterbased transition matrix and n-order additive Markov chain.
7. TTR_g(our work) is based on the combination of personalized and global cluster-based transition matrices and n-order additive Markov chain.
2) EVALUATION METRICS
We use the precision, recall and F1-score of Top-K recommendation to perform the performance evaluation. They are standard POI recommendation evaluation metrics and can be defined as in (21)-(23).
The recommendation precision for a single user is defined as the proportion of POIs that the user has visited in the test set among the n POIs recommended by the model, as shown in (21), in which Top u (n) represents the n POIs recommended for user u, and Test u is the POIs in the test set. The precision for the model denoted by precision@n is the average precision for all users. The recall for a single user is defined as the proportion of the POIs that the user has visited in the test set to the size of the test set, as shown in (22). The recall for the model denoted by recall@n is the average recall for all users. The F1 score for the model denoted by F1 − score@n is a combination of its precision and recall, shown in (23).
3) RESULTS
We divide the whole data set into 80% and 20% to constitute the training set and the test set respectively, the window size for Loc2Vec-based POI representation learning is 8, the number of clusters is 20, T = 8 h, and the maximum distance allowed for a transition is 40km. The model presents stable performance if α and β are within [0.02, 0.1], and in practice α is set to 0.01 and β is set to 0.02. The precision and recall of the compared algorithms are shown in Figure 3 . Figure 3 shows following results: 1) By comparing between (FMC, LORE) pair and (TTR_1, TTR_n), it can be seen that 1-order Markov chain has limited effect and introducing multi-order can greatly increase the performance. 2) By comparing (FMC, FPMC) pair and (TTR_n TTR_g) pair, it can be seen that the global transition matrix is less effective than the personalized transition matrix, this is due to the global strategy is based on all users' check-in records while ignores users' personalized transition preference. But global strategy can recommend fresher and more commonly used patterns, which can help to improve the recommendation diversity, so it is also a practical strategy. 3) By comparing other algorithms with our model TTR_n, TTR_g, it can be seen that using cluster-based transition matrix can greatly increase the performance, so modeling the transition behavior on the cluster level is of great significance.
D. VERIFYING THE DIVERSITY OF GLOBAL STRATEGY
In order to show the effectiveness of the global strategy, we compare the number of recommended clusters based on the personalized strategy and personalized + global strategy with different recommendation count K, as shown in Figure 4 .
As can be seen from Figure 4 , the number of recommended clusters based on the personalized + global strategy is larger than the number based on the personalized strategy, i.e., the recommendation diversity is greatly increased. Therefore, introducing global strategy might lead to lower precision, but the performance damage is acceptable and the diversity can be improved, so it can be regarded as a feasible solution.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we present a successive POI recommendation approach TTR which is based on personalized cluster-level transition pattern analysis for check-in data in LSBN. It first clusters the POIs based on their representation vectors learnt from Word2Vec model, and then models users' transition behavior on cluster level through the additive Markov chain model, and finally recommends successive POIs based on either personalized or global strategy. Based on several experiments conducted on the real dataset Gowalla and BrightKite, we show that the proposed method outperforms existing works in terms of the precision and recall metrics, and the personalized strategy shows better performance while the global strategy can provide better diversity.
There are still several other aspects worthy of consideration in future work, including 1) introducing more contextual data such as timestamps; 2) mining the correlations between POIs more precisely, for example, capturing longer distance dependencies; 3) building POIs' cluster more accurately; 4) better ways to fuse the personalized and global strategies. 
