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Abstrakt
Hleda´n´ı nejkratsˇ´ı cesty patrˇ´ı mezi za´kladn´ı proble´my rˇesˇene´ v pocˇ´ıtacˇove´ geometrii. Op-
tima´ln´ım rˇesˇen´ım je vy´pocˇet pomoc´ı Dijkstrova algoritmu. Existuje ale i cela´ rˇada apro-
ximacˇn´ıch algoritmu˚, ktere´ je take´ mozˇne´ pro vy´pocˇet nejkratsˇ´ı cesty pouzˇ´ıt.
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Abstract
Finding the shortest path is a fundamental problem in computational geometry. Optimal
solution is computation by force of Dijkstra algorithm. There are many approximation
algorithms which we can use for calculate the shortest path.
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Kapitola 1
U´vod
Hleda´n´ı nejkratsˇ´ı cesty je jedn´ım ze vsˇeobecny´ch proble´mu˚ dnesˇn´ı doby. Vezmeˇme si jako
prˇ´ıklad veˇdn´ı obor logistika, jehozˇ ned´ılnou soucˇa´st´ı je optimalizace najety´ch kilometr˚u prˇi
doda´vka´ch r˚uzny´ch druh˚u zbozˇ´ı. Pra´veˇ vyhleda´va´n´ı nejkratsˇ´ı cesty mezi jednotlivy´mi body
cesty je asi kazˇde´mu z na´s nejblizˇsˇ´ı proble´m tohoto veˇdn´ıho oboru. Kdo by take´ chteˇl jet
z Brna do Prahy naprˇ´ıklad prˇes Ostravu?
V modern´ı dobeˇ ale sezen´ı u map a vyhleda´va´n´ı nejkratsˇ´ı cesty uzˇ nen´ı tak obvykle´
jako drˇ´ıve. Souvis´ı to zejme´na s modern´ı technologi´ı, ktera´ za na´s tento proble´m je schopna
vyrˇesˇit. Asi kazˇdy´ z na´s prˇi pla´nova´n´ı cesty na dovolenou otevrˇel stra´nku na internetu, ktera´
nejen obsahovala mapu, ale i vyhleda´n´ı nejkratsˇ´ı nebo nejrychlejˇs´ı cesty mezi dveˇma body.
Ten, kdo tento proble´m nerˇesˇil u internetove´ mapy, je nejsp´ıˇse vlastn´ıkem GPS navigace,
ktera´ vyhleda´ nejkratsˇ´ı cestu take´ a nav´ıc Va´s podle n´ı na urcˇene´ mı´sto navede.
T´ımto se dosta´va´me do one´ u´zke´ spojitosti mezi hleda´n´ım nejkratsˇ´ı cesty v rea´lne´m
zˇivoteˇ a vy´pocˇetn´ı technologi´ı, ktera´ je tento proble´m schopna vyrˇesˇit. Prˇejdeˇme tedy od
rea´lne´ho zˇivota do zˇivota techniky.
Hleda´n´ı nejkratsˇ´ı cesty po povrchu objektu patrˇ´ı mezi za´kladn´ı proble´my rˇesˇene´ v pocˇ´ıtacˇove´
geometrii a dalˇs´ıch aplikac´ıch z oblasti robotiky, navigace, bioinformatiky, geograficky´ch in-
formacˇn´ıch syste´mu˚ (GIS) aj. Zat´ımco efektivn´ı resˇen´ı u´loh hleda´n´ı cest mezi dveˇma body
ve 2D je jizˇ delˇs´ı dobu k dispozici, metody zna´me´ ve 3D maj´ı sta´le znacˇnou cˇasovou a
pamet’ovou slozˇitost.
Proble´m hleda´n´ı nejkratsˇ´ı cesty lze rozdeˇlit do dvou kategori´ı. Prvn´ı z nich je nalezen´ı
nejkratsˇ´ı cesty mezi zdrojovy´m bodem s a vsˇemi ostatn´ımi body povrchu objektu. Jako
druhou kategorii lze oznacˇit nalezen´ı nejkratsˇ´ı cesty mezi zdrojovy´m bodem s a bodem
c´ılovy´m t. Tento text bude da´le zameˇrˇen na hleda´n´ı nejkratsˇ´ı cesty mezi zdrojovy´m s a
c´ılovy´m t bodem.
V tomto textu se na proble´m hleda´n´ı nejkratsˇ´ı cesty pod´ıva´me dveˇma rozd´ılny´mi
u´hly pohledu. Pokud bych opeˇt tento proble´m prˇirovnal k proble´mu dopravy, dalo by se
s nadsa´zkou rˇ´ıci, zˇe pokud nema´me da´lnicˇn´ı zna´mku, mus´ıme nejkratsˇ´ı cestu hledat po
okresn´ıch komunikac´ıch (Dijkstr˚uv algoritmus). Pokud da´lnicˇn´ı zna´mku vlastn´ıme, jsme
opra´vneˇni jet po da´lnici (Kanai Suzuki algoritmus). Je zrˇejme´, zˇe kazˇdy´ u´hel pohledu ma´
sve´ klady a za´pory. Pokud bude zvolena cesta po okresn´ıch silnic´ıch, nen´ı nutne´ platit popla-
tek za da´lnicˇn´ı zna´mku, avsˇak cesta bude pravdeˇpodobneˇ delˇs´ı. Jakmile ale bude zakoupena
da´lnicˇn´ı zna´mka, je mozˇne´ po da´lnici jezdit jak cˇasto se na´m zl´ıb´ı.
Podobnost teˇchto dvou dopravn´ıch situac´ı s rˇesˇen´ım algoritmu˚ pro vy´pocˇet nejkratsˇ´ı
cesty ma´ take´ svou spojitost. Dijkstr˚uv algoritmus vypocˇ´ıta´ nejkratsˇ´ı cestu po zna´my´ch
hrana´ch troju´heln´ıkove´ s´ıteˇ, ale nedosa´hneme j´ım ve veˇtsˇineˇ vy´pocˇt˚u takove´ nejkratsˇ´ı
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cesty, jako algoritmem aproximacˇn´ım (Kanai Suzuki). Aproximacˇn´ı algoritmus Kanai Su-
zuki vypocˇ´ıta´ nejkratsˇ´ı cestu s takovou prˇesnost´ı, ktera´ je od neˇj vyzˇadova´na. Za´pornou
vlastnost´ı tohoto algoritmu je ale jeho cˇasova´ na´rocˇnost.
Nechme vsˇak uzˇ analogi´ı dopravy a vy´pocˇtu nejkratsˇ´ı cesty a pod´ıvejme se bl´ızˇe na to,
cˇ´ım se budeme v na´sleduj´ıc´ım textu da´le zaby´vat a to proble´mem hleda´n´ı nejkratsˇ´ı cesty
po povrchu modelu. K vy´pocˇt˚um nejkratsˇ´ı cesty budou slouzˇit dva algoritmy. Dijkstr˚uv
algoritmus 2.2 a algoritmus Kanai Suzuki 2.4.
V kapitole Rozbor problematiky bude z pocˇa´tku zmı´neˇn pojem Troju´heln´ıkove´ s´ıteˇ 2.1.
Dalˇs´ı cˇa´st te´to kapitoly pojedna´va´ o Dijkstroveˇ algoritmu a jeho vlastnostech 2.2. Na´sleduje
kra´tky´ prˇehled aproximacˇn´ıch algoritmu˚ 2.3 a na za´veˇr je popsa´n algoritmus Kanai Suzuki
2.4 a jeho vlastnosti. U obou algoritmu˚ je zmı´neˇn i pseudoko´d pro jednodusˇsˇ´ı prˇedstavu
jejich implementace.
Druha´ kapitola Implementace obsahuje na´vrh implementace prakticke´ cˇa´sti pra´ce. Je zde
kra´tce popsa´n toolkit MDSTk 3.1 a podrobneˇji rozebra´na knihovna VectorEntity, ktera´ je
v prakticke´ cˇa´sti vyuzˇ´ıva´na. Da´le je zde kra´tce popsa´n OpenSceneGraph 3.2, d´ıky ktere´mu
ma´ prakticka´ cˇa´st graficke´ okno pro zobrazen´ı modelu a vypocˇtene´ nejkratsˇ´ı cesty mezi
zadany´mi dveˇma body tohoto modelu. Posledn´ı cˇa´st´ı kapitoly je sekce Vlastn´ı implementace
3.3, ve ktere´ jsou bl´ızˇe popsa´ny jednotlive´ moduly a funkce implementovane´ v prakticke´ cˇa´sti
pra´ce.
Prˇedposledn´ı kapitolou je kapitola Vy´sledky 4. Zde je prˇedlozˇen na´vod pro zjiˇsteˇn´ı op-
tima´ln´ıch hodnot parametr˚u γ a m algoritmu Kanai Suzuki. Da´le bude zpracova´no srovna´n´ı
Dijkstrova a Kanai Suzuki algoritmu z pohledu cˇasu a prˇesnosti vy´pocˇtu nejkratsˇ´ı cesty.
Posledn´ı kapitolou je za´veˇr 5 ve ktre´m budou ve strucˇnosti shrnuty poznatky o algorit-
mech pro vy´pocˇet nejkratsˇ´ı cesty.
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Kapitola 2
Rozbor problematiky
2.1 Troj˚uheln´ıkove´ s´ıteˇ
Mnohosteˇnne´ povrchy, obzvla´sˇteˇ s´ıteˇ skla´daj´ıc´ı se z rovinny´ch troj˚uheln´ıkovy´ch ploch, jsou
za´kladn´ı geometrickou reprezentac´ı v pocˇ´ıtacˇove´ grafice a souvisej´ıc´ıch oblastech. Proces
generova´n´ı troju´heln´ıkovy´ch s´ıt´ı oznacˇujeme jako triangulaci. V soucˇasne´ dobeˇ existuje
cela´ rˇada triangulacˇn´ıch metod. Triangulacˇn´ı metody mu˚zˇeme rozdeˇlit na metody neprˇ´ıme´,
metody prˇ´ıme, metody vyuzˇ´ıvaj´ıc´ı kvadrantovy´ch stromu˚ atd. Popis teˇchto metod lze na-
leznout v referencˇn´ı literaturˇe [11]
2.2 Dijkstr˚uv algoritmus
Jako zdroj informac´ı pro tuto kapitolu byla pouzˇita tato literatura: [9] [8] [6]
Dijkstr˚uv algoritmus byl poprve´ popsa´n nizozemsky´m informatikem Edsgerem Dijkstrou.
Algoritmus slouzˇ´ı k nalezen´ı nejkratsˇ´ı cesty v kladneˇ ohodnocene´m grafu. Pro grafy se
za´porny´m ohodnocen´ım hran lze vyuzˇ´ıt algoritmus Bellman-Ford˚uv, ktery´ je vsˇak poma-
lejˇs´ı.
Algoritmus je urcˇen pro vy´pocˇet nejkratsˇ´ı cesty mezi zdrojovy´m bodem s a vsˇemi
ostatn´ımi body modelu. Pro vy´pocˇet nejkratsˇ´ı cesty mezi dveˇma body modelu (zdrojovy´m
s a c´ılovy´m t) lze vsˇak tento algoritmus vyuzˇ´ıt take´. V tomto prˇ´ıpadeˇ se algoritmus ukoncˇ´ı,
jakmile je c´ılovy´ bod t prohla´sˇen za trvaly´. Nejjednodusˇsˇ´ı implementace Dijkstrova al-
goritmu pouzˇ´ıva´ pro ulozˇen´ı prioritn´ı fronty pole a ma´ asymptotickou cˇasovou slozˇitost
O(|V |2 + |E|), kde |V | je pocˇet vrchol˚u a |E| pocˇet hran. Implementace vyuzˇ´ıvaj´ıc´ı pro
prioritn´ı frontu bina´rn´ı haldy je schopna´ pracovat s cˇasovou slozˇitost´ı O((|E|+ |V |) log |V |).
V rozhodnut´ı, kterou z implementac´ı je vhodne´ pouzˇ´ıt, na´m napomu˚zˇou na´sleduj´ıc´ı vztahy.
Pokud je pocˇet hran E = Ω(V 2), je vhodneˇjˇs´ı implementace v poli. Pokud pocˇet hran klesne
pod V 2/ log V , vy´hodneˇjˇs´ım rˇesˇen´ım je bina´rn´ı halda.
Dijkstr˚uv algoritmus je konecˇny´, protozˇe v kazˇde´ iteraci prohla´s´ı jeden vrchol za trvaly´.
2.2.1 Popis algoritmu
Dijkstr˚uv algoritmus rozdeˇluje vrcholy grafu do dvou skupin, na vrcholy s trvaly´m ohod-
nocen´ım a docˇasny´m ohodnocen´ım. Ohodnocen´ım vrcholu rozumı´me de´lku cesty od zdro-
jove´ho vrcholu s k dane´mu vrcholu. Na zacˇa´tku jsou vsˇechny vrcholy docˇasne´ a nejkratsˇ´ı
cesta k teˇmto vrchol˚um je nastavena na nekonecˇno s vyj´ımkou startovn´ıho vrcholu s, ktery´
ma´ nejkratsˇ´ı cestu nastavenu na nula. Trvale´ ohodnocen´ı je takove´, ktere´ uzˇ nebudeme
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meˇnit, protozˇe o neˇm v´ıme, zˇe lepsˇ´ıho ohodnocen´ı jizˇ nemu˚zˇeme dosa´hnout. Cely´ algorit-
mus pracuje ve trˇech kroc´ıch:
1. nalezen´ı vrcholu V s minima´ln´ım docˇasny´m ohodnocen´ım
2. prohla´sˇen´ı vrcholu V za trvaly´
3. zmeˇna ohodnocen´ı soused˚u tak, zˇe |N | = min(|N |, |V |+|V N |), kde N je soused V, |N |
je ohodnocen´ı sousedn´ıho vrcholu a |V | ohodnocen´ı trvale´ho vrcholu V.|V N | oznacˇuje
de´lku hrany mezi vrcholy V a N
Nejdrˇ´ıve je v prvn´ım cyklu nalezen vrchol s minima´ln´ım docˇasny´m ohodnocen´ım (v prvn´ım
pr˚uchodu cyklu nalezneme vrchol s hodnotou nula). Tento vrchol bude prohla´sˇen za trvaly´.
Nyn´ı prˇejdeme na krok druhy´, ve ktere´m nalezneme vsˇechny sousedy (vrcholy, do ktery´ch
vede z trvale ohodnocene´ho vrcholu hrana). Tyto vrcholy jsou docˇasne´ a jejich ohodnocen´ı
je v prvn´ım cyklu iterace nastaveno na nekonecˇno. Podle trˇet´ıho kroku ohodnocen´ı teˇchto
bod˚u z´ıska´me jako soucˇet ohodnocen´ı trvale´ho bodu a de´lky hrany vycha´zej´ıc´ı z tohoto
bodu k bodu docˇasne´mu. Nyn´ı jizˇ mu˚zˇem vstoupit do druhe´ iterace cyklu. V te´to iteraci
nalezneme dalˇs´ı docˇasny´ bod s minima´ln´ım ohodnocen´ım, prˇida´me jej do trvaly´ch, zjist´ıme
vsˇechny jeho sousedy a v prˇ´ıpadeˇ nutnosti je podle trˇet´ıho kroku cyklu prˇehodnot´ıme.
Tyto trˇi kroky se opakuj´ı v cyklu, dokud c´ılovy´ bod t nen´ı prohla´sˇen za trvaly´. Prohla´sˇen´ı
c´ılove´ho bodu za trvaly´ znamena´, zˇe z pocˇa´tecˇn´ıho vrcholu do vrcholu c´ılove´ho je jizˇ zna´ma
nejkratsˇ´ı cesta a nelze naj´ıt jinou, kratsˇ´ı cestu.
Vlastn´ı nalezen´ı nejkratsˇ´ı cesty prob´ıha´ prˇi zpeˇtne´m pr˚uchodu od c´ılove´ho vrcholu tak,
zˇe ma´me pomocne´ pole indexovane´ vrcholy, a pro kazˇdy´ vrchol zde bude ulozˇeno cˇ´ıslo
vrcholu, ze ktere´ho jsme do tohoto vrcholu nasˇli nejkratsˇ´ı cestu.
2.2.2 Pseudoko´d
Necht’ vrchol Vs odpov´ıda´ startovn´ımu vrcholu vy´pocˇtu, Vt vrcholu c´ılove´mu, vertices se-
znamu vsˇech vrchol˚u mnohosteˇnu, VerticesVisited seznamu vrchol˚u, prohla´sˇeny´ch za tr-
vale´ a VerticesNotVisited seznamu docˇasneˇ ohodnoceny´ch vrchol˚u. Da´le pole distance[]
indexovane´ vrcholy obsahuje pro kazˇdy´ vrchol nejkratsˇ´ı cestu, pole path[] indexovane´ vr-
choly obsahuje prˇedchoz´ı vrchol, ze ktere´ho se po nejkratsˇ´ı cesteˇ do vrcholu indexovane´ho
dostaneme. Pak lze algoritmus pseudoko´dem popsat na´sledovneˇ:
function Dijkstra(Vs, Vt, vertices, edges):
//inicializace
for each vertex in vertices:
add vertex to VerticesNotVisited
distance[vertex] := infinity
path[vertex] := undefined
distance[Vs] := 0
//vlastnı´ cyklus algoritmu
while(Vact 6= Vt):
//aktua´lnı´ zpracova´nany´ vrchol je vrchol
//s nejmensˇı´m docˇasny´m ohodnocenı´m
Vact := VerticesNotVisited & min(distance[])
add vertex to VerticesVisited & delete vertex from VerticesNotVisited
//pokud je trˇeba, zmeˇna prˇehodnocenı´ sousedu˚
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for each neighbor Vact from VerticesNotVisited
if distance[neighbor] > distance[Vact] + length edge(neighbor,Vact):
distance[neighbor] = distance[Vact] + length edge(neighbor,Vact)
path[neighbor] = Vact
2.3 Aproximacˇn´ı algoritmy
Existuje velke´ mnozˇstv´ı algoritmu˚ pro nalezen´ı nejkratsˇ´ı cesty jak pro 2D, tak i pro 3D
povrchy. Nicme´neˇ algoritmy pro nalezen´ı prˇesne´ nejkratsˇ´ı cesty na mnohosteˇnny´ch povrsˇ´ıch
maj´ı veˇtsˇinou velke´ na´roky jak na vy´pocˇetn´ı cˇas, tak i na vy´pocˇetn´ı prostor. Proto tyto
algoritmy nen´ı vhodne´ pouzˇ´ıvat pro huste´ mnohosteˇnne´ povrchy. Tuto nevy´hodu se snazˇ´ı
odstranit algoritmy aproximacˇn´ı.
Nejkratsˇ´ı cesta vypocˇtena´ pomoc´ı teˇchto algoritmu˚ typicky procha´z´ı skrz plochy
troju´heln´ık˚u. Ve veˇtsˇineˇ prˇ´ıpad˚u nelze proto vyuzˇ´ıt prˇi vy´pocˇtu Dijkstrova algoritmu. Oproti
tomu se zde vyuzˇ´ıva´ vlastnost´ı geodetik, geodeticke´ krˇivosti, tecˇne´ roviny atd. Mezi za´stupce
teˇchto algoritmu˚ patrˇ´ı Mart´ınez, Velho a Carvalho [1], algoritmus Mgr. Porazilove´ [4] a dalˇs´ı.
Jako dalˇs´ıho za´stupce z rˇady aproximacˇn´ıch algoritmu˚ mu˚zˇeme uve´st naprˇ´ıklad algo-
ritmus Lanthier [2]. Tento algoritmus redukuje p˚uvodn´ı proble´m na hleda´n´ı nejkratsˇ´ı cesty
v aproximacˇn´ım diskre´tn´ım va´zˇene´m grafu. Algoritmus nejprve prˇida´ body doprostrˇed hran.
Da´le je vytvorˇen diskre´tn´ı graf z teˇchto bod˚u a bod˚u origina´ln´ıch. V na´sleduj´ıc´ım kroku je
aplikova´n Dijkstr˚uv algoritmus. Podobny´m zp˚usobem pracuje i Kanai Suzuki algoritmus.
2.4 Algoritmus Kanai a Suzuki
Algoritmus Kanai Suzuki [10] se zameˇrˇuje na vyhleda´n´ı aproximacˇn´ı nejkratsˇ´ı cesty. Tento
algoritmus je postaven na vyuzˇit´ı Dijkstrova algoritmu a vyuzˇ´ıva´ vy´beˇrove´ho uprˇesnˇova´n´ı
diskre´tn´ıho grafu mnohosteˇnu. Dijkstr˚uv algoritmus je zde vyuzˇ´ıva´n v kazˇde´ iteraci hlavn´ıho
vy´pocˇetn´ıho cyklu k omezen´ı cˇa´sti grafu, ve ktere´m existuje nejkratsˇ´ı cesta.
Z tohoto za´kladn´ıho popisu je zrˇejme´, zˇe celkovy´ potrˇebny´ cˇas pro vy´pocˇet algoritmu
velmi za´vis´ı na cˇase vy´pocˇtu nejkratsˇ´ı cesty pomoc´ı Dijkstrova algoritmu. Vsˇeobecneˇ by se
dalo rˇ´ıci, zˇe cˇasova´ na´rocˇnost algoritmu se mu˚zˇe vycˇ´ıslit jako O(n log n). Za´lezˇ´ı vsˇak i na
pocˇtu hran v inicializacˇn´ım grafu G0 a tud´ızˇ i na parametru γ, ktery´ urcˇuje kompromis
mezi prˇesnost´ı aproximace a cˇasovy´mi na´roky algoritmu.
Algoritmus Kanai Suzuki ma´ i neˇktere´ vy´znamne´ vy´hody, ktery´mi jsou naprˇ. rychlost,
vysoka´ prˇesnost vy´pocˇtu a mensˇ´ı pameˇt’ove´ na´roky.
2.4.1 Popis algoritmu
Necht’ M je povrch mnohosteˇnu, nejkratsˇ´ı cesta L ze zdrojove´ho vrcholu Vs do vrcholu
c´ılove´ho Vd povrchu M je definova´na jako:
L = {v1, v2, ..., vn, e1, e2, ..., en−1},
Vs = v1, VD = vn, ei = {vi, vi+1}, i = 1...n− 1,
kde vi a ei znacˇ´ı vrchol a hranu plochy M .
Necht’ l = |L| je de´lka nejkratsˇ´ı cesty L. Pak plat´ı:
l = |L| = |e1|+ |e2|+ ...+ |en−1|,
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kde |ei| je Euklidovska´ vzda´lenost mezi vrcholy v1 a vi+1 hrany ei.
Algoritmus definuje rozdeˇlen´ı hran povrchu M do dvou skupin:
• seznam seznam hran ORIGINAL se odkazuje na hrany origina´ln´ı nebo hrany vznikle´
rozdeˇlen´ım teˇchto hran,
• seznam hran ONFACE obsahuje hrany ostatn´ı.
Rozdeˇlen´ı je le´pe pochopitelne´ z obra´zku 2.1. Seznamy slouzˇ´ı k posouzen´ı, zda hrana bude
v pr˚ubeˇhu algoritmu deˇlena SPs body cˇi nikoliv.
Obra´zek 2.1: Rozdeˇlen´ı hran
Steinerovy body (da´le jen SPs) jsou body, ktere´ prˇida´va´me prˇi beˇhu algoritmu do grafu
pro vy´pocˇet. Pocˇet Steinerovy´ch bod˚u prˇidany´ch pro kazˇdou hranu za´vis´ı na de´lce te´to
hrany |e| a na parametru γ. Oznacˇme de´lku origina´ln´ı hrany |e|, pak pocˇet Steinerovy´ch
bod˚u prˇidany´ch hraneˇ odpov´ıda´ vztahu (γ/|e|)− 1.
γ je uzˇivatelem definovana´ promeˇnna´ urcˇuj´ıc´ı kompromis prˇesnosti aproximace proti
pameˇt’ovy´m a cˇasovy´m na´rok˚um algoritmu.
2.4.2 Inicializace algoritmu
Inicializace algoritmu zahrnuje vytvorˇen´ı pocˇa´tecˇn´ıho diskre´tn´ıho grafu G0(v, e) z hran a
vrchol˚u povrchu M . Graf G0(v, e) obsahuje vsˇechny vrcholy a hrany povrchu M plus prˇidane´
hrany, ktere´ vznikly prˇida´n´ım vrchol˚u (SPs).
Prˇidane´ hrany grafu G0 jsou vytva´rˇeny pomoc´ı origina´ln´ıch a prˇidany´ch vrchol˚u. Hrany
prˇida´va´me pokud vrcholy prˇida´vane´ hrany jsou vedle sebe na origina´ln´ı hraneˇ (rozdeˇl´ıme ori-
gina´ln´ı hranu na v´ıce cˇa´st´ı), nebo pokud vrcholy prˇida´vane´ hrany jsou na r˚uzny´ch strana´ch
troj˚uheln´ıku.
2.4.3 Vlastn´ı algoritmus
Algoritmus pracuje v cyklu, ktery´ je ukoncˇen, pokud |li − li−1| < . Prˇi kazˇde´m pr˚uchodu
cyklem je inkrementova´no pocˇ´ıtadlo pr˚uchod˚u i s inicializacˇn´ı hodnotou i = 0.
Promeˇnna´ m pouzˇ´ıvana´ u trˇet´ıho kroku iterace urcˇuje kompromis mezi sn´ızˇen´ım pocˇtu
iterac´ı a zvy´sˇen´ım potrˇebne´ho vy´pocˇetn´ıho cˇasu a pameˇti.
Jednotlive´ kroky iterace:
1. Vy´pocˇet nejkratsˇ´ı cesty Li mezi zdrojovy´m VS a c´ılovy´m VD vrcholem grafu Gi pomoc´ı
Dijkstrova algoritmu.
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2. vytvorˇen´ı nove´ho grafu Gi+1 pomoc´ı zjiˇsteˇne´ nejkratsˇ´ı cesty Li. Tato nejkratsˇ´ı cesta
je vrchol po vrcholu procha´zena a vsˇechny vrcholy te´to cesty jsou prˇida´ny do Gi+1.
Da´le jsou prˇida´ny i vrcholy, ktere´ jsou spojeny hranou s vrcholem cesty prˇ´ıslusˇej´ıc´ı
neˇktere´ ORIGINAL hraneˇ.
3. Prˇida´n´ı SPs a hran do grafu Gi+1. SPs vrcholy prˇida´va´me pouze hrana´m, ktere´
jsou oznacˇeny jako ORIGINAL. Pocˇet prˇidany´ch SPs vrchol˚u odpov´ıda´ uzˇivatelske´
promeˇnne´ m. Hrany jsou mezi nove´ vrcholy prˇida´ny, pokud jsou na sta´vaj´ıc´ı hraneˇ
vedle sebe (hrana se rozdeˇl´ı na cˇa´sti) a nova´ hrana je prˇida´na do seznamu ORIGINAL,
nebo pokud vrcholy prˇida´vane´ hrany lezˇ´ı na dvou rozd´ılny´ch strana´ch troju´heln´ıku.
Tyto hrany jsou prˇida´ny do seznamu ONFACE.
4. Aktualizace grafu. Graf Gi je aktualizova´n na graf Gi+1.
2.4.4 Pseudoko´d
Necht’ vrchol Vs odpov´ıda´ startovn´ımu vrcholu vy´pocˇtu, Vt vrcholu c´ılove´mu, vertices se-
znamu vsˇech vrchol˚u mnohosteˇnu, edges seznamu vsˇech hran mnohosteˇnu, tris seznamu
vsˇech troju´heln´ık˚u mnohosteˇnu, epsilon, gamma, m uzˇivatelsky´m promeˇnny´m, se ktery´mi
program pracuje. Da´le original odpov´ıda´ seznamu origina´ln´ıch hran. Pak lze algoritmus
pseudoko´dem popsat na´sledovneˇ:
function KanaiSuzuki(Vs, Vt, vertices, edges, tris, epsilon, gamma, m):
//prˇida´nı´ vsˇech hran do seznamu original
for each edge:
add edge to original
//prˇida´nı´ SPs vrcholu˚ a hran, ktere´ vznikly rozdeˇlenı´m
//origina´l hran a odstraneˇnı´ rozdeˇleny´ch original hran
AddSPsEdges(vertices, edges, original, gamma)
//prˇida´nı´ hran, jejichzˇ vrcholy lezˇı´ na odlisˇny´ch
//strana´ch troju˚helnı´ku
AddOppositeEdges(tris, edges, vertices)
//triangulace noveˇ vznikle´ sı´teˇ vrcholu˚ a hran
GenerateNewTris(tris, edges, vertices)
//vlastnı´ cyklus algoritmu
i = 0
while(nenı´ dosazˇeno pozˇadovane´ prˇesnosti):
//vypocet nejkratsi cesty Dijkstrovy´m algoritmem
result = Dijkstra(Vs, Vt, vertices, edges)
//pridani vrcholu obsazenych v nejkratsi ceste
// do vrcholu pro dalsi iteraci
MakeNewGraph(VNext, vertices, result->path)
//prida´nı´ vrcholu˚ nacha´zejı´cı´ch se v seznamu original
//spojeny´ch hranou s neˇktery´m z vrcholu˚ cesty
AddOriginalVertices(VNext, vertices, original, result->path)
//prˇida´nı´ hran, kde v prˇedchozı´ iteraci byly
//plus prˇida´nı´ teˇchto hran do seznamu original
MakeNewEdges(VNext, vertices, ENext, edges, ONext, original)
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//triangulace noveˇ vznikle´ sı´teˇ vrcholu˚ a hran
GenerateNewTris(TNext, ENext, VNext)
//prˇida´nı´ SPs vrcholu˚ a hran, ktere´ vznikly rozdeˇlenı´m
//origina´lnı´ch hran a odstraneˇnı´ rozdeˇleny´ch original hran
AddSPsEdges(VNext, ENext, ONext, m)
//prˇida´nı´ hran, jejichzˇ vrcholy lezˇı´ na odlisˇny´ch
//strana´ch troju˚helnı´ku
AddOppositeEdges(TNext, ENext, VNext)
//triangulace noveˇ vznikle´ sı´teˇ vrcholu˚ a
//hran pro dalsˇı´ iteraci
GenerateNewTris(TNext, ENext, VNext)
//aktualizace grafu
tris = TNext, edges = ENext
vertices = VNext, original = ONext
i++
Pozn.: Bliˇzsˇ´ı popis funkc´ı zahrnuty´ch v pseudoko´du naleznete v sekci implementace 3.3.2
9
Kapitola 3
Implementace
V te´to kapitole se budeme zaby´vat vlastn´ı implementac´ı programu pro vy´pocˇet nejkratsˇ´ı
cesty po povrchu objektu. Jako implementacˇn´ı jazyk byl zvolen jazyk C/C++, proto bude
tato kapitola u´zce spjata s t´ımto jazykem. Da´le bude v te´to kapitole prˇedstaven toolkit
MDSTk vyvy´jeny´ na Fakulteˇ informacˇn´ıch technologi´ı v Brneˇ, zejme´na jeho cˇa´st VectorEn-
tity. Prˇedstav´ıme si i OpenSceneGraph, cozˇ je nadstavba OpenGL pro vytva´rˇen´ı slozˇity´ch
3D sce´n.
3.1 Medical Data Segmentation Toolkit
Medical Data Segmentation Toolkit (da´le jen MDSTk) [5] je soubor multiplatformn´ıch
OpenSource knihoven (BSD-like license) a na´stroj˚u pro zpracova´n´ı 2D/3D obrazu. Obsahuje
podporu pro volumetricka´ obrazova´ data, knihovny trˇet´ıch stran (ATLAS, CLAPACK,
UMFPACK), forma´ty obra´zk˚u JPG a PNG. Implementace byla provedena v jazyce C++
a cely´ syste´m je navrzˇen jako mnozˇina konzolovy´ch aplikac´ı komunikuj´ıc´ıch mezi sebou
pomoc´ı jednotne´ho rozhrann´ı. MDSTk vyv´ıj´ı Fakulta informacˇn´ıch technologi´ı VUT v Brneˇ,
resp. U´stav pocˇ´ıtacˇove´ grafiky a multime´di´ı.
Du˚lezˇitou soucˇa´st´ı MDSTk je low-level knihovna pro efektivn´ı reprezentaci
mnohosteˇnny´ch model˚u a troju´heln´ıkovy´ch s´ıt´ı. Te´to knihovneˇ se bude veˇnovat dalˇs´ı cˇa´st
te´to kapitoly.
3.1.1 VectorEntity
Jak jizˇ bylo vy´sˇe zmı´neˇno, VectorEntity je soucˇa´st toolkitu MDSTk, pro poskytnut´ı efektivn´ı
reprezentace mnohosteˇn˚u a troj˚uheln´ıkovy´ch s´ıt´ı. Tato knihovna se skla´da´ z 18 trˇ´ıd. Tyto
trˇ´ıdy slouzˇ´ı pro ulozˇen´ı a zpracova´va´n´ı dat 3D bod˚u, vrchol˚u, hran, troju´heln´ık˚u atd.
Knihovna obsahuje cˇtyri typy geometricky´ch entit. Jsou to vrcholy, hrany, troju´heln´ıky
a cˇtyrˇsteˇny. Pro vsˇechny entity je k dispozici obousmeˇrny´ seznam, ve ktere´m jsou entity
ulozˇeny 3.1. Vsˇechny vysˇsˇ´ı typy entit (hrany, troju´heln´ıky i cˇtyrˇsteˇny) jsou slozˇene´ z vrchol˚u.
Da´le jsou v knihovneˇ zastoupena graficka´ primitiva. Jedna´ se prˇedevsˇ´ım o objektoveˇ za-
pouzdrˇene´ obsluhy vrcholu, hrany, troju´heln´ıku a cˇtyrˇsteˇnu. Pro vsˇechna graficka´ primitiva
existuj´ı i kontejnery pro jejich ulozˇen´ı. Pro ilustraci je uveden obra´zek rozlozˇen´ı kontejner˚u
3.2.
Za zmı´nku jesˇteˇ jisteˇ stoj´ı, zˇe knihovna umozˇnˇuje import a export model˚u v bina´rn´ım
forma´tu STL a export do forma´tu VRML.
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Obra´zek 3.1: Geometricke´ entity
Obra´zek 3.2: Rozlozˇen´ı kontejner˚u
Pro zjiˇsteˇn´ı dalˇs´ıch informac´ı o knihovneˇ VectorEntity mu˚zˇete nahle´dnout do referencˇn´ı
literatury, nebo dokumentace vygenerovane´ k te´to knihovneˇ programem doxygen.
3.2 OpenSceneGraph
OpenSceneGraph (da´le jen OSG) [7] je multiplatformn´ı soubor na´stroj˚u pro vy´voj vy´kony´ch
graficky´ch aplikac´ı jako jsou letecke´ simula´tory, hry, virtua´ln´ı realita a veˇdecke´ vizualizace.
OSG poskytuje objektoveˇ orientovanou konstrukci zalozˇenou na OpenGL, ktera´ osvobozuje
vy´voja´rˇe od programova´n´ı graficky´ch aplikac´ı na n´ızke´ u´rovni OpenGL a poskytuje mnoho
dodatecˇny´ch na´stroj˚u pro rychly´ vy´voj graficky´ch aplikac´ı. OSG je kompletneˇ napsa´n v ja-
zyce C++, cozˇ umozˇnˇuje tvorbu dalˇs´ıch knihoven. Mezi hlavn´ı vy´hody OSG patrˇ´ı vy´kon,
prˇenositelnost a rozsˇ´ıˇritelnost.
Datove´ struktury OSG jsou popsa´ny v literaturˇe [3]. OSG pouzˇ´ıva´ pro zobrazen´ı graf
sce´ny. Grafova´ reprezentace sce´ny je vy´hodna´ zejme´na kv˚uli efektiviteˇ renderova´n´ı, jelikozˇ
zjednodusˇuje a urychluje procesy jako je urcˇova´n´ı viditelnosti, rˇazen´ı apod. Graf sce´ny ma´
obvykle tvar stromu. V listech stromu se nacha´zej´ı informace o geometrii a materia´lech,
ktere´ objekty pouzˇ´ıvaj´ı, zat´ımco vnitrˇn´ı uzly stromu definuj´ı prostorove´ a logicke´ skupiny
teˇchto objekt˚u.
Jako za´kladn´ı datovy´ typ pro vsˇechny typy uzl˚u v ra´mci grafu sce´ny slouzˇ´ı trˇ´ıda Node,
ktera´ obsahuje seznam ukazatel˚u na sve´ rodicˇovske´ uzly a prˇ´ıstupove´ metody pro r˚uzna´
uzˇivatelska´ data.
Datovy´ typ pro vnitrˇn´ı uzly grafu se nazy´va´ Group a instance tohoto typu obsahuj´ı
seznam ukazatel˚u na sve´ potomky. Dı´ky sve´ prˇizp˚usobivosti lze objekt˚um a trˇ´ıda´m, od-
vozeny´ch od Group nastavit nejr˚uzneˇjˇs´ı vlastnosti. Kromeˇ seskupova´n´ı uzl˚u dle urcˇity´ch
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pravidel lze uzly tohoto typu pouzˇ´ıt naprˇ´ıklad pro sestrojen´ı r˚uzny´ch typ˚u stromu˚, definici
r˚uzny´ch u´rovn´ı detail˚u, umı´st’ova´n´ı podstromu˚ pomoc´ı matic atd.
Listove´ uzly jsou tvorˇeny specia´ln´ımi uzly, pro neˇzˇ je pouzˇ´ıva´n typ Geode. Tyto uzly
obsahuj´ı seznam objekt˚u typu Drawable, reprezentuj´ıc´ı zobrazitelna´ data.
3.3 Vlastn´ı implementace
V te´to sekci bude popsa´na vlastn´ı prakticka´ cˇa´st bakala´rˇske´ pra´ce. Nejprve uvedu za´kladn´ı
popis aplikace, prˇehled modul˚u, ze ktery´ch se prakticka´ cˇa´st pra´ce skla´da´ a pote´ budou
bl´ızˇe popsa´ny jednotlive´ moduly a funkce v nich obsazˇene´.
3.3.1 Za´kladn´ı popis implementace
C´ılem prakticke´ cˇa´sti bakala´rˇske´ prace´ bylo implementovat dva algortimy pro vy´pocˇet nej-
kratsˇ´ı cesty po povrchu modelu. Jak vyply´va´ z prˇedchoz´ıho textu, implementova´ny byly
algoritmy Dijkstr˚uv a aproximacˇn´ı algoritmus Kanai Suzuki. Pro implementaci Dijkstrova
algoritmu byl zvolen prˇ´ıstup s ulozˇen´ım prioritn´ı fronty do pole, jelikozˇ modely veˇtsˇinou
obsahuj´ı velke´ mnozˇstv´ı hran.
Vy´sledkem implementace je konzolova´ aplikace s graficky´m vy´beˇrem pocˇa´tecˇn´ıho a kon-
cove´ho bodu nejkratsˇ´ı cesty. Tento vy´beˇr prob´ıha´ pomoc´ı prave´ho tlacˇ´ıtka mysˇi. Da´le je
mozˇne´ modelem pomoc´ı leve´ho tlacˇ´ıtka mysˇi libovolneˇ ota´cˇet a pomoc´ı prave´ho tlacˇ´ıtka, po
zobrazen´ı nejkratsˇ´ı cesty, model prˇibl´ızˇit cˇi odda´lit. Zmensˇen´ı graficke´ho vy´stupu do okna
(a naopak) lze prove´st stisknut´ım kla´vesy F. Cela´ graficka´ cˇa´st programu byla napsa´na
pomoc´ı OSG.
Jak jsem jizˇ zmı´nil, jedna´ se o konzolovou aplikaci. Proto ostatn´ı funkcˇnost programu
za´vis´ı na parametrech prˇ´ıkazove´ rˇa´dky, ktere´ jsou aplikaci prˇeda´ny. Syntax programu je
na´sleduj´ıc´ı:
• Pro zobrazen´ı na´poveˇdy programu
shortest path -h
• Pro vy´pocˇet nejkratsˇ´ı cesty pomoc´ı Dijkstrova algoritmu
shortest path -model model.stl -metoda dijkstra
• Pro vy´pocˇet pomoc´ı algoritmu Kanai Suzuki
shortest path -model model.stl -metoda ks -prˇesnost des cˇ´ıslo -gamma des cˇ´ıslo
-m cele´ cˇ´ıslo
Pozn.: Parametry je nutne´ zadat prˇesneˇ v tomto forma´tu.
Jednotlive´ parametry programu a jejich vy´znam:
• -model model.stl
Parametr model.stl urcˇuje, na jake´m modelu bude vy´pocˇet prob´ıhat. Zadany´ model
mus´ı by´t v bina´rn´ım forma´tu STL.
• -metoda metoda
Jak je zrˇejme´ z syntax programu, metoda slouzˇ´ı pro urcˇen´ı metody, kterou bude
vy´pocˇet prova´deˇn. Pro vy´pocˇet pomoc´ı Dijkstrova algoritmu pouzˇijeme
-metoda dijkstra, pro vy´pocˇet pomoc´ı algoritmu Kanai Suzuki -metoda ks
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• -prˇesnost des cˇ´ıslo
Parametr des cˇ´ıslo urcˇuje prˇesnost vy´pocˇtu nejkratsˇ´ı cesty u algoritmu Kanai Suzuki.
• -gamma des cˇ´ıslo
Parametr des cˇ´ıslo je uzˇivatelem definovana´ hodnota urcˇuj´ıc´ı kompromis prˇesnosti
aproximace proti pameˇt’ovy´m a cˇasovy´m na´rok˚um algoritmu Kanai Suzuki. Ve skutecˇnosti
se jedna´ o hodnotu, kterou kdyzˇ de´lka hrany nkra´t prˇekrocˇ´ı, bude rozdeˇlena n-1 SPs
body prˇi vytva´rˇen´ı grafu G0.
• -m cele´ cˇ´ıslo
Parametr cele´ cˇ´ıslo je uzˇivatelem definovana´ hodnota uda´vaj´ıc´ı kompromis mezi sn´ızˇen´ım
pocˇtu iterac´ı a zvy´sˇen´ım potrˇebne´ho vy´pocˇetn´ıho cˇasu a pameˇti. Ve skutecˇnosti se
jedna´ o pocˇet SPs vrchol˚u, ktere´ budou prˇida´ny do kazˇde´ z origina´ln´ıch hran grafu
Gi, kde i > 0.
3.3.2 Moduly implementace
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Obra´zek 3.3: Moduly implementovane´ aplikace
Na obra´zku 3.3 jsou zna´zorneˇny moduly implementovane´ v aplikaci. Sˇipkami jsou spo-
jeny moduly, mezi ktery´mi prob´ıha´ jednosmeˇrna´ komunikace. Obousmeˇrna´ komunikace mezi
moduly je oznacˇena jako u´secˇka mezi moduly.
Popis vlastn´ıho programu
Prˇi spusˇteˇn´ı program prˇejde do modulu main.cpp, konkre´tneˇ do funkce main(). Jako prvn´ı
se ve funkci main() zavola´ funkce modulu PickAndParse.cpp GetParams(), ktera´ zpra-
cuje parametry prˇ´ıkazove´ rˇa´dky a prˇeda´ je zpeˇt funkci main(). Pote´ funkce main() nacˇte
model z bina´rn´ıho souboru forma´tu stl. Na´sleduje vytvorˇen´ı troj˚uheln´ıkove´ s´ıteˇ, prˇ´ıslusˇny´ch
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hran a vrchol˚u. Nyn´ı je hlavn´ı funkce programu schopna ulozˇit model do pole pro vykreslen´ı
prostrˇednctv´ım OSG. Toto se deˇje prostrˇednictv´ım funkce PrintModel() ulozˇene´ v modulu
PrintFunctions.cpp. Posledn´ım u´kolem hlavn´ı funkce programu je zobrazen´ı modelu po-
moc´ı OSG. K tomu vyuzˇ´ıva´ funkci RunViewer() ulozˇenou v modulu PrintFunctions.cpp.
Jakmile hlavn´ı funkce programu spust´ı vykreslen´ı, je prˇeda´na kontrola funkci handle()
trˇ´ıdy PickHandler, ktera´ se nacha´z´ı v souboru PickAndParse.cpp. Tato funkce beˇzˇ´ı ve
smycˇcˇe, dokud nedojde k vypnut´ı vykreslovac´ıho okna a stara´ se o vsˇechny uda´losti, ktere´
je okno schopne´ zpracova´vat. Pomoc´ı funkce pick() stejne´ trˇ´ıdy, kterou funkce handle()
pouzˇ´ıva´ pro vy´pocˇet startovn´ıho a c´ılove´ho bodu, zjist´ıme tyto dva body. Jakmile je star-
tovn´ı a c´ılovy´ bod zna´m, spust´ı funkce vy´pocˇet nejkratsˇ´ı cesty pomoc´ı Dijkstrova nebo
Kanai Suzuki algoritmu. K tomu vyuzˇ´ıva´ funkce Dijkstra alg() ulozˇene´ v modulu
Dijkstra.cpp, resp. KanaiSuzuki() modulu KanaiSuzuki.cpp. U Dijkstrova algoritmu
nav´ıc funkce handle() zajiˇst’uje zobrazen´ı nejkratsˇ´ı cesty na modelu. Toto prova´d´ı
prostrˇednictv´ım funkce PrintEdges() modulu PrintFunctions.cpp.
Jakmile je uzavrˇeno vykreslovac´ı okno, funkce handle() prˇeda´ rˇ´ızen´ı zpeˇt hlavn´ı funkci
programu(main()). Nyn´ı jizˇ nezby´va´ nic jine´ho, nezˇ program ukoncˇit.
Vı´ce informac´ı o jednotlivy´ch funkc´ıch z´ıska´te v na´sleduj´ıc´ı cˇa´sti textu. 3.3.2
Strucˇny´ popis jednotlivy´ch funkc´ı programu
Funkce popisovane´ v te´to cˇa´sti textu budou uvedeny bez parametr˚u, ktere´ jim jsou prˇeda´va´ny.
Toto omezen´ı zava´d´ım kv˚uli cˇitelnosti a prˇehlednosti textu. Je vsˇak mozˇne´, zˇe bude zmı´neˇn
v komenta´rˇi pod funkc´ı neˇjaky´ parametr. To pouze z d˚uvodu lepsˇ´ı pochopitelnosti jeho
vy´znamu. Detailn´ı informace je mozˇne´ zjistit ve zdrojovy´ch ko´dech programu.
Funkce modulu KanaiSuzuki.cpp:
• void MakeNewGraph()
Funkce pro prˇida´n´ı vrchol˚u, obsazˇeny´ch v nejkratsˇ´ı cesteˇ zjiˇsteˇne´ Dijkstrovy´m algo-
ritmem, do grafu na´sleduj´ıc´ı iterace Gi+1.
• void AddOriginalVertices()
Funkce pro prˇida´n´ı vrchol˚u do grafu na´sleduj´ıc´ı iterace Gi+1, ktere´ jsou spojeny hra-
nou s neˇktery´m vrcholem cesty a za´rovenˇ lezˇ´ı na origina´ln´ı hraneˇ grafu Gi.
• void MakeNewEdges()
Funkce pro prˇida´n´ı hran mezi vrcholy grafu Gi+1 tam, kde byly v grafu Gi. Da´le
funkce zjist´ı, zda hrana grafu Gi byla origina´ln´ı. Pokud byla, prˇida´me ji do seznamu
origina´ln´ıch hran i pro graf Gi+1.
• void AddSPsEdges()
Funkce pro prˇida´n´ı SPs vrchol˚u a hran, ktere´ vrcholy vytvorˇili rozdeˇlen´ım origina´ln´ı
hrany grafu Gi, do grafu Gi+1. Funkce ulozˇ´ı prˇidane´ hrany do hran origina´ln´ıch grafu
Gi+1 a napln´ı vektor hrana pro uchova´n´ı informac´ı o rozdeˇlene´ hraneˇ. Parametry
gamma a m ovlivnˇuj´ı pocˇet prˇidany´ch SPs bod˚u.
• AddOppositeEdges()
Funkce pro prˇida´n´ı hran lezˇ´ıc´ıch na r˚uzny´ch hrana´ch troju´heln´ıku do grafu Gi+1.
Informace o hrana´ch a vrcholech cˇerpa´ z vektoru hrana.
• void DeleteOriginalEdges()
Funkce pro odstraneˇn´ı origina´ln´ıch hran grafu Gi+1, ktere´ byly rozdeˇleny SPs body
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a ktere´ jsou t´ım pa´dem v grafu Gi+1 zbytecˇne´. Za´rovenˇ prob´ıha´ i odstraneˇn´ı hran ze
seznamu origina´ln´ıch hran grafu Gi+1
• void GenerateNewTris()
Funkce pro vytvorˇen´ı troju´heln´ıkove´ s´ıteˇ pomoc´ı vrchol˚u a hran.
• void KanaiSuzuki()
Funkce pro vlastn´ı vy´pocˇet nejkratsˇ´ı cesty pomoc´ı algoritmu Kanai Suzuki. Funkce
po vypocˇ´ıta´n´ı nejkratsˇ´ı cesty dle zadane´ prˇesnosti vykresl´ı nejkratsˇ´ı nalezenou cestu.
Funkce modulu Dijkstra.cpp:
• dijkstra result Dijkstra alg()
Funkce pro vy´pocˇet nejkratsˇ´ı cesty po povrchu objektu pomoc´ı Dijkstrova algoritmu.
Na´vratovy´ typ dijkstra result obsahuje trˇi cˇa´sti. De´lku nejkratsˇ´ı cesty, pole vrchol˚u
nejkratsˇ´ı cesty a pole vrchol˚u pro vykreslen´ı nejkratsˇ´ı cesty pomoc´ı OSG.
Funkce modulu PrintFunctions.cpp:
• void PrintModel()
Funkce napln´ı pole vrchol˚u pro vykreslen´ı pomoc´ı OSG. Toto pole je interpretova´no
jako 3D pole troju´heln´ık˚u. Da´le jsou nastaveny barvy troju´heln´ıkove´ho modelu a
vykresleny hrany pro zvy´razneˇn´ı obrysu modelu.
• void PrintEdges()
Funkce zobrazuj´ıc´ı hrany modelu prˇedany´ch te´to funkci polem pro vykreslen´ı OSG.
Parametrem path lze nastavit, zda se jedna´ o zobrazen´ı nejkratsˇ´ı cesty cˇi o zobrazen´ı
hrany.
• void RunViewer()
Funkce pro zobrazen´ı graficke´ho okna. Mimo jine´ zajiˇst’uje rakce na zmeˇny velikosti
okna a nastavuje osveˇtlen´ı modelu.
Funkce modulu PickAndParse.cpp:
• bool PickHandler::handle()
Funkce pro zpracova´va´n´ı uda´lost´ı mysˇi graficke´ho okna.
• void PickHandler::pick()
Funkce pro zjiˇst’eˇn´ı startovn´ıho a c´ılove´ho bodu pro vy´pocˇet nejkratsˇ´ı cesty
• params GetParams()
Funkce pro zpracova´n´ı parametr˚u prˇ´ıkazove´ rˇa´dky. Na´vratovy´ typ params obsahuje
vsˇechny d˚ulezˇite´ parametry pro spusˇteˇn´ı a beˇh programu jako model, metoda atd.
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Kapitola 4
Vy´sledky
V te´to kapitole bude nejprve popsa´n zp˚usob, jak zjistit parametry γ a m, ktere´ jsou pro dany´
model nejvhodneˇjˇs´ı z hlediska vy´pocˇetn´ıho cˇasu algoritmu Kanai Suzuki. Jakmile budeme
schopni zadat optima´ln´ı hodnoty parametr˚u γ a m, porovna´me obeˇ metody pro vy´pocˇet
nejkratsˇ´ı cesty po povrchu modelu z hlediska cˇasove´ho a z hlediska prˇesnosti vy´pocˇtu. Pro
zpracova´n´ı vy´sledk˚u a testova´n´ı prakticke´ cˇa´sti pra´ce byly pouzˇity modely uvedene´ v tabulce
4.1.
Pocˇet
Model vrchol˚u hran troju´heln´ık˚u Pr˚umeˇrna´ de´lka hrany
hranol 8 18 12 98,8069
va´lec 66 192 128 49,3316
koule 482 1 440 960 10,7603
toroid 512 1 536 1 024 8,0853
bunny 1 048 3 138 2 092 7,1114
sierpinsky 8 200 30 732 20 488 0,0544
goldberg 21 280 63 900 34 920 0,1293
Tabulka 4.1: Tabulka model˚u.
4.1 Optima´ln´ı volba parametr˚u γ a m algoritmu Kanai Su-
zuki
Pro zjiˇsteˇn´ı optima´ln´ıch hodnot parametr˚u γ a m algoritmu Kanai Suzuki vyjdeme ze dvou
model˚u. Modelu hranolu a va´lce. Troju´heln´ıkove´ s´ıteˇ teˇchto model˚u mu˚zˇeme povazˇovat za
krajn´ı hodnoty.
Model hranolu obsahuje hrany, ktere´ mu˚zˇeme z hlediska jejich de´lky povazˇovat te´meˇrˇ za
totozˇne´. Rozd´ıl de´lek hran modelu hranolu se liˇs´ı od pr˚umeˇrne´ hodnoty de´lky hrany modelu
maxima´lneˇ o trˇicet procent pr˚umeˇrne´ hodnoty de´lky hrany.
Naproti tomu model va´lce obsahuje hrany, ktere´ se liˇs´ı svoj´ı de´lkou od pr˚umeˇrne´ de´lky
hrany velice vy´razneˇ (de´lka pr˚umeˇrne´ hrany je 49,3316 a de´lka hran se pohybuje mezi 7,8414
azˇ 100,307). Tento model mu˚zˇeme tedy bra´t za druhy´ extre´m co se de´lek hran ty´cˇe.
Pro uzˇivatelem definovany´ parametr γ jsou de´lky hran urcˇuj´ıc´ım faktorem. Jak jizˇ bylo
popsa´no v kapitole 2.4.1, hrany jsou v inicializaci algoritmu rozdeˇleny SPs body pra´veˇ podle
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hodnoty parametru γ.
Na obou modelech byl provedel experiment, ktery´ na´m mu˚zˇe by´t na´vodem pro zjiˇsteˇn´ı
optima´ln´ıch hodnot parametr˚u γ a m. Jako vstup programu byly zada´va´ny r˚uzne´ kombinace
hodnot parametr˚u γ a m. Vy´stupem experimentu byl cˇas v milisekunda´ch, ktery´ byl potrˇeba
k vy´pocˇtu nejkratsˇ´ı cesty pomoc´ı algoritmu Kanai Suzuki. Parametr presnost byl vzˇdy
konsktant´ı pro vsˇechny vy´pocˇty. Tabulky 4.2 a 4.3 uva´deˇj´ı cˇas v milisekunda´ch potrˇebny´
k vy´pocˇtu nejkratsˇ´ı cesty prostrˇednictv´ı Kanai Suzuki algoritmu v za´vislosti na zadany´ch
parametrech γ(zada´na v procentech pr˚umeˇrne´ de´lky hrany) a m.
V prˇ´ıpadeˇ modelu hranol, meˇl parametr prˇesnost hodnotu presnost=0,01. Pro model
va´lce byla zada´na presnost=0,1.
Jako ilustrace cˇasove´ za´vislosti na parametrech γ a m jsou uvedeny grafy 4.1 a 4.2. Tyto
grafy pro prˇehlednost obsahuj´ı pouze cˇa´st hodnot tabulek 4.2 a 4.3, a to tu cˇa´st, kde je
dosazˇeno nejlepsˇ´ıch cˇas˚u vy´pocˇtu. Po zahrnut´ı i okrajovy´ch (sˇpatny´ch kombinac´ı γ, m) by
grafy neilustrovali nejlepsˇ´ı cˇasove´ za´vislosti algoritmu a byly by neprˇehledne´.
m
gamma 1 2 3 4 5 6 7 8 9
10% 3 685 3 779 3 801 3 927 4 133 4 328 4 325 4 557 5 210
20% 323 346 387 445 631 765 1 296 1 701 2 843
30% 88 113 152 209 391 529 527 701 1 169
40% 59 132 145 340 497 887 704 1 215 1 673
50% 49 125 143 342 533 936 752 1 286 1 849
60% 29 62 118 200 462 669 664 919 1 619
70% 186 297 425 585 1 051 1 359 1 251 1 697 2 415
80% 1 216 4 192 3 985 6 948 19 922 30 028 36 914 48 156 62 075
90% 793 3 599 5 351 16 342 39 514 90 972 61 294 117 315 213 249
Tabulka 4.2: Za´vislost cˇasu vy´pocˇtu na parametrech γ a m pro model hranolu. Parametr
prˇesnost=0,01.
m
gamma 1 2 3 4 5
20% 5 089 5 793 5 853 5 947 6 195
40% 774 804 856 931 1 185
60% 232 305 420 616 1 327
80% 231 301 415 612 1 326
100% 125 190 312 505 1 245
120% 127 191 311 514 1 235
140% 831 2 931 5 707 12 069 32 044
160% 836 2 937 5 689 12 064 32 069
180% 830 2 938 5 686 12 060 31 917
200% 831 2 938 5 688 12 059 31 976
Tabulka 4.3: Za´vislost cˇasu vy´pocˇtu na parametrech γ a m pro model va´lce. Parametr
prˇesnost=0,1.
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Obra´zek 4.1: Graf za´vislosti cˇasu vy´pocˇtu na parametrech γ a m pro model hranolu. Para-
metr prˇesnost=0,01
Obra´zek 4.2: Graf za´vislosti cˇasu vy´pocˇtu na parametrech γ a m pro model va´lce. Parametr
prˇesnost=0,01
Zvy´razneˇne´ sloupce a rˇa´dky v tabulka´ch 4.2 a 4.3 odkazuj´ı na hodnoty argument˚u γ a
m. Pro modely s de´lkami hran ne prˇ´ıliˇs rozd´ılny´mi je tedy nejlepsˇ´ı zvolit parametr m=1
a parametr γ nastavit na sˇedesa´t procent pr˚umeˇrne´ de´lky hrany. U model˚u, kde se de´lky
hran vy´razneˇ liˇs´ı, je dobre´ zvolit take´ hodnotu m=1, ale hodnotu parametru γ nastav´ıme
na pr˚umeˇrnou de´lku hrany modelu.
Mohlo by se zda´t, zˇe nastaven´ım parametru γ na osmdesa´t procent pr˚umeˇrne´ de´lky
hrany dosa´hneme kompromisu mezi objema mozˇnostmi. Opak je ale pravdou. Pokud se
pod´ıva´me pozorneˇji na tabulku 4.2, zjist´ıme, zˇe pro tuto hodnotu ma´ algoritmus v prˇ´ıpadeˇ
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model˚u s podobnou de´lkou hran jednu z nejhorsˇ´ıch cˇasovy´ch za´vislost´ı.
4.2 Porovna´n´ı Dijkstrova a Kanai Suzuki algoritmu
V prˇedchoz´ı kapitole bylo popsa´no, jak zadat nejle´pe parametry γ a m. Dı´ky tomu v´ıme
i jak dosa´hnout nejlepsˇ´ıho cˇasu vy´pocˇtu u algoritmu Kanai Suzuki. Dı´ky te´to skutecˇnosti
mu˚zˇeme prˇej´ıt k vlastn´ımu srovna´n´ı Dijkstrova a Kanai Suzuki algoritmu.
Jak uzˇ sa´m na´zev aproximacˇn´ı napov´ıda´, algoritmus Kanai Suzuki hleda´ nejkratsˇ´ı cestu
aproximacˇn´ı metodou. Oproti tomu algoritmus Dijkstr˚uv procha´z´ı pouze hrany modelu a
hleda´ nejkratsˇ´ı cestu pomoc´ı teˇchto hran. Nejkratsˇ´ı cesty vypocˇ´ıtane´ pomoc´ı obou metod
jsou zna´zorneˇny na obra´zku 4.3.
Obra´zek 4.3: Nejkratsˇ´ı cesta vypocˇ´ıtana´ pomoc´ı Kanai Suzuki algoritmu (vlevo) a pomoc´ı
Dijkstrova algoritmu (vpravo)
Na obra´zku 4.4 jsou zna´zorneˇny jednotlive´ aproximacˇn´ı kroky, ktery´mi algoritmus Kanai
Suzuki zjiˇst’uje nejkratsˇ´ı cestu.
4.2.1 Prvn´ı experiment
Pro srovna´n´ı obou metod pouzˇijeme model bunny, ktery´ obsahuje 2 092 troju´heln´ık˚u. Je
zrˇejme´, zˇe algoritmus Dijkstr˚uv dojde k vy´sledku rychleji, ale za cenu nizˇsˇ´ı prˇesnosti
vy´pocˇtu.
Vy´sledky vy´pocˇtu pomoc´ı Dijkstrova algoritmu:
• Nejkratsˇ´ı cesta: 118,888
• Hran nejkratsˇ´ı cesty: 17
• Cˇas vy´pocˇtu: 3030 ms
• Ostatn´ı hodnoty odpov´ıdaj´ı hodnota´m bunny v tabulce 4.1
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Obra´zek 4.4: Zobrazen´ı jednotlivy´ch iterac´ı algoritmu Kanai Suzuki
Pro vy´pocˇet pomoc´ı algoritmu Kanai Suzuki pouzˇijeme hodnoty parametr˚u γ = 7, 114,
cozˇ je pr˚umeˇrna´ hodnota de´lky hrany. Vycha´z´ıme z doporucˇen´ı v prˇedchoz´ı kapitole (hrany
jsou v de´lka´ch od 1,5153 po 22,2682, cozˇ se od de´lky pr˚umeˇrne´ hrany znacˇneˇ liˇs´ı). Para-
metr m=1 a parametr presnost=1. Jednotlive´ statisticke´ u´daje pro vy´pocˇet nejkratsˇ´ı cesty
algoritmem Kanai Suzuki shrneme do tabulky 4.4.
Pocˇet
Iterace vrchol˚u hran troju´heln´ık˚u Dijkstra KS Hran Cesta
0 1 326 3 841 2 848 4 614 10 488 17 118,888
1 933 8 323 12 356 2 791 262 308 28 112,946
2 2 701 61 034 167 115 23 335 23 338 44 112,625
Tabulka 4.4: Statisticke´ informace o iterac´ıch algoritmu Kanai Suzuki.
Jak je patrne´ z tabulky 4.4, v kazˇde´ iteraci vcˇetneˇ nulte´ jsou prˇida´va´ny do troju´heln´ıkove´
s´ıteˇ modelu vrcholy. Po prˇida´n´ı vrchol˚u jsou mezi prˇidany´mi vrcholy vytvorˇeny hrany
podle pravidel popsany´ch v kapitole 2.4.1. Na´sleduje triangulace povrchu, cˇ´ımzˇ vznika´ nova´
troju´heln´ıkova´ s´ıt’.
V kazˇde´m kroku iterace je nejdrˇ´ıve proveden vy´pocˇet nejkratsˇ´ı cesty pomoc´ı Dijkstrova
algoritmu. Pote´ na´sleduje vlastn´ı prˇida´n´ı vrchol˚u, hran a troju´heln´ık˚u. Jizˇ zna´me prˇesnou
funkcionalitu algoritmu Kanai Suzuki a d´ıky tomu mu˚zˇem prove´st dalˇs´ı porovna´n´ı.
Ve sloupc´ıch Dijkstra a KS tabulky 4.4 jsou ulozˇeny cˇasy v milisekunda´ch, ktere´ od-
pov´ıdaj´ı cˇasove´ na´rocˇnosti jednotlivy´ch cˇa´st´ı Kanai Suzuki algoritmu. V nulte´ iteraci je nej-
kratsˇ´ı cesta pomoc´ı Dijkstrova algoritmu vypocˇ´ıta´na za 4 614 ms. Na zbyle´ u´kony algoritmu
Kanai Suzuki tedy zby´va´ 10 488− 4 614 = 5 874 ms. Beˇhem te´to doby je zu´zˇeno vy´pocˇetn´ı
pa´smo pro nejkratsˇ´ı cestu na 933 vrchol˚u. Dijkstr˚uv algoritmus bude ale v nadcha´zej´ıc´ı
iteraci procha´zet jizˇ 8 323 hran. Jelikozˇ tento algoritmus po nalezen´ı nejkratsˇ´ı cesty ze
zdrojove´ho bodu vy´pocˇtu nejkratsˇ´ı cesty do c´ılove´ho ukoncˇ´ı svou cˇinnost, je proveden
za 2 791 ms. Dalˇs´ı funkce algoritmu Kanai Suzuki pak zaberou bezma´la 260 s. Pro dalˇs´ı
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Obra´zek 4.5: Nejkratsˇ´ı cesta vypocˇtena´ po povrchu modelu bunny pomoc´ı Dijkstrova algo-
ritmu (vlevo) a Kanai Suzuki algoritmu (vpravo)
zprˇesneˇn´ı nejkratsˇ´ı cesty algoritmem Kanai Suzuki bude Dijkstrovy´m algoritmem vypocˇ´ıta´va´na
nejkratsˇ´ı cesta jizˇ na 61 034 hrana´ch. Tento vy´pocˇet trva´ 23 335 ms. Po vy´pocˇtu zjist´ıme,
zˇe nejkratsˇ´ı cesta jizˇ odpov´ıda´ pozˇadovane´ prˇesnosti a ukoncˇ´ıme i Kanai Suzuki algoritmus.
Nalezena´ nejkratsˇ´ı cesta ale obsahuje oproti nejkratsˇ´ı cesteˇ nalezene´ Dijkstrovy´m algorit-
mem 44 hran, cozˇ je v´ıce nezˇ 2,5 na´sobek hran cesty vypocˇtene´ Dijkstrovy´m algoritmem.
Obra´zek 4.5 zobrazuje vy´sledky vy´pocˇtu nejkratsˇ´ı cesty pomoc´ı obou algoritmu˚ na modelu
bunny.
Na modelu bunny probeˇhl tedy vy´pocˇet nejkratsˇ´ı cesty pomoc´ı Dijkstrova algoritmu
v dobeˇ 3 030 ms. Pomoc´ı algortimu Kanai Suzuki byla vypocˇtena nejkratsˇ´ı cesta za 297 381
ms, cozˇ je te´meˇrˇ stokra´t v´ıce. Rozd´ıl ve vypocˇteny´ch nejkratsˇ´ıch cesta´ch je 118, 888 −
112, 625 = 6, 263, cozˇ je prˇiblizˇneˇ 5 procent. Proto je nutne´ vzˇdy uva´zˇit, kdy ktery´ algorit-
mus pouzˇ´ıt.
4.2.2 Druhy´ experiment
Pro druhy´ experiment bylo vyuzˇito vsˇech model˚u uvedeny´ch v tabulce 4.1. Pro kazˇdy´
z teˇchto model˚u byla zjiˇsteˇna optima´ln´ı hodnota parametr˚u γ a m. Prˇesnosti byly nastaveny
pro kazˇdy´ model na jednu desetinu pr˚umeˇrne´ de´lky hrany.
Samotny´ experiment spocˇ´ıval ve vy´pocˇtu nejkratsˇ´ı cesty pomoc´ı Dijkstrova i Kanai
Suzuki algortimu. Nejkratsˇ´ı cesta byla vzˇdy vyhleda´va´na na segmentu podobne´m cˇtverci
na obra´zku 4.4, cozˇ zarucˇilo srovnatelne´ vy´sledky. Statisticke´ u´daje zjiˇst’ene´ t´ımto experi-
mentem jsou shrnuty v tabulce 4.5. Sloupce T Dijkstra a T KS oznacˇuj´ı cˇas potrˇebny´ pro
vy´pocˇet nejkratsˇ´ı cesty pomoc´ı Dijkstrova, resp. Kanai Suzuki algoritmu v milisekunda´ch.
NC je oznacˇen´ı pro de´lku nejkratsˇ´ı cesty.
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Model Hran T Dijkstry NC Dijkstra T KS NC KS Iterac´ı KS
hranol 18 0 180 30 128,062 2
va´lec 192 11 107,841 117 100,307 2
koule 1 440 29 22,5032 875 16,0294 3
toroid 1 536 21 15,9051 785 11,7034 3
bunny 3 138 114 21,022 1 864 16,1505 3
sierpinski 30 732 454 0,1051 4 332 0,0949 3
goldberg 63 900 896 0,1849 435 533 0,1686 3
Tabulka 4.5: Statisticke´ informace vypocˇtene´ nejkratsˇ´ı cesty pro vsˇechny modely.
Obra´zek 4.6: Porovna´n´ı cˇasove´ slozˇitosti Dijkstrova a Kanai Suzuki algoritmu
Da´le byl sestrojen graf za´vislosti vy´pocˇetn´ıho cˇasu na pocˇtu hran 4.6. Z tohoto grafu je
zrˇejme´, zˇe cˇasove´ na´roky Kanai Suzuki algoritmu rostou velice rychle s prˇiby´vaj´ıc´ım pocˇtem
hran troju´heln´ıkove´ho modelu.
4.2.3 Shrnut´ı
Z teˇchto experiment˚u vyply´va´, zˇe vy´pocˇet pomoc´ı algoritmu Kanai Suzuki je velice cˇasoveˇ
na´rocˇny´. Se stoupaj´ıc´ım pocˇtem iterac´ı nebo troju´heln´ık˚u v troju´heln´ıkove´ s´ıti roste velice
rychle i cˇasova´ na´rocˇnost. Proto je d˚ulezˇite´ pecˇliveˇ zva´zˇit, ktery´ z algoritmu˚ pro vy´pocˇet
nejkratsˇ´ı cesty pouzˇ´ıt.
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Kapitola 5
Za´veˇr
V te´to pra´ci byly prezentova´ny dveˇ metody pro vy´pocˇet nejkratsˇ´ı cesty po povrchu
troju´heln´ıkove´ho modelu. Dijkstr˚uv algoritmus jako optima´ln´ı rˇesˇen´ı tohoto proble´mu a
aproximacˇn´ı Kanai Suzuki algoritmus.
Porovna´n´ım obou algoritmu˚ jsem dosˇel k za´veˇru, zˇe aproximacˇn´ı algoritmus Kanai Su-
zuki vypocˇ´ıta´ sice nejkratsˇ´ı cestu mezi dveˇma vrcholy troju´heln´ıkove´ho modelu se zadanou
prˇesnost´ı, ale jeho nevy´hodou je veˇtsˇ´ı potrˇebne´ mnozˇstv´ı vy´pocˇetn´ıho cˇasu. Narozd´ıl od al-
goritmu Kanai Suzuki algoritmus Dijkstr˚uv probeˇhne v kratsˇ´ım cˇase, ale vy´sledek zpravidla
nedosahuje tak vysoke´ prˇesnosti jako u algoritmu aproximacˇn´ıho.
Pro vylepsˇen´ı cˇasovy´ch vlastnost´ı aproximacˇn´ıho algoritmu Kanai Suzuki jsem se roz-
hodl neudrzˇoval seznam hran ONFACE. Udrzˇovat tento seznam nema´ pro beˇh algoritmu
opodstatneˇn´ı. Vesˇkere´ operace d˚ulezˇite´ pro beˇh programu totizˇ vycha´z´ı ze seznamu hran
ORIGINAL.
Dalˇs´ım zp˚usobem pro vylepsˇen´ı cˇasovy´ch vlastnost´ı tohoto algoritmu je jisteˇ navrhnut´ı
datovy´ch struktur prˇ´ımo pro tento algoritmus. Jelikozˇ jsem i v tomto algoritmu vyuzˇ´ıval
knihovnu VectorEntity, nen´ı tento algoritmus jisteˇ zpracova´n nejlepsˇ´ım mozˇny´m zp˚usobem.
Vhodny´m navrzˇen´ım datovy´ch struktur by se jisteˇ usˇetrˇilo mnoho vnorˇeny´ch cykl˚u nebo
slozˇity´ch porovna´n´ı, z cˇehozˇ vyply´va´ i cˇasova´ u´spora prˇi beˇhu algoritmu.
Dı´ky te´to bakala´rˇske´ pra´ci jsem nejen z´ıskal nove´ teoreticke´ i prakticke´ znalosti v oboru
pocˇ´ıtacˇove´ grafiky, ale take´ jsem si prohloubil znalosti jazyka C/C++. Nav´ıc jsem se
sezna´mil s knihovnami VectorEntity a OSG, ktere´ jsou beze sporu velmi dobrˇe propra-
covane´ a rozhodneˇ se dalˇs´ı pra´ci s teˇmito knihovnami nebudu vyhy´bat.
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