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Abstract
The natural correspondence between pre!x codes and trees is explored, generalizing the results
obtained in Giammarresi et al. (Theoret. Comput. Sci. 205 (1998) 1459) for the lattice of !nite
trees under division and the lattice of !nite maximal pre!x codes. Joins and meets of pre!x
codes are studied in this light in connection with such concepts as !niteness, maximality and
varieties of rational languages. Decidability results are obtained for several problems involving
rational pre!x codes, including the solution to the primeness problem. c© 2002 Elsevier Science
B.V. All rights reserved.
MSC: 68Q45; 05C05
1. Introduction
Pre!x codes constitute one of the most popular topics of research in the theory of
codes. A new approach was explored by Giammarresi et al. in [6], relating the partial
order on maximal !nite pre!x codes to division of !nite trees. This relationship was
generalized by Oget in [8] up to some extent.
Our work starts by establishing a clear picture of these connections between pre!x
codes and trees in their full generality. These results are collected in Section 3 of the
paper. In the sequence, we focus our attention on rational pre!x codes and rational
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trees, an environment where several important algorithmic problems remain open. Basic
results concerning this subject are gathered in Section 4.
The lattice structure of pre!x codes plays a major role along the paper, particularly
through meets and joins. We investigate the behaviour of these operators with respect
to all possible combinations of !nite=in!nite maximal=nonmaximal pre!x codes. The
complete study of this problem, presented in Section 5, was inspired by some brilliant
examples due to BruyHere et al. in [4]. In Section 6, the classi!cation of pre!x codes
is done in terms of varieties of rational languages, and results on meets and joins are
also obtained.
Prime trees have no nontrivial divisors, and the corresponding pre!x codes, called
here prime as well, are in fact maximal for the lattice partial order. Section 7 shows
that primeness is decidable for rational pre!x codes. Finally, Section 8 is devoted to
the notion of C-completable words and codes that sheds some light on the possible
eIects of meets and joins on !nite maximal pre!x codes.
2. Preliminaries
We shall use in general the notation and terminology of [2], and we assume the
reader to have some familiarity with the theory of codes.
The alphabet considered for each notion will be written as a pre!x. For example,
a language L⊆∗ will be called a -language. A -automaton will be written as
a quadruple (V; I; T; E), where V (I , T , E, respectively) stands for vertices (initial
vertices, terminal vertices, edges, respectively). Given a -language L, we denote its
minimum automaton by min(L) and we write
Pref (L) = {u ∈ ∗ : u is a pre!x of some v ∈ L}:
For every word u∈∗, we denote by #(u) the number of distinct letters that occur in
u. When dealing with singleton sets, we shall often omit brackets.
Let  denote an alphabet. A prex -code is a subset P⊆+ where no word is a
proper pre!x of another. If the nature of  can be derived from the context, we omit
the explicit reference. A submonoid M of a monoid N is called right unitary if
∀u ∈ M ∀v ∈ N (uv ∈ M ⇒ v ∈ M):
An intimate connection between these two concepts is expressed in the following propo-
sition.
Proposition 2.1 (Berstel and Perrin [2, Propositions 1:2:1 and 1:2:5]).
(i) If P is a prex -code; then P∗ is a right unitary submonoid of ∗.
(ii) If M is a right unitary submonoid of ∗, then M =P∗ for the unique prex
-code P=(M − 1) − (M − 1)2 = (M − 1) − (M − 1)+; and M is free with
basis P.
Let PC() denote the set of all pre!x -codes. We de!ne a binary relation 6 on
PC() by
P 6 Q ⇔ P∗ ⊆ Q∗:
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Note that P∗⊆Q∗ is equivalent to P⊆Q∗. This relation is obviously reOexive and
transitive, and it follows from Proposition 2.1(ii) that it is a partial order on PC().
It follows from the de!nitions that the intersection of a family of right unitary
submonoids of ∗ is itself right unitary. Moreover, this intersection is the largest
right unitary submonoid contained in each member of the family. This implies that
(PC();6) is a complete ∧-semilattice. On the other hand, if (P)∈ is a family of
pre!x -codes, we have P6 for every ∈ and so the family
F = {Q ∈ PC() : P 6 Q for every  ∈ }
is nonempty. It follows that ∧F is the join ∨∈ P and so (PC();6) is indeed a
complete lattice. Since ∅6P6 for every P ∈PC(), we have in fact a full complete
lattice.
3. Correspondence with trees
A -tree is a nonempty pre!x-closed subset of ∗. We denote by T() the set of
all -trees. Given P ∈PC(), we de!ne the tree of P to be
T (P) = ∗ − P∗:
Given t ∈T(), we de!ne the border of t to be
B(t) = t− t:
Proposition 3.1 (Berstel and Perrin [2, Theorem 2:1:4]). The mappings
T : PC()→T(); B : T()→ PC()
are mutually inverse bijections.
The correspondence between pre!x codes and trees allows us to identify the partial
order on T() corresponding to the partial order previously introduced for PC().
Given t ∈T() and ∈T(B(t)), we denote by t the product of  and t viewed
as subsets of ∗. Note that B(t) is viewed both as a subset of ∗ and as an alphabet
on its own right.
Lemma 3.2. If t ∈T() and ∈T(B(t)); then t ∈T().
Proof. Since t and  are both nonempty, t is nonempty. Let u′ be a pre!x of u∈ t.
Let a∈  and v∈ t be such that u= av. We may write a= b1 : : : bn for some n¿0 and
b1; : : : ; bn ∈B(t). We consider the following two cases.
If |u′|¿|a|, then u′= av′ for some pre!x v′ of v. Since t is pre!x-closed, we have
v′ ∈ t and so u′ ∈ t.
If |u′|¡|a|, then u′= b1 : : : bjc for some j∈{0; : : : ; n− 1} and some proper pre!x c
of bj+1. Since bj+1 ∈B(t)⊆ t and t is pre!x-closed, it follows that c∈ t. Moreover, 
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being pre!x-closed in the alphabet B(t) yields b1 : : : bj ∈ . Thus u′= b1 : : : bjc∈ t and
t is pre!x-closed as required.
Lemma 3.3. Let t; t′ ∈T(). Then the following conditions are equivalent:
(i) t′= t for some ∈T(B(t));
(ii) t′ is the disjoint union of the sets {xt; x∈ } for some ⊆ t′.
Moreover; if the conditions are satised; then  and  are unique and coincide.
Proof. Assume that (i) holds. Take = . Since 1∈ t, we have ⊆ t′. Suppose that
xu=yv for some x; y∈  and u; v∈ t. We may assume that y is a pre!x of x. Let x=yz.
Since x; y∈ ⊆B(t)∗ and B(t)∗ is right unitary by Proposition 2.1, we conclude that
z ∈B(t)∗. Now yv= xu=yzu yields v= zu; hence, z ∈B(t)∗ is a pre!x of v∈ t. If
z =1, then v∈ t has a pre!x in B(t)⊆∗− t, contradicting t being pre!x-closed. Thus
z=1 and so x=y. Therefore, the sets {xt; x∈ } are disjoint and (ii) holds.
Assume next that (ii) holds. Take = . We show that ⊆B(t)∗ by induction on the
length of x∈ . The case |x|=0 being trivial, let x∈  − 1 and assume that y∈B(t)∗
for every y∈  shorter than x. Since x =1, we may write x= x1a for some x1 ∈∗ and
a∈. Since x∈ ⊆ t′, we have x1 ∈ t′= t. Hence x1=yu for some y∈  and u∈ t.
Since |y|6|x1|¡|x|, the induction hypothesis yields y∈B(t)∗. Suppose that ua∈ t.
Then
x = x1a = yua ∈ xt ∩ yt;
contradicting (ii). We conclude that ua∈ t− t=B(t) and so
x = yua ∈ B(t)∗B(t) ⊆ B(t)∗
as intended. Therefore, ⊆B(t)∗.
Since t′= t and 1∈ t′, we have 1∈  and so  = ∅. Let x∈  and let y∈B(t)∗ be a
pre!x of . Since x∈ ⊆ t′ and t′ is pre!x-closed, we have y∈ t′= t. Hence, y= zu
for some z ∈  and u∈ t. But now y; z ∈B(t)∗ which is right unitary, thus u∈B(t)∗ as
well. Since u∈ t can have no pre!x in B(t), we conclude that u=1 and so y= z ∈ .
Thus ∈T(B(t)) and (i) holds.
Besides proving the equivalence of (i) and (ii), we have also proved that the set of
all ∈T(B(t)) in condition (i) coincides with the set of all ⊆ t′ in condition (ii). It
remains to prove that there exists such a unique .
Suppose that t′= t= ′t for ; ′ ∈T(B(t)). Let x∈ . Since 1∈ t, we have x∈
t= ′t, hence x= x′u for some x′ ∈ ′ and u∈ t. Since x; x′ ∈ B(t)∗ and B(t)∗ is right
unitary by Proposition 2.1, it follows that u∈B(t)∗. Since u∈ t cannot have a pre!x
in B(t)⊆∗ − t, we conclude that u=1 and so x= x′ ∈ ′. Thus ⊆ ′ and = ′ by
symmetry.
Given t; t′ ∈T(), we say that t divides t′ and write t|t′ if the conditions of the
preceding lemma are satis!ed. This de!nition extends that introduced in [6] for the
!nite case and also the one considered in [8].
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Proposition 3.4. For all t; t′ ∈T();
t|t′ ⇔ B(t′)6 B(t):
Proof. Assume !rst that t|t′. Then t′= t for some ∈T(B(t)). We must show that
B(t′)⊆B(t)∗. Let u∈B(t′). Since B(t′)⊆ t′, we may write u= va for some v∈ t′ and
a∈. Since t′= t, we have v= xw for some x∈  and w∈ t. Suppose that wa∈ t.
Then
u = va = xwa ∈ t = t′;
contradicting u∈B(t′). Hence,
wa ∈ t− t = B(t)
and u= xwa∈B(t)∗. Therefore, B(t′)⊆B(t)∗ and B(t′)6B(t):
Conversely, assume that B(t′)6B(t): We de!ne
 = B(t)∗ ∩ t′:
It is immediate that ∈T(B(t)). We show that t= t′.
Let x∈  and u∈ t. Suppose that xu =∈ t′. Since x∈ t′, we may write u= u1au2 for
some u1; u2 ∈∗ and a∈ satisfying
xu1 ∈ t′; xu1a =∈ t′:
Clearly, xu1a∈ t′− t′=B(t′). Since B(t′)6B(t), it follows that xu1a∈B(t)∗. On the
other hand, x∈ ⊆B(t)∗. Since B(t)∗ is right unitary by Proposition 2.1, we obtain
u1a∈B(t)∗. Now a∈ implies u1a =1 and so u1a (and consequently u) has a pre!x v
in B(t). Since u∈ t and t is pre!x-closed, we conclude that v∈ t ∩B(t), a contradiction.
Thus xu∈ t′ and so t⊆ t′.
Conversely, let u∈ t′. Let x be the longest pre!x of u belonging to B(t)∗. Since
1∈B(t)∗, there exists always such a pre!x. Write u= xv. Clearly, x∈ . Suppose that
v =∈ t. Write v= v1v2, where v1 denotes the shortest pre!x of v not belonging to t. Since
1∈ t, we have v1 =1 and so v1 ∈ t − t=B(t) by minimality of v1. Hence xv1 is a
pre!x of u belonging to B(t)∗, contradicting the maximality of x. Thus v∈ t and so
u∈ t. Therefore, t= t′ and t|t′.
This result allows us to export the lattice structure from PC() and conclude that
T() under tree division constitutes also a lattice. In the context of trees, we shall
favour the terminology greatest common divisor and least common multiple relatively
to meet and join. This correspondence is expressed in the following result.
Corollary 3.5. The lattices PC() and T() are isomorphic. In particular; for all
t; t′ ∈T();
(i) gcd(t; t′)=T (B(t)∨B(t′));
(ii) lcm(t; t′)=T (B(t)∧B(t′)).
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4. Rational pre x codes
In some of the forthcoming sections we shall consider particular subclasses of
PC(). The properties de!ning these classes shall be written in subscript. We start
by considering rational pre!x codes. Using R for rational, we denote by PCR() the
class of rational pre!x -codes. A similar notation will be used for trees.
Rational pre!x codes and rational trees are natural research subjects, and the next
result shows that they are in correspondence.
Lemma 4.1. For every P ∈PC(); the following conditions are equivalent.
(i) P is rational;
(ii) P∗ is rational;
(iii) T (P) is rational.
Proof. (i)⇒ (ii). Trivial.
(ii)⇒ (iii). It is easy to see that P∗=(P∗ − 1)∗; hence,
T (P) = ∗ − P∗ = ∗ − (P∗ − 1)∗
and the implication holds.
(iii)⇒ (i). By Proposition 3.1, we have
P = B(T (P)) = (T (P) · )− T (P)
and the result holds.
It is well known that PCR() constitutes a sublattice of PC(). This is essentially a
consequence of the following result, where, given Z ⊆∗, we denote by QZ the smallest
right unitary submonoid of ∗ containing Z .
Proposition 4.2 (Berstel et al. [3]). If Z ⊆∗ is rational; then QZ is also rational.
In view of this result, the following proposition can be proved.
Proposition 4.3 (KSonig [7]). For all P;Q∈PC(); we have
(P ∧ Q)∗ = P∗ ∩ Q∗; (P ∨ Q)∗ = P ∪ Q:
As a consequence; PCR() is a full sublattice of PC().
Corollary 4.4. TR() is a full sublattice of T().
Since the construction of QZ from Z is eIective, we also conclude that P ∧Q and
P ∨Q may be eIectively constructed from P and Q. The same remark is valid for the
operators B and T , hence, we conclude that, for all t; t′ ∈TR(), the (rational) trees
gcd(t; t′) and lcm(t; t′) may also be eIectively constructed from t and t′.
We remark that PCR() is not a complete sublattice of PC(), as KSonig observes
in [7, Example 4:1].
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Fig. 1.
Next we discuss several lattice properties. Recall that a lattice L=(X;6) is said
to be modular if the implication
z 6 x ⇒ x ∧ (y ∨ z) = (x ∧ y) ∨ z
holds for all x; y; z ∈X .
Proposition 4.5. For every L∈{TR();PCR();T();PC()}; L is modular if and
only if ||61.
Proof. In view of Proposition 3.1, we only have to consider the tree lattices. The
case = ∅ is trivial. For ||=1, TR() and T() coincide and are isomorphic to the
lattice of nonnegative integers under division and therefore to the lattice of subgroups
of Z, well known to be modular [10, p. 17]. The next example shows that TR() is
not modular if ||¿1. Since modularity is inherited by sublattices, this completes the
proof of the proposition.
Let a; b∈ be distinct and de!ne
t1 = 1∪ a∪ ab∪ aba=(1∪ ab)(1∪ a),
t2 = 1∪ a,
t3 = 1∪ b,
t4 = (1∪ b)(ab)∗(1∪ a)= (1∪ b)(abab)∗(1∪ ab)(1∪ a)= (1∪ a)(ba)∗(1∪ b).
These trees are described graphically in Fig. 1.
It is immediate that t2 divides t1 but t3 does not divide t1. We can observe that t1,
t2 and t3 all divide t4 from Fig. 2.
It follows that lcm(t2; t3)|t4. Let d be a proper divisor of t4. Then there exists some
u∈d which is not a pre!x of any other element of d. If u∈∗a, then t3 does not
divide d; if u∈∗b, then t2 does not divide d; if u=1, then d=1 and neither t2 nor
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Fig. 2.
t3 divides d. Hence, no proper divisor of t4 quali!es as a common multiple of t2 and
t3 and we conclude that lcm(t2; t3)= t4.
We have already showed that t2|t1. Moreover,
gcd(t1; lcm(t2; t3))= gcd(t1; t4)= t1,
lcm(gcd(t1; t3); t2)= lcm(1; t2)= t2.
Thus TR() is not modular.
Since a distributive lattice is always modular [10, p. 22], it follows that the lattices
are not distributive either. Next we show that they are not complemented in any way.
Given a full lattice L=(X;6; 0; 1), we say that L is
• complemented if
∀x ∈ X ∃y ∈ X (x ∧ y = 0 and x ∨ y = 1);
• ∧-complemented if
∀x ∈ X ∃y ∈ X (x ∧ y = 0 and ∀z ∈ X (x ∧ z = 0⇒ z 6 y));
• ∨-complemented if
∀x ∈ X ∃y ∈ X (x ∨ y = 1 and ∀z ∈ X (x ∨ z = 0⇒ z ¿ y)):
Proposition 4.6. For every L∈{TR();PCR();T();PC()}; L is not comple-
mented; ∧-complemented or ∨-complemented if ||¿1.
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Proof. We can restrict ourselves to the case L=PCR(), the same argument yielding
the proof for the case L=PC().
Let P=2 and suppose that P ∧Q= ∅ and P ∨Q= for some Q∈PCR(). By
Proposition 4.3, we have P∗∩Q∗=(P ∧Q)∗=1. Since {q2; q∈Q}⊆P∗, it follows
that q2 = 1 for every q∈Q and so Q= ∅. Thus P=P ∨Q=, a contradiction. There-
fore, PCR() is not complemented.
Assume now that a; b∈ are distinct and let P= ab. Suppose that Q∈PCR() such
that P ∧Q= ∅ and P ∧R= ∅⇒R6Q holds for every R∈PCR(). Let R1 = a and
R2= b. Clearly, P∗ ∩R∗1 = 1 and so P∧R1 = ∅ by Proposition 4.3. Similarly, P∧R2 = ∅.
Thus R1; R26Q and so R1 ∨R26Q. Since a; b∈R1∨R2 by Proposition 4.3, we obtain
ab ∈ P∗ ∩ Q∗ = (P ∧ Q)∗ = 1;
a contradiction. Therefore, PCR() is not ∧-complemented.
Finally, assume that Q′ ∈PCR() such that P ∨Q′= and P ∨R=⇒R¿Q′ holds
for every R∈PCR(). Let R3 = aba. Straightforward computation shows that P ∨R1=
P ∨R3=; hence, R1; R3¿Q′ and so R1 ∧R3¿Q′. Since R∗1 ∩R∗3 = 1, Proposition 4.3
yields that R1 ∧R3 = ∅ and so Q′= ∅. Thus P=P ∨Q′=, yet a contradiction. There-
fore, PCR() is not ∨-complemented either.
Our !nal result involves division of rational trees.
Proposition 4.7. Let t; t′∈TR() be such that t|t′. Then the unique ∈T(B(t)) sat-
isfying t′= t is rational and e>ectively constructible from t and t′.
Proof. By Lemma 3.3,  is unique. It follows from the proof of Proposition 3.4 that
=B(t)∗ ∩ t′, hence rational and eIectively constructible from t and t′.
5. Four natural subclasses
Let P ∈PC(). We say that P is maximal if P is not properly contained in any
pre!x -code. We say that P is right complete if Pref (P∗)=∗. A classical result
states that the two concepts coincide:
Lemma 5.1 (Berstel and Perrin [2, Corollary 2:3:4]). For every P ∈PC(); P is maxi-
mal if and only if P is right complete.





In this section we study systematically the behaviour of meet and join with respect to
the four subclasses corresponding to all possible combinations of these concepts.
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First, we establish the correspondent classi!cation for trees. Given t ∈T(), we say
that t has a full subtree if u∗⊆ t for some u∈ t. Equivalently, we might say that t
has a full subtree if the tree ∗ embeds in t at some vertex.
Proposition 5.2. For every t∈T(); we have:
(i) B(t)∈PCFM () if and only if t is nite;
(ii) B(t)∈PCFN () if and only if t is innite with nite border;
(iii) B(t)∈PCIM () if and only if t is innite and has no full subtree;
(iv) B(t)∈PCIN () if and only if t has innite border and a full subtree.
Proof. We start by establishing that
B(t) is maximal ⇔ t has no full subtree: (1)
Suppose !rst that t has a full subtree, that is, u∗⊆ t for some u∈ t. We show that
B(t)∪ u is a pre!x code. Indeed, u cannot be a pre!x of some word in B(t) because
u∗⊆ t, and no word of B(t) can be a pre!x of u∈ t because t is pre!x-closed. In
particular, u =∈B(t), thus B(t)∪ u is a pre!x code strictly containing B(t) and B(t) is
not maximal.
Suppose now that B(t) is not maximal. Then there exists some u∈∗ − B(t) such
that B(t)∪ u∈PC(). Suppose that uv =∈ t for some v∈∗. Let w denote the short-
est pre!x of uv not belonging to t. Since 1∈ t, we have w∈ t − t=B(t). Hence,
w = u∈∗ − B(t). Since one of the words u; w must be a pre!x of the other, this
contradicts B(t)∪ u∈PC(). Thus uv∈ t for every v∈∗ and t has a full subtree.
Therefore (1) holds.
It follows at once from (1) that (iv) holds.
Suppose that t has no full subtree. We show that in this case
t is !nite ⇔ B(t) is !nite: (2)
Since the !niteness of t clearly implies that t has no full subtree, this shows, together
with (1), that (i) and (iii) hold.
It is immediate that a !nite tree must have a !nite border. To prove the converse
implication, assume that B(t) is !nite. Let k∈N be such that every word of B(t) has
length ¡k. If t has a word u of length k, then u∗⊆ t, otherwise u would be a pre!x
of some word in B(t), contradicting our choice of k. Thus t has no word of length k.
Since t is pre!x-closed, it shows that all words in t have length ¡k, and t must be
!nite. Therefore (2) holds.
It remains to prove (ii). In view of (1), it suUces to show that if B(t) is !nite then
t has a full subtree ⇔ t is in!nite: (3)
We prove the nontrivial implication. Assume that t is in!nite. Since B(t) is !nite
by hypothesis, there exists some u∈ t longer than any word in B(t). It follows that
u∗⊆ t, otherwise u would be a pre!x of some word in B(t), a contradiction. This
shows that (3) holds as required.
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The next result shows we may use a graph to describe the behaviour of our four
subclasses of pre!x codes with respect to the partial order.
FM FN
IM IN
Lemma 5.3. For all X; Y ∈{FM; FN; IM; IN}; the following conditions are equivalent:
(i) there exist P ∈PCX () and Q∈PCY () such that P6Q;
(ii) there is an edge X →Y in Graph 1.
Proof. The equivalence holds trivially when X=Y . Since ∈PCFM () and P6 for
every P ∈PC(), the equivalence holds for Y=FM . Since ∅∈PCFN () and ∅6Q
for every Q∈PC(), the equivalence holds for X =FN . Since a+b6a∗b, the case
(X; Y )= (IN; IM) holds, and the case (IN; FN ) is a consequence of (a2)+b6a2 ∪ b.
The remaining cases (absence of edges in the graph) are consequences of the fol-
lowing two facts (through application of Propositions 3.4 and 5.2):
• no in!nite tree can be contained in a !nite tree,
• no tree with a full subtree can be contained in a tree with no full subtree.
Next we describe how the join operator behaves with respect to our four subclasses.
Theorem 5.4. For all X; Y; Z ∈{FM; FN; IM; IN}; the following conditions are equiv-
alent:
(i) there exist P ∈PCX () and Q∈PCY () such that P ∨Q∈PCZ();
(ii) there exist edges X →Z; Y →Z in Graph 1 and
X = Y = FN ⇒ Z ∈ {FM; FN}:
Proof. (i)⇒ (ii). Assume that (i) holds. Since P;Q6P∨Q, it follows from Lemma 5.3
that X →Z; Y →Z are edges in Graph 1. Suppose now that X =Y =FN . Then P;Q∈
PCFN () are !nite. Since P ∪Q⊆ (P ∨Q)∗ by Proposition 4.3, this implies the exis-
tence of some !nite R⊆P ∨Q such that
P ∪ Q ⊆ R∗ ⊆ (P ∨ Q)∗:
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By de!nition of join, we conclude that R=P ∨Q and so P ∨Q is !nite. Thus Z ∈{FM;
FN} and (ii) holds.
(ii) ⇒ (i). Assume that (ii) holds. If Z =X (respectively Z =Y ), it follows trivially
from Lemma 5.3 that (i) is satis!ed with Q6P (respectively P6Q). Hence we may
assume that Z =∈{X; Y}. In view of this, and taking into account the symmetry of join,
we must show that (i) holds for the following values of (X; Y; Z):
(FN; FN; FM); (FN; IM; FM); (IM; IM; FM); (FN; IN; FM); (FN; IN; IM);
(IM; IN; FM); (IN; IN; FM); (IN; IN; FN ); (IN; IN; IM):
The identi!cation of maximal pre!x codes is immediate from the de!nition or
Lemma 5:1. The computation of the join can be done easily in all cases via P ∪Q, and
the reader may verify them straightforwardly. The alphabet used in all the examples is
= {a; b}.
(X; Y; Z)= (FN; FN; FM):
P = a; Q = b; P ∨ Q = ;
(X; Y; Z)= (FN; IM; FM):
P = a; Q = a∗b; P ∨ Q = ;
(X; Y; Z)= (IM; IM; FM):
P = a∗b; Q = b∗a; P ∨ Q = ;
(X; Y; Z)= (FN; IN; FM):
P = a; Q = a+b; P ∨ Q = ;
(X; Y; Z)= (FN; IN; IM):
P = a; Q = b+a; P ∨ Q = b∗a;
(X; Y; Z)= (IM; IN; FM):
P = a ∪ ba∗b; Q = b+a; P ∨ Q = ;
(X; Y; Z)= (IN; IN; FM):
P = a∪ b2b∗a; Q = b ∪ a2a∗b; P ∨ Q = ;
(X; Y; Z)= (IN; IN; FN ):
P = (a2)∗b; Q = b∗a2; P ∨ Q = a2 ∪ b;
(X; Y; Z)= (IN; IN; IM):
P = a+b; Q = b+a; P ∨ Q = a+b ∪ b+a:
This completes the proof of the theorem.
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We shall conclude this section by an analogous study for the meet operator, but
prior to that we introduce a few technical lemmas.
Lemma 5.5 (Berstel and Perrin [2, Proposition 2:2:2]). The minimal automaton of a
right unitary submonoid of ∗ is of the form (V; i; i; E). Conversely; every deterministic
-automaton of this form recognizes a right unitary submonoid of ∗.
The next result provides characterizations for !niteness and maximality of meets of
rational pre!x codes.
Lemma 5.6. Let P ∈PCR() and let A=(V; i; i; E) be a trim and deterministic
-automaton recognizing P∗. Then:
(i) P is maximal if and only if A is complete;
(ii) P is nite if and only if every nontrivial loop in A includes the initial vertex.
Proof. By Proposition 2.1, we have
P = (P∗ − 1)− (P∗ − 1)+ = (L(A)− 1)− (L(A)− 1)+:
(i) Assume that P is maximal. Let v∈V and a∈. Denoting by i the initial vertex
of A, we have a path of the form i u→ v in A. Since P is right complete by Lemma 5:1,
there exists some w∈∗ such that
uaw ∈ P∗ = L(A):
Since A is deterministic, there must be an edge of the form v a→ v′ in A and so A
is complete.
Conversely, assume that A is complete. Let u∈∗. By Lemma 5:1, it suUces to
show that
uw ∈ P∗ = L(A)
for some w∈∗. Since A is complete, there exists a path i u→ v in A. Since A is by
hypothesis trim, and in view of Lemma 5.5, we have also a path v w→ i for some w.
Thus uw∈L(A) as required.
(ii) Assume that P is !nite and suppose that u∈+ labels a loop in A at v. Suppose
further that this loop does not include the initial vertex i. Since A is trim, we have a
path
i w1→ v w2→ i
in A. We may assume that i is no intermediate vertex in this path. It follows easily
that
w1u∗w2 ⊆ (L(A)− 1)− (L(A)− 1)+ = P;
contradicting the !niteness of P. Thus every nontrivial loop in A must include the
initial vertex.
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Conversely, assume that every nontrivial loop in A includes the initial vertex. Let
k = |V | and suppose that u∈P has length ¿k. Since u∈ (L(A)− 1)− (L(A)− 1)+,
we have in A a path of the form (i1; i2)
u→ (i1; i2) where (i1; i2) is not an intermediate
vertex. Since |u|¿k, some other vertex must be repeated in this path, and this contra-
dicts our hypothesis that every nontrivial loop in A includes the initial vertex. Thus
every u∈P has length 6k and so P is !nite.
Given -automata A=(V; I; T; E) and A′=(V ′; I ′; T ′; E′), we denote by A×A′
the direct product (V ×V ′; I × I ′; T ×T ′; E′′), where
E′′ = {((p;p′); a; (q; q′)); (p; a; q) ∈ E; (p′; a; q′) ∈ E′}:
It is well known (see [2, Proposition 0:4:6]) that L(A×A′)=L(A)∩L(A′). We
denote by tr(A) the trim part ofA, the -automaton obtained fromA by removing all
vertices that do not lie in some successful path. It is immediate that L(tr(A))=L(A).
Corollary 5.7. Let P;Q∈PCR() and let A= tr(min(P∗)× min(Q∗)). Then:
(i) P ∧Q is maximal if and only if A is complete,
(ii) P ∧Q is nite if and only if every nontrivial loop in A includes the initial vertex.
Proof. It is immediate that A is trim and deterministic. It follows from our previous
remarks that
L(A) = L(tr(min(P∗)×min(Q∗)))
= L(min(P∗)×min(Q∗)) = P∗ ∩ Q∗ = (P ∧ Q)∗:
Therefore, the result follows from Lemmas 5.5 and 5.6.
Theorem 5.8. For all X; Y; Z ∈{FM; FN; IM; IN}, the following conditions are equiva-
lent:
(i) there exist P ∈PCX () and Q∈PCY () such that P ∧Q∈PCZ();
(ii) there exist edges Z→X; Z→Y in Graph 1.
Proof. (i) ⇒ (ii). Since P ∧Q6P;Q, this is a straightforward consequence of
Lemma 5.3.
(ii) ⇒ (i). Similar to the proof of Theorem 5.4, we may assume that Z =∈{X; Y}.
In view of this, and taking into account the symmetry of meet, we must show that (i)
holds for the following values of (X; Y; Z):
(FM; FM; FN ); (FM; FM; IM); (FM; FM; IN ); (FM; FN; IN ); (FM; IM; FN );
(FM; IM; IN ); (FM; IN; FN ); (FN; FN; IN ); (FN; IM; IN ); (IM; IM; FN );
(IM; IM; IN ); (IM; IN; FN ); (IN; IN; FN ):
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All but the !rst of these examples can be easily checked with pen and paper, making
use of Corollary 5.7. Naturally, we omit the computations. The alphabet used in all
the examples is = {a; b}.
(X; Y; Z)= (FM; FM; FN ):
highly nontrivial example in [4; Proposition 9];
(X; Y; Z)= (FM; FM; IM):
P = a ∪ b; Q = a ∪ b;
(X; Y; Z)= (FM; FM; IN ):
P = (a ∪ b); Q = (a ∪ b) [4; Example 4];
(X; Y; Z)= (FM; FN; IN ):
P = a ∪ b; Q = ba ∪ a;
(X; Y; Z)= (FM; IM; FN ):
P = a ∪ b; Q = (b ∪ a2)∗ab;
(X; Y; Z)= (FM; IM; IN ):
P = a ∪ b2; Q = (b3)∗(a ∪ b2a ∪ ab);
(X; Y; Z)= (FM; IN; FN ):
P = a ∪ b; Q = a+b;
(X; Y; Z)= (FN; FN; IN ):
P = a; Q = ba ∪ a;
(X; Y; Z)= (FN; IM; IN ):
P = a; Q = a∗b;
(X; Y; Z)= (IM; IM; FN ):
P = a∗b; Q = b∗a;
(X; Y; Z)= (IM; IM; IN ):
P = (b3)∗(a ∪ b2a ∪ ab); Q = (b3)∗(a ∪ b2a ∪ ba);
(X; Y; Z)= (IM; IN; FN ):
P = a∗b; Q = b+a;
(X; Y; Z)= (IN; IN; FN ):
P = a+b; Q = b+a:
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As a !nal remark, we note that all the examples presented in this section involve
rational codes, hence Theorems 5.4 and 5.8 remain valid if we replace PC() by
PCR().
6. Varieties of languages
In this section we study how certain varieties of languages are closed (or not) for
join and meet of pre!x codes (trees). The !rst result relates both concepts in terms of
varieties.
Lemma 6.1. Let V be a variety of languages satisfying
L ∈ V⇒ L∗; L ∈ V
and let P ∈PC(). Then
P ∈ V ⇔ T (P) ∈ V:
Proof. Assume that P ∈V. Then P∗ ∈V and since varieties of languages are
closed for complementation we obtain T (P)=∗ − P∗ ∈V.
Conversely, assume that T (P)∈V. We want to show that
P = B(T (P)) = (T (P) · )− T (P) ∈ V:
Once again, this is a straightforward consequence of the hypothesis on V and the fact
that varieties of languages are closed for the Boolean operations.
Lemma 6.2. Let V be a variety of languages satisfying 1∈V and
L ∈ V⇒ L+ ∈ V:
Let Z ∈V and let P be the unique prex -code such that P∗= QZ . Then P ∈V.
Proof. Let min(Z)=A=(V; I0; T; E). For all v; v′ ∈V , write L(v; v′)=L(V; v; v′; E).
We de!ne a (!nite) sequence I0; I1; : : : of subsets of V as follows. Assuming that
Ij is de!ned for some j¿0, we !x some vj; v′j; wj; w
′
j ∈V satisfying
vj; wj ∈ Ij; v′j ∈ T; w′j =∈ Ij;
L(vj; v′j) ∩ L(wj; w′j) = ∅;
and we de!ne Ij+1 = Ij ∪{w′j}. If no such elements exist, the sequence ends at Ij. Note
that we can eIectively decide whether, for some Ij, there exist elements satisfying these
conditions. Since
I0 ⊂ I1 ⊂ I2 ⊂ · · · ⊆ V
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and V is !nite, the sequence I0; I1; : : : must terminate at some Im. Let X =L(V; Im; T; E)−
1. We prove that
X ⊆ QZ: (4)
To do so, we show that L(V; Ij; T; E)⊆ QZ for j=0; : : : ; m by induction on j. Since
L(V; I0; T; E)=Z , the case j=0 holds trivially. Suppose that L(V; Ij; T; E)⊆ QZ and j¡m.
Assume that Ij+1 was de!ned using a quadruple (vj; v′j; wj; w
′
j ) of the form consid-
ered above. Let u∈L(V; Ij+1; T; E). If u∈L(V; Ij; T; E), the induction hypothesis yields
u∈ QZ . Since Ij+1 = Ij ∪{w′j}, we may assume that there exists a path of the form
w′j
u→ t for some t ∈T . Let y∈L(vj; v′j)∩L(wj; w′j ). Since vj; wj ∈ Ij and v′j; t ∈T , we
obtain y; yu∈L(V; Ij; T; E)⊆ QZ . But QZ is right unitary by de!nition, thus u∈ QZ and
L(V; Ij+1; T; E)⊆ QZ . Therefore (4) holds.
Next we show that
X ⊆ (X − X+)∗: (5)
We use induction on the length of u∈X . Let u∈X and assume that all x∈X of
smaller length belonging to (X − X+)∗. Without loss of generality, we may assume
that u∈X+. Write u= u′u′′ with u′ ∈X and u′′ ∈+. Since u′∈X , there is a path of
the form v u
′






with w∈ Im and w′′ ∈T . Since u′ ∈L(v; v′)∩L(w; w′), w′ =∈ Im would imply that Im+1
would be de!ned in view of the quadruple (v; v′; w; w′), contradicting the fact that
Im is the last term of the sequence. Thus w′ ∈ Im and so u′′ ∈X . Since u′; u′′ ∈X
and have smaller length than u, we conclude that u′; u′′ ∈ (X − X+)∗. Therefore,
u= u′u′′ ∈ (X − X+)∗ and (5) holds.
We now show that
P = X − X+: (6)
Since QZ is a submonoid of ∗, it follows from (4) that (X −X+)∗⊆ QZ . On the other
hand, (5) yields
Z = L(V; I0; T; E) ⊆ L(V; Im; T; E) ⊆ X ∪ 1 ⊆ (X − X+)∗:
It is immediate that X −X+ ∈PC(), hence Proposition 2.1 implies that (X −X+)∗
is a right unitary submonoid of ∗ containing Z . By de!nition of QZ , we conclude that
QZ ⊆ (X − X+)∗ and thus
P∗ = QZ = (X − X+)∗:
By Proposition 2.1(ii), we get P=X − X+ and so (6) holds.
Write I0 = {i0} and Im= {i0; : : : ; ir}. For j=0; : : : ; r, let i0 uj→ ij be a path in A. It is
easy to check that
L(V; Im; T; E) =
r⋃
j=0
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Since Z ∈V and varieties of languages are closed for Boolean operations and left
quotients, it follows that L(V; Im; T; E)∈V. Since 1∈V by hypothesis, we conclude
that X =L(V; Im; T; E)− 1∈V. This implies that X+ ∈V also by hypothesis and
so P ∈V by (6):
Corollary 6.3. Let V be a variety of languages satisfying 1∈V and
L ∈ V⇒ L+ ∈ V:
If P;Q∈PCV(), then P ∨ Q∈PCV().
Proof. Let P;Q∈PCV(). Since V is closed for union, we have P ∪Q∈V. Since
(P ∨ Q)∗=P ∪ Q by Proposition 4.3, the result follows from Lemma 6.2.
Let S denote the variety of star-free languages.
Corollary 6.4. If P;Q∈PCS(), then P ∨ Q∈PCS().
Proof. Since S contains the !nite languages and is closed for product, the result
follows from Corollary 6.3.
Corollary 6.5. Let V be a variety of languages satisfying 1∈V and
L ∈ V⇒ L; L+ ∈ V:
If t; t′ ∈TV(), then gcd(t; t′)∈TV().
Proof. If L∈V, then L∗=L∪L+ ∈V and so Lemma 6.1 can be applied to
yield B(t); B(t′)∈V. By Corollary 6.3, we obtain B(t) ∨ B(t′)∈V and so Corol-
lary 3.5 and Lemma 6.1 yield
gcd(t; t′) = T (B(t) ∨ B(t′)) ∈ V:
Corollary 6.6. If t; t′ ∈TS(), then gcd(t; t′)∈TS().
Proof. Immediate from Corollary 6.5.
An analogous study of meet yields poorer results. Since a given !nite monoid di-
vides the syntactic monoid of P∗ for some P ∈PCF() by [9, Corollary X:2:4] and
(P ∧Q)∗=P∗ ∩Q∗ by Proposition 4.3, it is understandable that the presence of the
star operator makes everything much more complicated.
We show through an example that the analogues of Corollaries 6.4 and 6.6 do not
hold.
Example 6.7. Let = {a; b} and let P= a2 ∪ b, Q= a∗b. Then P;Q∈PCS() but
P ∧Q =∈PCS().
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Proof. It is immediate that P∗ ∩Q∗=((a2)∗b)∗. The pre!x codes P and Q=
(∗ − ∗b∗)b are clearly star-free, and we can easily see that P ∧Q=(a2)∗b is
not such using SchSutzenberger’s Theorem [1, Theorem 0:3:1].
Note also that S satis!es the hypothesis of Lemma 6.1, hence we have also T (P);
T (Q)∈TS() and lcm(T (P); T (Q)) =∈TS().
7. Primeness
We say that t ∈T() − 1 is prime if the only divisors of t are the trivial tree 1
and t itself.
Lemma 7.1. Given t ∈T()− 1; the following conditions are equivalent:
(i) t is prime;
(ii) there is no P ∈PC() such that B(t)¡P¡,
(iii) B(t)∗ is a maximal right unitary submonoid of ∗.
Proof. (i) ⇔ (ii). Since T ()= 1, it follows from Proposition 3.1 that B(t)¡P¡
holds if and only if T (P) is a proper divisor of t and 1 is a proper divisor of T (P).
(ii) ⇔ (iii). It follows from Proposition 2.1, since B(t)¡P¡ is equivalent to
B(t)∗⊂P∗⊂∗.
In view of this result, we call P ∈PC() prime if P = and there is no Q∈PC()
such that P¡Q¡, that is, if T (P) is a prime tree. The terminology “maximal” would
be more natural, but it is already used for codes with respect to inclusion.
The results we present in this section are related to the characterization of primeness.
They include a solution to the following problem:
Problem 7.2. Is it decidable, given P ∈PCR(), whether or not P is prime?
Decidability can be easily proved for !nite maximal pre!x codes, since the cor-
responding trees are !nite and have necessarily !nitely many potential divisors. An
eUcient algorithm is described in [6].
The following result establishes that primeness of rational pre!x codes or rational
trees depends only on rational divisors.
Proposition 7.3. Let P ∈PCR() such that P¡Q¡ for some Q∈PC(). Then
P¡Q′¡ for some Q′ ∈PCR().
Proof. Suppose !rst that P is not maximal. Then P ∪w∈PC() for some w∈+−P.
Obviously, P ∪w is rational. Moreover, P¡P ∪w6. If P ∪{w}¡, we can take
Q′=P ∪w. Otherwise, w∈ and P= − w. In that case, taking Q′=P ∪w2, we
obtain Q′ ∈PCR() and P¡Q′¡.
Assume now that P is maximal. Since P⊆Q together with P¡Q would imply
P⊂Q, contradicting the maximality of P, we have that P ⊆Q. Let u∈P − Q. Since






u∈P∗⊂Q∗ and u =∈Q∪ 1, we may write u= u1u2 for some u1; u2 ∈Q+. Let
M = (P − u) ∪ u1 ∪ u2:
By Proposition 4.2, M is rational and so it is its basis Q′=(M − 1) − (M − 1)2. To
prove that P¡Q′¡, we must show that P∗⊂M ⊂∗.
Since P − u⊆M by de!nition and u1; u2 ∈M yields u= u1u2 ∈M , we have P⊆M
and consequently P∗⊆M . Suppose that u1 ∈P∗. Since u1 =1, this implies that a proper
pre!x of u belongs to P, contradicting P being a pre!x code. Thus u1 ∈M − P∗ and
so P⊂M .
On the other hand, since (P − u)∪ u1 ∪ u2⊆Q∗ and Q∗ is right unitary, we have
M = (P − u) ∪ u1 ∪ u2 ⊆ Q∗ = Q∗:
Now Q∗⊂∗ yields M ⊂∗ as required.
It should be clear that we may have P¡Q¡ for P ∈PCR() and Q∈PC() not
rational: it suUces to take P= ∅. However, if P is a rational maximal pre!x code, the
situation becomes nontrivial. We provide such an example.
Example 7.4. Let = {a; b}; P=(a∪ b2)∗ba and













Then P;Q∈PCM (); P¡Q¡; P is rational but Q is not.
Proof. It is easy to check that P and Q are both pre!x codes. Direct computation
shows that min(P∗) is the automaton depicted in Fig. 3.
We conclude that P is right complete and thus maximal by Lemma 5:1. Clearly, P
is rational. Suppose that Q is also rational. Let m= |V (min(Q))|. Since b2mab2ma∈Q,
we must have some loop in min(Q) labelled by a positive power of b yielding
b2mab2m+ja∈Q for some j¿2. This is clearly impossible, thus Q is not rational.
It is immediate that Q =∈{P; } and Q¡. It remains to show that P⊆Q∗. Note that,
since P is right complete, P⊆Q∗ implies that Q is right complete, hence maximal.
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To prove that P⊆Q∗ is equivalent to show that
u = ai0b2j1ai1 : : : b2jnainba ∈ Q∗ (7)
for all n¿0; i0; in¿0; i1; : : : ; in−1; j1; : : : ; jn¿1 using induction on |u|.
Clearly, the shortest word of P is ba, and ba∈Q, hence (7) holds for |u|62.
Assume that u= ai0b2j1ai1 : : : b2jnainba∈P has length ¿2 and (7) holds for words of
shorter length. We consider several cases, and we apply the induction hypothesis.
• i0¿1. Then u= a2 · ai0−2b2j1ai1 : : : b2jnainba∈Q ·Q∗⊆Q∗.
• i0 = 1, n=0. Then u= aba∈Q.
• i0 = 1, n¿1. Then u= ab2 · b2j1−2ai1 : : : b2jnainba∈Q ·Q∗⊆Q∗.
• i0 = 0, n=1, i1 = 0. Then u= b2j1+1a∈Q.
• i0 = 0, n=1, i1 = 1. Then u= b2j1aba∈Q.
• i0 = 0, n¿1, i1¿1. Then u= b2j1a2 · ai1−2b2j2 : : : b2jnainba∈Q ·Q∗⊆Q∗.
• i0 = 0, n¿2, i1 = 1, j2¿j1. Then u= b2j1ab2j1+2 · b2(j2−j1−1)ai2 : : : b2jnainba∈Q ·Q∗
⊆Q∗.
• i0 = 0, n¿2, i1 = 1, j26j1, i2¿0. Then u= b2j1ab2j2a · ai2−1b2j3 : : : b2jnainba∈Q ·Q∗
⊆Q∗.
• i0 = 0, n¿2, i1 = 1, j26j1, i2 = 0. Then u= b2j1ab2j2+1a∈Q.
We obtain u∈Q∗ in every possible case, therefore P⊆Q∗ and all the claims are
satis!ed.
The following concept will play a decisive role in the solution of Problem 7:2.
We say that P ∈PC() is balanced if
∀u ∈ ∗ − P∗ ∃v ∈ ∗ − P∗ : uv ∈ P∗:
An alternative characterization is given by the following lemma. Recall that, given
L⊆∗ and u∈∗, we write
u−1L = {v ∈ ∗ : uv ∈ L}:
Lemma 7.5. Let P ∈PCM (). Then P is balanced if and only if u−1P∗ ⊆P∗ for
every u∈∗ − P∗.
Proof. Assume that P is balanced. Let u∈∗ − P∗. Since P is balanced, we have
uv∈P∗ for some v∈∗ − P∗. Thus v∈ u−1P∗. Since v =∈P∗, we obtain u−1P∗ ⊆P∗.
Conversely, assume that u−1P∗ ⊆P∗ for every u∈∗−P∗. Then, given u∈∗−P∗,
there exists v∈ u−1P∗ such that v∈∗−P∗. Since v∈ u−1P∗ ⇔ uv∈P∗, we conclude
that P is balanced.
Lemma 7.6. Every balanced prex code is maximal.
Proof. Let P ∈PC() be balanced. By Lemma 5:1, we must show that ∗⊆Pref (P∗).
Let u∈∗. If u∈P∗, the claim follows immediately. Otherwise, there exists some
v∈∗ − P∗ such that uv∈P∗. Thus u∈Pref (uv)⊆Pref (P∗) as required.
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Proposition 7.7. Let P ∈PCF(). Then P is balanced if and only if P is maximal.
Proof. Assume !rst that P is maximal. Suppose that P is not balanced. By Lemma 7.5,
there exists some u∈∗ − P∗ such that u−1P∗⊆P∗. We may assume that u has
minimum length. Suppose that u∈P∗. Then we may write u=pv for some p∈P
and v∈∗. Since u∈∗ − P∗, we have v∈∗ − P∗. Let w∈ v−1P∗. Then vw∈P∗
and so uw=pvw∈P∗, yielding w∈ u−1P∗⊆P∗. Thus v−1P∗⊆P∗. Since |v|¡|u|, this
contradicts the minimality of u. Therefore u =∈P∗. Now, since P is maximal, P is
right complete by Lemma 5:1 and so u∈Pref (P∗). Together with u =∈P∗, this yields
u∈Pref (P).
Next we show that u∗⊆Pref (P). Indeed, suppose that un =∈Pref (P) for some n¿0.
Since un ∈Pref (P∗) because P is right complete, we must have P ∩Pref (un) = ∅.
Hence, uku′ ∈P for some k¡n and u′ ∈Pref (u) − 1. Applying successively the
inclusion u−1P∗⊆P∗, we conclude that
uk−1u′ ∈ P∗; uk−2u′ ∈ P∗; : : : ; u′ ∈ P∗:
Since u′ =1, we conclude that u′ ∈P∗ and so u∈P∗, a contradiction. Therefore,
u∗⊆Pref (P) as claimed. Since this contradicts the !niteness of P, we conclude that P
is balanced.
The converse implication follows from Lemma 7.6.
Another example of balanced pre!x codes are maximal bipre!x codes. We recall
that a biprex code is a pre!x code where no word is a suUx of another. Indeed, if
P is maximal bipre!x and u∈∗ − P∗, we can take v∈∗ such that uv∈P∗, since P
is right complete by Lemma 5:1. Since P is bipre!x, the dual of Proposition 2.1 holds
and so v∈P∗ would imply u∈P∗, a contradiction. Thus v∈∗ − P∗ and P is bal-
anced. However, not every balanced maximal pre!x code is bipre!x, as Proposition 7.7
implies.
Now we prove four lemmas that will allow us to solve Problem 7:2
Lemma 7.8. Let P ∈PC() and let u∈∗ − P∗ be such that:
(i) u−1P∗⊆P∗,
(ii) u =∈P∗.
Then M =(P ∪ u)∗ is a right unitary submonoid of ∗.
Proof. We show that
a; ab ∈ M ⇒ b ∈ M (8)
by induction on |a|. The case |a|=0 being trivial, assume that |a|¿0 and (8) holds
for smaller values of |a|. Suppose !rst that a= uc for some c∈∗. If c =1, then
|u|; |c|¡|a| and the induction hypothesis yields
u; uc ∈ M ⇒ c ∈ M;
u; ucb ∈ M ⇒ cb ∈ M;
c; cb ∈ M ⇒ b ∈ M
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and so b∈M as required. Thus we may assume that c=1 and a= u. Since ub∈M ,
we have ub= x1 : : : xk for some x1; : : : ; xk ∈P ∪ u. The case x1 = u yielding b∈M im-
mediately, we may assume that x1 ∈P. By (ii), we have x1 = uy for some y∈∗. Thus
b=yx2 : : : xk . Since y= u−1x1 ∈ u−1P∗⊆P∗ by (i), we conclude that b∈M also in this
case.
It remains to consider the case where a =∈ u∗. Then a=pc for some p∈P and
c∈∗. If c =1, then |p|; |c|¡|a| and the induction hypothesis yields
p;pc ∈ M ⇒ c ∈ M;
p; pcb ∈ M ⇒ cb ∈ M;
c; cb ∈ M ⇒ b ∈ M
and so b∈M as required. Thus we may assume that c=1 and a=p∈P. Since
ab∈M , we have ab= x1 : : : xk for some x1; : : : ; xk ∈P ∪ u. Since a =∈ u∗ and u =∈ a∗
by (ii), we must have x1 ∈P. Since P is a pre!x code, this implies that x1 = a and so
b= x2 : : : xk ∈M as required.
Lemma 7.9. Every prime prex code is balanced.
Proof. Let P ∈PC() be prime. Since P is prime, P is maximal. Suppose that P is
not balanced. By Lemma 7.5, there exists some u∈∗ − P∗ such that u−1P∗⊆P∗.
We show that we may assume that u =∈P∗. Indeed, assume that u has the minimum
length among all the words v∈∗ − P∗ such that v−1P∗⊆P∗. Suppose that u∈P∗.
Then u=pw for some p∈P and w∈∗. Since u∈∗ − P∗, we have w∈∗ − P∗.
Given z ∈w−1P∗, we have wz ∈P∗ and so uz=pwz ∈P∗, yielding z ∈ u−1P∗⊆P∗.
Thus w−1P∗⊆P∗, contradicting the minimality of u. Therefore u =∈P∗.
Suppose !rst that u =∈. By Lemma 7.8, M =(P ∪ u)∗ is a right unitary submonoid
of ∗ and we have P∗⊂M ⊆∗. Let a denote the !rst letter of u. Since u =∈P∗,
it follows that a =∈M and so M ⊂∗. By Lemma 7.1, P is not prime, a contradiction.
Thus we may assume that u∈. It suUces to show that u2 satis!es the conditions
of Lemma 7.8, since we can apply the preceding case to obtain P∗⊂ (P ∪ u2)∗⊂∗.
Since
(u2)−1P∗ = u−1(u−1P∗) ⊆ u−1P∗ ⊆ P∗;
condition (i) holds. Suppose now that u2 ∈P∗. Since u =∈P and |u2|=2, we must
have u2 ∈P and so
u = u−1u2 ∈ u−1P∗ ⊆ P∗;
a contradiction. Thus condition (ii) holds as required.
We note that Lemma 7:7 implies that the converse of Lemma 7.9 does not hold, since
there are of course !nite maximal pre!x codes which are not prime: it suUces to
consider a !nite tree with nontrivial divisors.
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Lemma 7.10. Given P ∈PCR(), it is decidable whether or not P is balanced.
Proof. We may decide if P is right complete (equivalent to maximal) or not. If not,
then P is not balanced by Lemma 7.6. Thus we may assume that P is maximal. By
Lemmas 5.5 and 5.6, we know that the minimum automaton of P∗ is of the form
A=(V; i; i; E) and complete. We show that P is balanced if and only if
∀q ∈ V − i; L(V; q; i; E) ∩ (∗ − P∗) = ∅: (9)
Assume !rst that P is balanced and let q∈V − i. Since A is trim, we have a path
i u→ q in A. Since q = i, we have u∈∗−P∗. Now P being balanced implies that there
exists some v∈∗ − P∗ such that uv∈P∗. The latter implies v∈L(V; q; i; E) since A
is deterministic, therefore (9) holds.
Conversely, assume that (9) holds. Let u∈∗ − P∗. Since A is complete, we
have a path i u→ q in A for some q∈V − i. Let v∈L(V; q; i; E)∩ (∗ − P∗). Since
uv∈L(A)=P∗, we conclude that P is balanced.
We complete the proof by observing that condition (9) is clearly decidable.
Lemma 7.11. Given a balanced P ∈PCR(), it is decidable whether or not P is prime.
Proof. By Lemmas 7.6 and 5.5, min(P∗) is of the form A=(V; i; i; E). We show that
P is prime if and only if
∀q∈V − i; L(V; {i; q}; i; E)=∗: (10)
By Proposition 4.2, L(V; {i; q}; i; E) is an eIectively constructible rational language for
every q∈V − i, hence condition (10) is decidable.
Assume !rst that P is prime and let q∈V − i. Write M =L(V; {i; q}; i; E). Since A
is trim, there is a path i u→ q in A. Since q = i, we have u =∈ P∗, and P being balanced
implies that uv∈P∗ for some v∈∗−P∗. Now uv∈P∗ yields that there exists a path
q v→ i in A and so v∈M . Since P∗⊆M and v∈M −P, we conclude that P∗⊂M . By
Lemma 7.1, P∗ is a maximal right unitary submonoid of ∗. Since M is itself a right
unitary submonoid of ∗, we conclude that M =∗ and so (10) holds.
Conversely, assume that (10) holds, and suppose that P¡Q for some Q∈PC().
Since P∗⊂Q∗, there exists some u∈Q∗ − P∗. Then there exists a path of the form
i u→ r in A for some r ∈V − i.
If r w→ i is a path in A, then uw∈P∗⊂Q∗; since u∈Q∗ and Q∗ is right unitary,
we obtain w∈Q∗. This shows that
L(V; {i; r}; i; E)=P∗ ∪ L(V; r; i; E) ⊆ Q∗
and (10) yields
∗ = L(V; {i; r}; i; E) ⊆ Q∗ = Q∗:
Thus Q= and P is prime.
Therefore, P is prime if and only if the decidable condition (10) holds.
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Theorem 7.12. Given P ∈PCR(), it is decidable whether or not P is prime.
Proof. Let P ∈PCR(). By Lemma 7.10, we may decide whether or not P is balanced.
If P is not balanced, then P is not prime by Lemma 7.9. Otherwise, we may decide
if P is prime by Lemma 7.11.
An interesting variant of this problem is the problem of the existence of an algorithm
to determine whether a rational tree has a !nite nontrivial divisor. The next example
shows that a rational tree can have nontrivial divisors but no !nite ones.
Example 7.13. Let = {a; b} and t= a∗ ∪ b2a∗ ∪ b∪ b3. Then t is not prime but has
no !nite nontrivial divisors.
Proof. It is immediate that t is not prime since t′= a∗ ∪ b divides t: in fact, we have
t=(1∪ b2)t′ and 1∪ b2 ∈T(B(t′)).
Suppose that t= t′′ for some t′′ ∈TF() and ∈T(B(t′′)). Since a∗⊂ t and t′′
is !nite, we have an ∈  for some n¿1. It follows that b =∈ t′′, otherwise anb∈ t, a
contradiction. Since b∈ t, we obtain b∈  and ba =∈ t yields a =∈ t′′. Since t′′ is pre!x-
closed, b; a =∈ t′′ implies that t′′=1, hence the trivial tree 1 is the unique !nite divisor
of t.
8. Completable words
Another interesting problem regarding pre!x codes is the characterization of the
sublattice of PC() generated by PCFM (). We are unable at the moment of providing
such a characterization, but we can give evidence of how far from PCFM () we can
get. First we introduce some new terminology.
Given C⊆PC(), we say that u∈∗ is C-completable if there exists some P ∈C
such that u =∈P and P ∪ u is a pre!x code. A visually suggestive characterization of
this concept may be achieved for trees, as the next result shows.
Lemma 8.1. Let P ∈PC() and u∈∗. The following conditions are equivalent:
(i) u =∈P and P ∪ u is a prex code,
(ii) (Pref (u)∪ u∗)∩P∗=1,
(iii) (Pref (u)∪ u∗)∩P= ∅,
(iv) u∗⊆T (P).
Proof. (i) ⇒ (ii). Assume that (i) holds and suppose that (Pref (u)∪ u∗)∩P∗ =1.
Then there exists some nonempty v∈ (Pref (u)∪ u∗)∩P∗. Since v =1, there exists a
pre!x w of v in P. Since Pref (u)∪ u∗ is pre!x-closed, we also have w∈Pref (u)∪ u∗.
It follows that either u is a pre!x of w or w is a pre!x of u. Since P ∪ u is a pre!x
code, this yields u=w, contradicting u =∈P. Thus (ii) holds.
(ii) ⇒ (iii). Immediate.
(iii) ⇒ (iv). Assume that (iii) holds and let v∈∗. Suppose that uv =∈T (P)=∗ −
P∗. Then uv∈P∗ and so uv=pw for some p∈P and w∈∗. This yields p∈Pref (u)
∪ u∗, contradicting (iii). Thus uv∈T (P) and (iv) holds.
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(iv) ⇒ (i). Assume that (iv) holds. Since u∈P implies u∈P∗ and so u =∈∗ −
P∗=T (P), we have u =∈P. Suppose that P ∪ u is not a pre!x code. Then there exists
some p∈P such that u∈Pref (p) or p∈Pref (u).
If u∈Pref (p), then uv=p for some v∈∗, hence uv∈P∗ and so uv =∈T (P),
contradicting (iv). Hence p∈Pref (u) and so u∈P∗ yielding u =∈T (P), yet a contra-
diction. Thus P ∪ u is a pre!x code and (i) holds.
It follows from Lemma 8.1 that a word u∈∗ is C-completable if and only if
some tree in T (C) contains u∗ as a full subtree. Recall from (1) in the proof of
Proposition 5.2 that a pre!x -code is maximal if and only if T (P) contains no full
subtree u∗.
Write M()= {P ∧Q; P;Q∈PCFM ()}.
Proposition 8.2. A word u∈∗ is M()-completable if and only if #(u) ¿ 1.
Proof. Let u∈∗ and assume !rst that u= an for some a∈ and n¿0. Let
P;Q∈PCFM (). Since T (P) is !nite by Proposition 5.2, there is a maximum k¿0 such
that ak−1 ∈T (P). Hence
ak ∈ (T (P) · )− T (P) = B(T (P)) = P:
Similarly, am ∈Q for some m ¿ 0. Thus akm ∈P∗ ∩Q∗=(P ∧Q)∗ and so
akm ∈ (Pref (u)∪ u∗)∩ (P ∧Q)∗:
We conclude from Lemma 8.1 that u is not M()-completable.
Assume now that #(u)¿1. We may write u= anbv for some distinct a; b∈, v∈∗
and n¿0. Since anb∗⊇ u∗, and in view of Lemma 8.1, we only need to show that
anb is M()-completable.
We de!ne
P = n((− b) ∪ b);
Q = n−1((− b) ∪ b):
Let V = {0; 1; : : : ; n+ 1} and let E be the set of edges described in Fig. 4.
We de!ne A2 = (V; 2; 2; E) and A3 = (V; 3; 3; E). It is straightforward to check that
A2 = min(P∗) and A3 = min(Q∗). Since both automata are complete and every non-
trivial loop must include both vertices 2 and 3, we conclude from Lemma 5.6 that
P;Q∈PCFM (). By Lemma 8.1, to prove that anb is M()-completable it is enough
to show that
(Pref (anb) ∪ anb∗) ∩ (P ∧ Q)∗:
Since (P ∧Q)∗=P∗ ∩Q∗ and a; a2; : : : ; an =∈P∗, it remains to show that
∀w ∈ ∗ anbw =∈ P∗ ∩ Q∗:
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As we observed in the comment preceding Lemma 5.6, P∗ ∩Q∗ is recognized by the
direct product A2 ×A3. Hence any word in P∗ ∩Q∗ must label a loop in A2 ×A3
at the vertex (2; 3). Direct computation shows that we have the path (2; 3) a
nb→ (2; 2) in
the deterministic automaton A2 ×A3 and so, for any w∈∗, we have necessarily a
path of the form
(2; 3) a
nbw→ (j; j)
for some j∈V . Thus anbw =∈P∗ ∩Q∗ as required.
In fact, we may strengthen the statement of Proposition 8.2, replacing M() by
MC() = {P ∧ Q; P;Q ∈ PCFM () conjugate}:
We say that P;Q∈PCFM () are conjugate if there exist R1; R2 ∈PCFM () such that
P=R1R2 and Q=R2R1. We note that, by [2, Corollary 2:4:2], the product of two !nite
maximal pre!x codes is itself a !nite maximal pre!x code. The reader may verify that
the pre!x codes used in the proof of Proposition 8.2 are indeed conjugate.
We may generalize the notion of C-completability as follows. Given C⊆PC()
and P ∈PC(), we say that P is C-completable if there exists some Q∈C such that




{P1 ∧ : : : ∧ Pn; P1; : : : ; Pn ∈ PCFM ()}:
Corollary 8.3. Let P ∈PCF(). Then P is M∗()-completable if and only if #(u)¿1
for every u∈P.
Proof. The same argument used in the proof of Proposition 8.2 shows that if P is
M∗()-completable then #(u)¿1 for every u∈P.
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Conversely, assume that #(u)¿1 for every u∈P. By Proposition 8.2, for every u∈P
there exists some Qu ∈M() such that u =∈Qu and Qu ∪ u is a pre!x code. Let
Q = ∧{Qu; u ∈ P} ∈M∗():
Suppose that v∈P ∩Q. Since Q6Qv, we have v∈Q∗v . Since v =∈Qv, this implies
that Qv ∪ v is not a pre!x code, a contradiction. Thus P ∩Q= ∅.
It remains to show that P ∪Q is a pre!x code. Suppose not. Since P is a pre!x
code, we conclude that Q∪ v is not a pre!x code for some v∈P. Hence,
(Pref (v) ∪ v∗) ∩ Q∗ = 1
by Lemma 8.1. Since Q∗⊆Q∗v , we obtain
(Pref (v) ∪ v∗) ∩ Q∗v = 1:
Since v =∈Qv and Qv ∪ v is a pre!x code by hypothesis, this contradicts Lemma 8.1.
Thus P ∪Q is a pre!x code as required.
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