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A novel and continuously parameterized form of multi-step transversal linearization (MTrL) method is developed and
numerically explored for solving nonlinear ordinary diﬀerential equations governing a class of boundary value problems
(BVPs) of relevance in structural mechanics. A similar family of multi-step tangential linearization (MTnL) methods is also
developed and applied to such BVP-s. Within the framework of MTrL and MTnL, a BVP is treated as a constrained
dynamical system, i.e. a constrained initial value problem (IVP). While the MTrL requires the linearized solution manifold
to transversally intersect the nonlinear solution manifold at a chosen set of points across the axis of the independent var-
iable, the essential diﬀerence of the present MTrL method from its previous version [Roy, D., Kumar, R., 2005. A mul-
tistep transversal linearization (MTL) method in nonlinear structural dynamics. J. Sound Vib. 17, 829–852.] is that it has
the ﬂexibility of treating nonlinear damping and stiﬀness terms as time-variant damping and stiﬀness terms in the linearized
system. The resulting time-variant linearized system is then solved using Magnus’ characterization [Magnus, W., 1954. On
the exponential solution of diﬀerential equations for a linear operator. Commun. Pure Appl. Math., 7, 649–673.]. Towards
numerical illustrations, response of a tip loaded cantilever beam (Elastica) is ﬁrst obtained. Next, the response of a simply
supported nonlinear Timoshenko beam is obtained using a variationally correct (VC) model for the beam [Marur, S., Prat-
hap, G., 2005. Nonlinear beam vibration problems and simpliﬁcation in ﬁnite element model. Comput. Mech. 35(5), 352–
360.]. The new model does not involve any simpliﬁcations commonly employed in the ﬁnite element formulations in order
to ease the computation of nonlinear stiﬀness terms from nonlinear strain energy terms. A comparison of results through
MTrL and MTnL techniques consistently indicate a superior quality of approximations via the transversal linearization
technique. While the usage of tangential system matrices is common in nonlinear ﬁnite element practices, it is demonstrated
that the transversal version of linearization oﬀers an easier and more general implementation, requires no computations of
directional derivatives and leads to a consistently higher level of numerical accuracy. It is also observed that higher order
versions of MTrL/MTnL with Lagrangian interpolations may not work satisfactorily and hence spline interpolations are
suggested to overcome this problem.
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Nonlinear BVP-s have been solved by many existing numerical and semi-analytical techniques, in particular
various ﬁnite element (FE) procedures, as exact solutions are rarely available. However, for two-point nonlin-
ear BVP-s governed by ordinary diﬀerential equations (ODE-s), solutions may be attempted via a quasi-New-
ton method or by embedding if a good initial approximation is known (Dahlquist et al., 1974). The Sinc
Galerkin methods (El-Gamel and Zayed, 2004) have several attractive features due to the properties of the
basis functions and the manner of discretization. The power series method by Way (1934) and the double Fou-
rier series methods by Levy (1942) have been employed in the solution of large deﬂection problems of circular
and rectangular plates, respectively. The perturbation technique (Archer, 1957; Schimdt and Da Deppo, 1974)
is a very popular tool among researchers working in the broad area of buckling and post-buckling of struc-
tures. Vanucci et al. (1998) have proposed an asymptotic-numerical method, based on the perturbation strat-
egy, to solve nonlinear BVP-s. Budiansky (1959) and Thurston (1961) have analyzed the governing nonlinear
equations of thin shallow spherical shells by converting the pair of diﬀerential equations into a pair of integral
equations that are solved through numerical techniques. Kai-Yuan et al. (1989) have proposed an analytical
solution to von Karman equations for a circular plate under a concentrated load. Tan and Witz (1995) devel-
oped an analytical solution for elastic rods subjected to terminal forces and moments. The FE method coupled
with Newton’s iterations has been extensively used to solve geometrically and materially nonlinear problems
(Hughes and Liu, 1981; Reddy and Singh, 1981; Noor and Peters, 1980). Pollandt (1997) has solved von Kar-
man plate equations using a boundary element method constructed via radial basis functions. In another
development, Gao (2000) has developed a general duality principle to search for the extremas (along with their
stability types) in non-convex energy expressions, used for post-buckling analysis of thick beams. Wang (1997)
has presented solutions for large displacement conﬁgurations of clamped-hinged rods. Vaz and Silva (2002)
have developed a solution for post-buckling of a rod with hinged and elastically restrained boundary condi-
tions. There is nevertheless a continuing need to evolve more accurate, numerically stable, widely applicable
methods with higher rates of convergence to solve the large variety of nonlinear BVP-s with continuous or
piecewise continuous vector ﬁelds. Numeric-analytic geometric methods, in particular, need a special mention
as they combine the versatility of a numerical method with the elegance of analytical solutions and more
importantly, preserve certain dynamical invariants of the system. For instance, implementations of Cosserat
theories necessitate the inclusion of rotations as additional dependent variables and, while numerically obtain-
ing the rotation updates in space or time, it is important to preserve the orthogonality of the associated trans-
formations. Since exponential functions provide a natural choice to preserve such constraints, a linearization
technique that makes use of exponential transformations to determine the linearized updates of response vari-
ables should be a preferred option. The derivation of the present methods is an attempt in that direction and,
given their semi-analytical nature, they may help shed some light on the physics of typically nonlinear systems
in structural mechanics and the impact of nonlinearity on system responses.
An important issue in linearizing nonlinear operators is the type of linearization to be adopted—tangential
or transversal, single- or multi-step. While the tangential form of linearization is most frequently resorted to in
ﬁnite element practices, it requires the use of derivatives. However, in most systems showing sudden changes in
gradients and/or having C0 nonlinearity, computation of Frechet derivatives (i.e., Jacobians that are ﬁnally
used to determine the directional or Gateaux derivatives) may lead to considerable numerical corruption.
Hence, from a computational perspective, the transversal linearization may turn out to be a sounder alterna-
tive to its tangential counterpart. Then, in most algorithms for numerical integration, there is the propagation
of local errors so that the global error is the cumulative eﬀect of local errors over the entire interval of interest.
It is anticipated that, with the use of multi-step techniques, the propagation of local errors could be substan-
tially arrested. These factors have provided the initial impetus for the recent development of multi-step trans-
versal linearization (MTrL) techniques (Roy and Kumar, 2005). Indeed, Ramachandra and Roy (2001a,b)
have ﬁrst used a single-step form transversal linearization (referred to as locally transversal linearization or
LTL) to solve nonlinear BVP-s. The present formulation of the MTrL signiﬁcantly diﬀers from its earlier ver-
sion, especially in treating the nonlinear terms in the governing diﬀerential equations. While the earlier formu-
lation would transfer the nonlinear terms to the right hand side of the equation and, upon linearization, treat
them as (conditionally known) external forcing functions, the present formulation retains the stiﬀness terms as
4874 A. Viswanath, D. Roy / International Journal of Solids and Structures 44 (2007) 4872–4891spatially-varying (and conditionally known) stiﬀness terms in the linearised system. Following this, it utilizes
the Magnus’ characterization to solve the linearized system with space-dependent coeﬃcients. Moreover, even
though the tangential form of linearization is widely used in the literature, multi-step extensions of such pro-
cedures has rarely been explored and is thus another subject of this study.
The main concern of this study is to derive and compare novel forms of MTrL and MTnL procedures and
illustrate their relative performance through solutions of nonlinear ODE-s governing the classical Elastica and
Timoshenko beam problems. The linearization is so performed that the fundamental solution matrix (FSM) of
the linearized system is obtainable through a Magnus expansion (Magnus, 1954) that is derivable provided
that the linearized system matrix is a smooth Lie element. This expansion is in the form of an inﬁnite series
whose elements are computable through nested Lie bracket operations, and such a process helps preserve the
dynamical invariants of the system. A BVP is presently looked upon as a constrained IVP, wherein one of the
boundary points (say, the left) is treated as the initial point to start integrating the ODE-s. While a precise
knowledge of all the state variables at the left boundary is needed, only a few of them are actually speciﬁed
at the left boundary with the others being speciﬁed at the right boundary. Thus, the unknown initial condi-
tions at the left boundary are treated as variables to be determined through a shooting strategy such that
the resulting linearized solution satisﬁes prescribed boundary conditions at the right boundary. As the ﬁrst
numerical illustration, deﬂections and slopes of a classical Elastica are obtained. Next, the response of a sim-
ply supported nonlinear Timoshenko beam is computed using a variationally correct (VC) model (Marur and
Prathap, 2005). The derived VC model ensures that the equilibrium equations do not involve the simpliﬁca-
tions commonly employed in ﬁnite element formulations so as to ease the computation of nonlinear stiﬀness
terms from nonlinear strain energy terms. The numerical results for the two example problems are both indic-
ative of a higher numerical accuracy as well as a higher rate of convergence of the MTrL over the MTnL. This
is probably the most signiﬁcant observation of this article.
2. The methodology
In this section we describe the Magnus-based MTrL methodology, as adapted for solving nonlinear BVP-s
governed by ODE-s. The basic idea is to replace the nonlinear part of the governing ODE-s through a set of
conditionally linearized ones while ensuring that nonlinear and linearized forms become identical at a set of
grid points along the axis of the independent variable (which is presently the spatial variable). Thus, to begin,
the governing system of ODE-s for the class of BVP-s considered here is written asdw
ds
¼ Aðw; sÞ þ f ðsÞ ð2:1Þwhere wðsÞ : T  R! Rn is the vector of dependent (response) variables, Aðw; sÞ : Rn  T ! Rn is the state-
dependent (possibly nonlinear) part of the vector ﬁeld, f ðsÞ : T ! Rn is the external (non-parametric/state-in-
dependent) force vector. Presently, we assume that elements of A(w, s) and f(s) are Ck, k 2 Z+ continuous in w
and s with kP 1. Let the length of the one-dimensional domain be divided into I 2 Z+ intervals and each such
interval be further sub-divided into p smaller sub-intervals. The approximated solution over each of the I inter-
vals will be completely described by a p-stage transversally linearized system of ODE-s with p denoting, in a
sense, the formal order of accuracy of the linearized solution. Let the typical grid points of the kth interval
(k 6 I) be denoted as sðkÞ0 < s
ðkÞ
1 <    < sðkÞp . The step-size for spatial discretization is denoted as hðkÞi ¼
sðkÞi  sðkÞi1. However, for simplicity of further exposition, a uniform step size h ¼ hðkÞi ; k 2 ½1; I  and i 2 ½1; p
will be considered here (even though a variable step size would probably be useful for an adaptive improve-
ment of the approximated solution). Moreover, since the method of deriving the linearized system over each
interval k 2 I remains the same, it suﬃces to restrict attention to any typical interval (say, the ﬁrst interval) and
to remove the superscript (k) from the grid points {sðkÞi }. The boundary conditions are assumed known at both
the boundaries of the one-dimensional domain. To progress with the solution, we treat the BVP as a con-
strained IVP and thus integrate the ODE-s starting from one of the boundaries, say the left one. Not all
boundary conditions are known at the initial point (in this case, the left boundary). Hence, following a shoot-
ing strategy, the unknown conditions at the left boundary require to be so determined through MTrL as to
satisfy the same number of known boundary conditions at the right. Hence it is possible to solve the equations
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ditions at the right end. Now, we write the transversally linearized form of Eq. (2.1), valid over the 1st interval,
asdw
ds
¼ Bðw; sÞwþ f ðsÞ ð2:2ÞThe space-dependent system (coeﬃcient) matrix B(w, s) is so formed as to satisfy the identityBðw; sjÞwj ¼ Aðwj; sjÞ8j 2 ½1; p
and wj¼D wðsjÞ 2 Rn, w¼D fwiji 2 ½1; pg 2 Rpn. For details on the derivation of the transversally linearized
forms, refer to Roy (2001). In order to solve the linearized system of Eq. (2.2) with the space-dependent system
matrix, we utilize the Magnus expansion (Magnus, 1954). In future references, we will often replace the system
matrix B(w, s) by B(s). For the sake of completeness, a brief outline of the Magnus expansion and the asso-
ciated Lie-algebraic framework is now in order.
Consider the set of matrices with real/complex elements that are diﬀerentiable functions of a real parameter
t. They form a free associative ring R0, with the properties that R0 is associative and commutative under the
operation of addition and associative under the operation of multiplication. The Baker–Hausdroﬀ theorem
(Magnus, 1954) then states that if z is an element of ring R0 with generators x and y, deﬁned as e
xey = ez, then
z is a Lie element. A Lie element of a ring can be deﬁned recursively using Lie multiplications. Towards this,
deﬁne the bracket or Lie product [u,v] of elements u and v of R0 as½u; v ¼ uv vu ð2:3Þ
When such elements are space-dependent matrices, as in the present case, we have½Bðs1Þ;Bðs2Þ ¼ Bðs1ÞBðs2Þ  Bðs2ÞBðs1Þ ð2:4Þ
where s1, s2 are any two spatial locations within the domain of interest. The key theorem, which provides for a
recursive generation of a Lie element in such a ring, is now stated.
Theorem 1. Let B(t) be a known function of tin an associative ring R0 and let W(t) be an unknown (vector)
function satisfyingdW =dt ¼ BW with W ð0Þ ¼ 1 ð2:5Þ
Then, subject to certain conditions of convergence (see Magnus, 1954), W(t) can be written in the formW ðtÞ ¼ exp½XðtÞW 0 ð2:6Þ
wheredX
dt
¼ Bþ 1
2
½B; X þ 1
12
½½B; X; X  . . . ð2:7ÞIntegration by iteration leads to an inﬁnite series for X, the ﬁrst few terms of which areXðtÞ ¼
Z t
t0
BðsÞdsþ 1
2
Z t
t0
½BðsÞ;
Z s
t0
Bðs1Þds1dsþ 1
4
Z t
t0
½BðsÞ;
Z s
t0
½Bðs1Þ;
Z s1
t0
Bðs2Þds2ds1ds
þ 1
12
Z t
t0
½½BðsÞ;
Z s
t0
Bðs1Þds1;
Z s
t0
Bðs2Þds2dsþ . . . ð2:8ÞThen it is possible to write the FSM corresponding to the linearized equation (2.2) asUðsÞ ¼ expXðsÞ ð2:9Þ
where X(s) = X(w, s) should be computable recursively as in Theorem 1. U(s) = U(w, s) is also a function of the
discretized state variables w through the dependence of X(s) on B(s). Further discussion would be considerably
simpliﬁed by taking up an example problem and building the technique around it. Thus consider the Elastica
problem corresponding to a cantilever beam subjected to a transverse concentrated load, P, at its free end. The
governing second order nonlinear ODE is given by
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ds2
þ k2 cos h ¼ 0 ð2:10Þwhere k2 ¼ P
EI
and h, P and EI are, respectively, the slope, lateral load and ﬂexural rigidity of the beam and s
denotes the independent spatial co-ordinate along the deformed longitudinal axis. The boundary conditions
arehð0Þ ¼ h0 ¼ 0; dhðLÞ
ds
¼ h0l ¼ 0 ð2:11ÞSplitting (2.10) into two ﬁrst order equations and denoting HðsÞ ¼ fh1ðsÞh2ðsÞgT ¼ fhðsÞ _hðsÞgT 2 R2, we have:
h01 ¼ h2
h02 ¼ k2 cos h1
ð2:12ÞFor higher generality, we outline a general (continuously parameterized) family of MTrL methods, presently
referred to as the ‘fully implicit form’. Towards this, we use a so-called ‘implicitness’ parameter a to split the
nonlinear part into components so linearized that one results in stiﬀness and/or damping terms (i.e., it remains
a part of the linearized diﬀerential operator) and the other in conditional (i.e., dependent on unknown w) forc-
ing functions. Note that we may choose diﬀerent values of a over diﬀerent intervals k 2 I, i.e., a = a(k). Now
the MTrL-based linearized ODE-s corresponding to Eq. (2.12) and over the ﬁrst interval k = 1(say) takes the
form:h01 ¼ h2
h02 ¼ k2abðsÞh1  k2ð1 aÞwðsÞ
ð2:13Þwhere the bracketed superscript ‘(1)’ over the state variables has been removed for brevity andbðsÞ ¼
Xp
i¼0
cos h1i
h1i
P iðsÞ; wðsÞ ¼
Xp
i¼0 cos h1iP iðsÞ ð2:14ÞThe elements of {Piji = 0,1, . . . ,p} are interpolating Lagrange polynomialsP iðsÞ ¼
Yp
l¼0
l 6¼i
ðs slÞ
ðsi  slÞ ð2:15ÞIt is clear that while b(s) contributes to the stiﬀness term, w(s) becomes the forcing term. In matrix form, we
have the following MTrL system:H0 ¼ BðsÞ Hþ F ðsÞ ð2:16Þ
with½BðsÞ ¼ 0 1ajbðtÞk2 0
 
; H ¼ h1h2
 T
and F ðsÞ ¼ 0ð1 ajÞwðtÞk2
 
ð2:17ÞApplying Magnus series expansion to B(s) as in Eq. (2.8), X(s) is obtained and consequently the fundamental
solution matrix (FSM) is given byUðtÞ ¼ expXðtÞ ð2:18Þ
Finally, the conditional solution of the linear set of Eq. (2.16) isHðsÞ ¼ UðsÞH0 þ UðsÞ
Z s6sp
s0
U1ðs1ÞF ðs1Þds1 ð2:19ÞTowards imposing the intersection condition between the solution surfaces (see Roy, 2001; Roy and Kumar,
2005 for more details on transversality and intersections), we substitute s = si, i = 1, . . . ,p, in the above equa-
tion and obtain p algebraic equations fhð1Þ1i g ¼ fhð1Þ1i g in terms of the state variables fhð1Þ1i g to be determined. In
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over the ﬁrst interval I1 (i.e., H
ð1Þ
0 ¼ fhð1Þ10 hð1Þ20 gT) contains an unknown variable, hð1Þ20 . Hence it is not possible
to solve for the zeros of the p algebraic equations with p + 1 unknowns. So we formulate the equations over
the remaining I  1 successive intervals in terms of such unknown initial conditions at the beginning of each
interval. Continuing this way, we reach the end of the last interval where the slope hðkÞ2p is known. Thus we are
ﬁnally able to close the system of pI algebraic equations in terms of pI unknowns and solve for the zeros by,
say, the Newton–Raphson method. One obstacle that arises is that the zero initial condition in the ﬁrst sub-
interval (i.e. hð1Þ10 ¼ 0 for a cantilever beam) results in making b(s) in the ﬁrst interval undeﬁned see Eq. (2.14).
We bypass this singularity by linearizing the nonlinear function over the ﬁrst interval so as to convert it into a
pure forcing function, i.e., we need to use a(1) = 0. The remaining equations are however formulated with
a(k)50"k 2 I  {1}. For the Elastica, the nonlinear part of the vector ﬁeld is a function of h alone and this
allows us to solve the problem with only pI unknowns. Had the nonlinear part been a function of both h
and h
0
, we would have needed to solve for double the number of algebraic equations. Presently, in order to
obtain the deﬂections from the slopes at these sets of discrete points, the Cartesian co-ordinates of the deﬂect-
ed curve at any point is evaluated from the relation,yiþ1 ¼ yi þ
Z s<siþ1
si
sin hds
xiþ1 ¼ xi þ
Z s<siþ1
si
cos hds
ð2:20ÞWemay accomplish the above integrations may be accomplished via a
h p
2
i
+ 1-point Gaussian quadrature rule.
3. A multistep tangential linearization (MTnL) method using magnus formula
While a transversal linearization oﬀers considerable ﬂexibility and generality, a pertinent question to ask is
whether it is competitive in terms of numerical accuracy and stability in comparisons with the oft-used tan-
gential (Newton’s) linearization. Towards settling this issue, we now present a multi-step tangential lineariza-
tion (MTnL). Like any other form of tangential linearization, the proposed MTnL method would also need
repeated diﬀerentiation of the nonlinear vector ﬁeld and accordingly, unlike the MTrL method, it would
require the vector ﬁeld to be diﬀerentiable (almost everywhere) at least once. We explain the methodology
in a variational setting and write Eq. (2.1) in a matrix form asgðX ;X 0Þ ¼ f ðX Þ ð3:1Þ
Consider a two-term Taylor-like expansion of the response X in the following form:X ) X þ eY ð3:2Þ
where Y = X 0 and e is a small quantity, e.g., a small spatial step. We have, upon an expansion of the function
g, the identity:gðX þ eY ; X 0 þ eY 0Þ ¼ f ðX þ eY Þ
¼ gðX ; Y Þ þ e ogðX ; Y Þ
ou
Y þ e ogðX ; Y Þ
ou0
Y 0 þOðe2Þ
¼ f ðX Þ þ e of
ou
Y þOðe2Þ
ð3:3ÞCollecting the terms of O(e) and rearranging, we have the following (nonlinear) equations in YogðX ; Y Þ
ou0
Y 0 ¼ of
ou
Y  ogðX ; Y Þ
ou
Y ð3:4ÞThis is the variational equation corresponding to Eq. (3.1) and forms the cornerstone of any tangential line-
arization. Now, returning to the Elastica and allowing h01 ¼ c1; h02 ¼ c2, we obtain the following pair of ﬁrst
order variational equations in c1 and c2:
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c02 ¼ k2 sin h1c1
ð3:5ÞTowards obtaining a unique solution, the above equations must be supplemented with known boundary
conditionsc20 ¼ h000 ¼ k2 cos h0; c1L ¼ h0L ¼ 0 ð3:6ÞSimilar to the general form of MTrL, we employ a set of parameters {a(k) = a} that split the nonlinear (var-
iational) term sin(h1) into an equivalent (variational) stiﬀness term and a (variational) forcing term. Hence lin-
earized variational ODE-s is given by:c01 ¼ c2
c02 ¼ k2ajf1ðsÞc1 þ k2ð1 aÞf2ðsÞ
ð3:7Þwheref1ðsÞ ¼
Xp
i¼0 sin h1iP iðsÞ; f2ðsÞ ¼
Xp
i
Xp
j¼0 sin h1ih
0
2jP iðsÞPjðsÞ ð3:8Þare the variational stiﬀness and forcing terms, respectively. In matrix form, we haveC0 ¼ BðsÞCþ F ðsÞ ð3:9Þ
withBðsÞ ¼ 0 1
ajf1ðsÞk2 0
 
; C ¼ fc1c2gT and F ðsÞ ¼
0
ð1 ajÞf2ðsÞk2
 
ð3:10ÞWe note that B(s) is the tangential system matrix (Jacobian) and its presence marks the major point of depar-
ture from the MTrL method that involves non-unique construction of transversal system matrices without a
need for diﬀerentiation. Eq. (3.9) is solved for c 1i and c2i in the same way as in the MTrL procedure. The
solution is given by substituting s = si, i = 1, . . . ,p, in the following equation:CðsÞ ¼ UðsÞC0 þ UðsÞ
Z s6sp
s0
U1ðs1ÞF ðs1Þds1; ð3:11Þfollowed by the substitution of the intersection identity CðsiÞ ¼ CðsiÞ ¼ fc1i; c2igT over each of the I intervals.
To evaluate fh; _hg from known c1 and c2, the following substitution is made:C ¼ H0
C0 ¼ H00 ¼ h0ð1Þ10 h0ð1Þ20
n oT
¼ hð1Þ20  k2 cos hð1Þ10
n oTHence, in terms of H0, Eq. (3.9) becomesH0ðsÞ ¼ UðsÞH00 þ UðsÞ
Z s6si
si1
U1ðs1ÞF ðs1Þds1 ð3:12ÞOne may thus obtain HðsÞ by (numerically) integrating the above equations asHðsÞ ¼ H0 þ
Z s6sp
s0
H0ðsÞds1 ð3:13ÞThe above is the conditional equation analogous to Eq. (2.19) in the transversal linearization approach. The
remaining part of the procedure, i.e. that of solving the set of nonlinear algebraic equations, is the same as that
of MTrL.
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We use the linearization techniques for solving nonlinear Timoshenko beams. Unlike the Euler–Bernoulli
beam theory, the Timoshenko beam theory can account for transverse shear deformation and rotary inertia.
Presently we consider a nonlinear Timoshenko beam that takes into considerations ﬁnite strains, neglected in a
linear analysis. Accordingly, we can better treat problems with geometric and material nonlinearity wherein
nonlinear strain terms appear in the formulations. While deriving the governing equations, we make use of
the variational method. In particular, we adopt a variationally correct (VC) approach (Marur and Prathap,
2005) without recourse to the usual simpliﬁcations (like neglecting the eﬀect of in-plane deformation terms
(Mei, 1973) or a quasi-linearisation of the nonlinear strain energy terms (Mei and Umphai, 1985), or a com-
bination of both (Rao et al., 1976)). VC formulations for nonlinear vibration problems of beams and plates,
using ﬁnite element schemes with a Galerkin projection (Bhashyam and Prathap, 1980), or with Lagrange-type
and Ritz basis functions (Sarma and ans Varadan, 1984), have been reported. Applications of such strategies
in the context of ﬁnite element analyses for isotropic as well as composite plates (Ganapathy et al., 1991) and
beams (Patel et al., 1999) are also available in the literature. However, unlike the weak FE-based solutions
reported in these studies, we intend to provide a strong solution through the VC formulation.
4.1. Equilibrium equations for the variationally correct (VC) model
Consider a simply supported Timoshenko beam with a uniformly distributed load q(x) per unit length. The
axial and transverse displacements are given by:u ¼ u0 þ zhx ð4:1Þ
w ¼ w0 ð4:2Þwhere u0 and w0 are axial and transverse displacements of the beam along the deformed centroidal axis and hx
is the face rotation in x–z plane. The Lagrangian of the system in the absence of dynamic and damping forces
is given byL ¼ U þ F ð4:3Þ
where U is the potential energy, and F the potential of the external forcing q. Hence, we may writeL ¼ 1
2
Z
eTrdv
Z
qw0 ds; ð4:4Þwheree ¼ ½excxzT ð4:5Þ
r ¼ ½rxsxzT ð4:6ÞThe von Karman type (nonlinear) axial and shear strains are:ex ¼ u0;x þ 12w20;x þ zhx
cxz ¼ w0;x þ hx
ð4:7ÞThe constitutive relation is given byr ¼ De ð4:8Þ
whereD ¼ E 0
0 G
 
ð4:8aÞThe total strain energy is then computed asU ¼ U f þ U s ð4:9Þ
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2
Z
H 1u20;x þ 2H 2u0;xhx;x þ H 3h2x;x þ H 1u0;xw20;x þ H 2w20;xhx;x þ 14H 1w40;x
 	
dx ð4:9aÞthe shear strain energy isU s ¼ 1
2
Z
H 1ðw0;x þ hx;xÞ2 dx ð4:9bÞwithH 1 ¼ Eb
Z
dz; H 2 ¼ Eb
Z
zdz; H 3 ¼ Eb
Z
z2 dz; H 1 ¼ kGb
Z
dz ð4:9cÞand k is the shear coeﬃcient factor. Moreover, we have the following expression for the potential due to the
external force:F ¼ 
Z
qw0 dx ð4:9dÞWe compute the ﬁrst variation of strain energy as:dU ¼dUf þ dUs þ dF
¼
Z
ðUu0du0;x þ Uw0dw0;x  F wdw0 þ U h0dhx;x þ U hdhxÞdx ð4:10ÞwhereUu0 ¼ H 1u0;x þ H 2hx;x þ 12H 1w20;x ð4:10aÞ
Uw0 ¼ H 1u0;xw0;x þ H 2w0;xhx;x þ 12H 1w30;x þ H 1ðw0;x þ hxÞ ð4:10bÞ
F w ¼ q ð4:10cÞ
U h0 ¼ H 2u0;x þ H 3hx;x þ 12H 2w20;x ð4:10dÞ
U h ¼ H 1ðw0;x þ hxÞ ð4:10eÞEquating the ﬁrst variation due to each DOF to zero, we get the Euler–Lagrange form:o
ox
Uu0  Uu ¼ 0
o
ox
Uw0  F w ¼ 0
o
ox
U h0  U h ¼ 0
ð4:11ÞHence the governing ODE-s are:H 1u0;xx þ H 2hx;xx þ H 1w0;xw0;xx ¼ 0
H 1u0;xxw0;x þ H 1u0;xw0;xx þ H 2w0;xxhx;x þ H 2w0;xhx;xx þ 32H 1w20;xw0;xx þ H 1ðw0;xx þ hx;xÞ ¼ q
H 2u0;xx þ H 3hx;xx þ H 2w0;xw0;xx  H 1ðw0;x þ hxÞ ¼ 0
9>=
>; ð4:12ÞFor a simply supported beam, the (essential) boundary conditions are:u0ð0Þ ¼ 0; w0ð0Þ ¼ 0; hx;xð0Þ ¼ 0; u0ðLÞ ¼ 0; w0ðLÞ ¼ 0; hx;xðLÞ ¼ 0 ð4:12aÞ
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We solve the coupled nonlinear ODE-s (4.12) by both MTrL and MTnL methods.4.2.1. The MTrL method of solution:
First, we project the equations in the state space form and apply the MTrL scheme over p smallest and suc-
cessive intervals of the spatial co-ordinate. The FSM is then computable through a Magnus expansion applied
to the transversal system matrix and, in the process, we obtain the required system of nonlinear algebraic
equations as explained earlier. Towards projecting the nonlinear ODE-s in the state space, deﬁne the 6-dimen-
sional vector function X ¼D fu0u0;xw0w0;xhxhx;xgT¼D fu1u2w1w2h1h2gT 2 R6, so that:u01 ¼ u2
w01 ¼ w2
h01 ¼ h2
H 1u02 þ H 2h02 þ H 1w2w02 ¼ 0
H 1u02w2 þ H 1u2w02 þ H 2w02h2 þ H 2w2h02 þ 32H 1w22w02 þ H 1ðw02 þ h2Þ ¼ q
H 2u02 þ H 3h02 þ H 2w2w02  H 1ðw2 þ h1Þ ¼ 0
9>>>>=
>>>>>;
ð4:13ÞFor purposes of transversal linearization, we need to replace some of the state variables appearing in the non-
linear terms by the following conditional functions of time:X ¼D fu1u2w1w2h1h2gT ¼
Xp
i¼0
X^ iP iðsÞ ð4:14Þwhere X^ i ¼ fu1i¼D u1ðsiÞu2iw1iw2ih1ih2ig. Substituting this into the nonlinear terms of the RHS of Eq. (4.13) and
rearranging the equations in a matrix form, the MTrL system of ODE-s is given byBðsÞX 0 ¼ CðsÞ ð4:15Þwhere ~H ¼ H 1 þ H 1u2 þ H 2h2 þ 32H 1w22 andBðsÞ ¼
1 0 0 0 0 0
0 H 1 0 H 1w2 0 H 2
0 0 1 0 0 0
0 H 1w2 0 ~H 0 H 2w2
0 0 0 0 1 0
0 H 2 0 H 2w2 0 H 3
2
666666664
3
777777775
CðsÞ ¼
u2
0
w2
 H 1h2
h2
H 1ðw2 þ h1Þ
8>>>>><
>>>>:
9>>>>>=
>>>>;
ð4:16ÞConditioned on the knowledge of the discretized vectors X^ i, B(s) and C(s) are functions of s alone provided
that we make use of Eq. (4.14) in (4.16). Pre-multiplying both sides by B1(s), we getX 0 ¼ ½BðsÞ1CðsÞ ¼ aðsÞ ð4:17ÞWe solve the above vector equation by a direct (and conditional) integration of a(s) and this yields a set of
implicit algebraic equations in Xi and we obtain their zeros by a Newton–Raphson search leading to the deter-
mination of the discretized solution vector at p grid points. However, before employing the Magnus formula,
Eq. (4.13) has to be slightly modiﬁed asX 0 ¼ ½BðsÞ1C1ðsÞX ¼ AðsÞX ð4:18Þwhere
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0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0  H 1
0 0 0 0 0 1
0 0 0 H 1 H 1 0
2
666666664
3
777777775
ð4:18aÞIn order to bring in the fully implicit form of the MTrL method, an implicitness parameter a is introduced so
that Eq. (4.17) corresponds to the special case of a = 0. For the fully implicit case, we write the linearized
ODE-s asX 0 ¼ aAðsÞX þ ð1 aÞaðsÞ ð4:19Þ
The above equation has an equivalent system coeﬃcient matrix (given by the coeﬃcient matrix aA(s) on the
RHS) that will be used in the evaluation of the FSM through the Magnus formula and an equivalent forcing
term (second term on the RHS) that will contribute to the particular solution. The continuous form of the
solution over each of the p intervals is given byX ðsÞ ¼ UðsÞX 0 þ UðsÞ
Z s6si
si1
U1ðs1Þð1 aÞaðs1Þds1 ð4:20Þwith U(s) is the FSM obtained using the Magnus series. Here again, as in the case of the Elastica, the initial
condition vector has unknowns that will enter the above equations as unknowns and hence the above set of
equations can only be solved after formulating the system of conditionally linearized solutions for the entire
beam.
4.2.2. The MTnL method of solution
Before deriving of the MTnL-based linearized form, it would be in order to derive in detail the coeﬃcient
matrices associated with the variational response Y as in Eq. (3.4). They are given byogðX ; Y Þ
ou0
¼ BðsÞ; of
ou
¼ C1ðsÞ; ogðX ; Y Þou ¼ B
0ðsÞ ¼
0 0 0 0 0 0
0 0 0 H 1w02 0 0
0 0 0 0 0 0
0 H 1w02 0 ~H
0 0 H 2w02
0 0 0 0 0 0
0 0 0 H 2w02 0 0
2
666666664
3
777777775with ~H 0 ¼ H 1u02 þ H 2h02 þ 3H 1w2w02. Hence the linearized form of the variational equation is
Y 0 ¼ ð½BðsÞ1½C1ðsÞ  B0ðsÞÞY ¼ AðsÞY ð4:21Þwhere the derivative of the nonlinear terms (in the state variables u, w and h and their derivatives) are obtained
by simply taking the derivatives of the interpolating coeﬃcient polynomials in Eq. (4.14).Y ¼ fu01u02w01w02h01h02gT ¼
Xp1
i¼0
X iP 0iðsÞ ð4:22ÞSplitting Eq. (4.21) into the coeﬃcient matrix part and the equivalent forcing part through the implicitness
parameter, we haveY 0 ¼ aAðsÞY þ ð1 aÞF ðsÞ ð4:23Þ
The (conditional) solution of the above system of equations is given byY ðsÞ ¼ UðsÞY 0 þ UðsÞ
Z s6si
si1
U1ðs1ÞF ðs1Þds1 ð4:24Þ
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terms). Towards obtaining the required MTnL-based solution for X, we use the identity Y ¼ X 0 and thus ob-
tain the linearized approximationX ðsÞ ¼ X 0 þ
Z s6si
si1
Uðs1ÞX 00 þ Uðs1Þ
Z s6si
si1
U1ðs2ÞF ðs2Þds2

 
ds1 ð4:25ÞWe now obtain the required algebraic equations by substituting s = si, i = 1,2, . . . ,p followed by the imposi-
tion of the intersection identity X^ i¼D X ðsiÞ ¼ X ðsiÞ. Finally we use a Newton–Raphson search to determine the
zeros of the set of nonlinear algebraic equations.
An eﬀort is now made to illustrate a major diﬀerence in the functionality of the MTrL vis-a`-vis the MTnL
from a purely geometrical perspective. Towards this, two schematic diagrams showingMTrL andMTnL-based
approximations for a one-dimensional system (or solution manifolds projected as one-dimensional curves) are
presented in Fig. 1(a) and (b), respectively. Whilst the linearized trajectory in the MTrL method transversally
intersects the true solution manifold, the MTnL-based trajectory remains tangential to the true solution man-
ifold at the grid points. These conditions are enforced via the constraint equations and are valid only if there is
adequate convergence of the iterative solution scheme. The repeated transversal or tangential intersections of
the approximated trajectory with the true one generates p lobes and the sum of signed areas of these lobes pro-
vide a measure of the error in one application (cycle) of a p-stage linearization method. While areas under the
lobes have alternating signs in the MTrL, they are of the same sign in the MTnL. This is a pointer to a possibly
faster accumulation of local errors in the MTnL, wherein areas with the same sign tend to add up.
5. The numerical results
In all the numerical work to follow, Pi(s) has been taken in the form of Lagrangian interpolating polyno-
mials unless mentioned otherwise speciﬁcally.+
+
+
+
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ss0 s1 s2 s3 s4 s5 s6 s7
+
+
+
+ -
+
-
+ -
+
MTrL trajectory True trajectory 
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ss0 s1 s2 s3 s4 s5 s6 s7
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b
Fig. 1. A schematic representation of accumulation of errors in MTrL and MTnL methods; (a) MTrL, (b) MTnL.
Table 1
Deﬂections and slopes of a tip loaded Cantilever beam for a = 0.0 and p = 2 where w/L is non-dimensional lateral deﬂection, u/L is non-
dimensional axial deﬂection and h is the slope
PL2/EI Exact (Mattiason, 1981) MTrL (p = 2)
w/L u/L h w/L u/L h
1.0 0.30172 0.05643 0.46135 0.297298 0.0654 0.46135
2.0 0.49346 0.16064 0.78175 0.486526 0.16782 0.781827
3.0 0.60325 0.25442 0.98602 0.594899 0.25994 0.98594
4.0 0.66996 0.32894 1.12124 0.6689 0.334545 1.12122
5.0 0.71379 0.38763 1.21537 0.704394 0.39111 1.21529
Fig. 2. Deﬂections of the cantilever with diﬀerent PL2/EI for MTrL p = 2, a = 0.0.
Fig. 3. Slopes of the cantilever with diﬀerent PL2/EI for MTnL p = 3, a = 0.0.
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In this section, we provide a few illustrative numerical results on the Elastica. This exercise should provide
an insightful understanding into the relative performances of the twin linearization methods. For the Elastica,
in particular, we may compare the results to exact solutions thereby directly verifying the numerical accuracy
of the methods – something impossible for problems without the availability of exact solutions or good numer-
ical techniques for comparison (as in the next section). In Table 1, normalized deﬂections and slopes at the free
end of a tip-loaded cantilever are given. It is clear that the results compare quite well with the exact result
(Mattiason, 1981). Fig. 2 shows the deﬂected shapes of the cantilever via MTrL method for diﬀerent P. In
Fig. 3, slopes of the deﬂected cantilever beam, as obtained through the MTnL methods with p = 2 and
p = 3, are shown for various magnitudes of the concentrated load. In Fig. 4, plots of the tip-slope as a function
of a are plotted using MTrL and MTnL methods with p = 2 and 3. The plots indicate diﬀerent optimal values
of a for diﬀerent p. More importantly, as anticipated via the geometric illustration Fig. 1, the MTrL method
clearly outperforms the MTnL method (with the same p and a) in terms of numerical accuracy. The gradient
of the tip-slope with respect to the parameter a presently appears to remain constant in all the methods. Curi-
ously enough, as a increases away from 0, errors are distinctly higher for the both MTrL and MTnL methodsFig. 4. Value of tip slope for diﬀerent a, for diﬀerent orders of MTL and MTnL, PL2/EI = 1.0.
Fig. 5. L2 norm for e23 as a function of a for MTL and MTnL, PL
2/EI = 1.0, h = 0.01.
Fig. 6. L2 norm for e23 as a function of a for MTL and MTnL, PL
2/EI = 1.0, h = 0.1.
Fig. 7. L2 norm for e23 for MTL and MTnL with PL
2/EI = 1.0, h = 0.005.
Fig. 8. Slope using spline interpolation function with MTrL, p = 7 with PL2/EI = 1.0.
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to the globally supported nature of Lagrange interpolants Pi(s) and their highly oscillating character as p
increases. To proceed further with the numerical results, we now deﬁne the error functionTable
Proper
Width
Young
Shear
Shear
Thickn
Poisso
Load i
Fig. 9
displace23ðxÞ ¼ h2ðxÞ  h3ðxÞ ð5:1Þwhere h2 and h3 are the slopes corresponding respectively to p = 2 and p = 3. The L
2 norm for this error func-
tion (i.e., L2ðe23Þ ¼ jje23jjL2 ¼ ½
R
l e
2
23ðsÞds1=2) is plotted against a in Fig. 5. This norm is also plotted for diﬀer-
ent values of h, mainly with 0.005 and 0.1 and the results are as shown in Figs. 6 and 7. These results clearly
indicate that the MTrL methods tend to converge must faster with decreasing step sizes than the MTnL meth-2
ties of the beam
of the beam, b 0.2 m
’s modulus, E 2.1 · 108 Pa
modulus, G 0.8077 · 108 Pa
correction factor, k 5/6
ess of the beam 0.5 m
n’s ratio 0.3
ntensity 1000 N
. The solution of the VC Timoshenko beam, (a) deformation of the beam, (b) u0-longitudinal displacement, w0-transversal
ement, hx-rotation with MTrL (p = 3).
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tions functions lead to inaccurate results for higher values of p, we have attempted to remedy this problem
using spline interpolation functions. Indeed, the spline interpolation appear to work far better than Lagrang-
ian interpolation. While Fig. 8 shows the slope of the Elastica using the spline-MTrL method with a high value
of p, i.e., p = 7, the Newton–Raphson root searching procedure has failed to converge in the case of the
Lagrangian-MTrL method with the same value of p.5.2. The nonlinear Timoshenko beam
For further numerical illustration, we consider the VC Timoshenko beam Eq. (4.12) as derived in Section
4.1. The beam parameters are listed in Table 2. Fig. 9 shows the deformation of the beam and also the axial,
transversal deﬂections and the slope of the beam individually. For purposes of computing relative errors
between the diﬀerent orders of MTrL and MTnL methods, we use the L2 norm for the displacements and
H1 (Sobolev) norm for the slopes. The instantaneous error norm (i.e., error norm as a function of x) is deﬁned
asFig. 10. Relative error e23(x) between MTrL of orders p = 2 and p = 3.
Fig. 11. Relative error e34(x) between MTrL orders p = 3 and p = 4.
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where p = 2, 3, 4 (since only p 6 4 is considered in the study). The L2 norm is found via numerical integration
(with a quadrature rule of adequately high accuracy) of this so-called instantaneous norm for diﬀerent values
of a. The numerical values of the discretized state variables, (u,w,h) and (u
0
,w
0
,h
0
) as obtained through the
MTrL and the MTnL methods, are directly used for computations of L2 norms. The optimal values of a
for diﬀerent p’s are those that obtain the least values of the relative error norms. From Figs. 10–12, it is clear
that a = 1.0 yields the least relative error norm for p = 2 and p = 3. However, the relative error norm plots
obtained between MTrL methods with p = 3 and p = 4 show that the least relative error is achievable with
at a = 0.0. Fig. 13 shows the comparison of the L2 relative error norms between MTrL and MTnL methods
with p = 2 and p = 3. As for the Elastica, we once more observe that the transversal form of linearization has a
faster rate of convergence (or deterioration, as the case may be) than the tangential form.Fig. 12. Relative error e34(x) between MTrL orders p = 3 and p = 4 for a = 0.0.
Fig. 13. L2 norm for e23 for diﬀerent a of MTrL and MTnL, h = 0.01.
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Linearization of nonlinear functions or operators using tangent spaces (i.e., Newton’s method of lineariza-
tion) is almost always employed in the context of ﬁnite element solutions of nonlinear engineering systems
(Crisﬁeld, 1991). However, despite the popular usage of the tangential form of linearization, the preliminary
ﬁndings in this study tend to suggest a much better control of propagation of local numerical errors with the
transversal form of linearization. In particular, we have proposed a family of multi-step tangential and trans-
versal linearizations of nonlinear ODE-s posed as two-point BVP-s and applied them to obtain solutions of
the well known Elastica and a novel, variationally correct version of the nonlinear Timoshenko beam. The
presently developed linearization has the ﬂexibility of treating the nonlinear terms in the governing equations
either as linearized stiﬀness terms or as parts of the external forcing function. In the ﬁrst case, the stiﬀness
terms, post-linearization, become explicit functions of the independent space variable and this rules out a
straightforward, closed-form solution of the linearized system. Presently, we have adopted a Magnus expan-
sion to obtain, in an asymptotic sense, the fundamental solution matrix for the linearized system – a crucial
step towards determining the linearized solution. In this way, the proposed linearization tools are enabled to
preserve certain important invariants (if necessary), such as orthogonality of rotational transformations, dur-
ing the numerical solution. While we have not exploited this feature in this study, it is likely to be very useful in
Cosserat modeling of solids, wherein rotations of directors enter as additional dependent variables. In addi-
tion to a superior numerical performance, the MTrL family of linearization schemes also does not require the
nonlinear parts of the vector ﬁeld to be diﬀerentiable. Thus the MTrL family, in principle, admits a more gen-
eral application than its tangential counterpart. This is reﬂected, among others, in its ability to account for
even C0 nonlinear terms occurring in elasto-plastic systems. While tangential methods may potentially give
rise to ill-conditioned matrices during the computation of the tangent matrices on or near response plateaus,
the MTrL family of schemes enables the user to bypass this computational pitfall owing to the non-uniqueness
in the derivation of transversal stiﬀness matrices. Moreover, it is observed that the usage of spline interpola-
tions over Lagrangian interpolations allows the MTrL to achieve higher numerical accuracy with increasing p
(without any spurious oscillations). In the context of FE applications, in particular, these features may provide
clues to an easier and more accurate numerical analysis of solids with material (elasto-plastic) and geometric
nonlinearity.
Indeed, a recent study has conﬁrmed that the present observations on the superior numerical performance
of the MTrL over the MTnL are also applicable in the context of nonlinear dynamical systems (Ghosh and
Roy, 2006).
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