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Abstract
End-To-End speech recognition have become increasingly pop-
ular in mandarin speech recognition and achieved delightful
performance. Mandarin is a tonal language which is differ-
ent from English and requires special treatment for the acoustic
modeling units. There have been several different kinds of mod-
eling units for mandarin such as phoneme, syllable and Chi-
nese character. In this work, we explore two major end-to-end
models: connectionist temporal classification (CTC) model and
attention based encoder-decoder model for mandarin speech
recognition. We compare the performance of three different
scaled modeling units: context dependent phoneme(CDP), syl-
lable with tone and Chinese character. We find that all types
of modeling units can achieve approximate character error rate
(CER) in CTC model and the performance of Chinese character
attention model is better than syllable attention model. Further-
more, we find that Chinese character is a reasonable unit for
mandarin speech recognition. On DidiCallcenter task, Chinese
character attention model achieves a CER of 5.68% and CTC
model gets a CER of 7.29%, on the other DidiReading task,
CER are 4.89% and 5.79%, respectively. Moreover, attention
model achieves a better performance than CTC model on both
datasets.
Index Terms: automatic speech recognition, connectionist tem-
poral classification, attention model, modeling units, mandarin
speech recognition
1. Introduction
Traditional speech recognition includes separate modeling com-
ponents, including acoustic, phonetic and language models.
These components of the system are trained separately, thus
each components errors would extend during the process. Be-
sides, building the components requires expert knowledge,
for example, building a language model requires linguistic
knowledge. The acoustic model is used to recognize context-
dependent (CD) states or phonemes [1, 2], by bootstrapping
from an existing model which is used for alignment. The pro-
nunciation model maps the phonemes sequences into word se-
quences, then the language model scores the word sequences.
A weighted finite state transducer (WFST) [3] integrates these
models and do the decoding for the final result.
Recently, end-to-end speech recognition systems have be-
come increasingly popular and achieve promising performance
in mandarin [4]. End-to-end speech recognition methods pre-
dict graphemes directly from the acoustic data without linguis-
tic knowledge, thus reducing the effort of building ASR systems
greatly and making it easier for new language. The end-to-end
ASR simplifies the system into a single network architecture,
and it is likely to be more robust than a multi-module archi-
tecture. There are two major types of end-to-end architectures
for ASR: The connectionist temporal classification (CTC) cri-
terion [5, 6, 7, 8], which has been used to train end-to-end sys-
tems that can directly predict grapheme sequences. The other
is attention-based encoder-decoder model [9, 10, 11, 12] which
applies an attention mechanism to perform alignment between
acoustic frames and recognized symbols.
Attention-based encoder-decoder models have become in-
creasingly popular [13, 7, 14, 15]. These models consist of
an encoder network, which maps the input acoustic sequence
into a higher-level representation, and an attention-based de-
coder that predicts the next output symbol conditioned on the
full sequence of previous predictions.
A recent comparison of sequence-to-sequence models for
speech recognition [9] has shown that Listen, Attend and
Spell (LAS) [16], a typical attention-based approach, offered
improvements over other sequence-to-sequence models, and
attention-based encoder-decoder model performs considerably
well in mandarin speech recognition [17].
For Mandarin speech recognition, modeling units of acous-
tic model affect the performance significantly [18]. As we all
know, CDP is most commonly used as the acoustic modeling
units for speech recognition in mandarin [4]. In fact, there have
been several different kinds of modeling units for Mandarin
[19] such as phoneme, syllable and Chinese character. Com-
pared with CDP, it will be easier to use syllable or character
which does not need other prior model for alignment. Under
current end-to-end speech recognition framework, we can get
target output syllable sequence and character sequence directly
from training transcripts and lexicon. Especially, in the case of
using Chinese character models, we can get the desired results
directly without lexicon and language model.
In order to find a more suitable end-to-end system and
modeling unit in Mandarin speech recognition, we explore two
major end-to-end models: CTC model and attention based
encoder-decoder model. Meanwhile, We compare the perfor-
mance of three different scaled modeling units: context depen-
dent phoneme (CDP) , syllable with tone and Chinese character.
The rest of this paper is organized as follows. Section 2 in-
troduces the details of end-to-end speech recognition. Various
model units for end-to-end speech recognition in mandarin are
studied in Section 3. Section 4 describes the detail of the ex-
periments. Section 5 draws some conclusions and outlines our
future work.
2. End-to-End Speech Recognition
Recently, end-to-end speech recognition systems have become
increasingly popular and achieve encouraging performance in
mandarin.
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2.1. Connectionist Temporal Classification(CTC)
The CTC criterion was proposed by Graves et al. [5] as a
way of training end-to-end models without requiring a frame-
level alignment of the target labels for a training utterance. To
achieve this, an extra blank label denoted 〈b〉 is introduced to
map frames and labels to the same length, which can be inter-
preted as no target label. CTC computes the conditional prob-
ability by marginalizing all possible alignments and assuming
conditional independence between output predictions at differ-
ent time steps given aligned inputs.
Given a label sequence y corresponding to the utterance
x, where y is typically much shorter than the x in speech
recognition. Let β(y, x) be the set of all sequences consist-
ing of the labels in Y ∪ 〈b〉, which are of length |x| = T ,
and which are identical to y after first collapsing consecutive
repeated targets and then removing any blank symbols (e.g.,
A〈b〉AA〈b〉B → AAB). CTC model defines the probability
of the label sequence conditioned on the acoustics as Equation
1.
PCTC(y|x) =
∑
yˆ=β(y,x)
P (yˆ|x) =
∑
yˆ=β(y,x)
T∏
t=1
P (yˆt|x) (1)
With the conditional independent assumption, PCTC(yˆ|x)
can be decomposed into a product of posterior P (yˆt|x) in each
frame t. The conditional proability of the labels at each frame,
PCTC(yˆt|x), can be estimated using BLSTM, which we refer
to as the encoder. The model can be trained to maximize Equa-
tion 1 by using gradient descent, where the required gradients
can be computed using the forward-backward algorithm [5].
CTC models have a conditional independence assumption
on its outputs, wherein it will become difficult to model the in-
terdependencies between words. During the beam search pro-
cess, language model and word count are introduced. The beam
search process of CTC [20] is to find
argmaxy(log(PCTC(y|x)) + α log(PLM (y)) + βwordcount(y))
(2)
where a language model and word count are included, and α
and β are the weights of them respectively.
2.2. Attention based models
Chan et al. [16] proposed Listen, Attend and Spell (LAS), a
kind of neural network that learns to transcribe speech utter-
ances to characters. As an attention-based encoder-decoder net-
work, LAS is often used to deal with variable length input and
output sequences. Using the attention mechanism, the attention
model can align the input and output sequence.
As section 2.1 mentioned, the CTC assumes monotonic
alignment, and it explicitly marginalizes over alignments. And
because of the conditional independence assumption, the CTC
model can not explicitly learn co-articulation patterns, which
exist in speech commonly. Attention based models remove the
conditional independence assumption in the label sequence that
CTC requires, then the p(y|x) defines as Equation 3
PAttention(y|x) = P (y|h) =
T∏
t=1
P (yt|ct, y<t) (3)
where ct is the context at decoding time step t.
Figure 1: Schematic diagram of the attention-based encoder-
decoder network.
An attention-based model contains an encoder network and
an attention based decoder network. The encoder network maps
the input acoustics into a higher-level representation. The at-
tention based decoder network predicts the next output symbol
conditioned on the full sequence of previous predictions and
acoustics, which can be defined as P (yu|yu−1, · · · , y1, x). The
attention mechanism selects or weights the input frames to gen-
erate the next output label.
As shown in Figure 1, the attention-based encoder-decoder
network can be defined as:
h = Encoder(x) (4)
P (yu|x, y1:t−1) = AttentionDecoder(h, y1:t−1) (5)
where Encoder(·) can be long short-term memory(LSTM) or
bidirectional LSTM (BLSTM) and AttentionDecoder(·) can
be LSTM or gated recurrent unit(GRU).
The beam search process of attention is to find
argmaxy(log(PAtt(y|x))/|y|γ + βcov(α) + λ log(PLM (y)))
(6)
where γ is the length normalization hyperparameter. The cov-
erage term ”cov” encourages the model to attend over all en-
coder time steps, and stops rewarding repeated attendance over
the same time steps. The coverage term addresses both short as
well as infinitely long decoding.
3. Acoustic Modeling Units
In mandarin speech recognition, modeling units of acoustic
model affect the performance significantly. There have been
kinds of different acoustic representations for Mandarin in re-
cent years [18, 19, 21]. For example, There have been syllable
initial/final approach, syllable initial/final with tone approach,
syllable approach, syllable with tone approach, Chinese Char-
acter approach and preme/toneme approach [22]. In this study,
we select context dependent syllable initial/final with tone, syl-
lable with tone and Chinese Character as study object. Figure 2
shows an example of various modeling units.
3.1. Context Dependent Phoneme (CDP)
For CTC based end-to-end speech recognition in mandarin,
CDP is commonly used as the acoustic modeling unit. We usu-
Figure 2: An example of converting one Chinese utterance into
various modeling units.
ally use syllable initial/final with tone as phoneme, such as syl-
lable initial d and syllable final with tone a4, and the context
dependent phoneme is like sil-d+a4.
3.2. Syllable
A syllable with tone consists of a syllable initial and a syllable
finial with tone, such as da4. Chinese is naturally a syllabic
language and each basic language unit (Chinese character) can
be phonetically represented by a syllable [23]. Furthermore,
each Chinese syllable also has syllable Initial-Final structure.
According to the official released scheme for Chinese phonetic
alphabet, each syllable is regarded as the combination of these
aspects are very helpful for the design of acoustic models.
3.3. Character
Like English words, Chinese characters are the basic symbols
of the recording language. In most cases, in mandarin speech
recognition, our goal is to transcribe the speech sequence into
the Chinese Character sequence. Therefore, in the end-to-end
speech recognition framework, Chinese character is a perfect
modeling unit which can be decoded without language model
and lexicon.
There is no exact number of Chinese characters, the num-
ber is about one hundred thousand, and there are only a few
thousand characters in the daily use of Chinese characters. In
our work, We chose 4977 common Chinese characters and the
coverage is 99.92% on our datasets.
4. Experiments
Several experiments have been done to compare the perfor-
mance of three kinds of acoustic modeling units by the two
types of end-to-end methods. We find that both On the Didi-
Reading dataset and DidiCallcenter dataset the Character based
attention models achieve the best performance.
4.1. Data
We do all the experiments both on DidiCallcenter dataset and
DidiReading dataset, which are different not only on the the
data size but also the dialogue scene. The DidiCallcenter dataset
contains more than 2.2M utterances (about 2,800 hours), which
is a spontaneous style dataset. The DidiReading dataset con-
tains more than 16.2M utterances (about 12,000 hours), which
is a reading style dataset. There are also two test sets, which
are randomly extracted from the two datasets respectively. The
DidiCallcenter test set includes 2000 utterances and the Didi-
Reading test set includes 5000 utterances. 40 mel-scale filter-
banks coefficients computed every 10ms are used as input fea-
Table 1: Detailed composition of various labels
Models Modeling Units Composition of the label
CTC CDP DidiCallcenter: ∼ 12,100CDP
+ 1 BLANK〈b〉
DidiReading: ∼ 12,200CDP
+ 1 BLANK〈b〉
Syllable 1313 tonal syllable with tone
+ 1 BLANK〈b〉
Character 4977 Chinese character
+ 1 BLANK〈b〉
Attention Syllable 1313 tonal syllable with tone
+ 1 unknown token〈unk〉
+ 1 sentence start token〈sos〉
+ 1 sentence end token〈eos〉
Character 4977 Chinese characters
+ 1 unknown token〈unk〉
+ 1 sentence start token〈sos〉
+ 1 sentence end token〈eos〉
tures for both datasets. Global mean and variance normalization
is conducted for each dataset.
Table 1 shows the detailed information of the labels for var-
ious modeling units.
4.2. CTC models
In this work, CTC models are trained to predict CDP, syllable
and character as output targets, respectively.
4.2.1. Training
The network architecture of CTC is described in Figure 3,
which contains one convolutional-2D layer, two residual blocks
[24], four LSTM [25] layers and one full-connection layer.
Each residual block includes two convolutional-2D layers. Each
LSTM layer contains 1024 nodes and followed by layer nor-
malization. The parameters of CDP-CTC, Syllable-CTC and
Character-CTC model are about 86M, 30M, 46M, respectively.
During training stage, Adam [26] optimization method is used
and L2 weight decay is 1e-5, the learning rate is decayed from
1e-3 to 1e-6 during training.
4.2.2. Decoding
These models are decoded using external 4-gram Chinese word
language models. For DidiCallcenter task, the size of language
model is 40GB which contains 1.9G gram tokens, on the other
DidiReading task, we use a 55GB language model which con-
tains 2.7G gram tokens.
4.3. Attention models
In this work, attention models are trained to predict syllable and
Character as output targets, respectively.
4.3.1. Training
For syllable attention experiments, our models are LAS models
with 2 convolutional layers, followed by 4 bi-directional LSTM
layers with 256 LSTM units per-direction, interleaved with 3
time-pooling layers which resulted in an 8-fold reduction of the
input sequence length. The Decoder was a 1 layer LSTM with
256 LSTM units and output has 1316 labels. For Character ex-
Figure 3: The network architectures of CTC model.
periments, our LAS models has the same architecture as the
Syllable model, except that the output has 4980 labels. The syl-
lable attention model has about 8.79M parameters and character
attention model has about 12.54M parameters. During training
stage, schedule sampling and unigram label smoothing is ap-
plied as described in [7, 10, 11], Adam optimization method
with gradient clipping is used for optimization. We initialized
all the weights randomly from an isotropic Gaussian distribu-
tion with variance 0.1 and learning rate is decayed from 5e-4
to 5e-6 during training. All models are trained with the cross-
entropy criterion and are trained using TensorFlow [27].
4.3.2. Decoding
A left-to-right beam search over modeling unit sequences was
used during decoding. Beam search was stopped when the sen-
tence end token 〈eos〉 was emitted. We also integrated external
language models during decode stage and all the language mod-
els were trained with the training transcripts.
4.4. Results
We first conduct experiments on different modeling unit for
CTC model. From Table 2, we can find that all model-
ing units can achieve similar CER but syllable based CTC
model achieves the best performance both on the DidiCallcenter
dataset and DidiReading dataset. Meanwhile, because syllable-
based model has much less parameters than CDP-based model,
the time model needed to converge is much less and decoding
is much faster. Therefore, we believe that syllable is a more
suitable modeling unit for CTC model.
Then, we compare the results of attention-based models in
Table 3. By comparing the performance of the syllable attention
model and character attention model, it’s clear to see that the
performance of character-model is better than syllable-model.
We believe it’s because the language model we’re using isn’t
strong enough and the implicit RNN language model decoder
learned helps to boost the performance of character-model. At
the same time, we find external language model to be helpful
for both of our tasks. But DidiReading task benefits more from
Table 2: CER(%) of CTC-based method on various modeling
units (#Param is the number of model parameters)
Models #Param Callcenter Reading
CDP-CTC 86.05M 7.42 5.81
Syllable-CTC 30.04M 7.31 5.62
Character-CTC 46.10M 7.45 5.79
external language model, we think it’s because the DidiReading
task is a is domain-specific task which contains a lot of spe-
cial terms, and the external language model can help solve this
problem effectively.
Table 3: CER(%) of Attention-based method on various model-
ing units(#Param is the number of model parameters)
Models Units #Param Callcenter Reading
Attention Syllable 8.79M - -
+ LM Syllable 8.79M 6.34 5.78
Attention Character 12.54M 5.86 6.22
+ LM Character 12.54M 5.68 4.89
A comparison of the CTC models and attention models re-
veals some interesting conclusions. First, we note that the per-
formance of attention model is significantly better than CTC
model. On the DidiCallcenter task, the CTC model achieves a
best CER of 7.31%, by using the character attention model, we
improved the CER to 5.68%. In the same way, we improved the
CER from 5.62% to 4.89% on the DidiReading task. It is also
interesting to compare the structure of the two types of models,
our CTC models used un-directional LSTM and attention mod-
els used bi-directional LSTM, but the number of parameters in
CTC models is three times as much as attention models. In fu-
ture work, we hope to compare a bigger attention model and
bi-directional LSTM CTC model which has the same number
of parameter as attention model.
5. Conclusions
In this work, we studied the performance of various acous-
tic modeling units on different end-to-end models in Mandarin
speech recognition.
In experimental evaluations, we find that on CTC model,
syllable achieve the best CER on both DidiCallcenter dataset
and DidiReading dataset. Moreover, we find that all model-
ing units can achieve approximate CER in CTC model. On at-
tention model, however, we find that character model outper-
forms syllable model. Namely, Chinese character is a appropri-
ate modeling unit for acoustic modeling. Finally, we compare
two end-to-end models and find that attention model is much
better than CTC model in Mandarin speech recognition, even if
the size of the attention model is much smaller than CTC model.
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