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Resumen
Resumen
La selección de variables es un paradigma dentro del Aprendizaje Automático que trata de
elegir o seleccionar las variables más importantes o relevantes en un problema de reconocimien-
to de patrones. Hoy en día tiene especial interés debido a la aparición de problemas de alta
dimensionalidad, en los que puede haber variables que no aportan información útil o necesaria
al problema, pero, en cambio, aumentan el coste computacional y la dificultad de encontrar las
reglas o comportamientos subyacentes a los datos. En consecuencia, la literatura que examina,
propone y compara métodos de selección de variables, así como las métricas que éstos utilizan,
es muy extensa. Dentro de la literatura existente cobran especial importancia y popularidad
los métodos que intentan minimizar la redundancia entre variables a la vez que maximizan la
relevancia con la clase a predecir. Dentro de esta categoría se enmarcan algoritmos como el mi-
nimum Redundancy Maximum Relevance (mRMR) y Quadratic Programming Feature Selection
(QPFS).
El principal objetivo de este trabajo es analizar el uso de distintas medidas de similitud entre
variables aleatorias (i.e. métricas) en el algoritmo global de selección de variables QPFS. Las
medidas de similitud escogidas han probado ser eficaces en otros trabajos y son la Correlación
de Pearson, la Información Mutua, la Información Mutua Condicionada, la Distancia de Cova-
rianzas y la Distancia de Correlaciones. Este trabajo realiza una estimación de la complejidad
computacional que supone añadir el uso de estas medidas a QPFS y estudia el rendimiento en
términos de acierto en clasificación sobre distintos conjuntos de datos de la selección de variables
efectuada por QPFS cuando se utiliza Naive Bayes como clasificador. En este trabajo también
se propone un nuevo algoritmo, DQPFS (Diagonal Programming Quadratic Feature Selection),
para tratar de solucionar un problema de la implementación original de QPFS, que penaliza
a las variables más entrópicas cuando usa la Información Mutua como medida de información,
acción que puede desembocar en resultados subóptimos.
Para la realización de este TFG se ha utilizado Python como lenguaje de programación, así
como algunas de sus librerías (Scipy, Numpy, Pandas). Aplicar QPFS o DQPFS requiere resolver
un problema QP (Quadratic Programming), para lo que se ha empleado la librería CVXOPT.
Se han realizado pruebas exhaustivas variando los parámetros inherentes a QPFS y DQPFS y a
las distintas medidas de similitud.
La contribución de este TFG es un estudio de las medidas de similitud entre variables aleato-
rias más populares y de algunas que están ganando importancia en la literatura. Estas métricas
no se habían probado con anterioridad en un algoritmo global de selección de variables. Los
resultados obtenidos muestran un rendimiento positivo de las medidas de similitud propuestas,
en especial de la Información Mutua Condicionada.
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Abstract
Abstract
Feature Selection is a paradigm in the field of Machine Learning which aim is to choose
or select the most important features in a pattern recognition problem. Nowadays, interest in
feature selection methods is growing in popularity due to the appearance of high dimensional
problems, in which there may be not useful and nonrelevant features. Furthermore, this kind
of features increase the problem complexity and complicate the discovery of underlying rules
under the data. As a consequence, the literature that examines, suggests and compares feature
selection methods is extensive. Among the most popular methods are those that try to mi-
nimize redundancy between variables at the same time they maximize the relevance with the
class. Examples of algorithms in this category are minimum Redundancy Maximum Relevance
(mRMR) and Quadratic Programming Feature Selection (QPFS).
The main objective of this work is to analyse the use of different similarity measures bet-
ween random variables (i.e. metrics) applied in a global feature selection method, QPFS. The
similarity measures used in this work have proved to be efficient in other works and include
Pearson Correlation Coefficient, Mutual Information, Conditioned Mutual Information, Distan-
ce Covariance and Distance Correlation. An analysis of the computational complexity added
to QPFS because of the use of this similarity measurements is also carried out in this work.
Different datasets will be used in order to estimate the performance of a Naive Bayes classifier
in terms of classification accuracy when the QPFS algorithm with different metrics is applied
before the classifier. Due to the fact that the original implementation of QPFS penalizes entropic
features, leading to suboptimal solutions, this work also suggests an algorithm, named DQPFS
(Diagonal Quadratic Programming Feature Selection), to solve this problem. Exhaustive tests
varying inherent parameters of QPFS and DQPFS have also been carried out.
The programming language selected to implement this work is Python as well as some of its
packages (Numpy, Pandas, Scipy). Applying QPFS and DQPFS requires the optimization of a
QP problem (Quadratic Programming), which is solved by CVXOPT Python Package.
The main contribution and novelty of this TFG is a study of the most popular similarity
measures and those that are gaining popularity among literature applied to a global feature
selection algorithm. The results obtained in this work show that the proposed similarity measures
combined with QPFS provide competitive classification accuracies. It is especially remarkable
the good performance obtained by the Conditional Mutual Information.
Key words
Feature selection, redundant festure, relevant feature, irrelevant feature, Mutua Information,
Conditional Mutual Information, Pearson Correlation, Distance Covariance, Distance Correla-
tion, classification error, TFG, QP problem, QPFS.
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Introducción
1.1. Motivación del proyecto
El Aprendizaje Automático es un campo de la Inteligencia Artificial que trata de extraer pa-
trones y relaciones de un conjunto de datos sin necesidad de un conocimiento experto sobre ellos.
Este trabajo se centrará en los problemas de aprendizaje supervisado, los llamados problemas
de clasificación y regresión. Un problema de clasificación consta, básicamente, de un conjunto
de datos de entrenamiento, X, etiquetados. Estas etiquetas, C, se denominan clases y, en los
problemas que vamos a tratar, serán un conjunto discreto {c1, ..., cL}. Cada patrón de entre-
namiento o ejemplo x ∈ X está compuesto por un conjunto de M variables, que denotaremos
como Xi con i ∈ {1, ...,M}. Formalmente, un clasificador es una función,
φ : x ∈ X → y ∈ {c1, ..., cL} ,
que trata de asignar a cada x ∈ X una etiqueta cometiendo el menor error posible. El error
cometido por el clasificador se define como el número de ejemplos mal clasificados entre el total
N .
Resulta bastante obvio que una elección correcta de las variables que componen nuestros
datos de entrenamiento o conjunto de ejemplos es crucial para que el clasificador construido
funcione correctamente. Hay variables que pueden aportar poca información al problema, o
incluso impedir llegar a un clasificador óptimo. Así, siguiendo la notación empleada por A.C.
Pocock en [2], las variables pueden clasificarse como relevantes, redundantes e irrelevantes (ver
Figura 1.2). Las variables relevantes son las que aportan información al problema de clasificación,
y las irrelevantes son aquellas que no lo hacen o causan ruido. Las variables redundantes son
variables relevantes o irrelevantes que no aportan información nueva respecto a las variables
anteriores. Por ejemplo, podemos estar ante un problema con una variable que representa el
número de operaciones que un cliente hace en su cuenta bancaria, y otra variable que indique
si el cliente ha hecho más de 10 operaciones. Obviamente, si conocemos el valor de la primera
variable, también conoceremos el de la segunda, por lo que esta variable será redundante respecto
a la primera (esto no quiere decir que no sea una variable relevante).
Hoy en día el problema de distinguir entre sí las variables relevantes, redundantes e irrele-
vantes es todo un reto, pero también una necesidad. Por ejemplo, podemos encontrar conjuntos
1
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de datos genéticos con millares de variables, pero en los que quizá casi toda la información
está contenida en un determinado gen [3]. Llevar a cabo una selección de variables hace que el
problema de clasificación sea más escalable computacionalmente, y, en algunas ocasiones, pueda
resolverse de forma más precisa, evitando el sobreajuste. Además, permite extraer conclusiones
del conjunto de datos inicial y mejorar o simplificar la interpretabilidad del modelo final.
1.2. Métodos de selección de variables.
La literatura existente sobre la selección de variables es extensa. Puede encontrarse informa-
ción útil en [4, 5]. Principalmente, se distinguen tres tipos de métodos de selección de variables en
base a la interdependencia que exista entre el método de selección y el algoritmo de clasificación:
Métodos de filtro
Los métodos de filtro son algoritmos de selección de variables independientes del clasificador
utilizado. Se puede ver su esquema de funcionamiento en la Figura 1.1. Estos métodos asignan
una puntuación a cada variable según la información que aporta al problema, por lo que necesitan
una medida de información que les permita calcular cómo de relevante es una variable (es decir,
cuánta información comparte con la clase) y cómo de redundantes son dos variables (es decir,
cuánta información comparten entre sí). Se hará un repaso de algunas de estas medidas en la
sección 2. Estos métodos se eligen por su sencillez y mayor rapidez[5, 6]. Pueden distinguirse
dos subconjuntos dentro de estos métodos de selección:
Figura 1.1: Funcionamiento de un algoritmo de filtro de selección de variables.
Los algoritmos iterativos seleccionan en cada paso la variable más importante del proble-
ma dado el conjunto de variables previamente seleccionado. Este tipo de métodos puede
medir sólo la información que comparte una variable con la clase, en cuyo caso nos en-
contraremos ante los llamados métodos de filtro univariable como MIM [7]. Si el método
también tiene en cuenta la información sobre la redundancia de variables entonces nos
encontraremos ante un método de filtro multivarible como mRMR [8]. Se puede encon-
trar una revisión más detallada de estos métodos en el Capítulo 2. Los métodos de filtro
iterativos presentan, principalmente, dos inconvenientes:
• Puede ser que un conjunto de variables sea muy relevante para nuestro problema,
mientras que cada una de ellas, por separado, aporte poca información. Este tipo de
variables pueden escapar a estos algoritmos de selección.
• Algunas variables muy relevantes al principio pueden dejar de serlo en presencia de
otras, debido a la redundancia.
Los algoritmos de selección global de variables son algoritmos de un paso, es decir, tienen
en cuenta todas las variables del problema a la hora de asignar una puntuación a cada
variable. Ejemplos de este tipo de métodos son QPFS [1] o EQPFS [9]. Se puede encontrar
una revisión más detallada de estos métodos en el Capítulo 2.
2 CAPÍTULO 1. INTRODUCCIÓN
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Algunos ejemplos de casuística entre la relevancia y la redundancia de variables y situaciones
en las que los métodos de filtro iterativos pueden fallar se muestran en la Figura 1.2. Por
ejemplo, en la Figura 1.2a es irrelevante seleccionar X1 o X2, mientras que en la Figura 1.2b se
seleccionaría X2. Sin embargo, en la Figura 1.2c, aunque X1 parece ser más relevante que X2,
seleccionando ambas variables se conseguiría una clasificación perfecta. Por último, en la Figura
1.2d ambas variables parecen aportar poca información a priori, pero el problema es fácilmente
separable si usamos ambas variables.
(a) Dos variables relevantes y redundantes en-
tre sí.
(b) Una variable redundante (X2) y otra irre-
levante (X1).
(c) Las dos variables son relevantes, pero X1
parece aportar más información.
(d) Las dos variables son relevantes en igual
medida.
Figura 1.2: Ejemplos de problemas de clasificación bidimensionales de dos clases. Puntos rojos
y violetas reprensentan cada una de las clases.
Wrappers
Son métodos que utilizan un clasificador para puntuar variables de acuerdo a su poder de
clasificación [10]. Son métodos costosos, ya que requieren entrenar un clasificador constantemen-
te, ver Figura 1.3. Independiente del clasificador subyacente, la búsqueda de variables se puede
llevar a cabo añadiendo de forma iterativa las variables más relevantes (forward) o, partien-
do de un conjunto inicial S de variables, eliminar secuencialmente aquellas menos informativas
(backward).
Métodos embebidos
En este tipo de métodos la selección de variables se realiza en el proceso de entrenamiento.
Ver Figura 1.4. Se trata, por tanto, de clasificadores que hacen una selección de variables en
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su fase de entrenamiento. Algunos ejemplos son los árboles de decisión [11] o las máquinas de
vectores soporte [12].
Figura 1.3: Funcionamiento de un algoritmo wrapper de selección de variables.
Figura 1.4: Funcionamiento de un algoritmo de embebido de selección de variables.
1.3. Objetivos y enfoque
El principal objetivo de este trabajo es implementar QPFS [1], un algoritmo global de se-
lección de variables, con diferentes medidas de similitud entre variables para hacer un análisis
comparativo de su rendimiento en términos de acierto en clasificación para varios conjuntos de
datos. Además, se propone una solución para el problema de la entropia en la diagonal [9] de la
implementación original de QPFS, que se explicará con más detalle en la Sección 2.2.2.
Para este trabajo se ha usado Python como lenguaje de programación, así como algunas de
sus librerías. Además, se incorpora un análisis de la complejidad computacional de las medidas
de similitud entre variables propuestas en este trabajo.
1.4. Metodología y plan de trabajo
Esta memoria se divide en tres capítulos, además de este capítulo de introducción. El Capítulo
2 es un repaso del estado del arte en algoritmos de selección de variables, en especial QPFS y de
algunas medidas de similitud. El Capítulo 3 está dedicado a QPFS, al problema de la entropia
en la diagonal y al análisis teórico del coste computacional de las diferentes medidas de similitud
consideradas. El siguiente bloque, el Capítulo 4, da una breve explicación de los conjuntos de
datos empleados en los experimentos y muestra los resultados obtenidos. En él se describen las
pruebas realizadas y se comparan las medidas utilizadas en términos de error de clasificación y
coste computacional. En el último capítulo se resumen las conclusiones derivadas de este TFG
y se plantearán líneas de trabajo futuro.
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Selección de variables. Estado del arte
En este capítulo se pretende realizar una revisión del estado del arte de las medidas de simi-
litud entre variables aleatorias y de los métodos de filtro de selección de variables. En particular,
se hace una breve revisión de las medidas de similitud que se van a emplear en los Capítulos 3
y 4. Además, este capítulo contiene una revisión de los métodos de selección de variables más
utilizados, con más énfasis en QPFS [1], algoritmo en el que se centra el resto del trabajo.
2.1. Medidas de similitud
Una de las principales características de los métodos de filtro de selección de variables es que
requieren una medida que cuantifique cómo de redundantes o relevantes son las variables. Son
las llamadas medidas de información o similitud. Denotaremos la información que comparten
dos variables aleatorias, X1 y X2 como I(X1, X2). A continuación, se hace un breve repaso de
algunas de las medidas existentes.
2.1.1. Coeficiente de correlación de Pearson
El coeficiente de correlación de Pearson es la primera medida a elegir como I(X1, X2). A
pesar de los inconvenientes que presenta, ya que sólo es capaz de detectar dependencias lineales
entre pares de variables aleatorias, ha probado ser muy efectiva en algunos problemas de selección
de atributos, tal y como se muestra en [13, 14]. El Coeficiente de Correlación de Pearson entre
dos variables aleatorias, X1 y X2, se define como:
ρ(X1, X2) =
cov(X1, X2)√
var(X1)var(X2)
, (2.1)
donde cov(X1, X2) es la covarianza entre variables y var(Xj) es la varianza de la variable Xj ,
con j ∈ {1, 2}.
Dada una muestra de variables las aleatorias X1 y X2, el coeficiente de correlación muestral
se calcula como:
ρˆ(X1, X2) =
∑N
i=1(X
i
1 −X1)(Xi2 −X2)√∑N
i=1(X
i
1 −X1)
∑N
i=1(X
i
2 −X2)
, (2.2)
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donde N es el número de muestras, Xij es la muestra i-ésima de la variable Xj , y Xj denota la
media muestral de la variable Xj , con j ∈ {1, 2}.
Como se ha mencionado, el coeficiente de correlación de Pearson sólo es capaz de detectar
dependencias lineales entre variables. Un claro ejemplo de sus limitaciones es considerar dos
variables aleatorias, X1 y X2 tales que X1 = sen(X2), donde sen representa la función seno
(ver Figura 2.1a). Claramente, el valor de X2 depende del valor que toma X1. Sin embargo,
ρˆ(X1, X2) = −0.09581561.
(a) Función seno. Aunque las variables re-
presentadas en ambos ejes son dependien-
tes, su coeficiente de correlación es cer-
cano a cero (0.096).
(b) Dos variables redundantes para las que
la Correlación de Pearson es cercana a ce-
ro, pero no su Información Mutua.
Figura 2.1: Algunos ejemplos que comparan el alcance de la Correlación de Pearson y la Infor-
mación Mutua.
2.1.2. Entropía e Información Mutua
Estas medidas nacen de la necesidad de caracterizar la independencia entre variables aleato-
rias. Tratan de medir la incertidumbre de una variable aleatoria y la cantidad de incertidumbre
remanente cuando otra es conocida. Fueron propuestas por primera vez en [15] y han sido am-
pliamente utilizadas como medidas de similitud [2].
Entropía
La entropía de una variable aleatoria X mide la incertidumbre sobre un estado x de la
variable X. La entropía de X se define en términos de la función de probabilidad p(x) de los
estados de X de la siguiente manera:
H(X) = −
∑
x∈X
p(x) log p(x) . (2.3)
Valores altos de esta medida indican que hay mucha incertidumbre sobre la variable aleatoria
X. La entropía aumenta cuando aumenta el número de estados de X, que denotaremos como
|X|, haciéndose máxima cuando todos los estados x de X son equiprobables.
La base del logaritmo define la unidad en la que se mide la entropía. Comúnmente se usa
base 2 y se mide en bits, que es el estándar que se seguirá en este trabajo.
La entropía condicionada de la variable aleatoria X1 dada X2 mide, tal y como se muestra
en [2], la incertidumbre esperada de X1 cuando X2 es conocida. Se puede definir en términos de
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la probabilidad conjunta p(x1, x2) y la condicionada p(x1|x2) como:
H(X1|X2) =
∑
x2∈X2
p(x2)H(x1|X2 = x2)
= −
∑
x2∈X2
p(x2)
∑
x1∈X1
p(x1, x2) log p(x1|x2) .
(2.4)
La entropía condicionada también puede ser definida en función de la entropía conjuntaH(X1X2)
y de la entropía H(X2) como:
H(X1|X2) = H(X1X2)−H(X2) , (2.5)
y se puede acotar de la siguiente manera:
0 ≤ H(X1|X2) ≤ H(X1) . (2.6)
Información Mutua
Formalmente, la Información Mutua entre dos variables aleatorias X1 y X2 se define en
término de las funciones de probabilidad de X1 y X2 como:
MI(X1, X2) =
∫ ∫
p(x1, x2) log
p(x1, x2)
p(x1)p(x2)
dx1dx2 (2.7)
Teorema 2.1.1. Sean X1, X2 variables aleatorias. Entonces: MI(X1, X2) = 0 si y sólo si X1 y
X2 son independientes.
Demostración. Si X1 y X2 son independientes, entonces p(x1, x2) = p(x1)p(x2), y, por tanto,
log p(x1,x2)p(x1)p(x2) = log 1 = 0. Luego MI(X1, X2) = 0. La demostración en el otro sentido es más
compleja y puede consultarse en [16].
Para problemas discretos podemos simplificar la expresión de la Información Mutua,
MI(X1, X2) =
∑
x1∈X1
∑
x2∈X2
p(x1, x2) log
p(x1, x2)
p(x1)p(x2)
(2.8)
La figura 2.1b ilustra por qué puede resultar útil usar la Infomación Mutua en lugar de
la Correlación de Pearson para medir la redundancia entre variables. La imagen de la figura
corresponde a la función:
f(x) =
{
x3 si x es par
(−x)3 si x es impar ,
donde x puede tomar valores enteros en el intervalo [0, 25] (el problema debe ser discreto).
Definiendo la variable aleatoria Y = f(X), se tiene que MI(X,Y ) = 3.16673936174 > 0,
mientras que ρˆ(X,Y ) = 0.05960423 ' 0.
La Información Mutua es una medida simétrica; es decir, MI(X1, X2) = MI(X2, X1). Tam-
bién puede verse como una función de las entropías, tal y como se muestra en [2]. La Información
Mutua será una medida de cuánto se reduce la incertidumbre de X1 cuando se conoce X2. Así,
se obtienen las ecuaciones:
MI(X1, X2) = H(X1)−H(X1|X2)
= H(X2)−H(X2|X1)
= H(X1) +H(X2)−H(X1X2) .
(2.9)
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La Información Mutua Condicionada mide la dependencia entre dos variables cuando
el estado de una tercera es conocido. Puede escribirse como:
MI(X1, X2|X3) =
∑
x3∈X3
p(x3)MI(X1;X2|X3 = x3)
=
∑
x3∈X3
p(x3)
∑
x1∈X1
∑
x2∈X2
p(x1, x2|x3) log p(x1, x2|x3)
p(x1|x3)p(x2|x3) .
(2.10)
Aplicando la regla de la cadena, se obtiene que dadas tres variables aleatorias X1, X2 y X3,
se verifica que [2]:
MI(X1X2|X3) = MI(X1;X3) +MI(X2, X3|X1) (2.11)
2.1.3. Distancia de Covarianzas
Esta medida fue propuesta por primera vez en [17]. La distancia de covarianzas entre dos
variables aleatorias X1 ∈ Rp y X2 ∈ Rq es el valor no negativo definido como:
ν2(X1, X2) =
∫
Rp+q
|ϕX1,X2(x1, x2)− ϕX1(x1)ϕX2(x2)|2w(x1, x2)dx1dx2 , (2.12)
donde w(x1, x2) es una función de peso y ϕX1,X2 , ϕX1 y ϕX2 son las funciones característi-
cas de X1X2, X1 y X2 respectivamente. En [17] se elige como función de peso w(x1, x2) =
(cpcq|x1|1+pp |x2|1+qq )−1, donde cd = pi(1+d)/2Γ((1+d)/2) es la superficie de la semiesfera unidad en Rd+1 y
| · |d es la norma Euclídea en Rd.
Al igual que la Información Mutua, la Distancia de Covarianzas también caracteriza la in-
dependencia entre variables aleatorias.
Teorema 2.1.2. Sean X1, X2 variables aleatorias. Entonces: ν2(X1, X2) = 0 si y sólo si X1 y
X2 son independientes.
Demostración. SiX1 yX2 son independientes, entonces ϕX1,X2 = ϕX1ϕX2 . Por tanto, ν2(X1, X2) =
0. Para la demostración completa, ver [17].
La Distancia de Covarianzas ya se ha usado con resultados prometedores como medida de
información en algunos criterios de selección de variables avariciosos. Véase en [18] ejemplo con
mRMR, algoritmo que se describe más detalladamente en la Sección 2.2.1.
Estimador de la Distancia de Covarianzas
En este trabajo utilizaremos el estimador propuesto en [19]. Dadas las muestras de las va-
riables aleatorias X1 y X2, la distancia de covarianzas puede estimarse como:
ν2(X1, X2) =
1
N2
N∑
i,j=1
AˆijBˆij , (2.13)
donde N es el número de ejemplos, Aˆ y Bˆ son las matrices de distancias doblemente centradas
de X1 y X2 respectivamente. Es decir, dadas la matrices (aij) = |xi1 − xj1|d y (bij) = |xi2 − xi2|d,
donde | · |d es la norma Euclídea en Rd, la entrada ij de Aˆ es:
Aˆij = aij − ai· − a·j + a·· , (2.14)
donde ai· denota la media de la fila i de (aij), a·j denota la media de la columna j de (aij) y a··
es la media de todos los elementos de la matriz (aij). Estas definiciones son equivalentes para la
matriz Bˆ.
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2.1.4. Distancia de Correlaciones
La distancia de correlaciones [17] puede considerarse la estandarización de la distancia de
covarianzas. Se define como:
R2(X1, X2) =

ν2(X1,X2)√
ν2(X1)ν2(X2)
, si ν2(X1)ν2(X2) > 0
0, si ν2(X1)ν2(X2) ≤ 0
(2.15)
En [19] se muestran tres propiedades interesantes de R:
1. 0 ≤ R ≤ 1
2. Si R(X1, X2) = 1 entonces existen a ∈ Rq, b ∈ R y una matriz ortogonal R tal que
X2 = a+ bX1R.
3. R2(X1, X2) = 0 si y solo si X1 y X2 son independientes.
2.2. Métodos de selección de variables
En esta sección se pretende hacer un breve resumen de algunos de los métodos de selección
de variables existentes. Nos centraremos en los métodos basados en Información Mutua, una de
las medidas de información más populares entre todos los métodos de filtro [2, 5, 20].
Para aclarar la notación de esta sección supondremos que nuestro problema consta de N
ejemplos o patrones, cada uno de ellos reprentado como un vector de M + 1 coordenadas,
formadas por lasM variables y la variable objetivo o clase, C. La matriz de datos que contendrá
la información para el problema de clasificación seráX ∈ RN×(M+1). Cuando queramos referirnos
a la variable k-ésima de nuestro problema, escribiremos Xk. Si queremos referirnos al ejemplo
k-ésimo, escribiremos Xk. Supondremos que la clase C puede tomar L valores distintos, siendo
ci, con i = 1, ..., L, sus posibles valores.
2.2.1. Métodos iterativos basados en Información Mutua
En [2, 21] puede encontrarse un marco teórico de los métodos de selección de variables
iterativos o avariciosos basados en Información Mutua. A modo resumen, se incorpora la Tabla
2.1, mostrando las funciones objetivo de cada método, donde S es el conjunto de variables que
ya se han seleccionado en los pasos anteriores del algoritmo.
Existen numerosos métodos de selección de variable iterativos en la literatura, aunque todos
tienen algo en común: buscamos la variable Xi que, dado un conjunto de variables S previamente
seleccionado aporte información útil al problema (es decir, que no sea redundante con S y esté
altamente relacionada con la clase). Merece la pena destacar que, dada la función objetivo
MI(Xk, C|S) que trata de recoger las propiedades que se acaban de explicar, se puede probar
el siguiente teorema:
Teorema 2.2.1. Sea Xk una variable de un problema de clasificación, S un conjunto de variables
previamente seleccionado y C la clase objetivo. Entonces,
MI(Xk, C|S) = MI(Xk, C)−MI(Xk, S) +MI(Xk, S|C). (2.16)
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Método Función objetivo Ref.
MIM MI(C,Xi) [7]
MIFS MI(C,Xi)− β
∑
Xj∈SMI(Xi, Xj) [22]
mRMR MI(C,Xi)− 1|S|
∑
Xj∈SMI(Xi, Xj) [8]
maxMIFS MI(C,Xi)−maxXj∈S{MI(Xi, Xj)} [23]
CIFE MI(C,Xi)−
∑
Xj∈S(MI(Xi, Xj)−MI((Xi, Xj |C)) [24]
JMI MI(C,Xi)− 1|S|
∑
Xj∈S(MI(Xi, Xj)−MI((Xi, Xj |C)) [25]
CMIM MI(C,Xi)−maxXj∈S{MI(Xi, Xj)−MI(Xi, Xj |C)} [26]
JMIM MI(C,Xi)−maxXj∈S{MI(Xi, Xj)−MI(Xi, Xj |C)−MI(C,Xj)} [27]
ICAP MI(C,Xi)−
∑
Xj∈S ma´x{0, (MI(Xi, Xj)−MI((Xi, Xj |C))} [28]
Tabla 2.1: Métodos de selección de variables iterativos basados en Información Mutua. En la
columna Ref. se proporciona la referencia al artículo principal donde se presenta cada método.
Demostración. Dada la ecuacion 2.11 se tiene:
MI(XkC|S) = MI(Xk;C) +MI(Xk, S|C) (2.17)
y, por simetría:
MI(XkC|S) = MI(Xk;S) +MI(Xk, C|S) (2.18)
Basta igualar 2.17 y 2.18 para obtener 2.16.
Haciendo distintas asunciones sobre la independencia entre variables y con la clase, se puede
llegar a muchos de los métodos mostrados en la Tabla 2.1 desarrollando la ecuación 2.16. Para
más información, ver [20].
2.2.2. Métodos globales basados en Información Mutua
Esta sección presenta algunos de los métodos globales de selección de variables. Al igual que
en los métodos iterativos, la literatura se centra en métodos basados en Información Mutua.
En particular se presentará el algoritmo Quadratic Programming Feature Selection que trata
de resolver un problema de programación cuadrática (QP), minimizando una función objetivo
y devolviendo un ranking de las variables.
Problemas de programación cuadrática (QP)
Un problema de programación cuadrática o problema QP es un problema de optimización
matemática que tiene la siguiente forma:
mı´n
x∈RM
{1
2
xtQx− F tx}
sujeto a Gx  h
Ax = b ,
(2.19)
donde Q ∈ RM×M es una matriz cuadrada y simétrica de dimensión d, G ∈ Rk×M , h ∈ Rk,
A ∈ Rk×M y h ∈ Rk son las matrices que actúan como restricciones del problema y especifican
el conjunto factible F (i.e. el conjunto de posibles soluciones), F ∈ Rd es un vector de d compo-
nentes y  denota desigualdad elemento a elemento, es decir, la coordenada i-ésima de Gx debe
ser menor que la coordenada i-ésima de h.
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Para que el problema sea convexo y se garantice convergencia, la matrix Q debe ser semide-
finida positiva (ver Definición 3.1.4). No es objeto de estudio de este trabajo profundizar en los
métodos de resolución de un problema QP y se ha optado por utilizar el paquete CVXOPT de
Python [29].
Funciones objetivo y métodos existentes
Se muestra un breve resumen de los métodos globales de selección de variables, con sus
funciones objetivo y restricciones en la Tabla 2.2.
Método Función objetivo Parámetros Restricciones Ref.
QPFS mı´nx∈RM {12(1− α)xtQx− αF tx}
Qij = I(Xi, Xj)
Fi = I(Xi, C)
x  0∑M
i=1 |xi| = 1
α ∈ [0, 1]
[1]
EQPFS mı´nx∈RM {12αxt(Q−H)x− F tx}
Qij = MI(Xi, Xj)
Hij = MI(Xi, Xj |C)
Fi = MI(Xi, C)
x  0∑M
i=1 |xi| = 1
α ∈ [0, 1]
[9]
QIP ma´xx∈RM {xtQx} Qij = MI(Xi, Xj), j 6= iQij = MI(Xi, Xj), j = i
x  0
|x|d =
√
k
[9]
Tabla 2.2: Métodos de selección de variables globales basados en Información Mutua. En la
columna Ref. se proporciona la referencia al artículo principal donde se presenta cada método.
Quadratic Programming Feature Selecion. QPFS.
En esta sección se tratará con más detalle QPFS, el algoritmo en el que se centra el resto
del trabajo. QPFS nace como alternativa al algoritmo iterativo mRMR. A diferencia de mRMR,
QPFS es un algoritmo de selección de variables global y es capaz de reducir considerablemente
el coste temporal de mRMR trasladando el problema de optimización a un subespacio de menor
dimensión empleando para ello el método de Nyström de diagonalización de matrices [1]. En el
trabajo original se implementa QPFS y se compara su rendimiento en términos de acierto en
clasificación con otros métodos de selección de variables iterativos. Las medidas que se emplearon
en este trabajo se detallan a continuación:
Valor absoluto de la Correlación de Pearson. Para el algoritmo QPFS, se toma Q la
matriz del valor absoluto del Coeficiente de Correlación de Pearson entre las variables Xi y
Xj , es decir, (Qij) = |ρˆ(Xi, Xj)|. El vector F es el vector de relevancia con la clase, y por lo
tanto, Fi = |ρˆ(Xi, C)|. Para problemas multiclase, dado que la asignación de una etiqueta
arbitraria a una clase no implica una ordenación topológica de las mismas, a la hora de
calcular F se utiliza el denominado Coeficiente de Correlación Ponderado de Pearson [30].
Se define la dependencia entre la variable Xi y la variable objetivo C como,
ρˆ(Xi, C) =
L∑
j=1
p(C = cj)|ρˆ(Xi, C)| , (2.20)
donde Y es una variable que vale 1 si C = cj y 0 en otro caso.
Información Mutua. En este caso, se toma Q la matriz de Información Mutua entre Xi
y Xj , es decir (Qij) = MI(Xi, Xj). F es el vector de relevancia con la clase, y por lo tanto,
Fi = MI(Xi, C).
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Aproximación a un subespacio de menor dimensión. En problemas de alta dimensión es
muy probable que exista una alta dependencia entre las variables, haciendo difícil que la matriz
Q no sea singular. Además, aunque utilizando como medida de información la Correlación de
Pearson, Q resulte una matriz definida positiva, no ocurre lo mismo con su valor absoluto, la
Información Mutua o, en principio, con cualquier otra medida de información simétrica que desee
utilizarse para rellenar la matriz Q, violando el requisito de que Q sea semidefinida positiva en
un problema QP. En [1] estos problemas se resuelven trasladando y resolviendo el problema
en un subespacio convexo de menor dimensión. El esquema del funcionamiento del algoritmo
original se muestra en la figura 2.2.
Figura 2.2: Funcionamiento del algoritmo QPFS [1], donde Λ y U son las matrices de autovalores
y autovectores de Q respectivamente, es decir, Q = UΛU t. Λ˜ es la matriz formada por las k
primeras filas y columnas de Λ (autovalores positivos que garantizan una aproximación convexa
al problema), U˜ es una matriz M × k con los primeros k autovectores de Q y y = U˜ tx es un
vector en Rk.
En el artículo original se da una cota para el error cometido en la solución del problema QP
al realizar esta reducción del espacio.
El problema de la entropía en la diagonal. Como se muestra en [9], QPFS penaliza a
las variables por su autoredundancia en la matriz Q. Es fácil probar que Qii = MI(Xi, Xi) =
H(Xi), por lo que QPFS penaliza a las variables más entrópicas. Sin embargo, que una variable
tenga la entropía alta no quiere decir que no sea relevante en el problema de clasificación.
Desgracidamente, hacer Qii = 0 no es una opción, ya que se rompe el requisito de que Q sea
una matriz definida positiva. Este problema ya fue detectado en [9] y se da una posible solución
en el Capítulo 3.
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Modificación de QPFS
En este capítulo se aborda en detalle la modificación que se ha hecho de QPFS y se presentan
las las nuevas medidas de similitud que se usarán en los experimentos del Capítulo 4.
En primer lugar, con ánimo de dar una solución al problema de la entropía en la diagonal
citado en la Sección 2.2.2, se trata el tema de las matrices de diagonal dominante, dando
una definición, ejemplos y destacando algunas interesantes propiedades de estas matrices. A
continuación, se explica cómo se han introducido en el algoritmo de QPFS estos resultados y el
posible impacto en la clasificación final de las variables.
La última sección contiene la lista detallada de las medidas de similitud consideradas para
su inclusión en QPFS, así como un estudio teórico de la complejidad temporal de las mismas.
3.1. Matrices de diagonal dominante
A continuación se dan una serie de definiciones y resultados matemáticos que resultarán
útiles para la sección 3.2 del trabajo.
Definición 3.1.1. Una matriz cuadrada A = (aij) se dice matriz de diagonal dominante
por filas si, para cada fila de A, la magnitud de la entrada de la diagonal supera a la suma de
las magnitudes de los elementos del resto de la fila. Más formalmente:
|aii| ≥
∑
i 6=j
|aij | (3.1)
Por ejemplo, la matriz
 6 −2 31 5 3
−2 0 2
 es una matriz de diagonal dominante por filas.
Definición 3.1.2. Se dice que una matriz A = (aij) ∈ Cn×n es Hermitiana (o Hermítica)
si es igual a su propia traspuesta conjugada. Es decir, A = At.
Observación 3.1.3. Cualquier matriz real simétrica es hermítica, ya que si A es una matriz
real, entonces A = A.
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Definición 3.1.4. Se dice que una matriz cuadradra A ∈ Rn×n es definida positiva si ∀x ∈ Rn
se verifica que xtAx > 0 (esto es equivalente a que si λ es un autovalor de A, entonces λ > 0).
Se dice que A es semidefinida positiva si ∀x ∈ Rn se verifica que xtAx ≥ 0 (esto es
equivalente a que si λ es un autovalor de A, entonces λ ≥ 0).
Definición 3.1.5. Se dice que una matriz es no singular si su determinante es distinto de cero
(i.e. es invertible).
Teorema 3.1.6. Sea A ∈ Rn×n una matriz hermítica de diagonal dominante por filas. Entonces,
A es semidefinida positiva.
Demostración. La demostración del Teorema 3.1.6 puede verse en [31].
3.2. Modificación del algoritmo
Según lo mostrado en la Sección 2.2.2, QPFS genera un ranking de las variables según el
peso que es asignado a cada una de ellas al resolver el problema:
mı´n
x∈RM
{1
2
(1− α)xtQx− αF tx}
sujeto a x  0
M∑
i=1
|xi| = 1 ,
(3.2)
donde Qij = I(Xi, Xj), Fi = I(Xi, C), α ∈ [0, 1], e I una medida de información simétrica.
Solución al problema de la entropía en la diagonal. Como se discutió en la Sección
2.2.2, el algoritmo original de QPFS presenta algunos problemas cuando se usa la Información
Mutua como medida de Información entre variables aleatorias, penalizando a las más entrópicas
[9]. La solución que se propone es la siguiente modificación de la matriz Q:
Qij =
{
MI(Xi, Xj) si i 6= j
γ si i = j
, (3.3)
con γ ∈ R lo bastante grande para que Q sea una matriz diagonal dominante por filas y, por
lo tanto, semidefinida positiva. Es importante que γ permanezca constante en toda la diago-
nal, de forma que todas las variables sufran la misma penalización por la autoredundancia. De
esta manera se consigue eliminar la entropía de la diagonal sin violar la restricción de que Q
debe ser semidefinida positiva, garantizando que seguimos ante un problema convexo y se tenga
convergencia.
Debe destacarse que, aunque todas las variables sean penalizadas equitativamente, la intro-
ducción de este parámetro no nos lleva necesariamente a la misma ordenación de variables, ya
que:
mı´n
x∈RM
{1
2
(1− α)xt(Q+ γI)x− αF tx} = mı´n
x∈RM
{1
2
(1− α)xtQx+ xtγIx− αF tx}
= mı´n
x∈RM
{1
2
(1− α)xtQx+ γxtIx− αF tx}
= mı´n
x∈RM
{1
2
(1− α)xtQx+ γ||x||22 − αF tx} ,
(3.4)
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donde I denota la matriz identidad de orden M y ||x||22 es la Norma Euclídea del vector x.
Como se observa en la ecuación 3.4, al introducir el parámetro γ, se ha introducido un
término de penalización a la norma del vector x, ||x||22, que puede llevar a una ordenación
diferente de las variables.
Elección del parámetro γ. Una vez que se han calculado todas las entradas de la matriz Q
a excepción de los elementos de la diagonal, el cálculo de γ que se propone en este trabajo es el
siguiente:
γ = ma´x
i
{
M∑
j=1
j 6=i
|Qij |
}
, i ∈ {1, ...,M} . (3.5)
Cálculo del parámetro α. En la publicación original [1], los autores proponen una heurística
para el cálculo del parámetro α. La idea es, dado que algunas medidas de información no están
acotadas, equiparar el peso que tienenQ y F en el problema de optimización QP. Este α empírico,
αˆ, se calcula como:
αˆ =
q
q + f
, (3.6)
donde q y f son la media de los elementos de Q y F respectivamente. Es decir,
q =
1
M2
M∑
i=1
M∑
j=1
Qij , (3.7)
f =
1
M
M∑
i=1
Fi . (3.8)
En la nueva versión del algoritmo se ha decidido mantener este α empírico, con la excepción
de que, para calcular q, no se tendrán en cuenta los elementos de la diagonal. Es decir,
ˆˆα =
qˆ
qˆ + f
, (3.9)
donde f se mantiene como en la Ecuación 3.8 y
qˆ =
1
M2
M∑
i=1
M∑
j=1
Q˜ij , (3.10)
donde Q˜ij = Qij si j 6= i y 0 en otro caso.
Esto es porque, en algunas ocasiones, γ puede tomar valores muy elevados, lo que supone
q  f y, en consecuencia, α ' 1. Esto supone que el algoritmo de mucha importancia a la
relevancia (es decir, al vector F ) y apenas tenga en cuenta la redundancia entre variables (es
decir, ignore Q).
Algoritmo propuesto El pseudocódigo que incluye las modificaciones mencionadas de la
nueva implementación de QPFS, DQPFS (Diagonal Quadratic Programming Feature Selection),
se muestra en el Algoritmo 1. No está en el ámbito de este TFG realizar un estudio de los distintos
métodos de discretización de variables continuas dado que elegir el método de discretización
adecuado no es una tarea sencilla. El algoritmo de discretización elegido para los experimentos
de este TFG se detalla en el Capítulo 4.
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Algoritmo 1 Diagonal Quadratic Programming Feature Selection
Entrada: X, matriz de datos
y, etiquetas
α, parámetro
discr, bandera discretización
ddm, bandera matriz diagonal dominante
G, h, A, b, matrices con las restricciones de QPFS
Salida: weights, array con los pesos asignados a cada variable.
1: si discr es cierto entonces
2: discretizar(X)
3: fin si
4: Q , F = calcularInformacion(X, y)
5: si ddm es cierto entonces
6: convertirEnDiagonalDominante(Q)
7: fin si
8: si α es none entonces
9: α = calcularAlphaEmpirico(Q, F)
10: fin si
11: devolver resolverQP (αQ, (1− α)F, G, h, A, b)
3.3. Medidas de similitud propuestas
DQPFS admite cualquier medida de similitud entre variables siempre y cuando la matriz
Q sea simétrica. En este trabajo, se han probado como medidas de similitud el valor absoluto
de la correlación de Pearson (sección 2.2.2) y la Informacion Mutua (sección 2.1.2), que son
las medidas publicadas en el algoritmo original [1]. Además, se han añadido la Información
Mutua Condicionada (sección 3.3), la Distancia de Covarianzas (sección 2.1.3) y la Distancia
de Correlaciones (sección 2.1.4), dado que han demostrado buen rendimiento en otros algoritmos
de selección de variables [2, 18, 21].
Información Mutua Condicionada
A la hora de asignar un peso a la variable Xk en un problema de clasificación puede resultar
útil tener en cuenta el término MI(Xk, S|C). Este término ya se ha introducido en algunos
métodos de selección de variables iterativos [2, 24, 26, 27, 25, 28], y se puede establecer una
analogía para un algoritmo global de selección de variables. Para incluir este término se propone
la siguiente modificación de QPFS:
mı´n
x∈RM
{1
2
(1− α)xt(Q− βH)x− αF tx}
sujeto a x  0
M∑
i=1
|xi| = 1 ,
(3.11)
donde α y β son parámetros en el intervalo [0, 1], F es el vector de relavancia (similitud de cada
variable con con la clase), Q es la matriz de redundancias (similitud entre cada par de variables)
y H es la matriz de redundancia condicionada a la clase (similitud entre cada par de variables
condicionado a que conocemos el valor de la clase). Es decir,
Fi = MI(Xi, C) , (3.12)
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Qij = MI(Xi, Xj) , (3.13)
Hij = MI(Xi, Xj |C) . (3.14)
Tomando β = 0 recuperamos el algoritmo original QPFS con Información Mutua. Al igual
que en la formulación original de QPFS, tenemos dos opciones para rellenar la diagonal de las
matrices Q y H:
Si tomamos Qii = Hii = 0, entonces la matriz es indefinida y no se garantiza encontrar un
mínimo en la Ecuación 3.11.
Si tomamos Qii = H(Xi) y Hii = MI(Xi, Xi|C) = H(Xi|C), a excepción de β, aparece en
la diagonal el término H(Xi)−H(Xi|C) = MI(Xi, C). Es decir, se penaliza a las variables
por su relevancia con la clase, lo cual claramente no es deseable.
La solución es, al igual que en el apartado anterior, convertir a la matriz
(
Q− βH) en una
matriz de diagonal dominante por filas. Por lo tanto,
(
Q− βH)
ij
=
{
MI(Xi, Xj)− βMI(Xi, Xj |C) si i 6= j
γ si i = j
, (3.15)
donde γ es lo bastante grande para que
(
Q− βH) sea una matriz semidefinida positiva.
Distancia de Covarianzas
La medida mostrada en 2.1.3 tiene la ventaja de que también, al igual que la Información
Mutua, es capaz de detectar dependencias no lineales entre variables. Para el algoritmo QPFS
tomaremos la matriz Q como,
Qij = ν
2(Xi, Xj) , (3.16)
y el vector de relevancias, F , como,
Fi = ν
2(Xi, C) . (3.17)
Distancia de Correlaciones
La versión de QPFS con esta medida similitud tomaría la matriz Q como,
Qij = R2(Xi, Xj) , (3.18)
y el vector de relevancias, F , como,
Fi = R2(Xi, C) . (3.19)
No es objeto de este TFG estudiar si la Distancia de Covarianzas y la Distancia de Correla-
ciones generan una matriz Q definida positiva. Por lo tanto, se ha decidido convertir Q en una
matriz diagonal dominante por filas.
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3.4. Análisis de complejidad computacional
En esta sección se pretende hacer un análisis de la complejidad computacional de las medidas
de información descritas en el apartado anterior. A modo resumen se incorpora la Tabla 3.1.
No es objeto de este TFG hacer un análisis de la complejidad de QPFS contra otros métodos
de selección de variables, sino dar una comparativa de QPFS o DQPFS cuando se aplican
distintas medidas de similitud entre variables. En [1] se estima que el coste de QPFS, suponiendo
una medida de información con coste lineal en el número de patrones como la Correlación de
Pearson o la Información Mutua, es O(NM2) si N  M . En otro caso, el rendimiento es
O(M3), independientemente del número de ejemplos. Para las medidas de información utilizadas,
tenemos lo siguiente:
Información Mutua. El coste de calcular la Información Mutua de dos variables X1 y
X2 con N ejemplos depende de la cantidad de valores distintos que puedan tomar ambas
variables aleatorias. Si X1 y X2 pueden tomar n1 y n2 valores distintos respectivamente,
el coste de calcular la MI(X1, X2) será O(n1n2N). Fijando un método de discretización,
n1 y n2 serán fijos, y tendremos un coste O(N). Es decir, lineal en el número de ejemplos.
Información Mutua Condicionada. La complejidad de calcular la Información Mutua
Condicionada es similar a la de calcular la Información Mutua, aunque tenemos que iterar
en el número de clases distintas L que puede tomar la variable objetivo C. Por lo tanto,
el coste de calcular MI(X1, X2|C) será O(n1n2NL). Igual que en el caso anterior, fijando
n1 y n2, tendremos un coste O(LN).
Distancia de Covarianzas. Según lo visto en la sección 2.1.3 sobre el estimador de la
Distancia de Covarianzas, hay que calcular el doble centrado de las matrices de distancias
Aˆ y Bˆ. El coste de esta operación, si X1 y X2 tienen dimensión d, es O(dN2). En nuestro
caso, d = 1, y, por lo tanto, el coste es O(N2). Una vez se han calculado Aˆ y Bˆ, hay que
hacer la media de Aˆ ∗ Bˆ, donde ∗ denota la multiplicación elemento a elemento. El coste
de esta operación es O(N2). Por lo tanto, el coste de calcular la Distancia de Covarianzas
es cuadrático en el número de ejemplos, O(N2).
Distancia de Correlaciones. En el cálculo de la Distancia de Correlaciones de dos
variables, X1 y X2, intervienen la Distancia de Covarianzas de X1, X2 y X1X2. Por lo
tanto, el coste es O(N2).
Medida Coste Medida QPFS + Medida (N M) QPFS + Medida (N << M)
MI O(N) O(NM2) O(M3)
CMI O(LN) O(LNM2) O(M3)
DCOV O(N2) O(N2M2) O(M3)
DCOR O(N2) O(N2M2) O(M3)
Tabla 3.1: Complejidad temporal de distintas medidas de similitud entre variables y el coste de
QPFS con cada una de ellas. N representa el número de ejemplos, M el número de variables y
L el número de valores distintos que puede tomar la variable objetivo C (número de clases).
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4
Experimentos y Resultados
En este capítulo se compara empíricamente el algoritmo QPFS (Quadratic Programming
Feature Selection) con la modificación propuesta, DQPFS (Diagonal Quadratic Programming
Feature Selection), y las medidas de similitud explicadas en el Capítulo 3. En primer lugar se
abordan detalles de la implementación de los algoritmos, el método de discretización utilizado
para los atributos continuos en las medidas que así lo requieren (Información Mutua e Infor-
mación Mutua Condicionada), y el clasificador que se usará para evaluar los distintos conjuntos
de variables generados por los métodos de selección. En segundo lugar se hace un análisis del
coste computacional real de las medidas de información utilizadas, corroborando los resultados
teóricos de la Sección 3.4. En tercer lugar, se presenta y analiza un ejemplo sintético para
dar luz a la aportación que hacen las nuevas medidas de similitud al algoritmo original. En
la siguiente sección se da una explicación detallada de los conjuntos de datos del mundo real
que se usan en los experimentos y el método de evaluación utilizado. Finalmente, en la última
sección, se exponen y analizan los resultados obtenidos en términos de error de clasificación y
coste computacional.
4.1. Implementación
La totalidad del código se ha implementado usando Python como lenguaje de programación.
Las librerías utilizadas han sido las siguientes:
NUMPY [32] para la carga de los conjuntos de datos y distintas operaciones con matrices
(media, desviación típica, coeficiente de correlación), cálculo de autovalores y autovectores,
diagonalización, producto escalar y trasposición de matrices.
SCIKIT-LEARN [33] para la implementación de la Información Mutua y distintos clasifica-
dores. Como QPFS es un método de filtro (independiente del clasificador), por simplicidad,
se ha usado Naive-Bayes en los experimentos. Además, es un clasificador especialmen-
te interesante para probar métodos de selección de variables que intentan minimizar la
redundancia, ya que supone independencia entre variables.
CVXOPT [29] para la resolución de problemas QP.
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SCIPY [34] para calcular las matrices de distancias de la Distancia de Covarianzas y de
Correlaciones. También se han usado de este paquete PANDAS y MATPLOTLIB para el
almacenamiento y representación gráfica de resultados y ejemplos respectivamente.
Discretización de los datos Como vimos en la Sección 2.1.2, el cálculo de la Información
Mutua requiere estimar funciones de densidad. En el caso de variables continuas se ha decidido
usar la misma discretización que en el artículo original de QPFS [1] y discretizar las mismas
en tres segmentos, tal y como se muestra en la Figura 4.1. Dadas la desviación típica σ y la
media µ de una variable aleatoria continua Xi, suponiendo que los datos siguen una distribución
normal N (µ, σ), consideramos tres segmentos, a saber, (−∞, µ−σ), [µ−σ, µ+σ) y [µ+σ,∞).
Figura 4.1: Intervalos de discretización para el cálculo de la Información Mutua.
En el ejemplo de la Sección 4.2 se ha preferido discretizar el conjunto de datos con la
fórmula para dibujar histogramas de Doane [35]. Esto es porque la discretización propuesta en
la Figura 4.1 es no es suficientemente fina y, aunque ofrece resultados similares, no permite
llegar al nivel de detalle que se desea en este ejemplo. La discretización de Doane sirve tanto
para una distribución normal como para otras y establece el número de intervalos en los que se
van a discretizar los datos, k, como:
k = 1 + log2N + log2
(
1 +
|g1|
σg1
)
, (4.1)
donde g1 es el tercer momento o asimetría de los datos y
σg1 =
√
6(N − 2)
(N + 1)(N + 3)
. (4.2)
Después, se hacen k intervalos de la misma longitud.
4.2. Un ejemplo sintético
Este capítulo pretende dar un ejemplo del alcance de algunas de las medidas de similitud
propuestas en la Sección 3.3, en especial de la Información Mutua Condicionada. Se ha generado
un conjunto de datos deM = 3 variables y N = 500 ejemplos tal y como se muestra en la Figura
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4.2. En este conjunto, las variables X1 y X2 permiten una clasificación perfecta (ver Figura
4.3a). Sin embargo, la variable X3 puede parecer relevante, ya que los ejemplos morado están
ligeramente por debajo de los rojos si sólo se tiene en cuenta esta variable (ver Figuras 4.3b y
4.3c). Se incluyen las proyecciones de este conjunto sobre el espacio bidimensional formado por
cada posible par de variables en la Figura 4.3.
Figura 4.2: Conjunto de datos sintético. Puntos rojos y violetas reprensentan cada una de las
clases.
Los resultados obtenidos en los experimentos se muestran en la Tabla 4.1. La mayoría de las
medidas asignan mucho peso a la variable X3, ya que es la variable que más información compar-
te con la clase, independientemente de la medida utilizada. Sin embargo, X1 y X2 consiguen una
clasificación perfecta cuando actúan en conjunto y sólo el método DQPFS con la Información
Mutua Condicionada asigna más peso a estas variables que a X3. Esto se debe a que individual-
mente las variables son irrelevantes, ya que I(X1, C) ≈ I(X2, C) ≈ 0. Además, la redundancia
entre X1 y X2 es pequeña, ya que para valores pequeños de X1, X2 alcanza indistintamente
cualquier valor entre su máximo y su mínimo y viceversa. Sin embargo, MI(X1, X2|C) ≈ 1, lo
que hace que los pesos asignados a cada variable cambien. Como se observa en la Tabla 4.1,
el orden de variables proporcionado por DQPFS usando la Información Mutua Condicionada es
capaz de detectar la importancia del par (X1, X2) para clasificar los datos de las Figuras 4.2 y
4.3.
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(a) Proyección sobre el plano de X1 y X2. (b) Proyección sobre el plano de X1 y X3.
(c) Proyección sobre el plano de X2 y X3.
Figura 4.3: Proyecciones del conjunto mostrado en la Figura 4.2 sobre cada posible par de
variables.
Medida de similitud Clasificación Peso asignado Relevancia
QPFS + Correlación de Pearson
X3 0.693933 0.5511284
X1 0.178131 0.038631
X2 0.127936 0.004958
DQPFS + Correlación de Pearson
X3 1.000000e+00 0.551128
X1 2.413232e-09 0.038631
X2 1.949499e-09 0.004958
QPFS + Información Mutua
X3 0.459178 0.177301
X2 0.281704 0.004763
X1 0.259118 0.004841
DQPFS + Información Mutua
X3 0.652985 0.177301
X2 0.222240 0.004763
X1 0.124775 0.004841
DQPFS + Información Mutua Condicionada
X1 0.357073 0.004841
X2 0.356358 0.004763
X3 0.286569 0.177301
QPFS + Distancia de Covarianzas
X3 1.000000e+00 0.119350
X2 9.528938e-09 0.000039
X1 9.488954e-09 0.000158
QPFS + Distancia de Correlaciones
X3 1.000000e+00 0.301713
X1 1.369141e-08 0.001525
X2 1.361920e-08 0.000365
Tabla 4.1: Resultados de DQPFS y QPFS con distintas medidas de similitud en el conjunto de
datos de la Figura 4.2. Todos los experimentos se han hecho con α = 0.5, β = 1 y utilizando
la discretización de Doane. Se indica el orden de selección de las variables, el peso asignado al
resolver el problema QP y su relevancia (información que comparten con la clase).
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4.3. Conjuntos de datos utilizados en los experimentos
Los conjuntos de datos utilizados en este trabajo se muestran en la Tabla 4.2 junto con el
promedio del porcentaje de error sin realizar selección de variables utilizando como clasificador
Naive Bayes [14] y validación cruzada con 5 folds siguiendo el esquema de la Figura 4.4. En la
Sección 4.4 y en el Anexo A se repesentan las curvas de error en función del número de variables
con distintos valores de los parámetros α y β. Las pruebas se han hecho con α ∈ {0.25, 0.5, 0.75}
y el α empírico, ˆˆα, descrito en la Sección 3.2, y con β ∈ {0.25, 0.5, 0.75, 1}. De todos los conjuntos
utilizados que no disponían en la fuente original de descarga de un conjunto de test para realizar
las pruebas se ha extraído uno aleatoriamente que suponía un 20% del total de ejemplos N .
Figura 4.4: Esquema para la evaluación del rendimiento de los métodos de selección de variables
en conjuntos de datos que no tienen disponible un dataset de test.
A continuación se proporciona información descriptiva de los conjuntos de datos:
LUNG: conjunto de datos con muestras de tejido pulmonar clasificados en siete clases.
Este dataset está previamente normalizado y discretizado en tres intervalos. Puede encon-
trarse en http://home.penglab.com/proj/mRMR/#online.
DIGITS: conjunto de datos creado para la asignatura de Fundamentos de aprendizaje
automático en la Universidad Autónoma de Madrid, 2017. Contiene información sobre los
píxeles de imágenes con dígitos manuscritos del 0 al 9 y 10 clases.
WINE: conjunto de datos muy sencillo con resultados del análisis químico de vinos culti-
vados en la misma región de Italia, de tres cultivos diferentes. Puede encontrarse en el re-
positorio UCI Machine Learning, en https://archive.ics.uci.edu/ml/datasets/wine.
WDBC: conjunto de datos con información descriptiva de los núcleos de células en pre-
sencia y ausencia de cáncer de mama. Puede encontrarse en el repositorio UCI Machine
Learning, en https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+
(Diagnostic).
MUSK: conjunto de datos con información 92 móleculas de las cuales 47 son juzgadas
por un humano experto como musk. Puede encontrarse en el repositorio UCI Machine
Learning, en https://archive.ics.uci.edu/ml/datasets/Musk+%28Version+1%29.
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URBAN: conjunto de datos para clasificar una imagen aérea de alta definición en 9
tipos de territorio. Tiene un número bajo de ejemplos de entrenamiento para cada clase
(14-30) y una gran cantidad de variables (148), por lo que es un problema especialmente
interesante para aplicar selección de variables. Puede encontrarse en el repositorio UCI
Machine Learning, en https://archive.ics.uci.edu/ml/datasets/Urban+Land+Cover
y hay disponible un conjunto de entrenamiento y otro de test.
AUDIOLOGY: conjunto de datos multiclase previamente estandarizados. Está forma-
do por distintas características de pacientes y su correspondiente diagnóstico auditivo.
Pueden encontrarse en el repositorio UCI Machine Learning un conjunto de entrenamien-
to y otro de test, en https://http://archive.ics.uci.edu/ml/datasets/audiology+
(standardized).
Nombre Tipo de dato N M L Error Disponible test Referencias
LUNG Discreto 73 325 7 0.8257 NO [36]
DIGITS Continuo 940 209 10 0.4892 NO
WINE Continuo 178 13 3 0.9857 NO [37, 38]
WDBC Continuo 569 30 2 0.9296 NO [39, 40]
MUSK Entero 476 166 2 0.7052 NO [41]
URBAN Continuo 169 148 9 0.7923 SÍ [42]
AUDIOLOGY Discreto 226 69 24 0.6153 SÍ [43]
Tabla 4.2: Descripción de los conjuntos de datos utilizados en los experimentos. N representa
el número de ejemplos, M el número de variables y L el número de valores distintos que puede
tomar la variable objetivo C (número de clases). Se incluyen referencias a otros trabajos en los
que se han utilizado estos conjuntos de datos para la selección de variables o clasificación. La
columna Error es el error cometipo por Naive Bayes con todas las variables usando validación
cruzada y 5 folds.
4.4. Comparación de las medidas utilizadas
El principal objetivo de los experimentos realizados es probar el rendimiento de las distintas
medidas de similitud propuestas con el algoritmo DQPFS. Como objetivo secundario se tiene la
comparación de QPFS y DQPFS utilizando la Información Mutua y la Correlación de Pearson.
Por simplicidad, se ha preferido incorporar para cada conjunto de datos una gráfica que compara
el rendimiento de aplicar QPFS y DQPFS con las distintas medidas de similitud con los mejores α
y β seleccionados en cada caso. Pueden encontrarse los resultados completos para cada conjunto
de datos en el Anexo A.
Conjunto de datos MUSK.
La Figura 4.5 presenta el porcentaje promedio de acierto en clasificación (Naive Bayes) para
el problema MUSK en función del tamaño del subconjunto de variables seleccionado por cada
método y las distintas medidas de similitud. Si se desea ver los resultados completos, que incluyen
las variaciones de α y β, consúltense en el Anexo A. En la Tabla 4.3 se muestra la tasa de
acierto alcanzado por Naive Bayes en el conjunto de test y variando el porcentaje de variables
seleccionadas.
Para este conjunto de datos todos los métodos y medidas de similitud cosiguen mejorar la
clasificación realizada por Naive Bayes con todas las variables en casi un 10%, a excepción
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de la Distancia de Covarianzas. En todos los casos también se consigue mejorar el acierto en
clasificación aplicando los métodos propuestos en el conjunto de test. Las medidas que consiguen
alcanzar el 80% de acierto son la Información Mutua Condicionada, la Distancia de Correlaciones
y la Información Mutua, pero todas ellas son mejores que la selección aleatoria de variables. La
elección de β = 0.75 indica que es mejor tener en cuenta la redundancia entre variables dada
la clase. Además, la Información Mutua Condicionada es el método que mejor funciona a partir
de 40 variables seleccionadas. Todas las medidas consiguen igualar o superar el error base del
conjunto de test seleccionando el 25% del total de variables (166). Tanto el error en validación
como en test son muy cercanos, lo que hace suponer que no hay overfitting en el conjunto de
entrenamiento.
Figura 4.5: Acierto en clasificación para el conjunto MUSK en función del número de variables
seleccionadas y utilizando α y β con el mejor rendimiento en el conjunto de entrenamiento.
Método Parámetros 5% 10% 25% 50% 100%
DQPFS + CMI α = ˆˆα, β = 0.75 0.688 0.771 0.771 0.802 0.750
DQPFS + DCOR α = ˆˆα, β = NP 0.604 0.677 0.802 0.812 0.750
DQPFS + DCOV α = ˆˆα, β = NP 0.656 0.667 0.740 0.823 0.750
DQPFS + MI α = 0.75, β = NP 0.688 0.771 0.792 0.802 0.750
DQPFS + PEARSON α = ˆˆα, β = NP 0.604 0.740 0.812 0.802 0.750
QPFS + MI α = 0.75, β = NP 0.719 0.740 0.771 0.781 0.750
QPFS + PEARSON α = 0.5, β = NP 0.667 0.740 0.771 0.802 0.750
Tabla 4.3: Acierto en clasificación en el conjunto de test para el conjunto de datos MUSK, donde
las columnas de la forma K % indican el procentaje seleccionado sobre el total de variables M ,
α = ˆˆα indica el uso del α empírico, y β = NP indica que no procede el uso del parámetro β en
la medida de similitud.
Conjunto de datos DIGITS.
La Figura 4.6 presenta el porcentaje promedio de acierto en clasificación (Naive Bayes) para
el problema DIGITS en función del tamaño del subconjunto de variables seleccionado por cada
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método y las distintas medidas de similitud. Si se desea ver los resultados completos, que incluyen
las variaciones de α y β, consúltense en el Anexo A. En la Tabla 4.4 se muestra la tasa de
acierto alcanzado por Naive Bayes en el conjunto de test y variando el porcentaje de variables
seleccionadas.
En este conjunto todos los métodos de selección superan, cuando se escogen menos de 100
variables, a la selección aleatoria de variables. A partir de 100 variables la Distancia de Cova-
rianzas comienza a tener peores resultados, llegando incluso a estar por debajo de la selección
aleatoria de variables. Tanto QPFS y DQPFS con la Correlación de Pearson, la Información Mu-
tua y la Información Mutua Condicionada consiguen mejorar la tasa de acierto del clasificador
con todas las variables hasta llegar cerca del 80% de acierto. Tienen tasas peores las Distancias
de Covarianzas y Correlaciones. En el conjunto de test, que partía de un acierto base del 60.1%
correspondiente de clasificar con todas las variables, se alcanza el máximo acierto del 77.01%
seleccionando un 25% de las variables del total de 190.
Figura 4.6: Acierto en clasificación para el conjunto DIGITS en función del número de variables
seleccionadas y utilizando α y β con el mejor rendimiento en el conjunto de entrenamiento.
Método Parámetros 5% 10% 25% 50% 100%
DQPFS + CMI α = 0.25, β = 0.25 0.665 0.734 0.771 0.644 0.601
DQPFS + DCOR α = ˆˆα, β = NP 0.574 0.622 0.713 0.580 0.601
DQPFS + DCOV α = ˆˆα, β = NP 0.574 0.644 0.691 0.564 0.601
DQPFS + MI α = 0.25, β = NP 0.654 0.734 0.766 0.601 0.601
DQPFS + PEARSON α = 0.75, β = NP 0.633 0.734 0.771 0.697 0.601
QPFS + MI α = 0.25, β = NP 0.707 0.723 0.771 0.596 0.601
QPFS + PEARSON α = ˆˆα, β = NP 0.628 0.771 0.707 0.660 0.601
Tabla 4.4: Acierto en clasificación en el conjunto de test para el conjunto de datos DIGITS, donde
las columnas de la forma K % indican el procentaje seleccionado sobre el total de variables M ,
α = ˆˆα indica el uso del α empírico, y β = NP indica que no procede el uso del parámetro β en
la medida de similitud.
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Conjunto de datos LUNG.
La Figura 4.7 presenta el porcentaje promedio de acierto en clasificación (Naive Bayes) para
el problema LUNG en función del tamaño del subconjunto de variables seleccionado por cada
método y las distintas medidas de similitud. En la Tabla 4.5 está la tasa de acierto alcanzado
por Naive Bayes en el conjunto de test y variando el porcentaje de variables seleccionadas.
En este conjunto, aunque la mayoría de los métodos son mejores que la selección aleatoria,
se observa que seleccionar variables aleatoriamente mejora la clasificación rápidamente, lo que
nos hace pensar que casi todas las variables del problema son relevantes y aportan información
útil. El método que mejor tasa de acierto consigue, superando el 90% para unas 100 variables
es DQPFS con la Información Mutua Condicionada. El valor óptimo de β = 1 para DQPFS con
la Información Mutua Condicionada confirma que es útil tener en cuenta la redundancia entre
variables dada la clase. En el conjunto de test todos los métodos y medidas consiguen alcanzar
el error base seleccionando el 50% de las variables.
Figura 4.7: Acierto en clasificación para el conjunto LUNG en función del número de variables
seleccionadas y utilizando α y β con el mejor rendimiento en el conjunto de entrenamiento.
Método Parámetros 5% 10% 25% 50% 100%
DQPFS + CMI α = ˆˆα, β = 1 0.600 0.867 0.867 0.933 0.933
DQPFS + DCOR α = 0.25, β = NP 0.800 0.800 0.867 0.933 0.933
DQPFS + DCOV α = ˆˆα, β = NP 0.667 0.867 0.800 0.933 0.933
DQPFS + MI α = ˆˆα, β = NP 0.667 0.867 0.933 0.933 0.933
DQPFS + PEARSON α = ˆˆα, β = NP 0.733 0.867 0.867 0.933 0.933
QPFS + MI α = 0.25, β = NP 0.933 1.000 1.000 0.933 0.933
QPFS + PEARSON α = 0.25, β = NP 0.733 0.933 0.933 0.933 0.933
Tabla 4.5: Acierto en clasificación en el conjunto de test para el conjunto de datos LUNG, donde
las columnas de la forma K % indican el procentaje seleccionado sobre el total de variables M ,
α = ˆˆα indica el uso del α empírico, y β = NP indica que no procede el uso del parámetro β en
la medida de similitud.
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Conjunto de datos WDBC.
La Figura 4.8 presenta el porcentaje promedio de acierto en clasificación (Naive Bayes) para
el problema WDBC en función del tamaño del subconjunto de variables seleccionado por cada
método y las distintas medidas de similitud. Si se desea ver los resultados completos, que incluyen
las variaciones de α y β, pueden verse en el Anexo A. En la Tabla 4.6 se muestra la tasa de
acierto alcanzado por Naive Bayes en el conjunto de test y variando el porcentaje de variables
seleccionadas.
Los resultados en este conjunto de datos son similares para todos los métodos y medidas.
Todos consiguen mejorar a la selección aleatoria de variables, pero no se puede elegir un ganador.
El método con la menor mejora respecto al acierto base es DQPFS con la Correlación de Pearson.
En el conjunto de test, que partía con un acierto inicial al usar todas las variables del 97.4%,
ningún método de selección consigue mejorar al clasificar con todas las variables, pero todos
consiguen tasas similares seleccionando solo el 25% de las variables.
Figura 4.8: Acierto en clasificación para el conjunto WDBC en función del número de variables
seleccionadas y utilizando α y β con el mejor rendimiento en el conjunto de entrenamiento.
Método Parámetros 5% 10% 25% 50% 100%
DQPFS + CMI α = ˆˆα, β = 0.75 0.921 0.912 0.930 0.965 0.974
DQPFS + DCOR α = ˆˆα, β = NP 0.921 0.965 0.974 0.974 0.974
DQPFS + DCOV α = ˆˆα, β = NP 0.947 0.886 0.939 0.947 0.974
DQPFS + MI α = ˆˆα, β = NP 0.921 0.904 0.947 0.965 0.974
DQPFS + PEARSON α = 0.75, β = NP 0.921 0.965 0.974 0.974 0.974
QPFS + MI α = ˆˆα, β = NP 0.921 0.921 0.956 0.965 0.974
QPFS + PEARSON α = ˆˆα, β = NP 0.921 0.956 0.956 0.974 0.974
Tabla 4.6: Acierto en clasificación en el conjunto de test para el conjunto de datos WDBC, donde
las columnas de la forma K % indican el procentaje seleccionado sobre el total de variables M ,
α = ˆˆα indica el uso del α empírico, y β = NP indica que no procede el uso del parámetro β en
la medida de similitud.
28 CAPÍTULO 4. EXPERIMENTOS Y RESULTADOS
Medidas de similitud para un algoritmo global de selección de variables
Conjunto de datos WINE.
La Figura 4.9 presenta el porcentaje promedio de acierto en clasificación (Naive Bayes) para
el problema WINE en función del tamaño del subconjunto de variables seleccionado por cada
método y las distintas medidas de similitud. Los resultados completos, que incluyen las varia-
ciones de α y β, se encuentran en el Anexo A. En la Tabla 4.7 se muestra el acierto alcanzado
por Naive Bayes en el conjunto de test y variando el porcentaje de variables seleccionadas.
En este sencillo conjunto de datos todos los métodos de selección consiguen superar a la
selección aleatoria de variables y obtienen un rendimiento muy similar entre sí, a excepción de
DQPFS con la Distancia de Covarianzas, que consigue un rendimiento bastante inferior al resto
de medidas. Ocurre lo mismo en el conjunto de test, donde todos los métodos consiguen igualar
el error en clasificación con todas las variables utilizando sólo un 50% de las mismas, excepto la
Distancia de Covarianzas.
Figura 4.9: Acierto en clasificación para el conjunto WINE en función del número de variables
seleccionadas y utilizando α y β con el mejor rendimiento en el conjunto de entrenamiento.
Método Parámetros 10% 25% 50% 100%
DQPFS + CMI α = 0.75, β = 0.25 0.722 0.861 0.917 0.917
DQPFS + DCOR α = ˆˆα, β = NP 0.667 0.889 0.917 0.917
DQPFS + DCOV α = 0.75, β = NP 0.667 0.611 0.861 0.917
DQPFS + MI α = 0.25, β = NP 0.611 0.806 0.917 0.917
DQPFS + PEARSON α = 0.75, β = NP 0.667 0.806 0.917 0.917
QPFS + MI α = ˆˆα, β = NP 0.722 0.889 0.917 0.917
QPFS + PEARSON α = ˆˆα, β = NP 0.667 0.806 0.917 0.917
Tabla 4.7: Acierto en clasificación en el conjunto de test para el conjunto de datos WINE, donde
las columnas de la forma K % indican el procentaje seleccionado sobre el total de variables M ,
α = ˆˆα indica el uso del α empírico, y β = NP indica que no procede el uso del parámetro β en
la medida de similitud.
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Conjunto de datos AUDIOLOGY.
La Figura 4.10 presenta el porcentaje promedio de acierto en clasificación (Naive Bayes) para
el problema AUDIOLOGY en función del tamaño del subconjunto de variables seleccionado por
cada método y las distintas medidas de similitud. Los resultados completos, que incluyen las
variaciones de α y β, pueden verse en el Anexo A. En la Tabla 4.8 se muestra la tasa de
acierto alcanzado por Naive Bayes en el conjunto de test y variando el porcentaje de variables
seleccionadas.
En este conjunto de datos el método que mejores resultados ha obtenido es DQPFS con la
Información Mutua y eligiendo el parámetro α heurístico, por lo que es un buen ejemplo para
observar que no siempre conviene penalizar a las variables más entrópicas. Es el único método
que, seleccionando variables, consigue que Naive Bayes alcance el 60% de acierto en clasificación.
También es el método que mejor rendimiento consigue en el conjunto de test al seleccionar el
50% de las variables, junto a DQPFS con la Información Mutua Condicionada.
Figura 4.10: Acierto en clasificación para el conjunto AUDIOLOGY en función del número de
variables seleccionadas y utilizando α y β con el mejor rendimiento en el conjunto de entrena-
miento.
Método Parámetros 5% 10% 25% 50% 100%
DQPFS + CMI α = ˆˆα, β = 0.25 0.423 0.577 0.577 0.654 0.615
DQPFS + DCOR α = 0.5, β = NP 0.423 0.462 0.654 0.615 0.615
DQPFS + DCOV α = 0.5, β = NP 0.423 0.654 0.500 0.615 0.615
DQPFS + MI α = ˆˆα, β = NP 0.423 0.500 0.692 0.654 0.615
DQPFS + PEARSON α = ˆˆα, β = NP 0.538 0.538 0.615 0.577 0.615
QPFS + MI α = 0.25, β = NP 0.423 0.462 0.577 0.615 0.615
QPFS + PEARSON α = 0.75, β = NP 0.423 0.538 0.615 0.615 0.615
Tabla 4.8: Acierto en clasificación en el conjunto de test para el conjunto de datos AUDIOLOGY,
donde las columnas de la formaK % indican el procentaje seleccionado sobre el total de variables
M , α = ˆˆα indica el uso del α empírico, y β = NP indica que no procede el uso del parámetro
β en la medida de similitud.
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Conjunto de datos URBAN.
La Figura 4.11 presenta el porcentaje promedio de acierto en clasificación (Naive Bayes)
para el problema URBAN en función del tamaño del subconjunto de variables seleccionado por
cada método y las distintas medidas de similitud. Los resultados completos, que incluyen las
variaciones de α y β, se encuentran en el Anexo A. En la Tabla 4.9 se muestra la tasa de
acierto alcanzado por Naive Bayes en el conjunto de test y variando el porcentaje de variables
seleccionadas.
En este conjunto se obtienen resultados similares (o incluso mejores) al entrenar el clasi-
ficador con una selección aleatoria de las variables que al aplicar un método de selección. Los
métodos que consiguen una mejora significativa con respecto a la selección aleatoria, incluso lige-
ramente superiores al acierto base, son QPFS (seleccionando aproximadamente 10 variables) con
la Información Mutua y la Correlación de Pearson y DQPFS (seleccionando aproximadamente
20 variables) con la Información Mutua Condicionada.
Figura 4.11: Acierto en clasificación para el conjunto URBAN en función del número de variables
seleccionadas y utilizando α y β con el mejor rendimiento en el conjunto de entrenamiento.
Método Parámetros 5% 10% 25% 50% 100%
DQPFS + CMI α = ˆˆα, β = 0.25 0.706 0.710 0.755 0.793 0.767
DQPFS + DCOR α = ˆˆα, β = NP 0.521 0.564 0.738 0.748 0.767
DQPFS + DCOV α = ˆˆα, β = NP 0.422 0.641 0.667 0.700 0.767
DQPFS + MI α = ˆˆα, β = NP 0.706 0.728 0.755 0.757 0.767
DQPFS + PEARSON α = 0.5, β = NP 0.521 0.694 0.724 0.769 0.767
QPFS + MI α = ˆˆα, β = NP 0.751 0.761 0.781 0.791 0.767
QPFS + PEARSON α = ˆˆα, β = NP 0.767 0.795 0.789 0.801 0.767
Tabla 4.9: Acierto en clasificación en el conjunto de test para el conjunto de datos URBAN, donde
las columnas de la forma K % indican el procentaje seleccionado sobre el total de variables M ,
α = ˆˆα indica el uso del α empírico, y β = NP indica que no procede el uso del parámetro β en
la medida de similitud.
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4.5. Complejidad temporal de las medidas de información
En la Sección 3.4 se hizo un análisis teórico del coste computacional del cálculo de las
distintas medidas de información entre variables aleatorias que se introducen en este trabajo.
Para corroborar estos resultados, se han hecho algunos experimentos con ejemplos sintéticos.
En las Figuras 4.12 y 4.13 se muestran los tiempos de ejecución del cálculo de la Distancia de
Covarianzas y de Correlaciones, la Información Mutua y la Información Mutua Condicionada
para dos variables aleatorias donde N representa el número de muestras. Para cada N fijo y
cada medida de similitud se han realizado 10 ejecuciones y se ha obtenido la media del tiempo
de cálculo en cada una de estas configuraciones. Para la Información Mutua Condicionada se
ha realizado el análisis del coste computacional considerando una tercera variable aleatoria que
puede tomar dos valores distintos para simular la clase (sería un ejemplo con L = 2).
Figura 4.12: Tiempos medios de ejecución en segundos en 10 iteraciones del cálculo de la Dis-
tancia de Covarianzas y Correlaciones variando el número de muestras de un conjunto de datos
sintético.
Como resultado, para la Distancia de Covarianzas y de Correlaciones se observa un ren-
dimiento cuadrático en el número de ejemplos (Figura 4.12) y un rendimiento lineal para las
medidas basadas en Información Mutua (Figura 4.13), tal y como se analizó teóricamente en la
Sección 3.4. Existe una implementación más rápida de la Distancia de Covarianzas y la Distan-
cia de Correlaciones que se desarrolló en el Grupo de Aprendizaje Automático de la Universidad
Autónoma de Madrid y basada en [44]. Por motivos de tiempo no ha podido incluirse en este
análisis.
En la Figura 4.14 se muestra un experimento variando el número de clases distintas del
conjunto de datos sintético. El procedimiento seguido es el siguiente: para un número de muestras
fijo N = 600 se ha variado entre 1 y 50 el número de posibles clases distintas. Esto se consigue
variando el número de valores distintos que puede tomar la variable que simula a la clase en
el cálculo de la Información Mutua Condicionada y generando otras dos variables aleatorias
de 600 muestras. El aumento del número de clases no afecta a las Distancias de Covarianzas
y Correlaciones ni a la Información Mutua, ya que su cálculo es independiente del número de
clases distintas que tenga el problema. En el caso de la Información Mutua Condicionada, el
tiempo de ejecución crece linealmente respecto al número de clases posibles, como ya se mostró
en la Sección 3.4.
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Figura 4.13: Tiempos medios de ejecución en segundos en 10 iteraciones del cálculo de la In-
formación Mutua y la Información Mutua Condicionada variando el número de muestras de un
ejemplo sintético.
Por último, en la Figura 4.15 se muestran los tiempos de ejecución de las distintas medidas
de información variando, de nuevo, el número de ejemplos N . Esta vez hacemos N variar en un
intervalo más pequeño, siendo N = 250 el número máximo de muestras que vamos a cosiderar.
En este caso, la variable aleatoria que simula a la clase puede tomar 2 valores distintos. La
finalidad de este experimento es mostrar que, si bien el coste teórico de ejecución de la Distancia
de Covarianzas y Correlaciones es cuadrático respecto al número de ejemplos, y, por lo tanto,
según crece el número de ejemplos aumenta mucho más rápido que el de la Información Mutua o
la Información Mutua Condicionada (cuyo rendimiento es lineal respecto a N), para un número
pequeño de variables resultan más rápidas las dos primeras medidas. Esto se debe a que en el caso
de la Información Mutua y la Información Mutua Condicionada aparece una cota inferior en el
tiempo de ejecución que no aparece en el caso de las Distancias de Covarianzas y Correlaciones.
Esta cota puede aparecer por cuestiones internas de las librerías utilizadas o el tiempo empleado
en la discretización de los datos y no es objeto de este TFG.
En la Figura 4.16 se ha representado el coste computacional promedio en 5 iteraciones de
los algoritmos QPFS y DQPFS en los conjuntos de datos del mundo real que se han utilizado en
los experimentos de la Sección 4.4 y se describen en la Tabla 4.2. Se observa que, en ocasiones,
el tiempo de ejecución de realizar la selección de variables usando la Distancia de Covarianzas
y Correlaciones es menor que al usar la Información Mutua, tal y como se había comprobado
anteriormente.
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Figura 4.14: Tiempos de ejecución en segundos 10 iteraciones del cálculo de la Información Mu-
tua, la Información Mutua Condicionada y la Distancia de Covarianzas y Correlaciones variando
el número de clases distintas de un conjunto de datos sintético.
Figura 4.15: Tiempos medios de ejecución en segundos 10 iteraciones del cálculo de Informa-
ción Mutua, la Información Mutua Condicionada y la Distancia de Covarianzas y Correlaciones
variando el número de muestras de un conjunto de datos sintético.
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(a) MUSK (b) DIGITS
(c) WINE (d) LUNG
(e) URBAN (f) AUDIOLOGY
(g) WDBC
Figura 4.16: Tiempos medios de ejecución del algoritmo de selección de variables en 5 iteraciones.
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Conclusiones y trabajo futuro
5.1. Conclusiones
El objetivo de este TFG era analizar el rendimiento de distintas medidas de similitud entre
variables alatorias aplicadas a un método global de selección de variables. Realizar el trabajo ha
llevado un gran esfuerzo de lectura y comprensión del paradigma de selección de variables, los
métodos existentes y las distintas medidas de similitud previamente empleadas en la literatura.
El desarrollo se ha hecho en tres etapdas diferentes. Primero, una etapa de adquisición de los
conocimientos necesarios para la comprensión del objetivo del TFG. Una segunda etapa de
programación, centrada en la implementación y prueba de QPFS, DQPFS y las medidas de
similitud así como las pruebas posteriores para verificar su correcto funcionamiento. Por último,
la fase de realización de experimentos, en la que se eligieron los conjuntos de datos a utilizar para
el posterior análisis de los resultados. Todo el proyecto se ha realizado en Python, incluyendo la
representación de resultados.
La mayoría de las medidas de similitud propuestas en este trabajo han tenido un rendimiento
positivo al aplicarse a un método global de selección de variables, consiguiendo mejorar el acierto
en clasificación alcanzado por el clasificador Naive Bayes usando todas las variables o alcanzando
la misma tasa de acierto con menos variables y, por tanto, simplificando el problema y el coste
de entrenar un clasificador. No obstante, en algunas ocasiones, realizar una simple selección
aleatoria de variables puede conseguir buenos resultados (ver Figuras A.3 y A.7) y, en otros
casos, algunas de las medidas no consiguen resultados demasiado prometedores (ver Figura A.2).
Merece la pena destacar que en muchos de los conjuntos de datos, para cada método, se ha
conseguido el mejor rendimiento utilizando el parámetro α empírico explicado en la Sección 3.2,
lo que indica que esta elección de α es acertada y consigue equiparar los pesos que tienen la
redundancia entre variables y la relevancia en los problemas de selección de variables.
A pesar del éxito conseguido por la Distancia de Covarianzas y la Distancia de Correlaciones
en algunos métodos de selección de variables iterativos como mRMR [18], estas métricas no
han conseguido superar al rendimiento que consigue QPFS en su implementación original [1]
en casi ninguno de los conjuntos de datos utilizados en los experimentos de este TFG, siendo,
además, medidas más costosas de calcular que la Información Mutua y la Correlación de Pearson.
En el Anexo A se puede ver que la Distancia de Covarianzas funciona, en algunas ocasiones,
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notablemente peor que una selección aleatoria de las variables en algunos de los conjuntos de
datos propuestos. Por otro lado, la Distancia de Correlaciones sí consigue superar a la selección
aleatoria de variables (ver Figuras A.2, A.4). Esto se debe a que la Distancia de Correlaciones
es una medida acotada entre 0 y 1, pero la Distancia de Covarianzas puede tomar valores
arbitrariamente grandes. Esto crea un desequilibrio entre las maginitudes de la matriz Q y el
vector F que sólo consigue solucionarse con el uso del α empírico, ˆˆα.
Por otra parte, el uso las variables seleccionadas al aplicar DQPFS con la Información Mutua
Condicionada sí ha supuesto una mejora en el acierto en clasificación de algunos de los conjuntos
de datos (MUSK, LUNG y el ejemplo sintético de la Sección 4.2) respecto a aplicar QPFS o
DQPFS con la Información Mutua o la Correlación de Pearson. Aplicar DQPFS con esta medida
de similitud tiene el inconveniente de la aparición del parámetro β, y, por tanto, su elección
o estimación. Además, es ligeramente más costoso que DQPFS con la Información Mutua o
la Correlación de Pearson, ya que el coste computacional del cálculo de la Información Mutua
Condicionada, aunque es lineal en el número de patrones, también aumenta linealmente respecto
al número de clases distintas. En cualquier caso, el uso de esta medida de información resulta
bastante prometedor, pudiendo aliviarse el coste computacional con el uso de aproximaciones
como el Método de Nyström, que ya se utilizó en la implementación original de QPFS [1].
La introdución de la constante γ en la diagonal de la matriz Q, si bien ha demostrado una
mejora del acierto en clasificación en algunos de los conjuntos de datos empleados (por ejemplo,
en AUDIOLOGY), no ha supuesto grandes mejoras respecto a la implementación original de
QPFS. En cualquier caso, tiene la ventaja de que garantiza estar ante un problema convexo
en el espacio original de las variables y resuelve el problema de QPFS planteado en [9], donde
se prueba que el uso original de la entropia en la diagonal de Q puede dirigir a soluciones
subóptimas. Por todo ello, se recomienda el uso del algoritmo DQPFS.
Durante el transcurso de este Trabajo de Fin de Grado se ha puesto en práctica gran parte del
conocimiento adquirido durante la carrera, tanto en el Grado en Matemáticas como en el Grado
en Ingeniería Informática. Para la parte de implementación, una de las asignaturas que más ha
influido es Fundamentos de Aprendizaje Automático, cuyas prácticas se realizaron en Python, el
mismo lenguaje en el que se ha desarrollado este trabajo. Además, ha resultado útil el material
desarrollado durante las práticas de esta asignatura para leer y procesar conjuntos de datos, así
como para la representación final de los resultados. En lo referente al Grado en Matemáticas, a
parte del conocimiento necesario de Estadística para entender y analizar las medidas de similitud,
también resulta útil Investigación Operativa a la hora de resolver problemas de optimización.
Los conocimientos adquiridos en la asignatura de Algebra Lineal, que trata las propiedades
básicas de las matrices, sus autovalores y sus autovectores, también han sido clave en para la
correcta comprensión del trabajo. Además, dada que toda la información de este TFG procedía
de artículos científicos, el estar acostumbrado a este tipo de lectura ha sido de gran ayuda.
5.2. Trabajo futuro
El algoritmo de selección de variables DQPFS y las medidas de similitud empleadas dejan
abiertas algunas líneas de investigación para sucesivas mejoras o aplicaciones a distintos campos
del aprendizaje automático. A continuación se describen brevemente algunas de las principales
direcciones en las que puede ir orientada la investigación basada en los conceptos desarrollados
y resultados obtenidos a lo largo de este TFG.
Discretización de los datos. Elegir un método de discretización de las variables continuas
para el cálculo de la Información Mutua y la Información Mutua condicionada no es una tarea
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trivial. Este trabajo se ha centrado en la discretización en tres intervalos marcados por la media
y la desviación típica de la variable, tal y como se propone en el algoritmo original de QPFS [1].
No obstante, utilizar otros métodos de discretización puede tener un gran impacto en el ranking
final generado por el algoritmo de selección, tal y como se muestra en la Sección 4.2. Un trabajo
futuro sería probar DQPFS con la Información Mutua Condicionada y la Información Mutua
con otros métodos de discretización, como la discretización de Doane, explicada en la Sección
4.1.
Implementación de una librería. El algoritmo QPFS original está implementado en C
y en Matlab y puede descargar de https://sites.google.com/site/irenerodriguezlujan/
documents/qpfs. No obstante, no hay una librería implementada en Python. Un trabajo futuro
es adaptar el código producido en este TFG para ajustarse a los estándares de SCIKIT-LEARN,
la librería más utilizada de Aprendizaje Automático en Python, y publicarlo para su uso.
Pruebas con más clasificadores. Aunque Naive Bayes resulta un clasificador muy atractivo
a la hora de probar métodos de selección de variables que buscan minimizar la redundancia
(mRMR, QPFS) ya que parte de la hipótesis de que las variables del problema son independientes
entre sí, podría resultar interesante probar todos los métodos y las medidas propuestas sobre
otro clasificador, como, por ejemplo Máquinas de Vectores Soporte [14].
Selección de los hiperparámetros. Tanto QPFS como DQPFS requieren definir los pa-
rámetros α y β. En este trabajo, la búsquda de los parámetros α y β adecuados se ha hecho
mediante búsqueda en rejilla, por lo que no se puede garantizar que los parámetros elegidos
sean óptimos. Se deja abierto como trabajo futuro el estudio de métodos que permitan elegir
inteligentemente estos parámetros.
Método de Nyström. Por restricciones de tiempo, no ha sido posible implementar QPFS y
DQPFS con el método de Nyström [1]. El método de Nyström permite calcular los autovalores y
autovectores de Q resolviendo un problema de diagonalización en un espacio de menor dimensión
a partir un submuestreo de las filas de la matriz del término cuadrático, lo que supone un descenso
vertiginoso en el tiempo de ejecución que resulta muy conveniente debido al coste computacional
del cálculo de la mayoría de las medidas de información entre variables aleatorias. Resultaría
interesante realizar pruebas para comparar el redimiento de DQPFS y las medidas de similitud
empleadas en este trabajo utilizando esta aproximación.
Determinar el número óptimo de variables. Uno de los principales problemas de los
métodos de filtro de selección de variables es que no tienen una forma propia de discriminar qué
cantidad de variables tiene el conjunto final con el que vamos a entrenar a nuestro clasificador.
Tanto QPFS como DQPFS tienden a asignar un peso arbitrariamente cercano a cero a algunas
de las variables del problema, lo que indicaría que no son relevantes. Una línea abierta de
investigación es comprobar si este comportamiento sigue algún tipo de patrón para evitar el uso
de un clasificador a la hora de seleccionar el número óptimo de variables.
Probar otros conjuntos de datos. En el artículo original [1] se muestra que QPFS obtiene
muy buenos resultados en conjuntos de datos genéticos, que se componen de un número muy
elevado de variables pero de pocos ejemplos (N << M). Por motivos de coste computacional y
escasez de recursos, no se han podido llevar a cabo experimentos en conjuntos de este tipo, a
excepción del conjunto LUNG, que no resultaba especialmente interesante porque que la selección
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aleatoria ya tenía un rendimiento muy elevado. Por tanto, el análisis del rendimiento de DQPFS
y las medidas de similitud implementadas en este TFG sobre conjuntos de datos genéticos es
otra línea de trabajo futuro.
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Glosario de acrónimos
TFG: Trabajo de Fin de Grado
DCOR: Distancia de Correlaciones
DCOV: Distancia de Covarianzas
QP: Quadratic Programming - Programación cuadrática
MI: Información Mutua
CMI: Información Mutua Condicionada
PEARSON: Coeficiente de Correlación de Pearson
QPFS: Quadratic Programming Feature Selection
DQPFS: Diagonal Quadratic Programming Feature Selection
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A
Promedio de aciertos
En este anexo se muestra el porcentaje promedio de acierto en clasificación usando Naive
Bayes en función del número de variables y variando el valor de los parámetros para los conjuntos
de datos mostrados en la Sección 4.3. Las pruebas se han realizado con α ∈ {0.25, 0.5, 0.75, ˆˆα},
donde ˆˆα representa el uso del α empírico detallado en la Sección 3.2, y β ∈ {0.25, 0.5, 0.75, 1}.
En todas las figuras de este Anexo, la notación alpha(emp) representa el uso del parámetro ˆˆα.
47
Medidas de similitud para un algoritmo global de selección de variables
(a) QPFS e Información Mutua. (b) DQPFS e Información Mutua.
(c) DQPFS e Información Mutua Condiciona-
da.
(d) DQPFS y Distancia de Covarianzas.
(e) DQPFS y Distancia de Correlaciones. (f) DQPFS y Correlación de Pearson.
(g) QPFS y Correlación de Pearson.
Figura A.1: Acierto en clasificación para el conjunto de datos MUSK para los algoritmos de
selección de variables QPFS y DQPFS y distintas medidas de similitud.
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(a) QPFS e Información Mutua. (b) DQPFS e Información Mutua.
(c) DQPFS e Información Mutua Condiciona-
da.
(d) DQPFS y Distancia de Covarianzas.
(e) DQPFS y Distancia de Correlaciones. (f) DQPFS y Correlación de Pearson.
(g) QPFS y Correlación de Pearson.
Figura A.2: Acierto en clasificación para el conjunto de datos DIGITS para los algoritmos de
selección de variables QPFS y DQPFS y distintas medidas de similitud.
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(a) QPFS e Información Mutua. (b) DQPFS e Información Mutua.
(c) DQPFS e Información Mutua Condiciona-
da.
(d) DQPFS y Distancia de Covarianzas.
(e) DQPFS y Distancia de Correlaciones. (f) DQPFS y Correlación de Pearson.
(g) QPFS y Correlación de Pearson.
Figura A.3: Acierto en clasificación para el conjunto de datos LUNG para los algoritmos de
selección de variables QPFS y DQPFS y distintas medidas de similitud.
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Medidas de similitud para un algoritmo global de selección de variables
(a) QPFS e Información Mutua. (b) DQPFS e Información Mutua.
(c) DQPFS e Información Mutua Condiciona-
da.
(d) DQPFS y Distancia de Covarianzas.
(e) DQPFS y Distancia de Correlaciones. (f) DQPFS y Correlación de Pearson.
(g) QPFS y Correlación de Pearson.
Figura A.4: Acierto en clasificación para el conjunto de datos WDBC para los algoritmos de
selección de variables QPFS y DQPFS y distintas medidas de similitud.
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Medidas de similitud para un algoritmo global de selección de variables
(a) QPFS e Información Mutua. (b) DQPFS e Información Mutua.
(c) DQPFS e Información Mutua Condiciona-
da.
(d) DQPFS y Distancia de Covarianzas.
(e) DQPFS y Distancia de Correlaciones. (f) DQPFS y Correlación de Pearson.
(g) QPFS y Correlación de Pearson.
Figura A.5: Acierto en clasificación para el conjunto de datos WINE para los algoritmos de
selección de variables QPFS y DQPFS y distintas medidas de similitud.
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Medidas de similitud para un algoritmo global de selección de variables
(a) QPFS e Información Mutua. (b) DQPFS e Información Mutua.
(c) DQPFS e Información Mutua Condiciona-
da.
(d) DQPFS y Distancia de Covarianzas.
(e) DQPFS y Distancia de Correlaciones. (f) DQPFS y Correlación de Pearson.
(g) QPFS y Correlación de Pearson.
Figura A.6: Acierto en clasificación para el conjunto de datos AUDIOLOGY para los algoritmos
de selección de variables QPFS y DQPFS y distintas medidas de similitud.
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Medidas de similitud para un algoritmo global de selección de variables
(a) QPFS e Información Mutua. (b) DQPFS e Información Mutua.
(c) DQPFS e Información Mutua Condiciona-
da.
(d) DQPFS y Distancia de Covarianzas.
(e) DQPFS y Distancia de Correlaciones. (f) DQPFS y Correlación de Pearson.
(g) QPFS y Correlación de Pearson.
Figura A.7: Acierto en clasificación para el conjunto de datos URBAN para los algoritmos de
selección de variables QPFS y DQPFS y distintas medidas de similitud.
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