We present two algorithms for Bayesian optimization in the batch feedback setting, based on Gaussian process upper confidence bound and Thompson sampling approaches, along with frequentist regret guarantees and numerical results.
using only rewards obtained till round S(t), along with actions (naturally) known to the algorithm until round t − 1. We assume that t − S(t) ≤ M for a known constant M ≥ 1, i.e., rewards are available as batches of variable lengths upto M . For example: (a) if S(t) = M (t − 1)/M , then rewards are available as batches of length M and it is denoted as the simple batch setting and (b) if S(t) = max{t − M, 0}, then the rewards are delayed by M time periods and it is denoted as the simple delay setting. An important special case is when M = 1 or equivalently, S(t) = t − 1. Then all the rewards till round t − 1 are available, and this represents the standard strictly sequential setting.
Regret. A natural goal of a sequential algorithm is to maximize its cumulative reward T t=1 f (x t ) over a time horizon T or equivalently minimize its cumulative regret R T = T t=1 (f (x ) − f (x t )), where x ∈ argmax x∈D f (x) is a maximum point of f (assuming the maximum is attained; not necessarily unique). A sublinear growth of R T in T signifies that the time-average regret R T /T → 0 as T → ∞. Regularity assumptions. Attaining sub-linear regret is impossible in general for arbitrary reward functions f , and thus some regularity assumptions are in order. In what follows, we assume that f has small norm in the reproducing Kernel Hilbert space (RKHS), denoted as H k (D), of real valued functions on D, with positive semi-definite kernel function k : D × D → R. We assume a known bound on the RKHS norm of f , i.e., f k ≤ B. Moreover, we assume bounded variance by restricting k(x, x) ≤ 1, for all x ∈ D. Some common kernels, such as the Squared Exponential (SE) kernel and the Matérn kernel, satisfy this property.
Algorithms
Representing uncertainty of f via Gaussian processes. We model f as a sample from a Gaussian process prior GP D (0, k), and assume that the noise variables ε t ∼ N (0, λ) are i.i.d. Gaussian. By standard properties of GPs [13] , conditioned on the history of observations H t := {(x s , y s )} t s=1 , the posterior over f is also a Gaussian process, GP D (µ t , k t ), with mean function µ t (x) :
Here Y t := [y 1 , . . . , y t ] T denotes the vector of rewards observed at the set
x)] T denotes the vector of kernel evaluations between x and elements of the set A t and K t := [k(u, v)] u,v∈At denotes the kernel matrix computed at A t . Representing the posterior GP with delayed feedback. In the batch (equivalently delayed) feedback setup, the only available rewards at the start of round t are y 1 , . . . , y S(t) ; however, all the previous decisions x 1 , . . . , x t−1 are available. This suggests 'hallucinating' the missing rewards y S(t)+1 , . . . , y t−1 , an idea first proposed by Desautels et al. [6] , using the most recently updated posterior mean µ S(t) , i.e., setting y s = µ S(t) (x s ) for all s = S(t) + 1, S(t) + 2, . . . , t − 1. By doing this, observe via, say, the iterative GP update equations (1) and (2) [3] , that the mean of the posterior including the hallucinated observations remains precisely µ S(t) , but the posterior covariance decreases to k t−1 .
Therefore, a natural approach towards batch Bayesian optimization is to use a decision rule that sequentially chooses actions using all the information that is available so far, i.e., a rule that uses the most recently updated posterior mean µ S(t) and posterior kernel k t−1 to choose action x t at round t. Improved GP-Batch UCB (IGP-BUCB) algorithm. IGP-BUCB (Algorithm 1), at each round t, chooses the action
The key quantity ξ M bounds the information we gain about f from the hallucinated observations (there are at most M − 1 of them at every round) conditioned on the actual observations, in the sense that for the bias created by the hallucinated data Y S(t)+1:t−1 , in the attempt to aggressively shrink the confidence interval and reduce exploration. Note: While Desautels et al. [6] propose the GP-BUCB algorithm, which also uses the same template as IGP-BUCB, we are able to reduce the width of the confidence interval and provably improve upon regret (Section 4).
Update σ t using (2) . if S(t) < S(t + 1) then for s = S(t) + 1, . . . ,
Update µ s using (1) . end for end if end for GP-Batch Thompson Sampling (GP-BTS) algorithm. Thompson sampling is a randomized strategy, and at every round chooses the action according to the posterior probability that it is optimal. At every round t, GP-BTS (Algorithm 2) (a) samples a random function f t from the posterior Gaussian process
Here again, v t plays a role similar to that of β t as in IGP-BUCB, i.e., promoting exploration and compensating for the bias of hallucination.
Remark. One particular choice for ξ M is e 2γ M −1 [6] , and γ t (or an upper bound on it) can be computed given the kernel [14] ; e.g., for the Squared Exponential (SE) kernel, γ t = O (ln t) d and for the Matérn kernel with smoothness parameter ν,
Regret Bounds for IGP-BUCB and GP-BTS
Though our algorithms rely on GP priors, the setting under which they are analyzed is agnostic, i.e., under a fixed (non-random) but unknown reward function. This is arguably more challenging [14] than traditional Bayesian regret (expected regret under a random reward function from the known GP prior) analysis. Theorem 1 (Regret bound for IGP-BUCB) Let D ⊂ R d , f be a member of the RKHS H k (D), with f k ≤ B and the noise sequence {ε t } t≥1 be conditionally R-sub-Gaussian. Then, for any 0 < δ ≤ 1, IGP-BUCB enjoys, with probability at least 1 − δ, the regret bound
Desautels et al. [6] show that GP-
high probability. Hence, we obtain a O(ln 3/2 T ) multiplicative factor improvement in the final regret bound; our numerical experiments reflect this improvement.
Theorem 2 (Regret bound for GP-BTS) Let D ⊂ R d be compact and convex, f be a member of the RKHS H k (D), with f k ≤ B and the noise sequence {ε t } t≥1 be conditionally R-sub-Gaussian. Then, for any 0 < δ ≤ 1, GP-BTS enjoys, with probability at least 1 − δ, the regret bound
Though it is inferior to IGP-BUCB in terms of the dependency on dimension d, to the best of our knowledge, this represents the first (frequentist) regret guarantee of Thompson sampling for batch Bayesian optimization. Remark. In the strictly sequential setup (M = 1 and S t = t − 1), IGP-BUCB and GP-BTS reduce to the IGP-UCB and GP-TS algorithms of Chowdhury and Gopalan [4] , respectively. γ T is poly-logarithmic in T for popular kernels [14] . Hence, the regret bounds of our algorithms grow sublinearly with T . But, if we naively run our algorithms with ξ M = exp(2γ M −1 ) as discussed in Section 3, then the regret bounds grow at least linearly with the batch size M . This can be obviated by incorporating the same initialization scheme (see Appendix D for details) of Desautels et al. [6] .
Experiments
We numerically compare the performance of GP-BUCB [6, Theorem 2, case 3] with our algorithms IGP-BUCB and GP-BTS in the kernelized setting. β t , v t are set, unless otherwise specified, according to the theoretical bounds for the corresponding kernels, with δ = 0.1, B = max x∈D |f (x)| , λ = R 2 = 0.025 and ξ M = 1 (similar to [6] ). Unless otherwise specified, the time-average regret (R T /T ) of all algorithms in the simple batch setting (with M = 5) are plotted in Figure 1 . The experiments are performed on the following data: 1. Functions from RKHS. A set of 25 functions is generated from RKHSs corresponding to the Matérn and Squared-Exponential (SE) kernels with hyperparameters l = 0.2, ν = 2.5, similar to the procedure of Chowdhury and Gopalan [3] . D is a discretization of [0, 1] into 100 evenly spaced points. Comparison is done for both simple batch and simple delay settings with M = 5.
2. Benchmark functions. We consider the Cosine and Rosenbrock test functions [2] . D is a 31 × 31 grid of evenly spaced points on [0, 1] 2 and the kernel used is SE with l 2 = 0.1.
3. Temperature 1 and light sensor data 2 . The algorithms are compared in the context of learning the maximum reading of the sensors [14] . The kernel used is the empirical covariance of the sensor readings, λ is set to 5% of the average empirical variance and γ t is set equal to ln t.
Observations: IGP-BUCB outperforms GP-BUCB in all experiments, thus validating our theoretical bounds. For synthetic benchmarks, IGP-BUCB performs better than GP-BTS and for sensor data experiments, GP-BTS fares comparably, if not better, with IGP-BUCB.
Challenges and future work. The adaptive discretization in GP-BTS introduces an extra multiplicative factor in the regret bound. We believe the analysis can be done without resorting to the discretization and it remains an open problem even in the strictly sequential setting. From an applied point of view, there is the important open question on how to efficiently and provably optimize the UCB rule or the functions randomly drawn from GPs.
Appendix

A Relevant Definitions and Results
We first review some relevant definitions and results from the Gaussian process multi-armed bandits literature, which will be useful in the analysis of our algorithms. We first begin with the definition of Maximum Information Gain, first appeared in Srinivas et al. [14] , which basically measures the reduction in uncertainty about the unknown function after some noisy observations (rewards).
For a function f : D → R and any subset A ⊂ D of its domain, we use f A := [f (x)] x∈A to denote its restriction to A, i.e., a vector containing f 's evaluations at each point in A (under an implicitly understood bijection from coordinates of the vector to points in A). In case f is a random function, f A will be understood to be a random vector. For jointly distributed random variables X, Y , I(X; Y ) denotes the Shannon mutual information between them. (We omit mentioning explicitly the dependence on the channels for ease of notation.)
MIG will serve as a key instrument to obtain our regret bounds by virtue of Lemma 1. 
and γ t = max {x1,...,xt}⊂D
Further, if k has bounded variance, i.e. k(x, x) ≤ 1 for all x ∈ D,
Proof (3) and (4) follow from Srinivas et al. [14] .
Further from our assumption k(x, x) ≤ 1, we have 0 ≤ σ 2 s−1 (x) ≤ 1 for all x ∈ D, and hence
where the last inequality follows from (4) . Now see that 2/ ln(1 + λ −1 ) ≤ (2 + λ −1 )/λ −1 = 2λ + 1, since ln(1 + α) ≥ 2α/(2 + α) for any α ∈ [0, ∞). Hence
Bound on Maximum Information Gain Note that the right hand sides of (3) and (4) depend only on the kernel function k, domain D, and number of observations t. Srinivas et al. [14] proved upper bounds over γ t for three commonly used kernels, namely Linear, Squared Exponential and Matérn, defined respectively as
where l > 0 and ν > 0 are hyper-parameters of the kernels, s = x − x 2 encodes the similarity between two points x, x ∈ D and B ν denotes the modified Bessel function. The bounds are given in Lemma 2. • Squared Exponential kernel:
Note that, the Maximum Information Gain γ t depends only sublinearly on the number of observations t for all these kernels.
Lemma 3 (appeared independently in Chowdhury and Gopalan [4] and Durand et al. [7] .) gives a concentration bound for a member f of the RKHS H k (D). 
where F t−1 is the σ-algebra generated by {x s , ε s } t−1 s=1 and x t . Let {y t } t≥1 be a sequence of noisy observations at the query points {x t } t≥1 , where y t = f (x t ) + ε t . For λ > 0 and x ∈ D, let
where Y t−1 := [y 1 , . . . , y t−1 ] T denotes the vector of observations at {x 1 , . . . , x t−1 }. Then, for any 0 < δ ≤ 1, with probability at least 1 − δ, uniformly over t ≥ 1, x ∈ D,
where γ t is the Maximum Information Gain about any f ∼ GP D (0, k) after t noisy observations obtained by passing f through an iid Gaussian channel N (0, λ).
Proof The proof follows from the proof of Theorem 2.1 in Durand et al. [7] . Now we define a quantity ξ M (modified from Kandasamy et al. [10] ), which essentially measures the information about f that gets hallucinated each round due to at most M − 1 hallucinated observations, conditioned on the actual observations. Definition 2 (Maximum Hallucinated Information) Let f : D → R, S(t) : N → Z + be a mapping such that S(t) ≤ t − 1 for all t ≥ 1 and M be a constant such that t − S(t) ≤ M for all t ≥ 1. Then, ξ M denotes the maximum hallucinated information about f due to t − S(t) − 1 hallucinated observations (there are at most M − 1 of them at every t) in the sense that, for all
is the vector of actual observations up to round t, Y S(t)+1:t−1 is the vector of hallucinated observations and I f (x); Y S(t)+1:t−1 Y 1:S(t) is the conditional mutual information between f (x) and Y S(t)+1:t−1 , given Y 1:S(t) .
The following result is modified from Desautels et al. [6] , and provide a choice of ξ M .
Lemma 4 (Relation between the Maximum Information Gain and Hallucinated Information)
Let f : D → R be a function, S(t) : N → Z + be a mapping such that S(t) ≤ t − 1 for all t ≥ 1 and M be a constant such that t − S(t) ≤ M for all t ≥ 1. Further, let γ t be the Maximum Information Gain about f after t observations (Definition 1) and ξ M be the maximum hallucinated information (Definition 2). Then, ξ M = exp(2γ M −1 ).
The proof follows from the fact that
The next lemma is due to Desautels et al. [6, Proposition 1] and is pivotal in the analysis of batch Bayesian optimization.
Lemma 5 (Ratio of Posterior standard deviations bounded by Hallucinated Information) Let k : D × D → R be a symmetric, positive-semidefinite kernel and f ∼ GP D (0, k). Let σ S(t) and σ t−1 be the posterior standard deviations, respectively conditioned on first S(t) and t − 1 queries. Then, for all x ∈ D,
Definition 2, along with Lemma 5, implies that
B Regret Analysis for IGP-BUCB Algorithm
First we begin with the following lemma, which states that the reward function f is always well concentrated within properly constructed confidence intervals in the batch setting.
Lemma 6 (Concentration of reward function in the batch setting) Let k : D × D → R be a symmetric, positive-semidefinite kernel and f : D → R be a member of the RKHS H k (D) of real-valued functions on D corresponding to kernel k, with RKHS norm bounded by B. Further, let {y t } t≥1 be a sequence of noisy observations at queries {x t } t≥1 , where y t = f (x t ) + ε t and the noise sequence {ε t } t≥1 be conditionally R-sub-Gaussian. Let S(t) : N → Z + be a mapping such that S(t) ≤ t − 1 for all t ≥ 1, µ S(t) be the posterior mean and σ 2 t−1 be the posterior variance, after S(t) and t − 1 rounds, respectively. Then, for any 0 < δ ≤ 1, the following holds:
Proof Recall that, for any 0 < δ ≤ 1, the decision rule of IGP-BUCB algorithm is
where β t = ξ
. Implicit in this decision rule is the corresponding confidence interval for each t ≥ 1 and for each x ∈ D,
A special case of the batch setup is the strictly sequential setup with S t = t − 1, M = 1 and ξ M = 1.
Here, the confidence intervals take the form
. Observe that both the intervals C batch t (x) and C seq S(t)+1 (x) are centered around µ S(t) (x), and their widths are 2β t σ t−1 (x) and 2α S(t)+1 σ S(t) (x), respectively. Further, see that
for all x ∈ D and for all t ≥ 1. Therefore,
Also, as 0 ≤ S(t) ≤ t − 1 for every t ≥ 1, we have
Now combining equations 6, 7 and 8, we get
Finally, the result follows from the definition of the confidence interval C batch t (x).
B.1 Proof of Theorem 1
For every round t ≥ 1, the decision rule of IGP-BUCB (Algorithm 1) implies that
for all t ≥ 1. Therefore, with probability at least 1 − δ, we have for all t ≥ 1, the instantaneous regret
Hence, with probability at least 1 − δ, the cumulative regret
Now from Definition 1, see that γ S(t) doesn't decrease with t. Hence, γ S(t) ≤ γ S(T ) and thus
Further, β T ≤ ξ
. . Now, the result follows from the fact that · 2 ≤ · 1 and f k ≤ B.
Lemma 8 (Gaussian anti-concentration inequality [1] ) Let X ∼ N (µ, σ 2 ). Then, for any θ > 0,
Choice of discretization. At each round t, the decision set used by GP-BTS is restricted to be a unique discretization D t of D with the property that |f (x) − f ([x] t )| ≤ 1/t 2 for all x ∈ D, where [x] t := argmin x ∈Dt x − x 1 denotes the closest point to x in D t in the sense of · 1 -norm.
Note that, this can be achieved by restricting the domain D to be a compact and convex subset of [0, r] d for some constant r ≥ 0 and by choosing the discretization sets D t such that every coordinate has Proof Fix any t ≥ 1. Now at every round t, GP-BTS samples f t from GP Dt µ S(t) , v 2 t k t−1 , i.e. f t (x) H t−1 ∼ N µ S(t) (x), v 2 t σ 2 t−1 (x) for all x ∈ D t . If a ∼ N (0, 1), c ≥ 0, then P [|a| ≥ c] ≤ exp(−c 2 /2). Using this Gaussian concentration inequality, for any 0 < δ ≤ 1,
Now applying union bound over all x ∈ D t , we have Now from Lemma 1,  
