The hybrid diagnostic technique also has the capability to rank multiple potential solutions for a given set of anomalous sensor measurements in order to reduce false alarms and missed detections. Figure   2 approach istousesensor measurements frommore than one operating point so that a unique set of measurement shifts can be assigned for each degradation scenario. This approach takes advantage of the non-linearity in the system. Diagnostics based on multiple operating points l°'13 has been investigated by several researchers, but it has some limitations.
Model-Based Diagnostics
First, it must be assumed that a given health degradation does not progress as multiple operating points are traversed. Second, it takes additional time to reach a diagnosis. Third, additional restrictions may be imposed on the selection of diagnostic sensors.
In the current research, feedback parameters regulated by a control system must be excluded from the diagnostic sensor suite since bias in a feedback parameter causes other sensor measurements to shift. In such a case where a bias has a healthdegradation-like effect on multiple sensors, the nonlinear function in Equation 1 becomes a function of that bias in addition to health parameters and operating condition. This obviously increases the number of unknown parameters in the problem.
Since different parameters may be regulated at different operating points due to control mode changes, the number of diagnostic sensors which can be used across multiple operating points is limited. As the number of operating points increases, the impact of the above three issues increases, and a multi-point diagnostic approach becomes less practical.
Hybrid Neural Network-Genetic Algorithm Estimation Architecture
Accurately estimating the health parameters is a critical issue for the development of a MBD system. Any estimation architecture must be able to handle nonlinearity as well as be robust to sensor noise and bias as discussed earlier.
The estimation architecture in this paper combines neural networks and Genetic Algorithms (GA) for aircraft engine performance diagnostics at steady-state conditions.
It is assumed that the sensor measurements are time averaged; however, they still contain some uncertainty due to sensor noise and modeling errors. Neural networks exhibit excellent nonlinear estimation capabilities, but the training set required to fully represent all possible permutations of health parameters and sensor bias is prohibitively large. It would take excessive time to train such neural networks, and their performance might not reach a satisfactory level. In order to avoid this problem, the approach taken by the hybrid estimator designates neural networks for the health estimation task while designating GA for the sensor bias detection task. This approach reduces the size of the training set significantly.
The problem setup is shown in Figure 3 . The vector p represents a set of health parameter deltas to be estimated.
In the simulation environment, the measurement uncertainty vector in Equation 1 is decomposed as
where b and v represent a bias vector and a white noise vector, respectively. In this paper, it is assumed that at most one sensor can be biased at a time to make the problem manageable.
Thus, the bias vector contains one non-zero value at most, and its magnitude must be large relative to the expected noise magnitude. This vector will be estimated; however, the estimated value of the non-zero element will be under the influence of noise to some degree since bias and noise contained in measurements are indistinguishable. Therefore, an estimated bias vector will have only one non-zero value, just as the actual bias vector b does, but the estimated value will be an approximation of the largest normalized value contained in the uncertainty vector w. The unknown vectors p and b must be estimated based on the available physical sensor measurements y.
As shown in the figure, the hybrid estimator architecture is composed of the bias data set, the neural network estimator, the engine model, and the GA optimization technique. The bias data set, which is composed of a large number of bias vectors, is defined a priori and is used by the GA in the search for a bias vector that matches well with an actual bias contained in the measurement vector.
The neural network estimator is trained off-line with noise-corrupted but bias-free sensor measurements, and it will perform sufficiently well in estimating health parameters as long as the sensor measurements do not contain any bias. For a given set of estimated health parameters and sensor bias, the engine model is executed and its outputs are evaluated against the physical sensor measurements.
The bias data set, the neural network estimator, and the engine model are coordinated by the GA in the search for an optimal solution.
Bias Data Set
The bias data set defines the solution space over which the GA searches for an optimal sensor bias solution.
It is composed of a set of bias vectors, each of which has a non-zero value only in the k th entry, defining the bias value and also identifying the k th sensor as biased.
A vector with zeros in all entries is also included in the data set to account for the case where no bias is present.
The bias values for each sensor are equally spaced, based on the noise standard deviation _ over a range of possible values. The minimum bias value is defined by
Genetic Algorithm
Optimization: Find the detection threshold while the maximum value is set in accordance with a bound that would typically disqualify the sensor for being out of range, as shown in Figure 4 . The detection threshold is set large enough so that noise is unlikely to be interpreted as a bias. In this paper, the threshold is set to 4(r while the upper bound is set to 20_.
Neural Network Estimator Design
The neural network estimator is the key element of the hybrid architecture. As mentioned earlier, the neural network estimator does not need to account for sensor bias, but it still has to tolerate the effects of measurement uncertainty due to noise. The robustness of the estimator can be improved by using noisecorrupted sensor measurements during training so that neural networks will learn to distinguish the range of measurement shifts due to noise and those due to health degradations. However, since the number of health degradation scenarios that an engine may encounter is virtually infinite, it is still a challenging problem to develop an estimator that performs adequately well. It was found that sensor measurements from at least two operating points were needed in order to achieve the desired estimation performance level. This problem may be due to sensor location, sensor noise, highly nonlinear engine dynamics, or a combination of these as discussed earlier. j2 r
where m is the number of sensors and
where cj is a standard deviation of noise in sensor j, and k indicates the non-zero entry of a selected bias vector. 
Fitness, = _/_ (5) Results of Hybrid Estimator Performance
where K is a constant for normalization. In this paper, a fitness value larger than 1 indicates good agreement between model outputs and actual measurements. The fitness value becomes larger as the output error between j", and), diminishes.
A unique aspect of the GA search process is that a set of multiple points in the solution space is evaluated at each iteration, and the content of this set is updated from iteration to iteration. In the GA problem setup, each bias vector in the data set is referred to as an "individual,"
and a number of individuals are selected from the data set to construct a "population." At each iteration, or "generation," the entire population is evaluated, and a fitness value is assigned to each individual.
The higher the fitness value, the higher the probability that the corresponding individual will survive into the next generation. The population of the next generation is constructed from individuals of the previous generation and individuals newly introduced from the data set. As the population is updated from generation to generation, those individuals with high fitness values will occupy the major portion of the population.
The objective of the GA optimization is to find the best individual among the data set through this search process.
Unlike gradient search methods, the GA search process starts from multiple points set by the initial population; this helps to avoid convergence to a local peak in the highly nonlinear environment. Moreover, the fitness values indicate the level of confidence in the estimation.
If an appropriate estimation set is not found in the search process, the fitness value will remain small. This indicates the best estimation set should not be relied upon for accurate diagnosis of engine health although an anomalous condition may exist.
A GA is generally run for many generations until the set of individuals constructing the population converges to a single individual.
In the current study, the GA is This section shows some of the results obtained from an extensive assessment of the hybrid estimator. Table 3 shows the estimation of health parameters from sensor measurements which contain no bias. The set of actual health parameters shown in Table 3 was not a part of the neural network estimator training set. There are no clear guidelines to define the adequate performance When one of the sensors is biased, the neural network estimator alone can no longer accurately estimate health parameters.
The following example shows a case where the fuel flow sensor has a 9.5c bias with the same health degradation as shown in Table 3 . This bias magnitude is in the medium range of the current problem setup. After the GA search process, the hybrid estimator provides the rank of bias estimations as shown in Table 4 and the corresponding plots shown in Figure 5 . Table 5 shows the health parameter estimation and sensor matching of the estimator with and without bias detection.
The estimation result of the individual ranked first in Table 4 is shown. For the estimator with bias detection, the performance requirement is met.
Although the estimation errors of HPT efficiency and HPT flow coefficient are relatively high among the health parameters, a similar trend was noticed in the previous example where no bias was present, as was shown in Table 3 . This illustrates the highly effective performance of the hybrid estimator in isolating a sensor bias.
The task of bias detection and estimation becomes easier for larger biases.
With a large bias in the measurements, the cost function value of Equation 3 ideally remains large unless the bias is canceled out by an accurate estimate.
This task becomes more difficult for small biases which are less distinguishable from noise. Table 6 , Figure 6 , and Table 7 show a case where the fuel flow sensor has a 4.50 bias with the same health degradation as shown in Table 3 . Table 6 and Figure 6 show that the individuals representing the bias in the correct sensor (WF36) no longer dominate the GA population as they did in the previous case with a larger bias value.
Depending on the sensor noise profile, this ranking can change, and the correct sensor may not be ranked highest.
The performance goal of the hybrid estimator is to at least capture the correct sensor in the ranking of plausible solutions in order to avoid missed detection.
For smaller bias magnitudes, the robustness of the neural network estimator is demonstrated. The bias vector representing the no-bias case (Sensor ID 0) is ranked 4 _h overall, and the corresponding health estimations and sensor matching shown in Table 7 are well within the acceptable range. 
