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Abstract
In this paper we study a class of parabolic equations subject to a nonlocal boundary condition. The
problem is a generalized model for a theory of ion-diffusion in channels. By using energy method, we
first derive some a priori estimates for solutions and then prove that the problem has a unique global
solution. Moreover, under some assumptions on the nonlinear boundary condition, it is shown that
the solution blows up in finite time. Finally, the long-time behavior of solution to a linear problem is
also studied in the paper.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In the study of the permeation pathway of single-ion channel, Levitt [10] proposed a
mathematical model in which the concentration of the ion satisfies a diffusion equation sub-
ject to a nonlocal boundary condition. McGill and Schumaker [12] extended Levitt’s model
to obtain a nonlocal boundary condition with an extra flux term for the steady-state con-
centration C(x) of ion. Schumaker [19] constructed explicit solutions to the steady-state
problem associated with several different nonlocal boundary conditions. More recently,
Mapes and Schumaker [13] derived a time-dependent diffusion equation subject to the
following general nonlocal boundary conditions:
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1∫
0
C(x, t) dx = f1(t),
Cx(1, t)+ k3C(1, t) + k4
1∫
0
C(x, t) dx = f2(t),
where k1, k2, k3, k4 and f1, f2 are known functions. Their precise physical meaning can be
found in the papers [10,12,13,19].
Motivated by the above model we study a class of parabolic equations subject to non-
local boundary conditions in n-space dimensions. Let Ω be a bounded domain in Rn with
boundary S = ∂Ω ∈ C2, QT = Ω × (0, T ] with T > 0 and ST = S × (0, T ]. Consider the
problem of finding u(x, t) satisfying the following equation and the boundary condition:
ut = ∇ ·
[
d(x, t)∇u+ W(x, t)u], (x, t) ∈ QT , (1.1)
duν + (W · ν)u =
∫
Ω
g(x, t, u) dx, (x, t) ∈ ST , (1.2)
u(x,0)= u0(x), x ∈ Ω, (1.3)
where d(x, t) is the diffusion coefficient, W(x, t) = {w1(x, t), . . . ,wn(x, t)} is a known
vector function (it could be the gradient of a potential function), ν is the outward unit
normal vector on ∂Ω and uν(x, t) represents the outward normal derivative at (x, t) ∈
ST = ∂Ω × [0, T ].
Parabolic equations with nonlocal boundary conditions are also encountered in other
physical applications. For example, in the study of the heat conduction within linear ther-
moelasticity, Day [2,3] investigated a heat equation subject to the following boundary
conditions:
u(−L, t) =
L∫
−L
f1(x)u(x, t) dx, u(L, t) =
L∫
−L
f2(x)u(x, t) dx.
Friedman [5] generalized Day’s result to a general parabolic equation in n dimensions
subject to the following boundary condition:
u(x, t) =
∫
Ω
K(x, ξ)u(ξ, t) dξ.
The well-posedness of the problem is established in [5] and the monotonic decay property
of the solution is also derived. Some numerical results are obtained in [9]. In [15,16], Pao
studied a class of reaction–diffusion equation subject to the following nonlocal boundary
condition:
αun(x, t)+ u(x, t) =
∫
Ω
K(x,y)u(y, t) dy, t > 0, x ∈ ∂Ω.
By using upper and lower solution methods, he proved that under certain conditions for
K(x,y) the solution converges to the solution of the corresponding steady-state problem.
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nonlocal problems can be found in [1,14], etc. In the present paper we show that the prob-
lem (1.1)–(1.3) has a unique global solution if g(x, t, u) satisfies∣∣g(x, t, u)∣∣ C[1 + |u|].
On the other hand, we show that the solution will blow up in finite time if the function
g(x, t, u) with respect to u-variable grows faster than up with p > 1. Unlike the nonlo-
cal problem considered in [2,5,15], the maximum principle is not valid for the problem
(1.1)–(1.3). We shall use energy method to derive a priori estimates in Lp-space and then
to derive Hölder estimate by using a result from the potential theory [4]. The global ex-
istence of a solution is then established by applying Schauder’s fixed-point theorem. This
result extends that of [17]. The proof of the blowup property is based on a comparison
theorem, which is of interest itself. To study the long-time behavior of the solution, we use
Poincaré’s inequality to prove the decay property of the solution in Lp-space. We would
like to point out that when g(x, t, u) = K(x,y)u with 0K(x,y) 1, Pao [17] obtained
similar results by using the upper and lower solutions method.
The paper is organized as follows. In Section 2, the global existence is established under
the assumption of linear growth for g with respect to u. In Section 3, it is shown that the
solution blows up in finite time if g(x, t, u) grows like up with p > 1. In Section 4, certain
sufficient conditions are presented to ensure that the solution of a linear problem converges
to the solution of the corresponding steady-state problem.
Remark 1.1. After this paper was completed (published in Washington State University
technical report series 2003-03), the author found a recent paper [20], which deals with
the similar problem. However, the paper [20] only proved the existence of a weak solu-
tion based on the lower/upper solution method [14]. We used a total different method and
established the global existence of a classical solution. Moreover, the existence result in
[20] requires a monotonicity condition for function g(x, t, u) with respect to u, which is
essential in order to use lower/upper solution method. Our result (Theorem 2.4 in Section 2
below) does not need this condition. Furthermore, there is no discussion about the blowup
and asymptotic behavior of solutions in [20].
2. Global existence
We begin with the following assumptions on known data:
H(2.1) There exist positive constants d0 and d1 such that 0 < d0  d(x, t)  d1. More-
over, the functions d(x, t),wk(x, t) ∈ C1+α,α/2(Q¯T ) for some α ∈ (0,1), k =
1,2, . . . , n.
H(2.2) u0(x) ∈ C2+α(Ω¯). The function g(x, t, u) is of class Cα,α/2(Q¯T ) with respect to
(x, t)-variables and differentiable with respect to the u-variable. The consistency
condition holds on S = ∂Ω ,
d(x,0)
∂u0(x)
∂ν
+ [W(x,0) · ν]u0(x)=
∫
g(x,0, u0) dx, x ∈ ∂Ω.Ω
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problem (1.1)–(1.3) can be proved easily by applying Schauder’s fixed-point theorem or
the contractive mapping principle [6]. We skip the proof here.
Theorem 2.1. Under the conditions H(2.1)–H(2.2) the problem (1.1)–(1.3) has a unique
classical solution u(x, t) ∈ C2+α,1+α/2(Q¯T ) for some small T > 0.
To obtain the global existence, one must impose certain growth condition on g(x, t, u)
with respect to u-variable.
H(2.3) There exists a constant C0 such that∣∣g(x, t, u)∣∣ C0[1 + |u|], u ∈ R1, x ∈ Ω, t ∈ [0, T ].
Now we derive some a priori estimates by employing energy method.
Lemma 2.2. Under the assumptions H(2.1)–H(2.3) there exists a constant C1 such that for
any integer p  2,
‖u‖Lp(QT )  C1(p),
where C1(p) depends only on known data, the upper bound of T and p.
Proof. The estimate is derived by using energy method. As usual, we use C as a generic
constant which depends only on known data. To illustrate the idea, we first derive the
following L2-estimate:
∫
Ω
u2(x, t) dx +
t∫
0
∫
Ω
|∇u|2 dx dt  C.
We multiply Eq. (1.1) by u and then integrate over Qt = Ω × (0, t) to obtain
1
2
∫
Ω
u2(x, t) dx +
t∫
0
∫
Ω
d|∇u|2 dx dt +
t∫
0
∫
Ω
[
(Wu) · ∇u]dx dt
= 1
2
∫
Ω
u20 dx +
t∫
0
∫
∂Ω
u
[∫
Ω
g dx
]
ds dt.
Cauchy–Schwarz’s inequality with small ε > 0 implies
t∫
0
∫
Ω
[
(Wu) · ∇u]dx dt  ε
t∫
0
∫
Ω
|∇u|2 dx dt + C(ε)
t∫
0
∫
Ω
|u|2 dx dt,
where C(ε) depends only on the bound of W(x, t) and ε.
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obtain∣∣∣∣∣
t∫
0
∫
∂Ω
u
[∫
Ω
g dx
]
ds dt
∣∣∣∣∣ C
t∫
0
∫
∂Ω
u2 ds dt + C
t∫
0
∫
Ω
u2 dx dt + C.
By using the trace inequality [11], we have∫
∂Ω
u2 ds  ε
∫
Ω
|∇u|2 dx + C(ε)
∫
Ω
u2 dx,
where ε is a small constant and C(ε) depends only on ε and the domain Ω .
By choosing ε sufficiently small and combining the above estimates, we obtain the
following estimate:
∫
Ω
u2(x, t) dx +
t∫
0
∫
Ω
|∇u|2 dx dt  C
∫
Ω
u20(x) dx +
t∫
0
∫
Ω
u2 dx dt + C.
Gronwall’s inequality implies the desired L2-estimate.
Now we use the same idea to derive the Lp-estimate of u for any p  2. Let p  2 be an
integer and v(x, t) = |u|(p+1)/2. Multiplying Eq. (1.1) by up and then integrate over Qt ,
we have
2
p + 1
∫
Ω
[|v|2 − |v0|2]dx + 4p
p + 1
∫ ∫
Qt
|∇v|2 dx dt +
∫ ∫
Qt
[
(Wu) · ∇(up)]dx dt
=
t∫
0
∫
S
[
duν + (Wu) · ν
]
(up) ds dt.
Note that W(x, t) is bounded,∫ ∫
Qt
[
(Wu) · ∇(up)]dx dt = p ∫ ∫
Qt
[W]up∇udx dt
= 2p
p + 1
∫ ∫
Qt
[W]u(p+1)/2∇(u(p+1)/2) dx dt
 C(p)
[
ε
∫ ∫
Qt
|∇v|2 dx dt + C(ε)
∫ ∫
Qt
v2 dx dt
]
.
From the boundary condition (1.2), we see
∣∣∣∣∣
t∫ ∫ [
duν + (Wu) · ν
]
up ds dt
∣∣∣∣∣=
∣∣∣∣∣
t∫ ∫ {[∫
g dx
]
up
}
ds dt
∣∣∣∣∣
0 S 0 S Ω
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t∫
0
∫
S
[∫
Ω
(
1 + |u|)dx |u|p
]
ds dt
 C(p)
t∫
0
∫
S
[∫
Ω
(
1 + |u|)dx
]p+1
ds dt + C(p)
t∫
0
∫
S
v2 ds dt,
where at the final step, Young’s inequality
abp  a
r
r
+ b
s
s
, r = p + 1, s = p + 1
p
,
is used and C depends only on known data.
By using Hölder inequality we obtain
t∫
0
∫
S
[∫
Ω
(
1 + |u|)dx
]p+1
ds dt = |S|
t∫
0
[∫
Ω
(
1 + |u|)dx
]p+1
dt
 C
t∫
0
∫
Ω
(
1 + |u|)p+1 dx dt C(p) + C(p)
t∫
0
∫
Ω
v2 dx dt,
where the following elementary inequality is used at the final step:
|a + b|r  2r[|a|r + |b|r], r > 1.
We combine the above estimates and take ε sufficiently small to obtain∫
Ω
|v|2 dx +
∫ ∫
Qt
|∇v|2 dx dt

∫
Ω
|v0|2 dx + C(p)
t∫
0
∫
S
v2 ds dt + C(p)
[
1 +
t∫
0
∫
Ω
v2 dx dt
]
.
To estimate the boundary integral term, we use Sobolev’s embedding again [11] as
above to find∫
S
v2 ds  ε
∫
Ω
|∇v|2 dx + C
ε
∫
Ω
v2 dx.
We choose ε = 1/(2pC) to obtain
∫
Ω
|v|2 dx + 1
2
∫ ∫
Qt
|∇v|2 dx dt 
∫
Ω
|v0|2 dx + C
[
1 +
t∫
0
∫
Ω
v2 dx dt
]
,
where C depends only on the known data and p.
Finally, Gronwall’s inequality implies the desired estimate. 
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‖u‖Cα,α/2(Q¯T )  C2,
where C2 depends only on the known data.
Proof. It is clear that u(x, t) satisfies
ut = d∆u+ (∇d + W) · ∇u+ (∇ · W)u, (x, t) ∈ QT ,
duν = f (x, t, u), (x, t) ∈ ∂Ω,
u(x,0)= u0(x), x ∈ Ω,
where
f (x, t, u)= −(W · ν)u +
∫
Ω
g(x, t, u) dx
is in Lp(QT ) with any p > 1 and ‖f ‖Lp(QT ) is uniformly bounded by Lemma 2.2. Since
∂Ω is of class C2, by the result of [4] we find that for any p > 1,
∇u, ∂1/2t u ∈ Lp(QT )
and
‖∇u‖Lp(QT ) +
∥∥∂1/2t u∥∥Lp(QT )  C[‖f ‖Lp(QT ) + ‖∇u0‖Lp(QT )],
which is uniformly bounded by Lemma 2.2 for any p  1 and the bound depends only on
known data, where ∂1/2t u denotes the half of a time derivative of u defined by
∂
1/2
t u =
1√
π
∂t
t∫
−∞
u(x, s)√
t − s ds.
Again, Sobolev embedding yields that for p > (n+ 2)/2, u(x, t) is Hölder continuous
and
‖u‖Cα,α/2(Q¯T )  C2,
where C2 depends only on known data. 
Theorem 2.4. Under the assumptions H(2.1)–H(2.3), the problem (1.1)–(1.3) has a global
solution u(x, t) ∈ Cα,α/2(Q¯T )∩C2+α,1+α/2(QT ) for any T > 0. Moreover, the solution is
unique.
Proof. We prove the theorem by applying Schauder’s fixed point theorem. Let
K = {v(x, t): ‖v‖L∞(QT ) K0},
where K0 will be specified later. It is clear that K is a closed and convex subspace of the
space L∞(Q¯T ). For each v(x, t) ∈ K , we consider the following problem:
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[
d(x, t)∇u+ W(x, t)u], (x, t) ∈ QT , (2.1)
duν + (W · ν)u =
∫
Ω
g(x, t, v) dx, (x, t) ∈ ST , (2.2)
u(x,0)= u0(x), x ∈ Ω. (2.3)
This problem has a unique classical solution u(x, t) ∈ Cα,α/2(Q¯T )∩C2+α,1+α/2(QT ) (see
[6,7]).
Define a mapping M as follows:
M :v(x, t) ∈ K ⊂ L∞(QT ) → M[v] = u(x, t) ∈ Cα,α/2(Q¯T ),
where u(x, t) is the solution of (2.1)–(2.3).
To apply Schauder’s fixed-point theorem, we only need to show that the mapping M is
continuous and precompact from K to K . The continuity of the mapping is very similar
to the proof of Theorem 13 in Chapter 7 of the monograph [6], we shall skip it here. On
the other hand, by Lemma 2.3, the solution u(x, t) ∈ Cα,α/2(Q¯T ) for some α ∈ (0,1). It
follows that the mapping M is precompact since the embedding operator Cα,α/2(Q¯T ) to
L∞(QT ) is compact. Finally, Lemma 2.3 implies M is from K to K if we choose K0 = C2.
Therefore, Schauder’s fixed-point theorem implies that the mapping M has a fixed point,
which is a solution to the problem (1.1)–(1.3). Since the fixed-point u(x, t) ∈ Cα,α/2(Q¯T ),
it follows that
∫
Ω
g(x, t, v) dx ∈ Cα,α/2(Q¯T ). The regularity theory for parabolic equations
implies that u(x, t) ∈ C2+α,1+α/2(QT ).
The uniqueness can be proved by the energy method similar to Lemma 2.2. Indeed,
suppose u1(x, t) and u2(x, t) are two arbitrary solutions to the problem (1.1)–(1.3). Let
U(x, t) = u1(x, t) − u2(x, t), (x, t) ∈ QT . Then U(x, t) will satisfies the following linear
problem:
Ut = ∇ · [d∇U + WU ], (x, t) ∈ QT ,
dUν + (W · ν)U =
∫
Ω
β(x, t)U dx, (x, t) ∈ ST ,
U(x,0)= 0, x ∈ Ω,
where
β(x, t) =
1∫
0
g′
(
x, t, θu1 + (1 − θ)u2
)
dθ.
We multiply the equation by U(x, t) and then integrate over Qt , after some routine calcu-
lation similar to the proof of Lemma 2.2, to obtain
∫
Ω
U(x, t)2 dx +
t∫
0
∫
Ω
|∇U |2 dx dt  C
t∫
0
∫
S
U2 dx dt
 ε
t∫ ∫
|∇U |2 dx +C(ε)
t∫ ∫
U2 dx dt,0 Ω 0 Ω
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We choose ε sufficiently small to obtain∫
Ω
U(x, t)2 dx +
t∫
0
∫
Ω
|∇U |2 dx dt  C
t∫
0
∫
Ω
U(x, t)2 dx dt.
Thus, by dropping the second term on the left-hand side of the above inequality we have∫
Ω
U(x, t)2 dx  C
t∫
0
∫
Ω
U(x, t)2 dx dt.
Gronwall’s inequality yields∫
Ω
U(x, t)2 dx  0.
Consequently, U(x, t) ≡ 0 in QT . 
Next we prove the continuous dependence upon initial data, which will be used in Sec-
tion 3.
Theorem 2.5. Let u01(x) and u02(x) be two initial data satisfying the condition H(2.2).
Let u1(x, t) and u2(x, t) be the corresponding solutions of (1.1)–(1.3). Then
‖u1 − u2‖C2+α,1+α/2(Q¯T )  C‖u01 − u02‖C2+α(Ω¯),
where C depends only on know data.
Proof. As a first step, we derive the continuous dependence in Cα,α/2(Q¯T )-space. This
step is quite similar to the proofs of Lemmas 2.2 and 2.3. We sketch its proof here for the
completeness. Let U(x, t) = u1(x, t) − u2(x, t), (x, t) ∈ QT . Then U(x, t) satisfies the
following equations:
Ut = ∇ ·
[
d(x, t)∇U + W(x, t)U], (x, t) ∈ QT ,
dUν + (W · ν)U =
∫
Ω
[
g(x, t, u1) − g(x, t, u2)
]
dx, (x, t) ∈ ST ,
U(x,0)= u01(x)− u02(x), x ∈ Ω.
Let
F(x, t) =
∫
Ω
[
g(x, t, u1) − g(x, t, u2)
]
dx,
U0(x) = u01(x)− u02(x).
We multiply the above equation by U and then integrate over QT , after some similar
calculation as Lemma 2.2, to obtain∫
U2 dx +
∫ ∫
|∇U |2 dx  C
∫
U20 dx.Ω Qt Ω
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Lp-estimate for any p > 1:
‖U‖Lp(QT )  C‖U0‖Lp(Ω).
Next we use the same technique as Lemma 2.3 to obtain
‖∇U‖Lp(QT ) +
∥∥∂1/2t U∥∥Lp(QT )  C[‖F‖Lp(QT ) + ‖∇U0‖Lp(QT )].
Note that
F(x, t) =
∫
Ω
[
g(x, t, u1) − g(x, t, u2)
]
dx
=
∫
Ω
{ 1∫
0
gu
(
x, t, θu1 + (1 − θ)u2
)
dθ U(x, t)
}
dx.
Hölder inequality yields
‖F‖Lp(QT )  C‖U‖Lp(QT )  C‖U0‖L2(QT ).
It follows that
‖∇U‖Lp(QT ) +
∥∥∂1/2t U∥∥Lp(QT )  C[‖U0‖Lp(QT ) + ‖∇U0‖Lp(QT )].
Sobolev’s embedding theorem for p > (n+ 2)/2 yields
‖U‖Cα,α/2(Q¯T )  C
[‖U0‖Lp(QT ) + ‖∇U0‖Lp(QT )].
We use Schauder’s estimate [7, Theorem 4.23] to obtain
‖U‖C2+α,1+α/2(Q¯T )  C
[‖U0‖C2+α(Ω¯) + ‖F‖C1+α,(1+α)/2(ST )],
where C depends only on the known data.
We use the standard interpolation [7] to see
‖F‖C1+α,(1+α)/2(ST )  ε‖U‖C2+α,1+α/2(Q¯T ) + C(ε)‖U‖Cα,α/2(Q¯T ).
By choosing ε sufficient small, we obtain
‖U‖C2+α,1+α/2(Q¯T )  C‖U0‖C2+α(Ω¯) + C‖U‖Cα,α/2(Q¯T ) C‖U0‖C2+α(Ω¯),
where C depends only on the known data. 
Remark 2.1. One can relax the smoothness assumptions about the coefficients d(x, t) and
W(x, t). In this case one can define weak solution for the problem (1.1)–(1.3) as in [8].
Global existence of a unique weak solution can be established by using finite element
method [8].
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Throughout this section, the basic assumptions H(2.1)–H(2.2) for the coefficients and
known data are always assumed. We first prove a comparison result for a linear problem.
Consider the following linear problem:
ut = ∇ ·
[
d(x, t)∇u+ W(x, t)u], (x, t) ∈ QT , (3.1)
d(x, t)uν + (W · ν)u =
∫
Ω
β(x, t)u(x, t) dx, (x, t) ∈ ST , (3.2)
u(x,0)= u0(x), x ∈ Ω, (3.3)
where β(x, t) 0 is a known function.
Lemma 3.1. Suppose u0(x) 0. Then the solution u(x, t) of the problem (3.1)–(3.3) sat-
isfies
u(x, t) 0, (x, t) ∈ Q¯T .
Proof. We first assume that u0(x) > 0 in Ω¯ . Suppose the result is not true. Since u(x,0)=
u0(x) > 0 for all x ∈ Ω¯ , it follows that u(x, t) > 0 at least in a small interval of t and all
x ∈ Ω¯ . Let
T ∗ = sup{t∗: u(x, t) > 0, 0 t < t∗, x ∈ Ω¯}.
By assumption, 0 < T ∗ < T and there exists at least one x∗ ∈ Ω¯ such that u(x∗, T ∗) = 0.
That is u(x, t) attains the minimum value 0 over QT ∗ at the point (x∗, T ∗). By the strong
maximum principle, we know that u(x, t) cannot take minimum 0 at an interior point of Ω .
It follows that the minimum point (x∗, T ∗) must lie on the boundary of Ω . Hopf’s lemma
implies that
∂u(x∗, T ∗)
∂ν∗
< 0,
where ν∗ is the outward unit normal at x∗ ∈ ∂Ω . On the other hand, we have
(W · ν)|(x∗,T ∗)u(x∗, T ∗) = 0,
∫
Ω
β(x,T ∗)u(x,T ∗) dx  0,
which contradicts the boundary condition (3.2). It follows that u(x, t) > 0 in Q¯T . When
u0(x)  0 in Ω , we use u0ε = u0(x) + ε > 0 with ε > 0 as new initial value and the
corresponding solution uε(x, t) of (3.1)–(3.3) is positive in Q¯T . From the continuous de-
pendence Theorem 2.5, we can take limit as ε → 0 to see u(x, t) 0 in QT . 
Remark 3.1. The condition β(x, t) 0 is necessary for Lemma 3.1. One can easily con-
struct a counterexample if β is negative (see Remark 4.1).
A direct consequence is the following comparison principle.
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to the initial values u0(x) and v0(x), respectively. If u0(x) v0(x) in Ω , then
u(x, t) v(x, t), (x, t) ∈ Q¯T .
Remark 3.2. In paper [16], Pao proved a similar comparison result for upper and lower
solution sequences. However, our method is different from [16].
To illustrate the main idea we prove the blowup property only for the case where W = 0,
β(x, t) = β(x) 0 and g(x, t, u) = β(x)g(u).
H(3.1) Let β(x) be continuous on Ω¯ and there exist constants β0 and β1 such that 0 <
β0  β(x) β1 for x ∈ Ω . Let g(u) > 0 in (0,∞), g(u) is convex and
∞∫
a
du
g(u)
< ∞,
where a > 0 is a constant.
It is clear that g(u) = up with p > 1 or g(u) = eu satisfies the hypothesis (3.1).
Theorem 3.3. Under the assumptions H(2.1)–H(2.2) and H(3.1), the solution of the prob-
lem (1.1)–(1.3) blows up in finite time, provided that u0(x) 0 in Ω and
∫
Ω u0(x) dx > 0.
Proof. Since u0(x)  0, by Theorem 3.2 we know that u(x, t)  0 in Q¯T . Moreover,
u(x, t) > 0 if t > 0. Let
A(t) = 1|Ω |
∫
Ω
u(x, t) dx, t > 0,
where |Ω | represents the volume of Ω .
We integrate Eq. (1.1) over Ω to obtain
d
dt
∫
Ω
udx =
∫
∂Ω
∫
Ω
β(x)g(u) dx ds = |∂Ω |
∫
Ω
β(x)g(u) dx,
where |∂Ω | represents the surface area of the boundary ∂Ω . That is,
A′(t) = |∂Ω ||Ω |
∫
Ω
β(x)g(u) dx.
Since g(u) > 0, the mean-value theorem for integral implies∫
Ω
β(x)g(u) dx = β∗(t)
∫
Ω
g(u) dx,
where β∗(t) ∈ (β0, β1). Thus,
A′(t) = |∂Ω |β
∗(t)
|Ω |
∫
g(u) dx.Ω
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1
|Ω |
∫
g(u) dx  g
(
A(t)
)
.
It follows that
A′(t) |∂Ω |β∗(t)g(A(t)) β0|∂Ω |g(A(t)).
Note that A(0) > 0. By the assumption H(3.1), A(t) must blow up in finite time. 
4. Monotonicity and long-time behavior of solutions
Consider the following linear problem:
ut = ∇ ·
[
d(x)∇u+ W(x)u], (x, t) ∈ QT , (4.1)
duν + (W · ν)u =
∫
Ω
β(x)u(x, t) dx, (x, t) ∈ ST , (4.2)
u(x,0)= u0(x), x ∈ Ω, (4.3)
where d(x) and W(x) satisfy the assumption H(2.2).
Theorem 4.1. Let β(x) 0. Then the solution u(x, t) of (4.1)–(4.3) is monotone decreas-
ing (increasing) in t-direction if ∇[d(x)∇u0(x)+ W(x)u0(x)] 0 ( 0).
Proof. Without loss of generality, we may assume that all of the coefficients, the initial
and boundary data are smooth. Then the regularity theory for parabolic equation implies
that u(x, t) is also smooth. Let v(x, t) = ut (x, t), (x, t) ∈ QT . Then v(x, t) satisfies
vt = ∇ ·
[
d(x)∇v + W(x)v], (x, t) ∈ QT ,
d(x)vν +
(
W(x) · ν)v = ∫
Ω
β(x)v(x, t) dx, (x, t) ∈ ST ,
v(x,0) = v0(x), x ∈ Ω,
where v0(x) = ∇[d(x)∇u0(x)+ W(x)u0(x)].
By the assumption v0(x) 0, we apply the comparison principle Lemma 3.1 to obtain
that ut (x, t) = v(x, t) 0. 
Theorem 4.2. Let β(x) = −b0 < 0 and W(x) be continuous for all x ∈ S. Then
‖u(x, t)‖L∞(Ω) will decay to zero if the condition W · ν −w0 < 0 on S holds for some
constant w0 > 0.
Proof. From Theorem 2.4, the problem (4.1)–(4.3) has a unique global solution u(x, t).
We integrate the equation over Ω to obtain
d
dt
∫
u(x, t) dx =
∫ [∫
(−b0)u(x, t) dx
]
ds = −|S|b0
∫
u(x, t) dx.Ω S Ω Ω
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y(t) =
∫
Ω
u(x, t) dx.
Then y(t) satisfies the following differential equation:
y ′(t) = b∗y(t), y(0)= y0,
where
b∗ = −|S|b0 < 0, y0 =
∫
Ω
β(x)u0(x) dx.
It follows that
y(t) = y0eb∗t .
Thus, u(x, t) solves the following problem:
ut = ∇ ·
[
d(x)∇u+ W(x)u], (x, t) ∈ QT ,
d(x)uν +
(
W(x) · ν)u = −y0b0eb∗t , (x, t) ∈ ST ,
u(x,0)= u0(x), x ∈ Ω.
Since W(x) · ν  −w0 < 0 by the assumption, we apply a result in [6], Theorem 4 in
Chapter 6, to conclude that u(x, t) → 0 uniformly as t → ∞. 
When the condition W · ν  −w0 < 0 does not hold, we can prove that the solution
decays to zero in Lp-sense if |W| is suitably small.
Theorem 4.3. Let β(x) = −b0 < 0 and |W(x)| w0 be continuous for all x ∈ S. Then,
for any p  2 ‖u(x, t)‖Lp(Ω) will decay to zero if w0 is sufficiently small and y0 = 0.
Proof. First of all, as the proof of Theorem 4.2 we see that u(x, t) solves the following
problem:
ut = ∇ ·
[
d(x)∇u+ W(x)u], (x, t) ∈ QT ,
d(x)uν +
(
W(x) · ν)u = −y0b0eb∗t , (x, t) ∈ ST ,
u(x,0)= u0(x), x ∈ Ω.
Let
B(t) = 1
2
∫
Ω
u(x, t)2 dx, t > 0.
Multiplying Eq. (4.1) by u and performing integration by parts, we see
B ′(t)+
∫
|∇u|2 dx = −
∫
[W · ∇u]udx − y0b0eb∗t
∫
uds.Ω Ω S
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∫
Ω
[W∇u]udx
∣∣∣∣∣w0
[
ε
∫
Ω
|∇u|2 dx + C(ε)
∫
Ω
u2 dx
]
.
On the other hand,∣∣∣∣∣y0b0eb∗t
∫
S
uds
∣∣∣∣∣ |y0b0|eb∗t
[
ε
∫
S
u2 ds + C(ε)
]
 |y0b0|eb∗t
[
ε
∫
Ω
|∇u|2 dx + εC
∫
Ω
u2 dx + C(ε)
]
,
where Sobolev’s interpolation for the boundary integral term has been used at the final step
and ε > 0 is a small parameter to be chosen later.
If we choose ε sufficiently small such that
w0ε <
1
4
, |y0b0|ε  14 ,
then we have
B ′(t)+ 1
2
∫
Ω
|∇u|2 dx w0C
∫
Ω
u2 dx + |y0b0|eb∗t
[
ε
∫
Ω
u2 ds + C(ε)
]
 (w0C + y0b0ε)
∫
Ω
u2 dx + Ceb∗t .
We need the following Poincaré inequality [11]:∫
Ω
∣∣u− (u)Ω ∣∣2  C∗
∫
Ω
|∇u|2 dx,
where
(u)Ω = 1|Ω |
∫
Ω
udx = y0|Ω |e
b∗t .
Consequently,
∫
Ω
|u|2 dx 
∫
Ω
∣∣(u)Ω ∣∣2 dx +
∫
Ω
∣∣u− (u)Ω ∣∣2 dx  |Ω | ·
[
y0
|Ω |e
b∗t
]2
+ C
∫
Ω
|∇u|2 dx
= y
2
0
|Ω |e
2b∗t + C∗∗
∫
Ω
|∇u|2 dx.
Thus,
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[
1
2C∗∗
− (w0C + C∗∗εy0b0)
]∫
Ω
|u|2 dx C1eb∗t + C2e2b∗t ,
where b∗ = −y0b0 < 0.
Consequently, if w0 and ε are suitably small such that 1/(2C∗∗) − (w0C + C∗∗εy0b0)
> 0, then B(t) decays exponentially to 0 when t → ∞. Similar to the proof of Lemma 2.2,
we can derive the same differential inequality for
∫
Ω
u4 dx as long as
∫
Ω
u2 dx decays
exponentially. Repeating this process, we can derive that the Lp(Ω)-norm of u(x, t) decays
exponentially. This concludes our proof. 
Remark 4.1. The conditions β(x) = −b0 < 0, x ∈ S, and
∫
Ω u0(x) dx = 0 are necessary.
Consider the following problem:
ut = ∆u, x ∈ Ω, t > 0,
uν = b0
∫
Ω
u(x, t) dx, x ∈ S, t > 0,
u(x,0)= u0(x), x ∈ Ω,
where b0 is a constant.
From the equation it is clear that y(t) = ∫
Ω
u(x, t) dt satisfies
y ′(t) = b0y(t), y(0)= y0 ≡
∫
Ω
u0(x) dx.
It follows that
y(t) = y0eb0t .
It follows that y(t) grows exponentially if b0 > 0 as t tends to infinity as long as y0 = 0.
On the other hand, if y0 = 0, then y(t) = y(0) = 0 for all t > 0. Obviously u(x, t) does
not decay to zero as long as u0(x) = 0. Furthermore, if b0 < 0, then uν = b0y0eb0t < 0. It
follows that u(x, t) could be negative even if u0(x) > 0 on Ω .
Remark 4.2. Most of the results in this paper can be easily generalized to a more general
linear or quasilinear parabolic equation in divergence form.
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