In cardiomyocytes, the coordinated release of calcium from intracellular stores through 16 ryanodine receptor (RyR) clusters is key to contraction. Recently, a deconvolution algorithm 17 (CaCLEAN) was proposed to detect the functional response of RyR clusters from confocal 18 fluorescence imaging of live cells. However, CaCLEAN cluster detection remained unvalidated 19 without ground truth values. We developed a structurally realistic finite element model of 20 reaction-diffusion of calcium emanating from RyR clusters in a rat ventricular cardiomyocyte during 21 the first 30 ms of the calcium transient. The effects of RyR cluster density and mitochondria acting 22 as diffusion barriers were examined with the model. Confocal fluorescence microscopy images 23 were simulated and analysed using CaCLEAN. Detection recall and precision were found to vary 24 between 0.69 and 0.82 in densely and sparsely-packed cases, respectively. The maximum relevant 25 z-depth for accurate cluster detection also varied between 280 and 610 nm in densely and 26 sparsely-packed cases. 27 28 Manuscript submitted to bioRxiv Tian et al. (2017) recently proposed an adaption of the CLEAN method from radio astronomy 38 (Högbom, 1974) to detect Ca2+ release sites from fluorescence confocal imaging of live cardiomy-39 ocytes. Using this algorithm (CaCLEAN) the authors demonstrated the possibility of detecting the 40 time-dependent functional response of RyR clusters in live cell preparations using widely available 41 experimental methods. Further, if proven in this context, similar methods may extend to other 42 cellular processes that can be approximated as an impulse response of a collection of point sources 43 in a fluorescence microscopy signal. 44 Several questions remain however regarding the suitability and performance of CaCLEAN. In 45 their original article, Tian et al. (2017) state that based on analysis of Ca2+ transients with varying 46 distance and convolved noise, CaCLEAN is able to resolve local transients with centres 1 m apart. 47 370 Astrophysics Supplement Series. 1974 Jun; 15:417.
Introduction
Each heartbeat is induced by a flood of calcium (Ca2+) from the sarcoplasmic reticulum (SR), into 30 the cytosol. This release of Ca2+ through clusters of ryanodine receptors (RyRs) raises the bulk 31 cytosolic Ca2+ concentration from 0.1 M to ≈1 M within 30 ms and results in exposing of cross-32 bridge binding sites on the actin filaments, facilitating the cellular contractions that compose a 33 heartbeat (Bers, 2002) . Confocal (Soeller and Cannell, 2002) and super-resolution (Hou et al., 2015) 34 microscopy imaging of immuno-labelled cardiac tissue preparations has previously revealed the 35 spatial organisation of RyR clusters, but measurements from fixed tissues are limited in their ability 36 to provide insights into function. 37 The authors deem a 1 m minimum cluster spacing reasonable on the basis that the mean distance 48 between RyR clusters was previously reported as 1.02 m (Soeller et al., 2007) . However, the 49 cited measurement combines clusters within the same z-disk and those spanning separate z-disks. 50 Clusters within a given z-disk are more closely packed, as apparent from the 0.66 m nearest 51 neighbour distance reported in the same study (Soeller et al., 2007) . In the longitudinal orientation 52 typical of experimental preparations of cardiomyocytes (as simulated below in Figure 3A) , this 53 results in the presence of inter-cluster spacings below 1 m in the imaging plane (i.e., along the 54 y-axis of each z-disk in Figure 3A ) and in the through-imaging-plane depth. 55 Further complicating detection is that, compared to the near-vacuum between astronomical ob-56 jects, the diffusive volume between clusters of RyRs in cardiomyocytes is heterogeneous, consisting 57 primarily of myofibrils and mitochondria. This is relevant to the local distribution of diffusing Ca2+: 58 while homologues of cell membrane Ca2+ transport channels exist on mitochondria and exhibit a 59 modest buffering effect, Ca2+ flux between the cytosol and intra-mitochondrial space is negligible 60 compared to other cytosolic Ca2+ pathways under physiological conditions (Williams et al., 2013) . 61 Given this potential barrier-like effect of mitochondria to diffusing Ca2+, we hypothesized that Ca2+ 62 reflecting against mitochondria could impact the detection performance of CaCLEAN. 63 In order to test the performance of CaCLEAN, we developed a spatially detailed computational 64 model of an eight-sarcomere section of a cardiomyocyte, which we used to simulate reaction- 65 diffusion of Ca2+ emanating from RyR clusters during the rising phase (first 30 ms) of the Ca2+ 66 transient. Fluorescence microscopy data was simulated from this model and analysed with CaCLEAN. 67 This allowed for the establishment of ground truth values for RyR cluster firing locations and 68 assessment of performance in terms of true positives (hits), false negatives (misses), and false 69 positives (algorithmic artefacts). 70 Our findings indicate that the presence of mitochondria only marginally impacts the perfor-71 mance of CaCLEAN. However, inter-cluster spacing has a significant impact on detection perfor-72 mance and on how far from the imaging plane clusters are most accurately detected. We estimate 73 the accuracy and precision of the algorithm as between 69-82%, depending on the density of cluster 74 locations and their distance from the imaging plane. Our analysis therefore serves as a reference 75 for future applications of this algorithm, providing quantitative analysis of performance using a 76 physics-based modelling framework with known ground truths.
77

Results
78
Simulating microscopy data allows for assessment of detection performance with cluster distributions were defined as in case 2. 97 In the three-dimensional FE model, the fluorescence-bound Ca2+ (FCa) field at a given point was 98 determined by the time-dependent reaction-diffusion from the surrounding cluster sources (see 99 Figure 1E ). The FCa field was then interpolated onto a regular grid (see Figure 2A ) and temporally 100 downsampled to 5 ms intervals. The FCa field was then convolved in three dimensions with a point 101 spread function (PSF, Figure 2B ) to simulate optical blurring and light noise (SNR=100) was added. For each simulated imaging plane, modeled RyR clusters were considered TP (ground truth) if their 117 centers were within a distance threshold from the imaging plane we refered to as the 'admissible 118 window' (see Figure 4 ). As evident in Figure 4A and Figure 5 , the number of TP (ground truth, 119 magenta) increased linearly with the admissible window as the window incoroporated more of 120 the modeled cluster locations. The number of TP (detected, green) events approached a limit as 121 the collapsed two-dimensional imaging space became saturated with available TP (ground truth) 122 locations and the signal diffusing from far-field clusters did not reach the image space. 123 Clusters located very near the z-depth 1 of the imaging plane were the most likely to affect 124 the signal and be detected by the algorithm, as indicated by the consistently low FN (blue) at low 125 admissible window. However, with a very narrow admissible window, FP (red) were prevalent since 126 clusters located just outside of this arbitrary tolerance still diffused into the imaged space and were 127 detected by CaCLEAN. Conversely, with a widening definition of the admissible window, FP dropped 128 and FN increased due to the assymptotic behaviour of TP (detected). 129 Recall and precision were evaluated for the four model permutations (see Figure 6 ). Recall, as to determine maximum relevant depth should first determine whether they are more willing to 172 sacrifice precision or recall, deciding whether misses or false positives are of greater concern in 173 their application. We suggest the 'intersection point' as a general default performance measure: 174 this identifies the depth where precision is equal to recall and the number of false positives is equal 175 to the number of false negatives (thus still detecting approximately the correct number of clusters). 176 For example, if a user is confident that clusters in a sample are likely at least 1 m apart and is 177 satisfied with correctly identifying at least 80% of the clusters that exist, the maximal relevant depth 178 would be ≈610 nm based on Figure 6C . From the recall curve, the same user may also be interested 179 to find the algorithm will likely correctly identify 90% of all clusters within 350 nm of the imaging 180 2 True negatives were not considered in this application, as they would represent the set of all remaining locations that were neither modeled nor detected. (Soeller et al., 2007) . Clusters located in the 222 periphery of mouse myocytes are more irregularly spaced than those located in the cell interior 223 (Hiess et al., 2018) . These distributions also alter during development, with RyR clusters in rabbits 224 changing from majority peripheral clusters with ≈0.7 m spacing in neonates to majority interior 225 clusters with ≈2 m regular spacings between z-disks (Dan et al., 2007) . In addition to spatial The presence of mitochondria in the investigated models was found to have a marginal but 242 consistent negative impact on both recall and precision in CaCLEAN. This was most pronounced in 243 the high cluster density case, as evident from the precision-recall analysis (Figure 7) . We hypothesize 244 that structural heterogeneity due to the presence of subcellular structures (e.g., mitochondria, .
(1)
Recall therefore gives the fraction of actual modeled clusters that were correctly detected by 344 CaCLEAN. Precision (also known as positive predictive value) was defined such that 345 Precision = TP (detected) TP (detected) + FP (detected)
.
(2)
Precision therefore identifies the fraction of the detected clusters that were correct (not false 346 positives). In both cases, higher values indicate better performance. 
