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Abstract
FHT is a homological finiteness condition of monoids that was introduced by Pride and Wang.
For finitely presented groups this property is equivalent to the homological finiteness condition FP3,
but for finitely presented monoids in general it is strictly stronger than the conditions left-FP3 and
right-FP3 together. Here we define the notion of bi-FPn for monoids, using bimodules instead of
left- or right-modules, and by establishing an exact sequence involving the relation bimodule of a
monoid, we prove that for finitely presented monoids the property FHT is equivalent to the finiteness
condition bi-FP3.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Monoid presentations of the form (Σ;R), where Σ is a finite alphabet and R is a
finite convergent string-rewriting system on Σ , are of particular interest, as they yield
algorithms for solving the word problem of the monoid presented by (Σ;R). Even more,
for these presentations also some other problems are solvable that are unsolvable in general
(see, for example, [4]). Unfortunately, it is undecidable in general whether a finite monoid
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same Thue congruence as the system S. In fact, the existence of such a system is not an
invariant of finite monoid presentations [2].
In order to answer the question of whether each finitely presented monoid with a
solvable word problem has some presentation that admits a finite convergent string-
rewriting system Squier considered the homological finiteness conditions left-FP3 and
right-FP3, which are invariants of monoids. In [15] he proved that a finitely presented
monoid is necessarily both left- and right-FP3, if it has a presentation through a finite
convergent string-rewriting system. As there are known examples of finitely presented
monoids (and groups) with solvable word problem that are not FP3, it follows that not
all finitely presented monoids (and groups) with solvable word problem can be presented
through finite convergent string-rewriting systems.
Since this work a lot of research has concentrated on homological and on homotopical
invariants of finitely presented monoids. Squier himself introduced the homotopical
finiteness condition FDT, which is obtained by considering certain relations on the
derivation graph associated with a monoid presentation [16], and Wang and Pride
introduced the property FHT, which states that a certain bimodule is finitely generated
[17]. For finitely presented monoids the following relations have been established between
these invariants (see, for example, [9]), where FCP expresses the property that the finitely
presented monoid considered admits a presentation through a finite convergent string-
rewriting system
FDT FHT
FCP left-FP3 + right-FP3
left-FP∞ + right-FP∞
For finitely presented groups the properties left-FP3, right-FP3, FDT, and FHT are
equivalent [6], but for finitely presented monoids in general, it is an open question of
whether or not the property FHT implies FDT, while it is known that in general none of the
other implications in the diagram above can be reversed.
In [1] Alonso and Hermiller introduce the notion of homological finite derivation type
HFDTn for all dimensions n  1, and they prove that a monoid has the property HFDTn
if and only if there is a finitely generated free resolution of the integers by A-bimodules,
where A is the integral monoid ring ZM of the monoid M considered. However, in their
study it remains open how the property HFDTn is related to the properties left- and right-
FPn and the other properties mentioned above.
In the present paper we formulate still another homological finiteness condition for
monoids, that of being of type bi-FPn for some n  1. Here instead of studying partial
resolutions of the trivial A-bimodule Z by finitely generated free A-bimodules as in [1],
we study partial resolutions of the A-bimodule A by finitely generated free A-bimodules.
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A exists up to length n.
Our main result states that a finitely presented monoid is bi-FP3 if and only if it has
the property FHT (Theorem 4.4). Thus, the property bi-FPn (n 4) can be interpreted as a
natural generalization of the property FHT to dimension n.
Our proof of Theorem 4.4 is based on the following exact sequence of A-bimodules,
presented in Theorem 3.10:
0 →M→A ·Σ ·A→A⊗A→A→ 0. (1.1)
Here M is the relation bimodule of the given presentation (Σ;R) of the monoid M
considered, and A ·Σ ·A is the free A-bimodule generated by Σ . Combined with an exact
sequence for the homotopy bimodule Π underlying the definition of the property FHT, this
sequence yields the exact sequence
0 →Π →A ·R ·A→A ·Σ ·A→A⊗A→A→ 0 (1.2)
presented in Theorem 4.3, from which Theorem 4.4 then follows by an application of the
generalized Schanuel lemma.
As pointed out by an anonymous referee, the exact sequence (1.1) is a consequence of a
more general result [3, Theorem 2], and as such it is already known. We nevertheless give
a detailed derivation for it, as this makes our paper essentially self-contained. Further, we
think that our proof has some merit of its own, as it derives the sequence in question in an
elementary way exploiting rewriting techniques.
The paper is structured as follows. In Section 2 we introduce the basic notions
concerning monoid presentations, string-rewriting systems, and bimodules. For additional
information concerning these topics, we refer to the literature where [4] serves as our
main reference for monoid presentations and string-rewriting systems and [12] is our main
reference concerning homological algebra.
In Section 3 we derive the exact sequence (1.1) for the relation bimodule and in
Section 4 we use this sequence to establish the announced equivalence between the
properties bi-FP3 and FHT for finitely presented monoids.
2. Monoid presentations, rewriting systems, and bimodules
In this section we introduce the basic notions in order to establish notation.
Let Σ be a finite alphabet. Then Σ∗ denotes the free monoid generated by Σ including
the empty string 1. On Σ∗ we consider the so-called length-lexicographical ordering >llex
that is induced by a linear ordering on Σ . It is important to notice that this is a well-ordering
on Σ∗ that is compatible with the concatenation of strings.
A string-rewriting system R on Σ is a subset of Σ∗ × Σ∗. Its elements are called
(rewrite) rules. By →R we denote the single-step reduction relation
→R :=
{
(uv,urv) | (→ r) ∈ R, u, v ∈Σ∗}
330 Y. Kobayashi, F. Otto / Journal of Algebra 264 (2003) 327–341defined by R, ↔R is the symmetric closure of →R , and →∗R (↔∗R) is the reflexive
transitive closure of →R (↔R). A string u is called irreducible, if u →R v does not
hold for any string v. By IRR(R) we denote the set of all irreducible strings. As ↔∗R
is compatible with the concatenation of strings, it is a congruence on Σ∗. For w ∈Σ∗, we
denote the congruence class containing w by [w]R . The factor monoid Σ∗/↔∗R of the free
monoid Σ∗ by the congruence ↔∗R will be denoted by MR , and the ordered pair (Σ;R)
is called a monoid presentation for each monoid M that is isomorphic to MR . A monoid
is called finitely generated, if it admits a presentation (Σ;R) for some finite alphabet Σ ,
and it is called finitely presented, if it admits a presentation (Σ;R), for which Σ and R are
both finite.
A string-rewriting system R is said to be compatible with the ordering >llex, if  >llex r
holds for each rule ( → r) ∈ R. Obviously, if R is compatible with >llex, then R is
terminating, that is, there do not exist any infinite reduction sequences modR. The system
R is confluent, if u→∗R v and u→∗R w imply that v →∗R z and w→∗R z hold for some
z ∈ Σ∗. If R is terminating and confluent, then it is called convergent. In this situation
each congruence class contains a unique irreducible string, that is, IRR(R) is a cross-
section for MR . If R is in addition compatible with >llex, then the irreducible string in
[w]R is simply the minimal string in [w]R with respect to this ordering.
If the system R is not convergent itself, then there always exists another (possibly
infinite) system R′ that is compatible with >llex, convergent, and equivalent to R, which
means that R and R′ generate the same congruence. In fact, we can even assume that
the system R′ is normalized, that is, for each rule ( → r) ∈ R′, r ∈ IRR(R′) and
 ∈ IRR(R′ \ {→ r}) hold (see, e.g., [4, Chapter 2]).
Let M be the monoid that is given through the presentation (Σ;R). By F we denote
the integral monoid ring ZΣ∗, and by A we denote the integral monoid ring ZM .
We will be interested in certain F - and A-bimodules. An Abelian group C is an F - (A-)
bimodule, if there exist a left action and a right action of F (A) on C that commute, that is,
(f c)g = f (cg) for all f,g ∈ F (A) and c ∈ C. A mapping α :C1 → C2, where C1 and C2
are F - (A-) bimodules, is a bimodule homomorphism if it is compatible with addition and
the left and right actions of F (A).
A sequence C1
α→ C2 β→ C3 of F - (A-) bimodules and homomorphisms is exact at
C2, if im(α) = ker(β) holds, where im(α) := {α(c) | c ∈ C1} and ker(β) := {c ∈ C2 |
β(c)= 0}. A sequence
C1
α1−→ C2 α2−→C3 α3−→ · · · αn−→Cn+1
is called exact, if it is exact at each Ci , i = 2, . . . , n.
Finally we need the notion of free F - (A-) bimodules. For a set of formal generators X,
the free F - (A-) bimodule F ·X · F (A · X · A) is simply the free Abelian group that is
generated by the set {a · x · b | a, b ∈ Σ∗, x ∈ X} ({a · x · b | a, b ∈M, x ∈ X}), where
the left action is defined through c(a · x · b) := ca · x · b and the right action is defined by
(a · x · b)d := a · x · bd . Each element of F ·X · F (A ·X ·A) has a unique representation
of the form
∑
i∈I ziai · xi · bi, where I is a finite index set, zi ∈ Z \ {0}, ai, bi ∈Σ∗ (M),
and xi ∈X for all i ∈ I , and ai · xi · bi = aj · xj · bj for all i = j .
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Here we develop an exact sequence of A-bimodules involving the relation bimoduleM
of the monoid presentation (Σ;R) considered.
Let F ⊗F denote the free F -bimodule that is generated by a single formal generator [ ],
and let F ·Σ ·F denote the free F -bimodule that is generated by Σ . For each letter s ∈Σ ,
we denote the corresponding generator by [s]. We define a homomorphism δ1 of Abelian
groups from F to the free F -bimodule F ·Σ · F by taking δ1(1) := 0 and
δ1(s1 · · · sn) := 1 · [s1] · s2 · · · sn + s1 · [s2] · s3 · · · sn + · · · + s1 · · · sn−1 · [sn] · 1
for all s1, . . . , sn ∈ Σ , n  1. It is easy to see that this homomorphism satisfies the
following equality.
Lemma 3.1. For all x, y ∈ F , δ1(xy)= δ1(x)y + xδ1(y).
By defining δ0([s]) := s ⊗ 1 − 1 ⊗ s for all s ∈ Σ , we obtain an F -bimodule
homomorphism δ0 :F · Σ · F → F ⊗ F . The combination δ0 ◦ δ1 :F → F ⊗ F has the
following property.
Lemma 3.2. For all x ∈ F , δ0 ◦ δ1(x)= x ⊗ 1− 1⊗ x .
Proof. It suffices to show the equality for x ∈Σ∗. Let x = s1 · · · sn, where s1, . . . , sn ∈Σ ,
then
δ0 ◦ δ1(x) = δ0
(
n∑
i=1
s1 · · · si−1 · [si] · si+1 · · · sn
)
=
n∑
i=1
s1 · · · si−1 · (si ⊗ 1− 1⊗ si) · si+1 · · · sn
=
n∑
i=1
s1 · · · si ⊗ si+1 · · · sn −
n∑
i=1
s1 · · · si−1 ⊗ sisi+1 · · · sn
= x ⊗ 1− 1⊗ x. ✷
As the monoid M is defined as the quotient Σ∗/↔∗R , there is a natural projection
ρ :Σ∗ →M , which maps each string w ∈Σ∗ onto the monoid element ρ(w) := w. Here
w denotes the monoid element that is presented by the string w, that is, w is just another
simplified notation for [w]R . This monoid homomorphism naturally extends to a surjective
ring homomorphismρ :F →A by taking ρ(∑ zww) :=∑ zww. If J denotes the kernel of
this homomorphism, then A is isomorphic to the quotient F/J . It is known that J is simply
the two-sided ideal of F that is generated by the set E(R) := {− r | (→ r) ∈ R} [13].
ByM we denote the quotient J/J 2. This is the relation bimodule of the presentation
(Σ;R) [8]. Since J and J 2 are two-sided ideals of F ,M is an F -bimodule. However, as
332 Y. Kobayashi, F. Otto / Journal of Algebra 264 (2003) 327–341J ·M=M · J = 0,M is actually an A-bimodule, where the two-sided action of A onM
is simply induced by the two-sided action of F onM.
In the following let A ⊗ A denote the free A-bimodule that is generated by a single
formal generator [ ], and let A ·Σ ·A denote the free A-bimodule that is generated by Σ .
Lemma 3.3. The restriction of δ1 to J induces a homomorphism δ¯1 :M→ A ·Σ · A of
A-bimodules.
Proof. The projection ρ :F →A induces a group homomorphism ρ :F ·Σ ·F →A ·Σ ·A
by sending x · [s] · y to x¯ · [s] · y¯ for all x, y ∈Σ∗ and s ∈Σ . Thus, by restricting δ1 to J
we obtain a group homomorphism ρ ◦ δ1|J :J →A ·Σ ·A. For all x, y ∈ J , we have
ρ ◦ δ1(xy)= ρ
(
δ1(x)y
)+ ρ(xδ1(y))= ρ ◦ δ1(x)y¯ + x¯ · ρ ◦ δ1(y)
by Lemma 3.1, and as J = ker(ρ) we see that x¯ = ρ(x)= 0 and y¯ = ρ(y)= 0 implying
that ρ ◦ δ1(xy)= 0. Hence, ρ ◦ δ1 induces a homomorphism δ¯1 :M→A ·Σ ·A of Abelian
groups. Moreover, for x, y ∈ F and z ∈ J , we have
δ¯1(xzy)= ρ ◦ δ1(x) · zy + x¯ · ρ ◦ δ1(z) · y¯ + xz · ρ ◦ δ1(y)= x¯ · δ¯1(z) · y¯,
as zy, xz ∈ J , which shows that δ¯1 :M→ A · Σ · A is actually a homomorphism of
A-bimodules. ✷
By defining ∂0([s]) := s¯ ⊗ 1 − 1 ⊗ s¯ for all s ∈ Σ , we obtain an A-bimodule
homomorphism ∂0 :A ·Σ · A→ A⊗ A. Further, by mapping the generator [ ] of A⊗ A
onto 1 we obtain an A-bimodule homomorphism ε :A⊗A→A.
Proposition 3.4. The following is an exact sequence of A-bimodules:
A ·Σ ·A ∂0−→A⊗A ε−→A→ 0.
Proof. Obviously ε is surjective. For s ∈ Σ we have ε(∂0([s])) = ε(s¯ ⊗ 1 − 1 ⊗ s¯) =
s¯− s¯ = 0, hence im(∂0)⊆ ker(ε). It remains to show that ker(ε)⊆ im(∂0) holds as well. So
let f :=∑j∈J xj⊗yj , where xj , yj ∈A, be an element of ker(ε), that is,∑j∈J xj ·yj = 0.
Then
f =
∑
j∈J
(xj ⊗ yj )−
∑
j∈J
(1⊗ xjyj )=
∑
j∈J
(xj ⊗ 1− 1⊗ xj ) · yj
is contained in im(∂0), as xj ⊗ 1 − 1 ⊗ xj ∈ im(∂0) follows analogously to Lemma 3.2.
Thus, we actually have im(∂0)= ker(ε). ✷
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where π denotes the natural projection from J ontoM:
J ⊆ F
π
δ1
F ·Σ · F
ρ
δ0
F ⊗F
ρ
F
ρ
0
M δ¯1 A ·Σ ·A ∂0 A⊗A ε A 0
By Lemma 3.2 we obtain ∂0 ◦ δ¯1 ◦ π(x) = ρ ◦ δ0 ◦ δ1(x) = ρ(x ⊗ 1 − 1 ⊗ x) =
x¯⊗ 1− 1⊗ x¯ = 0 for all x ∈ J , and hence, im(δ¯1) is contained in ker(∂0). In the following
we will show that actually im(δ¯1) and ker(∂0) coincide and that δ¯1 is injective. To this end
we assume that the string-rewriting system R defining the monoid M is normalized and
convergent, and that it is compatible with the length-lexicographical ordering >llex on Σ∗.
As observed in the previous section we can always assume this without loss of generality,
although we cannot guarantee that the system R remains finite.
In order to proceed, we now extend the length-lexicographical ordering>llex to a partial
well-founded ordering on F . Each element f ∈ F has a unique representation of the form
f =∑i∈I zixi with zi ∈ Z\ {0} and xi ∈Σ∗, where xi = xj for i = j . By T (f ) we denote
the set T (f ) := {xi | i ∈ I } of terms of f . As T (f ) is a finite subset of Σ∗, T (f ) contains
a maximal element mt(f ) with respect to >llex. By mc(f ) we denote the corresponding
coefficient of mt(f ) in the representation of f , and rem(f ) := f − mc(f ) · mt(f ) is the
remainder of f . Two elements f and g of F are now compared recursively as follows:
f > g iff f = 0 and g = 0 or
f = 0 = g and mt(f ) >llex mt(g) or
f = 0 = g, mt(f )=mt(g), and rem(f ) > rem(g).
It is easily seen that  := > ∪ = is a partial ordering on F that is well-founded, that is,
there is no infinite strictly decreasing sequence with respect to this ordering.
As observed before, J is the two-sided ideal of F that is generated by the set E(R)=
{ − r | (→ r) ∈ R}. As R is convergent and compatible with >llex, this implies that
E(R) is a Gröbner base for J [11], where the reduction →E(R) on F is defined as follows.
Let f =∑i∈I zixi , where zi ∈ Z \ {0} and the strings xi ∈Σ∗ are pairwise distinct, and
let xj = yz for some index j ∈ I , strings y, z ∈ Σ∗, and a rule ( → r) ∈ R. Then
f →E(R) f − zjy(− r)z=∑i∈I,i =j zixi + zj yrz. By requiring that always the largest
reducible term is reduced first and by observing that the leftmost application of a rule of R
to a string is uniquely determined as R is normalized, we obtain a deterministic reduction
strategy forE(R). The reduction sequences obtained by this strategy will be called leftmost
reductions in accordance with the situation in Σ∗.
Next we establish the following technical result, where for each element f ∈ F we
denote its normal form with respect to the reduction →E(R) by f ∧.
334 Y. Kobayashi, F. Otto / Journal of Algebra 264 (2003) 327–341Proposition 3.5. For each f ∈ F ,
f − f ∧ =
∑
i∈I
zixi(i − ri )yi
(
mod J 2
)
for some finite index set I , where zi ∈ Z \ {0}, xi, yi ∈ Σ∗, (i → ri ) ∈ R, each proper
prefix of xii is irreducible mod R, yi ∈ IRR(R), and xiiyi  f .
Proof. Let f = z1x11y1 + g1 →E(R) z1x1r1y1 + g1 = z2x22y2 + g2 →E(R) z2x2r2y2 +
g2 →E(R)→·· ·→E(R) zmxmrmym+gm = f ∧ be the leftmost reduction sequence from f
to f ∧, where xi, yi ∈Σ∗ and (i → ri ) ∈ R. Then
f − f ∧ =
m∑
i=1
(zixiiyi − zixiriyi)
=
m∑
i=1
zixi(i − ri)y∧i +
m∑
i=1
zixi(i − ri )
(
yi − y∧i
)
=
m∑
i=1
zixi(i − ri)y∧i
(
mod J 2
)
.
As each reduction step is leftmost, each proper prefix of each string xii is irreducible
modR, and by definition y∧i ∈ IRR(R). Finally, x11y1 is the largest reducible term
of f , and so we see that, for all i = 1, . . . ,m, xiiy∧i  xiiyi  x11y1  f . In fact,
xiiy
∧
i < x11y1 for all i  2, and so xiiy∧i < f for all i  2. ✷
Next we define a homomorphism ν :A ·Σ · A→ J of Abelian groups as follows. As
the system R is convergent, each element f ∈ A has a unique representation of the form
f =∑i∈I zi x¯i , where zi ∈ Z \ {0}, xi ∈ IRR(R), and xi = xj for i = j . Now ν is defined
by taking
ν
(
x¯ · [s] · y¯) := xsy − (xs)∧ · y
for all x, y ∈ IRR(R) and s ∈Σ . As before w∧ denotes the normal form of the string w
with respect to E(R) and therewith also with respect to R. For ν we can easily establish
the following properties.
Lemma 3.6. Let x, y ∈Σ∗ and s ∈Σ .
(a) ν(x¯ · [s] · y¯) xsy .
(b) If xs ∈ IRR(R), then ν(x¯ · [s] · y¯)= 0.
(c) If x ∈ IRR(R), then ν(x¯ · [s] · y¯)= xs · y∧ − (xs)∧ · y∧.
Using these properties we now derive the following technical result.
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of x is irreducible mod R. Then
ν ◦ δ¯1
(
x(− r)y)= xy + g for some g ∈ F satisfying g < xy.
Proof. Let = s1s2 · · · sm and r = b1 · · ·bn, where s1, . . . , sm, b1, . . . , bn ∈Σ and nm.
Then we have
δ¯1
(
x(− r)y) = x¯ · δ¯1(− r) · y¯ (see the proof of Lemma 3.3)
= x¯ · [s1] · s2 · · · smy + xs1 · [s2] · s3 · · · smy + · · · + xs1 · · · sm−1 · [sm] · y¯
− (x¯ · [b1] · b2 · · ·bny + xb1 · [b2] · b3 · · ·bny + · · ·
+ xb1 · · ·bn−1 · [bn] · y¯
)
.
By the hypothesis, xs1 · · · si ∈ IRR(R) for all i = 1, . . . ,m− 1. Thus, Lemma 3.6 yields
ν
(
δ¯1
(
x(− r)y)) = xs1 · · · sm · y∧ − (xs1 · · · sm)∧ · y∧
−
n∑
j=1
ν
(
xb1 · · ·bj−1 · [bj ] · bj+1 · · ·bny
)
.
As xs1 · · · sm · y∧ = xy , (xs1 · · · sm)∧ · y∧ = (xr)∧ · y < xy , and
ν
(
xb1 · · ·bj−1 · [bj ] · bj+1 · · ·bny
)
 xb1 · · ·bj−1bjbj+1 · · ·bny = xry < xy
for all j = 1, . . . , n, we obtain that ν(δ¯1(x(− r)y))= xy+ g, where g < xy holds. ✷
Based on this technical result we can now derive the following fact about the
homomorphism δ¯1.
Proposition 3.8. The homomorphism δ¯1 :M→A ·Σ ·A is injective.
Proof. The homomorphism δ¯1 is induced by the mapping ρ ◦ δ1 :J → A ·Σ · A. Thus,
it suffices to show that ker(ρ ◦ δ1) ⊆ J 2 holds. Assume to the contrary that ker(ρ ◦ δ1) \
J 2 = ∅, and let f ∈ ker(ρ ◦ δ1) \ J 2. By Proposition 3.5, f can be written as
f =
n∑
i=1
zixi(i − ri )yi + h,
where h ∈ J 2, zi ∈ Z \ {0}, (i → ri) ∈ R, yi ∈ IRR(R), each proper prefix of xii is
irreducible mod R, and xiiyi  f . Observe that f ∧ = 0, as f ∈ J and E(R) is a Gröbner
base for J . Suppose that x11y1 is the maximal string among the set {xiiyi | i = 1, . . . , n}.
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yields that
ν ◦ δ¯1(f )=
n∑
i=1
zi · ν
(
δ¯1
(
xi(i − ri )yi
))= n∑
i=1
zixiiyi + g
for some g ∈ F satisfying g < x11y1, and so ν ◦ δ¯1(f ) = z1x11y1 + g′, where g′ :=∑n
i=2 zixiiyi + g < x11y1. Hence, we see that ν ◦ δ¯1(f ) = 0, while on the other hand
ν ◦ δ¯1(f )= ν ◦ ρ ◦ δ1(f )= 0. This contradiction shows that ker(ρ ◦ δ1)⊆ J 2 holds. ✷
Finally we want to prove that the sequence of A-bimodules
0 →M δ¯1−→A ·Σ ·A ∂0−→A⊗A ε−→A→ 0
is exact at A · Σ · A. As noted before im(δ¯1) ⊆ ker(∂0), and so it remains to verify the
opposite inclusion. For doing so we first extend the ordering >llex to a partial ordering on
the free A-bimodule A ·Σ ·A as follows.
First, let x, y,w, z ∈ IRR(R), and let s, t ∈Σ . Then we define
x¯ · [s] · y¯ > w · [t] · z¯ if and only if (i) xsy >llex wtz or
(ii) xsy =wtz and |x|< |w|.
For f =∑i∈I zi x¯i · [si] · y¯i , where zi ∈ Z \ {0}, xi, yi ∈ IRR(R), and si ∈ Σ such
that x¯i · [si] · y¯i = x¯j · [sj ] · y¯j for i = j , we obtain a maximal term x¯j · [sj ] · y¯j among
{x¯i · [si] · y¯i | i ∈ I }. This term is denoted by mt(f ), and the corresponding coefficient will
be denoted by mc(f ), while rem(f ) := f − mc(f ) · mt(f ). Two elements f and g of
A ·Σ ·A are now compared by taking
f > g iff f = 0 and g = 0 or
f = 0 = g and mt(f ) > mt(g) or
f = 0 = g, mt(f )=mt(g), and rem(f ) > rem(g).
Analogously >llex extends to a partial well-founded ordering on A ⊗ A by comparing
elements x¯ ⊗ y¯ and w⊗ z¯, where x, y,w, z ∈ IRR(R), as follows:
x¯ ⊗ y¯ > w⊗ z¯ if and only if (i) xy >llex wz or
(ii) xy =wz and |x|< |w|.
Based on these orderings we prove the following result.
Lemma 3.9. ker(∂0)= im(δ¯1).
Proof. It remains to show that ker(∂0)⊆ ρ ◦ δ1(J ). Assume to the contrary that ker(∂0)
ρ ◦ δ1(J ) and let f =∑ni=1 zi x¯i · [si ] · y¯i be a minimal element with respect to the partial
ordering > on A · Σ · A from the difference set ker(∂0) \ ρ ◦ δ1(J ). Here zi ∈ Z \ {0},
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mt(f )= x¯1 · [s1] · y¯1, that is, x¯i · [si ] · y¯i < x¯1 · [s1] · y¯1 for all i = 2, . . . , n. As f ∈ ker(∂0),
we have
∑n
i=1 zi(xisi ⊗ y¯i − x¯i ⊗ siyi )= 0.
We claim that s1y1 is reducible mod R, that is, (s1y1)∧ = s1y1. Assume to the contrary
that s1y1 ∈ IRR(R), which means that (s1y1)∧ = s1y1. Then (x1s1)∧y1 llex x1s1y1 =
x1(s1y1)∧, and so either (x1s1)∧y1 <llex x1(s1y1)∧ or (x1s1)∧y1 = x1(s1y1)∧. This implies
x1s1 ⊗ y¯1 < x¯1 ⊗ s1y1. Further, for i ∈ {2, . . . , n}, x¯i · [si] · y¯i < x¯1 · [s1] · y¯1 implies that
xisiyi <llex x1s1y1 or xisiyi = x1s1y1 and |xi |> |x1|. So we see that xisi ⊗ y¯i < x¯1 ⊗ s1y1
and x¯i ⊗ siyi < x¯1 ⊗ s1y1 both hold. Hence, x¯1 ⊗ s1y1 is the largest term occurring in the
expression
∑n
i=1 zi(xisi ⊗ y¯i − x¯i ⊗ siyi ), and as z1 = 0, this contradicts the choice of
f ∈ ker(∂0). Thus, it follows that s1y1 is reducible mod R.
Now let g := x1s1y1−x1(s1y1)∧. Then g ∈ J , and as (s1y1)∧ = s1y1, we see that g = 0.
Assume that
x1 = a1a2 · · ·am, y1 = b1b2 · · ·bn and (s1y1)∧ = c1c2 · · ·ck,
where ai, bi, ci ∈Σ . Then from the definition of δ1 we obtain
ρ ◦ δ1(g) = x¯1 · [s1] · y¯1 +
n∑
j=1
x1s1b1 · · ·bj−1 · [bj ] · bj+1 · · ·bn
−
k∑
j=1
x1c1 · · ·cj−1 · [cj ] · cj+1 · · ·ck.
Here again we see that x¯1 · [s1] · y¯1 is the maximal term of ρ ◦ δ1(g), that is, ρ ◦ δ1(g)=
x¯1 · [s1] · y¯1+f1 for some f1 ∈A ·Σ ·A satisfying f1 < x¯1 · [s1] · y¯1. Finally we consider the
element f ′ := f −z1 ·ρ ◦δ1(g). Then f ′ ∈ ker(∂0) and f ′ < f . Thus, from the choice of f
we conclude that f ′ ∈ ρ ◦δ1(J ). But then f = f ′ +ρ ◦δ1(z1g) ∈ ρ ◦δ1(J ) in contradiction
to the choice of f . Hence, we actually have ker(∂0)= im(δ¯1). ✷
From Proposition 3.4, Proposition 3.8 and Lemma 3.9 we obtain the following result.
Theorem 3.10. Let M be a monoid generated by Σ , and let A= ZM . Then the following
sequence of A-bimodules and homomorphisms is exact:
0 →M δ¯1−→A ·Σ ·A ∂0−→A⊗A ε−→A→ 0.
Observe that this result makes no mentioning of the rewriting system R defining the
monoid M considered. And indeed we see from the construction given that this result
holds for all finitely generated monoids. The convergence of the rewriting system R, or an
equivalent system R′, is only needed to facilitate the proof. In particular, it is not required
that the monoid M has a finite convergent presentation.
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Here we establish the homological finiteness condition bi-FPn for monoids and present
our main result, stating that for finitely presented monoids, the property bi-FP3 is equivalent
to the property FHT.
A monoidM is said to be bi-FPk for some integer k  1, if there exists an exact sequence
of finitely generated free A-bimodules of the form
Ck
δk−→Ck−1 δk−1−→ · · · δ2−→C1 δ1−→ C0 →A→ 0,
where A denotes the monoid ring ZM . The monoid M is bi-FP∞ if it is bi-FPk for all
k  1.
By adapting Proposition 4.3 of [5] to the case of bimodules we obtain the following
characterization.
Proposition 4.1. The monoid M is bi-FPn for some integer n  1, if and only if the
following condition holds: if Ck δk−→ Ck−1 → ·· · → C0 → A→ 0 is an exact sequence
of finitely generated free A-bimodules for some k < n, then the kernel ker(δk) is finitely
generated as an A-bimodule.
Now assume that a monoid M is bi-FPn for some integer n 1, and let
Cn
δn−→Cn−1 δn−1−→ · · · δ2−→ C1 δ1−→C0 →A→ 0 (4.1)
be a partial free resolution of A by finitely generated free A-bimodules. By applying the
tensor operator ⊗AZ to this sequence we obtain an exact sequence
Cn⊗A Z→Cn−1 ⊗A Z→·· ·→C1 ⊗A Z→C0 ⊗A Z→ Z→ 0 (4.2)
of finitely generated free left A-modules. Observe that the sequence (4.1) can also be
interpreted as an exact sequence of free right A-modules, although as free right A-modules
the factors Ci will in general no longer be finitely generated. As A is free considered as a
right A-module, we see that Hk(Ck ⊗A Z) = TorAk (A,Z)= 0 for all k > 0, which means
that the sequence (4.2) is exact (see, e.g., [12, Chapter 3]).
By applying the tensor operator on the left we obtain correspondingly an exact sequence
Z⊗A Cn → Z⊗A Cn−1 →·· ·→ Z⊗A C1 → Z⊗A C0 → Z→ 0
of finitely generated free right A-modules. Thus, we have the following implication.
Proposition 4.2. If a monoid M is bi-FPn for some n, then it is left-FPn and right-FPn.
In [13] Pride associated an A-bimodule Π with a presentation (Σ;R) of a monoid M ,
and he proved that the sequence Π → A · R · A→M→ 0 of A-bimodules is exact,
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As proved by Guba and Sapir [7], the homomorphism Π → A · R ·A in this sequence is
injective, so that we have the short exact sequence of A-bimodules
0 →Π ρ¯−→A ·R ·A µ−→M→ 0.
See [10] for a different proof of the exactness of this sequence. Following Wang and Pride
[17], the presentation (Σ;R) is said to be of finite homological type, FHT for short, if the
bimodule Π is finitely generated, and it has been shown by them that FHT is actually an
invariant property of finitely presented monoids.
From the previous section we have the exact sequence
0 →M δ¯1−→A ·Σ ·A ∂0−→A⊗A→A→ 0
of A-bimodules. By combining µ and δ¯1 in the above exact sequences, we obtain the exact
sequence of A-bimodules in the following theorem.
Theorem 4.3. Let M be a monoid presented by (Σ,R) and let A= ZM . Then,
0→Π ρ¯−→A ·R ·A δ¯1◦µ−−−→A ·Σ ·A ∂0−→A⊗A→A→ 0 (4.3)
is an exact sequence of A-bimodules.
Now we can show the equivalence of bi-FP3 and FHT as follows.
Theorem 4.4. A finitely presented monoid is bi-FP3 if and only if it has the property FHT.
Proof. Let M be a monoid that is given through the finite presentation (Σ;R). As (Σ;R)
is finite, the modules A ⊗ A, A · Σ · A, and A · R · A in the sequence (4.3) are finitely
generated free A-bimodules. It follows that each finitely presented monoid is bi-FP2. Now
assume that M has the property FHT. Then the bimodule Π is finitely generated, and
so there exists a finitely generated free A-bimodule C3 such that there is a surjective
homomorphism δ2 of A-bimodules mapping C3 onto Π . Hence,
C3
ρ¯◦δ2−−−→A ·R ·A δ¯1◦µ−−−→A ·Σ ·A ∂0−−−→A⊗A→A→ 0
is an exact sequence, implying that the monoid M is bi-FP3.
Conversely, if M is bi-FP3, then Proposition 4.1 implies that ker(δ¯1 ◦ µ)⊆ A ·R ·A is
finitely generated as an A-bimodule. As ρ¯ :Π → A · R · A is an embedding satisfying
ρ¯(Π) = ker(δ¯1 ◦ µ), we see that Π is finitely generated as an A-bimodule. Thus, the
monoid M has the property FHT. ✷
In [9] the authors give an example of a finitely presented monoid that is both left- and
right-FP∞, but that does not have the property FHT, and that therewith is not bi-FP3.
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is currently not clear whether this is also true for the remaining values of n.
Theorem 4.4 shows that, for n > 3, the property bi-FPn can be seen as a natural gen-
eralization of the property FHT to dimension n. Is there a similarly natural generalization
of the property FDT introduced by Squier in [16] to higher dimensions? It is known that
for finitely presented monoids the property FDT implies the property FHT, and therewith
bi-FP3, but it is still an open problem of whether or not the converse implication holds in
general.
Note added in proof
Meanwhile, this problem has been answered in the negative by S. Pride and F. Otto [14]
by constructing a finitely presented monoid that is FHT, but not FDT.
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