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Abstract. We develop a comprehensive framework in which the existence of solutions to
the semiclassical Einstein equation (SCE) in cosmological spacetimes is shown. Different
from previous work on this subject, we do not restrict to the conformally coupled scalar
field and we admit the full renormalization freedom. Based on a regularization procedure,
which utilizes homogeneous distributions and is equivalent to Hadamard point-splitting, we
obtain a reformulation of the evolution of the quantum state as an infinite-dimensional dy-
namical system with mathematical features that are distinct from the standard theory of
infinite-dimensional dynamical systems (e.g. unbounded evolution operators). Neverthe-
less, applying new mathematical methods, we show existence of maximal/global (in time)
solutions to the SCE for vacuum-like states, and of local solutions for thermal-like states. Our
equations do not show the instability of the Minkowski solution described by other authors.
1 Introduction
The semiclassical Einstein equation (SCE) is the equation
Gµν = 8piG〈T renµν 〉ω, (1.1)
where Gµν denotes the Einstein tensor for the (classical) metric gµν, G is the gravitational
constant, m ≥ 0 the mass, and 〈T ren
µν
〉ω is the renormalized stress-energy tensor for a quan-
tum field theory (QFT) in the state ω. That is, matter is described by a quantum field and
gravity is described by a classical Lorentzian manifold. The SCE has been studied since the
late 1960’s by a number of authors, see [9, 21, 49] for an overview. It is typically introduced
in an ad hoc manner as a minimal change of the classical Einstein equation by replacing the
the stress-energy tensor of a classical field by that of a quantum field to take into account
the quantum nature of matter. In particular, it is not considered a fundamental equation
but rather an approximation of a more fundamental theory within some domain of validity
that is sufficiently remote from the Planck scale. Some possible derivations of the SCE from
a quantum gravity are critically discussed in Sect. II.B of [20].
Many equations in QFT are plagued by ultraviolet divergences and the SCE makes no
difference, because (naïvely) the expectation value of the stress-energy tensor involves the
evaluation of singular quantum fields at a point. As already discussed in [47], a renormaliza-
tion of the stress-energy tensor needs to be coordinate independent and thus has to follow
the principle of general covariance.
A procedure which satisfies these requirements is the point-splitting formalism by Chris-
tensen [11, 12]. Here one subtracts the singular part, given by the Hadamard parametrix
(essentially a Lorentzian version of the heat kernel), from the two-point function of the
state. For this reason one restricts the class of states to Hadamard states, viz., states with
two-point functions that match the Hadamard parametrix up to smooth contributions. (Ac-
tually it is sufficient that the leading singularities of the two-point function match those of
the Hadamard parametrix, as in the case of adiabatic states [27].)
Due to the ambiguity in the regularization procedure (satisfying certain conditions or
axioms [23–25]), a renormalization freedom arises. Some terms renormalize the gravita-
tional constant or the cosmological constant by a finite amount. Thus it can be seen that
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the wide-spread belief that quantum matter automatically leads to a very large cosmological
constant is not correct; instead the cosmological constant corresponds to a renormalization
freedom. Other terms contain higher than second order derivatives in the metric. Such
terms are likely to change the entire characteristic of the SCE, especially with respect to the
classical Einstein equation, which is only of second order, and there seems to be to be no
justifiable reason why these higher order terms should be discarded [48]. We would like to
mention, however, the method of order reduction by which higher order derivatives in the
SCE can be replaced by lower order derivatives in a systematic way, see [20] and references
therein.
Moreover, it was noted early on, see e.g. [11, 48], that the renormalized stress-energy
tensor is not traceless, even if the classical action of the quantum field is conformally invari-
ant. In fact, in this case one obtains the famous trace (or conformal) anomaly
〈T ren〉 = gµν〈T ren
µν
〉 = c1R2 + c2RµνRµν + c3RµνλσRµνλσ + c4R+ renormalization freedom,
where the constants c• depend on spin of the (free) quantum field. Notably, the right-hand
side does not depend on the quantum state at all, and contains higher than second order
derivatives in the metric.
In the following we shall specialize our discussion to the special case of a free scalar field
on flat Friedmann–Lemaître–Robertson–Walker (FLRW) spacetimes M = I ×R3, I ⊂R, with
the metric (in conformal time τ and with signature convention −+++)
g = a(τ)2
 
−dτ2 + d~x2

, (1.2)
where a(τ) > 0 is called the scale factor and d~x2 denotes the Euclidean metric on R3. This
case already shows many features that distinguish it from QFT on the maximally symmetric
Minkowski and de Sitter spacetime, or static spacetimes. Additionally, these spacetimes
are of importance in cosmology as they represent the observed homogeneous and isotropic
structure of our universe at the scale of several megaparsec, as well as the observed flatness
[50].
Despite some mathematical problems in the pre-1990’s literature on the SCE, by the be-
ginning of the 1980’s the approach has been developed to a stage where numerical solutions
and cosmological applications of the SCE were in reach. This situation was exploited by An-
derson in a series of four papers [1–4] starting with the conformally coupled and massless
scalar field following up prior work by Starobinski [43]. Depending on the values of the
aforementioned renormalization parameters, Anderson discovered a very rich behavior of
the SCE ranging from big bang, big bounce to divergence of the scale factor to infinity in
finite time. The non-conformally coupled case was investigated by analytical and numerical
methods by Suen [45, 46]. His analysis revealed an instability of Minkowski spacetime as
a global solution to the SCE. Further analytical and numerical work on the stability of the
SCE has been performed by Hänsel and Verch [22].
The mathematical literature on the SCE starts with the formulation of an axiomatic
framework for the definition of the stress-energy tensor by Wald along with the proof of
uniqueness of this tensor up to renormalization degrees of freedom, see e.g. [49]. Mathe-
matical research on quantum fields on curved spacetimes gathered further momentum by
the work of Radzikowski [38, 39] who classified Hadamard states using methods of microlo-
cal analysis. In particular, Radzikowski proved that a quasi-free state that is Hadamard on a
time-slice around a Cauchy surface is Hadamard on the entire globally hyperbolic manifold
containing this surface. From the perspective of the SCE, this result gives an important hint
for the well-posedness of the former equation ensuring that the stress-energy tensor will
remain well-defined on the entire spacetime manifold.
The proper description of the stress-energy tensor in the mathematically rigorous frame-
work paved the way for new cosmological investigations on the SCE. Dappiaggi, Freden-
hagen and Pinamonti [13] investigated the stability of the SCE on FLRW spacetimes using
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certain effective large-mass approximations of the quantum state. As a major milestone in
the mathematical theory of the SCE, Pinamonti proved the existence of solutions for the
trace equation for short times in the conformally coupled case for certain states defined
on past null infinities [36]. This has been significantly extended by Pinamonti and one of
us [37] to full solutions of the SCE on FLRW spacetimes, including the energy constraint
with initial values specified on a Cauchy surface, but still limited to the conformally coupled
scalar field, and a particular choice of renormalization parameters and quantum state.
We remark that in this paper we deal with the SCE without a classical background field.
However, as background fields are important in inflationary cosmology (see e.g. [21, 32, 50],
we give remarks on the minor changes that are needed to include background fields without
changing the results of our paper.
After this introduction, in the second section we first outline the quantization of the
(real, free) scalar field in curved spacetimes with emphasize on flat FLRW spacetimes. In
particular, we present an initial value formulation for homogeneous isotropic states for the
quantum scalar field in FLRW spacetimes [30]. Then, we develop a point-splitting regular-
ization specially adapted to FLRW spacetimes and show its equivalence to the conventional
Hadamard point-splitting.
In the third section, we briefly discuss the renormalized stress-energy tensor for the quan-
tized scalar field. Since the trace and the energy component of the stress-energy tensor play
an important role for the (semiclassical) Einstein equation in FLRW spacetimes, we present
the corresponding expressions. We also discuss the problem posed by higher derivatives
present in the semiclassical theory, partially due to regularization and renormalization.
Next, in the fourth section, we show how to formulate and solve a dynamical system
for the coincidence limit of the regularized two-point function and its derivatives. This sys-
tem shows various interesting physical and mathematical features: First, it hides the higher
derivatives present in the regularization, thereby circumventing one of the challenges faced
when solving the SCE. Next, it distinguishes a class of ‘generalized’ vacuum states from
other classes of states such as thermal states. Finally, its evolution is given by a (gener-
ally unbounded) evolution operator which can be understood as acting between differently
weighted sequence spaces. The fact that this evolution operator exists at all is intimately tied
to the hyperbolicity of the Klein–Gordon operator, which expresses itself in this dynamical
system through the nilpotence of a certain matrix. Depending on the choice of the weights in
the sequence spaces, the evolution can be shown to exist for all time (geometrically growing
weights) or for a finite amount of time (factorially growing weights).
Finally, in the fifth section, we use the just developed dynamical system for the quantum
state to solve the SCE. In fact, we consider an abstract class of quasi-linear equations which
includes as a special case the SCE. For this abstract equation we show existence and unique-
ness of solutions, as well as continuous dependence on the initial values and parameters of
the equation. Existence is shown in finite time-intervals with a priori bounds depending on
the choice of initial values, in particular the initial values for the quantum state. We ana-
lyze this equation for various possible choices of parameters in the case of the SCE in FLRW
spacetimes. In general the resulting equation is of fourth order but in the special case of con-
formal coupling it can reduce to a second order equation. We also remark on the instability
of Minkowski spacetime stating that arbitrarily small perturbations in the initial conditions
can lead to finite effects in the solution of the energy equation [45, 46] – no such instability
appears in our approach based on the trace equation. At the end, we explain a method of
constructing physical initial data and give a short outlook on future research topics.
In the appendix we list several auxiliary results (concerning homogeneous distributions,
weighted sequence spaces, combinatorial inequalities and Synge’s world function) used
throughout this work.
3
2 Scalar field on flat FLRW
2.1 Klein–Gordon equation
Consider the (homogeneous) Klein–Gordon equation
Kφ := (+ ξR+m2)φ = 0 (2.1)
with mass m ≥ 0 and curvature coupling ξ (ξ = 0 is called minimal coupling and ξ = 16
conformal coupling). We define the d’Alembert operator as  := −gµν∇µ∇ν, where ∇ is the
covariant derivative and we employ Einstein summation convention.
In conformal time τ, the flat FLRW metric takes the form (1.2). The d’Alembertian
for this metric is  = a−3(∂ 2
τ
− a−1a¨ −∆)a, where we denote derivatives with respect to
conformal time by dots and ∆ is the Laplace operator on R3. Introducing the conformally
rescaled field ϕ and the potential V ,
ϕ := aφ, V := (6ξ− 1) a¨
a
+ a2m2,
the Klein–Gordon equation (2.1) can thus be written as (∂ 2τ −∆+ V )ϕ = 0, where we used
R= 6a−3a¨. Rewritten in Hamiltonian form, this equation becomes
∂τ

ϕ
π

=

0 1
∆− V 0

ϕ
π

, π := ϕ˙. (2.2)
2.2 Quantization
For the quantization of the (real, free) scalar field φ on a globally hyperbolic spacetime
(M , g), we follow the algebraic approach, see e.g. [16, 21, 29]: We generate a (non-commutative,
unital) ∗-algebra A by ‘smeared’ quantum fields φˆ( f ) for f ∈ Cc(M) satisfying
(i) linearity: φˆ(α f + β f ′) = αφˆ( f ) + βφˆ( f ′),
(ii) hermiticity: φˆ( f )∗ = φˆ( f ),
(iii) Klein–Gordon equation: φˆ(K f ) = 0,
(iv) canonical commutation relations (CCR): [φˆ( f ), φˆ( f ′)] = −i〈 f |GPJ f ′〉,
where f , f ′ ∈ Cc(M) and α,β ∈ C Moreover, 〈· | ·〉 is the canonical L2 product on the space-
time, and GPJ denotes the uniquely defined Pauli–Jordan propagator [8, 15], namely the
difference of forward (retarded) and backward (advanced) propagator of the Klein–Gordon
operator K .
A state on A is a linear functional ω :A → C, which is
(i) normalized (ω(1) = 1) and
(ii) positive (ω(a∗a)≥ 0 for all a ∈A),
The two-point function ω2 of ω is defined as ω2( f , f
′) := ω(φˆ( f )φˆ( f ′)). Due to the posi-
tivity of the state we have ω2( f , f ) ≥ 0. Meanwhile, the canonical commutation relations
imply
ω2( f , f
′)−ω2( f ′, f ) = −i〈 f |GPJ f ′〉.
On Minkowski spacetime, and more generally on static spacetimes, one additionally im-
poses a spectrum condition (positive frequency condition) for the state, which distinguishes
a vacuum state. On generic spacetimes, no (natural) preferred state exists [19] and (for
free fields) the spectrum condition is replaced by a condition on the singular structure of
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the two-point function. Typically one requires that the state is a Hadamard state, viz., its
two-point function satisfies the microlocal spectrum condition – a condition on the smooth
wave-front set [38]. In applications it is sometimes useful to relax the microlocal spectrum
condition. For example, on FLRW spacetimes one often considers the class of adiabatic states
which are obtained via a WKB-type approach[27, 34]. These states satisfy a Sobolev version
the microlocal spectrum condition [27].
Remark 2.1. Here and in the following we assume that the stateω has a vanishing one-point
function ω(φˆ( f )) = 0. Thus we do not distinguish between the two-point function and the
connected two-point function. A non-vanishing one-point function φbg(τ, ~x) :=ω(φˆ(τ, ~x))
is interpreted as a classical background field. In the context of homogeneous and isotropic
spacetimes, φbg(τ) does not depend on ~x . Setting ϕbg := aφbg and πbg = ∂τϕ
bg, we see
that the dynamics of the additional two degrees of freedom introduced by the background
field is given by (2.2), where the spatial Laplacian ∆ can be omitted.
2.3 Two-point functions
Consider the two-point function ω2 of a homogeneous and isotropic state. That is, it holds
that
ω2
 
(τ, ~x), (τ′, ~x ′)

=ω2
 
τ,τ′, r = |~x − ~x ′|

. (2.3)
Since the antisymmetric part of the two-point function is fixed by the commutator ‘func-
tion’ (viz., the Pauli–Jordan propagator GPJ), ω2 is completely determined by its symmetric
part
1
2
 
ω2(τ,τ
′, r) +ω2(τ
′,τ, r)

. (2.4)
Therefore, the Cauchy data at conformal time τ of a homogeneous and isotropic state can
be given by (2.4) and its first time derivatives.
We define
G(τ, r) :=

 Gϕϕ(τ, r)G(ϕπ)(τ, r)
Gππ(τ, r)

 := lim
τ′→τ

 11
2 (∂τ + ∂τ′)
∂τ∂τ′

 a(τ)a(τ′)ω2(τ,τ′, r), (2.5)
which represents the Cauchy data of the two-point function at τ. The fact that the two-point
function is a solution to the Klein–Gordon equation in both variables can now be expressed
as
∂τG =

 0 2 0∆r − V 0 1
0 2(∆r − V ) 0

G, (2.6)
where ∆r := r
−2∂r r
2∂r is the (three dimensional) radial Laplacian.
It is sometimes convenient to perform calculations in momentum space. We define the
mode functions
ÒG(τ, k) :=

 ÒGϕϕ(τ, k)ÒG(ϕπ)(τ, k)ÒGππ(τ, k)

 := 4pi∫ ∞
0
G(τ, r)
sin(kr)
kr
r2 dr (2.7)
with k ∈ [0,∞). The mode functions are simply the Fourier transform of G(τ, r = |~x |) in ~x .
Indeed, using the convention fˆ (~k) :=
∫
R3
f (~x)e−i~k·~x d~x for the Fourier transform, we have
for radial functions (or distributions) f (~x) = f (r = |~x |)
fˆ (~k) = fˆ (k = |~k|) = 4pi
∫ ∞
0
f (r)
sin(kr)
kr
r2 dr.
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Conversely, the mode functions specify the two-point function by
G(τ, r) =
1
2pi2
∫ ∞
0
ÒG(τ, k) sin(kr)
kr
k2 dk. (2.8)
It follows immediately from (2.6) that the mode functions solve the dynamical equations
∂τÒG =

 0 2 0−(k2 + V ) 0 1
0 −2(k2 + V ) 0

 ÒG. (2.9)
A straightforward computation shows that bJ := ÒGϕϕÒGππ− ÒG 2(ϕπ) is a conserved quantity.
This reduces the degrees of freedom in (2.5) (and (2.9)) to two. Moreover, it follows from
the positivity of the state that bJ ≥ 14 with equality for pure states [30].
2.4 A point-splitting regularization
Many expressions of physical relevance in QFT involve expectation values of products of
quantum fields at a point. Naïvely, such expressions are ill-defined because of the distribu-
tional nature of quantum fields. By restricting to a class of states which share a common
singular structure, we can define a renormalization scheme that allows to make sense of
these expressions.
Below we develop an regularization scheme for two-point functions on FLRW spacetimes
(or, in fact, for the kernels G(τ, r)) which carries features of both the Hadamard point-
splitting method [11, 12] and the WKB-type approach named adiabatic regularization [7,
10, 34]. More concretely, the aim of this subsection is to define kernels Hn(τ, r) such that
G(τ, r)−Hn(τ, r) is sufficiently regular in the limit r → 0.
Let µ be an arbitrary (but fixed) length scale. On R, define the piecewise function
kz
+
:=

kz if k > 0,
0 if k ≤ 0.
For z ∈ C \ {−1,−2, . . . } this defines a distribution (by analytic continuation, cf. Chap. III.2
of [26]). It can be extended to all z ∈ C by defining for n ∈N,
〈k−n
+
, f 〉 := 1
(n− 1)!

−
∫ ∞
0
log(µk) f (n)(k)dx + f (n−1)(0)
n−1∑
j=1
1
j

, f ∈ C∞c (R).
We also define for r ≥ 0 and z ∈ C the distributions
hz(r) :=
eizpi/2
2pi2
rz−2
Γ (z)

log
 r
µ

−ψ(z)

.
Note that h−2 = −(pi2r4)−1 and h0 = 1/(2pi2 r2)−1. The (homogeneous) distributions de-
fined above are discussed in more detail in Sect. A.1, although without the constant length
scale µ. Tacitly, the so defined distributions and the resulting regularization scheme depend
on µ.
We make the Ansatz (equivalently either in position or momentum space with relations
analogous to (2.7) and (2.8))
Hn(τ, r) :=

Hϕϕ,n(τ, r)H(ϕπ),n(τ, r)
Hππ,n(τ, r)

=

 00
γ−1(τ)

h−2(r) + n∑
j=0

α j(τ)β j(τ)
γ j(τ)

h2 j(r), (2.10a)
ÒHn(τ, k) :=

 ÒHϕϕ,n(τ, k)ÒH(ϕπ),n(τ, k)ÒHππ,n(τ, k)

=

 00
γ−1(τ)

 k1
+
+
n∑
j=0

α j(τ)β j(τ)
γ j(τ)

 k−(2 j+1)+ , (2.10b)
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where we fix the lowest order parameters to
α0 =
1
2
, β0 = 0, γ−1 =
1
2
. (2.11)
We wish to find coefficients α•, β• and γ• such that the two constraints
∂τHn −

 0 2 0∆r − V 0 1
0 2(∆r − V ) 0

Hn !=O(r2(n−1)) (2.12)
ÒHϕϕ,n ÒHππ,n− ÒH 2(ϕπ),n != 14 +O(k−2(n+1)) (2.13)
are satisfied. That is, Hn satisfies the Klein–Gordon equation and has the properties of the
two-point function of a pure state up to any desired order.
Using the homogeneity property (A.4) and (2.11), we find
∂τHn −

 0 2 0∆r − V 0 1
0 2(∆r − V ) 0

Hn
=
n−1∑
j=0

 α˙ j − 2β jβ˙ j +α j+1 + Vα j − γ j
γ˙ j + 2β j+1 + 2Vβ j

h2 j +

 α˙n − 2βn,β˙n + Vαn − γn,
γ˙n + 2Vβn

h2n.
Consequently, the coefficients must satisfy the equations
α˙ j = 2β j , (2.14a)
β˙ j = −α j+1 − Vα j + γ j , (2.14b)
γ˙ j = −2β j+1 − 2Vβ j . (2.14c)
Moreover, the left-hand side of (2.13) evaluates toÒHϕϕ,n ÒHππ,n− ÒH 2(ϕπ),n
= α0γ−1 +
n∑
j=1

α0γ j +α j+1γ−1 − β0β j +
j∑
i=1
(αiγ j−i − βiβ j−i)

k
−2 j
+ +O
 
k
−2(n+1)
+

=
1
4
+
1
2
n∑
l=1

α j+1 + γ j + 2
j∑
i=1
(αiγ j−i − βiβ j−i)

k
−2 j
+ +O
 
k
−2(n+1)
+

.
Therefore, the coefficients must additionally satisfy the constraint
α j+1 + γ j = −2
j∑
i=1
(αiγ j−i − βiβ j−i). (2.15)
It is a remarkable fact that (with this constraint) the differential equations (2.14) can be
solved recursively without solving any integrals:
Proposition 2.2. The differential equations (2.14)with initial values (2.11) and constraint (2.15)
are solved by the recurrence relations
α j+1 = −
1
2
(Vα j + β˙ j)−
j∑
i=1
(αiγ j−i − βiβ j−i), (2.16a)
β j+1 = −
1
4
V˙α j −
1
4
β¨ j − Vβ j, (2.16b)
γ j =
1
2
(Vα j + β˙ j)−
j∑
i=1
(αiγ j−i − βiβ j−i). (2.16c)
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Proof. To find (2.16b), we eliminate γ˙ j from (2.14c) by adding the derivative of (2.14b) and
using (2.14a). The other two equations obtained from (2.15) and −α j+1 + γ j = Vα j + β˙ j ,
which follows from (2.14b), thus yield (2.16a) and (2.16c).
To see that (2.15) is consistent with (2.14), we first subtract (2.14a) and (2.14c) to
obtain α˙ j+1 + γ˙ j = −2Vβ j . Then we calculate
∂τ
j∑
i=1
(αiγ j−i − βiβ j−i) =
j∑
i=1
 
α˙iγ j−i +αi γ˙ j−i − 2β˙iβ j−i

= 2
j∑
i=1
 
βiγ j−i −αi(β j−i+1 + Vβ j−i)− (γi −αi+1 − Vαi)β j−i

= 2
j∑
i=1
(αiβ j−i+1 −αi+1β j−i) + 2γ0β j = 2(γ0 −α1)β j = Vβ j ,
where, in the last step, we used that (2.14b) for j = 0 implies γ0 −α1 = 12V . 
2.5 Comparison to Hadamard point-splitting
The regularization procedure proposed in the previous subsection is equivalent to the typi-
cally considered Hadamard point-splitting method, in which a truncation of the Hadamard
parametrix is subtracted [11, 12].
The truncated Hadamard parametrix (at order n and scale λ) for the Klein–Gordon equa-
tion (2.1) is defined as [18, 31]
Hn(x , x
′) := lim
ǫ→0+
1
8pi2

∆(x , x ′)
1
2
σǫ(x , x ′)
+
n−1∑
j=0
v j(x , x
′)σ(x , x ′) j log
σǫ(x , x
′)
λ2

,
where x , x ′ are in a geodesically convex neighbourhood,
σǫ(x , x
′) := σ(x , x ′) + iǫ
 
t(x)− t(x ′)

, ǫ > 0,
is the regularized Synge world function (i.e., half the signed squared geodesic distance)
for a time-function t, ∆(x , x ′) is the van Vleck–Morette determinant, v j(x , x
′) are smooth
coefficient functions satisfying the recurrence relations [18, 31]
(K ⊗1)∆ 12 =
 
−(⊗1)σ+σ(⊗1)− 2

v0, (2.17a)
(K ⊗1)v j−1 =
 
−(⊗1)σ+σ(⊗1) + 2 j − 2

jv j (2.17b)
for j ∈N. These relations are obtained by demanding that the Hadamard parametrix satis-
fies the Klein–Gordon equation up to an error of order σn+1.
Note that the coefficient functions v j are entirely determined by the local geometry. For
example, at lowest order v1 is given by
[v1] =
1
8
m4+
6ξ− 1
24
m2R+
(6ξ− 1)2
288
R2− 1
720
RµνR
µν+
1
720
RµνρσR
µνρσ+
5ξ− 1
120
R. (2.18)
Since a FLRW spacetime is spatially isotropic and homogeneous, and the Hadamard
parametrix is constructed from local geometric quantities, it inherits these properties so
that
Hn
 
(τ, ~x), (τ′, ~x ′)

= Hn
 
τ,τ′, r = |~x − ~x ′|

,
analogously to (2.3). (Naturally, the same holds true for σ, ∆
1
2 and v j .) As before for the
two-point function, this implies that the Hadamard parametrix can be represented by
H˜n(τ, r) :=

 H˜ϕϕ,n(τ, r)H˜(ϕπ),n(τ, r)
H˜ππ,n(τ, r)

 := lim
τ′→τ

 11
2 (∂τ + ∂τ′)
∂τ∂τ′

 a(τ)a(τ′)Hn(τ,τ′, r).
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It follows from results in [17], that the most singular terms of H˜n and Hn agree, thus
justifying the choice (2.11) of the lowest order coefficients. (The results of [17] are stated
for cosmological time but a translation to conformal time is not difficult.) Equivalence of H˜
and H to arbitrary order then follows from the fact that both are approximate solutions of
the Klein–Gordon equation.
For n≥ 2, one can compute the expansions
H˜ϕϕ,n(τ, r) =
1
4pi2r2
+
V (τ)
8pi2

log(r) + log
 
a(τ)

− 1
2
log
 
2λ2

+
1
48pi2
a¨(τ)
a(τ)
+
3V (τ)2 + V¨ (τ)
192pi2
r2

log(r) + log
 
a(τ)

− 1
2
log
 
2λ2

+
r2
5760pi2

30V (τ)
a˙(τ)
a(τ)
+ 11

∂τ
a˙(τ)
a(τ)
2
− 2 a¨(τ)
2
a(τ)2
+ 12
a˙(τ)
a(τ)
∂τ
a¨(τ)
a(τ)

+O(r4),
H˜(ϕπ),n(τ, r) =
V˙ (τ)
16pi2

log(r) + log
 
a(τ)

− 1
2
log
 
2λ2

+
1
96pi2

6V (τ)
a˙(τ)
a(τ)
+ ∂τ
a¨(τ)
a(τ)

+O(r2),
H˜ππ,n(τ, r) = −
1
2pi2r4
+
V (τ)
8pi2r2
+
V (τ)2 + V¨ (τ)
32pi2

log(r) + log
 
a(τ)

− 1
2
log
 
2λ2

+
1
192pi2

3V (τ)2 − 6V (τ) a˙(τ)
2
a(τ)2
+ 4V (τ)
a¨(τ)
a(τ)
+ 12V˙ (τ)
a˙(τ)
a(τ)
+ V¨ (τ)

+
1
960pi2

∂τ
a˙(τ)
a(τ)
2
+ 2
a¨(τ)2
a(τ)2
+ 4∂ 2
τ
a¨(τ)
a(τ)

+O(r2).
To obtain this result, one uses a covariant expansion of the coefficient functions ∆
1
2 and v j ,
see e.g. [11, 12, 14], together with an expansion of Synge’s world function, see Sect. A.4.
The formulas above suggest the convention
λ2 =
e2γ−2
2
µ2, (2.19)
where γ is the Euler–Mascheroni constant. With this convention, we find the differences
(n≥ 2)
H˜ϕϕ,n −Hϕϕ,n

r=0
=
V
8pi2
log(a) +
1
48pi2
a¨
a
, (2.20a)
H˜(ϕπ),n −H(ϕπ),n

r=0
=
V˙
16pi2
log(a) +
1
96pi2

6V
a˙
a
+ ∂τ
a¨
a

, (2.20b)
H˜ππ,n−Hππ,n

r=0
=
V 2 + V¨
32pi2
log(a) +
1
960pi2

∂τ
a˙
a
2
+ 2
a¨2
a2
+ 4∂ 2
τ
a¨
a

+
1
192pi2

3V 2 − 6V a˙
2
a2
+ 4V
a¨
a
+ 12V˙
a˙
a
+ V¨

,
(2.20c)
∆r(H˜ϕϕ,n −Hϕϕ,n)

r=0
=
3V 2 + V¨
32pi2

5
6
+ log(a)

+
V
32pi2
a˙2
a2
+
1
960pi2

11

∂τ
a˙
a
2
− 2 a¨
2
a2
+ 12
a˙
a
∂τ
a¨
a

.
(2.20d)
We will use these differences in the following section.
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3 Semiclassical Einstein equation
On FLRW spacetimes, it is sufficient to look at the traced SCE
− R = 8piG〈T ren〉ω, (3.1)
where 〈T ren〉ω := gµν〈T renµν 〉ω is the trace of the quantum stress-energy tensor, and at the
energy-component (or 00- or t t-component) G00 = 8piG〈T ren00 〉ω. The latter equation can
be regarded as a constraint equation, which, if imposed at a fixed time, holds everywhere
because of the covariant conservation ∇µ〈T ren
µν
〉ω = 0 of the stress-energy tensor [25, 31].
Henceforth we will ignore the energy equation (for the most part) and suppose that it
has been solved by choosing consistent initial conditions. We will focus our attention on the
traced equation (3.1), which completely determines the dynamics of the geometry, given by
the scale factor.
3.1 Renormalized stress-energy tensor
The (classical) stress-energy tensor for a (real) free scalar field is
Tµν = (1− 2ξ)(∇µφ)(∇νφ)−
1
2
(1− 4ξ)gµν(∇σφ)(∇σφ)−
1
2
gµνm
2φ2
+ ξ
 
Gµνφ
2 − 2φ∇µ∇νφ − 2gµνφφ

.
(3.2)
To quantize this expression, we replace products of (derivatives of) the classical fields by
their renormalized quantum counterparts. That is, using Hadamard point-splitting, we have
for the expectation value of the stress-energy tensor in a state ω (cf. [25, 31, 42]):
〈T ren
µν
〉
ω
= (1− 2ξ)[(∇µ ⊗∇ν)ωreg2 ]−
1
2
(1− 4ξ)gµν[(∇σ ⊗∇σ)ωreg2 ]−
1
2
gµνm
2[ω
reg
2 ]
+ ξ
 
Gµν[ω
reg
2 ]− 2[(1⊗∇µ∇ν)ω
reg
2 ]− 2gµν[(1⊗)ω
reg
2 ]

+
1
4pi2
gµν[v1] + c1m
4gµν + c2m
2Gµν + c3 Iµν + c4Jµν,
(3.3)
where, for fixed but arbitrary n ≥ 1, we set ωreg2 := ω2 − Hn, [ · ] denotes the coincidence
limit (e.g., [v1](x) = v1(x , x) is the coincidence limit of the Hadamard coefficient v1) with
implicit parallel transport, c• are renormalization constants, and Iµν, Jµν are the two fourth
order conserved curvature tensors:
Iµν := 2RRµν − 2∇µ∇νR−
1
2
gµν(R
2 + 4R),
Jµν := 2R
ρσRρµσν −∇µ∇νR−Rµν −
1
2
gµν(RρσR
ρσ +R).
These tensors can be obtained as the variations with respect to the metric of R2 and RµνR
µν
[48]. For conformally flat spacetimes like FLRW, it holds Iµν = 3Jµν.
The term involving the Hadamard coefficient v1 in (3.3) ensures that the quantized stress-
energy tensor satisfies∇µ〈T ren
µν
〉ω = 0 [25, 31]. The term c1m4gab is a renormalization of the
cosmological constant, and c2m
2Gab corresponds to a renormalization of Newton’s gravita-
tional constant G; the remaining two renormalization terms have no classical interpretation.
A change of the scale λ in the Hadamard parametrix corresponds to a change of the renor-
malization constants [21], and thus we are in principle at liberty to set λ to any value if we
change the renormalization constants accordingly.
We also remark that in case the state ω includes a non-zero one-point function (back-
ground field), the corresponding contribution to the two point function is φbg(x)φbg(x ′),
that is, in (3.3) we have to replace ωreg2 (x , x
′) by ωreg2 (x , x
′) + φbg(x)φbg(x ′). After per-
forming the coincidence limit, this leads to an additional contribution given by the classical
stress-energy tensor (3.2).
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3.2 Trace of the stress-energy tensor
Taking the trace of (3.3) yields1
〈T ren〉ω =
 
(6ξ− 1)(ξR+m2)−m2

[ω
reg
2 ] + (6ξ− 1)gµν[(∇µ ⊗∇ν)ω
reg
2 ]
− 9ξ− 2
2pi2
[v1] + 4c1m
4 − c2m2R− (6c3 + 2c4)R.
(3.4)
where c• are the same constants as above, and we used that 4pi
2[(1⊗ K)ωreg2 ] = 3[v1].
For homogeneous states and isotropic states (i.e., satisfying (2.3)) on FLRW spacetimes,
we thus find
〈T ren〉ω =
 
(6ξ− 1)(ξR+m2)−m2

[ω
reg
2 ]−
6ξ− 1
a2
 
[(∆⊗1)ωreg2 ] + [(∂τ ⊗ ∂τ)ω
reg
2 ]

− 9ξ− 2
2pi2
[v1] + 4c1m
4 − c2m2R− (6c3 + 2c4)R,
(3.5)
where
R = 6
a¨
a
, R = 36
a¨a˙2
a7
− 18 a¨
2
a6
− 24a
(3)a˙
a6
+ 6
a(4)
a5
and (2.18) specializes to
[v1] =
m4
8
+
1
60

a˙4
a8
− a¨a˙
2
a7

+
(6ξ− 1)m2
4
a¨
a3
+
(6ξ− 1)2
8
a¨2
a6
+
5ξ− 1
20

6
a¨a˙2
a7
− 3 a¨
2
a6
− 4a
(3)a˙
a6
+
a(4)
a5

.
In the case of a non-vanishing one-point function yielding the background field φbg, the
following expression needs to be added to 〈T ren〉ω: 
(6ξ− 1)(ξR+m2)−m2
 
φbg
2 − 6ξ− 1
a2
 
φ˙bg
2
. (3.6)
3.3 Energy component of the stress-energy tensor
For completeness, we also state the energy component of the stress-energy tensor in a ho-
mogeneous and isotropic state on an FLRW spacetime:
〈T ren00 〉ω =
1
2
[(∂τ ⊗ ∂τ)ωreg2 ]−
1
2
[(1⊗∆)ωreg2 ] +
1
2
a2m2[ω
reg
2 ]
+ ξ

G00[ω
reg
2 ] + 6
a˙
a
[(1⊗ ∂τ)ωreg2 ]

− a
2
4pi2
[v1]− c1a2m4 + c2m2G00 + (3c3 + c4)J00,
(3.7)
where
G00 = 3
a˙2
a2
, J00 = −24
a¨a˙2
a5
− 6 a¨
2
a4
+ 12
a(3)a˙
a4
.
If a non-vanishing one-point function is present, it contributes to 〈T ren00 〉ω the following
expression:
1
2
 
φ˙bg
2
+
1
2
a2m2
 
φbg
2
+ ξ

G00
 
φbg
2
+ 3
a˙
a
∂τ
 
φbg
2
.
1Note that the factor in front of v1 in the corresponding Eq. (22) of [17] is incorrect.
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3.4 Problem of higher derivatives
Note that the SCE contains, via the renormalized stress-energy tensor, up to fourth order
derivatives of the metric (i.e., in the case of a FLRW spacetime, fourth order derivatives of
the scale factor). This is in striking contrast to the classical Einstein equation, which contains
only second order derivatives of the metric. Therefore, it can be argued that the SCE has
solutions which diverge significantly from similar solutions with similar initial data for the
classical Einstein equation, see e.g. the discussion in [20].
A naïve strategy to solve the SCE for FLRW spacetimes, i.e., the equation −R = 〈T ren〉ω
coupled with the dynamics of the quantum state, would be to move the highest order deriva-
tives of the scale factor to the left-hand side and all remaining terms to the right-hand side.
Unfortunately this is not possible (in the case of non-conformal coupling) because the regu-
larization includes singular terms with fourth order derivatives of the scale factor, and thus
it is not clear how to proceed, cf. [44] where the same problem is discussed. For this rea-
son, earlier approaches to solving the SCE, e.g. [37], focused on the conformally coupled
case, where this problem can be avoided. Below we suggest an alternative approach which
relies on a dynamical system for the regularized two-point function and its derivatives in
the coincidence limit.
4 Dynamical system for sequences of coincidence limits
4.1 Dynamics
For n ∈N0, we define
Mn :=∆
n
r
(G−Hl)

r=0
, l ≥ n+ 1. (4.1)
That this definition is indeed independent of l follows immediately from (A.4) and the defi-
nition of Hn:
Proposition 4.1. For j ≥ l ≥ n+ 1, we have
∆
n
r
(Hj −Hl)

r=0
= 0.
Occasionally, we call Mn moments. To understand this nomenclature, consider the mo-
mentum space representation of Mn:
Mn = (−1)n
∫ ∞
0
k2(n+1)(Gˆ− Hˆl)dk.
That is, the sequence of Mn is given by the moments of Gˆ− Hˆ. Note, however, that Gˆ− Hˆ
cannot be expected to be positive.
To formulate a dynamics for Mn, recall (2.6) and (2.12). It follows that
∂τMn = ∂τ∆
n
r
(G−Hl)

r=0
= AMn + BMn+1,
where we defined
A :=

 0 2 0−V 0 1
0 −2V 0

 , B :=

0 0 01 0 0
0 2 0

 .
Sometimes we write A(τ) to emphasize the dependence on τ for a fixed potential V . Hence-
forth we shall suppose that V is an arbitrary (but sufficiently regular) function and can forget
its relation to the Klein–Gordon equation.
Considering Mn as a sequence M = (Mn), we can also write the equation above as
∂τM(τ) =
 
A(τ)⊗1+ B ⊗ L

M(τ), (4.2)
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where L denotes the left-shift operator. Below we study this equation on the weighted
sequence spaces
~ℓp(w) :=R3 ⊗ ℓp(w), (4.3)
where p ≥ 1 and w is a sequence of weights; we denote the norms by ‖ ·‖p,w. See Sect. A.2 for
an introduction and our conventions. Note in particular that in our convention the weights
appear as inverses in the norm and thus they directly translate to the maximum growth rate
of elements in the sequence space.
In the following two subsections, we calculate M in two relevant examples to motivate
the choice of weights later on. Afterwards, the remainder of this section is concerned with
solving (4.2). The solution is given by a mathematically rigorous definition of the time-
ordered exponential of A⊗1+ B ⊗ L.
Finally, we wish to remark that the set of possible sequences M contains many unphys-
ical examples, and, furthermore, not all possible Hadamard states can be represented as a
sequence in (4.3) for the weights considered below.
4.2 M for the massive vacuum state on Minkowski spacetime
First, let us recall the expansions of the modified Bessel functions, see e.g. Chap. 10 of [33]:
Iν(z) =
 
1
2z
ν ∞∑
n=0
 
1
4z
2
 j
j!Γ (ν+ j + 1)
,
Kn(z) =
1
2
 
1
2z
−n n−1∑
j=0
(n− j − 1)!
j!
 
− 14z2
 j
+ (−1)n+1 log
 
1
2z

In(z)
+ (−1)n 12
 
1
2z
n ∞∑
j=0
 
ψ( j + 1) +ψ(n+ j + 1)
   14z2 j
j!(n+ j)!
,
for ν ∈ C and n= 0,1,2, . . . , where ψ denotes the Digamma function.
The two-point function for the massive vacuum state on Minkowski spacetime has the
initial data:
Gϕϕ(r) =
m
4pi2r
K1(mr)
=
1
4pi2r2
+
m2
8pi2
∞∑
j=0

log( 12mr)− 12
 
ψ( j + 1) +ψ( j + 2)
   12mr2 j
j!( j + 1)!
, (4.4a)
G(ϕπ)(r) = 0, (4.4b)
Gππ(r) = −
m2
4pi2r2
K2(mr)
= − 1
2pi2r4
+
m2
8pi2r2
+
m4
16pi2
∞∑
j=0

log( 12mr)− 12
 
ψ( j + 1) +ψ( j + 3)
   12mr2 j
j!( j + 2)!
,
(4.4c)
Now we determine Hn on Minkowski spacetime. For this purpose, we need to solve the
recurrence relations (2.16) for constant V = m2. Hence, also the coefficients α•,β• and γ•
are constant, and (2.16) imply β• = 0,
α j+1 − γ j = −m2α j , α j+1 + γ j = −2
j∑
i=1
αiγ j−i. (4.5)
This recurrence relation can be solved in closed form:
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Proposition 4.2. If V = m2 is constant,
α j =
1
2
− 12
j

m2 j , β j = 0, γ j−1 =
1
2
 1
2
j

m2 j . (4.6)
Proof. Inserting (4.6) on the left-hand side of (4.5) yields
α j+1 − γ j =
1
2
 − 12
j + 1

−
 1
2
j + 1

m2( j+1) = −1
2
− 12
j

m2( j+1) = −m2α j ,
α j+1 + γ j =
1
2
 − 12
j + 1

+
 1
2
j + 1

m2( j+1) =
1
2

−
j+1∑
i=0
− 12
i
 1
2
j − i + 1

+
 1
2
j + 1

m2( j+1)
= −1
2
m2( j+1)
j∑
i=1
− 12
i
 1
2
j − i + 1

= −2
j∑
i=1
αiγ j−i ,
where in the second step of the second equation we used the Chu–Vandermonde identity. 
Then, with the coefficients (4.6), we find
Hϕϕ,n(r) =
1
4pi2r2
+
m2
8pi2
n−1∑
j=0
 
log(r)−ψ(2 j + 2)
   12mr2 j
j!( j + 1)!
, (4.7a)
H(ϕπ),n(r) = 0, (4.7b)
Hππ,n(r) = −
1
2pi2r4
+
m2
8pi2r2
+
m4
16pi2
n−1∑
j=0
 
log(r)−ψ(2 j + 2)
   12mr2 j
j!( j + 2)!
. (4.7c)
Therefore, subtracting (4.7) (of sufficiently high order) from (4.4) and differentiating n times
with ∆, we obtain in the coinciding point limit r → 0:
Mϕϕ,n =
1
2pi2
 
1
2m
2n+2
log( 12m) +ψ(2n+ 2)− 12
 
ψ(n+ 1) +ψ(n+ 2)
2n+ 1
n+ 1

,
(4.8a)
M(ϕπ),n = 0, (4.8b)
Mππ,n =
1
pi2
 
1
2m
2n+4
log( 12m) +ψ(2n+ 2)− 12
 
ψ(n+ 1) +ψ(n+ 3)
 (2n+ 1)!
n!(n+ 2)!
.
(4.8c)
Let r ≥ 32 . It follows from the properties of the Digamma function (e.g., (5.4.14) and
(5.4.15) of [33]) that
ψ(2n+ 2)− 1
2
 
ψ(n+ 1) +ψ(n+ r)

≤ log(2)
and the bound is approached as n → ∞. Moreover, by the duplication formula for the
Gamma function,
(2n+ 1)
n!(n+ r)!
≤ 2
2n+1
p
pi
.
Consequently, we have
|Mϕϕ,n| ≤
|log(m)|
4pi5/2
m2n+2, |Mππ,n| ≤
|log(m)|
8pi5/2
m2n+4,
whence M ∈ ~ℓp(w) for p ≥ 1 and wn =ωn with ω> m2.
As a further consistency check, we show that (A⊗1+ B⊗ L)M = 0 for V = m2. Indeed,
inserting (4.8) into the left-hand side, a straightforward calculation shows that −m2Mϕϕ,n+
Mππ,n +Mϕϕ,n+1 = 0.
Finally, we note that in the massless case m= 0 all moments vanish exactly: M = 0.
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4.3 M for the massless thermal state on Minkowski spacetime
The two-point function for the massless KMS-state on Minkowski spacetime at inverse tem-
perature β has the initial data
Gϕϕ(r) =
1
4pirβ
coth

pir
β

=
1
4pi2r2
+
1
2pi2β2
∞∑
j=0
(−1) jζ(2 j + 2)
 r
β
2 j
, (4.9a)
G(ϕπ)(r) = 0, (4.9b)
Gππ(r) = −
pi
2rβ3
coth

pir
β

csch

pir
β
2
= − 1
2pi2r4
+
1
2pi2β4
∞∑
j=0
(−1) j(2 j + 2)(2 j + 3)ζ(2 j + 4)
 r
β
2 j
, (4.9c)
where ζ denotes the (Riemann) Zeta function. These data can be obtained after an appro-
priate Bogoliubov transformation from the two-point function of the vacuum state. The
coefficients for Hn with V = 0 are all zero except for α0 and γ−1. Therefore,
Hϕϕ,n(r) =
1
4pi2r2
, H(ϕπ),n(r) = 0, Hππ,n(r) = −
1
2pir4
. (4.10a)
Subtracting (4.10) from (4.9) and differentiating n times with∆, we obtain in the coinciding
point limit r → 0:
Mϕϕ,n = (−1)nβ−2n−2ζ(2n+ 2)(2n+ 1)!,
M(ϕπ),n = 0,
Mππ,n = (−1)nβ−2n−4ζ(2n+ 4)(2n+ 3)!.
Note that ζ(2) = 16pi
2, ζ(4) = 190pi
4 and the Zeta function ζ(s) is monotonically decreas-
ing for s > 1 with limit 1. Hence M ∈ ~ℓp(w) for p ≥ 1 and wn = (2n)!ω2n with ω > β−1.
As a further consistency check, we show that (A⊗1+B⊗ L)M = 0 for V = 0. Indeed, it
is easily checked that Mππ,n+Mϕϕ,n+1 = 0.
4.4 Properties of the matrices A and B
The matrix B is nilpotent: B3 = 0. For this reason, many products of the matrices A and B
vanish.
We are interested in the non-zero words in A and B with the largest number of B-factors.
It is already an easy consequence of the nilpotency of B, that products of length 3n contain
at most 2n B-factors (e.g., (B2A)n). This implies that a non-zero word of length n contains
at most ⌈ 2n3 ⌉ B-factors. This estimate can be substantially improved using further relations
between the matrices A and B.
In the following, we denote by dots the non-zero entries of a 3× 3 matrix. For instance,
( ·· ·· ) denotes any 3× 3 matrix (aij) whose only non-zero entries are a12, a21, a23, a32. The
matrix A introduced in the previous subsection is an example of such a matrix and we write
A = ( ·· ·· ). Another example is B = (·· ). Products and powers of 3 × 3 matrices will also
be represented in this notation. For example, we write ( ·· ·· )3 for A(t1)A(t2)A(t3). Note that
(·· )3 = 0.
A quick calculation shows the following additional relations pertaining to products of
the matrices A and B:
(·· )( ·· ·· )(·· ) = (·· ), ( ·· ·· )(·· )(·· ) = (· ), (·· )(·· )( ·· ·· ) = ( · ),
( ·· ·· )(·· )( ·· ·· ) = ( ·· ·· ), (·· )( ·· ·· )( ·· ·· ) = (· ·· ), ( ·· ·· )( ·· ·· )(·· ) = ( ··· ).
(4.11)
Using these relations we can show that non-zero words in A and B of length n contain at
most

n+1
2

B-factors. More generally, we have:
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Proposition 4.3. A non-zero word in ( ·· ·· ) and (·· ) of length n contains at most

n+1
2

(·· )-
factors.
Proof. By induction, it follows easily from (4.11), that a non-zero word of odd length with
a maximal number of (·· )-factors has the shape (·· ), (· ) or ( · ). This also shows that such a
(·· )-maximal word contains at most one occurrence of two consecutive (·· )-factors. Hence
we find that a non-zero word of length 2n+1 contains at most n+1 factors of the shape (·· ).
It is then obvious, that a non-zero word of length 2n can also not contain more than n+ 1
factor of the shape (·· ). This completes the proof. 
We conclude this subsection on the properties of the matrices A and B by noting that
their matrix (max) norms are given by:
‖A‖ = 2
p
1+ V 2, ‖B‖ = 2. (4.12)
4.5 Evolution operator
In this subsection, we define the evolution operator for
S(τ) := A(τ)⊗1+ B ⊗ L (4.13)
as an operator on the weighted sequence spaces ~ℓp(w) (see (4.3) and Sect. A.2 for the
definition of these spaces) for certain weight sequences w and p ≥ 1.
The evolution operator for S(τ) can formally be defined via the time-ordered exponential
U(τ,τ0) := Texp
∫ τ
τ0
S(τ′)dτ′

.
That is, defining for n> 0
Un(τ,τ0) :=
∫ τ
τ0
∫ τ1
τ0
· · ·
∫ τn−1
τ0
S(τ1) · · · S(τn)dτn · · ·dτ1, (4.14)
it is given by the Dyson series
U(τ,τ0) =


1+
∑∞
n=1
Un(τ,τ0) for τ ≥ τ0
1+
∑∞
n=1
(−1)nUn(τ0,τ) for τ < τ0.
(4.15)
Note that this is simply the solution of the Picard iteration method.
Motivated by the examples in Subsects. 4.2 and 4.3, in the following two subsections we
show that the series (4.15) converges as an operator
(W1) on ~ℓp(w) for wn = cω
n with c,ω > 0,
(W2) from ~ℓp(w) to ~ℓp(v) for wn = (2n)!ω
2n and vn = (2n)!υ
2n with υ >ω≥ 1 in bounded
time intervals,
and that it has the properties of an evolution operator, i.e.,
(E1) U(τ,τ) = 1,
(E2) U(τ,τ0) = U(τ,τ1)U(τ1,τ0),
(E3) ∂τU(τ,τ0) = S(τ)U(τ,τ0)
for τ,τ0,τ1 in an appropriately chosen interval. Note that (E2) implies U(τ,τ0)
−1 =
U(τ0,τ) and, together with (E3), we thus find ∂τ0U(τ,τ0) = −U(τ,τ0)S(τ0).
Once we have obtained an evolution operator U(τ,τ0), we can solve the dynamical
equation (4.2) for M. Namely, given initial data M(τ0) at a fixed time τ0, we have
M(τ) = U(τ,τ0)M(τ0).
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4.6 Evolution operator for geometrically growing weights
In this subsection we consider the case (W1), i.e., the evolution operator on ~ℓp(w) for the
geometrically growing weights wn = cω
n with c,ω > 0.
In this case, S(τ) is a bounded operator on ~ℓp(w) with
‖S(τ)M‖p,w ≤ (‖A(τ)‖+ ‖B‖ω)‖M‖p,w ≤ 2
 Æ
1+ V (τ)2 +ω

‖M‖p,w.
Setting
Cω(τ,τ0) :=ω+

∫ τ
τ0
Æ
1+ V (τ′)2 dτ′
, (4.16)
we then calculate
‖U(τ,τ0)M‖p,w ≤
∞∑
n=0
2n
n!
Cω(τ,τ0)
n‖M‖p,w = e2Cω(τ,τ0)‖M‖p,w,
where, in the first step, we used (4.12) and the fact that the volume of the standard n-simplex
is 1/n!.
The following theorem is easily shown, see e.g. Thm. X.69 in [40] (the proofs of the
analogous Thm. 4.9 in the next subsection can also be adapted to the case of geometrically
growing weights discussed here):
Theorem 4.4. Let c,ω > 0 and p ≥ 1. Suppose that I ( R and V ∈ C(I). The evolution
operator U(τ,τ0), defined by (4.15), is the unique bounded operator on ~ℓ
p(w) with weights
wn = cω
n, such that the properties (E1)–(E3) hold for τ,τ0,τ1 ∈ I . Moreover, we have the
bound
‖U(τ,τ0)‖p,w ≤ e2Cω(τ,τ0),
and it is norm-continuous limτ→τ0 ‖U(τ,τ0)−1‖p,w = 0.
In particular, this theorem implies the following:
Remark 4.5. If we are given initial data of geometrically growing moments (e.g., the mo-
ments of the vacuum state on Minkowski spacetime), they will continue to be geometrically
growing under time-evolution independent of the concrete potential V (t).
Remark 4.6. Given a continuous potential V , the solution exists in ~ℓp(w) for arbitrarily large
time intervals I .
The following perturbation result is standard (cf. Lem. 6.4.4 of [35]) and can be shown
along the same lines as Thm. 4.10:
Theorem 4.7. In addition to the assumptions of Thm. 4.4, suppose that V˜ ∈ C(I) ∩ L1(I).
Denote by U(τ,τ0) and U˜(τ,τ0) the evolution operators for V and V˜ . If M,M˜ ∈ ~ℓp(w), we
have
‖U(τ,τ0)M− U˜(τ,τ0)M˜‖p,w
≤ e2Cω(τ,τ0)‖M− M˜‖p,w + 2e2Cω(τ,τ0)+2C˜ω(τ,τ0)‖M˜‖p,w
∫ τ
τ0
|V (τ′)− V˜ (τ′)|dτ′.
4.7 Evolution operator for factorially growing weights
For weights growing faster than the geometric growth considered in the previous subsection,
the left-shift operator and also S(τ) are unbounded (see also (A.5)). Moreover, the following
shows that a construction based on the standard Hille–Yosida theory of C0-semigroups can
not be used to resolve this:
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Proposition 4.8. If the weights grow faster than geometrically, the resolvent set of S(τ) is empty.
Proof. For any λ,ξ ∈ C,
Nn =
1
4n
 
4V (τ) + λ2
n 4ξ2λξ
λ2ξ


is in ~ℓp(w) because it grows at most geometrically, and a short calculation shows
(S(τ)−λ)N =
 
(A(τ)−λ)⊗1+ B⊗ L

N = 0. 
However, even then it is sometimes possible to understand S(τ) and, somewhat sur-
prisingly, also the evolution operator (4.15) as a bounded operator between two different
weighted sequence spaces ~ℓp(v) and ~ℓp(w). In other words, both S(τ) and the evolution
operator U(τ,τ0) can be considered as unbounded operators on ~ℓ
p(v) with domain ~ℓp(w).
Let us consider the case (W2), i.e., the weights wn = (2n)!ω
2n and vn = (2n)!υ
2n with
υ > ω≥ 1. We apply Prop. 4.3, (4.12) and (4.14) to obtain for n> 0 the bound
‖Un(τ,τ0)M‖p,v ≤
1
n!
⌈ n+12 ⌉∑
m=0

n
m

∫ τ
τ0
‖A(τ′)‖dτ′

n−m
‖B‖m‖(1⊗ Lm)M‖p,v
≤ 2
n
n!
⌈ n+12 ⌉∑
m=0

n
m

rm

∫ τ
τ0
Æ
1+ V (τ′)2 dτ′

n−m
‖M‖p,w,
where we set
rm = sup
n
wn+m
vn
= sup
n
(2m+ 2n)!
(2n)!
ω2m+2n
υ2n
.
We compute r0 = 1 and, for m > 0,
rm
m!
<
(2m)!p
pimm!

υ
ω
 1
2

υω
υ−ω
2m
=
Γ (m+ 12 )
pi
p
m

υ
ω
 1
2

2υω
υ−ω
2m
<
(m− 1)!
pi

υ
ω
 1
2

2υω
υ−ω
2m
, (4.17)
where we applied Prop. A.2, the duplication formula for the Gamma function, and Gautschi’s
inequality (A.7).
In Prop. A.3, we show that
⌈ n+12 ⌉∑
m=1
(m− 1)!
(n−m)! ≤
 3
2 odd n,
n
2 + 1 even n.
Thus, estimating the remaining factors in the sum by their supremum and recalling the
definition (4.16) of Cω(τ,τ0), we obtain for n> 0
‖Un(τ,τ0)M‖p,v <
 
2C0(τ,τ0)
n 1
n!
+
1
pi

n
2
+ 1
 υ
ω
 1
2

2υω
υ−ω
n+2
‖M‖p,w. (4.18)
Consequently, the time-ordered exponential (4.15) exists and can be bounded for sufficiently
small time intervals by
‖U(τ,τ0)M‖p,v ≤ e2C0(τ,τ0)‖M‖p,w
+
C0(τ,τ0)K(υ,ω)
3
pi

υ
ω
 1
2 3− 4C0(τ,τ0)K(υ,ω) 
1− 2C0(τ,τ0)K(υ,ω)
2 ‖M‖p,w, (4.19)
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where we defined
K(υ,ω) :=
2υω
υ−ω .
Note that these inequalities only guarantee the existence of the exponential for a bounded
interval of time, even if ω= 1 and υ is arbitrarily large.
Using the result above, we can now show:
Theorem 4.9. Let υ > ω≥ 1 and p ≥ 1. Suppose that I = [τ0,τ1] and V ∈ C(I) such that
2C0(τ0,τ1)K(υ,ω) < 1.
The evolution operator U(τ,τ0), defined by (4.15), is the unique bounded operator from ~ℓ
p(w)
to ~ℓp(v) with weights wn = (2n)!ω
2n and vn = (2n)!υ
2n, such that the properties (E1)–(E3)
hold in the interval I (in the strong sense from ~ℓp(w) to ~ℓp(v)). Moreover, for M ∈ ~ℓp(w), we
have the bound (4.19) and the strong continuity property
lim
τ→τ0
‖U(τ,τ0)M−M‖p,v = 0.
Proof. We have already shown that the evolution operator U(τ,τ0) is well-defined as an
operator from ~ℓp(w) to ~ℓp(v). In fact, the same estimates show that, for sufficiently small
ǫ > 0, U(τ,τ0) is bounded from ~ℓ
p(w) to ~ℓp(vǫ), where vǫ,n = (2n)!(υ − ǫ)2n. Moreover,
applying these estimates again, we find
‖U(τ,τ0)M−M‖p,v
≤

e2C0(τ,τ0) +
C0(τ,τ0)K(υ,ω)
3
pi
 υ
ω
 1
2 3− 4C0(τ,τ0)K(υ,ω) 
1− 2C0(τ,τ0)K(υ,ω)
2 − 1‖M‖p,w → 0
as τ→ τ0.
Property (E1) is obvious and (E2) is shown (as for groups generated by bounded op-
erators) by multiplying the series (4.15) for U(τ, r) and U(r,τ0). The final property (E3)
is proven by differentiating (4.15) term by term using the formal relation ∂τUn(τ,τ0) =
S(τ)Un−1(τ,τ0). The resulting expression is well-defined because U(τ,τ0) is bounded from
~ℓp(w) to ~ℓp(vǫ) and S(τ) is bounded from ~ℓ
p(vǫ) to ~ℓ
p(v). 
Finally, we prove a perturbation result:
Theorem 4.10. In addition to the assumptions of Thm. 4.9, suppose that V˜ ∈ C(I) such that2
C0(τ,τ0) ≥

∫ τ
τ0
Æ
1+ V˜ (τ′)2 dτ′
 and 4C0(τ,τ0)K(υ,ω) < 1.
Denote by U(τ,τ0) and U˜(τ,τ0) the evolution operators for V and V˜ . If M,M˜ ∈ ~ℓp(w), we
have
‖U(τ,τ0)M− U˜(τ,τ0)M˜‖p,v ≤ c‖M− M˜‖p,w + 2c2‖M˜‖p,w
∫ τ
τ0
|V (τ′)− V˜ (τ′)|dτ′,
where
c = e2C0(τ,τ0) +
8C0(τ,τ0)K(υ,ω)
3
pi
 υ
ω
 1
2 3− 8C0(τ,τ0)K(υ,ω) 
1− 4C0(τ,τ0)K(υ,ω)
2 .
Proof. Set
w˜n = (2n)!ω˜
2n, ω˜=
2υω
υ+ω
.
2Note that this condition adds no additional restriction because the role of V and V˜ can be exchanged.
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Observe that
ω˜ω
ω˜−ω =
2υω
υ−ω =
υω˜
υ− ω˜
and
ω˜
ω
=
2υ
υ+ω
<
υ
ω
,
υ
ω˜
=
υ+ω
2ω
<
υ
ω
.
Further, note that 4C0(τ,τ0)K(υ,ω) < 1 by assumption. Therefore,
‖U(τ,τ0)M‖p,v ≤ c‖M‖p,w˜, ‖U˜(τ,τ0)M‖p,v ≤ c‖M‖p,w˜,
‖U(τ,τ0)M‖p,w˜ ≤ c‖M‖p,w, ‖U˜(τ,τ0)M‖p,w˜ ≤ c‖M‖p,w.
Now, note the elementary identity
U(τ,τ0)M− U˜(τ,τ0)M˜ = U(τ,τ0)(M − M˜) +
 
U(τ,τ0)− U˜(τ,τ0)

M˜.
For the first summand we find
‖U(τ,τ0)(M− M˜)‖p,v ≤ ‖U(τ,τ0)(M− M˜)‖p,w˜ ≤ c‖M− M˜‖p,w.
For the second summand we find, using the fundamental theorem of calculus (for Banach
space-valued integrals),
 
U(τ,τ0)− U˜(τ,τ0)

M˜ =
∫ τ
τ0
U(τ,τ0)
 
S˜(τ′)− S(τ′)

U˜(τ′,τ0)M˜dτ
′,
and thus
‖U(τ,τ0)M˜− U˜(τ,τ0)M˜‖p,v ≤
∫ τ
τ0
U(τ,τ0) S˜(τ′)− S(τ′)U˜(τ′,τ0)M˜p,v dτ′
≤ 2c
∫ τ
τ0
|V (τ′)− V˜ (τ′)|‖U˜(τ′,τ0)M˜‖p,w˜ dτ′
≤ 2c2‖M˜‖p,w
∫ τ
τ0
|V (τ′)− V˜ (τ′)|dτ′. 
5 Abstract semiclassical Einstein equation
The SCE on FLRW spacetimes contains only one geometric degree of freedom – the scale
factor a = a(τ). Therefore, as described in Sect. 3, it turns into an ODE for the scale factor,
coupled to a dynamical system describing the evolution of the state. In this section, we
develop a scheme to solve such systems, encompassing also a large class of modifications
of the SCE. Here we always solve the SCE forward in time but equivalent results hold for
solutions backward in time.
For fixed k ∈ N and τ ∈ I ⊂ R, consider the initial value problem for the quasi-linear
system ¨
∂τa
(k) = f (τ, J ka,M),
∂τM = S(τ, J
ka)M,
(5.1a)
(5.1b)
where
• a = a(τ) ∈R is the scale factor with k-jet J ka := (a, a˙, . . . , a(k)),
• M = M(τ) ∈ ~ℓp(v) is the sequence of coincidence limits, as defined in Sect. 4, for
some p ≥ 1 and sequence of weights v,
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• S(τ, J ka) = S
 
τ, J ka(τ)

is the generator of the dynamics of M, as defined in (4.13),
for a potential V (τ) = V
 
τ, J ka(τ)

which depends on the jet of the scale factor and
may also have an explicit time-dependence, and
• f (τ, J ka,M) = f
 
τ, J ka(τ),M(τ)

specifies the dynamics of the scale factor including
a possible explicit time-dependence and a back-reaction by the quantum field via M.
We note that the results in this section generalize to states including classical background
fields, if one simply includes the additional degrees of freedom from Rem. 2.1 in the sys-
tem (5.1) and adds (3.6) to f (τ, J ka,M). These modifications do not change the structure
of the proofs below.
5.1 Existence of solutions
Existence of solutions to (5.1) can be shown by a (partial) linearization and employing a
fixed-point argument via the construction of a contraction map. With the preparatory results
from the previous sections at hand, this theorem is a relatively straightforward adaption of
standard results (see e.g. [28]) on quasi-linear systems to the case of Eq. (5.1).
Theorem 5.1. Let ~a(τ0) ∈ Rk+1 and M(τ0) ∈ ~ℓp(w) for some weight sequence w. Let R > 0
and set B :=

~b ∈ Rk+1
 ‖~b − ~a(τ0)‖ ≤ R	. Suppose that there is I := [τ0,τ1] ⊂ R and a
weight sequence v such that the following holds:
(i) For each ~a ∈ C(I ;B) there exists an evolution operator U~a(τ,τ0) for S(τ, ~a) from ~ℓp(w)
to ~ℓp(v) such that (E1)–(E3) hold (in the strong sense).
(ii) There is µM > 0 such thatM~a(τ) := U~a(τ,τ0)M(τ0) satisfies the inequality ‖M~a(τ)‖p,v ≤
µM uniformly in τ ∈ I and ~a ∈ C(I ;B).
(iii) There is LM > 0 such that, for all ~a1, ~a2 ∈ C(I ;B),
‖M~a1(τ)−M~a2(τ)‖p,v ≤ LM
∫ τ
τ0
‖~a1(τ′)− ~a2(τ′)‖dτ′.
(iv) For each ~b1,~b2 ∈ B andM~b1 ,M~b2 ∈ ~ℓ
p(v)with ‖M•‖p,v ≤ µM, themapτ 7→ f (τ,~b1,M~b1)
is continuous for τ ∈ I , and there are µ f > 0, L f > 0 such that
| f (τ,~b1,M~b1)| ≤ µ f ,
| f (τ,~b1,M~b1)− f (τ,~b2,M~b2)| ≤ L f
 
‖~b1 − ~b2‖+ ‖M~b1 −M~b2‖p,v

uniformly for τ ∈ I .
Then there exists τ2 ∈ (τ0,τ1] such that (5.1) has a unique (local) solution (a,M) with initial
values (~a(τ0),M(τ0)) at τ0, where a ∈ Ck+1[τ0,τ2] and M ∈ C1([τ0,τ2];~ℓp(w)) such that
J ka(τ) ∈ B for all τ ∈ [τ0,τ2].
Proof. By assumption (i), for every ~a ∈ C(I ;B), it holds that M~a(τ) := U~a(τ,τ0)M(τ0) is
the solution of ∂τM~a = S(τ, ~a)M~a with initial value M~a(τ0) =M(τ0).
Hence, linearizing (5.1a) in the scale factor, we shall consider the system ∂τ~a = F(τ, ~a),
where τ 7→ ~a(τ) ∈Rk+1 and
F(τ, ~a) :=
 
a0(τ), a1(τ), a2(τ), . . . , ak(τ), f (τ, ~a,M~a)

∈Rk+1, ~a = (a0, a1, a2, . . . , ak).
Clearly, its solution is
~a(τ) = ~a(τ0) +
∫ τ
τ0
F(τ′, ~a)dτ′. (5.2)
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By assumptions (ii) and (iii), we have
‖~a(τ)− ~a(τ0)‖ ≤
∫ τ
τ0
‖F(τ′, ~a)‖dτ′ ≤ τ(‖~a(τ0)‖+ R+µ f ),
which proves that ~a(τ) ∈ B for τ≤ τ2 ∈ (τ0,τ1] if τ2 is sufficiently small.
Thus (5.2) defines amapping ~a 7→ Φ~a of C([τ0,τ2];B) into itself. Note that C([τ0,τ2];B)
is a Banach space; we denote its norm by ‖ ·‖∞.
If ~a1, ~a2 ∈ C(I ;B), we calculate (using assumptions (iii) and (iv)) for τ ∈ [τ0,τ2]Φ~a1(τ)−Φ~a2(τ) ≤ ∫ τ
τ0
‖F(τ′, ~a1)− F(τ′, ~a2)‖dτ′
≤
∫ τ
τ0
 
(1+ L f )‖~a1(τ′)− ~a2(τ′)‖+ L f ‖M~a1(τ′)−M~a2(τ′)‖p,v

dτ′
≤ (1+ L f )(τ2 −τ0)‖~a1 − ~a2‖∞
+ L f LM
∫ τ
τ0
∫ τ′
τ0
‖~a1(τ′′)− ~a2(τ′′)‖dτ′′ dτ′
≤
 
(1+ L f )(τ2 −τ0) + 12 L f LM(τ2 −τ0)2

‖~a1 − ~a2‖∞,
and thus
‖Φ~a1 −Φ~a2‖∞ ≤
 
(1+ L f )(τ2 −τ0) + 12 L f LU (τ2 −τ0)2

‖~a1 − ~a2‖∞.
which shows that Φ is a contraction map for sufficiently small τ2.
It now follows by the Banach fixed-point theorem that F has a unique fixed point ~a ∈
C1([τ0,τ2];R
k+1) and there is a ∈ Ck+1[τ0,τ2] such that J ka = ~a. This yields the unique
solution to (5.1) with the properties stated in the theorem. 
In particular, we can apply the above theorem to the cases studied in the previous sec-
tion. In the case of geometrically growing weights we can even obtain maximal or global
solutions.
Proposition 5.2. Consider Thm. 5.1 with the weights
(a) vn = wn =ω
n with ω> 0 (geometrically growing weights), or
(b) vn = (2n!)υ
2n and wn = (2n!)ω
2n with υ,ω > 0 (factorially growing weights).
Further, suppose that τ 7→ V (τ,~b) is continuous for all ~b ∈ B, and there is LV > 0 such that
|V (τ,~b1)− V (τ,~b2)| ≤ LV ‖~b1 − ~b2‖
for each ~b1,~b2 ∈ B, uniformly for τ ∈ [τ0,τ′]. Then there exists τ1 ∈ (τ0,τ′] such that the
assumptions (i)–(iii) of Thm. 5.1 are satisfied.
Proof. The assertion follows from Thms. 4.4 and 4.7 for (a), and from Thms. 4.9 and 4.10
for (b). 
Proposition 5.3. If the assumptions of Prop. 5.2 hold with geometrically growing weights (a),
then the unique local solution (a,M) of Thm. 5.1 extends to a maximal solution (the solution
exists up to a singularity of V or f ) or to a global solution (the solution exists for arbitrarily
large times).
Proof. This is shown by gluing local solutions of the initial value problem (using Thm. 5.1
and Prop. 5.2). 
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Remark 5.4. In the case of factorially growing weights, the situation is considerably more
complicated because, a priori, already the solution for the dynamics of the moments M
exists only for a bounded time interval.
In the case of the SCE as described in Sect. 3, V and f (as we will see below) are rational
functions in the derivatives of the scale factor a and log(a). Therefore, the assumptions of
Thm. 5.1 imply that we can solve (5.1) with J ka(τ) inside a ball B and thus away from the
poles of V and f . In the case of geometrically growing weights, we even have maximal (or
global) solution.
5.2 Continuous dependence on initial data and parameters
To study the continuous dependence of the abstract SCE (5.1) on its initial data, the potential
V and the ‘back-reaction’ function f , we consider a second quasi-linear equation of the
form (5.1): ¨
∂τ a˜
(k) = f˜ (τ, J ka˜,M˜),
∂τM˜ = S˜(τ, J
ka˜)M˜,
(5.3a)
(5.3b)
with initial conditions J ka˜(τ0) ∈ Rk+1 and M˜(τ0) ∈ ~ℓp(w). Above, S˜(τ, J ka˜) is given
by (4.13) for a potential V˜ (τ, J ka˜).
Theorem 5.5. Suppose that (5.3) satisfies the assumptions (i),(ii),(iv) of Thm. 5.1 for the same
constants. Furthermore, (with the obvious notation) assume that
(iii’) There are LM, LV > 0 such that, for all ~a1, ~a2 ∈ C(I ;B),
‖M~a1 (τ)− M˜~a2(τ)‖p,v ≤ LM

‖M(τ0)− M˜(τ0)‖p,w +
∫ τ
τ0
|V (τ′, ~a1)− V˜ (τ′, ~a2)|dτ′

,
|V (τ, ~a1)− V (τ, ~a2)| ≤ LV‖~a1(τ)− ~a1(τ)‖.
Then there exist τ2 ∈ (τ0,τ1] and κ ∈ [0,1) such that
(1− κ)‖J ka− J ka˜‖∞ ≤ ‖J ka(τ0)− J ka˜(τ0)‖+ (τ2 −τ0)L f LM‖M(τ0)− M˜(τ0)‖p,w
+ L f LM
∫ τ2
τ0
∫ τ
τ0
|V (τ′, J ka)− V˜ (τ′, J ka)|dτ′ dτ
+
∫ τ2
τ0
| f (τ, J ka,M)− f˜ (τ, J ka,M)|dτ.
Proof. As in the proof of Thm. 5.1, we solve (5.1) resp. (5.3) by defining maps Φ and Φ˜which
are contractions for sufficiently small τ2 ∈ (τ0,τ1]with common contraction constant κ < 1.
Then J ka and J ka˜ are fixed-points of Φ and Φ˜, respectively, and we find
‖J ka− J ka˜‖∞ = ‖Φ(J ka)− Φ˜(J ka˜)‖∞
≤ ‖Φ(J ka)− Φ˜(J ka)‖∞ + ‖Φ˜(J ka)− Φ˜(J ka˜)‖∞
≤ ‖Φ(J ka)− Φ˜(J ka)‖∞ + κ‖J ka− J ka˜‖∞.
Using the same notation as in the proof of Thm. 5.1, we have
‖Φ~a− Φ˜~a‖∞ ≤ ‖J ka(τ0)− J ka˜(τ0)‖+
∫ τ2
τ0
‖F(τ, ~a)− F˜(τ, ~a)‖dτ
for any ~a ∈ C(I ;B), where
‖F(τ, ~a)− F˜(τ, ~a)‖ = | f (τ, ~a,M~a)− f˜ (τ, ~a,M˜~a)|
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≤ | f (τ, ~a,M~a)− f (τ, ~a,M˜~a)|+ | f (τ, ~a,M˜~a)− f˜ (τ, ~a,M˜~a)|,
| f (τ, ~a,M~a)− f (τ, ~a,M˜~a)| ≤ L f LM

‖M(τ0)− M˜(τ0)‖p,w
+
∫ τ
τ0
|V (τ′, ~a)− V˜ (τ′, ~a)|dτ′

.
Putting everything together, this shows that
(1− κ)‖J ka− J ka˜‖∞ ≤ ‖J ka(τ0)− J ka˜(τ0)‖+ (τ2 −τ0)L f LM‖M(τ0)− M˜(τ0)‖p,w
+ L f LM
∫ τ2
τ0
∫ τ
τ0
|V (τ′, J ka)− V˜ (τ′, J ka)|dτ′ dτ
+
∫ τ2
τ0
| f (τ, J ka,M)− f˜ (τ, J ka,M)|dτ. 
5.3 Application to the traced SCE
In this subsection we show how the results above may be applied to the SCE as discussed in
Sect. 3.
Recall that ωreg2 =ω2 −Hn, where n is sufficiently large. It follows by a straightforward
calculation from the definitions of Sect. 2 that
[ω
reg
2 ] =
1
a2
 
Mϕϕ,0 +Hϕϕ,1 − H˜ϕϕ,1

r=0
,
[(1⊗∆)ωreg2 ] =
1
a2
 
Mϕϕ,1 +∆r(Hϕϕ,2 − H˜ϕϕ,2)

r=0
,
[(∂τ ⊗ ∂τ)ωreg2 ] =
1
a2
 
Mππ,0 +Hππ,2− H˜ππ,2

+
a˙2
a4
 
Mϕϕ,0 +Hϕϕ,1 − H˜ϕϕ,1

− 2 a˙
a3
 
M(ϕπ),0 +H(ϕπ),2− H˜(ϕπ),2

r=0
.
Thus, combining the results from Sects. 2 and 3, the traced SCE (3.1) can be expanded
to the rather long equation
0=

−12(3c3 + c4)−
1
480pi2
+
6ξ− 1
48pi2
+
(6ξ− 1)2
16pi2
log(a)

a(4)
a5
− 4a
(3) a˙
a6
− 3 a¨
2
a6
+ 6
a¨a˙2
a7

+
(6ξ− 1)2
32pi2

4
a(3) a˙
a6
+ 3
a¨2
a6
− 10 a¨a˙
2
a7

+
1
240pi2

− a¨a˙
2
a7
+
a˙4
a8

+

6
8piG
+m2

−6c2 +
1
48pi2
+
6ξ− 1
8pi2
 
1+ log(a)
 a¨
a3
+
(6ξ− 1)m2
16pi2
a˙2
a4
+m4

4c1 +
1
32pi2
+
1
8pi2
log(a)

− m
2
a2
Mϕϕ,0
+ (6ξ− 1)

6ξ
a¨
a5
− a˙
2
a6
+
m2
a2

Mϕϕ,0 + 2
a˙
a5
M(ϕπ),0 −
1
a4
 
Mππ,0 +M1,ϕϕ

.
We remark that the first line of this equation is due to terms proportional to R.
In the general case, this equation can be rewritten as quasi-linear fourth order equation
of the form
∂τa
(3) = f (a, a˙, a¨, a(3),M0,M1), (5.4)
which can be solved using Thm. 5.1 (see also Props. 5.2 and 5.3). Note that the right-hand
side has poles at a = 0 and for a such that
30(6ξ− 1)2 log(a) = 11+ 5760pi2(3c3 + c4)− 60ξ, (5.5)
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which must be taken into account for the choice of the ball B in Thm. 5.1. We do not see the
instability near the Minkowski solution described in [45, 46], but in the non-conformally
coupled case the singularity (5.5) appears. It can, however, be seen that the position of this
singularity is an artifact of the convention (2.19) relating the length scales µ and λ, which
is arbitrary.
There is only one special case in which this equation reduces to a lower than fourth order
equation: if
ξ=
1
6
and 3c3 + c4 = −
1
5760pi2
, (5.6)
the fourth and third order terms drop out and the equation can be rewritten as
a¨ =

a˙2
a4
− 1440pi2(8piG)−1 + (1440pi2c2 − 5)m2
−1
×

a˙4
a5
+
1
2
m4a3
 
1920pi2c1 + 15+ 60 log(a)

− 240pi2m2aMϕϕ,0

and thus has a the correct form to be solved by the methods above. This equation is equiv-
alent to that already considered in [37]. Note that the right-hand side has poles at a = 0
(big bang/crunch) and
a˙2
a4
= 1440pi2(8piG)−1 − (1440pi2c2 − 5)m2, (5.7)
viz., for a certain value of the square of the Hubble parameter (a˙/a2 in conformal time),
which must be taken into account for the choice of the ball B in Thm. 5.1. Also the instabil-
ity (5.7) should be considered irrelevant because c2m
2 must be small as it corresponds to a
renormalization of Newton’s gravitational constant, which has already been measured, and
thus the singularity occurs for a Hubble parameter close to the inverse Planck time (very
many orders of magnitude larger than the currently observed value).
We sum up the results of this subsection:
Theorem 5.6. The traced SCE is of the form (5.1) and can be locally solved using Thm. 5.1
and Props. 5.2, 5.3. In the case of geometrically growing weights for the moments M (i.e.,
vacuum-like states), a maximal or global solution exists. In the generic fourth order case, the
maximal solution exists up to a big bang/crunch a = 0, the logarithmic singularity (5.5), or
a blow-up a → ∞ (big rip). In the second order case (i.e., (5.6) are satisfied), the maximal
solutions exists up to a big bang/crunch, the singularity (5.7), or a big rip.
5.4 Choice of initial data
It is not clear how to give initial values for a (Hadamard) state unless the scale function is
known in a neighbourhood of the Cauchy surfaces. This is another reason for why it is not
clear how to pose a satisfying initial value problem for the SCE. Our use of the moments M
instead of a state does not completely solve this problem as it is not clear which sequences
of moments belong to positive two-point functions of physical states.
What we do know very well is how to construct a wide variety of quantum states on
Minkowski spacetime. For these states it is often possible to calculate the moments M
without toomuch difficulty, see e.g. Sects. 4.2 and 4.3. This suggests the following approach:
Proposition 5.7. For some ǫ > 0 and τ0 ∈R, let χ be a smooth switching function such that
χ(τ) =

0 τ ∈ (−∞,τ0 + ǫ],
1 τ ∈ [τ0 + 2ǫ,∞),
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Then, multiplying the right-hand side of the traced SCE (5.4) by χ , the quasilinear system¨
∂τa
(3) = χ(τ) f (a, a˙, a¨, a(3),M0,M1),
∂τM = S(a, a¨)M
(5.8a)
(5.8b)
has a local solution with initial values ~a(τ0) = (1,0,0,0) and M(τ0) ∈ ℓp(w) given by a
Hadamard state on Minkowski spacetime. In the case of geometrically growing weights w, the
local solution extends to a maximal or global solution.
Proof. This equation with its explicit time-dependence still fits into the class of equations (5.1)
considered before, and we can apply Thm. 5.1 or rather Props. 5.2 and 5.3. 
For proper physical initial data it should be required that the initial data for the state
(resp. the moments) satisfy the energy (constraint) equation given by (3.7). That is, for
initial data on a Minkowski spacetime as required by the construction above, the following
relation needs to hold:
0=
1
2
[(∂τ ⊗ ∂τ)ωreg2 ](τ0)−
1
2
[(1⊗∆)ωreg2 ](τ0) +
m2
2
[ω
reg
2 ](τ0)−

1
32pi2
+ c1

m4
=
1
2
Mππ,0(τ0)−
1
2
Mϕϕ,1(τ0) +
m2
2
Mϕϕ,0(τ0)−

5
64pi2
+ c1

m4
For example, the Minkowski vacuum satisfies this equation for c1 = −5/64pi2.
If the solution of (5.8) exists in a time interval [τ0,τ1] with τ1 > τ0+ǫ, it yields proper
physical initial data for the normal (unswitched) SCE, as the energy constraint is preserved
for a covariantly conserved energy momentum tensor.
By varying χ , we can construct a large set of physical initial data. Moreover, we see
that the set of physical solutions to the SCE is non-empty. Whether all initial conditions
a(τ0), . . . , a
(3)(τ0) can be realized for any physical M needs to be investigated.
5.5 Reconstruction of the quantum state
There is no obvious way to directly relate a sequence of moments M to a quasi-free state.
Note that this is not a classical moment problem, as the degree l of the counter terms in (4.1)
is neither fixed nor unique. Here we can easily circumvent this problem: Suppose that in
addition to the initial data for the moments M we are given initial data for the associated
state, or rather the two-point function. (Concretely, this is possible, for instance, in the
setup of Prop. 5.7.) Then, once we have solved the quasilinear system (5.1) for the scale
factor and the moments, we can evolve the initial data for the two-point function with the
obtained scale factor. Necessarily, the evolved two-point function is compatible with the
evolved moments. Alternatively, we can augment (5.1) by adding a third equation for the
two-point function and directly co-evolve it with the moments.
6 Outlook
The higher derivatives of the metric appearing in the SCE can potentially lead to runaway
solutions which deviate significantly from classical solutions of the Einstein equation. There-
fore, sometimes the order-reduced SCE (cf. [20]) is suggested as a better behaved approx-
imation of the interaction between quantum matter and classical spacetime geometry. It
would be interesting to study also the order-reduced SCE within the approach presented
above and compare the resulting solutions with those of the standard SCE.
Here we restricted ourselves to the SCE with a free scalar field on flat cosmological space-
times. An extension of our approach to other non-interacting types of matter (e.g., the Dirac
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field) and non-flat cosmological spacetime seems feasible. The former requires some modifi-
cations of the moment spaces, while the latter requires a careful treatment of homogeneous
distributions on maximally symmetric spaces. Also, the introduction of potential energy of
the field (neglecting self-interaction) −λ〈:φ4:〉ω would lead to quadratic terms in M00 and
further correction terms in the trace equation that nevertheless still fall in the class of the
abstract SCE (5.1). Such modifications could be of interest in the cosmology of the early
universe on time scales well above the Planck time but below characteristic times of nuclear
reactions, see [5, 6] for related work.
A much more ambitious would be the passage to non-cosmological spacetimes. Space-
dependent germs of distributional tensor structures that remain closed under successive
applications of the Klein–Gordon operator would have to replace the expansion in radially
symmetric homogeneous distributions. The point-splitting limit of such an approach would
result in an infinite hierarchy of coupled PDEs for the germ coefficients. It is not obvious, if
such a system can be set up or even be solved.
Potentially, our new formulation of the SCE also has numerical consequences, as it avoids
time integration of rapidly oscillating modes of the quantum state and integration in momen-
tum space. Theorem 5.5 establishes certain bounds for the change of the solution under
modification of the initial conditions. This can be used to truncate M at a certain order
with a controlled error for the solution of the SCE. As the space of moments with zero en-
tries after a prescribed order is invariant under the dynamics (4.2), such approximated initial
conditions give rise to a finite dimensional ODE which can be numerically integrated in time
using standard methods. However, convergence rates as a function of the time interval need
to be carefully examined to judge numerical viability.
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A Appendix
A.1 Homogeneous distributions
Roughly following Chap. 3.2 of [26], we define for z ∈ C with Re z > −1 the function on R
kz
+
:=

kz if k > 0,
0 if k ≤ 0. (A.1)
Since this function is locally integrable, it defines a distribution. It can be extended to
z ∈ C \ {−1,−2, . . . } by analytic continuation. To further extend kz
+
to all z ∈ C, we define
for n ∈N and any test function f ∈ C∞c (R)
〈k−n
+
, f 〉 := 1
(n− 1)!

−
∫ ∞
0
log(k) f (n)(k)dx + f (n−1)(0)
n−1∑
j=1
1
j

. (A.2)
Defined in this way, kz
+
satisfies for z ∈ C the homogeneity property 〈kz
+
, k f 〉 = 〈kz+1
+
, f 〉.
Note that (A.2) is not the only possible extension of (A.1) to all of z ∈ C – different extensions
differ by derivatives of the delta distribution at zero.
To calculate the (inverse) Fourier transform of k−n
+
, note first that
〈k−1
+
, eikx 〉 = lim
ν→0
∫ ∞
0
kν−1eikx dx − 1
ν
.
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Then we compute∫ ∞
0
kν−1eikx dx = Γ (ν)(−ix)−ν =
 
ν−1 − γ+O(ν)
 
1− ν log(−ix + 0) +O(ν2)

= ν−1 − γ− log(−ix + 0) +O(ν)
Therefore, we find
〈k−1
+
, eikx 〉 = −γ− log(−ix + 0) = −γ− log|x |+ ipi
2
sgn(x),
which, by (A.2), immediately implies that, for n ∈N,
〈k−n
+
, eikx 〉= (ix)
n−1
Γ (n)

ψ(n)− log|x |+ ipi
2
sgn(x)

, (A.3)
where we used the relation between the harmonic numbers and the digamma function
ψ(n) =
n−1∑
j=1
1
j
− γ, n ∈N.
This motivates the definition of the distributions (for r ≥ 0)
hz(r) :=
eizpi/2
2pi2
rz−2
Γ (z)
 
log(r)−ψ(z)

,
which extends analytically to z ∈ C. In particular, we have for n ∈N0
h−n(r) =
inn!
2pi2rn+2
because both 1/Γ (z) andψ(z)/Γ (z) are entire functionswith 1/Γ (−n) = 0 andψ(−n)/Γ (−n) =
(−1)n+1Γ (n+ 1).
Taking the imaginary part of (A.3), we find
hn(r) =
1
2pi2r
Im〈k−n
+
, keikr〉 = 1
2pi2r
Im〈k−n+1
+
, sin(kr)〉
for even n. Moreover, hz satisfies the homogeneity property
−∆rhz+2(r) = hz(r), (A.4)
where we recall that ∆r denotes the (three dimensional) radial Laplacian.
A.2 Weighted sequence spaces
Let w= (wn) be a sequence of strictly positive numbers, called the weights. By ℓ
p(w), p ≥ 1,
we denote the space of complex sequences x = (xn) with convergent norm
‖x‖p,w :=
∑
n
|w−1
n
xn|p
1/p
.
If p =∞, we denote by ℓ∞(w) the space of complex sequences with convergent norm
‖x‖∞,w := sup
n
w−1
n
|xn|.
These are the weighted ℓp spaces. If wn = 1, we omit the weight and denote by ℓ
p with norm
‖ ·‖p the ordinary ℓp spaces. Note that ℓp(w) is reflexive for 1< p <∞.
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Consider two weight sequences v,w. Then it is easily seen that
‖x‖p,v ≤ sup
n
wn
vn
‖x‖p,w.
One of the most important operators on sequence spaces is the left-shift operator L,
formally defined by L(x0, x1, x2, . . . ) = (x1, x2, . . . ). If w are weights such that the sequence
(wn+1/wn) of ratios of consecutive weights is bounded, the left-shift operator is bounded on
ℓp(w). Indeed,
‖Lx‖p,w ≤ sup
n
wn+1
wn
‖x‖p,w. (A.5)
However, if (wn+1/wn) is unbounded, also the left-shift operator is unbounded.
More generally, for m ∈N and two sequences v,w weights, we have
‖Lmx‖p,v ≤ sup
n
wn+m
vn
‖x‖p,w.
Finally, note that, if L is unbounded on ℓp(w), its resolvent set is empty and its point spectrum
fills the entire complex plane.
A.3 Some inequalities
Lemma A.1. For 0≤ m≤ n ∈N0 and p ∈ (0,1),
n
m

(1− p)n ≤
⌊m/p⌋
m

(1− p)⌊m/p⌋,
where ⌊ · ⌋ denotes the floor function.
Proof. The case m = 0 is obvious. For m > 0, we calculate the ratio of successive terms on
the left-hand side:  
n+1
m

(1− p)n+1 
n
m

(1− p)n
=
n+ 1
n+ 1−m(1− p).
Then we observe that
n+ 1
n+ 1−m (1− p) ≥ 1
if and only if n+ 1≤ m/p to find the maximum at n= ⌊m/p⌋. 
Note that this lemma can also be stated in the language of probability theory: n= ⌊m/p⌋
maximizes the probability of getting exactly m failures for a random variable following the
binomial distribution with parameters n (number of trials) and p (probability of success).
An important inequality, accurately describing the asymptotics of the Gamma function,
is Stirling’s inequality
p
2pi x x+
1
2 e−x < Γ (x + 1) < x x+
1
2 e−x+1, x > 0.
This double inequality can be improved in various ways, e.g., for x ≥ 1,
p
2pi x x+
1
2 e−x+(12x+1)
−1
< Γ (x + 1) <
p
2pi x x+
1
2 e−x+(12x)
−1
, (A.6)
which can be obtained from [41], where also sharper bounds are presented.
Another useful inequality for the Gamma function is Gautschi’s inequality. For x > 0 and
s ∈ (0,1), we have
x1−s <
Γ (x + 1)
Γ (x + s)
< (x + 1)1−s, (A.7)
see e.g. (5.6.4) of [33], which follows from the strict log-convexity of the Gamma function.
Combining the inequalities above, we find
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Proposition A.2. For m ∈N and p ∈ (0,1),
max
n

n+m
m

pm(1− p)n ≤min
§
1,
2p
2pim
(1− p)− 12
ª
(A.8)
and, as m→∞,
max
n

n+m
m

pm(1− p)n ∼ 1p
2pim
(1− p)− 12 . (A.9)
Proof. Denote by {x} = x − ⌊x⌋ the fractional part of a real number x . We calculate
max
n

n+m
m

pm(1− p)n =
⌊m/p⌋
m

pm(1− p)⌊m/p⌋−m
≤

m/p
m

pm(1− p)m/p−m

1+
p
m(1− p)
{m/p}
<
1p
2pim
(1− p)− 12

1+
p
m(1− p)
{m/p}
≤ 1p
2pim
(1− p)− 12

1+
§
m
p
ª
p
m(1− p)

,
where we applied (in this order) Lem. A.1, Gautschi’s inequality (A.7), Stirling’s inequal-
ity (A.6) and Bernoulli’s inequality. Finally, an application of the inequality§
m
p
ª
p
m(1− p) =
§
m(1− p)
p
ª
p
m(1− p) ≤min
§
1,
p
m(1− p)
ª
yields (A.8), and from
lim
m→∞
§
m
p
ª
p
m(1− p) = 0
we obtain (A.9). 
Proposition A.3. Let n ∈N. We have
⌈ n+12 ⌉∑
m=1
(m− 1)!
(n−m)! ≤
 3
2 odd n,
n
2 + 1 even n.
Proof. We consider only the odd case, the proof for the even case proceeds analogously. The
smallest summand in the sum for n is 1/(n − 1)!, which is larger than the second smallest
summand 1/n! in the sum for n + 2. Therefore we can bound all sums uniformly in n by
summing up the smallest summands for each n. If we proceed like that for n≥ 5, we obtain
1+
1
6
+
∞∑
n=2
1
(2n)!
= cosh1− 1
3
<
3
2
.
For n= 1 and n= 3, the sums yield 1 and 32 , respectively. 
A.4 Expansion of Synge’s world function
To compute the (truncated) Hadamard parametrix in a given spacetime, it is necessary
(among other things) to find Synge’s world function σ. The world function σ(x , x ′) is de-
fined as half the square signed geodesic distance between the points x and x ′ (if the two
points lie in a geodesically convex neighbourhood) and satisfies the relation
2σ =
 
(∇µ ⊗1)σ
 
(∇µ ⊗1)σ

. (A.10)
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In fact, the relation (A.10) together with the coincidence limits
[σ] = 0, [(∇µ ⊗1)σ] = 0, [(∇µ∇ν ⊗1)σ] = gµν (A.11)
uniquely defines Synge’s world function.
An expansion of Synge’s world function σ(x , x ′) in terms of the coordinate distance δx
between the points x and x ′ can be obtained in the following way [42]: We make the Ansatz
(in the sense of formal power series)
σ(x , x ′) =
∑
n
1
n!
ςµ1···µn(x)δx
µ1δxµn .
As a consequence of (A.10) and (A.11), we find the recurrence relation
2(1− n)ςµ1 ···µn =
n−2∑
j=2

n
j

gνρ
 
∂νς(µ1···µ j | − ς(µ1···µ j |ν
 
∂ρς|µ j+1···µn) − ς|µ j+1···µn)ρ

− 2n∂(µ1ςµ2 ···µn)
together with ‘initial’ coefficients ς= 0,ςµ = 0,ςµν = gµν.
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