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Summary. In this paper, sufficient and necessary maximum conditions are estab- 
lished for a class of mathematical programming problems with an infinite set of 
restrictions, which is described by a finite number of inequalities. The criteria may 
be applied to nonlinear approximation problems and to the numerical solution of 
boundary value problems. 
§ 1. Einleitung 
In diesem Beitrag werden hinreichende und notwendige Bedingungen fiir 
relative Extrema bei einem Typ zweistufiger Optimierungsaufgaben (§3) herge- 
leitet; das sind Aufgaben mit unendlich vielen Ungleichungen als Restriktionen, 
wobei die Menge der Restriktionen durch ein endliches System von Ungleichungen 
beschrieben wird. Die Betrachtung dieses Aufgabentyps i t durch die Anwen- 
dungsm6glichkeiten nahegelegt: Nichtlineare Probleme der Tschebyscheff-Ap- 
proximation, insbesondere solche in mehreren reellen Variablen, werden hierdurch 
erfaBt (§8), ferner Optimierungsprobleme, die bei der numerischen Behandlung 
yon Randwertaufgaben nach dem Prinzip der lokal optimalen Schranken [6] 
auftreten. In diesen F/~tlen entsprieht die Restfiktionenmenge d m Bereich, in 
dem die Approximations- bzw. Randwertaufgabe formuliert ist. So ist diese Arbeit 
als Weiterffihrung des von und mit Collatz in [1] und [2], § t 5 und weiterhin 
in [6--8] verfolgten Programms der Anwendung yon Approximations- und Opti- 
mierungsmethoden bei Randwertaufgaben a zusehen. 
Bei den hier betrachteten Aufgaben werden fiber die Zielfunktion und die 
Restriktionsfunktionen keine generellen Konvexit/itsvoraussetzungen gemacht; 
es ergeben sich schwache Definitheitsbedingungen fiir die Matrix der zweiten 
Ableitungen einer erweiterten Lagrange-Funktion. 
Hinreichend ffir ein Extremum ist die Definitheit, notwendig die Semidefinit- 
heit der quadratischen Form zu dieser Matrix im Tangentiatraum ander betrach- 
teten Stelle. W/ihrend dieser im Fall von endlich vielen Restriktionen (§2) dutch 
ein homogenes lineares Gleichungssystern beschrieben wird, in dem die ersten 
Ableitungen der Restriktionsfunktionen auftreten, hat man im Fall der zwei- 
stufigen Aufgaben (§3ff.) auch lineare Relationen, die die zweiten Ableitungen 
enthalten; diese sind als linearisierte Enveloppenbedingungen zu deuten. 
Die wichtige Frage nach numerischen Methoden zur Behandlung solcher Auf- 
gaben wird bier nicht er6rtert. Offenbar erfordern die verschiedenen spezieUen 
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Probleme, die sich der bier betrachteten allgemeinen Problemklasse unterordnen, 
verschiedenartige Algorithmen. Einige Hinweise findet man in [6] und ~8]. Die 
in diesem Beitrag angegebenen B dingungen bieten die MSglichkeit, das Ergebnis 
eines solchen Algorithmus, das im allgemeinen nur ein station~rer Wert ist, auf 
die Extremaleigenschaft zu priifen. 
§ 2. Finite Maximumaufgaben 
Zuu~chst wird eine Aufgabe mit endlich vielen Restriktionen betrachtet; die 
hieriiber bekannten Ergebnisse werden sparer ben6figt: 
Gesucht sind relative Maxima einer Funktion F(x) au[ einer Menge McR ~, 
die durch 
M={x;  b(x)--<0 ( i=t  . . . . .  m)} 
beschrieben ist. Dabei sind F(x), A (x) . . . . .  [,~(x) reellwertig definiert und zweimal 
stetig differenzierbar fiir alle xER ~. Mit F'(x) wird der Spaltenvektor g ad F(x) 
mit den Komponenten ~F/ax i ( i= t . . . . .  n) bezeichnet, mit F"(x) die Matrix 
der zweiten partielteu Ableitungen yon F. Entsprechend sind/~ (x) und/7(x) zu 
verstehen. 
Sei nun ein ~ EM gegeben; man m6chte priifen, ob F an der SteUe £ ein relatives 
Maximum beztlglich M hat. Hinreichend daftir sind folgende Bedingungen: 
(a) Lokale Kuhn- Tucker-Bedingung. Fi~r /" E J ( {t . . . . .  m}, aber nicht notwendig 
nur flit diese Indizes, ist /i(£) =0, und es gibt redte Zahlen u j>0 (i¢J) mit 
- -  X = o .  (1) 
(b) Sei H(  R ~ der lineare Teitraum der Vektoren ~ER" mit ~T/~(~)=0 (]~J) 
(~r ist der zum Spaltenvektor ~ transponierte Z ilenvektor) ; die quadratische Form 
0(,) =,r  x u, 
J~J 
ist negativ de/init au] H. 
Sind die Bedingungen (a) und (b) erfiillt, so gibt es eine Umgebung yon £, 
in deren Durchschnitt mit M (~ selbst ausgenomrnen) F(x)<F(£) ist. 
Die entsprechenden notwendigen Bedingungen lauten: Sei £~EM und J nun 
die Menge aller Indizes/' mit / i  (£)= 0. Folgende constraint qualifications a  der 
SteUe £¢ seien erftillt :
Ist ~ER ~ ein Vektor mit ~r]~.(£)--<_0 (/E J), so gibt es dn to>0 und eine fiir 
0 <-- t <-- to staig di//erenzierbare vektorwertige Funktion x (t) mit x (0) : ~, dx (O)/dt:~ 
und x(t)EM (O<_t<=to). Ist ~r]~(:~)----0 (iEJ), so #bt es ein solches x(t), das iiber- 
dies zwdmal stetig di//erenzierbar ist und fi~r das /i(x(t)) =0 (i~J, o <=t ~to) ist. 
Ist dann F(x) <=F(~) im Durchschnitt einer Umgebung von £ mit M, so gilt: 
(a*) Es gibt ui>=O (iEJ) mit (l). 
(b*) Q (~) ist negativ semidefinit an/H. 
Man beachte jedoch, dab J und damit H mad Q jetzt anders definiert sind 
als im Fall der hinreichenden Bedingungen. 
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Diese Aussagen sind in den Ergebnissen von McCormick [4] enthalten, der 
neben Ungleichungen auch Gleichungen als Restriktionen zul~Bt. 
Dolt wird auBerdem gezeigt, dab die constraint qualifications icher dann 
erftillt sind, wenn die Vektoren ]~(~) (jEJ) linear unabh~ingig sind. Fiir das yon 
McCormick mit indirektem Beweis hergeleitete, hinreichende Kriterium ist in [8] 
unter der Voraussetzung der Stetigkeit der dritten Ableitungen der auftretenden 
Funktionen ein direkter Beweis angegeben, bei dem eine Kugelumgebung von 
mit der genannten Eigenschaft konstruiert wird. 
§ 3. Zweistufige Maximumaufgaben, hinreichende Bedingungen 
Eine ~hnliche Bedingung soU nun ffir folgenden Aufgabentyp, dessen Struktur 
die Bezeichnung zweistufig nahelegt, formuliert werden: Gesucht sind relative 
Maxima yon F(x) au] 
M={x;  /(x, y )~O (yEY)}(R';  
dabei ist 
Y={y;  g,(y)~O (v=t  . . . . .  N)}(R" .  
Die Funktionen F , / ,  g, seien reellwertig definiert und zweimal stetig differenzier- 
bar im R ~, R ~ × R ~ bzw. R m. Wie oben werden mit F'(x) und f(x,  y) die Vektoren 
der ersten Ableitungen ach den x i bezeichnet, ferner mit/ ' (x,  y) und g;(y) die 
Vektoren der ersten Ableitungen ach den y~, weiterhin mit F" , / " / "  ',/ '" und g;" 
die entsprechenden Matrizen der zweiten Ableitungen. 
Wieder wird ein Punkt ~eM betrachtet. Als hinreichend aftir, dab dort ein 
relatives Maximum von F beztiglich M vorliegt, erweisen sich die folgenden 
Bedingungen: 
(A) Lokale Kuhn-Tucker-Bedingung. Fiir Yl, Y~ . . . . .  ypEY, aber nicht not- 
wendig nur ]i~r diese Punkte, sei /(~, Yi)=0, und es gebe reelle Zahlen ui>O 
(i = t . . . . .  p) mi t  
p 
F '  - X . j  1; = o (2) 
i=1 
(das Argument ~ wird hier und im folgenden h~iufig weggelassen, das Argument Yi 
ebenfalls und durch einen Index/" angedeutet). 
Als Funktion von y auf der Menge Y hat/(~,  y) bei y = Yi Maxima mit dem 
Funktionswert /(~, Yi)= 0. Diese Maxima sollen so beschaffen sein, dab/ihnliche 
Definitheitsbedingungen wie in §2 gelten. 
(B) Fiir jedes i (t <= i ~--P) gelte: Fiir vEMi({t  . . . . .  N} und nur /iir diese Indizes 
ist g, (Yi)= O, die Vektoren g~i = g~ (Yi) (v EMi) sind linear unabhlingig, undes gibt 
reelle Zahlan v,i>=O (vEMi) mit 
v~M t
Au/ dem lineamn Teilraum 
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ist die quadratische Form 
negativ de/init. 
Bevor die eigentliche Definitheitsbedingung (C) formuliert werden kann, sind 
einige Zwischentiberlegungen n5tig. Ist m i die Anzahl der Indizes in Mi, so hat 
H i die Dimension m- m i . 
Seien nun ~1) . . . . .  ~m-~v) Vektoren, die eine Basis yon H i bilden. Hiermit 
wird das lineare Gleichungssystem 
{k=l  . . . . .  m- -m,t  {3) 
vEMt  l j 
aufgestellt. Es zeigt sich, dab es bei gegebenem ~ E R ~ genau ein ~ EH i Ms LSsung 
dieses Systems gibt. Der Ansatz 
m--m/ 
= Z c~ ~) 
i= l  
fiihrt n~imtich auf ein tineares Gleichungssystem ftir die Unbekannten c i mit der 
Koeffizientenmatfix 
die wegen der Definitheit von (17--~. v,i g~i) nichtsingul~ir ist. So sind also 
einem ~ER * als L6sungen von (3) ftir 1 '=t  . . . . .  p Vektoren ~71eH 1 . . . . .  ~pEHp 
eindeutig zugeordnet, und zwar linear: 
v j  = P,. ~ (i  = t . . . . .  p) 
mit yon ~ unabh/ingigen m x n-Matfizen Pj. 
Die Definitheitsbedingung lautet dann 
(C) Die quadratische Form 
sei au/ 
H= {~; ~T! ;= 0 (/ '=1 . . . . .  p)} 
negativ de/init. 
Diese Bedingung kann auch so formuliert werden: Es sei 
- -T  .~t t  t¢ T *t q(~,Bi)=e (~ --Xui[ ' i  )8 - -2Xu i~ i / J  ~--XuiBT(/ ;  " -xv,qg:~)~i <0 (4) 
fiir 8EH, ~tiEHi, sofern ~ und die ~7i durch (3) verkntipft sind und solange nicht 
----0 und daher ~h . . . . .  Bp = 0 ist. Wegen (3) ist hier 
'7]'/;'~ + '~T (i;" - -  X v, j g;})~ = 0 
und daher 
¢ (2, ,~) = ~ (F" -- E ,*~ ~;') ~ + E .~,~ (t;" --  E ~,~ ~:;,) ~j. 
Die negative Definitheit yon ~r (F"  -- ~, u i ]~')~ (vgl. §2) ist also zusammen mit 
(B) hinreichend ftir (C), ist aber ersichtlich einschr~inkender als (C). 
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§ 4. Beweis der Maximaleigenschaft 
Satz. Sind fiir ein ~M die Bedingungen (A), (B), (C) erfiillt, so gibt es eine 
Kugel um ~, in deren Durchschni~t mit M (~ sdbst ausgenommen) F(x) <F(~) ist. 
Beweis (indirekt). Aus der folgenden Annahme ist ein Widerspruch erzu- 
leiten: Es gibt eine Folge xx, x 2 . . . .  von Punkten x~EM mit x~ ~ ~, lim x~ = ~ und 
k---~ oo 
F(xt,) >'F(~). (5) 
Sei x~- -~=¢G mit ¢>0,  II~ll=* mit irgendeiner Vektornorm und daher 
lim 8~ ---- 0. Die Folge der ~ enth/ilt eine konvergente T ilfolge. Ohne Beschr/~nkung 
tier Allgemeinheit sei also lim G----$ mit [I$[[ = t. Es ist 
! [F(~ + ~k~k) --F(~)] => 0 6~ 
und daher auch der Grenzwert ~rF'(~) ~_0. Wegen x~EM und ](~, Yi) =0 ist 
ferner 
t ~-; E/(~ + 8k~k, Yj) -- / (~, Y;)] =< 0 
T p und daher ~ /i ~--O. Mit (2) wird 
# 
O<~rF ,  y, r , = uf i  k<o.  
j= l  
Wegen u i > 0 ist ~rF '= ~r/~ r , . . . . .  8 /~=0, also ~EH. Mit diesem 8 sei ~i =P~8 
(J = ~ ..... #). 
Ffir jeden Index j (~ ~]"--<p) gilt nun folgende 13berlegung: Es ist g,(yi)=0 
und ~Tg'~ (Yi) = 0 (v EMi). In einem Intervall 0 --< 8 _< A mit hinreichend kleinem 
positiven d gibt es einen Vektor ~i=~v~ (8)dR"* mit ~ =0 (rlEHi) und 
g, (Yi + 8~i + ~'i (8)) = 0 (v EMi), (6) 
der als Funktion von (5 zweimal stetig differenzierbar und mit ~i(0)=0 ein- 
deutig bestimmt ist. Um dies einzusehen, mache man den Ansatz 
~;(8) = Z b,(8)gj  
vEM t 
und wende bekannte S~tze fiber implizite Funktionen an (s. etwa [3], Kap. X). 
Die hier auftretende Jacobi-Matrix (g~ g~i )~,~ ist wegen der linearen Unab- 
h~t'ngigkeit der Vektoren g~j nichtsingut~r. Aus (6) folgt weiterhin 
g;f(~J+ d~J(°)ld~/----0 (~eMj); 
wegen g~f~i = 0 und der linearen Unabh~ngigkeit der g~iist d~i (O)/dt~----0 and 
daher ~v i (8) = 8~Zi (~) mit gleichmABig beschr~nktem Z~' (8) ffir 0 --< 8 --< A. 
Sei /1 > 0 weiterhin so klein gew~hlt, dab g, (Yi + 3~t + 8sZ~ ' (8)) < 0 ist ftir 
vCM iund O<3_<A, also yi+8~i+t52Zi(t~)EY. 
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Die Zahlen 8k der obigen Folge liegen ftir hinreichend g-roBes k im Intervall 
[0, A]. Ftir diese k wird mit gik =Xj(dk) 
'{ 
..... 0 
- Y, v,~ g,(yj + 0k~i + ~xik)} 
I, EM~ ' 
=0 
P 
=F(~)-~,"; l / (~, .  ..-_-Y;)-..,,.Y, ~.~ g.~ (y;)t.. 
=0 =0 
+ ~ E~I (F'-,X "di) - 2 -;(7; + e~ z,~,) ~ (/,;- x .., g;~)~ 
=0 =0 
+ ½ ~q(~,, ~i) + o (~). 
Ftir k-+ oo hat man hiermit einen Widerspruch zwischen (4) und (5). 
Bemerkung. Aus dem Beweis ist zu erkennen, dab man auch ~7~ = ei P~ ~ mit 
beliebigen reellen e~. hittte wiihlen k6nnen, und zwar bereits in der Formulierung 
der Bedingung (C). Man erkennt aber, dab c~ = t als MaximalsteUe von ~ (2 --oh. ) 
ausgezeichnet ist und fiir ei 4= t zwar auch hinreichende, aber einschr~kendere 
Bedingungen als ftir ei = t herauskommen. Auch aus den folgenden otwendigen 
Bedingungen wird das deutlich. 
§ 5. Notwendige Maximalbedingungen 
Bei ~ habe F(x) bezfiglich M = {x; [ (x, y) = 0 (y E Y)} ein schwaches relatives 
Maximum, d.h. im Durchschnitt einer Ulngebung von £ mit M sei F(x)~F(£) .  
Sei dabei/(£, y) =0 genau fiir Y==Yl . . . . .  ypEY (es sind also nut endlich viele 
Nullstellen yon ](~, y) in Y zugelassen). AuBer dieser Einschriinkung werden 
noch einige weitere Bedingungen (constraint qualifications) gefordert, zun~chst: 
(I) Ist ~ER" ein Vektor mit ~r['("2, yi)<=O ( j= l  . . . . .  p), SO gibt es ein t0>0 
und eine fiir 0 <= t <= to stetig differenzierbare v ktorwertige Funktion x (t) mit x (0) = ~, 
dx(O)/dt=~ und x(t)EM (O<=t<=to). 
Fiir ein beliebiges olches ~ ist dann 
I~T F,(~) = d -¢i F ( x(t) )(,=o) <= o, 
es gibt also kein ~ER" mit ~T[,(~, Yi)<=0 (/'= 1 . . . . .  p) und ~TF'(YC)>0. 
Nach dem Alternativsatz ffir Systeme von linearen Ungleichungen (Lemma 
yon Farkas, [2], § 5) gibt es u i ~ 0 (j -= 1 . . . . .  p) mit 
P 
F'(~) -- Z ~j/'(:L yj) = o. (7) 
/=1  
Weiterhin sei folgende Bedingung erftillt: 
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(II) Ist ~ e R" ein Vektor ail ~r /,(£, Yi) = 0 (]--- t . . . . .  p), so gibt es figr 0 <--t <_ t x 
(t x > O) ein zweimal stetig di/[erenzierbares x (t) ~M mit x (0) : £, dx (O)/dt : ~ und 
zugeordnete, eben[aIls zweimal stetig differenzierbare z i (t)~ Y mit z i (0 ) :  yi und 
/(x(t),zAt))=o (o_~t<t,;  i=~ . . . . .  p). (8) 
Seien schliel31ich die Maximalstellen Yi yon [ (~, y) wie folgt beschaffen: 
(Iti) Fiir i :4  . . . . .  p gilt: Es is g, (y j )=0 genau [iir vEMi({t . . . . .  N}, die 
Vektoren g~j (vEMi) sind linear unabhiingig, es ist 
[; - -  X v,,j g;i---- 0 (9) 
vEM~ 
mit v , i>0 (vEMi), und die Matrix [7-- ~' v~ig;) ist negativ de/init au] H i :  
Sei nun ~eg={~;  ~r]~=O ( i=t  . . . . .  p)} und hierzu x(t) und zt(t ). . . . .  zp(t) 
gem~iB (II) gegeben. Setzt man dzj(O)/dt =~i, so wird nach (8) ~T/; +Vf]i=O, 
also Vf[~= 0 ( i=  t . . . . .  p). Wegen zj(t)eY ist ~tfg:j ~0 und wegen v , i>  0 und 
(9) sogar 
vfg'~i=O (veM]; i=1  . . . . .  p). (t0) 
Ffir festes t E [0, t 1] sind die Punkte y = z i (t) Maximalstellen yon/ (x  (t), y) beziig- 
lich Y. Es zeigt sich, dab wenigstens in einem Teilintervall yon I0, tx] die not- 
wendigen Bedingungen von McCormick (§2) gelten. Wegen der Stetigkeit der g~ 
ist n~tmlich ftir O<_t<_t~ mit 0<t2~t  a g~(zi(t))<O (vCMi). Sei Mi(t)cM i die 
Menge der Indizes v, ffir die g~(zj(t))=O ist (O<=t<=t~). Auch die Vektoren 
g: (z i (t)) h~ingen stetig von t ab, und datum gibt es ein t s mit 0 < t3 <= t2, so dab 
die g: (z1 (t)) (v ~M i (t)) linear unabh~ngig sind, sofern t e [0, t~] ist. Nach § 2 gibt 
es Zahlen w,](t) >=0 (v~Mi(t)) mit 
/(xCt), ~At)) - X ~,;(t)g;(~At)) =o .  0~) 
v~ Mf  (t) 
Betrachtet man (9) und (1I), so erkennt man: Ftir t=0 liegt der Vektor/ '(x(t) ,  
zj (t)) im relativen Inneren des yon den Vektoren g'~ (z i (t)) aufgespannten Kegels. 
Alte diese Vektoren h~tngen stetig yon tab.  Darum gibt es ein q mit 0 < Q <: ts, 
so dab ffir tel0, t,] die G1. (tt) nur dann gelten kann, wenn Mi(t ) :Af] (0)  :M  i 
und w, / ( t )>0 ist. Es ist also auch g~(zj(t))=O in [0, t4] ffir alle vEMj. Ebenso 
wie die Vektoren ]" und g~ im Gleichungssystem (I 1) h~tngt auch dessen LSsung 
w, j (t) mit dem Anfangswert w,i (0) = v~i im Intervatl E0, q] stetig differenzierbar 
von tab.  Aus (11) folgt dann 
~6M t vEM~ 
Ist {~7 ) . . . . .  ~.~-,,~1} eine Basis von H i={~;  ~Tg;i=O (vEMi) }, so wird 
( l ; ' -  y v,;g:; = 0 /k =1 . . . . .  - 
vEM~ J J 
(t2) 
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Als zugeordnete zi(t ) in (II) kommen also nur solche in Frage, fiir die mit 
i-~ dzs (O)/dt das lineare Gleichungssystem (12) erffillt ist. Weil x (t) EM ftir 
0 --< t ~ t4, F bei ~ = x (0) maximal und 
d T , P 
~.v  (~(0)(,=o> = ~ v = y. ,,~.,~'h=o 
#=1 
ist, wird 
d ~ 
F (x (t))(,=o) = <x~F ' + UF"  ~: < O, 
wobei ~ =dZx (O)idt ~ ist. Weiterhin ist mit/5 i = d2zi(O)ldt2 
und 
d 2 
dr, g,(zs(O),:o> =¢l[~;s +'Zg;)'~;= o (,,~M~; i=  1 . . . . .  p ) .  
Mit (7) und (9) wird 
--dt~ F(~(t)).=o> =~ " -  ~Jh" ~ - 2y ,  ~;~lj",~; 
= s=~ (13) 
- y ;" j=l --~Mv, jg;) ~_o  
und zwar dies ftir alle ~ EH und die ihnen durch (t 2) eindeutig zugeordneten ~iEHi" 
Satz. Sei F(x) <~F(~) im Durchschnitt einer Umgebung yon ~. mit M, und sei 
[(Yc, y )= 0 genau ]iir y = Yl . . . . .  yp E Y. Ist dann die Bedingung (I) er]iillt, so gilt 
die lokale Kuhn-Tucker-Bedingung (7). Sind auflerdem die Bedingungen (II) und 
(III) er/Cillt, so gilt die Semide[initheitsbedingung (13). 
§ 6. Die constraint qualifications 
Die Bedingungen (I) und (II) sind nicht so einschr~inkend, wie es zun~ichst 
scheint. Sie besagen, dab man an einer Maximalstelle nur dann die angegebenen 
notwendigen Bedingungen folgern kann, wenn diese Stelle nicht ein Randpunkt 
yon M von dem Typ der aus der Theorie d r linearen Optimierung bekannten 
entarteten Ecken ist. Hier gilt ein ~ihnlicher Satz wie im Fall der finiten Maximum- 
aufgaben (§2). 
Satz. Sei die Menge Y beschrgnkt, seien ]erner [ (x, y), gl (Y) . . . . .  gU (Y) dreimal 
stetig differenzierbar und Yl . . . . .  yp alle Punkte in Y mit [ (~, y) = O. Ist dann die 
Bedingung (III) er/i~tlt und sind die Vektoren ['(~, Yi) (i = 1 . . . . .  p) linear unab- 
Mingig, so sind auch (I) und (II) er[iillt. 
Beweis. Sei ~ER ~ ein Vektor mit ~T[,(~, Yi)<--_0 ( i=1  . . . . .  p), und zwar sei 
[----0 ( / '=1 . . . . .  r) 
UI'(~, YD/< 0 (i = r + t . . . . .  p). 
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Zum Nachweis von (II) ist hier r = p anzunehmen, w~thrend (I) ftir geeignetes r 
(0 ~ r ~ p) folgt, wenn man ohne Beschr~nkung der Allgemeinheit annimmt, dab 
die Numerierung der Yi passend gewAhlt ist. 
Es werden vektorwertige Funktionen x (t), z 1 (t) . . . . .  z,(t) konstruiert, die in 
einem Intervall [0, tl] mit t 1 > 0 zweimal stetig differenzierbar sind und ftir die 
x (o) = ~, dx  (o)/dt = 2,  
z i(o) = Yi (j = 1 . . . . .  r) ,  
/(x (1), z;(1)) = o } (14) 
g.(zi(1))=o (~6Mi). ( i= I  . . . . .  , ;  o<=i<=i,) (15) 
gilt. Bei y ==;(t) son eine Maximalstene von/(x(0, y) beztiglich Y liegen. Dort 
werden daher noch die lokalen Kuhn-Tucker-Bedingungen gefordert: 
/ ' (x ( t ) , z j ( t ) ) - -Y ,w , i ( t )g ; ( z i ( t ) )=O (/'-----i . . . . .  r; O<t<t l )  (16) 
veM~ 
mit w~i(0 ) =v~j.  Wenn wie oben m i die Anzahl der Indizes in M i i s t ,  hat man 
mit (t4), (15) und (16) 
p 
r+~mi+mr 
i=l 
Gleichungen. Ftir x (t) wird der Ansatz 
x(i) = ~c + i t  + ~ ck(t) 1'(~, y~) (17) 
k=l  
gemacht. 
Man hat dann r reellwertige Funktionen c, (t), ~. m i reellwertige Funktionen 
w, i (t) und m r Komponenten der vektorwertigen Funktionen zi (t) zu den Anfangs- 
werten 
c k (0) = 0, w v; (0) = vv j, z, (0) = yj 
aus den Gln. (14), (15) und (t6) zu bestimmen. Ftir die Anfangswerte sind diese 
Gleichungen erftillt. Die schon in § 4 benutzten S~itze tiber implizite Funktionen 
sind anwendbar, denn die Jacobi-Matrix an der Stelle t = 0 ist nichtsingul~ir. 
Sie ist vonder  Form 
(ion) o }X "i 
- -C  T } mr  
r ~m i mr  
(18) 
,r ' wegen der linearen UnabhAngigkeit der [} nicht- Dabei ist A = ([~ [k)i. ~=1 . . . . . .  
singul~ir. Weiterhin ist 
T . . . .  
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C ist entsprechend aus den Vektoren g~ aufgebaut, D aus Vektoren ]i ['k, und 
G is t  eine Blockmatrix init r m×m-Matr izen ]~;--~ v, ig~i 1Angs der Haupt-  
diagonale, sonst mit Nullen ausgeffillt. Die Matrix 08) ist nichtsingul~r, wenn 
es die Matrix 
__C r 
ist, denn diese entsteht wegen (9) aus (18), wenn man jeweils das v,i-fache der 
Zeilen yon (0 0 C) von den entsprechenden Zeilen (A 0 B) subtrahiert. Es 
bleibt zu zeigen, dab 
nichtsingul~ir st. Es gent~gt, dies ftir eine Matrix 
.o ..... o... 
o...o ] 
\gij ... g'~i /~'- Zv ,  ig ; i /  
unter der Annahme Mi = {t . . . . .  rai} zu zeigen. W~re sie singular, so g~be es 
Zahlen a~ . . . . .  a,,j und einen Vektor y E R". nicht s~mttich = O. mit 
E a. g;i + (17 -- X v,i g;'j) ~ = 0. (t9) 
Die g~i sind in (III) als linear unabh/ingig vorausgesetzt, darum ist y 4: 0. Multi- 
pliziert man (t9) yon links mit yT, SO wird yr(]~.. ~.v~ig~i)y=O mit y4 :0  
im Widerspruch zur Definitheitsvoraussetzung i  (III). Die S~tze tiber implizite 
Funktionen besagen dann, dab es ein t l>  0 und im Intervall  [0, tx] zweimal 
stetig differenzierbare c k(t), zj (t), w,i (t) gibt, die mit % (0) = O, zj (0) = y¢, w~i (0) =v~ i 
eindeutig best immt sind. Da (t6) erste Ableitungen enth/ilt, muBte im Satz die 
Stetigkeit der dritten Ableitungen von ] und g~ vorausgesetzt werden. 
Es ist noch dx(O)/dt=~ zu zeigen. Aus (t4) folgt 
T ~ ~  ~k}:- .  ~- t  . . . .  o (i = 1 . . . . .  r). 
Hier ist /;T~ = 0 und auch ]~Tdzi(O)/dt = 0 wegen (9) und g;•dz i (O)/dt = 0. was 
aus (t 5) folgt. Da die Matrix (]~r/~)i.k=: ...... nichtsingut~r ist. wird dck(O)/dt=O 
(k= 1 . . . . .  r) und damit dx(O)/dt=~. 
Ftir vCM i ist g,(yj)<0 und datum g , (z j (0 )<0 ffir O~t<=t 2 mit O<t~t : ,  
also zj (t) E Y ftir t E [0, t,], i = t . . . . .  r. 
Schliel31ich ist zu zeigen, dab x(t)EM, also/ (x( t ) ,  y)~_0 (yEY) ist in einem 
IntervaU [0, t*] mit t* > 0. Hierzu werden Kugelumgebungen von Yx . . . . .  y, und 
von Y,+: . . . . .  yp konstruiert, und es ist zu unterscheiden, ob y in einer solchen 
Umgebung liegt oder nicht. 
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Sei zuniichst ¢ _</" --< r. Ftir hinreichend kleine t > 0 ist y = z] (t) Maximalstelle 
von /(x(t), y) beztiglich Y zum Maximalwert /(x(t), zi(0)----0. Nach 06) und 
wegen w~j(0)= v~i> 0 (vEMi) ist n~imlich ftir kleine positive t die lokale Kuhn- 
Tucker-Bedingung (a) von §2 erfiillt. Die fiir t=0 durch (I I I)  vorausgesetzte 
Definitheitsbedingung (b) ist ebenfalls aus Stetigkeitsgriinden ftir kleine positive t
erftillt. Damit gibt es fiir t~ [0, ta] mit 0 < tu ~te  eine Umgebung von z~(t), in 
deren Durchschnitt mit Y (z](t) selbst ausgenommen) 
/(x(O, y)</ (x (0 ,  z;(t)) = o (20) 
ist. Man kann hierftir die in [81 konstruierten Kugelumgebungen w~hlen, und 
zwar so, dab deren Radius stetig von t abh~ngt (hier wird noch einmal die Stetig- 
keit der dritten Ableitungen von ] und g, benutzt). Sei also Qi (t) der Radius der 
Kugelumgebung um z i (t), wobei ~i (t) > 0 und stetig ist in einem Intervall  [0, Q] 
mi t t  4 > 0, und zwar dies fiir aUe j mi t t  ~ j ~ r. Nun wird t 5 mit 0 < t 5 ~ t~ so 
klein gewiihlt, dab 
max I)Yj --  z; (011 ----< ~- rain e, (t) 
[0, t~] [o, t~] 
1st far i = 4 . . . . .  r. Dabei ist I[" ][ die euklidische Vektornorm im R ". Die Kugel K/ 
mit  dem Radius z i = { min Qj (t) um Yi enth~ilt dann Yi und zj (t) (0 ~ t =< is) in 
[0, t.] 
ihrem Inneren. Andererseits ist K i enthalten in den Kugetn um zi(t ) mit den 
Radien ei (t) fiir alle t e [0, ts], denn aus ]]y -- YJll ~ zi folgt 
HM - zj(t) ll -<- ~j + IlyJ - *j (t) [I ~ ~ e;(t). 
Ftir yeY~(K~. . .  ~K,) ist damit nach (20) /(x(t), y) <=0 (0 <=t ~ts). 
Nun sei r+l<=j<=p. Es ist / ( L  Y j )=0 und/ ( )Z  y )<0 ftir 0< Ily-yjll<=s, 
y EY mit hinreichend kleinem s >0.  Wegen 8rf(£, Yi)<0 kann s > 0 so klein 
gew~ihlt werden, dab 8r/ ' (£,  y )< 0 ftir ] ]y -  Yi]] <= s wird. Im Durchschnitt von Y 
mit der Kugel K j  um yj mit dem Radius s ist dann /(x(t), y)<0 (abgesehen 
von/ (~,  Y i )=0)  f~r re[0, re] mit t6>0.  
p 
Sei schlieglich yEL = Y- -  U Ks; dort ist [(£, y) ~a<0,  denn yx . . . . .  yp sind 
i=1  
die einzigen NuUstellen von ] (~, y) in Y und Y ist beschr~inkt und abgeschlossen. 
Darum gibt es ein tT>0 , so dab [(x(t), y)~O ist flit yCL und O~t<=tT. Ins- 
gesamt ist, wenn man t*= rain (ts, Q, tT) setzt, 
/(x(O,y)__<o (y~Y, o<_t<=t*). 
§ 7. Beispiel 
Im Beispiel ist n = m = 2 und N = i bzw. : 2. 
F(x) = x~ + c x~, 
/(x, y) = (X l -  yl) ~ + (x2-  y~)* -  4 (=<o), 
g l (y )=y~+y~- I  (_~o). 
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Hiermit wird M={x ; x~ + x~ <--_~ }. Als Maximalstelle kommt ~= (~) 
Dann wird /(~, Yl) = 0 bei Yl---- 
Es ist 
in Betracht. 
(__~). Weiterhin ist 
'/¢1 = 1 ,  
~H besagt ~e 2 = 0, ~ CH I besagt ~j2 = 0. (3) besagt schlieBlich ~i +71 = 0. Damtt  
wird q-~(2c--I)~e~. Dies ist negativ definit fiir c< {, semidefinit ftir c--< ½. 
Tats~ichlich at F im Falle c _--< ½ bei ~ ein Maximum beziiglich M, fiir c > { 
jedoch nicht. 
Nun werde g2 (Y) = Yt <= 0 als Y beschreibende Ungleichung hinzugenommen. 
Dann ist 
- -  ~x; -1 /3  - x~ - 2 lx~l _-< 21 ~ 1/~ - x~). 
Es wird g~= (tO) Und damit v12=O. ~EHl besagt nun ~l----~?2=O, wegen Hl-=(O} 
= ~) ~1. Negative Definit- hat man keine Bedingungen (3), und es wird q (2c -  1 
heit hat man fiir c < ~-, Semidefinitheit fiir c ~ ~ und ein Maximum bei ~ fiir 
c _< ~. Obwohl die Bedingung (I I I)  wegen v l~=0 nicht gilt, ist die ilotwendige 
Maximalbedingung enau ftir die Parameterwerte c erftillt, fiir die bei ~ ein 
Maximum liegt. 
§ 8. Approximationsaufgaben 
Die folgende Aufgabe der Tschebyscheff-Approximation kann als Problem 
des in §3 behandelten Typs geschrieben werden: Unter den Nebenbedingungen 
I~(y)-~(y, ~)l =<~ (y ~?(R~) (21) 
soll e mb'glichst klein gemacht werden durch passende Wahl von zER "-~. Dabei 
sei ? durch endlich vide Ungleichungen g~ (z) <= 0 (v = 1, ..., N) beschrieben. Alle 
auftretenden Funktionen seien zweimal stetig differenzierbar im ganzen Raum. 
Wenn man (2t) als 
qJ(y) --q)(y, z)--~<=:} 
-9(y) +qs(y, z)-~<__ (Y~?) 
schreibt, x= (z 1 . . . . .  Z,_l, s) r setzt und als Y zwei Exemplare von ? w~ihlt, 
hat man eine Aufgabe wie in § 3. Hier sollen die hinreichenden Bedingungen des 
§3 fiir ein relatives Minimum ~ von e an einer Stelle z=~ formuliert werden. 
Die Bezeichnungen entsprechen den bisher verwendeten, jedoch ist q~'= (~q~/~z t, 
.... ~¢~/~z,_~) r. 
(A') Fiir Yl . . . . .  y~?  sei 9(Yi)--q~(Y# z )=~ und liar Y,+I . . . . .  y~?  sei 
9 (y~.) - ~(y ; ,  ~) = - ~- 
Vl l  = 2 .  
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Im iibrigen sei 
liv(Y) -- ~(Y, z)l < ~ (YE?)" 
Es gebe reelle Zahlen u i > 0 (j = t . . . . .  r), u i < 0 (i = r + 1 . . . . .  p) mit 
P P 
X u j¢~=o,  X l - i l - - l .  (22) 
i=i  i=i  
(B') Fiir ]edes j ( t~ j~p)  gelte: Fiir vEMi ({ t ,  . . . ,N}  und nur fiir diese 
Indizes ist g,(Yi)=0. Die Vektoren g'~i sind linear unabhdngig, und es gibt reeUe 
ZaMen v, i (v EMi), die >= 0 im Falle I ~ j ~ r und < 0 ira Fal ler + i <= j ~ p sind, mit 
iv;-- ¢ i -  X v, ig; ;= o. 
vEMj 
Au[ dem tinearen Teilraum 
Hi = {~; Cg; i  = o (,,~Mj)}< R"
ist die quadratisehe Form 
vEMt 
negativ de/init im Falle 1 ~ j ~ r, positiv de/init im Fal ler  + 1 ~ j _~ p. 
(C') Sei (~k); k = t . . . . .  m- -mi}  eine Basis yon H i (i = t . . . . .  p). Durch die 
linearen Gleichungssysteme 
[- + x c,)4 =0 
J veMt 
(k=l  . . . . .  m-mj ;  i=t  . . . . .  p) 
sind iedem ~ = (Ct . . . . .  C,-1) ER"- I  eindeutig Vektoren ~hEH1 . . . . .  ~pEHp zuge- 
ordnet (N.B. das ist keine Voraussetzung, sondern Folgerung aus (B')). Fiir 
aUe ~ E R" -  x mit 
C~" o'~ . . . . .  C~ = o (23) 
und die jeweils zugeordneten ~ . . . . .  ~Tp sei 
P 
solange nickt ~ 0 und daher ~Tx . . . . .  ~p = 0 ist. 
Sind die Bedingungen (A'), (B'), (C') erfiillt, so liegt bei z = ~ ein relatives 
Minimum der Maximalabweichung 
e (z) = Sup t i v (Y) -- qi(Y, z) i" 
Bemerkungen. Der lineare Teilraum H von§  3 wird eigentlich durch 
U¢~ . . . .  r , r , ... =C @,=-C  O;+~= =-U¢~ 
beschrieben. Mit (22) ergibt sich jedoch (23). Auf die Formulierung der not- 
wendigen Bedingungen von § 5 fiir den Speziatfall der Approximationsaufgabe 
son hier verzichtet werden. Jedoch sei bemerkt, dab die lokale Kuhn-Tucker- 
Bedingung (7) in diesem Fall mit dem von Meinardus in [5] angegebenen Satz 84 
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(§ 8.t) zusammenh~ngt. Die Aussage, aus der (7) mit dem Lemma von Farkas 
folgt, besagt dasselbe wie jener Satz; allerdings ind hier nut endlich viele Extremal- 
punkte zugelassen und es wird eine constraint quali/ication gefordert. DaB man 
ohne diese bier nicht auskommt, liegt daran, dab Y nicht als beschr~nkt voraus- 
gesetzt ist. Im Beispiel mit 
1 
~0(y) -- y~+t ' ~(y, z) =zl ,  gl(Y) = --Yl, 
wo also Y = [0, oo) und ~ = ~ mit ~ = 1 die eindeutig bestimmte Extremalstelle 
ist, gilt jener Satz von Meinardus nicht. Andererseits zeigt der Beweis jenes Satzes, 
dab bei beschr~inktem Y im Falle der Approximationsaufgabe di constraint 
qualification (I) erftillt ist. 
Beispiel. ~(Y)=Yl ist ftir O<:yl--<t durch qg(y,z)-----zl+yl(zz+yl) 2 zu ap- 
proximieren. Man findet zwei lokale Minima: 
~= ((t0-72V7)/27) 
mit ~ :Vt /27~0, t9 ,  
mit ~--  7VY-to "~0,34. 
27 
In beiden F~illen sind die obigen hinreichenden Bedingungen erftillt. Mit N = 
(~, - -1)r  hat man einen weiteren Punkt, an dem die lokale Kuhn-Tucker-Bedin- 
gung erfiillt ist, die notwendige Semidefinitheitsbedingung jedoch nicht. 
§ 9. Verallgemeinerungen 
Die in §3 angegebene Aufgabe wurde der l~bersichtlichkeit wegen mCglichst 
einfach formuliert. Einige Verallgemeinerungen liegen nahe. 
a) Man kann Y = Yt•"" ~Ys w/thlen, wobei die Y~ Teilmengen yon R~iumen 
verschiedener Dimension sin& Bei der numerischen Behandlung yon Randwert- 
aufgaben monotoner Art nach dem Prinzip der lokal optimalen Schranken [6] 
kann etwa Y~ ein Bereich sein, in dem die Differentialgleichung gefordert ist, 
Y,~ sein Rand. Insbesondere kCnnen auch isolierte Punkte zu Y gehCren oder 
-- anders gesagt -- kCnnen einzelne Ungleichungen/i (x )~0 hinzutreten. Wie 
in diesen F~en die Maximalbedingungen zu formulieren und zu beweisen sind, 
ist evident. 
b) ~berdies diirfen in der Beschreibung yon M und Y neben Ungleichungen 
auch endlich viele Gleichungen vorkommen. Die zugehCrigen Multiplikatoren u i 
bzw. v,i sind dann keinen VorzeichenbeschrSnkungen zu unterwerfen. 
c) Es ist natiirlich nicht wesentlich, dab die auftretenden Funktionen im 
ganzen Raum definiert sin& 
d) Eine naheliegende, aber wohl weder flit die Anwendungen och beweis- 
technisch interessante Veraalgemeinerung der behandelten zweistufigen Aufgaben 
w~iren mehrstufige Aufgaben. 
e) Im Hinblick auf Anwendungen u.a. in der control theory k~Snnte ine Ver- 
allgemeinerung der hier gefundenen Ergebnisse auf abstrakte R~iume (z.B. 
Banachr~iume start R n und R") wtinschenswert sein. 
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