Abstract. Motivated by a recent paper of Budd [4], where a new family of positive selfsimilar Markov processes associated to stable processes appears, we introduce a new family of Lévy processes, called the double hypergeometric class, whose Wiener-Hopf factorisation is explicit, and as a result many functionals can be determined in closed form.
Introduction
Real-valued Lévy processes are the class of stochastic processes which have stationary and independent increments and paths that are right-continuous with left-limits. We may include in this definition the possibility that the Lévy process is killed and sent to a cemetery state, in which case the killing time must necessarily take the form of an independent and exponentially distributed random time. As a consequence of this definition alone, one can proceed to show that they are strong Markov processes whose transitions are entirely characterised by a single quantity, the characteristic exponent. That is to say, if (ξ t , t ≥ 0) is a one-dimensional Lévy process with probabilities (P x , x ∈ R), then, for all t ≥ 0 and θ ∈ R, there exists a function Ψ : R → C such that E 0 [e iθξt ] = e −Ψ(θ)t , t ≥ 0, where Ψ can be described by the so-called Lévy-Khintchine formula, i.e.
Ψ (z) = q + iaz + 1 2
with q ≥ 0, a ∈ R, σ 2 ≥ 0 and Π is a measure (called the Lévy measure) concentrated on R\{0} satisfying R (1∧x 2 )Π(dx) < ∞. Here, q is the rate of the aforementioned exponential killing time, −a is linear drift, σ := √ σ 2 is the Gaussian coefficient and Π(dx) determines the rate at which jumps of size x ∈ R\{0} occur.
For each characteristic exponent (as described above), there exists a unique factorisation (the so-called spatial Wiener-Hopf factorisation) such that
where Φ + , Φ − are Bernstein functions or, in other words, the Laplace exponents of subordinators; uniqueness being up to multiplying and dividing Φ + and Φ − , respectively, with a strictly positive constant. The factorisation has a physical interpretation in the sense that one may identify Φ + (λ) = −t −1 log E[e
−λS
+ t ], λ ≥ 0, t > 0, where (S + t , t ≥ 0), the increasing ladder heights process, is a subordinator whose range agrees with that of (sup s≤t ξ s , t ≥ 0).
In parallel to the uniqueness of Φ + only up to premultiplication by a strictly positive constant, S + is only meaningful up to a scaling of the time-axis. The role of Φ − is similar to that of Φ + albeit in relation to the dual process −ξ.
Vigon's theory of philanthropy [30] is arguably a milestone in the theory of Lévy processes in that it provides precise conditions through which one may fashion a Lévy process by defining it through a selected pair Φ + , Φ − , as opposed to e.g. its transition law, Lévy measure or characteristic exponent. Following the appearance of a number of new WienerHopf factorisations in [3, 5, 8] , this observation was made in [18, 20] and explored further in [17, 23, 15] .
In particular it is argued in [20] Selecting Φ + and Φ − from the class of beta subordinators not only brings about a degree of tractability to a number of associated problems, but it also brings the hypergeometric class in line with a number of other attractive theories such as that of Lévy processes with completely monotone Wiener-Hopf factors; cf. [27] . As alluded to above, a broader definition for the hypergeometric class was also explored in later papers.
Our objective here is to consider yet another deepening of the definition of the hypergeometric class of Lévy processes. As such, we are interested in understanding the extent to which one may select the factors Φ + , Φ − from the class of Bernstein functions taking the form Φ(λ) = B(α, β, γ, δ; λ) := Γ(λ + α)Γ(λ + β) Γ(λ + γ)Γ(λ + δ) , λ ≥ 0, (
for an appropriate configuration of constants α, β, γ, δ. This will lead to a class of Lévy processes that we will call the the double hypergeometric class. More generally, our work will
show that it is in principle possible to select the factors Φ + , Φ − from a class of Bernstein functions taking the form
again, for appropriate configurations of constants α 1 , . . . , α n and γ 1 , . . . , γ n and n ∈ N. That said, we will stick to the setting of (1.3).
The generalisation we pursue in this paper is motivated through a specific example of a new Lévy process that emerged recently in the literature concerning planar maps whose characteristic exponent is represented as a product of two functions of the form (1.3) for a suitable choice of parameters. In that setting, [4] introduces a path transformation of a two-sided jumping stable process in which, with a point of issue in (0, ∞), each crossing of the origin is 'ricocheted' back into the positive half-line with a positive probability and otherwise killed. The resulting process is a positive self-similar Markov process (pssMp) and accordingly enjoys a representation as a space-time changed Lévy process via the socalled Lamperti transform. When examining the Lamperti-transform of the ricocheted stable process, for appropriate parameter choices, a double hypergeometric Lévy process emerges.
Then a natural question arises is the form of the characteristic exponent of such Lévy process a proper Wiener-Hopf factorisation? We make these comments more precise later in this paper at the point that we deal with our second main objective. The latter is to examine the interaction of double hypergeometric Lévy processes and path transformations of the stable process, both in the context of pssMp but also real-valued self-similar Markov processes.
The rest of the paper is organised as follows. In the next section we introduce the class of double hypergeometric Lévy processes and explore their advantages in terms of the WienerHopf factorisation and their integrated exponential functionals. In Section 3 we briefly remind the reader of how self-similar Markov processes are related to Lévy processes or, more generally, Markov additive processes. This then allows us in Section 4 to discuss how the class of double hypergeometric Lévy processes appears naturally in the context of certain types of self-similar Markov processes that are built from a path perturbation of a stable process. The final Section 5 is concerned with the proofs of the main results.
Double beta subordinators and double hypergeometric Lévy processes
Let us start by introducing some notation. As already alluded to above, 2 F 1 stands for the Gauss hypergeometric function. However, we will, more generally, use p F q for the generalised hypergeometric function:
where (a) k = a(a + 1) · · · (a + k − 1) denotes the rising factorial power and is frequently called the Pochhammer symbol in the theory of special functions.
Next, suppose that A and B are two countably infinite subsets of R, bounded from above and discrete. Then B is said to interlace with A if max A ≥ max B and if for the order-preserving enumerations (a n ) n∈Z ≤0 and (b n ) n∈Z ≤0 of A and B, respectively, one has that a n−1 < b n < a n for all n ∈ Z ≤0 , the nonpositive integers. If A and B interlace, then necessarily they are disjoint.
Below we give our first key result of this paper. It identifies a class of subordinators having
Laplace transform of the form (1.3). Before stating it, recall that (i) a real meromorphic function is a meromorphic function that maps the real line excluding the poles into the real line, (ii) a Pick (or Nevanlinna-Pick) function is an analytic map defined on a subset of C containing the open upper complex half-plane and that maps the latter into itself [28, Definition 6.7] , and (iii) the non-constant complete Bernstein functions are precisely the Pick functions that are nonnegative on (0, ∞) [28, Theorem 6.9] (the latter omits the qualification "non-constant", but without it, it is clearly false).
and suppose that {−α, −β} + Z ≤0 interlaces with {−γ, −δ} + Z ≤0 , which, when without loss of generality α < β and γ < δ, is equivalent to assuming that either (I) there is a k ∈ N 0 with γ + k < α + k < δ < β < γ + k + 1, or (II) there is a k ∈ N with α + k − 1 < γ + k < β < δ < α + k.
Then:
is the Laplace exponent of a killed, infinite activity, pure jump subordinator with cemetery state ∞, whose Lévy measure possesses a completely
c) B(α, β, γ, δ; ·) is a non-constant complete Bernstein function, indeed it is a real meromorphic Pick function; d) the associated potential measure u : (0, ∞) → [0, ∞) (whose Laplace transform is given by 1/B(α, β, γ, δ; ·)) also admits a density which is completely monotone, and it is given by
Conversely, when, ceteris paribus, the interlacing property of {−α, −β} + Z ≤0 with
is not Pick, and so is not a non-constant complete Bernstein function on (0, ∞).
Finally, suppose merely {α, β, γ, δ} ⊂ [0, ∞), and either
(iii) one of the preceding holds once the substitutions α ↔ β and/or γ ↔ δ have been effected.
Then still B(α, β, γ, δ; ·) of (1.3) is a complete Bernstein function.
We say that a subordinator S having the Laplace exponent B(α, β, γ, δ; ·) as in ( for which {α − β, γ − δ, γ − α, δ − α, γ − β, δ − β} ∩ Z = ∅ and that make B(α, β, γ, δ; ·) of (1.3) into a non-constant complete Bernstein function.
We should point out that our focus in Theorem 2.1 on double beta subordinators corresponding to (1.3) with (α, β, γ, δ) ∈ G • , rather than more generally (α, β, γ, δ) ∈ G, is a matter of convenience: to describe the resulting subordinators for all the possible constellations that G admits would be prohibitive in scope. For instance, as already remarked, G includes the beta subordinators, but also the trivial (zero) subordinators killed at an indpendent exponential random time, etc. Besides, the conditions "α, β, γ, δ > 0 and From Vigon's theory of philanthropy [30] , and in particular the fact that double beta subordinators corresponding to G are completely monotone, thereby having associated Lévy measures that are absolutely continuous with non-increasing densities, we can now define a new class of Lévy processes from the double beta subordinator class as follows; see Section 6.6. of [21] .
Then there exists a Lévy process with characteristic exponent Ψ that respects the spatial Wiener-Hopf factorisation in the form
In light of the above, we call a Lévy process, ξ, of the type introduced in the preceding corollary a double hypergeometric Lévy process. The following proposition gathers some basic properties of our new class of double hypergeometric Lévy processes (and accordingly justifies the name "double hypergeometric").
Proposition 2.3. Let {(α, β, γ, δ), (α,β,γ,δ)} ⊂ G and ξ be a double hypergeometric Lévy process with these parameters as in Corollary 2.2. We have the following assertions.
Then ξ, once stripped away of its killing, is a meromorphic Lévy process in the terminology of [17] . The Lévy measure Π of ξ has a density π that is given by
for x ∈ (0, ∞). For x ∈ (−∞, 0) it is the same, except that the quantities with and without a hat get interchanged for their respective counterparts and −x replaces x.
(ii) There is a Gaussian component iff α + β = γ + δ + 1 andα +β =γ +δ + 1, in which case the diffusion coefficient σ 2 = 2.
(iii) Recall that we may assume without loss of generality that γ ≤ δ, α ≤ β,γ ≤δ, α ≤β and assume (for simplicity 1 ) that δδ > 0. Then ξ has infinite lifetime iff:
either γ =γ = 0 < αα, in which case ξ oscillates; or γ = 0 <γα, in which case ξ drifts to ∞; orγ = 0 < γα, in which case ξ drifts to −∞.
The exclusion of the parameters corresponding to G\G • in the statement of (i) is not without cause: for instance the functions 1 and id [0,∞) are of the double beta class, but they do not yield a meromorphic Lévy process, at least not in the sense of [17] ; similarly the expression of (i) for the Lévy density does not hold true across the whole class of double hypergeometric
Lévy processes correspoding to G.
In the next section, we shall shortly discuss examples of how the double hypergeometric Lévy process emerges in the setting of certain self-similar Markov processes. As we will see in the exposition there, for the theory of the latter processes, an important quantity of interest is the exponential functional of Lévy processes. Below we show that it is possible to characterise the exponential functional of double hypergeometric Lévy processes via an explicit Mellin transform. Our method is based on the "verification" result of [20, Subsection 8.1] . In the following, we use P to denote the law of the double hypergeometric Lévy process.
Proposition 2.4. Let {(α, β, γ, δ), (α,β,γ,δ)} ⊂ G and ξ be double hypergeometric Lévy process with these parameters as in Corollary 2.2. Assumeγ ≤δ,α ≤β and 0 <γ <α (in fact the very last condition is automatic if even (α,β,γ,δ) ∈ G • , while the first two are without loss of generality). Then, for a given c ∈ (0, ∞), with ζ being the lifetime of ξ, for s ∈ C with (s) ∈ (0, 1 +γc),
where C is a normalization constant such that the left-and right-hand side agree at s = 1 (i.e. both are equal to unity), and G is Barnes' double gamma function (see [20, p. 121] , and further references therein, for its definition and basic properties).
Remark 2.5. In fact in the proof only the functional form of the characteristic exponent of ξ, that ξ is killed or else drifting to ∞, and the inequality γ + δ − α − β +α +β −γ −δ < 6 will be used. Hence, if it is known a priori that a possibly killed Lévy process has the Laplace
exponent as given in Corollary 2.2 with γ + δ − α − β +α +β −γ −δ < 6, and that it is killed or drifts to ∞, then the condition "{(α, β, γ, δ), (α,β,γ,δ)} ⊂ G" can be dropped in favor of all of the coefficients α, . . . ,δ being just nonnegative.
As indicated in the introduction, before moving to the proofs of the main results in this section, we will first look at how double hypergeometric Lévy processes appear naturally in the setting of a special family of self-similar Markov processes. Our first step in this direction is to briefly introduce the latter processes. 
where ϕ t = inf{s > 0 :
s 0 exp(αξ u )du > t} and the Lévy process ξ is started in log y.
In recent work, e.g. [13, 31, 16, 10, 9, 19, 11] , effort has been invested into extending the theory of pssMp to the setting of R. Analogously to Lamperti's representation, for a real self-similar Markov process (rssMp), say Y , there is a Markov additive process ((ξ t , J t ), t ≥ 0)
on R × {−1, 1} such that, again under the convention ξ ∞ = −∞,
The representation (3.2) is known as the Lamperti-Kiu transform. Here, by Markov additive process (MAP), we mean the regular strong Markov process with probabilities P x,i , x ∈ R, i ∈ {−1, 1}, such that (J t , t ≥ 0) is a continuous time Markov chain on {−1, 1} (called the modulating chain) and, for any i ∈ {−1, 1} and t ≥ 0,
given {J t = i}, the pair (ξ t+s − ξ t , J t+s ) s≥0 is independent of the past up to t and has the same distribution as (ξ s , J s ) s≥0 under P 0,i .
If the MAP is killed, then ξ is sent to the cemetery state −∞. All background results for
MAPs that relate to the present article can be found in the appendix of Dereich et al. [11] .
The analogue of the characteristic exponent of a Lévy process for the above MAP is provided by the matrix-valued function Ψ such that for all t ∈ [0, ∞), {i, j} ⊂ {1, −1},
and
where: Q is the generator matrix of J; G is the matrix of the characteristic functions of the extra jumps that are inserted into the path of the MAP ξ when J transitions, the diagonal elements of G being set to unity; Ψ 1 and Ψ −1 are the characteristic exponents of the Lévy processes that govern the evolution of the MAP component ξ when it is in states 1 and −1,
respectively. The symbol • denoted element-wise multiplication (Hadamard product).
The mechanism behind the Lamperti-Kiu representation is thus simple. The modulation J governs the sign of X and, on intervals of time for which there is no change in sign, the Lamperti-Kiu representation effectively plays the role of the Lamperti representation of a pssMp, multiplied with −1 if X is negative. In a sense, the MAP formalism gives a concatenation of signed Lamperti representations between times of sign change. Typically one can assume the Markov chain J to be irreducible as otherwise the corresponding selfsimilar Markov process only switches signs at most once and can therefore be treated using the theory of pssMp.
Richocheted stable processes
Let us now turn to the setting of stable processes and path perturbations thereof that fall under the class of self-similar Markov processes and give rise to double hypergeometric Lévy processes in their Lamperti representation.
Let (X t , t ≥ 0) with probabilities (P x , x ∈ R) (as usual P := P 0 ) be a strictly α-stable process (henceforth just written 'stable process'), that is to say an unkilled Lévy process which also satisfies the scaling property: under P, for every c > 0, the process (cX tc −α ) t≥0 has the same law as X. It is known that α necessarily belongs to (0, 2], and the case α = 2 corresponds to
Brownian motion, which we exclude. The Lévy-Khintchine representation of such a process is as follows: σ = 0, Π is absolutely continuous with density given by
where c + , c − ≥ 0.
For consistency with the literature that we shall appeal to in this article, we shall always parametrise our α-stable process such that
where ρ = P(X t ≥ 0) is the positivity parameter, andρ = 1 − ρ. Note when α = 1, then
Moreover, we may also identify the exponent as taking the form
With this normalisation, we take the point of view that the class of stable processes is parametrised by α and ρ; the reader will note that all the quantities above can be written in terms of these parameters. We shall restrict ourselves a little further within this class by excluding the possibility of having only one-sided jumps. In particular, this rules out the possibility that X is a subordinator or the negative of a subordinator, which occurs when α ∈ (0, 1) and either ρ = 1 or 0.
For this class of two-sided jumping stable processes, it is well known that, when α ∈ (0, 1], the process never hits the origin (irrespective of the point of issue) and lim t→∞ |X t | = ∞.
When α ∈ (1, 2), the process hits the origin with probability one (for all points of issue). In both cases, the process will cross the origin infinitely often.
In is "ricocheted" across 0). If tails is thrown, then it is sent to 0 and the process is killed. In the event Y * is ricocheted, it continues to evolve as an independent copy of X, flipping a new coin on first pass into (−∞, 0) and so on.
The process Y * can be viewed as a way of resurrecting (with probability p) the process (X t 1 (t<τ − 0 ) , t ≥ 0) every time it is about to die; indeed, it degenerates to the latter process when p = 1. In this respect the ricocheted process is related to the forthcoming work of [7] . This paper highlights the interesting phenomenon as to whether such resurrected processes will eventually continuously absorb at the origin or not.
As alluded to above, ricocheted processes were considered in [4] . In particular it was shown in Proposition 11 there that the characteristic exponent of the Lévy process associated to Y * via the Lamperti transform takes the shape
Moreover, by setting
we may also write
With this in hand we now see an apparent relation with Corollary 2.2. There are a number of remarks that are worth making at this point. First, b ∈ {σ, −σ} occurs iff p = 1. In that case we see that ξ * has infinite lifetime; moreover, by computing Ψ * (0), we see that Y * is absorbed at the origin in finite time, oscillates between 0 and ∞, or drifts to ∞, according as σ < 0, σ = 0 or σ > 0 (equivalently αρ > 1/2, αρ = 1/2 or αρ < 1/2), which resonates with the work on resurrected Lévy processes in [7] .
Second, when p = 0, and hence b = By the Lamperti transform we may express
so that Proposition 2.4 (coupled with Remark 2.5) yields the Mellin transform of T * 0 provided 0 < b − σ < α. We leave making the eventual expression explicit to the interested reader.
We do however detail , then a.s.
s. finite, and the Laplace transform of the law of log(Y
(ii) If p = 1 and αρ ≥ 
Proof. The various (a.s.; we have in some places omitted this qualification for brevity) equal- We can also push the notion of a ricocheted stable process into the realms of rssMp but before doing so, we present another interesting example of a pssMp due to Alex Watson [32] , Y = (Y t , t ≥ 0), associated to the symmetric stable process X, and whose corresponding Lévy process in the Lamperti transform also lies in the double hypergeometric class. Indeed, fix a q ∈ [0, 1), take ρ = 1/2 and let τ − 0 be as before. The stochastic dynamics of Y are as follows. From its point of issue in (0, ∞), Y evolves as X until its first passage into (−∞, 0).
At that time an independent coin is flipped with probability q of heads. If heads is thrown, then the process Y is immediately transported to X σ 0 , where σ 0 = inf{s ≥ τ 0 : X s > 0} (i.e.
it is "glued" to its next positive position, the negative part being thus "censored away"). If tails is thrown, then it is sent to 0 and the process is killed. In the event Y is glued, it continues to evolve as an independent copy of X, flipping a new coin on first pass into (−∞, 0) and so on. Had we allowed q = 1, then this case would correspond to the censored stable process of [24] .
The characteristic exponent of Y , denote it by Ψ , may then be identified as: ), we can check that the two factors either side of the sign × identify the Wiener-Hopf factors and that Y belongs to the double hypergeometric class.
As indicated above, we can introduce also a real-valued version, X * , of the ricocheted stable process. Indeed, we can define the process X * similarly to Y * but with some slight differences. On crossing the origin from (0, ∞) to (−∞, 0), independently with probability p it is ricocheted and with probability 1 − p, rather than being killed, it continues to evolve with the dynamics of a stable process. Additionally, as the state space of X * is R, when passing from (−∞, 0) to (0, ∞), the same path adjustment is made on the independent flip of a coin, albeit with a different probabilityp. Note, in the special case that p =p = 0, we have that X * is equal in law to nothing more than the underlying stable process X from which its paths are derived.
It is worth spending a little bit of time to address the question as to why the processes X * , Y and Y * are indeed self-similar Markov processes (ssMp). As alluded to earlier, the fact that Y * is a ssMp comes from the reasoning of [4] . Let us start with the case of Y * . From [6] it is known that (X t 1 (t<τ − 0 ) , t ≥ 0) is a pssMp, moreover the Lévy process that underlies its Lamperti transform, say ξ † has an explicit form for its characteristic exponent (indeed it belongs to the hypergeometric Lévy processes). As a Lévy process it falls into the category which are killed at an independent and exponentially distributed time with a strictly positive rate, say q † . Suppose we write Ψ † for the characteristic exponent of ξ † and consider the process ξ 0 whose characteristic exponent is Ψ † − q † .
That is to say, ξ 0 is the Lévy process whose dynamics are those of ξ † albeit the exponential killing is removed. 
Finally, we build the Lévy process ξ to have characteristic exponent given by
In other words, the independent sum of ξ 0 , the Lévy process ξ † without killing, and the compound Poisson process described in the previous paragraph with the resulting stochastic process killed at an independent and exponentially distributed time with rate q † (1 − p).
Now consider the Lamperti transform of ξ. By splitting the resulting path over the events corresponding to the arrival of points in the compound Poisson processes and the killing time, it is straightforward to see that the stochastic evolution of (3.1) matches that of Y * and hence they are equal in law. In other words, Y * is a positive self-similar Markov process.
In the above description, instead of killing at rate q † (1 − p), we could also see this as the rate at which switching of an independent Markov chain occurs from +1 to −1. Accordingly to build up a MAP which corresponds to the process X * , we need to define
where the second equality comes from [9, Corollary 11] . Note that, although we have seen the Fourier transform of log(|X τ − 0 |/X τ − 0 − ) before, this is also the change in the radial exponent ξ when X * passes from (0, ∞) to (−∞, 0).
By replacing the role of ρ byρ in the definition of Ψ † , q † , p (henceforth writtenΨ † ,q † ,p), we can similarly describe the part of the MAP that corresponds to X * until its first passage from (−∞, 0) to (0, ∞), when issued from a negative value.
Thanks to the piecewise evolution of X * , considered at each crossing of the origin, we can thus conclude that it is a rssMp with underlying MAP whose matrix exponent is given by
whereP is the law of −X.
Finally, we consider the case of Y and recall that ρ = 
This completes the proof.
From the above proof we can recover the result of [4] . Indeed, from [5, Corollary 1]
which agrees with (4.2). Likewise we can deduce the explicit form of Ψ reported in (4.4).
In a similar spirit, we can proceed to compute the matrix exponent Ψ * to obtain
for θ ∈ R. For p =p = 0 this reduces to the matrix exponent of a stable process killed on hitting 0 as discussed in [22] . We conclude this discussion with the following corollary which identifies Ψ in a form that is similar to the double hypergeometric analogoue.
where, as before, σ = −αρ + 1/2 and b := arccos(p cos(πσ))/π andσ andb have the obvious meaning.
We note that the condition {p,p} ⊂ [0, 1) ensures that J is irreducible. If p = 1, then, albeit possibly only after the first crossing of the origin (in the case that X * is issued from a negative value), we are basically in the case of the pssMp Y * . An analogous statement can be made forp = 1.
For real θ in some neighbourhood of 0, the explicit expression for Ψ * (−iθ) can be used to An explicit computation yields
From this we note that when p =p (in particular when both are = 0 and X * = (X t 1 (t<τ − 0 ) , t ≥ 0)), one obtains χ (0)(sin(παρ) + sin(παρ)) = Γ(α) sin(πα) (which is consistent with the polarity of 0 for X when α ∈ (0, 1] and the fact that X hits 0 when α ∈ (1, 2) ). Furthermore, whether or not p =p, χ (0) > 0 whenever {αρ, αρ} ⊂ (0, 1 2 ), in particular whenever α < 1 2 , but in general the sign of χ (0) will depend on α, ρ,ρ, p,p in a non-trivial "balancing" way.
For instance ifρα ∈ ( , 1),p is sufficiently close to 0, while p is sufficiently close to 1, then X * will hit 0 continuously, even though one may also have α ≤ 1, in which case (X t 1 (t<τ − 0 ) , t ≥ 0) will not be absorbed continuously at the origin. 
The conditions are clearly sufficient. For necessity, assume the interlacing property. Clearly we must have α < δ < β and then either (i) γ < α < δ < β or else (ii) α < γ < δ < β.
Assume now (i). Then β − 1 < δ. If even β − 1 < α, then necessarily β − 1 < γ, and we are done. Otherwise γ < α < β − 1 < δ < β. But then we must have γ < α < δ − 1 < β − 1 < δ < β. An inductive argument allows to conclude. Assume (ii). We must have α < γ < β − 1 < δ < β. If δ − 1 < α then we are done. Otherwise α < δ − 1 and necessarily α < γ < β − 2 < δ − 1 < β − 1 < δ < β. An inductive argument allows to conclude. Clearly (I) and (II) are exclusive.
Assume now further that the interlacing property holds. The above characterization implies that −α − β < −γ − δ < −α − β + 1, i.e. γ + δ < α + β < γ + δ + 1.
Next, via Euler's infinite product formula for the gamma function, we may write, for z ∈ C where the expression is defined,
. 
Then
where {a, −d} ⊂ [0, ∞), b ∈ R, all the c n are nonnegative, the sequence a n (where n ∈ {ω 1 , ω 1 + 1, . . . , ω 2 }) consists of non-zero real numbers and is strictly increasing, finally
Then the a n and 0 must exahust the poles of Φ and the c n must be the respective negatives of the residua of Φ at these poles, which can easily be computed: for
The coefficient d equals 0 because Φ has no pole at 0 (as {α, β} ⊂ (0, ∞)). By continuity of Φ and dominated convergence for the right-hand side, the equality (5.1) extends to [0, ∞).
Then by dominated convergence and by Stirling's formula for the gamma function, using α + β < γ + δ + 1, we see that a = lim z→∞ Φ(z)/z = 0 (limit over (0, ∞)).
On the other hand, from the definition of the hypergeometric function 2 F 1 , for s ∈ (0, ∞),
A direct computation using Tonelli-Fubini (note that we know a priori from the preceding that ω 2 n=ω 1 c n /a 2 n < ∞), then reveals that for z ∈ C with (z) ≥ 0,
Comparing (5.1) and (5.2), we see that certainly Φ = H on [0, ∞) and hence by analyticity and continuity on the whole of the closed right complex half-plane, which identifies the subordinator corresponding to Φ as being pure-jump with Lévy density f . Incidentally, because all of the c n must be nonnegative, we also obtain that the two series appearing in the above representation of f are each of positive terms only.
The assumption {α, β, γ, δ} ⊂ (0, ∞) ensures that Φ(0) > 0, i.e. the subordinator corresponding to Φ is killed. By monotone convergence Φ has infinite or finite activity according
f (s)ds = lim z→∞ Φ(z) = ∞ or < ∞, and Stirling's formula for the gamma function together with γ + δ < α + β guarantees that it is the former that is taking place here.
Further, as a complete Bernstein function, the potential measure associated to Φ has a density with respect to Lebesgue measure; cf. [28, Remark 11.6] and [29, Lemma 2.3] . In order to check that (2.2) gives the potential density, write it out using the definition of 2 F 1 : for x ∈ (0, ∞),
Note that the two series consist of positive terms owing to the characterizations (I)-(II) and the properties of the sign of the gamma function on the real line. By Tonelli's theorem we compute then the Laplace transformû of (2.2),
and check that it coincides with 1/Φ.
To this end, let z ∈ C, (z) ≥ 0; we verify thatû(z) = 
where {a, b} ⊂ [0, ∞) and η is a measure on B (0,∞) such that (1 + t) −1 η(dt) < ∞.
Clearly we must have b = 0 because lim z→∞ 1/Φ(z) = 0. The measure η is supported by {δ, γ} + N 0 , which follows by appealing to e.g. [28, Corollary 6.3] . Moreover, a = 0 because lim z↓0 1/Φ(z) < ∞. By analytic extension, the masses of η are identified via identifying the residues of Φ(z), which concludes the argument.
When, ceteris paribus, the interlacing condition fails, it follows from its representation as an infinite product given above, and from the characterization of Pick maps of [25 Let us make some remarks concerning the above proof.
First, to establish the complete Bernstein property of (1.3) under the "interlacing conditions"
we could have relied directly on the results of [17] (see Lemma 1 and the discussion following its proof therein). However, we wanted to establish the precise, not just sufficient, conditions under which the "non-constant complete Bernstein" property obtains, which is why we have provided above a direct and detailed study of the Pick property of (1.3). Besides, this has the advantage of keeping our paper more self-contained.
Secondly, the expression (2.1) for the Lévy density of course does not just "fall out from the sky"; rather it is got by differentiating twice the inverse Laplace transform of Dividing in the previous display by z 2 , and considering the residua, we find: that − an ρn = Res(ψ(z)/z 2 ; z = ρ n ), i.e. a n ρ n = Res(−ψ; ρ n ) = −B(α,β,γ,δ; ρ n )Res(B(α, β, γ, δ; ·), −ρ n ); similarly thatâ n ρn = Res(ψ(z)/z 2 ; z = −ρ n ),
i.e.â nρn = −B(α, β, γ, δ;ρ n )Res(B(α,β,γ,δ; ·), −ρ n ); and that the ρ n , n ∈ N, must run over {α, β} + N 0 , while theρ n , n ∈ N, must run over {α,β} + N 0 . Computing the residua and simplifying yields the expression for the Lévy density.
(ii). By the asymptotic properties of the gamma function [12, Formula 8.328 .1] we see that for θ ∈ R, |Ψ(θ)| ∼ |θ| α+β+α+β−γ−δ−γ−δ , as |θ| → ∞. Now the claim follows using [2, Proposition I.2(i)], since we know a priori that α + β ≤ γ + δ + 1 andα +β ≤γ +δ + 1.
(iii). This follows from inspecting whether or not the Laplace exponents of the increasing and decreasing ladder heights subordinators of ξ (which are known from Corollary 2.2) vanish at 0. uniformly for x bounded in R.
Therefore, it follows that, uniformly for x ∈ (0,γc + 1), as |y| → ∞, we have ln |M(x + iy)| = − π 2 1 + 1 2 (γ + δ − α − β +α +β −γ −δ) |y| + o(|y|).
Because γ + δ ≤ α + β andα +β ≤γ +δ + 1 (see Theorem 2.1), which gives us that 1 + (γ + δ − α − β +α +β −γ −δ)/2 < 4, the proof is now complete.
