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The use of chemical kinetic mechanisms in CAE tools for reactive flow simulations 
is of high importance for studying and predicting pollutant formation. However, usage 
of complex reaction schemes is accompanied by high computational cost in both 1D 
and 3-D CFD frameworks. The combustion research community has addressed such 
challenge via two main approaches: 1) tailor made mechanism reduction strategies; 2) 
pre-tabulation of the chemistry process and look-up during run-time. The present work 
covers both topics, although much of the methodology development and validation 
efforts focused on tabulation.  
In the first phase of the PhD work, an isomer lumping strategy based on 
thermodynamic data was developed and applied to a detailed three component reaction 
mechanism for n-decane, alpha-methylnaphthalene and methyl decanoate comprising 
807 species and 7807 reactions. A total of 74 isomer groups were identified within the 
oxidation of n-decane and methyl decanoate via the assessment of the Gibbs free energy 
of the isomers. The lumping procedure led to a mechanism of 463 species and 7600 
reactions, which was compared against the detailed version over several reactor 
conditions and over a broad range of temperature, pressure and equivalence ratio. In 
all cases, excellent agreement between the predictions obtained using the lumped and 
the detailed mechanism has been observed with an overall absolute error below 12%.  
In the second phase of the PhD work, a tabulated chemistry approach was developed, 
implemented and validated against an on-the-fly chemistry solver across different 
simulation frameworks. As a first attempt, a flamelet-based tabulation method for soot 
source terms was coupled to the stochastic reactor model and tested against a well 
stirred reactor-based approach under Diesel engine conditions. The main purpose was 
to assess and quantify benefits of tabulation within the 0-D SRM framework with 
respect to soot formation only. Subsequently, a latent enthalpy (ℎ298) based approach 
was developed and implemented within the SRM model to predict both combustion 
and emission formation. This approach was widely validated against the detailed on-
the-fly solver solutions under 0-D reactor conditions as well as Diesel engine conditions 
for a wide range of operating points. Good agreement was found between the two 
solvers and a remarkable speed-up was obtained in terms of computational costs of the 
simulation. As a last step, the same tabulated chemistry solver was coupled to a 
commercial CFD software via user defined functions and performances were assessed 
against the built-in on-the fly chemistry solver under Diesel engine sector simulations. 
The tabulated chemistry solver proved to be within an acceptable level of accuracy for 
engineering studies and showed a consistent speed-up in comparison to the online 
chemistry solver.  
ii 
Across all the investigated frameworks, the developed tabulated chemistry solver 
was found to be a valid solution to speed-up simulation time without compromising 
accuracy of the solution for combustion and emissions predictions for engine 
applications. In fact, the much-reduced CPU times allowed the SRM to be included in 
broader engine development campaigns where multi-objective optimization methods 
where efficiently used to explore new engine designs.  
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1.   
Chapter 1  
 
Introduction 
The ever-stringent regulations on criteria pollutants, such as nitrogen oxides or 
particulate matter, and greenhouse gas emissions have been the key drivers for research 
and development of propulsion systems for the automotive industry in the past decades. 
On the one hand side, the well-known correlation between global warming and increase 
of GHG emissions from combustion of fossil fuels [1] has led legislators around the 
world to simstematically reduce the fleet average CO2 emissions. In Figure 1.1 an 
overview of CO2 targets, both past and projected, across the major developed countries 
is presented.  
 
Figure 1.1. Historical evolution of CO2 targets (normalized to NEDC-equivalents) in 
different countries [2]. 
On the other hand, the 2015 Diesel emission scandal [3], together with other factors, 
has strongly affected the regulations on allowed PM and NOx levels as well as the 
official procedures used to certify the actual emissions of a given vehicle (i.e., shift from 
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NEDC to WLTP cycle). A schematic overview of European criteria pollutant 
regulations and their evolution over the past decades is presented in Figure 1.2. 
 
Figure 1.2. Historical evolution of European emission limits for Diesel and gasoline 
engines and some US references [4]. 
At the time of writing this thesis, all the mentioned regulations consider both 
pollutant and GHG emissions on a tank-to-wheel basis. Such convention, together with 
the challenging targets set for fleet average CO2, has led to a technology shift clearly 
focused on electrification. The automotive sector is hence living a very complex era 
where new powertrain solutions (i.e., purpose-built battery electric vehicles) are being 
developed alongside hybridized internal combustion engine vehicles that feature various 
degrees of electrification. Among the many consequences of having a significant shift 
towards electric/electrified vehicles, electricity providers as well as governments are 
facing the non-trivial challenge of upgrading and-or building new power grids as well 
as charging infrastructures. All these aspects together have inevitably created a heated, 
and sometime controversial, debate on pros and cons of the different propulsion 
technologies based on life-cycle assessment of emissions rather than tank-to-wheel only 
[5]. 
While both scientific and legislator communities are far from reaching consensus on 
what should or would be the optimal path for future powertrains, numerous reports 
and review articles (i.e., [6, 7, 8, 9]) tend to agree on the fact that internal combustion 
engines will keep playing an important role in mobility, freight, transport and mobile 
machinery sectors for at least the next two decades.  
1.1. Motivation 
Despite the ongoing debate on future shares of powertrain solutions, the internal 
combustion engine has arguably still a crucial role within the mobility sector. As of the 
data from 2019 [10], the market penetration of electric vehicles (intended as both P-
HEVs and BEVs) has been 3.46% of the newly registered vehicles in Europe. 
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Considering also that the average vehicle age across European countries is 
approximately 11.5 years [11], it can be concluded that it is still more than relevant to 
continue developing internal combustion engines as a propulsion technology for the 
decade to come.  
The increasing levels of hybridization represent an excellent chance to increase the 
overall powertrain efficiency. The additional power from the electric motor can in fact 
act as an enabler for new engine technologies (i.e., modern spark-ignited engines with 
pre-chamber) and improve the low efficiency areas in the engine map. Apart from the 
light-duty sector, there are many applications where, given the current status of battery 
and fuel cell technologies, the ICE is still considered the propulsion system of choice 
from the engineering as well as cost and practicality standpoints. These applications 
are for instance: the heavy- and medium duty, maritime and off-road vehicle sectors. 
With respect to the engineering development of the ICE, the diversity and 
complexity of the phenomena to be considered, to correctly evaluate both fuel and 
engine characteristics, challenge the engine development process as well as its 
integration with exhaust after treatment systems. In modern engine development 
practices, experiments and simulations are going hand in hand. The use of numerical 
models can extend the knowledge of experimental investigations by making details such 
as local flow, spray formation and chemistry more understandable.  
With respect to the combustion process, modern CAE tools allow the incorporation 
of detailed chemical reaction mechanisms to describe fuel oxidation and emission 
formation. A general trend noticeable across many OEMs nowadays is to progressively 
reduce the amount of experimentally driven campaigns, since they require expensive 
equipment in comparison to virtual test benches [12], design of experiments and 
numerical optimizations [13]. 3-D Computational Fluid Dynamics analyses offer the 
greatest level of detail for predicting physical processes such as the turbulent flow field 
and the spray evolution and mixture preparation. Employing combustion models based 
on reaction mechanisms allow on top to predict emissions formation. 
Future demands for 3-D CFD modelling require more and more fuel chemistry effect 
investigations, the generation of engine performance maps and the application within 
optimization algorithms for design exploration. However, employment of high spatial 
and temporal discretization, and depending on the turbulence modeling approach (i.e., 
RANS or LES) and the size of the reaction mechanisms, 3-D CFD may become too 
computationally expensive. Further, with continuous progress in chemical reaction 
mechanism development, surrogate fuel models tend to contain more and more 
important reaction pathways as well as an increasing number of species [14]. To 
overcome such limits, on the one hand mechanism reduction techniques, such as the 
chemistry guided reduction technique with its extension to engine conditions [15], are 
applied. On the other hand, the mechanisms are maintained in their full detail, but 
their solution is separated from the solution of the physics. Those concepts are called 
tabulated chemistry approaches since the chemistry is solved prior to the 0-D or the 3-
D CFD simulation and stored in look-up tables. During run-time, the combustion 
chemistry solver step is then reduced to a cell/zone local table look-up step where 
source terms are retrieved to reconstruct the chemical state. This approach avoids not 
only the computation of the chemistry solution on-the-fly but may also reduce 
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considerably the number of transported scalars. Both factors lead to a significant 
reduction of the computational time needed to perform the simulation. Thanks to these 
advantages tabulated chemistry-based methods have received a lot of attention by the 
combustion chemistry community in the past decades.  
1.2. Objectives and Thesis Structure 
The present work received funding from a Marie-Curie FP7 action (ECCO-MATE, 
grant agreement number 607214 [16]) and was organized such that both mechanism 
reduction techniques as well as tabulation methods are investigated. Given the 
requirements of the action providing funding, it was decided to direct most of the efforts 
towards the development of a robust multi-framework method for chemistry 
tabulation/look-up rather than pursue advanced mechanism reduction techniques. In 
the last phase of the PhD work, additional funding was received via the FFI project 
(Fuel flexible engine platform 2, grant agreement number P39368-2-F-Flex2 [17]). 
In the first eight months of the PhD study, a collaboration was established with the 
chair of thermodynamics and thermal process engineering at BTU Cottbus-
Senftenberg, Germany. The main objective of this activity was to investigate the 
potential and limitations of isomer lumping techniques when applied to large multi-
component kinetic schemes. As a result of this collaboration, an isomer lumping 
technique was developed based on a Gibbs free energy driven analysis and it is reported 
in the appended paper I. Such methodology was later also included in the best practice 
steps for mechanism reduction of LOGE’s chemistry guided reduction technique [15].  
In the subsequent years, a close collaboration with the development and application 
teams of LOGE AB [18] was established to investigate different tabulation/progress 
variable approaches for both auto-ignition and soot/NOx emissions. In the second 
appended paper II, a flamelet-based soot source term tabulation technique was coupled 
with the Stochastic Reactor Model (SRM) framework and soot results were compared 
to a well stirred reactor-based (WSR) on-the-fly chemistry solution. This work 
represented the first step towards a much larger development work focused on including 
tabulation within the main autoignition solver step of the SRM rather than for 
emissions prediction only.  
Hence, within the scope of paper III, the full code infrastructure of the SRM was 
updated to accommodate a tabulated chemistry-based solver across all sub-models (i.e., 
the fuel injection, heat transfer, turbulent mixing etc.). The newly developed method 
(noted as CPV - Combustion Progress Variable) was then compared against the on-
the-fly chemistry solver-based SRM solution and assessed with respect to engine 
performance as well as computational times. This activity was in fact aligned with the 
main objective of the overall PhD work. Remarkable speed-ups were noted, while 
keeping an acceptable loss of accuracy in combustion prediction, across all investigated 
engine operating conditions. The newly implemented tabulated chemistry framework 
was later included as one of the standard models in the technological offerings from 
LOGE and applied in several other co-authored works (i.e., [13, 19]). The CPV method 
in the SRM has then been thoroughly validated under compression and spark ignition 
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engine conditions in paper V. This work featured several methodology improvements 
and speed-ups compared to the implementation used in paper III. 
In conjunction with the efforts for the 0-D SRM implementation, the coupling of the 
CPV solver with the commercial CFD software CONVERGE 2.4 [20] was developed 
and tested. In paper IV a comparison between the tabulated and the built-in on-the-
fly chemistry solver (SAGE) is presented for different Diesel engine conditions assuming 
sector meshes in a 3-D CFD RANS framework. As done for the 0-D framework, the 
objective of this work was to assess pros and cons of applying the CPV model in 3-D 
CFD in terms of combustion and emissions predictions as well as run-times. In this 
framework noticeable speed-ups were obtained, and the model proved to be a feasible 
solution to consider especially for multi-objective 3-D CFD optimization campaigns 
that would normally require an unaffordable run-time with traditional on-the-fly 
combustion chemistry solvers. 
This thesis is organized into seven chapters. The present chapter gives an overview 
of the challenges faced by powertrain development engineers as well as the motivation 
of the present work. Chapter 2 provides a concise overview on the basics of chemical 
reaction kinetics and discusses the isomer lumping technique developed during the first 
year of the PhD studies. Chapter 3 gives a comprehensive literature review on progress 
variable-based techniques as well as a fundamental description and verification of the 
tabulated chemistry solver (CPV) developed in this thesis. In Chapter 4 a broad 
description of the 0-D SRM modeling framework and its sub-models is given, together 
with a brief overview on how the developed solver was coupled to the commercial CFD 
code used in this thesis. Chapter 5 and Chapter 6 discuss the engine simulation 
campaigns performed to validate the developed CPV solver in 0-D SRM and 3-D CFD 
frameworks, respectively. Chapter 7 presents a summary of the thesis as well as a brief 








2.   
Chapter 2  
 
Detailed Chemistry in Reactive Flows 
Independently on the spatial dimensions considered in a reactive flow simulation, a 
methodology that describes the transition from reactants to products of the scalars 
defined in the computational domain must be implemented. Whether it is an internal 
combustion engine, a gas turbine or a laboratory flame, an accurate simulation of the 
fuel oxidation process is often among the dominant aspects to be considered by the 
combustion modeler. This chapter aims to give a concise overview on the challenges 
connected to the usage of detailed reaction mechanisms as well as a description of the 
mechanism reduction strategy developed in the present work. 
2.1. Global Schemes 
The simplest approach to model combustion chemistry is to consider a so-called 
global reaction mechanism, also noted in literature as one-step or multi-step reaction 
scheme. The un-reacted fuel species usually goes directly to fully burned products at a 
given rate. These schemes typically feature not more than a couple of dozens of species 
and reactions in total and rely on two main assumptions [21]:  
• Quasi-steady state approximation (QSSA): some intermediate species or radicals 
are assumed to have reached an equilibrium state. These species do not evolve 
anymore, their mass fractions are constant and their overall reaction rates are 
negligible (production rate is equal to the consumption rate).  
• Partial equilibrium: some elementary reactions of the chemical scheme are 
assumed to have reached equilibrium. 
The reaction rates for each of the global step are usually derived from detailed 
schemes and optimized for the application of choice. Depending on the complexity and 
the operating range of the target application (i.e., a laboratory burner or a gas turbine) 
the rates are either optimized by hand or with the help of optimization algorithms. 
Such procedures rely on a set of appropriately chosen experimental data. 
Given their very compact size (in terms of number of species) and relatively low 
complexity of their final formulation, global chemical schemes are an attractive solution 
for numerous industrial applications. An example of this category of methods, often 
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found in commercial CFD codes as a built-in option, is the Shell model [22]. This 
approach features a fitting procedure [23] that was shown to deliver good auto-ignition 
predictions for gasoline and Diesel fuels [24]. Global schemes however, present clear 
limitations in terms of predictive capabilities if the chemical schemes are used outside 
the conditions for which the reaction rates were fitted. Furthermore, in case the 
investigation focuses on the prediction of intermediate products and-or towards 
understanding of pollutants formation (i.e., NOx and soot), usage of global mechanisms 
may yield to poor results.  
2.2. Detailed Chemical Kinetic Schemes 
In most of the combustion processes, there are very seldom reactions in which the 
original reactants interact with each other in a single step, at the molecular level, and 
produce the final products. For example, the representation of stoichiometric 
combustion of methane shown in (2.1) is a gross simplification [25].  
𝐶𝐶𝐻𝐻4 + 2𝑂𝑂2 → 𝐶𝐶𝑂𝑂2 + 2𝐻𝐻2𝑂𝑂 (2.1) 
There are, in fact, many intermediate elementary steps with intermediate species 
involved before the final formation of carbon dioxide and water. Products may also 
consist of many more species than just 𝐶𝐶𝑂𝑂2 and 𝐻𝐻2𝑂𝑂. Furthermore, depending on the 
fuel, chemical reactions can happen at very different time scales. Hence a correct 
representation of how fast or slow a certain species is formed or consumed is crucial. 
A chemical reaction can be described as [21]: 
𝐴𝐴 + 𝐵𝐵 + 𝐶𝐶    𝑘𝑘   ���→ 𝐷𝐷 + 𝐸𝐸 + 𝐹𝐹   (2.2) 
where the capital letters denote the different species involved in the reaction. The 
forward and backward reactions, describing the consumption and formation of species 
𝐴𝐴 can be expressed as in (2.3) and (2.4), respectively: 
𝑑𝑑[𝐴𝐴]
𝑑𝑑𝑡𝑡
= −𝑘𝑘𝑓𝑓,𝑟𝑟 [𝐴𝐴]𝑎𝑎 [𝐵𝐵]𝑏𝑏 [𝐶𝐶]𝑐𝑐  (2.3) 
𝑑𝑑[𝐴𝐴]
𝑑𝑑𝑡𝑡
=  𝑘𝑘𝑏𝑏,𝑟𝑟 [𝐷𝐷]𝑑𝑑 [𝐸𝐸]𝑒𝑒 [𝐹𝐹 ]𝑓𝑓  (2.4) 
The superscripts 𝑎𝑎, 𝑏𝑏, 𝑐𝑐, … are reaction orders with respect to species 𝐴𝐴, 𝐵𝐵, 𝐶𝐶, ..., 
𝑘𝑘 is the rate coefficient and the subscripts 𝑓𝑓  and 𝑏𝑏 denote the forward and backward 
rate of reaction 𝑟𝑟. The rate coefficients of chemical reactions depend strongly on 
temperature and such dependency is highly non-linear. Generally, the reaction rates 𝑘𝑘𝑟𝑟 
in detailed chemical schemes are described using the modified Arrhenius law: 
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The pre-exponential factor 𝐴𝐴𝑟𝑟 is related to the physical properties of the reaction 
𝑟𝑟, such as: molecular sizes, angular effects, and average molecular speeds. The 𝑛𝑛𝑟𝑟 
exponent, controls the dependency of the specific reaction on temperature, and 𝐸𝐸𝑎𝑎,𝑟𝑟 is 
the energy needed to break up the molecular bonds (usually noted in literature as 
activation energy). 𝑅𝑅  and 𝑇𝑇  are the universal gas constant and temperature, 
respectively. In essence, a detailed scheme contains a comprehensive description of the 
fuel decomposition reactions and the successive breakdown of large molecules into small 
hydrocarbon fragments by means of Arrhenius laws (as in equation (2.5)). 
In the past decades, and especially after the 2000s, a wide range of studies have been 
published on the combustion chemistry of liquid fuels, such as alkanes, cycloalkanes, 
aromatics, alcohols, and esters. A selection of studies that led to the compilation of a 
detailed scheme, has been proposed by Law et al. [14] (recently extended by Yuan et 
al. [26]) and is presented in Figure 2.1.  
 
Figure 2.1. Correlation between number of reactions and number of species for various 
published kinetic models of hydrocarbons and bio-derived fuels. Figure initially proposed 
by Law et al. in [14] and recently extended by Yuan et al. in [26]. 
On the one hand, it can be noted that remarkable efforts have been made towards 
the understanding and modeling of the combustion of small and large hydrocarbons 
(i.e., C16H34). On the other hand, it can be concluded that the size of such kinetic models 
(intended as number of species and reactions) increases dramatically with the number 
of carbon atoms in the fuel molecule. This implies that, despite the high level of 
chemical information included, mechanisms having many hundreds (or even thousands) 
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of species are very often not applicable for numerical simulations of practical 
combustion devices.  
Ideally, a so-called detailed scheme (as opposed to a global scheme) is designed to 
be able to describe the oxidation and reactivity (i.e., ignition delay, speciation, laminar 
flame speed) of the given fuel molecule for a broad range of initial conditions 
(temperature, pressure, equivalence ratio) [14]. However, as discussed in detail by Law 
[14], Yuan [26], Wang [27] and co-workers, it is not trivial to assess how comprehensive 
a detailed mechanism is, nor whether it is chemically rigorous. Many of the detailed 
mechanisms assessed in [14, 27] have been found to deliver good predictions against 
experimental data only within the target conditions taken into account during 
mechanism development. Among other reasons, this is due, on the one hand, to the 
lack of profound knowledge on how to obtain accurate rate constants (see Klippenstein 
[28]). On the other hand, due to the lack of experimental data covering conditions 
closer to the typical operating ranges of combustion systems. Hence, at the time being 
the development process of detailed chemical kinetic schemes faces two major 
challenges [26]: 
1. How to make kinetic models more chemically rigorous. 
2. How to make kinetic models applicable in engineering simulation frameworks. 
The first challenge has been among the main driving forces leading, on the one hand, 
to substantial progress, especially in the last decade, in combustion diagnostic 
techniques, so to provide wider datasets for model validation. On the other hand, 
theoretical chemistry models (i.e., ab initio calculations [28]) have been broadly 
addressed in recent studies so to improve chemical rigorousness of kinetic models.  
The second challenge relies on advancements in computational power, but also on 
the development of accurate model reduction techniques. In essence, the present thesis 
aims to tackle this challenge through the development of an isomer lumping technique 
(discussed in the following paragraphs) and a tabulation method for auto-ignition and 
emission prediction (discussed in Chapter 3). 
2.3. Generation and Reduction of Detailed Schemes 
With the exception of very small fuels (i.e., hydrogen [29]), detailed kinetic schemes 
of large molecules, such as n-heptane, would require an unfeasible computational cost 
if applied to combustion system simulations (i.e., a 3-D CFD Diesel engine sector case). 
It is therefore quite common that, once the detailed version of the mechanism has been 
developed, a reduction procedure is applied right after so to have a more usable scheme.  
Commercial fuels (i.e., gasoline) are complex blends of hundreds of hydrocarbons 
belonging to different chemical categories such as: linear, branched, or cyclic alkanes, 
aromatics, esters etc. Having a kinetic scheme that includes all the components would 
be extremely challenging. The most common approach consists in defining a surrogate 
blend containing a handful of main fuel components where, ideally, each one captures 
the effects of a different chemical category [30]. Especially for ICE simulations, n-
heptane and iso-octane are usually noted in literature as primary reference fuels as their 
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blend can represent the main properties of gasoline and Diesel fuels. In the past two 
decades numerous mechanisms have been developed by several groups for these two 
fuels following different strategies. The development of these models is a combined 
effort that relies on quantum chemistry calculations, empirical models, and an iterative 
validation against large datasets of experimental data.  
While many schemes are developed mostly by hand, Curran and co-workers [31, 32] 
proposed in the early 2000s a detailed methodology leading to the compilation of an n-
heptane [31] and an iso-octane [32] mechanisms. The method identifies 25 main reaction 
classes, covering both low and high temperature chemistry, and outlines a set of rules 
to define the rate constants in a semi-automatic way. The method proposed by Curran 
[31, 32], together with others, laid the ground work for many recent studies, which led 
to the development of established algorithms capable of generating chemical kinetic 
models in an semi-automated way (i.e. [33, 34]). A comprehensive review on state-of-
the-art best practices, advances and future challenges in mechanism generation is given 
by van de Vijver and co-workers [35].  
As noted for the mechanism generation field, mechanism reduction is also a fertile 
ground, and it has received remarkable attention by the combustion community. 
Development of reliable and systematic reduction methods that require minimum user 
input is necessary, due to the size of detailed kinetic schemes once they are generated 
(see Figure 2.1). Mechanism reduction techniques can be divided in three macro-
categories: skeletal reduction, time-scale analysis, and chemical lumping [14]. Two 
aspects are common to these three categories and must be defined prior the reduction: 
1. The target application range for the reduced scheme, by means of operating 
conditions (i.e., pressure, temperature, equivalence ratio sweeps). 
2. The error control strategy for the mechanism feature of interest (i.e., ignition 
delay, flame speed). This is crucial to ensure that the accuracy of the reduced 
scheme is preserved throughout the reduction process. 
The skeletal reduction strategy aims to automatically identify and explicitly remove 
species and reactions from the mechanism that have a negligible contribution to the 
physical conditions of interest. In skeletal reduction, species elimination is typically 
more involved than reaction elimination due to the complex species couplings. The 
resulting mechanisms, usually referred as skeletal due to their much-reduced final size, 
are then suitable for other techniques introducing model assumptions to further reduce 
the computational time. These techniques are mostly based on time scale analyses, such 
as quasi-steady state approximation, intrinsic low-dimensional manifolds (ILDM) [36] 
or computational singular perturbation (CSP) [37]. In the present work, chemical 
lumping was investigated, hence a more detailed description will be given in the 
following paragraphs.  
2.4. Chemical Lumping 
This method consists of combining species with similar properties and reaction 
pathways such that the number of species and reactions is substantially reduced. In 
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(2.6), a four reactions mechanism is presented in a schematic form (as proposed by 
Pepiot et al. [38]) where reactants 𝐴𝐴𝑚𝑚 form two isomers 𝐿𝐿𝑚𝑚, which then go to the 
products 𝑃𝑃𝑚𝑚 via the reactions 𝑅𝑅𝑚𝑚. 
(𝑅𝑅1) 𝐴𝐴1
  𝑘𝑘1  ���→ 𝐿𝐿1   𝜔𝜔1 = 𝑘𝑘1�𝐴𝐴1� 
(𝑅𝑅2) 𝐴𝐴2
  𝑘𝑘2  ���→ 𝐿𝐿2   𝜔𝜔2 = 𝑘𝑘2�𝐴𝐴2� 
(𝑅𝑅3) 𝐿𝐿1
  𝑘𝑘3  ���→ 𝑃𝑃1   𝜔𝜔3 = 𝑘𝑘3�𝐿𝐿1� 
(𝑅𝑅4) 𝐿𝐿2
  𝑘𝑘4  ���→ 𝑃𝑃2   𝜔𝜔4 = 𝑘𝑘4�𝐿𝐿2� 
(2.6) 
The chemical lumping technique, also noted in literature as horizontal lumping, 
consists in combining isomers 𝐿𝐿𝑚𝑚 into one representative species 𝐿𝐿. The reaction rates 
𝑘𝑘𝑚𝑚  of the reactions involving species 𝐿𝐿𝑚𝑚  are also combined into a new ?̃?𝑘𝑚𝑚 . This 
procedure can be schematically formulated as in (2.7). 









The resulting lumped mechanism ( )̃ can be then updated as reported in (2.8) 
�?̃?𝑅1� 𝐴𝐴1
  ?̃?𝑘1  ���→ L   𝜔𝜔�1 = ?̃?𝑘1�𝐴𝐴1� 
�?̃?𝑅2� 𝐴𝐴2
  ?̃?𝑘2  ���→ 𝐿𝐿   𝜔𝜔�2 = ?̃?𝑘2�𝐴𝐴2� 
�?̃?𝑅3� L   
  ?̃?𝑘3  ���→ 𝑃𝑃1   𝜔𝜔�3 = ?̃?𝑘3[L] 
�?̃?𝑅4� 𝐿𝐿   
  ?̃?𝑘4  ���→ 𝑃𝑃2   𝜔𝜔�4 = ?̃?𝑘4[𝐿𝐿] 
(2.8) 
Typically, mechanisms of large hydrocarbons (i.e., n-decane, C10H22) involve large 
number of isomers that have similar thermal and transport properties, which in turn 
facilitates the application of horizontal lumping. As reported by Lu et al. [14], lumping 
has a high potential to keep the comprehensiveness of the source mechanism because 
it is based on the molecular properties of the species, which are valid over a broad 
range of conditions. Chemical lumping is usually adopted either as a modelling tool or 
as a reduction technique. In most of application though, lumping is employed as tool 
to reduce the computational time needed to solve detailed chemical models.  
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A significant effort was done to establish a mathematical strategy to lump a system 
of ordinary differential equations (ODEs) [39]. As reported by Lu et al. [14] the main 
aspects to be considered are: 
1. The appropriate choice of the species to lump. 
2. An accurate evaluation of the quantitative contribution of each isomer species 
to its lump group.  
Several approaches that use numerical simplifying assumptions can be found in 
literature. For methane combustion, Huang et al. [40] proposed to choose the lump 
groups by introducing numerical criteria based on pre-calculated local concentration 
and rates of formation obtained using the detailed mechanism. For molecules larger 
than methane, where more chemically meaningful assumptions are needed rather than 
mere numerical considerations, the general trend for the choice of the lump group is to 
identify species having the same functional group and different distribution of radical 
or oxygenated sites on the molecule; isomers as such. For the estimation of the relative 
contribution of the isomers within the lump group several approaches have been 
published in the past. Such strategies are based on a variety of methods, from empirical 
correlations obtained through: pre-calculated reactor experiments [41, 42], quasi steady-
state approximation on the detailed mechanism [43] as well as on statistical information 
derived from calculation performed using the detailed mechanism [38].  
Another approach to estimate the relative contribution of the isomers within the 
lump group is to rely on a general set of a priori conditions, which are imposed on the 
detailed mechanism [44]. The method proposed in this thesis belongs to this category.  
It is based on the findings from Ahmed et al. [45] and it has been refined, extended 
to a broader set of conditions and applied to oxygenated fuels. In the following 
paragraphs a short overview of the chemical kinetic scheme adopted will be given 
together with a detailed explanation of the proposed lumping methodology. The quality 
of the results obtained using the derived lumped mechanism is also partially presented. 
For the full set of the method validation results, please refer to paper I. 
2.4.1. Chemical Kinetic Model for Diesel and Biodiesel Blends 
The detailed reaction mechanism used to validate the lumping method is an n-
decane, 𝛼𝛼-methylnaphthalene and methyl decanoate scheme with 807 species and 7807 
reactions. The choice of the main surrogate fuels was done so that the chemical 
properties of pure Diesel and Rapeseed Methyl Esther (RME) could be matched. 
Cetane number and lower heating value of the widespread European commercial fuels 
listed in Table 2.1 have been considered, among other properties, as main targets to be 
matched by the modelled surrogate fuel mixtures. One of the surrogate fuel models 
typically considered to simulate commercial Diesel is a blend of n-decane and 𝛼𝛼 -
methylnaphthalene respectively in 70% and 30% on a volume base. Such mixture has 
been chosen according to average European Diesel composition in terms of n-alkanes 
and aromatic contents and it has been presented in several papers [46, 47, 48, 13]. To 
simulate RME behavior instead, a methyl decanoate (MD) reaction mechanism was 
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considered. Many chemical kinetic studies in the last years proposed methyl decanoate 
as the most suitable surrogate fuel for biodiesels such as RME [49, 50]. 
Table 2.1. Typical commercial European fuels properties. 
Property Method Diesel RME 
Density at 15 ºC (kg/m3) DIN EN 12185 839.2 883.3 
Kinematic Viscosity (mm2/s) DIN EN 3104 3.03 4.46 
Cetane number (-) DIN EN 15195 51.6 55.6 
Lower heating value (MJ/kg) DIN EN 590 42.55 38.23 
 
The generation of the chemical reaction mechanism was performed using the 
procedure described in [33] and [34]. In the first step, the detailed mechanisms for n-
decane and methyl decanoate were generated. The C1 to C6 chemistry was taken from 
Seidel et al [51]. A wide range of reactor simulations were performed to validate the 
performance of the single component kinetic and, thereafter, the combined model was 
validated [47]. The thermodynamic data of the n-decane mechanism were taken from 
Westbrook et al [49]. The thermodynamic data for species within the methyl decanoate 
mechanism are taken from [50]. The transport data are taken from the LOGEfuel 
database [18]. As a final step, the n-decane - methyl decanoate mechanism was compiled 
with a sub-mechanism for 𝛼𝛼-methylnaphthalene.  
2.4.2. A priori Thermodynamic Based Lumping 
Although all the methodologies cited in paragraph 2.4 can be identified as systematic 
and comprehensive lumping transformations, they all rely on an extensive set of 
simulated data using the detailed scheme. The method presented in this thesis relies 
on an a priori analysis of the thermo data of the isomers instead. The motivation is to 
maintain the applicability of the lumping approach to automatic mechanism generators 
and keep it independent from the detailed mechanism performance under relatively 
restrictive benchmark reactor conditions.  
As a first step, the Gibbs free energies of all species of each isomer class were assessed 
and compared to each other. The main constrain used to decide whether to include 
each isomer in the lumped pseudo-species is the absolute difference in Gibbs free energy. 
In other words, isomers which showed very small differences (less than 1kJ) in Gibbs 
free energy were selected to be part of the lump group under the assumption that they 
would present equal concentrations. To verify until what extend this assumption can 
be considered valid, several constant volume reactor calculations were performed, and 
concentrations of the isomers were analyzed. A representative outcome of the outlined 
thermo data analysis and its verification is shown in Figure 2.2 for n-decane and methyl 
decanoate isomers of reaction class 1. See Curran et al. [31] for more details on the 




Figure 2.2. Schematic verification of the strategy adopted to choose the isomers to 
include in the lumped groups for a) n-decane and b) methyl decanoate. Left-side charts: 
absolute Gibbs free energy differences between isomers of reaction class 1; right-side 
charts: class 1 isomers mole fractions profiles; bottom scheme: flow analysis obtained with 
0-D constant volume reactors at T = 800 K, p = 1 bar, 𝜙𝜙 = 1.0. 
16 
For both n-decane and methyl decanoate, the Gibbs free energy analysis (left side 
chart) for radical species formed during the unimolecular fuel decomposition reaction 
(noted in [31] as reaction class 1) and isomers concentration obtained under 0-D 
homogeneous constant volume reactor conditions at 800 K, 1 bar and stoichiometric 
conditions (right side chart) are presented. A schematic flow analysis with net carbon 
fluxes of the isomers for the mentioned reactor conditions is also shown. 
With respect to the n-decane molecule scheme presented in the top part of Figure 
2.2 a), a so-called primary position is defined when the given chemical reaction, i.e., 
class 1, produces an isomer having radical site on the C atom marked with the number 
1. Consequently, a secondary position is defined when the formed isomers have radical 
site on the C atoms marked with 2, 3, 4 and 5 in Figure 2.2 a).  
In agreement with the assumptions made by Ahmed and co-workers [45] for n-
heptane mechanism lumping, considerable differences in Gibbs free energy were noticed 
between isomers having radical site in a primary position and those in secondary. Such 
dependency analysis schematically summarized in Figure 2.2, was conducted for isomers 
species in classes 1, 11, 12, 13 and 18 for all species with 5 carbon atoms or more. The 
overall trend for n-decane and methyl decanoate revealed that isomers with either the 
radical site or the functional group at a primary site show visibly lower concentrations 
compared to radicals with functions or radical site at the secondary position (see right 
side charts in Figure 2.2). Hence, two types of lumped species were introduced to 
describe the oxidation process. The species are labelled with the prefix LP- for primary 
and LS- for secondary species with respect to the positions of the radical site or the 
functional group. With respect to methyl decanoate analysis only, it is important to 
underline the following findings: for all isomer classes assessed, the Gibbs free energy 
of the species having radical site in position 2 and at the carbonyl group differs overall 
by 3-4 order of magnitudes with respect to isomers having radical site in primary or 
secondary position. This agrees with the strong differences in concentrations observed 
when simulating the mechanism under 0-D constant volume reactor conditions (see 
right-side chart in Figure 2.2 (b)). Isomers having radical site in position 2 and m were 
therefore excluded from the lumped pseudo-species.  
As an additional a priori assumption, a special exception was done for reaction class 
12 where QOOH is formed by peroxyl radical isomerization via a 5, 6, 7 or 8 membered 
rings. The new order is based on the number of C atoms between the radical position 
and the OOH group (which is directly correlated to the ring size of the transition state 
when QOOH is formed) after the first internal H atom abstraction replacing all 
CxHyOOH isomers in the detailed scheme. A more detailed discussion on this aspect is 
reported in paper I.  
The mechanism size after reduction consisted of 463 species and 7600 reactions. Once 
the isomers to be included in the group were chosen, a linear lumping approach [44] 
was applied. All selected isomers lumped to one species are assumed to have equal 
concentrations. The resulting rate coefficients are weighted by the rates for the lumped 
isomers and the numbers of reactants and products in the reaction equation. An 
exemplary derivation of the chemical source term obtained after the lumping process 
is outlined in paper I. 
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2.4.3. Lumping Method Validation using Constant Volume 
Reactors 
Modelling of auto ignition was carried out assuming constant volume and 
homogeneous adiabatic conditions. The predicted ignition delay was determined by the 
evaluation of the maximum temperature gradient. To comprehensively verify the effect 
of the lumping procedure on the mechanism performance, single fuel calculations were 
performed and a mixture including all three components was tested as well. The 
motivation behind the choice of the mixture (0.71 n-decane, 0.23 𝛼𝛼-methylnaphthalene 
and 0.06 methyl decanoate by mole fraction) was on the one hand done based on the 
current legislation for European Diesel in terms of aromatic/biodiesel content allowed. 
On the other hand, to monitor potential influences of the lumping on the fuel-fuel 
interactions. Hence a blend, which will be labelled as -EU Diesel model- in the following 
figures, was widely studied. In Figure 2.3, comparisons of the ignition delay time 
predictions obtained using detailed and lumped mechanisms are presented for all the 
investigated gas compositions.  
 
Figure 2.3. Simulated ignition delay times at 𝜙𝜙 = 1.0 for detailed mechanism (symbols) 
and lumped mechanism (dashed line). a) Pure n-decane; b) pure 𝛼𝛼-methylnaphthalene; 
c) pure methyl decanoate; d) EU Diesel model: 0.71 n-decane, 0.23 𝛼𝛼 -
methylnaphthalene, 0.06 methyl decanoate in mole fractions. 
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The predicted ignition delay was determined by the evaluation of the maximum 
temperature gradient. It is indeed noticeable that very good agreement was found 
between detailed and lumped mechanism predictions at stoichiometric conditions. 
However, as logarithmic plots may be misleading in estimating error levels, Figure 
2.4 shows the percentages of the absolute ignition delay time predictions differences 
between detailed and lumped mechanism on a linear scale for various pressure and 
equivalence ratios. Each chart row in Figure 2.4 was obtained with a different fuel 
labelled as a), b) and c), or fuel mixture d). In order to cover most of the typical light-
duty Diesel engine combustion regimes, errors were assessed for initial pressures varying 
between 1 and 120 bar, and equivalence ratios between 0.5 and 2.0. It is noteworthy to 
mention that in Figure 2.4 negative error means under prediction of the ignition delay, 
with reference to the detailed mechanism simulation results, and vice versa.  
Good agreement was found for all the conditions with an overall average error within 
10%. The proposed lumping strategy showed good results also for n-decane and methyl 
decanoate as single fuel components. Especially in the NTC region, the lumped 
mechanism showed negligible deviations from the predictions with the detailed 
mechanism. With respect to Figure 2.4 b), no errors were noticed when pure 𝛼𝛼 -
methylnaphthalene was simulated. Such results were indeed expected as the lumping 
procedure did not involve any species belonging to the aromatic oxidation pathways. 
As previously mentioned, such test was of high importance to verify whether the 
lumping of a multi-component mixture influenced the other fuels or not.  
As for the methyl decanoate part instead (Figure 2.4 c)) higher deviations (absolute 
maximum = 21% at T = 800 K, and 𝜙𝜙 = 2.0) were found at 1 bar. For this matter, a 
deeper investigation was carried out, to explore the validity of the assumptions made 
on the calculation of the lumped species rate-coefficients (see paper I for more details). 
As compactly shown in Figure 2.5, several 0-D constant volume reactor calculations 
were performed between 1 and 4 bar at rich conditions (𝜙𝜙 = 2.0) in order to compare 
predicted concentration of isomers between lumped and detailed mechanism. Isomer 
species profiles have been compared at 800 K since it was the condition where the 
lumped mechanism showed the lowest accuracy (as per Figure 2.4 c)). Figure 2.5 c) d) 
show that concentration profiles of the single isomers at 0.5 bar differ much more than 
those at 4 bar initial pressure. Since the proposed methodology relies on the assumption 
of equal concentration of the lumped species and therefore on equally distributed rates, 
higher deviations are expected compared to the detailed mechanism. In addition, the 
non-symmetry of the methyl decanoate molecule might also play a significant role and 
explain why such behavior has not been noticed for n-decane.  
To check also whether the lumping strategy influenced the fuel-fuel interactions, the 
previously mentioned EU Diesel model was tested (see Figure 2.4 d)). Overall, the 
lumping approach did not show to affect the mechanism performance over the full 




Figure 2.4. Absolut ignition delay time predictions’ differences in percentage between 
detailed and lumped mechanism on linear scale for 1.0 to 120 bar initial pressure and 0.5 
to 2.0 equivalence ratio. a) Pure n-decane; b) pure 𝛼𝛼-methylnaphthalene; c) pure methyl 
decanoate; d) EU Diesel model: 0.71 n-decane, 0.23 𝛼𝛼-methylnaphthalene, 0.06 methyl 
decanoate in mole fractions. 
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Figure 2.5. Investigation on lumped methyl decanoate mechanism pressure dependency. 
a) Ignition delay times of pure methyl decanoate/air at 𝜙𝜙 = 2.0 for detailed mechanism 
(symbols) and lumped mechanism (dashed line); b) absolute ignition delay time 
prediction differences in percentage between detailed and lumped mechanism at 𝜙𝜙 = 2.0 
and 1, 2, and 4 bar initial pressure; c) d) comparison of predicted concentrations with 
detailed and lumped mechanism at T = 800K, 𝜙𝜙 = 2.0, initial pressure is 1 bar in c) 
and 4 bar in d). 
A sensitivity analysis at 750 and 950 K, in a similar manner as applied to the n-
heptane mechanism from Curran et al. [31], for both the detailed and the lumped 
mechanism was performed. The main focus was on low-medium temperature kinetics 
of the aforementioned EU Diesel model. Therefore, reactions belonging to classes 2 to 
25 of the n-decane chemistry have been assumed to be of major importance for the 
reactivity at low and medium temperature. The forward rate coefficients of these 
reactions have been multiplied by a factor of two and the relative change in the ignition 
delay times has been compared. Thus, negative sensitivity coefficient means that the 
overall rate of fuel oxidation is enhanced by the examined reaction. The sensitivity 
coefficients were calculated at two different mixture conditions (𝜙𝜙 = 1.0 and 2.0) and 
two different pressures (p = 13 and 50 bar). All investigated sensitivities at the 




Figure 2.6. Sensitivity coefficients for ignition delay of the EU Diesel mixture (0.71 n-
decane, 0.23 𝛼𝛼-methylnaphthalene, 0.06 methyl decanoate in mole fractions). 
Very similar levels of sensitivity were found for all the considered reactions. The 
comparison of the sensitivities of the low-medium temperature reaction classes [31] (see 
numbers reported in curved brackets on the y axis of the charts in Figure 2.6) for the 
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detailed and lumped mechanism is a direct test on how the reactivity of the kinetic 
scheme is affected by the reorganization of the reaction mechanism. Only negligible 
deviations were found, demonstrating that not only the overall reactivity but also the 
class reactivities are maintained after the reduction process. The consequence of these 
findings is that the structure of the reorganized mechanism is not influenced by the 
kinetic assumptions for reaction rates.  
Similar levels of accuracy between detailed and lumped mechanism predictions were 
obtained also in terms laminar flame speeds and speciation profiles, as well as under 
heavy-duty Diesel engine simulation using a 0-D SRM. See paper I for more details.   
2.5. Summary 
In the first eight months of the PhD work, a chemical lumping method based on an 
a priori thermodynamic data analysis was developed, as a result of a collaboration with 
the chair of thermodynamics at BTU Cottbus-Senftenberg, in Germany. The lumping 
method was applied to the reduction of a large three component reaction mechanism 
(807 species and 7807 reactions, see paragraph 2.4.1) where each isomer group was 
replaced with one single representative lumped pseudo species. The selection of the 
species to lump was performed based on the Gibbs free energy levels of each isomers 
class (assuming reaction classes as in [31]). The formulation of the rate coefficients of 
the lumped pseudo species was performed under the assumption of equal repartition. 
The methodology eventually led to the identification of 74 isomer groups and, 
consequently, a reduction of 418 species. The mechanism size after reduction consisted 
of 463 species and 7600 reactions. 
Predictive capabilities of the reduced mechanism were compared to the results 
obtained with the detailed scheme under several reactor conditions (in both 0-D and 
1-D frameworks). The lumping methodology revealed to be acceptable for the reduction 
of n-decane and methyl decanoate chemistry, with respect to accuracy loss. Even in 
the very sensitive NTC region, typical of low temperature ignition of large alkane and 
oxygenated fuel molecules, the lumped mechanism solutions showed to never deviate 
beyond 12%, on average, from the solutions of the detailed mechanism.  
Furthermore, the resulting lumped mechanism gives an advantageous starting point 
for additional model reduction techniques, such as skeletal reduction methods. Since 
the main oxidation pathways are kept intact, though largely condensed, an easier 
evaluation of -important- from -unimportant- species is allowed. In addition, the 
presented lumping methodology is formulated so that it is of general applicability, and 
hence suitable to be implemented in automatic mechanism generators for large alkanes 
and oxygenated fuels.  
In essence, one of the main goals of this activity was to formulate a reduction 
methodology as independent as possible from simulation results obtained using the 
detailed scheme. This is a significant aspect, when considering the development of 
automated mechanism generation tools since the reduction steps may be performed 
right after the generation. Gathering large datasets of simulation results with a scheme 
featuring several hundreds of species may be a very time consuming process even when 
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only 0-D simulation frameworks are considered. Hence, an a priori based methodology 
may be an attractive solution to speed up not only the final simulation time, but also 
the mechanism generation process itself. The present method was also incorporated in 
a broader mechanism reduction framework developed at LOGE GmbH and has been 
applied to various mechanisms as discussed in detail in the PhD thesis from Seidel [51].  
After completion of the mechanism reduction work, a new phase of the PhD work 
was initiated in collaboration with the software development team at LOGE AB [52] 
in Lund, Sweden. The main focus of this second phase was shifted from mechanism 
reduction to chemistry tabulation method development. Hence, in the following 





3.   
Chapter 3  
 
Tabulation Method and Verification using 
Homogeneous Reactors 
The main focus of this thesis is the development of a computationally efficient 
chemistry tabulation strategy for autoignition and emission formation. As discussed in 
the previous chapter, this is an active area of research and remarkable efforts have been 
made in this field in the past decade. This chapter aims to: give an overview on the 
main categories of tabulation methods published with a discussion on their pros and 
cons; introduce the method formulated and developed in the present work; present the 
first fundamental validation campaign performed under 0-D homogeneous reactor 
conditions.  
3.1. Background and Previous Works 
As widely discussed by Pope in [53], the terminology tabulated chemistry is currently 
used in literature (as well as in the present thesis) to refer to two fundamentally 
different methods. On the one hand, the In Situ Adaptive Tabulation (ISAT) method 
relies on a thermo-chemical database which is constructed during the reactive flow 
simulation. While this method aims to reduce the computational time needed for the 
calculation of the chemical reaction rates, it is not a model reduction method since the 
given reaction mechanism is used in its full definition. On the other hand, a so-called 
structured pre-tabulation method is defined if it is based on the two following steps 
[53]: 
1. The thermo-chemical database, or a globally generated manifold, is constructed 
by using a given detailed, reduced or skeletal mechanism prior to the reactive 
flow computation.  
2. The generated thermo-chemical database is coupled to the reactive flow 
governing equations via a reduced set of variables. 
For each numerical iteration, the reactive flow solver computes the flow field properties 
as well as the coordinates needed to perform the table look-up. Typically, the thermo-
chemical look-up table coordinates are much less than the number of species involved 
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in the initially used chemical mechanism. Hence, this kind of tabulated chemistry 
approach constitutes a model reduction methodology. The tabulation method 
developed in this thesis, belongs to the latter category (defined earlier as structured 
pre-tabulation [53]).  
The appropriate choice and the definition of the table look-up coordinates, as well 
as the strategy used to construct, and access the thermo-chemical table during run-
time is influenced by many factors such as: the chosen model for turbulent combustion 
(i.e., flamelet, well stirred reactor), the turbulence modeling framework (i.e., RANS, 
LES) and the physical problem (i.e., a laboratory flame, an ICE at various speed and 
load points). As discussed by Fiorina et al. [54], there is no universal set of coordinates 
capable of capturing the impact of kinetics, molecular diffusion and heat losses on the 
flame structure. A preliminary classification of the methods proposed in the literature 
can be made based on whether a mathematical or a physical analysis is used to define 
the look-up coordinates. The Intrinsic Low-Dimensional Manifold (ILDM) initially 
proposed by Mass and Pope [36], and its later extension (FPI) by Giquel et al. [55] to 
improve performance under cool flame conditions, have been among the most impactful 
mathematical methods proposed. The dynamic behavior of the nonlinear response of 
the chemical system is identified by examining the eigenvalues and eigenvectors of the 
system of equations. Fast time scales are cut-off based on a given time threshold which 
influences the number of coordinates (and hence transported scalars) needed to derive 
the chemical state of the full reactive system.  
Flamelet models on the other hand, are based on physical (rather than 
mathematical) considerations. With respect to non-premixed combustion, Peters [56] 
proposed that the flame structure can be assumed to be locally one-dimensional and is 
dependent on time and the coordinate normal to the flame front. The flamelet equations 
are solved in mixture fraction (𝑍𝑍) space where turbulence-chemistry interaction (TCI) 
effects are considered via the scalar dissipation rate of the mixture fraction. The 
flamelet assumption is particularly suitable for tabulation method definition since the 
thermo-chemical state of the combustion process can be described locally by only a 
small number of control parameters. Furthermore, many engineering applications, i.e., 
gas turbines, fall into the flamelet regime, where the chemistry is fast, and reactions 
take place in thin layers. For the mentioned reasons, many research groups across the 
globe have proposed numerous successful studies for premixed, partially premixed 
and non-premixed combustion in the past decade [57-64]. Complex phenomena such 
as soot formation under engine conditions have been successfully predicted using 
flamelet library-based soot source terms [65-68]. Among the many improvements 
proposed in recent years, noticeable efforts have been made also towards more 
efficient memory management strategies so that storage and compute requirements 
for either the code or the look-up table are reduced [69, 70].  
With reference to internal combustion engine simulations, applications of the well 
stirred reactor approach (see paragraph 4.2.1), as opposed to flamelet-based methods, 
have systematically increased in recent years. Although the WSR has some important 
shortcomings, such as the lack of turbulence chemistry-interaction effects, the ease of 
use, together with the availability of several reduced multi-component schemes, has 
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arguably led most automotive OEMs towards using the WSR as the combustion model 
of choice for engine research and development activities. The tabulation method 
developed in this thesis is based on the WSR concept. Hence, in this chapter broader 
focus is given to this category of tabulation techniques. 
The use of homogenous 0-D reactors for auto-ignition tabulation has been widely 
explored in literature over the last years with different levels of complexity. In [71], 
only the ignition delay time is stored in the table. This information, once retrieved 
from using cell local temperature, pressure, equivalence ratio and EGR, is employed 
within the well-known Livengood-Wu integral [72] for knock prediction in SI engines. 
Such method, however, only allows to estimate the instant of the auto-ignition event 
with no information on the heat release rate nor its magnitude. A similar but more 
advanced approach has been proposed by Lafossas et al. [73], where the estimation of 
the autoignition is done via a passive transported precursor scalar whose formulation 
relies on an empirical correlation dependent on fuel octane number, pressure and 
temperature.  
The models mentioned so far lack the description of a crucial part in the auto-
ignition of hydrocarbons, this is to say the low temperature combustion (also addressed 
in literature as the negative temperature coefficient region). To tackle such problem, 
Pires da Cruz et al. [74] proposed a method where both the high and low temperature 
ignition delay times are stored in the table. Validation was done under 0-D reactor 
conditions (assuming constant pressure/volume) as well as under diesel engine 
conditions in 3-D CFD. An improved version of such model was later proposed by Colin 
et al. [75] where a progress variable-based approach was used rather than a simple 
tabulation of the ignition delays. In this configuration, an additional tabulation 
dimension is introduced as the pre-tabulation is done for different values of the progress 
variable, which varies between 𝐶𝐶 = 0 (being unburned mixture) and 𝐶𝐶 =  1(being 
fully burned mixture). Further, during run-time the progress variable source term 𝐶𝐶̇ 
is retrieved for each cell/zone and it is used to reconstruct the mixture state on the 
given oxidation trajectory. Later improvements of such method proposed by Knop et 
al. [76], also incorporated a turbulence chemistry interaction term during the tabulation 
stage so that TCI effects could be accounted for in 3-D CFD reactive flow simulations 
within the ECFM framework. The model (named Tabulated Kinetics of Ignition - TKI 
in [76]) has been applied to predict the ignition process of Diesel Homogeneous Charge 
Compression Ignition (HCCI) engines and is currently implemented in various 
commercial CFD codes. 
With respect to 0-D/1-D frameworks, the number of applications of tabulated 
chemistry-based methods is rather limited. Its implementation, however, is potentially 
very useful as it allows to preserve the details of the original complex kinetics, with a 
minimal impact on the computing time. In addition, tabulation and 0-D/1-D modeling 
coupling broadens the range of feasible system simulation studies such as a cylinder-
to-cylinder knock estimation or emission trends prediction during transient engine 
operating conditions (i.e., WLTP cycles). Within the SI engine simulation framework, 
Bougrine et al. [77] proposed a two-zone 0-D model (referenced as One-Dimensional 
Coherent Flame Model Tabulated Chemistry (CFM1D-TC)) where the chemical part 
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of the combustion process was tabulated using laminar 1-D premixed flame solutions. 
In addition, a time-scale model was formulated to better represent the relaxation 
towards equilibrium of CO and NO species with the help of homogeneous reactor 
calculations. Mosbach et al. [78] proposed a storage/retrieval technique for HCCI 
combustion in which various quantities such as ignition timing, cumulative heat release, 
CO, CO2 emissions etc., were tabulated as function of engine geometry, equivalence 
ratio, octane number and intake temperature using an HCCI-SRM. Their technique 
was based on tabulating the evolution of the engine cycle and does therefore not allow 
use of the same table for different engines or different engine operating points. Leicher 
et al. [79] proposed a table look-up approach based on mixture fraction and reaction 
entropy as progress variable. Their methodology was implemented in a SRM and tested 
under constant pressure reactor conditions. Dulbecco et al. [80] proposed a tabulated 
multi-zone combustion model for HCCI Diesel combustion, tracking the combustion 
chemistry with eight species. Bozza et al. [81] implemented the previously mentioned 
TKI approach [76] within a 0-D/1-D phenomenological combustion model for better 
knock prediction in spark ignited engines compared to the traditionally used Livengood-
Wu [72] approach. Validation under both 0-D reactors and knocking SI engine 
simulation at stoichiometric conditions showed promising results when compared to the 
on-the-fly chemistry solution.  
3.2. Progress Variable Definition 
Independently on whether the tabulation strategy is based on a flamelet or a 
homogeneous reactor paradigm, the definition of the progress variable is arguably the 
core of any table-based method. The progress variable (often noted in this thesis also 
as reaction progress or as 𝐶𝐶) is by definition the parameter with which the chemical 
trajectory, between unburned and burned sate, is parametrized. Given the non-linearity 
of the combustion chemistry process with temperature, the formulation of a 
comprehensive reaction progress variable is not trivial. Fuel specific regimes, such as 
NTC regions, can highly affects the accuracy and effectiveness of a given progress 
variable definition. Furthermore, depending on whether the target analysis presents a 
premixed or a diffusion flame regime, the progress variable definition may vary. 
In the past decade, these aspects have been studied extensively and a relatively 
broad range of reaction progress definitions have been proposed. As discussed in detail 
by Ihme [82], Vervisch [83], Hasse [84] and co-workers, the guiding principles behind 
the formulation of a progress variable are: 
1. The definition of 𝐶𝐶  should result in a transport equation that can be
conveniently solved in a combustion simulation.
2. The scalars defining 𝐶𝐶 should all evolve on comparable timescales.
3. All parameters that define the manifold should be independent on one another.
4. The set of parameters from which the manifold is formed should uniquely
characterize each point in the thermochemical state space.
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5. The progress variable should result in a monotonic function 𝐶𝐶(𝑡𝑡) for all initial
conditions in order to have a non-singular mapping.
In [82], [83] and [84] the authors propose solid optimization-based procedures to 
construct the progress variable under the assumption of it being a combination of a 
given number (𝑁𝑁) of reactive scalars as in the following expression. 




In equation (3.1), 𝛼𝛼𝑚𝑚 and 𝑌𝑌𝑚𝑚 are the weighting factor and the species mass fraction
of species 𝑚𝑚, respectively. The most common definitions found in literature feature a 
linear combination of reactants and products. In the following equations some selected 
examples are reported.  
Pierce et al. [60] 𝐶𝐶 =  𝑌𝑌𝐶𝐶𝑂𝑂2 + 𝑌𝑌𝐻𝐻2𝑂𝑂 (3.2) 
Fiorina et al. [61] 𝐶𝐶 = 𝑌𝑌𝐶𝐶𝑂𝑂 + 𝑌𝑌𝐶𝐶𝑂𝑂2 (3.3) 
Poinsot et al. [85] 𝐶𝐶 = 𝑌𝑌𝐶𝐶𝑂𝑂 + 𝑌𝑌𝐶𝐶𝑂𝑂2 − 𝑌𝑌𝑂𝑂2 (3.4) 
de Goey et al. [86] 𝐶𝐶 = 22.7 𝑌𝑌𝐶𝐶𝑂𝑂2 − 31.3 𝑌𝑌𝑂𝑂2 (3.5) 
Pitsch et al. [87] 𝐶𝐶 = 𝑌𝑌𝐶𝐶𝑂𝑂2 + 𝑌𝑌𝐻𝐻2𝑂𝑂 + 𝑌𝑌𝐶𝐶𝑂𝑂 + 𝑌𝑌𝐻𝐻2 (3.6) 













In equations (3.2) and (3.3), the progress variable is defined as a linear combination 
of final combustion products and all the five guiding principles, listed earlier in the text 
are fulfilled. These are in fact among the most commonly used 𝐶𝐶  definitions in 
literature and have been implemented in numerous codes, thanks to their simplicity 
and universal validity for hydrocarbon combustion. However, progress variable 
definitions as in (3.2) and (3.3) fail to correctly represent cool flame auto-ignition, 
which is a crucial regime especially for Diesel combustion simulations. When using 
highly reduced schemes, which often do not present a detailed representation of the 
low temperature chemistry, a CO-CO2 based progress variable definition, may still 
approximate well the combustion progress. When used in combination with detailed 
schemes, poor representation of the low temperature ignition may become evident 
instead. 
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In an attempt to better represent the cool flame auto-ignition, more elaborate 
progress variable definitions have been proposed. In [85] Poinsot and co-workers 
included oxygen in the reaction progress definition (3.4) due to the relatively regular 
consumption of oxygen during combustion. de Goey et al. [86] also proposed a CO2-O2 
based definition with a set of optimized weighting factors, which depend on the target 
application (i.e., a premixed, non-premixed flame). Ihme and Pitsch [87] proposed to 
include also H2 on top of CO, CO2 and H2O (equation (3.6)) so to have a generally 
applicable formulation that could represent in detail low and high temperature ignition 
events. However, this definition may or may not deliver an accurate representation of 
the combustion trajectory depending on the initial conditions. Hence, an automated 
procedure for the optimization of the weighting factors for species (𝛼𝛼𝑚𝑚, all set to 1.0 in 
equation (3.6)) is usually necessary prior to the application of the tabulation method 
on the target application. Details on the formulation and results of such optimization 
procedures can be found in [82], [83] and [84].  
In equation (3.7) de Goey and co-workers proposed a more elaborate progress 
variable definition featuring a weighting strategy based on both empirical factors (𝛼𝛼𝑚𝑚 
set to 0.6 and 0.4 for the fuel species) and the molecular mass (w𝑚𝑚) of the respective 
species. This definition was proposed to study preferential diffusion effects in lean 
premixed methane-hydrogen-air flame kernels in a DNS framework with very good 
results.  
While all the definitions presented so far are valid solutions to establish a predictive 
tabulation approach, performance and accuracy of the method depend strongly on the 
formulation of the weighting factors for each species mass fraction involved in the 𝐶𝐶 
equation. Furthermore, depending on the target application (i.e., a premixed or a 
diffusion flame), as well as on the hydrocarbon considered, the same definition may 
lead to different performance.  
An alternative concept, with respect to the species-based definition as in equation 
(3.1), has been proposed by Colin and co-workers [76] where temperature is the only 




 (3.8)  
In (3.8), 𝑇𝑇  is the evolving temperature, 𝑇𝑇𝑚𝑚𝑛𝑛𝑚𝑚 and 𝑇𝑇𝑒𝑒𝑒𝑒𝑢𝑢 are the initial temperature 
and equilibrium temperature, respectively. All temperatures are extracted from 
previously computed homogeneous reactor detailed chemistry calculations at constant-
pressure. Compared to the progress variable definitions based on species, the 
temperature-based one has the remarkable advantage of being applicable to potentially 
any fuel without the need of empirical optimization of weighting factors (𝛼𝛼𝑚𝑚  see 
equation (3.1)). Another important advantage of such method is the fact that it can 
also capture the cool flame auto-ignition process. Thanks to these features, and its 
simplicity, this method is widely adopted in ICE combustion simulations at the 
industrial level. It has therefore been implemented in several commercial CFD codes as 
part of the well-known ECFM-TKI tabulation approach. However, as also discussed by 
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the authors in [76], the major drawback of using temperature as progress variable is 
the formulation of the transport equation for 𝐶𝐶 in the computational domain. For 
reaction progress definitions based on equation (3.1), transport equations, as well as 
source terms, are of straight forward formulation since reactive scalars are conserved 
quantities. Temperature on the other hand, is not a conserved quantity and hence the 
formulation of the reaction progress, as well as potential source terms from spray, are 
not easy to formulate. To overcome this problem, Colin and co-authors [76] proposed 
an additional progress variable definition valid only within the CFD computations 
(while during the tabulation step the definition in (3.8) remains).  
𝐶𝐶̃(𝑡𝑡) = 1 −
𝑌𝑌?̃?𝐹
𝑌𝑌?̃?𝐹 ,0
 (3.9)  
In (3.9) 𝑌𝑌?̃?𝐹  and 𝑌𝑌?̃?𝐹 ,0 are the evolving fuel mass fraction and the initial fuel mass 
fraction, respectively. The underlying assumption behind this solution, is the fact that 
the heat release law from the complex chemistry solution (parametrized using 
temperature) can be recovered via the instantaneously burnt fuel mass. Hence, as stated 
by the authors in [76], the combustion is interpreted as a global single-step reaction, 
which progress is defined by the tabulated reaction rate.  
Although this method has been successfully validated in numerous studies, it 
requires imposing an inconsistency between the progress variable definition used during 
the tabulation and the run-time retrieval processes (see equations (3.8) and (3.9)).  
In the present work, the progress variable definition proposed in [58] is adopted 
instead. To parametrize the reaction progress, latent enthalpy (enthalpy of formation 
at standard state, ℎ298) is used to define the reaction progress variable 𝐶𝐶 as reported 
below (3.10), together with its normalized form 𝐶𝐶(𝑡𝑡) (3.11). 








In equation (3.11), ℎ298 is the latent enthalpy calculated at 298 K summed over all 
species (𝑁𝑁𝑆𝑆𝑝𝑝𝑒𝑒𝑐𝑐𝑚𝑚𝑒𝑒𝑠𝑠) of the given mechanism, subscript 𝑢𝑢 denotes unburned state, and 
𝑚𝑚𝑎𝑎𝑚𝑚 denotes the most reacted state, which is assumed to be where the maximum 
cumulated chemical heat is released. As discussed in [58] this progress variable can be 
used to track both low and high temperature reactions and hence also the cool flame 
heat release. Figure 3.1 shows the typical evolution of ℎ298 together with temperature 
for a homogeneous 0-D constant pressure reactor calculation. Initial pressure and 
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temperature are 10 bar and 750 K, respectively, while the reacting gas is a 
stoichiometric mixture of n-C7H16 and air (chemical kinetic scheme taken from [89]). It 
can be seen that the ℎ298 follows the combustion chemistry trajectory through both 
the low and high temperature ignition regime, in full consistency with temperature. As 
mentioned for the temperature-based 𝐶𝐶 definition, the latent enthalpy-based definition 
is also easy to implement and is fully independent on the fuel molecule or the target 
application.  
 
Figure 3.1. Temperature (black) and latent enthalpy at 298 K (red) as function of time 
for a constant pressure reactor calculation at 10 bar and 750 K for a stochiometric n-
heptane/air mixture. 
The main reason for which the 𝐶𝐶  definition in (3.11) was preferred over the 
temperature-based one (3.8), is the fact that latent enthalpy is a conserved scalar and 
hence the formulations of a transport equation, as well as a spray source term are 
rather easy. This allows then to have full consistency between the progress variable 
definitions during the tabulation process and the look-up/retrieval process occurring at 
run-time. 
Nevertheless, it is important to note that also the ℎ298 based definition presents a 
major drawback when applied to fuel rich mixtures (i.e., 𝜙𝜙 > 3.0). As listed earlier in 
the text, one necessary characteristic of the normalized progress variable is its 
monotonicity between unburned (𝐶𝐶(𝑡𝑡) = 0) and burned (𝐶𝐶(𝑡𝑡) = 1.0) conditions. Under 
lean and stoichiometric conditions, the maximum chemical heat release point (noted in 
equation (3.11) as ℎ298,𝑚𝑚𝑎𝑎𝑚𝑚) coincides with equilibrium conditions. However, for fuel 
rich conditions as well as for phases with endothermic reactions under high pressure or 
high EGR conditions, the mixture relaxes towards equilibrium after reaching the 
maximum heat released point and the monotonicity of 𝐶𝐶(𝑡𝑡) is not fulfilled. Hence, 
during the tabulation process a cut-off is implemented so that 𝐶𝐶(𝑡𝑡) = 1.0 may not 
always be the equilibrium condition. After extensive testing, which will be discussed in 
the next chapters, this assumption was considered acceptable for engine applications 
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in both 0-D SRM and 3-D CFD frameworks. Due to the usually high turbulence levels, 
locally rich cells tend to be quickly mixed towards either stoichiometry or lean mixture 
state. This compensates for the intrinsic inaccuracy of the progress variable definition 
in (3.11).  
The method developed in this thesis has been given the acronym CPV, which stands 
for Combustion Progress Variable. Throughout the thesis, and in most of the graphs 
in the next chapters, the tabulated chemistry solver results will be labelled as CPV.  
3.3. Auto-ignition and Emissions Source Terms 
Tabulation 
The CPV model relies on a tabulation grid built as function of Exhaust Gas 
Recirculation (𝐸𝐸𝐸𝐸𝑅𝑅), pressure (𝑝𝑝), unburned temperature (𝑇𝑇𝑢𝑢) and equivalence ratio 
(𝜙𝜙). Detailed chemistry simulations are performed for the chosen fuel molecule, or a 
mixture of multiple fuels, assuming 0-D adiabatic constant pressure reactors. In the 
present work, the tabulation process was performed using the software LOGEtable [18]. 
Initial mixture unburned temperature (𝑇𝑇𝑢𝑢), pressure (𝑝𝑝), equivalence ratio (𝜙𝜙) and EGR 
are the input variables of the look-up table, as well as the normalized reaction progress 
𝐶𝐶(𝑡𝑡) . Table grid points were optimized so to cover the widest possible range of 
thermodynamic conditions that can be expected to be found in conventional direct 
injected engines, while trying to keep the final table size within an acceptable file size 
(below 2GB space on disk). The final table grid consists of 205 200 points, which are 
distributed across the tabulation parameter as outlined in Table 3.1.  
Table 3.1. Tabulation grid obtained after the grid optimization campaign. 
Parameter Lower bound Upper bound Number of points 
Unburned Temperature (K) 300 1400 76 
Pressure (bar) 1.0 200.0 18 
Equivalence Ratio (-) 0.05 6.0 30 
EGR mass fraction (-) 0.0 0.4 5 
 
The progress variable source terms (𝑑𝑑𝐶𝐶/𝑑𝑑𝑡𝑡) are stored together with the mixture 
molar mass, the thermodynamic polynomial coefficients and any chemical species that 
the user decides to monitor. In the present work, the following species have been 
included in the tabulation process so that major emissions and standard engine 
performance analyses could be easily visualized: Fuel species, O2, N2, CO2, H2O, CO, 
H2, C2H2, C2H4 and the lumped unburned hydrocarbons species (uHC). The uHC 
lumped species in this thesis consist of the sum of the mass or mole fractions of all 
species containing at least one carbon and one hydrogen atom. In total, a table with 
the grid/output settings described above resulted in a size on disk of approximately 1.5 
GB. 
All the mechanisms used in this thesis included a detailed kinetic soot model as well 
as thermal NO model. Soot and NO formation are rather slow processes and require a 
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separate source term treatment to be correctly reconstructed during run-time. A 
separate source term tabulation strategy was developed and included in the present 
tabulation method. Details will be presented in the following paragraphs only with 
respect to the soot source terms strategy. The NO source term tabulation is not 
described herein to comply with confidentiality agreements established with LOGE.  
3.3.1. Soot Source Terms 
The detailed kinetic soot model as introduced in [90] is applied in each homogeneous 
reactor calculation grid point. The pathways of the PAH growth are modelled based 
on the mechanism from [91] and [90], with the updates from [47]. These kinetic 
pathways include the formation of the first benzene ring and small PAH species up to 
four aromatic rings. The growth of larger PAH molecules is described using a fast 
polymerization model [90]. The kinetic soot model contains a detailed description of 
the chemical and physical phenomena leading to soot growth and oxidation. For 
readability, the model is herein described in a rather concise form. A thorough 
description can be found in [90]. Further discussion and application of the soot model 
can also be found in [92, 93, 94, 95]. 
For the modelling of the soot particle size distribution function (PSDF) the method 
of moments with interpolative closure is used [96, 97]. This method is based on the 
statistical moments, since it is known that any mathematical function can be described 
by these moments. The moments of the soot PSDF are defined as: 





where 𝑀𝑀𝑟𝑟 is the 𝑟𝑟𝑡𝑡ℎ soot moment, 𝑚𝑚 is the size class counter, and 𝑁𝑁𝑚𝑚 is the number 
density of soot particles belonging to size class 𝑚𝑚. Following equation (3.12), the soot 
moment 𝑀𝑀0 is the total number density. Soot moment 𝑀𝑀1 yields the soot mass and 
can therefore be used to calculate the soot mass fraction or the soot volume fraction. 
It was found in previous works that the use of these two moments (0 and 1 only) is 
sufficient [90], higher order moments can be neglected. The source term of the soot 
moments ?̇?𝑀𝑟𝑟 is given by the sum of the source terms of the different sub-processes 
considered: particle inception (𝑃𝑃𝑃𝑃), condensation (𝐶𝐶𝐶𝐶𝑛𝑛𝑑𝑑), coagulation (𝐶𝐶𝐶𝐶𝑎𝑎𝑔𝑔), surface 
growth (𝑆𝑆𝐸𝐸), fragmentation (𝐹𝐹𝑟𝑟) and oxidation (𝑂𝑂𝑚𝑚):  
𝑑𝑑𝑀𝑀𝑟𝑟∗
𝑑𝑑𝑡𝑡
= ?̇?𝑀𝑟𝑟,𝑃𝑃𝑃𝑃 + ?̇?𝑀𝑟𝑟,𝐶𝐶𝐶𝐶𝑛𝑛𝑑𝑑 + ?̇?𝑀𝑟𝑟,𝐶𝐶𝐶𝐶𝑎𝑎𝑔𝑔 + ?̇?𝑀𝑟𝑟,𝑆𝑆𝐸𝐸 + ?̇?𝑀𝑟𝑟,𝐹𝐹𝑟𝑟 + ?̇?𝑀𝑟𝑟,𝑂𝑂𝑚𝑚 (3.13) 
Particle inception or nucleation describes the formation of the first soot particle 
formed via coagulation of two-dimensional PAH molecules. Though this is still an active 
area of fundamental research, it is considered that during the particle inception the 
planar PAH molecules evolve into a three-dimensional soot particle held together by 
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Van der Waals forces. In the model, PAH with more than four aromatic rings are 
allowed to combine and form a soot particle nucleus and incept as proposed in [98]. 
Condensation describes the process of particle mass growth from the gas phase by the 
coagulation of PAHs to the particle surface. In the tabulation process of the soot source 
terms, it was decided to not pre-condition the rates on any pre-assumed soot 
concentration. Therefore, the condensation source cannot be calculated, and PAH is 
assumed to participate in particle inception only (?̇?𝑀𝑟𝑟,𝐶𝐶𝐶𝐶𝑛𝑛𝑑𝑑 = 0 in equation (3.13)). 
During run-time, steady state between condensation and particle inception is assumed. 
This enables to calculate total amount of PAH using the stored particle inception rate 
𝑁𝑁𝑁𝑁𝐶𝐶𝑃𝑃𝐴𝐴𝐻𝐻 defined as follows: 
𝑁𝑁𝑁𝑁𝐶𝐶𝑃𝑃𝐴𝐴𝐻𝐻 =  (𝛼𝛼 𝐶𝐶〈𝑚𝑚〉
1
6) 𝑀𝑀𝑃𝑃 0
2 + (𝐶𝐶𝑓𝑓 𝑀𝑀2/3〈𝑚𝑚〉−1/3) 𝑀𝑀0
𝑃𝑃  (3.14) 
From this rate the number density of PAH ( 𝑀𝑀0𝑃𝑃 ) and subsequently the particle 
inception and condensation source terms can be calculated. The source term for particle 
inception can be calculated from the collision frequency 𝐶𝐶𝑓𝑓 , the total number density 
of the PAH size distribution function 𝑀𝑀0
𝑃𝑃
 and the mean number of C2 groups of the 




𝛼𝛼𝑁𝑁𝑁𝑁𝐶𝐶𝑃𝑃𝐴𝐴𝐻𝐻𝐶𝐶𝑓𝑓 (2〈𝑚𝑚〉)𝑟𝑟 〈𝑚𝑚〉1 6⁄   𝑃𝑃 𝑀𝑀0
2 (3.15) 
where 𝛼𝛼 = 4√2 . According to the findings in [99], 〈𝑖𝑖〉 = 12 is chosen for the stored 
sources in the look-up table, which results in 24 carbon atoms (12 C2 groups). Further 
it is assumed that two colliding PAH are of the same size.  
When soot particles collide, they can either form larger spherical particles or form 
agglomerates. These processes are called coagulation. Coagulation does not contribute 
to soot mass formation or consumption but affects the soot surface available for surface 
reactions. Following [100], the agglomerate structure is considered by assuming a 
constant fractal dimension for soot 𝐷𝐷𝑓𝑓 = 1.8. Beside the growth of the particles by 
condensation of PAHs, the hot reactive surface of the soot particles can also receive 
smaller gas-phase hydrocarbons. This process is called surface growth and has a strong 
impact on the final soot mass. Acetylene (C2H2) was found to be the major contributor 
to surface growth [101]. In the applied kinetic model, surface growth reactions are 
modeled through the hydrogen abstraction acetylene addition (HACA) mechanism [96], 
extended by a separate ring closure (HACARC) [90]. 
Oxidizer from the gas phase reduce the soot mass. In the model, oxidation reaction 
by OH and O2 are considered. The interactions with the gas phase are described by the 
rates of surface growth and oxidation considering the fraction of surfaces sites 𝛼𝛼 of the 
soot particle surface. For more details and discussions on reaction rate constants (𝑓𝑓3𝑎𝑎, 
𝑘𝑘1𝑎𝑎,𝑏𝑏, 𝑘𝑘1𝑏𝑏,𝑏𝑏 etc.) presented in equations (3.18), (3.19) and (3.20) please refer to [90]. 
36 
















𝑆𝑆𝑂𝑂𝑂𝑂𝑇𝑇𝑆𝑆𝐸𝐸 = 𝛼𝛼 𝑘𝑘3𝑎𝑎,𝑓𝑓 �𝐶𝐶2𝐻𝐻2�𝑓𝑓3𝑎𝑎 𝐴𝐴 (3.18) 
𝑆𝑆𝑂𝑂𝑂𝑂𝑇𝑇𝑂𝑂𝑚𝑚 = 𝛼𝛼 (𝑘𝑘4𝑎𝑎�𝑂𝑂2�𝐴𝐴 + 𝑘𝑘5[𝑂𝑂𝐻𝐻]) (3.19) 
𝐴𝐴 =
𝑘𝑘1𝑎𝑎,𝑓𝑓 [𝐻𝐻] + 𝑘𝑘1𝑏𝑏,𝑓𝑓 [𝐻𝐻] + 𝑘𝑘5[𝑂𝑂𝐻𝐻]
𝑘𝑘1𝑎𝑎,𝑏𝑏�𝐻𝐻2� + 𝑘𝑘1𝑏𝑏,𝑏𝑏�𝐻𝐻2𝑂𝑂� + 𝑘𝑘2[𝐻𝐻] + 𝑘𝑘3𝑎𝑎,𝑓𝑓 �𝐶𝐶2𝐻𝐻2�𝑓𝑓3,𝑎𝑎 + 𝑘𝑘4[𝑂𝑂2]
 (3.20) 
𝛥𝛥𝑚𝑚 is the change of mass in one reaction step. It holds 𝛥𝛥𝑚𝑚 = 1 for surface growth 
and 𝛥𝛥𝑚𝑚 = −1 for oxidation. In order to facilitate modeling of the soot surface growth 
feed-back for the tabulated approach, the gas phase formation and consumption rates 
of C2H2 are stored in the look-up table. At high temperatures, the bond between C2H2 
and the soot surface can be broken. The C2H2 abstraction is called fragmentation and 
can be modelled by: 








𝑆𝑆𝑂𝑂𝑂𝑂𝑇𝑇𝐹𝐹𝑟𝑟 = 𝛼𝛼𝑘𝑘10,𝑏𝑏 (3.22) 
As soot oxidation, this process leads to a reduction of the soot mass, therefore 𝛥𝛥𝑚𝑚 =
−1. To allow for model calibration, a set of scaling factors can be given by the user and 
will be multiplied by the tabulated source terms for nucleation (𝑁𝑁𝑁𝑁𝐶𝐶𝑃𝑃𝐴𝐴𝐻𝐻), surface 




3.3.2. NO Source Terms 
The underlying mechanism used to calculate thermal NO is based on the Zeldovich 
formulation [102, 103]: 
𝑂𝑂 + 𝑁𝑁2        ↔          𝑁𝑁𝑂𝑂 + 𝑁𝑁 
𝑁𝑁 + 𝑂𝑂2        ↔          𝑁𝑁𝑂𝑂 + 𝑂𝑂 
𝑁𝑁 + 𝑂𝑂𝐻𝐻     ↔          𝑁𝑁𝑂𝑂 + 𝐻𝐻 
(3.23) 
A similar strategy as the one presented for soot is established during the tabulation 
as well as the look-up/retrieval stage to reconstruct the instantaneous NO mass 
fractions. Details of this sub-model are not presented for confidentiality reasons.  
3.4. Interpolation Error Assessment 
 
Before applying the methodology to engine simulations, the interpolation strategy 
for the source term retrieval was tested using homogeneous reactors. For all the points 
included in the tabulation grid, temperature evolution from the online chemistry solver 
constant pressure calculation were compared to the respective solution retrieved from 
the table using linear interpolation. The error between online and tabulated solution 
was then quantified based on the mean squared difference of the vector composed by 
the errors at 5, 10, 50 and 90 percent of energy released location (noted as 𝐸𝐸5%, 
𝐸𝐸10%, 𝐸𝐸50% and 𝐸𝐸90% in Figure 3.2) at all given reactor points. 
 
Figure 3.2. Online and tabulated chemistry solutions for the progress variable (based 
on equation (3.11)) evolution of a stoichiometric n-heptane/air mixture at 10 bar and 
750 K.  
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The global interpolation error was then defined based on the average error of the 
location of the 𝐸𝐸5% , 𝐸𝐸10% ,  𝐸𝐸50%  and 𝐸𝐸90%  points. In equations (3.24) and (3.25), 
where 𝑚𝑚 = 5, 10, 50, 90 and 𝑁𝑁𝑒𝑒𝑟𝑟𝑟𝑟𝐶𝐶𝑟𝑟𝑠𝑠 = 4 the exact definitions of the interpolation errors 




∙ 100  (3.24) 
𝜖𝜖 ̅ = � 𝜀𝜀𝑚𝑚
𝑁𝑁𝑒𝑒𝑟𝑟𝑟𝑟𝐶𝐶𝑟𝑟𝑠𝑠
𝑚𝑚=1
𝑁𝑁𝑒𝑒𝑟𝑟𝑟𝑟𝐶𝐶𝑟𝑟𝑠𝑠�  (3.25) 
In Figure 3.3 and Figure 3.4 exemplary results of the error quantification campaign 
are presented in pixel plot format assuming the error definition in equation (3.24) for 
conditions at 1 and 35 bar pressure, respectively. In Figure 3.5 the averaged 
interpolation errors, as per the definition in equation (3.25), are shown.  
 
Figure 3.3. Interpolation error maps calculated as noted in equation(3.24) a) at 5%, b) 
at 10%, c) at 50% and d) at 90% of the energy released during a constant pressure 






Figure 3.4. Interpolation error maps calculated as noted in equation (3.24) a) at 5%, b) 
at 10%, c) at 50% and d) at 90% of the energy released during a constant pressure 
reactor calculation at 35 bar initial pressure and 0% EGR using n-heptane as fuel. 
 
Figure 3.5. Averaged interpolation error maps calculated as noted in equation (3.25) a) 
at 1 bar and b) at 35 bar initial pressure assuming a constant pressure reactor calculation 





The interpolation errors were assessed for a large set of operating conditions covering 
lean to rich ( 𝜙𝜙 =  0.6 –  3.0 ) conditions as well as from low to high unburned 
temperatures (𝑇𝑇  =  600 –  1400 𝐾𝐾 ) under constant pressure reactor conditions. n-
Heptane was used as fuel molecule and the mechanism developed by Zeuch et al. [89] 
was employed.  The main goal of this campaign was to quantify the accuracy of the 
interpolation routine under the simplest reactor conditions, so to have a higher 
confidence in results assessment during the subsequent engine simulation campaign. In 
the SRM and 3-D CFD simulation frameworks numerous sub-models are coming into 
play and hence error compensation-propagation effects may arise. For a more effective 
error visualization as well as to better highlight the exact areas where interpolation 
errors are noticeable, pixel contours were conditionally formatted so that every case 
having an error below 0.5% is displayed in white. All cases presenting an error above 
0.5% will have contours consistent with the RGB color bar instead.  
For the whole range of computed conditions, the solution retrieved from the table is 
never exceeding a 6% discrepancy on a single point basis, while the overall average 
error is approximately 1.5%. As expected, interpolation errors are more visible in the 
NTC regions, which is the most challenging area to parametrize when progress variable 
methods are concerned [63, 76].  
While a tighter tabulation grid in temperature space could have delivered even lower 
errors, the present level of accuracy was considered acceptable. This decision was based 
on the one hand, on the globally low errors but also on method usability considerations. 
A tighter table grid results in a larger file size on disk, which in turn affects the random 
access memory (RAM) requirement for the engine simulations during run-time. Hence, 











4.   
Chapter 4  
 
Models for Internal Combustion Engine 
Simulations 
In the present work various engine simulation campaigns have been performed under 
different modelling frameworks, ranging from 0-D to RANS 3-D CFD. This chapter 
aims to give a brief description of the different models, sub-models and algorithms 
adopted. 
4.1. The Stochastic Reactor Model 
The SRM considers the gas inside the cylinder as an ensemble of notional particles 
that can mix with each other and exchange heat with the cylinder walls. Each particle 
has a chemical composition, temperature, and mass; that is, each particle represents a 
point in phase-space for species mass fraction and temperature. A schematic 
visualization of the concept, along with an exemplary distribution of the property of 
the particles (i.e., enthalpy or gas composition) is shown in Figure 4.1. 
 
Figure 4.1. Schematic visualization of the SRM concept; a) engine physical space; b) 0-
D particles in the SRM computational space and an exemplary distribution of particle 
properties at a given time-step 𝑡𝑡. 
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The temperature 𝑇𝑇 (𝑡𝑡)  and species concentrations 𝑌𝑌𝑚𝑚(𝑡𝑡)  are treated as random 
variables that can vary within the cylinder and determine the composition of the gas 
mixture using probability density functions. The in-cylinder mixture is thus represented 
by a PDF in phase space and the particles constitute the realization of this distribution. 
In practice all stochastic particles in the SRM represent a portion of the in-cylinder 
mass and rather than a PDF, a mass density function (MDF) is used; the MDF can be 
considered as a mass-based discretization of the PDF. The solution for the mass 
fractions and temperature is obtained from the transport equation for the MDF. These 
data are further used to calculate other engine quantities, such as pressure and heat 
release rate. The joint vector 𝝓𝝓(𝑡𝑡) of the local scalar variables is defined as: 
𝝓𝝓(𝑡𝑡) = �𝑌𝑌1, … , 𝑌𝑌𝑁𝑁𝑠𝑠, 𝑇𝑇 ; 𝑡𝑡� ≡ �𝜙𝜙1, … 𝜙𝜙𝑁𝑁𝑠𝑠, 𝜙𝜙𝑁𝑁𝑠𝑠+1; 𝑡𝑡� (4.1) 
where 𝑁𝑁𝑆𝑆 is the number of chemical species in the reaction mechanism. This vector 
has a corresponding joint scalar MDF that is expressed as: 
𝐹𝐹𝝓𝝓 = 𝐹𝐹𝝓𝝓�𝜓𝜓1, … , 𝜓𝜓𝑁𝑁𝑠𝑠, 𝜓𝜓𝑁𝑁𝑆𝑆+1; 𝑡𝑡� (4.2) 
with 𝜓𝜓  being a realization of the random variables 𝜙𝜙. In addition, as proposed in 
the partially stirred plug flow reactor (PaSPFR) [104], it is assumed that probabilities 
of all scalar variables are independent of position, i.e., statistical homogeneity applies. 
This implies that the MDF does not vary spatially within the cylinder. Given the 









�𝑄𝑄ℎ𝑡𝑡�𝜓𝜓𝑘𝑘+1�𝐹𝐹𝝓𝝓�  = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛𝑔𝑔 𝑡𝑡𝑒𝑒𝑟𝑟𝑚𝑚 (4.3) 
Equation (4.3) describes the PaSPFR and serves as a base for the description of the 
stochastic reactor models for engine applications. The mixing term on the right-hand 
side is discussed in the next section. The term 𝑄𝑄𝑚𝑚 on the left-hand side of equation 
(4.3) is, in general, a source/sink operator that depends on the phenomena under 
consideration such as the change of the MDF due to chemical reactions, volume changes 
due to piston motion, and fuel injection. The term 𝑄𝑄ℎ𝑡𝑡 refers to the convective heat 
loss to the cylinder walls. These terms are calculated based on the species and energy 
































� 𝑌𝑌𝑚𝑚,𝑓𝑓 �ℎ𝑚𝑚,𝑓𝑓 − ℎ𝑚𝑚�
𝑁𝑁𝑆𝑆
𝑚𝑚=1




(𝑇𝑇 − 𝑇𝑇𝑊𝑊 ) (4.6) 
In the equations above, 𝜔𝜔𝑚𝑚,𝑗𝑗  and 𝑌𝑌𝑚𝑚 denote the molar net rate of formation of species 
𝑚𝑚 due to reaction 𝑗𝑗 and the mass fraction of species 𝑚𝑚 respectively. The subscript 𝑓𝑓  
refers to the injected fuel. 𝑊𝑊𝑚𝑚 denotes molar mass of species 𝑚𝑚, 𝜌𝜌 is the density, 𝑇𝑇  is 
the mean temperature of the gas, 𝑇𝑇𝑊𝑊  is the cylinder wall temperature, 𝑐𝑐𝑝𝑝 is the 
specific heat capacity at constant pressure, ℎ𝑔𝑔 is the heat transfer coefficient, 𝐴𝐴 is the 
heat transfer area, ℎ𝑚𝑚 is the specific enthalpy of species 𝑚𝑚, 𝑝𝑝 is the pressure and 𝑁𝑁𝑅𝑅 
and 𝑁𝑁𝑆𝑆 stand for the number of reactions and species, respectively. In equation (4.4) 
the terms on the right-hand side represent changes in composition space due to 
chemical reactions and fuel injection, respectively. Equation (4.5) contains terms 
describing temperature changes caused by work due to piston movement, chemical 
reactions, and fuel injection, respectively. Equation (4.6) shows the convective heat 
transfer term. The total wall heat transfer is calculated through Woschni’s model (for 
details see, e.g., [106]). The distribution of the heat transfer over the particles follows 
a stochastic approach, explained by Bhave and Kraft [107]. Details of the fuel injection 
sub-model are explained in the work by Samuelsson et al. [108]. The right-hand side of 
equation (4.3) represents the time evolution of the MDF in composition and 
temperature space due to molecular mixing. For the SRM the right-hand side is 
modeled using a particle interaction model and a time dependent turbulent mixing 
time.  
In addition to the local variables, global quantities are distinguished. These are the 
total mass 𝑚𝑚, volume 𝑉𝑉 , and mean in-cylinder pressure 𝑝𝑝, which are assumed to not 
vary spatially in the combustion chamber. The volume change, in terms of crank angle 
degree, is calculated based on the known engine geometry. The pressure is calculated 




  (4.7) 
where the mean density 𝜌𝜌 is calculated as 𝜌𝜌(𝑡𝑡) = 𝑚𝑚𝑉𝑉 (𝑡𝑡) and 𝑇𝑇  and w are the mean 
temperature and mean molecular weight, respectively. Equation (4.3) is solved 
numerically using a Monte Carlo particle method (e.g., Pope [109]) with the operator 























where the subscripts stand for: Δ𝑉𝑉  piston movement, 𝑚𝑚𝑛𝑛𝑗𝑗 fuel injection, 𝐹𝐹𝑃𝑃  flame 
propagation (considered for SI engine only), 𝑚𝑚𝑚𝑚𝑚𝑚 the particle interaction process, 𝑐𝑐ℎ𝑒𝑒𝑚𝑚 
the chemical reactions and ℎ𝑡𝑡 heat transfer to the walls. The term 𝜕𝜕𝐹𝐹𝝓𝝓𝜕𝜕𝑡𝑡  is solved under 
the assumption of constant pressure, therefore a pressure correction at the end of time 
step is necessary and is calculated as in (4.9) with 𝑚𝑚 representing each of the operator 
split terms in equation (4.8) 








In the following sub-paragraphs, a more detailed description of the sub-models used 
in this work for fuel injection, flame propagation, turbulent mixing, particle interaction, 
chemical reactions and heat transfer are given.  
4.1.1. Fuel Injection 
Although more advanced approaches are implemented in the SRM code [111], in the 
present work, the liquid fuel is assumed to undergo vaporization at start of injection. 
Hence the injection profile given in the model is usually shifted by a few crack angles 
to account for the time needed by the fuel to vaporize. In other words, the inputted 
fuel mass injection curve is rather a vaporized mass injection curve. The energy needed 
for the vaporization is taken from the cylinder gas, as a consequence of mixing. The 
fuel is mixed with the corresponding amount of gas needed for supplying the 
vaporization energy. The amount of gas required for this purpose is referred in the text 
as mixing mass (𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚). To account for the injection of mass in the system, new particles 
are added to the MDF and the total mass in the system is changed accordingly. In 
Figure 4.2 a schematic summary of the particle handling process is presented. 
When fuel is added to the cylinder, the mass fractions and the temperatures of the 
current set of particles is changed depending on the composition of the fuel and its 
liquid injection temperature. Thus, for each particle the source terms need to be 
supplemented by the extra terms introduced in equations (4.4) and (4.5).  
The mixing mass needed to vaporize the fuel is calculated assuming that injected 
fuel and bulk gas have the same pressure (see equation (4.10)).  
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =
ℎ𝑓𝑓,𝑙𝑙𝑚𝑚𝑒𝑒�𝑇𝑇𝑓𝑓 � − ℎ𝑓𝑓,𝑔𝑔𝑎𝑎𝑠𝑠(𝑇𝑇𝑣𝑣)
ℎ𝑚𝑚(𝑇𝑇𝑣𝑣)  − ℎ𝑚𝑚(𝑇𝑇𝑚𝑚)
𝑚𝑚𝑓𝑓   (4.10) 
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The subscripts 𝑓𝑓  and 𝑣𝑣 denote fuel and vaporization, respectively. If the fuel is a 
mixture of several species, each species is dealt with separately, with respect to equation 
(4.10), as each molecule has a specific vaporization temperature. The final temperature 
of both the injected fuel and the mixing mass after completion of the process will be 
equal to the vaporization temperature (𝑇𝑇𝑣𝑣) at the given pressure, which is known from 
the liquid properties of the injected fuel (also given as input to the SRM). 
 
Figure 4.2 Schematic representation of the particle handling strategy during injection.  
4.1.2. Flame Propagation 
For spark ignition engine simulations, a two-zone approach is used in the SRM 
framework. Particles in the unburnt and the burnt zone can mix with particles in their 
own zone, but not with particles in the other zone. There is no interaction between 
unburnt and burnt zone, except for mass transfer from the unburnt to burnt zone. This 
mass transfer is governed by the turbulent flame propagation, which can be modelled 
using either the model proposed by Peters [112] (equation (4.11)), or the more advanced 
correlation proposed by Kolla [113] (equation (4.12)) and implemented by Bjerkborn 
et al. [114] in the SRM code.  
𝑠𝑠𝑡𝑡
𝑠𝑠𝑙𝑙













































Both approaches propose a correlation between the turbulent (𝑠𝑠𝑡𝑡) and the laminar 
flame speed (𝑠𝑠𝑙𝑙). The fluctuation of the turbulent velocity is noted as 𝑢𝑢′ in both 
correlations. The constant 𝐶𝐶 in (4.11) is a function of the turbulent length scale (𝑙𝑙) 
and the laminar flame thickness (𝛿𝛿); while the model constant (𝑛𝑛) in (4.11) can be 
tuned in the range [0.5 – 1.0]. In (4.12) 𝑇𝑇𝑢𝑢 represents the unburned zone temperature 
and 𝑇𝑇𝑎𝑎𝑑𝑑 is the adiabatic flame temperature; all the other values in (4.12) are assigned 
by the user and their reference values are reported in Table 4.1 (see also [114, 113]). 
Table 4.1. Typical turbulent flame propagation model constants in equation (4.12) 
𝜹𝜹 𝒍𝒍 𝒂𝒂 𝒃𝒃 𝒅𝒅 𝑪𝑪𝒎𝒎 𝜷𝜷′ 𝑪𝑪𝝁𝝁 
0.6 4.0 0.665 0.967 1.654 0.7 6.7 0.09 
 
The laminar flame speed sl is pre-calculated and stored in a look-up table as a 
function of equivalence ratio (ϕ), temperature, pressure and EGR and retrieved during 
run-time assuming averaged properties of the unburned zone. Starting at the spark 
instance, the flame front is tracked via a quasi-dimensional approach introduced in 
[114] and validated in several work for single and multiple spark plugs engine 
configurations [115, 116]. In Figure 4.3 an exemplary evolution of the spherical flame 
front calculated using the quasi-dimensional approach is presented based on the results 
obtained by Pasternak et al. in [115].  
 
  
Figure 4.3. Exemplary visualization of flame front evolution in the SI-SRM. Figure 
reprinted based on the results presented in [115]. 
4.1.3. Turbulence Modeling 
Turbulence is arguably one of the most important aspects to be addressed during 
model formulations for turbulent combustion simulations. Within the SRM framework 
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it is a crucial part from the model predictive capability stand-point. Based on the well-
known energy cascade and dimensional analysis, the velocity fluctuation 𝑢𝑢′ is given by 
the ratio of the integral length scale l and the turbulent mixing time 𝜏𝜏𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚. Integral 
length scale and velocity fluctuations can be related to the turbulent kinetic energy 𝑘𝑘 







In the SRM the scalar mixing time 𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚 is the main model parameter and must be 
either imposed or calculated on the fly. Turbulent and scalar mixing time can be related 





The mixing time governs the intensity of mixing between particles which in turn 
influences mixture inhomogeneities in the gas phase for scalars such as species mass 
fractions and temperature, which have a strong influence on the auto-ignition process, 
the local rates of heat release and pollutant formation. The shorter the mixing time, 
the higher the intensity of the mixing operations on particles and vice versa.  
A simple approach to construct the mixing time history is by using a set of empirical 
constants as done by Pasternak et al. [117] for Diesel combustion studies. A more 
comprehensive approach is to calculate 𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚  during run-time by employing a 
phenomenological turbulence model. Depending on whether a Diesel or a gasoline 
engine simulation is concerned, different phenomenological models have been 
implemented in the SRM code. In Figure 4.4 exemplary profiles of the scalar mixing 
times (calculated with the two mentioned phenomenological models) are presented to 
underline how different 𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚  may evolve during the firing phase of CI and SI 
combustion regimes.  
 
Figure 4.4. Exemplary mixing time histories computed using turbulence models for: a) 
Diesel engine condition [118]; b) port fuel injected SI engine condition [119]. 
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In the following sub-paragraphs, an overview on the models’ formulation is given for 
the parametrized mixing time model [120] as well as for the 𝑘𝑘-𝜖𝜖 and the 𝐾𝐾-𝑘𝑘 models 
that have been used in the present work. Equations and terms explanations have been 
mainly extracted from [120], [118] and [119].  
4.1.3.1. Empirical Turbulence Model 
In this approach, the evolution scalar mixing time profile is governed by four 
empirical parameters (per single fuel injection shot) noted as 𝜏𝜏0, 𝜏𝜏1, 𝜏𝜏2 and 𝜏𝜏3. In 
Figure 4.5 an exemplary mixing time profile obtained with this method is shown. Each 
parameter is representative of a different engine in-cylinder process occurring during 
the firing phase of the engine cycle. The parameter τ0 controls mixing from the intake 
valve closure to start of injection, the parameter τ1 corresponds approximately to the 
fuel injection duration, τ2 is associated with the diffusive part of the combustion, and 
τ3 describes the late combustion phase until the exhaust valve opening. Each of these 
quantities is considered as a calibration parameter. 
 
Figure 4.5. Schematic representation of a parametrized scalar mixing time for a single 
injection Diesel engine operating point. Figure reprinted from [117]. 
This approach has been validated in several studies and delivered good agreement 
with experimental data for large sets of Diesel engine cases and fuels [121, 12, 117, 48]. 
However, especially for multiple injection cases, the calibration process may require 
considerable efforts due to the implicit lack of physicality of the model parameters.  
4.1.3.2. Phenomenological Turbulence Model for Diesel Combustion 
The evolution of the turbulent kinetic energy 𝑘𝑘 is calculated using the method 
proposed by Kozuch [118]. The model is based on a one-equation approach where 𝑘𝑘 is 
affected by the changes in density, kinetic energy dissipation, squish flow, fuel injection 
and swirl motion. The kinetic energy in the cylinder is assumed to be homogeneous and 
isotropic in space. The change of the turbulent kinetic energy over time 𝑡𝑡 is formulated 
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as in (4.15), where also the main model calibration parameters (𝐶𝐶𝑑𝑑𝑒𝑒𝑛𝑛, 𝐶𝐶𝑑𝑑𝑚𝑚𝑠𝑠𝑠𝑠, 𝐶𝐶𝑠𝑠𝑒𝑒, 𝐶𝐶𝑚𝑚𝑛𝑛𝑗𝑗 








































  (4.15) 
The influence of density on turbulent kinetic energy is described by the change in 
the cylinder volume 𝑉𝑉𝑐𝑐𝑐𝑐𝑙𝑙. If the cylinder volume decreases the length scales are reduced 
and the turbulent kinetic energy increases and vice versa. The kinetic energy dissipation 
ϵ and length scale (l) are presented in equations (4.16) and (4.17) respectively, followed 





















For ω-shaped piston bowls a significant mass flow between the bowl and squish zone 
is observed close to top dead center. During the compression stroke the mass in the 
squish zone is pushed into the bowl zone. During the expansion stroke, the mass is 
flowing back into the squish zone because of the pressure difference. When the mass is 
flowing out of the bowl zone it detaches from the bowl rim and generates turbulent 
eddies. Measurements showed that the squish flow effect on turbulent kinetic energy is 
only dominant after TDC [118]. The squish term 𝑘𝑘𝑠𝑠𝑒𝑒 depends on w𝑠𝑠𝑒𝑒, which consists 






























The axial w𝑎𝑎 and radial w𝑟𝑟 velocity components depend on the geometric measures 
of the combustion chamber, which are schematically reported in Figure 4.6. The 
quantity noted as 𝑑𝑑𝑐𝑐𝑐𝑐𝑙𝑙 is the cylinder bore, 𝑉𝑉𝑐𝑐𝑐𝑐𝑙𝑙 is the instantaneous cylinder volume, 
𝑑𝑑𝑏𝑏𝐶𝐶𝑤𝑤𝑙𝑙 is the mean bowl diameter, 𝑉𝑉𝑏𝑏𝐶𝐶w𝑙𝑙 is the bowl volume and 𝑠𝑠𝑏𝑏𝐶𝐶w𝑙𝑙 is the maximum 
bowl depth. The contribution of swirl motion to turbulent kinetic energy is assumed to 
be proportional to the mean piston velocity 𝑐𝑐𝑚𝑚 and the length scale l. Modern Diesel 
engine injection systems utilize rail pressures between 300bar and 2000bar. Hence, the 
fuel jet entering the cylinder through the injector nozzles has a high kinetic energy, 
which affects the in-cylinder turbulent kinetic energy. 
 
Figure 4.6. Engine geometrical quantities used as input for the 𝑘𝑘-𝜖𝜖 turbulence model. 
Figure reprinted from [122].  
















In equation (4.22) ?̇?𝑚𝑚𝑚𝑛𝑛𝑗𝑗 corresponds to the fuel injection rate and 𝑚𝑚𝑐𝑐𝑐𝑐𝑙𝑙 is the total 
mass in the cylinder. The droplet velocity 𝑢𝑢𝐷𝐷𝑟𝑟,0 is calculated based on the Bernoulli 
equation in (4.23). The equation considers the pressure difference between rail pressure 
and cylinder gas pressure (𝛥𝛥𝑝𝑝) and the liquid fuel density 𝜌𝜌𝑓𝑓𝑢𝑢𝑒𝑒𝑙𝑙. As initial condition, 









𝑑𝑑𝑃𝑃𝑉𝑉  ℎ𝑃𝑃𝑉𝑉 �
 (4.24) 
where 𝜂𝜂𝑉𝑉  is the volumetric efficiency, 𝑑𝑑𝑃𝑃𝑉𝑉  is the intake valve diameter and ℎ𝑃𝑃𝑉𝑉  is 
the maximum intake valve lift. 
4.1.3.3. Phenomenological Turbulence Model for SI Combustion 
For SI engine simulations in the SRM, the quasi-dimensional model proposed by 
Dulbecco et al. [119] has been implemented. The rate of change of kinetic energy 𝐾𝐾 










































− 𝑃𝑃𝐾𝐾  


























−𝑃𝑃𝑘𝑘 − 𝐶𝐶𝑑𝑑𝑚𝑚𝑠𝑠𝑠𝑠 𝜖𝜖 
(4.26) 
The quantity noted as ?̇?𝑚𝑚𝑚𝑛𝑛 is the intake valve mass flow, 𝑚𝑚𝑐𝑐𝑐𝑐𝑙𝑙 is the trapped mass 
in the cylinder, 𝑣𝑣𝑚𝑚𝑛𝑛 is the intake valve flow velocity, 𝐾𝐾𝑚𝑚𝑛𝑛𝑗𝑗 is the kinetic energy from 
the direct injection, ?̇?𝑚𝐶𝐶𝑢𝑢𝑡𝑡 is the exhaust valve mass flow, 𝜌𝜌 ̇ and 𝑉𝑉 ̇  are the density and 
cylinder volume change respectively with 𝜌𝜌 and 𝑉𝑉  being density and instantaneous 
cylinder volume. The dissipation 𝜖𝜖 is derived via the integral length scale 𝑙𝑙, which is 
based on the instantaneous cylinder volume, as noted in equations (4.27) and (4.28). 
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The term 𝑃𝑃𝑘𝑘 is the production term for turbulent kinetic energy from tumble motion 











𝑙𝑙 = 𝐶𝐶𝑙𝑙𝑒𝑒𝑛𝑛 𝑉𝑉
1
3 (4.28) 










The parameters 𝐶𝐶𝑚𝑚𝑛𝑛𝑗𝑗 , 𝐶𝐶𝑐𝑐𝐶𝐶𝑚𝑚𝑝𝑝, 𝐶𝐶𝑡𝑡𝑘𝑘𝑒𝑒, 𝐶𝐶𝑑𝑑𝑚𝑚𝑠𝑠𝑠𝑠, 𝐶𝐶𝑙𝑙𝑒𝑒𝑛𝑛, 𝐶𝐶𝛽𝛽 , 𝐶𝐶𝛥𝛥,1, 𝐶𝐶𝛥𝛥,2 and 𝐶𝐶𝜏𝜏 are the main 
model constants that need to be trained during model calibration for the given engine. 
As done in the compression ignition turbulence, the scalar mixing time 𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚  is 
eventually calculated as the quotient of 𝑘𝑘 and 𝜖𝜖  for each computed crank angle 
degree. 
4.1.4. Particle Interaction Modeling 
The modeling of the particle interaction in the SRM governs how the gas-phase 
particle composition vectors evolve and is needed to mimic the composition change of 
real fluid parcels due to mixing caused by the turbulence. In the SRM the particle 
interaction sub-model strongly affects the complex chemistry of emission formation and 
describes the local character of turbulent flow and chemistry interaction. The particle 









In this work two different approaches have been used: the Coalescence/Dispersal 
model (also known as the Curl model [123]) and a modified version of the Euclidean 
Minimum Spanning Tree (EMST - proposed by Subramaniam et al. [124]).  
The basic idea of the Curl model is that two randomly chosen particles from a set 
of p particles, where 𝑝𝑝 < 𝑁𝑁𝑝𝑝 and 𝑁𝑁𝑝𝑝 is the total number of particles, are mixed to 
their mean. Figure 4.7 schematically illustrates the Curl model where the randomly 
chosen particle 𝑚𝑚 with its properties 𝜙𝜙(𝑚𝑚) at time 𝑡𝑡 is mixed with the randomly 
chosen particle 𝑛𝑛. At the time setup 𝑡𝑡 + 𝛥𝛥𝑡𝑡, their properties are equal and the mean of 
their sum at t; in the next mixing step, the particles are mixed with another particle 
if again chosen to be in the set 𝑛𝑛.  
 
Figure 4.7. Mixing step in the Curl model. Figure rearranged from [111]. 
The mean values of a property of the computational domain and the number of 
particles are not changed during the mixing. Unlike pairwise exchange models such as 
Curl, in the EMST model particles’ interaction is governed by their position in 
composition space. At each time step a Euclidean spanning tree is constructed through 
connecting unordered pairs of SRM particles (called edges) based on actual composition 
and enthalpy space. Thereafter, particle interaction is only allowed between neighbor 
particles in composition space. Furthermore, the interaction rate between two particles 
at either end of the edge depends on the morphology of the constructed spanning tree 
in the given scalar dimension. In other words, this method allows for a more realistic 
particle interaction representation since locality in composition and enthalpy space is 
considered. For an MDF particle, the evolution equation for the particle composition 
vector 𝝓𝝓𝑚𝑚 = 𝜙𝜙𝛽𝛽𝑚𝑚, where 𝛽𝛽 = 1, … , 𝑁𝑁𝑆𝑆𝑐𝑐𝑎𝑎𝑙𝑙𝑎𝑎𝑟𝑟𝑠𝑠 and 𝑚𝑚 = 1, … , 𝑁𝑁𝑃𝑃 , can be written as:  
𝑤𝑤𝑚𝑚𝑑𝑑𝝓𝝓𝑚𝑚
𝑑𝑑𝑡𝑡




where 𝑤𝑤𝑚𝑚 is the particle weight, the 𝑣𝑣𝑡𝑡ℎ edge connects the particle pair (𝑚𝑚𝑣𝑣, 𝑛𝑛𝑣𝑣), 𝛿𝛿 
represents the Kronecker delta and 𝐵𝐵𝑣𝑣 is an edge coefficient that depends linearly on 
the edge weight. The parameter α is determined at each time step under the constraint 
that scalar variances decay at a prescribed rate. More details on the derivation of 𝛼𝛼 
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can be found in [124]. In the present thesis, a special constraint for the construction of 
the EMST has been assumed: scaling factors have been specified for each scalar 
included in the particle composition vector in order to differentiate which dimension is 
dominant during EMST construction. Independently on the chemistry solver, scaling 
factors have been assumed such that among all scalars involved in the particle 
composition vector (𝑌𝑌1 , … , 𝑌𝑌𝑁𝑁𝑠𝑠𝑝𝑝𝑒𝑒𝑐𝑐𝑚𝑚𝑒𝑒𝑠𝑠 , 𝑍𝑍, ℎ, 𝑒𝑒𝑡𝑡𝑐𝑐. ) mixture fraction (𝑍𝑍 ) has the biggest 
impact on the construction of the spanning tree. From the modeling perspective this 
assumption implies that during fuel injection and onwards the mixing between rich and 
lean particles always occurs at a higher rate. Furthermore, mixture fraction was used 
to avoid artifacts occurring during tree construction if all dimensions (mostly composed 
of species) had the same weight. From the physical point of view, this approach mimics 
better the typical air entrainment phenomenon occurring in Diesel sprays much better 
than other models (i.e., [123]).  
To better illustrate the importance and impact of the choice of the particle 
interaction model, in Figure 4.8 a comparison of two SRM Diesel engine simulations 
using Curl and EMST are shown in terms of in-cylinder pressure and rate of heat 
release. The experimental data, and model setup, are taken from a low-load, low-speed 
operating point with double injection (𝑆𝑆𝑂𝑂𝑃𝑃𝑝𝑝𝑚𝑚𝑙𝑙𝐶𝐶𝑡𝑡  =  −14.0 CAD aTDC and 𝑆𝑆𝑂𝑂𝑃𝑃𝑚𝑚𝑎𝑎𝑚𝑚𝑛𝑛 =
4.0 CAD aTDC). Correct prediction of the pilot injection heat release is particularly 
challenging in this part of the engine map. Due to the very low amounts of injected 
fuel, depending on the particle interaction model, the mixture may easily become too 
lean, or stay too rich, in the computational domain and result in poor agreement with 
experimental values.  
 
Figure 4.8. In-cylinder pressure (left) and apparent rate of heat release (right) for a low-
load low-speed double injection Diesel engine operating point.  
In Figure 4.9, scatter plots in temperature and equivalence ratio space are shown 
together with contours of the fuel mass fraction in each SRM particle. Three instances 
have been depicted based on the combustion predictions shown in Figure 4.8. The first 
instance (Figure 4.9 a)) displays the difference in the mixture formation process 
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occurring 4 crank angles after the pilot start of injection. Thanks to the composition 
driven particle mixing, the EMST computes a more realistic distribution of equivalence 
ratios in the combustion chamber.  
 
Figure 4.9. Scatter plots in mixture fraction vs. temperature space with fuel mass 
fraction contours at a) pilot injection mixture formation instance; b) pilot injection heat 





This aspect is also facilitating a faster auto-ignition than in the Curl simulation, 
thanks to the higher number of particles in the nearness of stoichiometry. In Figure 4.9 
b) it can be seen that the in the EMST-based simulation most of the fuel has fully 
mixed and undergone combustion, while in the Curl-based simulation a noticeable 
number of rich particles have not yet mixed with the bulk gas. Similarly to the pilot 
injection, better mixture preparation can be seen also during the main injection event 
in the EMST-based simulation compared to the Curl results. 
In conclusion, during the various simulation campaigns performed in this work, the 
Curl mixing model delivered a generally acceptable agreement, and it can be confidently 
used for single injection cases. The EMST proved to give remarkably better combustion 
predictions than Curl for multiple-injection cases featuring very small amounts of 
pilots. However, the EMST was also found to deliver worse engine-out emission 
predictions than Curl due to the generally faster combustion rate (independently of the 
mixing time tuning). For this reason, in the SRM code it was implemented a hybrid 
mixing mode where the EMST mixing model is used during pilot injection instances, 
while for the main injection and onwards the Curl model is used instead. This proved 
to be the optimal solution especially for engine cases having complex multi-injection 
strategies. 
4.1.5. Chemical Reactions 
Depending on whether the online or the chemistry solver is used in the simulation, 
different operations are performed in this step of the operator split. In Figure 4.10 a 
summary of the transported quantities in each SRM particle is shown.  
 
Figure 4.10. Schematic representation of the transported quantities in each SRM 
particle when using (left) the online chemistry solver and (right) the tabulated chemistry 
solver. 
When using the online chemistry solver, a set of PDEs must be solved to calculate 

























This step needs sub-cycling since the governing equations are highly nonlinear and 
may present stiffness depending on the reaction mechanism adopted. A standard 
backward differential function (BDF) method combined with a Newton algorithm is 
used to solve this system of equations. The result is the new chemical composition for 
the particle at the new timestep. 
When using the tabulated chemistry solver, the chemistry solution is already 
available. Hence, in CPV-SRM coupled runs a table look-up is performed at each time-
step and for each particle, based on the local values of mixture fraction (𝑍𝑍), mass 
fraction EGR (𝑐𝑐𝐸𝐸𝐸𝐸𝑅𝑅), unburned temperature, pressure and reaction progress variable 
𝐶𝐶  (calculated based on the transported ℎ298 , see equation (3.11)). Based on the 
retrieved mixture averaged thermodynamic polynomials (𝑇𝑇𝑝𝑝 ) and mean molecular 
weight of the mixture (𝑤𝑤𝑒𝑒) as well as the source terms for progress variable and 
emissions (NO and Soot) the new properties of the particles are updated (i.e., 
Temperature) as well as any of the user-defined transported species profile. 
4.1.6. Heat Transfer 
In the SRM framework each particle may have a different temperature and hence, 
transfer different amounts of heat to the walls. This, on top of the stochastic nature of 
the mixing process, makes the SRM capable of accounting for in-homogeneity effects 
leading to cycle-to-cycle variations. A stochastic approach, introduced in [125] and 
validated in [126] against DNS data, is employed to decide the heat transfer distribution 
over the particles. A stochastic heat transfer constant 𝐶𝐶ℎ𝑡𝑡 is also defined to tune the 
heat transfer distribution. A lower value leads to a larger amount of heat transfer for 
each particle and fewer particles participating in the exchange with the walls. 
Consequently, a larger value of 𝐶𝐶ℎ𝑡𝑡 leads to less heat transfer for each particle and 
consequently to a larger number of particles participating to fulfil the total amount of 
heat transfer at each time step. With the stochastic heat transfer constant going 
towards infinity, a deterministic heat transfer calculation would be reproduced. 
In the present work, the Woschni correlation has been used to calculate the total 
heat transfer for all the SRM simulation campaigns. The recommended parameters, as 
presented in [127], have been used together with 𝐶𝐶ℎ𝑡𝑡 = 15. The heat transfer coefficient 
ℎ𝑔𝑔, as already noted in equation (4.6), is calculated as follows [127]: 
ℎ𝑔𝑔 = 3.26 𝑑𝑑−0.2 𝑝𝑝0.8 𝑇𝑇 −0.53 �𝐶𝐶1 𝑐𝑐𝑚𝑚 + 𝐶𝐶2
𝑉𝑉 𝑇𝑇0
𝑝𝑝0𝑉𝑉0
(𝑝𝑝 − 𝑝𝑝𝑚𝑚𝐶𝐶𝑡𝑡)� (4.35)  
𝐶𝐶1 and 𝐶𝐶2 are model constants, 𝑑𝑑 is the cylinder bore, 𝑝𝑝, 𝑉𝑉  and 𝑇𝑇  are the in-
cylinder pressure, volume and temperature respectively, 𝑐𝑐𝑚𝑚 is the mean piston speed 
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and 𝑝𝑝𝑚𝑚𝐶𝐶𝑡𝑡 is the motored cylinder pressure. The subscript 0 refers to properties being 
taken at the reference condition.  
Once the total heat transfer 𝑄𝑄ℎ𝑡𝑡 (equation (4.6)) is calculated in the timestep 𝛥𝛥𝑡𝑡, a 
time jump parameter 𝑡𝑡𝑗𝑗𝑝𝑝  (4.36) is computed proportionally to the stochastic heat 
transfer constant and the number of particles 𝑁𝑁𝑃𝑃 , followed by the calculation of a sub-




 (4.36)  
𝑡𝑡𝑠𝑠𝑢𝑢𝑏𝑏 = 𝑡𝑡𝑠𝑠𝑡𝑡𝑎𝑎𝑟𝑟𝑡𝑡 −
1
𝑡𝑡𝑗𝑗𝑝𝑝
 𝑙𝑙𝐶𝐶𝑔𝑔�𝑅𝑅𝑁𝑁𝑃𝑃 ,0� (4.37) 
ℎ𝑛𝑛 = 𝑇𝑇𝑛𝑛 −
𝑇𝑇𝑤𝑤𝑎𝑎𝑙𝑙𝑙𝑙
𝐶𝐶ℎ𝑡𝑡
    ;     𝑇𝑇𝑛𝑛 = 𝑇𝑇𝑤𝑤𝑎𝑎𝑙𝑙𝑙𝑙 − ℎ𝑛𝑛 (4.38) 
At this point a random particle n is selected, and the heat transfer through the 
fluctuation in heat between the particle and the wall ℎ𝑛𝑛 is calculated. The particle 
properties are then updated based on the updated temperature 𝑇𝑇𝑛𝑛 as per equation 
(4.38). This sub-stepping process is then re-iterated until the full timestep 𝛥𝛥𝑡𝑡 is 
computed.  
4.2. Combustion Modeling in 3-D CFD RANS  
The in-cylinder combustion process is certainly among the most challenging 
problems for 3-D CFD modelers. A reactive ICE simulation involves in fact a 
remarkable amount of interdependent sub-models, which are needed to account for the 
diverse fluid-dynamic, multi-phase flow and chemical phenomena involved, such as 
liquid fuel injection, spray evaporation, turbulence chemistry interaction, gas and solid 
phase pollutant formation mechanisms. In the present work, specifically in Chapter 6, 
several sub-models have been used in line with the engineering best practices for ICE 
simulations in RANS-CFD. To keep relevance with the main topic of the present thesis, 
this paragraph will only address the modelling aspects related to the combustion 
chemistry solvers used and implemented in the present work. Comprehensive 
descriptions of the governing equations as well as of the other sub-models for spray 
break-up, evaporation, turbulence and heat transfer used in Chapter 6 can be found in 
[21, 56, 128]. Details on the numerical aspects, such as meshing/time-stepping 
algorithms and their implementation in the CFD code, can be found in [20].  
The combustion modelling community has proposed a wide number of approaches 
to model turbulent combustion in flames and engines. One of the main challenges to 
be addressed when modelling turbulent reactive flows lies in the closure of the chemistry 
source term. This is due to the fact that turbulence causes fluctuations of reactive 
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scalars and state variables. The simplest approach to tackle this problem consists in 
using a laminar source term closure for the chemical source term or, in other words, 
neglect fluctuations due to turbulence and rely on the cell mean quantities. This 
approach is often addressed in literature as well-stirred reactor (WSR) model and is 
among the most widely used methods by OEMs for ICE combustion analyses. 
More complex approaches, where turbulence chemistry interaction (TCI) effects are 
considered, have been developed for RANS and LES frameworks and can be categorized 
in 1) models based on presumed probability density functions (i.e., flamelet-based 
methods), and 2) models based on transported PDFs. In depth discussions on the 
mentioned categories of models as well as on the challenges of turbulent combustion 
modeling with TCI can be found in [129, 53, 130]. 
As discussed in Chapter 3 the developed progress variable model relies on the 
tabulation of adiabatic constant pressure reactors where no TCI effects are taken into 
account. This implies that, to consistently assess CPV model accuracy in CFD, a WSR-
based approach featuring on-the-fly chemistry calculation is the appropriate choice.  
4.2.1. The Well Stirred Reactor Model 
The main assumption behind the WSR model is that the mixture inside the 
computational reactor (i.e., a full CFD cell) is ‘‘well stirred’’ which is to say 
homogeneously mixed. This means that, on a cell level, the three-dimensional system 
is reduced to a zero-dimensional problem where no transport of momentum is needed 
within the cell. However, the transport of species between cells must be considered. 
Assuming Favre averaging, and the usual RANS assumption for the diffusion term, the 













 = ?̇?𝜔𝑠𝑠 + ?̇?𝜔𝑠𝑠𝑝𝑝𝑟𝑟𝑎𝑎𝑐𝑐 𝛿𝛿𝑠𝑠,𝑓𝑓   (4.39)  
In equation (4.39) 𝑆𝑆𝑐𝑐𝑠𝑠,𝑡𝑡 is the turbulent Schmidt number for species 𝑠𝑠; 𝜇𝜇𝑡𝑡 is the 
turbulent viscosity, 𝑢𝑢𝚤𝚤� and 𝑌𝑌𝑠𝑠�  are the mean components of the velocity over direction 
𝑚𝑚 and the mass fraction of species 𝑠𝑠, respectively. On the right had side, the formation 
or consumption rate due to chemical reactions for the given species 𝑠𝑠 is notes as ?̇?𝜔𝑠𝑠, 
while ?̇?𝜔𝑠𝑠𝑝𝑝𝑟𝑟𝑎𝑎𝑐𝑐 is the spray source term in case the fuel species 𝑓𝑓  is injected in the system 
and 𝛿𝛿𝑠𝑠,𝑓𝑓  is the Kronecker delta. 
The chemical source term for the species can be calculated through a given reaction 
scheme which contains a certain number of species (𝑁𝑁𝑆𝑆 ) and reactions (𝑁𝑁𝑅𝑅). As 
described in [21], a multi-step chemical reaction mechanism can be formulated in the 










 𝑋𝑋𝑠𝑠      𝑓𝑓𝐶𝐶𝑟𝑟      𝑟𝑟 = 1, 2, … , 𝑁𝑁𝑅𝑅 (4.40)  
where 𝑣𝑣𝑠𝑠,𝑟𝑟′  and 𝑣𝑣𝑠𝑠,𝑟𝑟′′  are the stoichiometric coefficients for the reactants and products 
respectively, for species 𝑠𝑠 due to reaction 𝑟𝑟. For better readability, the following will 
be assumed: 
𝑣𝑣𝑠𝑠,𝑟𝑟 = 𝑣𝑣𝑠𝑠,𝑟𝑟′′ − 𝑣𝑣𝑠𝑠,𝑟𝑟′   (4.41) 
From the reaction mechanism, the formation rate ?̇?𝜔𝑠𝑠 of species 𝑠𝑠 is obtained by 
[21]: 











 (4.42)  
�𝑋𝑋𝑠𝑠� is the molar concentration of species 𝑠𝑠, 𝑘𝑘𝑓𝑓,𝑟𝑟 and 𝑘𝑘𝑏𝑏,𝑟𝑟 are the forward and 
backward rate coefficients for reaction r, respectively. The forward rate coefficient can 
be determined by the Arrhenius law as: 
𝑘𝑘𝑓𝑓,𝑟𝑟(𝑇𝑇 ) = 𝐴𝐴𝑟𝑟𝑇𝑇 𝑛𝑛𝑟𝑟 𝑒𝑒𝑚𝑚𝑝𝑝 �−
𝐸𝐸𝑎𝑎,𝑟𝑟
𝑅𝑅𝑇𝑇 �
  (4.43)  
The activation energy 𝐸𝐸𝑎𝑎,𝑟𝑟 , the pre-exponential factor 𝐴𝐴𝑟𝑟  and temperature 
exponent 𝑛𝑛𝑟𝑟 are included in the reaction scheme for each reaction 𝑟𝑟. 𝑅𝑅 and 𝑇𝑇  are the 
universal gas constant and temperature, respectively. The backward rate coefficient is 
calculated via the equilibrium coefficient 𝐾𝐾𝑒𝑒𝑒𝑒 , which is determined from the 










𝑠𝑠=1  (4.45)  






 (4.46)  
 
63 
In equation (4.45) 𝑝𝑝𝑎𝑎𝑡𝑡𝑚𝑚 is the atmospheric pressure; in equation (4.46) 𝛥𝛥 refers to 
the change that occurs when passing completely from reactants to products in the 𝑟𝑟𝑡𝑡ℎ 

















The calculated species reaction rate ?̇?𝜔𝑠𝑠 is then used to calculate the formation or 







The change in temperature according to the reactions is then calculated via the 






𝑉𝑉 � − ∑ �ℎ𝑠𝑠 ?̇?𝜔𝑠𝑠�𝑠𝑠
∑ �𝑌𝑌𝑠𝑠𝑐𝑐𝑝𝑝,𝑠𝑠�𝑚𝑚
 (4.50) 
?̇?𝑄 is the heat release rate, 𝑉𝑉  is the volume while ℎ𝑠𝑠  and 𝑐𝑐𝑝𝑝,𝑠𝑠  are the specific 
enthalpy and heat capacity at constant pressure for species s , respectively. The 
equations above must be solved at each computational time-step so that the species 
concentration can be updated appropriately. Because the species reaction rates ?̇?𝜔𝑠𝑠 can 
be vastly different, the timescales of change of different species concentrations can vary 
significantly. Therefore, the system of equations can be stiff and usually require 
specialized numerical integration routines for their solution.  
In CONVERGE, the SAGE kinetic solver [131] is employed to solve the system of 
ordinary differential equations (ODEs) using either a CVODE-based solver [132] or a 
sparse linear equation solver based on [133]. The temperature obtained via equation 
(4.50) is used to update only the rate coefficients solved by the SAGE solver and is not 
used to update the cell temperature [20]. The cell temperature is updated after the 
detailed chemistry calculation has converged using the computed species 
concentrations. Especially for large chemical mechanisms, long computational times 
due to the solution of the chemistry in each cell can be reduced by grouping together 
similar computational cells and then invoking the chemistry solver once per group 
rather than once per cell. One of these methods is the adaptive zoning algorithm [134] 
and is fully integrated into CONVERGE. Additionally, a cut-off temperature 𝑇𝑇𝑐𝑐𝑢𝑢𝑡𝑡 (600 
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K in this thesis) and a cut-off mole fraction 𝐻𝐻𝐶𝐶𝑚𝑚𝑚𝑚𝑛𝑛 (defined as sum of CO, H2 and 
hydrocarbons species) are defined. If temperature and/or mole fraction of the given cell 
(or zone) fall below the defined cut-off values, the kinetic solver will not be called [20]. 
In the present work, the tabulated chemistry solver has been compared to 
CONVERGE runs using the SAGE solver with adaptive zoning. Default model 
parameters for the zoning algorithm and kinetics solver have been used. For more 
details, please refer to [20]. 
4.2.2. CPV Model Implementation in CFD 
Compared to a CONVERGE run using the built-in WSR chemistry solver, in CPV 
coupled runs the combustion model is replaced entirely and the chemistry solution is 
fully handled via user coding. The transport of species and passive scalars needed for 
the chemistry look-up is handled by the 3-D CFD code instead.  
The case specific fuel species as well as a set of standard species (O2, N2, CO2, H2O, 
CO, H2, C2H2, C2H4, H, O, OH, N, NO) are defined as the only active scalars in the 
computational domain independently on the mechanism used during tabulation. These 
species are necessary to calculate the thermodynamic properties of the in-cylinder 
content and, in turn, engineering quantities such as the rate of heat release. The 
transport equation for these species is formulated as in (4.39) and the source terms are 
passed to CONVERGE based on the retrieved values from the CPV table. 
To correctly evaluate the look-up parameters for the auto-ignition and emissions 
source terms table, the following passive scalars are also defined and transported in the 
computational domain: mixture fraction (𝑍𝑍), latent enthalpy (ℎ298), mass fraction EGR 
(𝑐𝑐𝐸𝐸𝐸𝐸𝑅𝑅), soot moments (𝑀𝑀0 and 𝑀𝑀1) and the table-based NO species (𝑁𝑁𝑂𝑂𝑙𝑙𝑚𝑚𝑏𝑏). In 
equations (4.51) and (4.52) the transport equations for mixture fraction and latent 


























 = ?̇?𝜔ℎ298 + ?̇?𝜔ℎ298,𝑠𝑠𝑝𝑝𝑟𝑟𝑎𝑎𝑐𝑐 
(4.52) 
In equations (4.51) and (4.52) the terms on the left-hand side are handled by the 
CFD code. Depending on the spray evaporation model used, the CFD code also 
provides the fuel species source term due to fuel injection. This quantity is then used 
to derive the spray terms (?̇?𝜔𝑍𝑍,𝑠𝑠𝑝𝑝𝑟𝑟𝑎𝑎𝑐𝑐 and ?̇?𝜔ℎ298,𝑠𝑠𝑝𝑝𝑟𝑟𝑎𝑎𝑐𝑐) on the right hand side of equations 
(4.51) and (4.52). The enthalpy source term ?̇?𝜔ℎ298 due to chemical reactions is entirely 
handled via user-coding. It must be noted that the normalized progress variable as 
defined in equation (3.11)) is not transported itself. The combustion progress is 
calculated form the transported mixture fraction (𝑍𝑍 ) and ℎ298  in each cell. The 
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pressure 𝑝𝑝  is provided by the CFD code data structure while the unburned 
temperature (𝑇𝑇𝑢𝑢) is evaluated based on the cell local: equivalence ratio (𝜙𝜙), mass 
fraction EGR and total enthalpy. Hence, after all necessary look-up variables are 
evaluated (𝑝𝑝, 𝑇𝑇𝑢𝑢 , 𝜙𝜙, 𝑐𝑐𝐸𝐸𝐸𝐸𝑅𝑅, 𝐶𝐶 ), the updated species mass fractions are retrieved, 










5.   
Chapter 5  
 
CPV Validation using 0-D Stochastic Reactor 
Models 
This chapter covers the results of three SRM simulation campaigns. The first two 
are based on a set of experimental data from a passenger car and a heavy-duty Diesel 
engine, respectively. The third campaign was conducted based on single cylinder spark 
ignition engine data. In each paragraph, a brief description of the experimental data 
and computational setups is presented, followed by a result comparison between 
measurements, the online and the tabulated chemistry solvers (see paragraph 4.1.5) 
with respect to engine performance parameters and engine-out emissions. All the 
simulation results in this chapter have been obtained using the software LOGEengine 
[18]. 
5.1. Light-Duty Diesel Engine Simulations 
The simulation setups refer to experimental data from a direct injected EURO 6 1.5 
liters passenger car engine. Some details on the experimental campaign and engine 
geometry can be found in [121]. However, experimental pressure traces are omitted in 
this paragraph so to comply with confidentiality agreements.  
A total of 10 operating conditions with multiple injection strategies have been 
selected in order to assess performance of the tabulated chemistry methodology against 
the online chemistry solver. The operating conditions have been chosen so that EGR, 
speed, load and injection strategy variations are considered. In Table 5.1 the details of 
the investigated operating conditions are reported.  
Commercial Diesel fuel was used during experiments, whereas in the simulations n-
heptane was used as surrogate fuel model employing the mechanism presented in [89]. 
A liquid fuel properties comparison is summarized in Table 5.3. The liquid properties 
of n-heptane differ from the diesel properties in terms of lower heating value (LHV), 
density and viscosity. Cetane number on the other hand compares well to Diesel fuel 
and makes it a good candidate to match the ignition delay of the EU commercial Diesel. 
The C:H ratio of Diesel is 1:1.87 and differs from n-heptane with 1:2.29, which impacts 
the emission formation characteristics of the two fuels. Because of the larger LHV of 
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n-heptane compared to Diesel, the total injected fuel mass in the SRM simulations has 
been decreased, with respect to the measured values, to ensure consistency with the 
energy content in both experimental and computational systems. 
Table 5.1. Light-duty Diesel engine operating conditions. 
Case Name Speed (rpm) IMEP (bar) EGR (mass%) Injection pulses (#) 
LD01 1500 2.1 4.2 2 
LD02 1500 2.1 25.0 2 
LD03 1500 2.1 40.0 2 
LD04 1500 10.5 4.2 2 
LD05 2000 2.1 4.2 2 
LD06 2000 7.0 4.2 2 
LD07 2000 23.5 4.2 2 
LD08 3000 10.5 4.2 2 
LD09 4000 10.5 4.2 1 
LD10 4000 16.0 4.2 1 
 
Boundary conditions for the SRM simulations, computed for the part of the engine 
cycle between IVC and EVO, were obtained via the thermodynamic analysis module 
of LOGEengine [18], using the measured pressure traces as inputs. 
Table 5.2. SRM main model settings for the light-duty Diesel engine simulations. 
Parameter Value 
Particle interaction model  EMST 
Number of particles (-) 500 
Simulation time-step (CAD) 0.5 
Number of consecutive cycles (-) 10 
Heat transfer model Woschni 
Stochastic heat transfer constant (-) 15 
Table 5.3. Liquid properties of the experimental and surrogate fuel mixture used in 














Diesel 40.6 836 53 86.0 13.4 0.6 
n-Heptane 44.6 686 56 84.0 16.0 0.0 
 
In Figure 5.1 the injection profiles for the simulated operating conditions are shown. 
The model calibration procedure for the presented operating conditions was carried out 
in using a genetic algorithm and under the assumption of empirically defined mixing 
time (see 4.1.3.1). Please refer to [122] for more details on how the mixing time 
parameters were calibrated using the online chemistry solver. In the present simulation 
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campaign, the SRM model parameters optimized in [122] were applied to the tabulated 
chemistry solver setups without any further change.  
 
Figure 5.1. Fuel injection rates for operating conditions from 1-5 a) and 6-10 b) as 
listed in Table 5.1. 
In Figure 5.2, Figure 5.3 and Figure 5.4 comparisons of predicted in-cylinder pressure 
history and chemical rate of heat release are shown for all investigated operating points 
(see Table 5.1). For the whole range of conditions, the online and the tabulated 
chemistry solver show a very close match with respect to the heat release rate due to 
the main injection events. The most noticeable differences are seen in the pilot injection 
heat release histories, especially in the low-speed low-load region (see Figure 5.2 a), b) 
and c)). While the start of combustion is closely matched between the two solvers, the 
evolution of the pilot injection heat release starts to differ. More in detail, the tabulated 
chemistry solver computes a generally faster burn rate than the online solver in the 
early phase. Nevertheless, during the main injection event the predicted chemical heat 
release rates match very well.  
In Figure 5.5 comparisons of the main engine combustion phasing parameters (CA05, 
CA10, CA50 and CA90), the peak cylinder pressure (value and location in CAD) as 
well as computed IMEP are compared in a normalized form with reference to the online 
solution. The most relevant differences in combustion predictions can be seen in the 
CA05 and the CA10 histograms especially for LD03 (low-load high EGR case). Under 
such conditions the fuel undergoes the NTC behavior. It is likely to happen that the 
interpolation error starts to play a significant role. It has also to be considered that, 
given the fact that the CPV solver is called in each stochastic particle (500 in total 
have been used in this campaign), an error propagation/compensation effect may be 
observed in these simulations. Nevertheless, from a purely engineering standpoint, the 
reported discrepancies between the two solvers, lie within a comparable order of 
magnitude of what experimentally is observed as cycle-to-cycle variability.  
As for engine out emissions, no comparisons are presented since the scope of the 
present campaign was to first establish a computationally efficient methodology for 
combustion prediction using tabulated chemistry within the SRM framework. In the 




Figure 5.2. In-cylinder pressure history (left) and chemical heat release rate (right) 
comparison between SRM with online and CPV solvers for a) operating conditions LD01, 









Figure 5.3. In-cylinder pressure history (left) and chemical heat release rate (right) 
comparison between SRM with online and CPV solvers for a) operating conditions LD05, 








Figure 5.4. In-cylinder pressure history (left) and chemical heat release rate (right) 
comparison between SRM with online and CPV solvers for a) operating conditions LD09, 
and b) LD10 as noted in Table 5.1. 
 
Figure 5.5. Simulated engine performance parameters and major emissions at EVO for 





5.2. Heavy-Duty Diesel Engine Simulations 
The simulation setups were constructed based on experimental data from a heavy-
duty (HD) 13.0 liters Diesel engine. A direct injection system is mounted to the engine 
that allows injection pressures up to 2000 bar. The measurements are without external 
EGR, while the engine itself has an external EGR system in-built. The measurement 
data consist of 10 operating points from 1000 rpm to 1700 rpm engine speed and 6 bar 
to 22 bar indicated mean effective pressure. The operating points are outlined in Table 
5.4. The operating points 1 to 9 have a single injection rate profile, while the operating 
point 10 has a double injection rate profile (pilot + main) as presented in Figure 5.6. 
The crank-angle resolved pressure profile is measured for one cylinder and used to 
calibrate the combustion of the 0-D SRM.  
Table 5.4. Heavy-Duty engine operating conditions. 
Case Name Speed (rpm) IMEP (bar) EGR (mass%) Injection pulses (#) 
HD01 1700 19.0 4.0 1 
HD02 1300 22.0 4.0 1 
HD03 1300 14.5 4.0 1 
HD04 1300 6.0 4.0 1 
HD05 1200 6.0 4.0 1 
HD06 1200 14.5 4.0 1 
HD07 1200 22.0 4.0 1 
HD08 1000 6.0 4.0 1 
HD09 1000 11.0 4.0 1 
HD10 1000 22.0 4.0 2 
 
Figure 5.6. Fuel injection rates as a function of crank angle degree (assuming 0 as firing 
TDC) for operating conditions a) from 1-5 and b) 6-10 as listed in Table 5.4. 
Commercial Diesel fuel was used during experiments, whereas in the simulations a 
mixture of n-decane and α-methylnaphthalene (75% - 25% mass fractions respectively, 
also noted as IDEA mixture) was employed as surrogate fuel model. A liquid fuel 
properties comparison is summarized in Table 5.5.  
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Table 5.5. Liquid properties of the experimental and surrogate fuel mixture used in 














EU Diesel 41.60 820.0 49.0 86.0 13.40 0.6 
IDEA surrogate fuel 42.94 783.0 52.3 86.62 13.38 0.0 
 
The chemical kinetic scheme has been taken from the LOGEfuel database [18]. The 
mechanism is an improved version of the detailed model from Wang X. [47]. It features 
oxidation models for n-decane, 𝛼𝛼-methylnaphthalene and methyl decanoate as main 
fuel species as well as a detailed PAH growth mechanism [90] and thermal NOx model. 
The detailed reaction scheme was reduced to a size of 189 species using the method 
described in [15].  
The measured pressure profile was analyzed using the thermodynamic analysis of 
LOGEengine [18]. This procedure provided chemical kinetics-based estimations of wall 
temperature, in-cylinder temperature at IVC, internal EGR fraction and the apparent 
rate of heat release (RoHR). The SRM model calibration for the presented operating 
conditions was carried out using the procedure described in [13] and the Curl [123] 
particle interaction sub-model was used. In Table 5.6 and Table 5.7 the main SRM 
model parameters and the calibrated 𝑘𝑘-ϵ model constants are presented respectively 
[118]. To ensure consistency during chemistry solver comparisons, the same set of model 
parameters and constants were applied to both the online and tabulated chemistry 
solver runs without any re-calibration.  
Table 5.6. SRM main model settings for the heavy-duty Diesel engine simulation 
campaign. 
Parameter Value 
Number of particles (-) 500 
Simulation time-step (CAD) 0.5 
Number of consecutive cycles (-) 30 
Woschni constant C1 2.28 
Woschni constant C2 0.0035 
Stochastic heat transfer constant (-) 15 
Table 5.7. Calibrated constants for the 𝑘𝑘-ϵ turbulence model. See paragraph 4.1.3.2. 
𝑪𝑪𝒔𝒔𝒔𝒔  𝑪𝑪𝒊𝒊𝒊𝒊𝒊𝒊  𝑪𝑪𝒔𝒔𝒔𝒔 𝑪𝑪𝒅𝒅𝒊𝒊𝒔𝒔𝒔𝒔 𝑪𝑪𝝉𝝉  
1.0 11.0 136.0 9.1 0.35 
 
In Figure 5.7, Figure 5.8 and Figure 5.9 comparisons of experimental and simulated 
in-cylinder pressure histories, rate of heat release, combustion phasing parameters and 







Figure 5.7. In-cylinder pressure and apparent heat release histories (left), combustion 
phasing parameters (top right) and normalized engine-out emissions (bottom right) for 










Figure 5.8. In-cylinder pressure and apparent heat release histories (left), combustion 
phasing parameters (top right) and normalized engine-out emissions (bottom right) for 









Figure 5.9. In-cylinder pressure and apparent heat release histories (left), combustion 
phasing parameters (top right) and normalized engine-out emissions (bottom right) for 
operating points a) HD09 and b) HD10 (see Table 5.4). 
In Figure 5.10 comparisons of the CA50, Peak Cylinder Pressure location in CAD 
(PCPCAD), as well as CO CO2, unburned hydrocarbons (uHC) and NO at EVO are 
shown for all operating points.  
To comply with data confidentiality restrictions, all the results shown in this 
simulation campaign are presented in a normalized fashion. With respect to engine out 
emissions different normalization strategies have been applied to ensure meaningfulness 
of the shown comparisons. More in details, for CO2 and NO, the simulated ppm values 
have been normalized with respect to the experimental measurements. For CO and 
uHC instead, the normalization has been computed based on the difference in ppm 
between simulated and experimental data with a threshold value set to approximately 
100 ppm. In other words, if simulated HC or CO present a normalized factor of 2.0, it 
means that the absolute difference between experimental and simulated values is 
approximately 200 ppm. On the other hand, if simulated and experimental HC or CO 
differ by less than 100 ppm, then the factor is set to 1.0, so to underline an acceptable 
agreement. Such formulation was considered necessary to cope with the fact that the 
measured CO and uHC are in absolute terms very low. Hence a standard normalization 
would have resulted in a set of misleadingly high factors for CO and uHC from the 
engineering standpoint. For uHC in particular, the difference between experimental 




points, therefore the set of comparison factors for uHC in Figure 5.10 is homogeneously 
set to 1.0. 
 
Figure 5.10. Experimental and simulated engine-out emissions as well as performance 
parameters (CA50 and PCP location) for all operating conditions of the heavy-duty 
engine simulation campaign. Data have been normalized with respect to experimental 
values.  
With respect to combustion phasing, the SRM results are in good agreement with 
experimental data for most of the analyzed operating conditions. Visible discrepancies 
can be observed in terms of peak cylinder pressure predictions in HD08 and HD09. 
However, such result was considered acceptable considering that on the experimental 
side these operating point showed a strong cycle-to-cycle variability, as it can be noticed 
via the large fluctuations of the heat release rate between 0 and 40 crank angle degrees 
after TDC (see Figure 5.8 d) and Figure 5.9 a)).  
As for the online versus CPV simulation results, both simulations resulted to be in 
close agreement with each other across the whole range of simulated data. The 
tabulated chemistry solver predicted a combustion phasing within less than 0.5 CAD 
difference with the detailed online chemistry solver at the mid and high loads. For the 
low load points (HD04 and HD05) a slightly more noticeable difference (approximately 
2.0 CAD) between online and tabulated chemistry solutions can be seen when 
comparing the predicted start of combustion (See Figure 5.7 d) and Figure 5.8 a)). At 
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low loads, combustion initiates while the mixture is the NTC region, which, as discussed 
in paragraph 3.4 is the most challenging regime for progress variable-based models. It 
is therefore likely to happen that under these conditions the interpolation error starts 
to play a visible role. Nevertheless, a 2 CAD discrepancy in start of combustion is well 
within a range typically considered acceptable for engine performance studies and 
considering accuracy of the sensors used during the experimental campaigns. 
With respects to engine-out emissions, both solvers showed good agreement with 
experimental data for CO2, uHC and NO. For carbon monoxide emissions, the online 
chemistry solver, showed a noticeably closer match (less than 120 ppm difference) with 
experimental data. While the CO predictions from the CPV solver lie within a more 
than acceptable range from the engineering point of view, it is important to note that 
correct tabulation of CO during the expansion phase is another challenging area when 
progress variable models are concerned. Unlike methods proposed by IFP-EN (i.e., 
[76]), the present method does not account for a time-scale dependent retrieval of the 
CO emissions from the table. This means that the accuracy of the final CO yield 
depends on how the close to (or far from) equilibrium the value stored in the table at 
progress 1 is. In the present thesis, the presented level of accuracy between online and 
tabulated chemistry solver-based CO values (within a 150 ppm discrepancy) was 
considered acceptable. In future studies however, a time-scale dependent CO retrieval 
strategy may be considered.  
5.3. Spark-Ignition Engine Simulations 
The experiments are conducted on a single cylinder research engine at the TU-Berlin 
[19]. Cylinder bore and stroke are 82.0 and 71.9 mm respectively, while the compression 
ratio is 10.75:1. The single cylinder engine is built for fundamental investigations and 
supports both port and direct fuel injection capabilities. The present engine 
experiments were conducted using a central direct fuel injection. More details on the 
experimental setup and measuring equipment used can also be found in the work of 
Kauf et al. [136]. The engine is equipped with low-pressure and high-pressure sensors 
to measure the cylinder and manifold pressures of 250 consecutive cycles. The centrally 
mounted direct injector is used to inject a RON95 E10 fuel with 150 bar injection 
pressure. The start of fuel injection is at -270 CAD aTDC. Eight fired operating points 
are selected from the available experimental database and are summarized in Table 
5.8. 
The fuel used during the experimental campaign was a RON95 E10 commercial 
gasoline. A four component mixture comprising mole percentages of 31.9% iso-octane, 
11.4% n-heptane 35.6% toluene and 20.8% ethanol was used in the simulation campaign 
instead. Comparisons of the major fuel properties are listed in Table 5.9. The adopted 
reaction mechanism is based on the detailed ETRF scheme developed by Seidel [51] 
consisting of 475 species and 5160 reactions. The detailed reaction scheme was validated 
for different experiments and engine relevant conditions for both auto-ignition and 
laminar flame speed in several previous works [30, 137]. The SRM model calibration 
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for the presented operating conditions was carried out using the procedure described 
in [138]. 








Spark timing  
(CAD aTDC) 
SI01 1500 15.0 1.7 -1.5 
SI02 2000 5.0 9.1 -4.0 
SI03 2000 10.0 4.9 -6.0 
SI04 2000 15.0 2.0 -3.0 
SI05 2000 20.0 1.1 2.0 
SI06 2500 5.0 9.4 -9.0 
SI07 2500 10.0 4.9 -5.0 
SI08 2500 15.0 2.0 -5.0 
Table 5.9. Liquid properties of the experimental and surrogate fuel mixture used in 














E10 Gasoline 41.78 748.7 96.7 / 85.8 6.6 12.8 0.21 
ETRF mixture 41.14 756.4.0 96.7 / 87.4  6.3 11.8 0.21 
 
In Table 5.10 and Table 5.11 the main SRM model parameters and the calibrated 
𝐾𝐾-𝑘𝑘 model constants [119] are presented, respectively. As done for the compression 
ignition engine campaign, the same set of model parameters and constants were applied 
to both the online and tabulated chemistry solver runs without any re-calibration. 
Table 5.10. SRM main model settings for the spark-ignition engine simulation 
campaign. 
Parameter Value 
Number of particles (-) 500 
Simulation time-step (CAD) 0.5 
Number of consecutive cycles (-) 30 
Woschni constant C1 2.28 
Woschni constant C2 0.0035 
Stochastic heat transfer constant (-) 15 
Table 5.11. Calibrated constants for the 𝐾𝐾-𝑘𝑘 turbulence model [119].  
See paragraph 4.1.3.3. 
𝑪𝑪𝒊𝒊𝒊𝒊𝒊𝒊 𝑪𝑪𝒄𝒄𝒄𝒄𝒎𝒎𝒄𝒄 𝑪𝑪𝒅𝒅𝒊𝒊𝒔𝒔𝒔𝒔 𝑪𝑪𝒕𝒕𝒕𝒕𝒕𝒕  𝑪𝑪𝒍𝒍𝒕𝒕𝒊𝒊 𝑪𝑪𝜷𝜷 𝑪𝑪𝚫𝚫,𝟏𝟏 𝑪𝑪𝚫𝚫,𝟐𝟐 𝑪𝑪𝝉𝝉  
0.005 0.67 1.0 0.85 0.30 0.25 0.073 0.1313 4.3 
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In Figure 5.11 a compact summary of engine-out emissions and major combustion 
phasing parameters are summarized for all the investigated operating conditions. All 
values are normalized to experimental data. With regard to engine-out emissions, while 
simulations and experiments agree acceptably well, for most of the cases, noticeable 
differences can be seen for CO and NO between online and tabulated chemistry solver. 
  
Figure 5.11. Experimental and simulated engine-out emissions as well as performance 
parameters (CA50 and PCP location) for all operating conditions of the SI engine 
simulation campaign. Data have been normalized with respect to experimental values. 
Comparisons of experimental and simulated in-cylinder pressure histories, rate of 
heat release, combustion phasing parameters and normalized engine-out emissions are 
presented for all operating conditions in Figure 5.12 and Figure 5.13. Overall, the SRM 
simulation results show a very close match with experiment in terms of in-cylinder 
pressure for different operating conditions. Slight deviations can be seen for the 
operating points SI05 (2000 rpm and 20 bar IMEP) and SI06 (2500 rpm and 5 bar 
IMEP) in Figure 5.13 b) and c) in terms of start of combustion and peak cylinder 
pressure. However, the overall agreement is considered acceptable, especially 









Figure 5.12. In-cylinder pressure and apparent heat release histories (left), combustion 
phasing parameters (top right) and normalized engine-out emissions (bottom right) for 











Figure 5.13. In-cylinder pressure and apparent heat release histories (left), combustion 
phasing parameters (top right) and normalized engine-out emissions (bottom right) for 






Compared to the Diesel engine campaign, a much closer match between online and 
CPV solver can be seen in the SI cases. This is explained by the fact that in SI mode, 
the dominant phenomenon is the flame propagation rather than mixing controlled 
combustion, where particles reach fully burned state (𝐶𝐶 = 1) much faster and are 
moved to the burned zone. In addition, given the early start of injection, the mixture 
is assumed to be homogeneous and close to stoichiometry. The homogeneity in lambda, 
together with the particles quickly reaching 𝐶𝐶 = 1, make the interpolation particularly 
accurate. Stochastic effects are still present due to the SRM treatment of the heat 
transfer (see paragraph 4.1.6), however hardly any difference can be seen in terms of 
pressure and rate of heat release histories as well as in terms of combustion phasing 
parameters and peak cylinder pressure location. 
Regarding NO, the differences are related to the fact that in the detailed scheme a 
more advanced formation mechanism for NOx is accounted for, while in the tabulated 
chemistry solver only thermal NO source terms are considered. As for CO, a similar 
discrepancy as in the Diesel simulation campaign can be seen. The operating point at 
2500 rpm and 5 bar IMEP (SI06, Figure 5.13 b)) shows the largest difference for NO 
emission of 17 % because of larger differences in predicted combustion.  
5.4. Computational Performance of CPV in SRM 
Employing the 475 species reaction mechanism and carrying out calculations using 
the online chemistry solver in parallel on twenty four cores (Intel Xeon E5-2687W v4 
@ 3.00GHz processors from the year 2016) the SRM takes 19 minutes/cycle (using 500 
particles and 0.5 CAD as time-step). Thirty consecutive cycles would then result in a 
total CPU time per operating point of 9.4 hours. This CPU time, although shorter than 
that of a RANS 3-D CFD multicycle engine simulation, is several orders of magnitudes 
higher than the average simulation time needed for a typical 0-D/1-D run in a 
simulation tool used for engine performance mapping (i.e., multi-zone Viebe models). 
Furthermore, considering that the turbulence model calibration procedure [13, 138] 
needs to perform a few thousands of runs to find the optimal constants, application of 
the online chemistry solver with detailed chemical mechanisms becomes unfeasible for 
engineering applications.  
It is well known that, given fixed simulation accuracy settings and fixed calculation 
time-step, the computational cost may increase exponentially as the number of species 
in the reaction mechanism. A CPU time performance analysis using the SRM with 
different reaction mechanisms of various sizes was carried out assuming 100 particles 
and a calculation time-step of 1.0 CAD in a Diesel engine. The computational 
performance of these simulations is reported in Figure 5.14. On the one hand, CPU 
time is much reduced thanks to the fast interpolation operation as opposed to the on-
the-fly source/sink term calculation of the species. On the other hand, tabulated 
chemistry-based solvers deliver the same calculation time independently on the size of 




Figure 5.14. Number of species in the mechanism versus computational cost; comparison 
between online and tabulated chemistry solver for a fixed Diesel engine simulation having 
100 particles and 1.0 CAD time-step. 
With respect to the present engine simulation campaigns, a summary of the CPU 
times obtained with both solvers and the mentioned model settings (see Table 5.6 and 
Table 5.10) are reported in Table 5.12. 
Table 5.12. Computational performance summary assuming SRM settings listed in 
Table 5.6 and Table 5.10, on an Intel Xeon E5-2687W v4 @ 3.00GHz CPU from the 
year 2016. 
Simulation setup 
Online chemistry on 24 
parallel cores (seconds/cycle)  
Tabulated chemistry on 
1 core (seconds/cycle)  
SI engine simulation 1136.5 4.1 
CI engine simulation 631.7 1.6 
 
Considering that the SRM solver with CPV solver can be easily run on a single core, 
as opposed to the online solver that requires multiple cores per run, one can conclude 
that the present solver delivers a speed-up of at least three orders of magnitude. The 
size of the auto-ignition table covering the full engine map including EGR variations 
(between 0 and 40 %) requires approximately 1.5 GB of RAM memory. This size allows 
the SRM with CPV to be a tool that can be used for engineering applications (e.g., 
engine performance mapping) even on a regular laptop and not only on a high-
performance workstation. Moreover, given the high degree of physical and chemistry 
models included in its formulation, engine parameter optimization campaigns can be 
performed within feasible engineering times.  
To put the computational results shown in Table 5.12 in a broader prospective, in 
Figure 5.15 are shown the extrapolated computational costs of two relevant engine 
development simulation campaigns: an engine performance mapping and a WLTP 
cycle. Both results have been extrapolated considering only the CPU time needed by 
in-cylinder combustion model. Additional system components (i.e., intake and exhaust 
air paths, aftertreatment systems), and their contribution to the total simulation time 
are not considered. Nevertheless, it can be stated that the tabulated chemistry allows 
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to include detailed chemistry effects in several applications that are, in most cases, 
unfeasible for the online chemistry solver. 
 
Figure 5.15. Comparison between online and tabulated chemistry solver computational 
performances for: a) a full engine performance mapping simulation campaign comprising 
a total of 38 operating conditions; b) the simulation of the full WLTP cycle (30 minutes) 
in terms of combustion and emission simulations only. 
The developed CPV solver is recently applied in two publications for the engine and 
fuel optimization of Diesel and gasoline engines. In the work of Franken et al. [13] a 
heavy-duty Diesel engine is optimized to find the best set of engine parameters to 
reduce fuel consumption and NOx emissions. The optimization is performed for 10 
operating points at different speed and torque. The authors reported optimization times 
of 20h to 40h for one operating point.  
For a single-cylinder research gasoline engine optimization results are published by 
Franken et al. [19]. The authors used a dual fuel tabulated chemistry approach to find 
the best set of engine parameters and water/fuel-ratios to reduce the knock tendency 
at a high load operating point and improve the engine efficiency. The optimization 
times reported in [13, 19] are within 10h for one operating point using only 4 cores, 










6.   
Chapter 6  
 
CPV Validation in 3-D CFD RANS 
This chapter covers the results of a 3-D CFD simulation campaign for Diesel engine 
sector cases in RANS framework. Firstly, a brief description of the experimental data 
and computational setups is presented. Secondly, results comparison between online 
and tabulated chemistry solvers (see paragraph 4.2) in terms of engine performance 
parameters and engine-out emissions. Lastly, a summary of the recorded CPU times is 
presented together with remarks of potential applications of the present solver. All the 
simulation results in this chapter have been obtained using the software CONVERGE 
v. 2.4 [20] and LOGEapi [52]. Convergence Science Inc. is thanked for providing the 
licenses and Renault SA is kindly acknowledged for providing the experimental data.  
6.1. Diesel Engine Sector Simulations 
All presented simulation results refer to the experimental data from a passenger car 
direct injected Diesel engine. More details on the experimental campaign can be found 
in [139]. Engine specifications are given in Table 6.1 and the analyzed operating 
conditions in Table 6.2. Depending on the operating point the fuel is injected using a 
single or double (pilot and main) injection strategy as shown in Figure 6.1. 
Table 6.1. Engine geometry specification [139].  
Parameter Value 
Bore (mm) 80.0 
Stroke (mm) 80.0 
Connecting rod (mm) 148.4 
Compression ratio (-) 15.5:1 
Swirl number (-) 2.5 
Injection pressure (mm) 1600.0 
 
For the 3-D CFD simulations a sector mesh with a maximum cell size of 1.4 mm is 
used. Based on the velocity field and the local temperatures the mesh is refined down 
to 350 μm using the adaptive mesh refinement strategy [20]. The cells in the spray area 
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are fixed to 350 μm. This results in approximately 27 000 cells at bottom dead center 
and 60 000 cells during injection and combustion. 
 Table 6.2. Operating conditions [139]. 
Case name Speed (rpm) IMEP (bar) EGR (%) Equivalence Ratio (-) 
Case 01 1500 20.0 3.0 0.85 
Case 02 2500 11.5 22.0 0.80 
Case 03 4000 20.3 4.0 0.75 
 
The 𝑘𝑘-𝜀𝜀 Re-Normalization Group (RNG) is applied using the standard coefficients 
for engine simulations [20]. For the spray breakup the modified Kelvin-Helmholtz 
Rayleigh-Taylor breakup model [20, 140, 141] was applied. The heat transfer is 
modelled using O’Rourke’s model [20]. 
 
Figure 6.1. Injection rates shapes for the simulated cases as noted in Table 6.2.  
For the comparison to an online chemistry solver the SAGE detailed chemistry 
model is used [131]. It is chosen since it employs, as the tabulated CPV approach 
presented in this work, the well stirred reactor concept. In both approaches a 
computational cell is assumed to behave as an adiabatic constant pressure rector, which 
makes the models comparable. For the online chemistry calculation with the SAGE 
model, a clustering strategy on similar cells is applied based on cell temperature and 
equivalence ratio to speed up the simulation time [134]. Within the CPV model such 
approach is not needed, hence this aspect must be kept in mind when comparing the 
simulation results. 
For the soot results comparison, the Particle Mimic (PM) [20] soot model built-in 
CONVERGE 2.4 has been used in coupled mode with SAGE. Soot moments 𝑀𝑀0 and 
𝑀𝑀1 have been employed while keeping fractal dimension and fraction of active sites 
equal to 2.25 and 0.3, respectively. For the NO calculation the Extended Zeldovich 
model built-in CONVERGE 2.4 has been used in coupled mode with SAGE.  
 
91 
Given the scope of the present work only simulation results from the online (SAGE) 
and tabulated chemistry solvers are presented. Experimental data as well as online 
chemistry solver results for both combustion and emissions have been extensively 
discussed in [139]. In Figure 6.2 in-cylinder pressure trace and rate of heat release for 
both chemistry solvers are compared for case 01. Despite a slight under-prediction of 
the peak pressure value, the agreement between the solutions of the two solvers is very 
close. In fact, the difference in predicted IMEP between online and tabulated chemistry 
solvers differs only by 1.56 % (19.43 bar for SAGE and 19.13 bar for CPV). Similarly, 
small discrepancies can be noted in the heat release rate histories. Both the pilot and 
main start of combustion are in very close agreement as well as the overall evolution 
of the combustion process. In Figure 6.3 the crank-angle resolved soot moment 𝑀𝑀1 
and 𝑁𝑁𝑂𝑂 mass profiles are compared for the SAGE and CPV simulations.  
 
Figure 6.2. Online (SAGE) and tabulated (CPV) chemistry solver in-cylinder pressure 




Figure 6.3. Online (SAGE) and tabulated (CPV) chemistry solver Soot moment 1 (left) 
and nitrogen monoxide (right) predictions for Case 01 as noted in Table 6.2. 
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For both emissions profiles, very good agreement was found during the major 
emission formation phase as well as at exhaust valve opening, which was set as end of 
the simulation. The tabulated chemistry-based soot model slightly over predicts the 
peak soot during the particle inception and dominant surface growth phases (between 
CAD 0-25). However, the final soot yield at EVO shows to be very close to the value 
predicted by the online PM soot model. A slight under prediction of the final nitrogen 
oxide is noted for the tabulated chemistry solver.  
To better assess the quality of the tabulated chemistry solver on a cell local basis, 
contour plots of temperature and parcel representation of the spray are presented in 
Figure 6.4. The section contours are compared at 10, 50 and 90 percent of the 
combustion process, noted as CA10, CA50 and CA90, respectively. In the early and 
mid-position of the combustion phasing, the two solvers present a very close 
distribution of temperature levels throughout the computational domain. It is 
important to remind at this point that, although the exact same models and model 
constants have been used for both runs, sources of discrepancies may still be caused 
by: (1) the automatic mesh refinement (AMR) algorithm, which by definition adapts 
the mesh to the evolving combustion process; (2) the adaptive zoning algorithm. 
 
Figure 6.4. Comparison of temperature contours and droplet distribution for online 
(SAGE) and tabulated (CPV) chemistry solver for Case 01 at 10%, 50% and 90% position 
of the combustion process. 
While in the CPV run the chemistry update step is performed in every cell, in the 
SAGE calculation reactions are solved only for a given number of zones which are 
computed based on similar values of temperature, equivalence ratio and heat release. 
Although being very accurate, clustering methods such as the mentioned adaptive 
zoning algorithm can sometime smear out some auto-ignition events especially during 
pilot injection heat release, as well as during the premixed peak of the combustion. A 
fully consistent comparison of such solvers would require a SAGE calculation without 
the mentioned adaptive zoning algorithm which would in turn cause a noticeable CPU 
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time increase compared to the present SAGE calculation. In the present thesis, such 
result is not presented but it will be considered for further validation studies. 
In Figure 6.5 and Figure 6.6 in cylinder pressure trace and rate of heat release 
comparisons between SAGE and CPV are presented for the mid-load high EGR (Case 
02) and the high speed, high load (Case 03) operating points. Especially in Case 02 
(Figure 6.5) a bigger discrepancy between the predicted rate of heat releases can be 
noted. Such differences were considered to be acceptable since: 1) the online chemistry 
has been computed using the adaptive zoning algorithm, 2) the interpolation inaccuracy 
within the CPV model which is implicitly present in the tabulated chemistry approach. 
Nevertheless, the presented differences (within 1.5 CAD in ignition onset) are still 
within an acceptable accuracy range for engineering application and/or design of 
experiments studies. 
   
Figure 6.5. Online (SAGE) and tabulated (CPV) chemistry solver in-cylinder pressure 
(left) and apparent rate of heat release (right) histories for Case 02 as noted in Table 
6.2. 
 
Figure 6.6. Online (SAGE) and tabulated (CPV) chemistry solver in-cylinder pressure 
(left) and apparent rate of heat release (right) histories for Case 02 as noted in Table 
6.2. 
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6.2. Computational Performance of CPV in 3-D CFD 
Employing a 189 species reaction mechanism and carrying out calculations using the 
online chemistry solver in parallel on 24 cores (Intel Xeon E5-2687W v4 @ 3.00GHz, 
from 2016) the SAGE calculation requires a considerably higher number of hours in 
comparison to the CPV solution. Detailed benchmarks are shown in Table 6.3. 
Table 6.3. Computational performance of CPV and SAGE solvers in CONVERGE 2.4 
on 24 cores, (Intel Xeon E5-2687W v4 @ 3.00GHz, from 2016) 
Case name SAGE (hours) CPV (hours) Speed-up Factor 
Case 01 12.40 1.56 7.9 
Case 02 12.70 1.65 7.7 
Case 03 9.52 1.25 7.6 
 
To better understand which process of the simulation is responsible for the reported 
speed-ups, a CPU-time brake-down has been computed and is shown in Figure 6.7. 
 
Figure 6.7. CPU time brake-down for each sub process of the Case 01 simulation.  
It can be noted that the employment of the tabulated chemistry solver reduced the 
computational time needed for the combustion by almost 99%. Furthermore, given the 
much lower number of scalars to be transported in the computational domain (189 in 
SAGE, 15 in CPV), an almost 80% reduction in CPU time needed for the transport 
step is also noted. The remaining computational costs, such as load balancing, spray, 
output writing etc. remain completely unchanged as expected. As mentioned in the 
previous paragraph, the CPV solution resolve the chemistry step in each computational 
cell, while the SAGE solution uses an adaptive zoning algorithm. The benchmarks 
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summarized in Table 6.3 do not account for the additional speed-ups that could 







Chapter 7  
 
Summary and Outlook 
This thesis reported on the formulation and assessment of two methodologies aimed 
at reducing computational cost of reactive flow simulations using detailed chemistry. 
The first method, concisely described in Chapter 2 and discussed in paper I, belongs to 
the mechanism reduction type of methods and focuses on chemical lumping of isomers. 
The second method, introduced in Chapter 3 and extensively validated in chapters 
Chapter 5 and Chapter 6, as well as in papers II-V, belongs to a solution mapping-
retrieval type of methods. The vast majority of the development and validation efforts 
were dedicated to the tabulated chemistry solver, hence broader attention has been 
given to tabulation in the present manuscript in comparison to the lumping method.  
In the first part of the PhD studies, a chemical lumping method based on a priori 
thermodynamic data analysis has been proposed. It was applied to the reduction of a 
large three component reaction mechanism where each isomer group was replaced with 
one single representative lumped pseudo species. The choice of isomers based on their 
Gibbs free energy levels, and the hypothesis of equal repartition of rate coefficient 
within the lumped group, reviled to be acceptable assumptions for such reduction 
purpose in terms of accuracy loss. The lumped reaction mechanism was extensively 
tested and compared to the detailed mechanism for a variety of 0-D and 1-D 
combustion simulations. Even in the very sensitive NTC region, typical of low 
temperature ignition of large alkane and oxygenated fuel molecules, the lumped 
mechanism showed to be overall never beyond 12% of the accuracy of detailed 
mechanism predictions. Furthermore, the resulting lumped mechanism gives an 
advantageous starting point for additional model reduction steps by species removal 
techniques, since the main oxidation pathways are mainly kept, while being much more 
compact. With respect to isomers belonging to class 12, (see [31] for class definition) 
an additional assumption based on the ring structure has been imposed to improve 
mechanism accuracy under low temperature combustion regimes. Such assumption was 
considered necessary since the Gibbs free energy-based assessment resulted in lumping 
too many species and hence dramatically change the major low temperature pathways. 
On the one hand side a ring size-based lumping method, similarly to the Gibbs free 
energy assessment, can be easily implemented in reduction codes if the molecule 
structure is known. On the other hand, in many published mechanisms it is not straight 
forward to derive molecule structure and functional group just based on the species 
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naming. Hence, this aspect hinders the applicability of the method as a stand-alone 
tool. Nevertheless, considering that the present methodology aimed to be implemented 
as a sequential step to be done right after the detailed mechanism generation step, 
where information on the molecule structures is implicitly known, it was considered 
acceptable. Furthermore, the most crucial aspect of such methodology remains the 
quality of the mechanism thermo-data used for each isomer. Potentially, a more 
accurate set of thermo-data may make the additional ring size-based assumption not 
necessary and hence remove the dependency of the method on the molecule structure 
information. 
In the second part of the PhD thesis, a progress variable-based method (named 
CPV, as per combustion progress variable) has been formulated and applied in multiple 
engine simulation frameworks. Under the assumption of well-stirred reactor, an online 
chemistry solver, where chemical reactions are computed on-the-fly, was compared to 
the proposed tabulated chemistry method using different simulation frameworks. 
Latent enthalpy is chosen as variable for the parametrization of the reaction progress 
while a dedicated source term based methods are applied to thermal NO formation as 
well as to soot formation. Initial mixture unburned temperature, pressure, equivalence 
ratio and EGR are the input variables of the look-up table. Table grid points were 
chosen to cover the widest possible range of thermodynamic conditions that can be 
expected to be found in conventional direct injected engines. 
Performances of the newly introduced CPV solver were first assessed under 
homogeneous constant pressure reactor conditions (see Chapter 3). On the one hand 
side, this analysis was performed to isolate and quantify potential solution accuracy 
losses due to interpolation. On the other hand, this analysis was instrumental to find 
the best trade-off between table size vs solution accuracy. A tighter tabulation grid 
results in a larger file size on disk, which in turn affects the random access memory 
requirement for the reactive flow simulation during run-time. For the proposed grid 
resolution, the solution retrieved from the table never exceeded a 6% discrepancy on a 
single point basis in the initial conditions space (see paragraph 3.4), while the overall 
error resulted to be approximately 1.5%. The interpolation errors were shown to be 
higher in the NTC region which is the most challenging area to parametrize [76, 62]. 
Overall, the presented levels of accuracy were considered an acceptable trade-off and 
provided good confidence for the subsequent engine simulation campaigns. 
In Chapter 5, a stochastic reactor model was used to describe the interaction of 
chemistry and flow during the engine combustion process. The CPV solver was 
implemented within the SRM code and compared against the existing online chemistry 
solver. Model performance, with respect to experimental data and the two chemistry 
solvers were assessed under passenger car and heavy-duty Diesel engine as well as 
passenger-car SI engine conditions. The SRM was shown to be capable of mimicking 
the turbulent mixing controlled combustion as well as flame propagation processes 
using both chemistry solver. It was found that the main engine performance parameters 
as well as the main species profiles (CO, CO2, NO and uHC) agree well with the online 
chemistry runs where chemical reactions are solved during run-time. Minor differences 
were noticed in terms of start of combustion timing and CO emissions formation 
between online and CPV solvers. Although still limited to a magnitude of 2.0 CAD, 
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more noticeable discrepancies between the two solvers were seen in terms of combustion 
onset at low-load low-speed in both the Diesel and gasoline engine simulation 
campaigns. This finding was explained by the fact that under these conditions the 
interpolation error becomes more evident due to fixed point distribution in temperature 
space. Moreover, depending on how fast or slow the low temperature combustion of the 
given mechanism is used, the CPV solver accuracy may be hindered by the presence of 
partially reacted states which are compressed/expanded due to piston motion. This 
creates a particularly challenging scenario for any progress variable-based method 
where the initial state is rapidly shifting from one manifold to another. Nevertheless, 
given the accuracy level shown in the present work, it was concluded that discrepancies 
between the online and CPV solvers do not affect the predictive capabilities of the 0-
D SRM when employed across a vast range of engine operating conditions.  
With regard to computational performance, the CPV model was found to be four 
orders of magnitude faster than the online chemistry solution in the 0-D SRM 
framework while keeping the same order of chemical and physical models. The proposed 
approach proved to be a competitive tool, from the computational performance 
standpoint, with respect to lower order methods (i.e., multizone Vibe models) widely 
used in 0-D/1-D engine performance studies. Generally, current industrial system 
simulation practices, as well as driving cycle simulation frameworks, do not include 
detailed chemistry effects due to their high computational cost. The CPV solver, in 
conjunction with the SRM framework extended in this work, may allow to include 
higher order chemical and physical models while keeping a feasible CPU-time. 
In Chapter 6 the CPV solver was coupled to a commercial CFD code via user-defined 
functions and compared against the built-in online solver (referred as SAGE) under 3-
D Diesel engine sector simulations. Performance of the newly introduced tabulation 
methodology was assessed under passenger car Diesel engine conditions using a RANS-
based turbulence modeling framework. The comparison against the detailed online 
chemistry solution was performed not only in terms of major combustion indicators 
such as pressure and rate of heat release, but also in terms of exhaust emissions like 
soot and NOx. The CPV solver was shown to be capable of predicting combustion 
behavior as well emission formation in close agreement with the solution predicted by 
the SAGE solver. Minor differences (within 1.5 CAD difference in combustion onset) 
were noted for the mid-load high EGR case in terms of pilot and premixed peak heat 
release. Such discrepancies may be caused by the fact that the two chemistry solvers 
are not compared under the exact same conditions. More in detail, the SAGE solution 
was obtained using the adaptive zoning algorithm, while the CPV simulation computed 
chemistry in every cell. Such difference may cause a set of error 
propagation/compensation effects resulting in ignition timing differences within few 
crank angle degrees, especially under sensitive conditions (i.e., high EGR). Such 
comparison was still preferred to have the SAGE calculation performed in every cell in 
order to limit the computational efforts and to compare results with typical setup 
configurations used in engineering applications.  
Although a slight inaccuracy in the computed combustion and emission solution, the 
CPV solver showed remarkable speed-ups on the same number/type of cores used for 
the SAGE calculation. While the SAGE calculation required approximately 12 hours 
100 
for a single run on 24 cores, the CPV calculation could be performed in about 1.5 hours. 
As expected by such modelling practices, the tabulated chemistry solver, allowed for 
much faster evaluation which could lead to consistent reductions in engine development 
costs, while keeping a good level of confidence on the accuracy of the combustion and 
emission solution.  
Generally, CPU time is one of the main burdens when deployment of detailed 
chemical mechanisms in 0-D and 3-D CFD simulations is concerned. In particular, if 
simulations aim to an accurate prediction of exhaust emissions, it often comes a point 
where a trade-off must be made between computational performances and size of the 
chemical mechanisms. Employing a tabulated chemistry solver has the potential to 
break this tread-off, by using the large mechanism only during table generation (a one-
time process) while keeping the high fidelity combustion and emission predictive 
capability. The tabulation strategy presented in this thesis, proved to be a promising 
solution in both simulation frameworks. However, under low-load, low-speed and high 
EGR conditions, the CPV solver showed the most noticeable discrepancies in 
comparison to the detailed online solutions. While interpolation errors are certainly 
higher under low temperature combustion regimes, the CPV solution accuracy is also 
limited by the intrinsic high complexity of parametrizing a rapidly changing system 
due to compression and expansion.  
In future works, it is advised to investigate possible automated scaling strategies so 
that the table look-up retrieval across shifting manifold solutions may be corrected 
under low temperature combustion regimes. Another area worth to further investigate 
is the treatment of mixture parametrization under rich conditions (𝜙𝜙 > 3.0). The 
method presented in this thesis, given its latent enthalpy-based formulation, considers 
as last point in progress variable space the maximum heat release state so to maintain 
strict monotonicity of the progress variable. Under fuel rich conditions, a rather visible 
discrepancy may be noted between the last tabulated point and the equilibrium value 
of latent enthalpy. This effect impacts the accuracy of the retrieved solution in rich 
cells as well as the soot formation, which mostly occurs under rich conditions. An 
additional sub-model may be sufficient to compensate for the neglected change in the 
retrieved progress variable source term. Alternatively, a double progress variable-based 
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Paper I: An a priori Thermodynamic Data Analysis based Chemical 
Lumping Method for the Reduction of Large and Multi-component Chemical 
Kinetic Mechanisms. 
 
Matrisciano A., Seidel L., Mauss F. 
Submitted to International Journal of Chemical Kinetics journal 
 
Summary. This paper reports on the development and application of a lumping 
technique developed for the reduction of large multi-component reaction mechanisms. 
The lumping strategy was based on an a priori analysis of the Gibbs free energy of the 
isomers of a detailed mechanism having oxidation paths for three main fuel molecules 
(n-decane, alpha-methylnaphthalene and methyl decanoate) and comprising 807 species 
and 7807 reactions. A total of 74 isomer groups were identified within the oxidation of 
n-decane and methyl decanoate. The lumping procedure led to a mechanism of 463 
species and 7600 reactions, whose performances were compared against the detailed 
version over several reactor conditions and over a broad range of temperature, pressure 
and equivalence ratio. In all cases, very good agreement between the predictions 
obtained using the lumped and the detailed mechanism were observed with an overall 
absolute error below 12%. 
 
Author contribution. I investigated different lumping techniques and eventually 
developed the Gibbs free energy-based analysis. I then implemented a series of bash 
scripts to automate the lumping process and apply it to the mentioned reaction 
mechanism, which was developed prior to my work by Wang X., Seidel L. and Mauss 
F. Once the lumping technique was in place, I ran all necessary calculations to validate 
the reduction methodology and post-processed the results. I wrote the vast majority of 
the paper to which Seidel L. and Mauss F. contributed with edits and fruitful 
comments. I presented the results at 5th International Workshop on Model Reduction 
in Reactive Flow (IWMRRF) as well as at the 3rd topical workshop: Testing combustion 





Paper II: Soot Source Term Tabulation Strategy for Diesel Engine 
Simulations with SRM 
 
Matrisciano A., Borg A., Perlman C., Lehtiniemi H., Pasternak M., Mauss F. 
SAE Technical Paper 2015-24-2400, 2015, doi:10.4271/2015-24-2400. 
 
Summary. A flamelet-based tabulation method for soot source terms was coupled 
to the stochastic reactor model and tested against a well stirred reactor-based approach 
under Diesel engine conditions. The main purpose was to assess the benefits of 
tabulation within the 0-D SRM framework with respect to soot formation only. A pre-
existing soot source term table, obtained using an n-heptane kinetic scheme of 121 
species and 974 reactions, was used and a look-up strategy was implemented in the 
SRM framework to reconstruct the contributions of the different soot formation and 
oxidation processes. As a validation test case, a heavy-duty Diesel engine case was 
used, and the tabulated chemistry-based soot predictions were compared against the 
regular on-the-fly (WSR-based) chemistry solver. 
 
Author contribution. The flamelet-based soot source terms tabulation strategy 
was developed prior to my work by Borg A., Lehtiniemi H. and Mauss F. for 3-D CFD 
applications. I implemented the mentioned methodology within the 0-D SRM code and 
run all the presented simulations as well as post-processing. I wrote the main parts of 
the paper to which Lehtiniemi H. and Mauss F. contributed with edits and useful 
comments. I presented the paper at the 12th international SAE-NA conference on 
engines and vehicles in 2015. 
 
Paper III. Development of a Computationally Efficient Progress Variable 
Approach for a Direct Injection Stochastic Reactor Model. 
 
Matrisciano A., Franken T., Perlman C., Borg A., Lehtiniemi H., Mauss F. 
SAE Technical Paper 2017-01-0512, 2017, doi:10.4271/2017-01-0512. 
 
Summary. This paper discusses the theory and application of the tabulated 
chemistry solver (CPV) developed during my PhD studies and applied to the 0-D SRM. 
After various iterations, a latent enthalpy-based progress variable definition was 
assumed for the tabulation phase and implemented. Different structures and tabulation 
grid resolutions were tested so that both accuracy and table size are in line with typical 
mid-range workstation computer specifications. All sub-models of the SRM (such as 
fuel injection, heat transfer and mixing) were updated to comply with the new 
tabulated chemistry solver. One heavy-duty conditions as well as ten passenger car 
Diesel engine conditions were used as validation cases to assess accuracy and 
computational performance of the CPV solver against the on-the-fly chemistry solution. 
Reasonably good agreement was found between the two solvers. Further, the 
methodology proved to be an attractive solution to facilitates the usage of the SRM in 
the engine development process.  
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Author contribution. The basic solver routines for tabulation and the subsequent 
interpolation were developed by Perlman C., Borg A., Lehtiniemi H. and others prior 
the beginning of my work. I contributed to small developments of some 
updates/features needed to account for the new CPV table structure. With respect to 
the 0-D SRM engine code, I implemented the new coding infrastructure necessary to 
couple a tabulated chemistry-based solver with the SRM code which, previously, had 
always relied on an online chemistry-based solver. I worked on each of the sub-models 
present in the SRM code for online chemistry and ensured their correct functionality 
with the CPV solver. I also coupled the SRM with the EMST mixing model (starting 
from the code developed by Pope and co-workers) and implemented the mixture 
fraction constrain on the spanning tree construction. I then ran all simulations 
presented in the paper and postprocessed the results. I wrote the paper and Lehtiniemi 
H., Perlman C. and Mauss F. contributed with edits and comments. I presented the 
work at the 2017 SAE world congress in Detroit.  
 
Paper IV. A Computationally Efficient Progress Variable Approach for In-
Cylinder Combustion and Emissions Simulations. 
 
Matrisciano A., Netzer C., Werner A., Borg A., Seidel L., Mauss F. 
SAE Technical Paper 2019-24-0011, 2019, doi:10.4271/2019-24-0011. 
 
Summary. The CPV solver described in Paper III was coupled to CONVERGE 2.4 
via user defined functions designed to override the built-in detail chemistry model 
(SAGE). In this work three passenger car Diesel engine conditions were used as 
validation cases under the RANS sector mesh assumptions. The CPV solver was then 
compared against the SAGE solver predictions for combustion, soot and NOx as well 
as for run-time performances. A two component (70% n-decane, 30% alpha-
methylnaphthalene, by mass) Diesel surrogate, comprising 189 species was used for 
both the online and tabulated chemistry solver tests. Remarkable speed-ups were noted 
while keeping a low loss of accuracy across all the investigated conditions.  
 
Author contribution. The main implementation work of the CONVERGE User 
Defined Functions was performed by my colleagues Lehtiniemi H. and Borg A. I 
contributed to some marginal parts of the debugging process of the mentioned UDFs 
and implemented some minor improvements in the look-up methodology. I then ran all 
the presented simulations in CONVERGE 2.4 and post-processed the results. Werner 
A. contributed to the generation of the 3-D contour plots while Netzer C. and Seidel 
L. contributed to the writing of parts of the introduction and case setup description 
paragraphs. I wrote the results and conclusions sections and took care of all necessary 
edits and refinements during the rebuttal phase. Although the work was accepted for 
public presentation at the 2019 SAE-NA conference, I did not have the chance to 




Paper V. Development of a Computationally Efficient Tabulated 
Chemistry Solver for Internal Combustion Engines Optimization using 
Stochastic Reactor Models. 
 
Matrisciano A., Franken T., Gonzales Mestre L.C., Borg A., Mauss F.  
Applied Sciences, 10 (24) 8979, 2020, doi:10.3390/app10248979. 
 
Summary. Following numerous code improvements on both the tabulation and the 
solver coupling in 0-D, this paper discusses theory and application of the CPV solver 
in the 0-D SRM framework. Compared to paper III, this work presents a broader set 
of validation cases as well as a dedicated paragraph to SI engine applications. 
Tabulation grid resolutions were further tested so to improve the trade-off between 
RAM requirements at run-time and accuracy of the interpolation method. Refinements 
and improvements were implemented across all sub-models of the SRM (such as fuel 
injection, heat transfer and mixing) so to make the CPV solver even faster. A heavy-
duty Diesel engine campaign, as well as a passenger car SI engine were performed. 
In total, 18 engine operating points are presented so to comprehensively assess 
performance of the CPV solver against the detailed on-the-fly chemistry solutions. 
Reasonably good agreement was found between the two solvers for both combustion 
phasing and engine-out emission predictions. Based on the reported CPU times (which 
were recorded using 1 core of a mid-spec laptop) it was concluded that the method is 
particularly suitable for engine optimization campaigns.  
 
Author contribution. I analyzed and debugged several aspects of the SRM-CPV 
and SRM-Online solver source codes. This led to several performance and accuracy 
improvements. I implemented a refined methodology for the assessment of the 
interpolation strategy as well as a procedure to visualize the large results datasets. On 
the tabulation procedure itself, several improvements were implemented by Seidel L., 
Borg A. and Kienberg M. The SRM simulations with CPV have been initially setup 
and calibrated by Franken T. and Gonzales Mestre L.C. in previous studies where I 
have been involved as co-author. In this paper, I have re-calibrated the SRM model 
parameters for the Diesel engine campaign and run the whole set of simulations with 
for both engine settings. I have performed the data post processing as well as written 
the paper. Franken T. and Gonzales Mestre L.C. have provided fruitful feedback during 
the simulation campaign as well as during manuscript preparation. Mauss F. 
contributed with edits and comments.  
 
 


