CBPsp: complex business processes for stream processing by Kamaleswaran, Rishikesan
 
 










Presented to the Faculty of the Graduate Studies 
of UOIT at Oshawa in Partial Fulfillment 
of the Requirements 
for the Degree of 
Master of Science in Computer Science 
 
 
























STATEMENT OF AUTHENTICATION 
 
The work presented in this thesis is, to the best of my knowledge 
and belief, original except as acknowledged in the text. I hereby 
declare that I have not submitted this material, either in full or in 
















This thesis presents the framework of a complex business process driven event 
stream processing system to produce meaningful output with direct implications to the 
business objectives of an organization. This framework is demonstrated using a case 
study instantiating the management of a newborn infant with hypoglycaemia. Business 
processes defined within guidelines, are defined at build-time while critical knowledge 
found in the definition of business processes are used to support their enactment for 
stream analysis. Four major research contributions are delivered. The first contribution 
enables the definition and enactment of complex business processes in real-time. The 
second contribution supports the extraction of business process using knowledge found 
within the initial expression of the business process. The third contribution allows for the 
explicit use of temporal abstraction and stream analysis knowledge to support 
enactment in real-time. Finally, the last contribution is the real-time integration of 
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This thesis presents a framework for the definition and enactment of complex 
business processes in event stream processing. This research is motivated by the 
recent rapid growth in the availability of data from sensors across many domains, and 
the inability of business processing research to support the explicit integration of sensor 
data. This research is further motivated by the potential benefits to critical care where 
business processes are represented by clinical guidelines and sensor data is generated 
by medical devices. There is great potential for new approaches to the design of clinical 
decision support systems. To that end this framework is demonstrated utilizing the 
clinical condition of neonatal hypoglycaemia. 
1.1. Business	Processes	
An organization is only as efficient as its underlying processes. For an 
organization to grow and excel at its business, it must pay due care to the composition, 
enactment, and analysis of these basic activities. It must be able to unambiguously 
capture the purpose, goal, and performance of these activities in order to make the 
most informed decisions affecting growth. This fundamental task however is 
complicated with the introduction of business processes which are complex, critical, and 
uncertain. Although business processes serve as building-blocks of larger workflows. 
Some of these tasks themselves can be composed of numerous functions. The nature 
and complexities of business processes can range from manipulation of a single 




Business processes can be even more sophisticated when they involve the 
processing of events, the output of which is required for key decision making. This class 
of business processes can be termed as complex business processes (Abecker, 
Bernardi, Maus, Sintek, & Wenzel, 2000). The complex business processes exist in 
domains in which data and its abstracted information are necessary to perform critical 
functions. In these domains, the results are uncertain, margin of error is low, and errors 
can have significant consequences.  
With the availability of sensor data, the volume of data itself has transformed 
some basic business processes into complex business processes. In domains that 
employ sensor data, unique events generated from the enactment of business 
processes are sought to visualize changes over time. Moreover, the benefits of 
measuring and analysing the enactments for resource management and quality 
improvement are lost (C McGregor, Schiefer, & Zur Muehlen, 2006). A need then arises 
to define and support the enactment of business processes for event stream processing 
as it is important to provide the organization and end-users benefits which are relevant 
to the business of the organization. One such promising technology supporting this 
requirement is the Services-Oriented Architecture. In this computing paradigm loosely 
coupled actors are viewed as independent service providers (Georgakopoulos M.P & 
Papazoglou D, 2003). They provide the infrastructure to normalize heterogeneous data 
sources and provide these values to the streams analysis engine. 
A framework exists allowing the representation of business processes to support 




Solution Manager Service (SMS). However, SMS is largely developed to represent 
simple business processes which do not require the representation of complex 
terminology, practises, or supporting high frequency data stream analysis. In this thesis, 
extensions to this framework are proposed allowing it to define, and enact complex 
business processes in real-time. 
1.2. Event	Stream	Processing	
As introduced in the earlier section, events are unique portraits, much like the 
snapshot on rolls of film. Each frame provides the viewer with information about a 
snapshot that would make little or no sense if it were viewed independently. However, 
when these frames are viewed collectively, a film is made. Likewise, individual events 
arriving encapsulated in data streams do not constitute much value if they were 
analysed in silos.  
When events arrive at high frequencies from heterogeneous data sources, the 
method in which they arrive is termed as a ‘streaming’. The process required to capture, 
analyse and output results of these events is generally termed ‘event stream 
processing’. Traditional data stream management systems act as functional units to 
support event stream processing. They provide the processing engine with either the 
capabilities to directly access storage, or the middleware to communicate with the 
external client. The practice of siloed event stream processing has been the norm for 
traditional and current data stream management systems. However, for their beneficial 
implications, these events must be viewed within the context of their business 




proposes several changes necessary to an existing event stream processor component 
in addition to others in order to support the definition, enactment and analysis of 
business processes. 
1.3. Research	Motivations	
Clinical decision support systems (CDSS) assist clinicians in managing or 
predicting the onset of certain conditions. The goal is to improve the quality of their 
practice and patient care. The CDSS has evolved from providing simple reminders and 
alerts, to represent a potent toolkit covering the myriad of artificial intelligence activities 
(A Wright & D F Sittig, 2008a). These systems are often seen using information in form 
of programmed code that is abstracted from evidence-based clinical practise guidelines 
(CPG). The averageCPG contains an abundance of business processes listing all the 
necessary activities required to manage and care for a medical condition. 
Modern critical care environments are considered data intensive; however, the 
data itself is just part of the picture. Evidence-informed practices are constantly 
changing as new research findings are published and adapted into CPG. The clinicians 
must be familiar with the latest guidelines and all biomedical information while delivering 
optimal care. This can be a strenuous task within stressful situations such as when 
delivering critical care. Therefore, CDSSs have become a popular solution to aid the 
clinician at the point of care while integrating all relevant data in the background. The 
data-intensive healthcare environment illustrates the sheer dependence of the 




  CDSSs also support practice by providing decision support using the most up-to-
date evidence-based recommendations. While the CDSS is considered a modern 
technology, its software architecture has been largely based on traditional database 
management systems. There is now research to suggest that this form of persistent 
storage with subsequent analysis may be detrimental to the efficiency of real-time 
applications (M Stonebraker & Cetintemel, 2005). A bottleneck is formed when 
performing event stream processing, as data must be continually stored and queried 
past each analysis point.  
Even with advancements of CDSSs, other limitations have been observed 
between the intended design, and their implementations (Haux, 2006). This contributes 
to the gap between the clinician’s requirements, and the available tools. Advances in 
computing paradigms have produced innovative solutions that may provide the answer 
to close this gap.  
The employment of streams analysis to support the definition and automated 
enactment of business processes within the context of Services-Oriented Architecture 
would greatly enhance the efficiency and quality of CDSSs. Significantly, it provides an 
infrastructure integrating proprietary standards, independent data warehouses, and 
external data feeds. This allows for a powerful tool to address interoperability issues 
and paves the path for significant advances in intelligent patient monitoring. If endorsed, 






The aim and objective of this research is to extend the current architecture of the 
Solution Manager Service in order to support the: 
1. Definition of complex business processes for real-time enactments 
2. Translation of complex business processes to simple automaton models 
3. Automated enactment of the modeled business process automatons to 
enactment script in real-time 
4. Storage of enactment results for retrospective analysis and data mining 
5. Integration of synchronous and asynchronous data streams in the event stream 
processing engine 
These five aims and objectives serve to produce the research hypothesis which is 
discussed in detail in the following section. 
1.5. Research	Hypothesis		
I. That a framework can be defined to enable the definition and enactment of 
business processes that incorporate event stream processing 
II. That the framework can actively incorporate knowledge obtained through 
guidelines and complex business processes to support event stream 
processing 
III. That the framework can enable the explicit incorporation of stream 
analysis and temporal abstraction for inclusion within the business 




IV. That the framework can enable the instantiation in Services-Oriented 
Architecture 
V. That the framework can be demonstrated within the healthcare setting 








This section discusses the contributions made by this thesis to the body of 
knowledge in computer science. 
I. Definition and Enactment of Business Processes for Event Stream Processing 
The first contribution addresses the challenge of understanding and presenting the 
logical structure of business processes for real-time data processing and analysis.  
This thesis contributes a framework to add a ‘Process Web Service’ component to 
the Solution Manager Service to support:  
(1) Modeling of business processes at build time:  
Using the modeling techniques expressed by UML 2.0, construction of state 
automatons of a business process prepared as an enactment script for event 
stream processing. During this phase, critical information of the business 
processes are abstracted and used to support the script generation. 
(2) Enactment in real-time 
In addition to the definition and enactment of business processes, this thesis 
supports their enactment in real-time using the Artemis event stream 
processing engine. This thesis defines a set of required modifications to the 





II. Business Process Knowledge Integration to Event Stream Processing 
The second computing contribution is a result of the integration between the 
business process, its knowledge structure, and loosely coupled services to perform 
ubiquitous real-time analytics of the business process to generate value added 
outputs. This allows the enactment to occur taking into account the knowledge 
contained within business processes, guidelines, and audits.  
III. Support for retrospective analysis of enactments 
The third contribution allows for the analysis of the business process and the meta-
data identifying the knowledge structure to be feed into a data warehouse for 
retrospective analysis using data mining techniques. 
IV. Explicit Inclusion of Temporal Abstraction and Stream Analysis Results 
The fourth contribution is the ability of this framework to explicitly incorporate results 
acquired at the time of stream analysis and temporal abstraction to support the 
definition and enactment of business processes. 
V. Interoperable Service Oriented Architecture Environment 
The fifth computing contribution presents a framework based on services to integrate 
heterogeneous data sources arriving and diverse frequencies and sources. This 
contribution is presented as an extension to the clinical and physiological data log 





VI. Demonstration using a Clinical Problem 
The final contribution is the enactment of a clinical problem using business 
processes abstracted from clinical guidelines to support patient monitoring. This 
provides a unique contribution to the domain, which may in part support the 
initiatives of healthcare organizations to reduce the time from research of clinical 
practice research to their execution. 
1.7. Research	Methods		
 The methodology that is used for this research is the Constructive Research 
methodology (Figure 1.1). This approach proposes that a novel solution can be found 
for an existing problem which differs profoundly from pre-existing solutions (Dodig-
Crnkovic, Lüders, Höst, & Feldt, 2010). Constructive research produces innovation that 
results in the use of pre-existing knowledge to solve domain specific problems resulting 
in the creation of new application theory and knowledge. Validation methodologies are 






Figure 1.1 Constructive Research Methodology 
 This thesis employs constructive research principles in the following manner: (1) 
draft research hypothesis which is motivated by the need to integrate physiological data 
analysis into clinical guidelines, (2) study existing research and best practices by 
looking at existing event stream processing and business process research, (3) design 
a new framework to validate research hypothesis as per the framework in this thesis, (4) 
demonstrate explicit snapshots of the proposed framework and their components in the 
hypoglyceamia case study, and finally (5) present results of the framework. The 
demonstration and results of the framework are used to illustrate the feasibility of the 
framework to solve a real-world problem within the clinical domain. This demonstration 



























The thesis is structured as follows, chapter one introduced the research 
problems and hypothesis. Chapter two consists of the literature review to justify the 
open nature of the research questions. Chapter three discusses the case study 
environment, the neonatal intensive care unit. Chapter four presents the proposed 
extensions to the Solution Manager Service. Chapter five instantiates these extensions 
using the neonatal hypoglycaemia case study. Finally, chapter six concludes with 







This chapter describes the context of this research problem in three sections. 
The first section illustrates the current state of event stream processing in data stream 
management systems. The second section details related Services-Oriented 
Architecture solutions for event stream processing, and the third section provides an in 
depth analysis to the current state of business process definition and enactment. The 
final section discusses an existing solution to event stream processing which includes 
the ability to represent simple business processes. 
2.2 Methodology	
The survey consisted of reviewing literature from three major themes of computer 
science. The themes were: interoperability within clinical decision support systems, 
Services-Oriented architecture, and data stream management systems. Terms such as: 
CDSS, interoperability, SOA, healthcare, clinical, data stream management, decision 
support, knowledge management and standards were used for this search. Boolean 
results ‘AND’ and ‘OR’ were also used to specify article keywords. Articles were chosen 






Data Stream Management Systems (DSMS) are a recent phenomenon. Before 
the overwhelming availability and high frequency of data, traditional database 
management systems (DBMS) were structured and played passive roles. Abadi et al. 
(2003), provide five key assumptions of a traditional data management system: 
1. Need for a passive repository with capabilities to store large quantities of data.  
2. Human-active and DBMS-passive: The repository is enacted upon by the human 
operator actively performing operations in form of queries. 
3. No need for tools such as triggers or alert mechanisms as core elements. 
4. Data elements normalized, complete and very structured. 
5. Real-time operations are not necessary. 
However, with the availability of large quantities of high frequency and multi-
dimensional temporal data, these assumptions fail to serve the domains needs. DSMS 
were created and employed to process the abundant low level quantitative data to high 
level qualitative information. Nine of these systems are reviewed in this section to 
understand the nature in which DSMS perform their function and the degree to which 
business processes are enacted. These nine systems were chosen based on their 








Table 2-1 Overview of Business Process Definition and Enactment 
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Table 1 illustrates the five categories in which the DSMS’s were reviewed. These 
five categories were chosen to determine the support existing DSMS have for definition 
and management of business processes. 
2.3.1.1 Representation	of	Business	Processes	
The first category seeks to uncover the high level translations of business 
processes at the engine level. Business processes are represented as classes of 
events or single events which correspond to an action. These events are high level 
representations of independent activities to which there is an output as observed in the 
real world. This is an important test to understand how well clinical guidelines can be 
defined and enacted within the data stream environment. Of the DSMS studied, no 
systems supported definition of business processes.  
DyKnow allowed for representation of business processes such as controlling the 
pitch, yaw, and roll and environmental sensor data of the unmanned aerial vehicle. 
WaveScope contained a scripting language that may be used to define a business 
process, however it was not a result of design. Aurora, STREAM, and TelegraphCQ 
supported grouping of events to form a business process, however defining them as 
such was not possible in the data stream environment. The other architectures present 
a basic representation of processes and mainly focus on the mathematical event 
processing components of various sensors. A method for higher level representation of 





 The second category measures the degree to which independent business 
processes or events are measured throughout their enactment to obtain performance 
metrics. The nine DSMSs studied were not found to define business processes 
sufficiently. As a result, performance metric assessments were divided into two classes. 
The criteria measure the system’s ability to determine the performance metrics of the 
low level transmission of the data, and, enactment of events. All systems were found to 
exhibit this feature to with regard to the Quality of Service (QoS) for data transmissions.  
Only two systems, AEBS-MDS and DyKnow illustrate examples of how business 
processes can be represented to obtain performance metrics. Both these systems seek 
to determine the impact of the event in the real-world. Based on this action, data is 
processed in order to adapt the system to environmental triggers. However, both these 
systems keep this information for very short periods of time and then discard them upon 
the event’s execution. This measurement has implications that are far reaching in the 
health care domain. First, performance metrics allow clinicians the ability to quickly 
determine efficiency constraints and bottlenecks. Second, they provide the DSMS 
engine with critical information regarding failures or short-term trends. This information 
can be re-used to optimise each enactment and improve overall quality of alerts. 
2.3.1.3 Support	for	Business	Process	Enactment	Analysis	
The third category is a review of systems that perform analysis on the business 
process once it has been enacted. This is a critical function extending from the second 




enacted business processes requires a layer of knowledge management. However, it 
also requires that the knowledge component be aware of individual data management 
processes. For instance, once data streams have been processed by the individual 
operators, there must be a mechanism in contact with the knowledge layer providing 
analysis of the individual enactment. One method as discussed in the previous category 
is performance metrics. In this category the important function relates to confirming that 
business processes were enacted, and the acknowledgement that a new business 
process has begun. In keeping track of this enactment, the DSMS provides a foundation 
to define boundaries of business processes and represent their sequence. 
2.3.1.4 Support	for	Analysis	of	Multi‐dimensional	Data	Streams	
 The fourth category determines whether the selected DSMS’s are capable of 
performing advance data stream processing of multi-dimensional data streams. This is 
an important consideration within the medical domain as clinical data are meaningful 
when considered in a minimum of three dimensions. These three dimensions are (1) 
patient identity, (2) timestamp, and (3) value. The value in itself can extend into an array 
of data points as observed in the electrocardiogram signal. Most of the systems 
analysed by this criteria supported the minimum requirements to process data streams 
containing the aforementioned attributes. 
2.3.1.5 Support	for	Simple	Business	Process	Modifications	
The final category determines whether the DSMSs have support for a function to 
modify business processes. In addition to this function, DSMSs which support some 




enhance a DSMS’s ability to enhance or modify the enactment of business processes. It 
is important when new evidence-based practises are published as updates to clinical 
guidelines. DSMSs which support the ability to facilitate this change greatly contribute to 
a system which remains tightly in line with the latest scientific evidence. Majority of the 
studied DSMSs fail to address this requirement. Three systems DyKnow, STREAM and 
TelegraphCQ display support for this feature. However, the limitation is that they are all 
based on the event itself and do not represent business processes. 
2.4 Services‐Oriented	Architectures	
 The Services-Oriented Architecture (SOA) is a popular contemporary paradigm 
when developing scalable and loosely-coupled applications that span across several 
entities, and organizations. The strength of this paradigm is witnessed by the popularity 
it has accrued since it was first proposed. Web Services, a solution based on the SOA 
principles, have become highly widespread and sophisticated. The next section of the 
review focuses on papers discussing how such a paradigm is of use to represent 
business processes, their enactments, and obtain key performance metrics to support 
complex enactment analysis. 
2.4.1 Business	Process	Execution	in	SOA	
The supervision and analytics of business processes serve to provide important 
performance indicators to support decision making. Application developers, system 
administrators, and the end user rely on this vital information to optimize current 
practices, identify efficiency constraints, and plan new architecture. The quest to 




and programming languages. Two such cases are the, Workflow Management Systems 
(WFMS) and the Web Services Business Process Execution Language (WS-BPEL). 
During the enactment of a business process the WFMS captures key performance 
metrics such as time and assigned resources to improve efficiency and reduce costs.  
The WS-BPEL on the other hand is a structured methodology to represent 
business processes using Web Services. Using the SOA framework, WS-BPEL 
supports the description of activities required to complete a business process and their 
subcomponents. A framework has been proposed by McGregor and Schiefer to include 
performance metrics of enacted business processes (C McGregor & Scheifer, 2003). In 
addition to this function, WS-BPEL also omitted the human involvement as an important 
part of business process enactments. To address this shortfall, BPEL4People (Agrawal 
et al., 2007) and WS-HumanTask (Amend et al., 2007) were established with a primary 
focus to cater the human resource inclusion.  
In conclusion, these features were extensions of the Web Services framework 
within the SOA environment. The SOA’s ability to rapidly gain extensions to support the 
business processes has strengthened its value for other domains with similar functions. 
Tools such as WS-BPEL, BPEL4People, and WS-HumanTask nurture an environment 







Electronic storage of medical knowledge through methods such as clinical 
guidelines has surged in recent times. Moreover, these clinical guidelines have become 
the preferred methodology for disseminating evidence-based best practices for a 
majority of clinical environments (Bero et al., 1998; Grol & J. Grimshaw, 2003; Shiffman 
et al., 2003; Wensing, van der Weijden, & Grol, 1998).  
The traditional methods of distributing guidelines and best practices among 
clinicians have not been very effective in bringing about the anticipated outcomes, as 
the adoption rate is too slow, or the guidelines are too complicated for clinicians to 
follow (Balas & Boren, 2000). Besides, the delay that occurs from taking such 
knowledge obtained through research to practice has also been reported to be lengthy 
(Cheah, 1998). Therefore, the need for a computer-interpretable guideline (CIG) 
representation has increasingly been researched over the past decade, giving birth to 
several research and commercial projects. MacDougall, McGregor, & Percival argue 
that the clinical guidelines are in fact a form of complex business processes 
(MacDougall, C McGregor, & J Percival, 2010). As there have been much research in 
the representation of business processes for decision making, this allows for clinical 
guidelines and their enactment including valuable performance analysis to be measured 
(Agrawal et al., 2007; Amend et al., 2007; C McGregor, Heath, & M Wei, 2005; C 
McGregor & Scheifer, 2003; C McGregor, Schiefer, & Zur Muehlen, 2006). 
The adoption of the business processing management (BPM) methods within 




systems. The extensions proposed by this thesis to the SMS aims to provide this level 
of sophistication. This extension supports a layer of knowledge and contextual 
awareness on top of the BPM systems allowing the possibility for rapid dissemination of 
best practices and guidelines managed by domain experts. These processes and 
features however have specific requirements which are covered in the section 4.4.4.  
The electronic representation of clinical guidelines currently exists in a variety of 
standards. Examples of CIG include: Guideline Interchange Format (GLIF), Standards-
Based Active Guideline Environment (SAGE), and Guideline Elements Model (GEM). 
Each CIG model attempts to map the workflow of a clinician as to provide hints to the 
clinician regarding best practice. In some cases, as for strongly recommended practices 
for example, the CIG will mandate that practice be completed before proceeding further. 
BPMs must therefore be customized to be compatible with these standards to support a 
broad and scalable intelligent CDSS environment. 
2.4.3 Models	of	Data	Interchange	to	Support	Clinical	Business	Process	Execution	
Parastatidis, P. Watson, & Webber (2005), claim that application developers 
have diverged from traditional SOA principles. They begin this argument by illustrating 
the essential three components of an SOA: (1) Service, (2) message, and (3) network 
layer. The authors argue that when developers initiate development of an SOA 
application, they largely neglect the importance of a strengthened message framework. 
Messages are stated to contain single ‘contracts’. These contracts translate into a single 
business process with specifications to produce a particular result. The authors maintain 




services. Instead, the developer should focus on the process that must be enacted. 
Using this policy, the SOA environment is made as loosely-coupled as possible in which 
data contained in the messages can be processed by any capable service. This 
essentially supports the interchange of data without any rigid constraints. 
Papazoglou, Traverso, Dustdar, & Leymann (2007) present an example model 
based on Web Services supporting small and predefined business processes. The 
authors illustrate this using a remote patient monitoring system they develop. The 
motivation is to develop an environment in which, a physician is able to monitor and 
interact with the entire system to deliver care for a remote patient at their home. Using a 
mix of Services and medical devices the authors illustrate how their model supports the 
processing of data and delivery of alerts to the clinician.  
Nadkarni & Miller (2007) introduce SOA as a philosophy closely related to Lego 
bricks. They argue that the constructs and structure of the SOA could address the 
issues of interoperability. They envision the architecture to play a significant role in 
circumstances where the remote user may demand independent and context-sensitive 
results to support their own care. McGregor, Heath, & M Wei, 2005 provide a case 
study demonstration of this framework. They use Web Services as a tool to stream 
physiological data of infants from remote centers to clinicians. The SOA’s basic 
characteristics as a toolset of mix-and-match units are described to support this 
complex and highly branched solution. The authors also argue that reductions in 
medical errors and their adverse effects are significantly reduced if data is allowed to 




reaching this conclusion, the authors also note that significant damage could be caused 
when hospitals outsource these fundamental aspects to multiple external vendors each 
providing proprietary solutions. 
Garg and colleagues, in a systematic review, research the effectiveness of 
computerised decision support systems in a wide range of medical areas from 1973 to 
2004 (A X Garg et al., 2005). A total of 100 studies met the criteria and were tested for 
effectiveness. An interesting finding of that review was that in 47% of the studies the 
CDSS was integrated with existing electronic systems. However only 30% of the CDSS 
tested between that range allowed for automated data feeds from those systems. Of 
that figure, the research further finds that 98% of these studies required some form of 
input from attending or training physician (38%), other health care staff (29%), or staff 
paid by research funds (21%). 
Kawamoto & Lobach, 2006 further echo this point, in a study proposal to fill the 
gap between interoperability of CDSS (Kawamoto & Lobach, 2006). The widespread 
lack in interoperability leads the authors to find that CDSS potential remains a dream 
rather than a reality. Their proposed solution is a network of standardized SOA Services 
which perform integration at the low level and transmit data for other devices to use. 
The transmission standard advocated by this author is an already existing standard for 
medical text data called Health Level 7, i.e. a health care version of the Open Systems 
Interconnection layers. The authors support the implementation of SOA Web Services 
as they have a strong foundation and are already prevalent in other industries. The 




Definition Language (WSDL) as being integral to any future system that hopes to 
achieve a state of ubiquitous use in the health care industry. 
General systems performing clinical decision support with an emphasis on the 
interchange of data were reviewed. Five studies were evaluated to measure the degree 
to which data integration is described. The studies were selected and categorized 
based on (1) their ability to incorporate existing clinical information system (CIS) and 
bed side monitoring devices without requiring manual data input, (2) whether these 
CDSS architectures were based on SOA principles and had Web Services as a 
component, and (3) the standards which were used to facilitate interoperability between 
heterogeneous health systems. Table 2-2, list these studies according to the results of 
the test, and are categorized by author/year of the study, the environment, architecture, 
and the level of interchange. 
Table 2-2 Integration of Data in Clinical Studies 
 
# Author/year Name SOA  Standard 
1 (Mathe et al., 2009) Sepsis 
Management 
No XML 
2 (J. I. Pan, Chen, & Hsu, 2009) CRAMS Yes XML 
3 (Barrett & Weber-Jahnke, 2009) Research Yes SNOMED CT 
4  (A Wright & D F Sittig, 2008b) SANDS Yes HL7 






Findings from Table 2-2 can be summarized as follows: 
The survey results show that an increasing number of architectures supporting a 
dynamic interchange of data are being proposed with support for SOA principles. Using 
web services, and standards such as XML, HL7 and SNOMED CT as core components 
of the architecture, they facilitate a secured transmission between distinct functional 
units. Yet even with this level of support, only 33% of the studies actually supported an 
electronic and automated input of data. This means that although a majority of these 
systems supported this feature, there are still projects that exclude data interchange. 
Mathe et al., 2009 describe a system that is not based on SOA but supports a limited 
architecture in which data is available for predefined units.  
In conclusion, the statistic indicates that even amongst the newer architectures, 
integration of both clinical data and physiological data streams remains unrealised. 
Furthermore, when compared with the results from Garg and colleague’s study, the 
percentage of interoperable systems has not changed significantly. 
2.5 The	Solution	Manager	Service	
McGregor, Schiefer, & Muehlen, (2006), provide an overview of the requirements 
of an infrastructure supporting business process management. The goals of the 
infrastructure are based on eight criteria.  They include: (1) business process focused, 
(2) reliable, (3) on-demand, (4) shareable, (5) responsive, (6) proactive and reactive, (7) 
near real-time, and (8) standards based. These requirements are essential to the 




platform addressing a set of specific requirements resulting from a need to understand 
and manage business processes (Figure 2.1).  
This framework is displayed in Figure 2.1 and comprises six main components to 
address the requirements stated above. These components are: (1) web services 
interface to receive data, (2) solution builder: a build-time component used to capture 
parameters and performance metrics, (3) medical alert monitor: a run-time component 
used to receive monitoring instructions such as a medical alert, (4) event stream 
processor: a run-time component in which data is processed, (5) analytical processor: a 
run-time component for receiving analysis based on temporal abstractions of processed 
data, and finally (6) data management:  layer consisting of databases providing real-





Figure 2.1 Solution Manager Service Architecture 
 The eight requirements of this system allow the SMS to perform simple business 
process management. The solution builder is a component of the SMS that captures the 
metadata and performance objectives for the business process (Figure 2.1). Using the 
data, the solution builder initializes run-time components via the data management 
layer. This provides SMS the ability to monitor business process enactments and review 
performance metrics. Although this component allows the SMS to strengthen the 
analysis of enactments, it does not however, cater to an environment of complex inter-
dependent processes with absolute minimal tolerance for error. Furthermore, although 
data interchange is illustrated using SOA, the integration of asynchronous and 




The SMS provides a sufficient environment to process simple business 
processes and analyse the necessary data to support organizational decision making. 
However, as described above, it has limitations which prevent this framework from 
being applied within an environment where business processes are complex, critical, 
and uncertain.  
It remains an open research area to extend the SMS to support the automated 
enactment of the complex business processes. To this end, the SMS would need to be 
expanded allowing it to satisfy four additional requirements. These four requirements 
are: (1) evidence-based, (2) normalization of data, (3) real-time enactment, and (4) 
process-oriented. Knowledge abstracted from clinical guidelines under various CIG 
standards will satisfy the need for evidence-based processing. SOA agents with high 
level understanding of the data source will need to be expanded to include contextual 
information for integration purposes. SMS as a system must be capable of performing in 
real-time with the ESP capable of processing multidimensional medical and 
demographical data pertaining to humans. Finally the process-oriented component is an 
important distinguisher from the original role of the SMS architecture. However, by 
introducing clinical guidelines as the fundamental processes, the architecture must be 
aware that multiple continuous data streams may have artefacts inherent to the natural 






 The results of this review exemplify the motivation for a DSMS capable of 
defining, and managing business processes of complex and critical environments such 
as the NICU. The overview of existing DSMS systems from section 4.3, shows that 
modern systems are produced with an emphasis on the processing capabilities. These 
systems omit the need to represent business processes, and their analysis, to 
determine how it impacts day-to-day functions. This led to the formulation of hypothesis 
one, in which the framework is designed to support the definition and automated 
enactment of business processes for streams analysis. They do not contain any simple 
methods to abstract knowledge or re-use knowledge gained from analysis of the 
enactment.  
These points led to the formulation of hypotheses two and three. Although 
general systems exist to define instances of business processes within the clinical 
environment, they have not extended their systems to consider how clinical guidelines 
can be represented within heterogeneous data environments. This finding led to the 
formulation of hypothesis four and five. Therefore, there is motivation that the 
contributions proposed by the thesis hypothesis are warranted. The research 





The momentum to adopt information technology to cover the full spectrum of 
clinical practise began shortly after the release of an important document on the quality 
of care in the United States of America. The Institute of Medicine (IOM) Committee on 
Quality of Health Care in America, released its report To Err Is Human; Building a Safer 
Health System, in November 1999 (Abraham, R. T. Watson, & Boudreau, 2008). This 
report challenged the prevailing health care practices of that time, by stating that nearly 
100, 000 people die of medical errors every year in the United States. The medical 
errors were related to poor legibility in reading medical records, or delays in delivering 
information to necessary parties. It called for two important actions to be implemented 
immediately. The first action was a call for an increased investment in procurement and 
adoption of technologies such as electronic medical records to improve legibility. 
Second, the committee called for the development of methodologies to allow seamless 
transfer of patient information between necessary parties. Following this report, 
information communication technologies (ICT) adoption in healthcare flourished. This 
growth was witnessed in none more so than the complex and critical care units, which 
became foci for growth in technology use and adoption. While growth did occur relative 
to previous decades, it was still dwarfed when compared to other major industries 
(Thompson & Dean, 2009).   
Particularly, for many urban hospitals new departments of information systems 
and biomedical engineering became established. These large hospitals became the 




local in-house medical support software (A Wright & D F Sittig, 2008a).  This execution 
naturally prompted the evolution of such systems to include larger databases covering 
multiple units and departments. Hence the maturity and consequence of the CDSS 
became more apparent. This moment also saw the rise of international groups devoted 
to creation of computer interpretable standards for medical data and knowledge. The 
aims for large multi-regional and national health information networks promising 
persistent and ubiquitous availability of medical data and knowledge were established. 
In the course of this evolution, new challenges emerged. Interoperability between in-
house developments and vendor supported systems became major hindrances, seen 
as potentially averting the aforementioned goals.  
Furthermore, since the release of the IOM’s report, there has not been any 
ground breaking change in the patient’s medical journey. Patients continue to carry 
paper documents from site to site, and are required to narrate their conditions and 
associated symptoms each time they visit another clinician. The growing popularity of 
inter-professional care teams necessitated availability of data to a variety of health care 
providers. Moreover, the introduction of stringent privacy and confidentiality legislation 
such as the Personal Health Information Protection Act (2004) demanded increased 
monitoring of these electronic services (Government of Ontario, 2004). The complex 
environment of healthcare continued to present unique challenges that inhibited the 
visions of the IOM. Nadkarni & Miller, 2007, further echo this fundamental issue by 
stating the lack of interoperability within these isolated systems is a problem to which 




computer science offers several solutions to this problem, it simply may not be a 
technical issue that is seen as the inhibiting agent.  
Evidence suggests that a grand interoperable system not only makes for 
seamless and efficient transfer of information, but also saves money. Jan Walker and 
colleagues estimate that the costs of a national interoperable electronic medical records 
system to be $28 billion for the first 10 years of deployment, and then $16 billion for 
maintenance thereafter (Walker et al., 2005). The net savings however are significantly 
higher, as the authors state that the overall savings could be anywhere from $21 to 
$77.8 billion depending on the scale of interoperability (Walker et al., 2005). 
 The nature of health care would change in dramatic ways when barriers to 
isolations are removed and the right information is delivered to the right person at the 
right time. These three ‘right’ elements form the cornerstone of knowledge transfer, 
which ultimately affects care. Hence, the need to radically re-think how computer 
science is fostered within health care is necessary. Such is the task that must be 
accomplished to streamline processes and ultimately improve the patient’s quality of 
care. Computer science alone cannot be seen as the sole champion to bring about this 
change. The inclusion of appropriate domain experts and policy makers are crucial for 
any active change to occur. Therefore, it is crucial to identify the needs of the domain by 
examining the settings in which computing systems will be deployed. The next section 
examines in detail the neonatal intensive care unit, which serves as the setting for the 





Dramatic physiological, biomedical, and anatomical changes occur within the 
newborn infant just before and during the first hours, days, and weeks surrounding birth. 
During these subtle moments of life, the infant is required to briskly adapt from in utero 
conditions to the complicated and stressful extrauterine environment. This includes 
several modifications and adaptations to breathe, the ability to source and use energy, 
and exposure to a variety of stimuli (Kramer et al., 1990). The infant at long last begins 
the journey of its newfound independence. This naturally means that some organs such 
as the lungs, initiate their adult functions for the very first time. Concurrently, other 
organs and bodily systems must quickly adapt from fetal to adult form. At birth a 
premature infant is so small and fragile that it can fit in a human hand as showed in 
Figure 3.1. 
 




 Birth is a crucial time during which the infant is most susceptible to medical 
instability. It is also the point at which signs of illness and instability start to become 
obvious. It is suggested that up to 10% of all infants born require some form of neonatal 
care (Jenkins, Alderdice, & McCall, 2005). For 3% of those infants, complex neonatal 
intensive care may be required. Infants who are born before 37 weeks of gestation are 
referred to as premature infants. These infants contain immature organ systems that are 
incapable of sustaining normal bodily function. As a result, they require the constant 
monitoring by clinicians providing complex and critical care. When the medical condition 
of the term infant is deemed to be instable, or an infant is born prematurely they are 
immediately transferred into a neonatal intensive care unit (NICU). The neonatal 
intensive care unit (NICU) then becomes home for these infants, some of whom will 
require critical care for several days, weeks or months.  
Infants admitted into the NICU range from less than 23 to greater than 42 weeks 
of gestation. Figure 2.2 illustrates the normal spread and survival rate of infants, in 
terms of their gestational age, who were admitted to one of 26 NICU’s part of the 
Canadian Neonatal Network (CNN).  Neonates are only transported to the NICU upon 
necessity once they have been delivered. For instance, The Hospital for Sick Children 
(SickKids) in Toronto does not have any inpatient births, and therefore, all infants 
admitted arrive once they have been born. The infant then is brought to the NICU by 
transport specialists who are trained to provide critical care for a fragile infant. Once the 
infant has been admitted to the NICU, they are provided with the full range of 





Figure 3.2: Gestational age at birth for NICU infants. (CNN Annual Report, 2009) 
3.1.1 Neonatal	Physical	Environment	
The NICU boasts some of the most technologically advanced machinery 
responsible for monitoring the infants’ psychological and clinical information while others 
offer critical life support. To compensate for the fragile and developing organs of the 
infant, there is a variety of monitoring and supporting equipment an infant may be 
connected to at any given time. In The Hospital for Sick Children (SickKids), all 
neonates are monitored using the Philips IntelliVue MP70 line of intelligent monitors. 
These monitors contain electrodes and accessories which monitor and display values 
such as electrocardiogram (ECG), heart rate, peripheral oxygen saturation (SpO2), 
blood pressure, and respiration rate. These values are constantly monitored by the 
designated nurse of the neonate. Figure 3.2 provides a glimpse at the wide range of 





Figure 3.3: Medical Devices Connected to a Neonate (from the Mayo Foundation) 
3.1.2 Neonatal	Intensive	Care	Medical	Devices	
Some of the devices commonly used within the NICU and their functions are listed 
below. 
1. Ventilators: A device that supports normal breathing of the infant. Infants are 
connected to the ventilator through the endotracheal tube that is placed into the 
trachea through the mouth or nose. The ventilator delivers a predefined 





2. Catheters (Feeding/IV Tubes): A plastic tube that is inserted into the infant’s 
stomach or vein to facilitate access for feeding or administering drugs 
intravenously. 
3. Oxygen Saturation Monitor: A device that monitors the oxygen concentration in 
the blood using red and infrared light. This value is continuously monitored by the 
Neonatal Nurse and logged every 30 minutes as vitals. 
4. IV Pump: A device which monitors and controls the rate and amount of 
intravenous fluid given. 
5. Electrocardiogram Monitor: A device which monitors the heart and breathing 
rate of an infant using leads called electrodes. The electrodes are usually 
coloured white, black, brown, green and red. 
6. Warmer: A device that radiates heat to warm the infant. The warmer supplies 
heat through radiators which may be built into the incubator, or exist as external 
devices. The device maintains a temperature that is regularly monitored by the 
Neonatal Nurse. 
7. Phototherapy (Lights): A device emitting a blue coloured light to treat neonatal 
jaundice (high levels of unconjugated bilirubin). 
  These devices allow clinicians and researchers the ability to study subtle 
changes within the baby as they occur in real-time. However, as Figure 3.4 exemplifies, 




addition to the crowding, clinicians must also be cognizant of a large amount of 
information that these devices display, as discussed in the following section. 
 
Figure 3.4: Single incubator and its peripheries, from (preemie.info) 
Along with these devices, the NICU environment includes a host of caregivers 
monitoring the infant’s health condition. Alarms emitting from devices detecting 
instability require the clinicians to quickly move in and take control. Thus, each infant 
receives constant care at all times of the day. A premature infant for example, is rarely 
left alone for more than an hour (Gabriel, Grote, & Jonas, 1981). Concurrent to these 




the infant and provide basic nursing if permitted. Consequently, the modern NICU is 
best described as a noisy, crowded, and frenetic environment.    
3.1.3 Divisions	of	Neonatal	Care	
Neonatal intensive care in Canada is divided into three levels (Fetus and 
Newborn Committee, 2006). Level one NICU’s provide basic care for the healthy or 
mildly ill neonate aged 34 weeks and above weighing over 1800 grams. This level of 
care includes basic oxygen saturation monitoring and occasionally providing routine 
phototherapy during events of neonatal jaundice. The second level of NICUs admit ill 
infants aged 32 weeks and above, weighing over 1500 grams and who the clinician 
expects to recover fairly quickly. In this level of care, mechanical ventilation, intravenous 
infusions and resuscitation and stabilization of critical infants before transfer are 
performed.  
In the third and final level of neonatal intensive care, infants of all gestational age 
and weight are admitted. These critically ill patients require complex care which requires 
immediate access to a full range of subspecialty consultants. Infants admitted to this 
level of care may require weeks or months of intensive care to be stabilized and sent 
home. During their stay a variety of clinicians provide care on a day-to-day basis. These 
individuals include: physicians, nurses, respiratory therapist, radiologist, subspecialists, 
dieticians, social workers, psychologists, and community support workers. 
3.2 Neonatal	Intensive	Care	Data	Environment	
As mentioned in the previous section, the NICU contains a plethora of 




environment is consequently extremely data intensive. The magnitude of data collected 
from these monitoring systems can be immense and difficult to decipher by any single 
individual. This is evident in Miller’s observation, that humans are capable of processing 
seven separate variables plus minus two, at any given time (G. Miller, 1956). As a 
physician is exposed to an infinite number of variables affecting the course of disease 
(R. Chin, R. Y. Chin, & B. Y. Lee, 2008), there is clearly a mismatch between the 
amount of data, and the ability to process them.  
3.2.1 Data	Intensive	Environment	
Data collected within the NICU can be categorized in two forms. The first is the 
synchronous, fast data stream commonly recognized as the patient’s physiological data. 
The physiological data is collected by medical monitoring devices using sensors 
attached to the patient. These devices measure real-time health states such as ECG 
and respiratory rate. The alternative form is the asynchronous, slow data streams, 
which can be represented by spot readings, age, weight, or observation notes (R 
Kamaleswaran, C McGregor, & J Percival, 2009). This second form of data is commonly 
referred to as the clinical data, and is largely found contained within health information 
management systems. These systems rely on enterprise relational databases such as 





 The physiological data streams are further divided to cover various frequencies 
of streaming data. A physiological data stream emitted from the Phillips Intellivue series, 
a popular medical monitor may be composed of at least one of the follow stream types: 
 numeric: one data value arriving every 1024 milliseconds (ms) 
 wave:  four arrays of 256 readings every 1024 ms 
 fast wave: 16 values for every 32ms (512 values every 1024ms) 
In very premature babies, as many as 16 different streams composing the 
various stream types can be displayed at any one time. Each of these data streams 
contains real-time values. The clinical data can be represented in a variety of types as 
well. The clinical data is often produced in low frequency. This type of data is collected 
from human recordings done usually at the patient’s bedside. It may be real-time or 
retrospective, meaning the data may be entered as an event occurs, or logged after the 
event. Moreover, this data is frequently accessed on hospital information systems for 
purposes of record keeping and retrospective analysis of patient care. A clinical data 
stream can be represented as: 
 numeric: single integer or real value corresponding to a specific medical 
condition or test 
 text: numerous variable characters detailing observations made at the 
bedside 
 image: diagnostic images stored for clinicians interpretation 




The volume of a single patient’s clinical and physiological data is vast and continues 
to expand. This result in significant infrastructural capabilities and personnel the hospital 
must accrue to sustain an efficient and effective information system.  
3.3 Neonatal	Intensive	Care	Support	Tools	
Due to the data intensive aspect of the NICU, the popularity of computer-aided 
support tools is conspicuous. Clinicians at SickKids, use mobile computers referred to 
as the Computer on Wheels, to view, analyse, and disseminate clinical information for 
teaching and diagnosis purposes while on bedside rounds. This allows clinicians the 
flexibility and luxury of viewing essential information in real-time. CDSSs often found on 
clinical computers, serve to enhance the overall quality of care by providing the clinician 
with evidence based recommendations using pre-existing knowledge from research and 
best practices (Foster, C McGregor, & El-Masri, 2005). These tools range from assisting 
a clinician in the diagnosis of a specific medical condition, to managing the care of a 
critically ill patient. CDSSs are able to filter and aggregate the necessary data to 
produce evidence based recommendation to aid clinicians. However, there are few 
CDSSs which allow clinicians to represent business processes in real-time, and no 
CDSSs which allow for the automated enactment of clinical guidelines. Hence the 
reason clinicians are unable to operate or modify low-level processes of CDSSs as 
described in chapter 2. This creates a gap between the requirements of a clinician and 





In conclusion, the use of a framework which supports an automated method of 
enacting clinical guidelines in real-time, provides the clinician with a powerful tool. This 
tool not only allows the clinician to detect diagnosis earlier, thus reducing mortality and 
morbidity, but also to monitor the management of patient care during the patient’s entire 
length of stay. For this reason, the clinical problem of neonatal hypoglycaemia was 
chosen as an ideal case study to demonstrate the framework. There were several key 
reasons for this choice, which are described in detail in Chapter 5. However, the 
overarching reason is that hypoglycaemia is a largely preventable condition, for which 






This chapter presents a set of architectural requirements for the definition and 
enactment of complex business processes in event stream processing. Chapter two’s 
literature review concluded that these requirements remain open research problems. In 
the third chapter, the neonatal environment was presented, illustrating the need for the 
enactment of business processes, and their continued analysis for effective and reliable 
end-user output. This chapter will present the architecture in detail, including: the Raw 
Data Interface, Process Web Service, Solution Builder, Data Management Layer, 
Medical Alert Monitor, and finally the Event Stream Processor. This chapter is 
addressing hypotheses one, two, three and four. The following chapter’s case study 
demonstrations will instantiate the architecture within the NICU environment. 
As discussed, clinical guidelines contain essential information that can be 
considered complex business processes; however, as shown in chapter two, clinical 
guideline-based business processes are not currently being represented and used by 
event stream processors. It was then proposed that a mechanism to define business 
process enactment were critical to perform performance and quality checks, in addition 
to supporting the post-processing analysis of the independent enactments. This 
framework must therefore support four key functions: 
1. Definition of complex business processes for real-time enactments 
2. Support for complex business processes to be modeled at build-time 
3. Enactment of the modeled business process in real-time 




These requirements motivated the need to extend the Solution Manager Service 
(SMS), an intelligent decision support system for on-demand business process 
management described in chapter two and shown in Figure 3.1. The framework 
extensions form the basis for an architecture supporting enactment of business 
processes in event stream processing. 
4.1 Extensions	to	Solution	Manager	Service	
This section discusses how the SMS has been extended to support the three key 
functional requirements. First, data arriving from heterogeneous data sources must be 
normalized before beginning the analytical processing, this task is performed by the 
Raw Data Interface. Next, the Process Web Service performs the act of deciphering and 
extracting the process-oriented information, which is then presented to the Solution 
Builder. The Solution Builder is responsible for representing and modeling the business 
process, along with instantiating the business models as enactment code. The Data 
Management Layer allows processes to be stored and subsequently analysed by the 
Event Stream Processor. Finally, the Event Stream Processor uses this information to 
produce alerts. Together, these components, their functionalities and interactions 
constitute the new architectural component of this thesis; details are presented below,  
4.1.1 Raw	Data	Interface	
The raw data interface (RDI) of the SMS acts as an important portal for the 
integration of these heterogeneous data streams and process representations. A typical 
organization may contain multiple data structures to represent a single business 




and data warehouses. At this hospital the SMS has been deployed and provides clinical 
decision support. Therefore, once a patient has been admitted all the data which is 
captured by medical monitors or CIMS, is transmitted at very high frequencies for 
processing by the SMS. 
4.1.1.1	Normalization	of	the	Data	Stream	
The bulk of raw data entering the SMS’s event stream processor arrives through 
the clinical and physiological web service. The raw data is emitted from heterogeneous 
data sources such as medical devices and the Clinical Information Management System 
(CIMS). Although a hospital may have a common vendor for medical devices, there may 
be numerous front-end database solutions for representing clinical data, these systems 
can in fact be specialized for various departments of a hospital, making integration a 
complicated task.  
Furthermore, the data itself can be formatted using a variety of data structures 
ranging from raw ASCII streams to international standards such as Health Level 7 
(HL7). The laboratory, radiology, pharmaceutical, and nursing stations all represent 
distinct views of inter-related data models pertaining to a single patient. Therefore, due 
to the complexity of the represented material, numerous standards are required to be 
used. The Digital Imaging and Communications in Medicine (DICOM) standard is used 
when transferring medical images from the radiology systems. HL7 is a hierarchy based 
standard which expands on the XML framework to present textual and tabular data. 
Clinical guidelines can be represented as ontologies in Protégé, or in languages such 




The numerous standards and the complexity required to integrate them requires 
a unique solution which is neither resource-intensive, or adds unnecessary overhead to 
each output. Consequently, there is a clear need to have any integration of these 
heterogeneous data streams performed in the least expensive method. The framework 
proposed the use of the RDI. 
 For such a level of integration, significant investment in resources and a 
supportive organization-vendor relationship are almost irreplaceable. However, in 
reality, these assumptions often are not available, thus, it is necessary that a solution 
exists which is capable of thriving in a heterogeneous environment.  
For the reasons described above, we have proposed using SOA principles. The 
RDI supports multiple inter-related services acting in conjunction to deliver ‘normalized’ 
data for processing by the SMS. These services are shown in Figure 4.1; in this 
illustration the logical position of this component within the SMS is also presented. The 
RDI consists of loosely-coupled services which are called upon by medical devices and 
the CIMS. This persistent service is accessible through a URL and IP address 
accessible universally within the organizational network. This framework can also be 
allowed to extend onto the wide area network by instantiating this web service address 












When an organization submits raw data or processes structures in independent 
standards, the RDI component recognizes the format, structure and values of each 
stream. Using the terminology translation features, the RDI prepares and presents the 
heterogeneous incoming data into a common format for the SMS. 
4.1.1.2	Knowledge	Management	Systems	
Modern organisations are starting to introduce an electronic system for the 
management of business processes. These systems contain documents which 
represent electronic models of the business processes. This system is referred to as the 
Knowledge Management System (KMS). The KMS collects the interrelated and 
complex business processes using inputs from the clinician using an integrated 
development environment (IDE). Once processes have been represented in an IDE, 
they are stored as BPEL4WS documents; this section is described further in section 
4.1.2. The RDI collects this information and submits the details of new or updated 
BPEL4WS documents to the Process Web Service. The submitted data packet is 
standardized using a format that allows for the integration of multiple departments or 
organizations supported by the SMS (Figure 4.2).  
The arrival of data streams can be more diverse than the situation described 
above. Proprietary, legacy systems or custom-built devices may use standards that are 




simple raw formats as ASCII1, or structured formats such as XML. In Figure 4.1, we 
present a toXML translation unit which translates or re-organizes the incoming data 
structure to a common structure before processing by the event stream processor.  
In order for the RDI to facilitate these features it will need to be capable of four 
classes of simultaneous functions: 
a. Source Function 
 Accessibility (open): The standards used to discover the service will be based 
on the W3C recommended messaging protocol SOAP.  
 Very High Frequency (VHF) Data Streams: Data arriving at rates exceeding 1 
Hertz is referred to as VHF synchronous data streams and applied a tag for 
processing at the synchronous agent of the ESP. 
 Standard based: Recognizes industry health data transmissions such as 
XML2, BPEL4WS3, HL7v34, and DICOM5.  
                                            
1 American Standard Code for Information Interchange used to define character-encoding schemes 
based on the English alphabet. 
2 Extensible Markup Language (XML) defined in the XML 1.0 Specification drafted by the World Wide 
Web Consortium (W3C) accessible at http://www.w3.org/TR/REC-xml. 
 
3 Business Process Execution Language for Web Services (BPEL4WS) version 1.1, an XML based 
specification drafted by a consortium of companies including IBM, BAE Systems, and Microsoft 
accessible at http://public.dhe.ibm.com/software/dw/specs/ws-bpel/ws-bpel1.pdf 
 
4 Health Level Seven (HL7) version 3 standard, defines a XML based methodology to represent 
textual healthcare information. 
 
5 Digital Imaging and Communications in Medicine (DICOM) is a standard drafted to define medical 




b. Management Function 
 Addition and Deletion: Addition and deletion of devices, patients, 
relationships, and constraints between data sources. The service should also 
support management of bulk devices and enactment identifications. 
 Updating (Mass):  Updating device addresses, patient information, 
relationships and constraints between data sources. The service should also 
support management of bulk devices and enactment identifications. 
c. Access Function 
 Security and Privacy: Each device and enactment are constraint with unique 
identifiers which are encrypted in a separate format from the organization ID 
in order to ensure data are less likely to be translated during processing. 
d. Terminology Translation Function 
 Incoming data streams are read using the source functions and translated 
using the BPEL4WS standard within a business organization. BPEL4WS is a 
cross-industry standard for representing business processes for SOA models. 
This standard is already supported by the original SMS framework to define 
performance metrics for each enactment. Moreover, this translation is flexible 
enough to be modified where BPEL4WS is not adequate. For instance, within 
the healthcare environment, a clinical terminology standard such as HL7 






Figure 4.2 High Level view of the SMS Process Web Service 
 The Process Web Service (PWS) provides the mechanism to extract XML 
elements and prepare them for modeling by the solution builder. Five key data fields 
must be filled before the data packet is sent to the solution builder; these fields are 
defined below and represented in figure 4.3’s entity-relationship diagram. 
a. EventID: Each process is associated with an ID. The PWS uses this ID to keep 
track of client-client, client-service, and service-service relationships.  
b. EventType: The class of the event is recorded. For instances, ‘Read Glucose 
Level’ is translated into ‘Lab Order’ event class.  
c. SequenceNumber: The sequence number is determined by the exact order in 




is admitted to the NICU, the process which is represented by the decision point 
‘’Baby is unwell?’ receives a sequence number of two. 
d. isDecision: A Boolean element denoting whether the process needs to be 
represented as a decision point. 
e. Value:  Extraction of process associated numerical values.  
f. Critical Value: This element is a Boolean field representing the importance of a 
specific process and value. Processes containing True supersedes other 
processes of the same level.  
The EventID will serve as the primary key by which other related information will 
be referred. This table is stored in the process data store database found in the data 
management layer. The translation required to populate these tables are performed 
by parsing the XML elements to simple automatons. This information is then 
supplied to the solution builder to populate the Operator Configuration Agent.   
Figure 4.4 illustrates how the data is captured and submitted to the solution builder 





Figure 4.3 Entity Relationship Diagram of the data captured by the Process Web Service 
 




In Figure 4.4, the initialization of the PWS begins when the RDI is invoked 
requesting for updated information. Once the acknowledgment has been received, the 
RDI submits the normalized data stream for extraction. In this phase, the data is 
captured and stored in tables as illustrated in Figure 4.3. This process is termed the 
‘data capture’ and ‘write’ functions. Subsequently, the PWS invokes the Solution Builder 
with the necessary information to initialize a business process enactment. These events 
are captured for an extraction of a single process in Figure 4.5. 
 
Figure 4.5 Business Process Web Service Architecture 
  In Figure 4.5, the components of the PWS are shown. There are three 
architectural components that invoke and submit replies to other SMS components. 




and translate each of the processes represented in BPEL4WS to simple individual 
automatons with parameters identifying related processes (Figure 4.6). This process 
can be rejected if sufficient parameters cannot be captured in which case the end user 




Figure 4.6 Collaboration of Process Web Service components 
The accepted and enriched automatons of business processes are sent to the 
solution manager’s operator configuration agent (OCA) by the invoking reply. OCA then 
begins the translation of the BPEL4WS encoded clinical guideline to the ESP script for 
data stream processing. In this translation, the IsDecision value is very useful in 
determining whether an operation will require the join of multiple data streams arriving 
via the Clinical Log Web Services and Physiological Log Web Service.  A detailed 
description of these two services follows in Section 4.1.6.  Once the business processes 
automatons have been translated to the ESP script they are stored as a BLOB data 




that it is the gatekeeper before any proper initialization of an enactment. This function 
will only submit information if all the other functions have reported successful 
acknowledgements and the computational processes were error-free.  
4.1.3 Solution	Builder	
The solution builder of the SMS is a build-time component whose role primarily 
lies in extraction of key metrics prior to the business process enactment. This thesis 
extends the traditional solution builder by introducing parameters to enable complex 
business process enactment and retrospective analysis of these enactments. Figure 4.7 
illustrates the components of the solution builder and its communication with the define 
web service (DWS), and PWS. 
The DWS provides the solution manager with parameters relating to the specific 
business enactment. This component has not been significantly changed from the 
existing SMS architecture and therefore shares the same functions. The definition 
instruction is submitted by the organization before a process is enacted. For instance, 
performance metrics and parameters such as ResourceIDs can be defined by an 
organization at compile-time to be used throughout the lifespan of an enactment. The 
next section describes a contribution to the solution builder which now allows SMS to 












The PWS invokes KMS to check for any additions or updated BPEL4WS 
documents, and when such a change is detected, the web service submits this data to 
the solution builder by invoking reply. The PWS submits the extracted business process 
in form of automatons to the solution builder.  This document is fed into the OCA which 
immediately begins to perform sub-functions to convert the electronic guideline to ESP 
script enactments. The receive component receives the BPEL4WS format and submits 
the raw file to the ‘XML Parse’ agent. The XML Parse agent reads the incoming 
document and begins to capture each incoming process’s EventID, EventType and 
associated attributes as covered in Figure 4.4. Each EventID is associated with a 
medical action found in the ‘Terminology Agent’. This allows the solution builder to gain 
access to the necessary information, and resources required for each process.  
4.1.4 Data	Management	Layer	
The data management layer is responsible for storing and retrieving important 
data elements pertaining to the business process enactment. The framework presented 
in this thesis uses this layer through invocations from the Solution Builder and the Event 
Stream Processor. The solution builder is a build-time component which itself is invoked 
by the Define and Process Web Services. Once the required metrics are captured the 
next step is to prepare for the enactment of the business process. This preparation is 
completed by loading the data elements within the various compartments of the data 
management layer. In the sections below, more detail is provided regarding the solution 





 As described in section 4.4.2, the solution builder captures and loads data 
essential to the enactment of complex business processes. Figure 4.8 shows the two 
major components of the solution builder receiving data and submitting this information 
to the input ports of the Information Integrator.  
 
Figure 4.8 An overview of the Modified Data Management Layer 
The configuration agent from the solution builder submits a star schema to 




contains post-processed physiological event data arriving from the ESP. The Data 
Management Layer performs schedules synchronizations between the PDS and the 
data warehouse.  
Following the configuration agents invocation, the data constructor agent begins 
populating data such as the admitted patient’s identification. The OCA performs the 
translations of the new or updated business process into an executable script for the 
ESP. Receiving both these inputs enables the ESP component to begin capturing and 
processing data for the requirements identified in the solution builder. The next steps 
are critical for the long term analysis of enacted processes. The data and the script 
representing business processes are stored within the PhyDS and PDS respectively 
(Figure 4.10). This function also allows the SMS to perform future data mining and 
perform analysis of the enactment itself. For instance, this function would be ideal if an 






Figure 4.9 Communications between the Solution Manager and Data Management Layer 
4.1.5 Medical	Alert	Monitor	
The medical alert monitor (MAM) is a run-time component of the SMS which 
primarily submits medical alerts to the end-user. The MAM determines whether the 
anomaly detected by the ESP constitutes an alert using it’s receive agent. The alert 
generation submits the details of the alert to the data warehouse. This alert is then 
picked up by the client-side user interfaces for delivery to the end-user. Figure 4.9 
displays how the MAM receives data from the ESP and transports legitimate alerts to 





The ESP is responsible for processing continuous arrival of raw data streams. It 
receives important performance and procedural information from the Solution Builder in 
the form of an executable script. The ESP, using the stream computing paradigm, 
‘filters’ data as it arrives as opposed to continuously querying persistently stored data. 
Artemis is an example of how such as ESP can be used to process high frequency 
medical data identified in the case study (M Blount et al., 2010). The Artemis platform is 
built upon the IBM InfoSphere Streams (Streams) runtime, which is a stream computing 
middleware allowing for real-time analysis of data as it arrives. The programming 
language for Streams is referred to as Spade Programming Language (SPL).  
4.1.6.1	Artemis:	Real‐time	Event	Stream	Processing	
Artemis supports the ingestion and storage of multiple real-time data streams 
from multiple patients, while analysing for multiple conditions for the purposes of real-
time and retrospective analysis, and data-mining (M Blount et al., 2010). Data is filtered 
within the Artemis engine through specific nodes as it arrives, while subsequent 
downstream operators are triggered upon the activation of predefined conditions. 
Analytical operators referred to as Functors are capable of ingesting multiple data 
streams with similar schemas. Data streams with diverse schemas may be converted to 
a single stream using the Join operator. Additionally, support for user-defined operators 
allows for a myriad of customized functions and processes. This framework of 




This method of processing data ensures the management of an increased frequency 
and quantity of data sources that would otherwise have crippling execution times. 
This thesis proposes the incorporation of Artemis as the ESP component of 
SMS. Artemis currently does not support representation of complex business processes 
within the data stream processing environment. Therefore modifications are necessary 
before such a task is possible. First, through the introduction of two adaptors called 
‘Asynchronous Data Stream’ (ADS) and ‘Synchronous Data Stream’ (SDS), which 
receive data from the Solution Manager and identify the appropriate type of data stream 
for data processing. The ADS is an adaptor that makes analysis possible by introducing 
appropriate initialization delays, data formats, and management of schemas for slow 
data streams such as demographics, or demographics or incidental lab tests. The SDS 
on the other hand must be modified to prioritize the speed, cache length and time 
management procedures in communication with the ADS. One of the challenges of 
using Artemis is that the ESP is designed to process incoming data as it arrives. 
However, each arriving data value needs to be verified to determine if it is real-time or 
retrospective data. This functionality is not offered by Artemis and therefore will need to 
be integrated by the SDS. The SDS should release data streams with the time 
awareness incorporated as a timestamp in the incoming tuples. For instance, if an ECG 
value was abstracted at 1:00:01h, only comparing the blood pressure reading for that 
timeframe would yield inappropriate clinical results. The ADS would confirm the 
timestamp of the corresponding blood pressure reading for a particular patient using the 










Figure 4.10 illustrates how Artemis is integrated into the SMS framework for 
stream analysis. Its inputs are: (1) Web Services Layer: Continually ingesting data from 
the physiological log web service and clinical log web service; (2) Solution Builder: 
Receiving performance and process information at compile-time for each patient; (3) 
Data Management Layer: Receiving compile-time variables such as patient 
identification stored by the solution builder. Once all information has been received, the 
ESP initiates data processing and starts outputting alerts to the Data Warehouse.  
This information is subsequently picked up by the MAM illustrated in Figure 4.10. 
The calls made by the ESP engine are detailed in Figure 4.11 In this sequence diagram, 
the build-time solution builder is shown to invoke the ESP engine once it has received 
definitions of processes and initialization from the DWS and CPWS. Following this 
invocation the ESP activates the asynchronous and synchronous data stream agents to 





Figure 4.11 Sequence Diagram of the Event Stream Processor Messages 
4.6.1	Asynchronous	Data	Stream	Agent	
The ASD agent is responsible for capturing and providing key information 
regarding data schema, initialization delay, or submitting missing data tags to the ESP. 
These metrics are used by the ESP to synchronize multiple data streams pertaining to a 





Figure 4.12 Sequence diagram of ESP and Asynchronous Agent messages 
Figure 4.12 illustrates this using an example of time synchronization between the 
asynchronous and synchronous data streams. First the ESP invokes the ADS to begin 
analyzing the incoming data streams. The ADS performs this processing and submits 
information about the schema and assigns an initialization delay of 30 seconds before 
the data is to be processed by the real time data stream processing engine. This is 
required as the engine must be given time to process the synchronous data streams 
before the slow changing clinical data is considered. This step is important when an 
organization is required to make decisions using the most up-to-date information. The 
fast data stream containing for instance, various companies’ stock price over a specific 
day needs to ensure that it is current and not retrospective before an investment broker 





 The SDS agent is responsible for managing synchronous data streams. With a 
potential for hundreds of readings every second, the SDS agent is very light and 
performs only one function. It acts as a process used to confirm if the data arriving is 
current or retrospective (Figure 4.13). This agent periodically calls the current time at 
the local server and compares this value to the incoming data stream. 
If the delay is over an arbitrary value assigned to designate tolerance threshold, 
then the ESP is notified to delay or dump this dataset until recent data is detected. This 
information is vital when considering the ECG fast-wave data stream which arrives 
every second containing an array of values. If this array was in some way skewed and 
does not represent current data, the ESP engine will produce incorrect results by 
comparing this value with more recent slower data streams.  
 





The framework introduced a method to pre-process abstracted data using unique 
classifiers in what is referred to as the process web service. This web service presents 
pre-processed data to the solution builder for mapping and temporal representation 
prior to enactment. This structured data set is then fed into the event stream engine for 
processing and alert generation during enactment of the business process. The 
Analytical framework is called upon for analysis of each enactment to produce 
performance and trend data mining analysis. The next chapter covers a case study 
demonstration of complex business process enactments. The case study demonstrates 
the required framework configuration and modifications to allow for the detection of 
premature infants with neonatal hypoglycaemia. This work is then enacted and analytics 
are produced within the event stream processor as an alert. The alert is displayed to the 
end user in the form of a comma separated value file. This file is then compared against 







Chapter four presented a framework for the enactment of complex business 
processes, directly addressing the research questions introduced in chapter one. In this 
chapter a case study is presented demonstrating the enactment of these processes to 
enhance traditional event stream processing. This chapter supports hypothesis five. The 
model used to define the business processes are abstracted from a set of algorithms 
that were developed for neonatal hypoglycaemia. Using real-time data captured from 
the Clinical Information Management System (CIMS) at The Hospital for Sick Children, 
Toronto (SickKids), the following sections provide a proof-of-concept demonstration of 
all major framework components. These sections demonstrate snapshots of 
computational processes required for determining the risks of neonatal hypoglycaemia 
in a single infant. Specifications that were required for the enactment at SickKids are 
also discussed including the necessary modifications to the framework.  
This chapter is structured as follows: the clinical problem is introduced in 5.2. In 
section 5.3, the clinical processes are defined as derived from the clinical guideline. The 
enactment specific framework is presented in 5.4 for neonatal hypoglycaemia, and 5.4.5 
provides a discussion of this framework.  The final section 5.5 presents results obtained 






Neonatal hypoglycaemia (NH) is one of the common metabolic disturbances of 
the neonate. In a large number of neonates the decreased concentration of blood 
glucose reflects an imbalance between supply and demand for glucose, occurring 
immediately following birth. When the concentrations of blood glucose remain low even 
after multiple interventions for prolonged periods, they result in acute systemic effects 
such as convulsions and increase risks of neurological injury (Cornblath et al., 2000). 
Infants born with certain risk factors including: small for gestational age, large for 
gestational age, perinatal asphyxia, or being an infant of diabetic mother, are at 
increased risk of developing hypoglyceamia.   
NH occurs when the blood glucose concentration is less than 2.6 mmolL (Stanley 
& Baker, 1999); however, this definition continues to remain a contentious issue among 
neonatologists (Cornblath et al., 2000). This is due to the multidimensional nature of 
hypoglycemia where each infant and his unique situations determine the basic systemic 
requirements. It is in these circumstances that the application of a clinical guideline 
driven CDSS could prove invaluable in managing the care of such infants.  
The case study demonstration illustrates the framework’s ability to support both 
translations of clinical guidelines for NH and the development of an integrated evidence-
informed algorithm to detect risk susceptibility in patients admitted to the NICU at 
SickKids. This allows clinicians to provide earlier interventions and modifications to the 
infant management plan, as well as improved awareness by the clinical team for 




Canadian Paediatric Society’s guidelines on NH, and based on input from domain 
experts. The algorithms relate specifically to premature infants6, infants with transient 
hypoglycemia, and infants with pre-existing co-morbidities. The algorithms cover three 
separated but inter-related classes of actions which will be covered in detail in section 
5.4.5.1. 
NH is seen as an ideal condition for developing a guideline-based clinical 
decision support system available in real-time that can have positive impact. This is 
because NH is treated in critical, stressful and complex environments. Here large 
quantities of clinical and physiological data from a variety of sources need to be 
collected and analysed in real-time. The analytics strive to represent and produce 
support tools of high quality to aid in the diagnosis of the dynamic infant and their 
associated medical conditions. Subsequent to the analytics, there is a need to produce 
evidence-informed recommendations to the clinical team for management and 
treatment purposes. Finally, the recommendations produced by the system must be 
displayed in an intuitive way, efficiently, and without ambiguity.  
The aim of the contributed framework is to support the clinician and patient 
throughout the entire journey. The journey of the patient begins from the point they have 
contact with clinicians till the moment they are back at home. To this end, business 
processes abstracted from evidence-informed clinical guidelines go a long way to 
capture events and their enactments during the entire journey. These processes also 
hold a reservoir of critical information that aids in the analytics and decision support of 
                                            




their target condition. However, guidelines are somewhat representative of procedures, 
policies and protocols and not entirely based on the care of an individual. Therefore, 
some modifications are needed to generate a class of algorithms that are tailored for the 
care of a single patient. It is for this reason that we have developed an enhanced 
algorithm to represent necessary patient care plan. The next section covers the 
translation of a generic guideline model to a patient care plan. 
5.3 Clinical	Processes	
Figure 5.1 Processes to detect NH Risk (This section outlines a critical section of 
current business processes for determining an infant’s susceptibility for NH. These 
processes seek to associate patients falling within a broad gestational age and weight 
range with their diagnosis histories reported in the NICU. The first step involves 
identifying the patient, their gestational age at birth, and their birth weight. Using this 
information the physician refers to the Canadian Paediatric Society’s guideline for NH to 
determine the infant’s relative percentile.  
From this exercise, the infant is categorized as: SGA7, LGA8 or AGA9. Where 
SGA and LGA patients are detected, the physician determines their previous diagnostic 
history to generate a hypothesis regarding their risk for NH. This hypothesis is 
confirmed by laboratory tests detecting the glucose concentration in the infant’s blood. 
The logic is outlined in Figure 5.1’s flow chart. 
                                            
7 Small for Gestational Age: A class of infants born below the 10th percentile of the birth weight and 
age table. 
8 Large for Gestational Age: A class of infants born above the 90th percentile of the birth weight and 
age table. 
9 Average for Gestational Age: A class of infants born between the 10th and 90th percentile of the birth 





Figure 5.1 Processes to detect NH Risk (CPS, 2004) 
One of the first steps to determine an infant’s risk is to classify the patient into the 
broad age and weight class; this data collection process can be termed the AgeClass 
function. The second step is to determine any previous diagnosis of the infant in relation 
to their gestational age and birth weight class, this step can be termed DxClass. The 
third step is receiving the risk results of both these analytics and confirming with a lab 
result. These three steps allow clinicians to understand the current health state, as well 
as the infant’s risk susceptibility to NH. These three processes are described in more 
detail in subsequent sections 5.3.1 – 5.3.3 when the enactment instruction is made 





Based on the infant’s age and weight, we use the Canadian Paediatric Society’s 
adapted percentile graph to determine the weight class, i.e. SGA, LGA or AGA. For the 
demonstration of the proof of concept, we focus only on the male and female preterm 
infant with gestational age of 37 weeks and corresponding weights provided in Table 
5.1 and 5.2. 




Birth Weight (grams) – Below 10th 
percentile 
Male Female 
37 2552 2452 
38 2766 2658 
39 2942 2825 
40 3079 2955 
41 3179 3051 
42 3233 3114 
 




Birth Weight (grams) – Above 90th 
percentile 
Male Female 
37 3665 3543 
38 3877 3738 
39 4049 3895 
40 4200 4034 
41 4328 4154 






The second class of functions involves determining the infant’s diagnostic history 
in order to build the preliminarily risk associations. A neonatologist at SickKids receives 
this information at the time of admission from the referring clinician and the transport 
team. If the patient has already been admitted, the information can be accessed through 
the diagnosis section of CIMS. The diagnostic histories that have been observed to play 
a role in contributing to NH are shown in Table 5.3.  
These histories may occur at various intervals during the infant’s LOS10 in the 
NICU. Infants presenting at the NICU with these co-morbidities are particularly 
susceptible to NH if their management is not under control. The SNOMED CT codes 
have been included in Table 5.3, to stress the standardization component of this 
framework. For demonstration purposes the SNOMED CT codes were not implemented 
in the enactment as we were using clinical data from a single hospital which has a 
strictly regulated input methodology.  
  
                                            




Table:5-3 Diagnosis histories impacting Infant’s Risk for Neonatal Hypoglycaemia 




  Prematurity 12312009 High 
Intrauterine growth retardation 
(IUGR) 
22033007 High 
Respiratory Distress (RDS) 67782005 High 
Infant of Diabetic Mother (IDM)  21584002 Moderate 
Perinatal Asphyxia 281578009 Moderate 
Sepsis  Moderate 
Hyperinsulinaemia 276563006 Low 
Hemolytic Disease of the Newborn 
(HDN) 
32858009 Low 
Polycythemia 32984002 Low 
5.3.3:	Process	Three:	Confirming	with	Lab	results	
The third process involves confirmation of NH as determined by the AgeClass 
and DxClass predicates with the confirmed blood glucose laboratory results. The 
neonatologist receives this information by accessing the laboratory results section of 
CIMS. If the infant’s sustained blood glucose falls below 2.6 mmol/L, the physician 
would begin treating the infant for confirmed NH.  
5.3.4:	Summary	
Three class of business processes have been identified in this section. These 
business processes are performed on a daily basis for infants admitted to the NICU at 
SickKids by trained neonatologists. At a tertiary hospital with a level three NICU such as 




complex care is required. Therefore, the processes outlined are only relevant for the 
detection of NH in infants aged greater than two hours. These infants are unlikely to be 
admitted to SickKids, thus we have excluded these infants from the case study. The 
next section 5.4 details how these processes are represented in the framework to 
support the complex business process enactment in real-time. 
5.4 Framework	Demonstration	
This section discusses, with examples, how each component of the proposed 
framework described in chapter four supports the clinical case study. First, 5.4.1 
explains the method by which heterogeneous incoming data formats are standardized. 
Next, 5.4.2 discusses the process web service and the necessary preparations before 
the presentation of clinical guidelines to the solution builder. The capture of key 
parameters such as patient identifications and translations from a model to enactment 
script is discussed in 5.4.3. Section 5.4.4 and 5.4.5 illustrate how the NH guidelines are 
enacted and the corresponding populated tables are shown. This information is 
subsequently used by the event stream processor uses to produce medical alerts, as 
discussed in 5.4.7. Finally, 5.4.8 summarizes and discusses the case study 
demonstration, presenting strengths and limitations, and leading to recommendations 






Figure 5.2 Clinical view of the Raw Data Interface 
The role of the RDI component is to recognize the arriving data format and 
structure of each incoming stream. Using independent agents, the RDI web service 
prepares and presents the heterogeneous data streams containing HL7, XML, or 
DICOM formats into a common structure for the SMS. For the components which 
capture guideline-based business processes, we have elected for the common format to 
be GEM. This modification has been illustrated in Figure 5.2, in which the Process 
Capture Service has been modified to include a toGEM agent. All other incoming data is 
translated to the generic XML standard. GEM is particularly useful as it allows the 
incoming business processes to present the event and their associated attributes in 
XML.  
Simultaneously, the RDI populates details of four classes of tasks; some tasks were not 




mechanisms which were not required to be modified. Additionally, some components 
such as the data management were not applicable as the organization had an extensive 
data warehouse which provided these features prior to data stream arrivals. The four 
classes are: 
1. Source 
 Accessibility: Not applicable to case study.  
 VHF Data Streams: Phillips Intellivue MP70 medical monitors output ECG, 
heart rate, respiration rate, SPO2, and mean blood pressure in ASCII. 
 Standard based:  Not applicable to case study. 
2. Management 
Not applicable to case study. 
3. Access 
Not applicable to case study. 
4. Terminology Translation 
Incoming data streams are read using the source functions and translated 
using the SNOMED Clinical Terminology (SCT). We apply the SCT 
translations for diagnosis histories for processing by the ESP.  
The advantage of using an international repository of common terminology 
lies in its ability to cover most of the clinical terms used within the NICU 
environment (A. G. James & Spackman, 2008). This further supports 





 The process web service (PWS) provides the mechanism to extract and translate 
guidelines represented in GEM format to BPEL4WS for event stream processing. 
Therefore, five key data fields which must be filled before the process can be enacted. 
g. EventID: Each clinical guideline process in GEM will be associated with an ID. 
The PWS uses this ID to keep track of patient-patient, patient-clinician, and 
patient-process relationships.  
h. EventType: The class of the event is recorded. For instance, ‘Read Glucose 
Level’ is translated into ‘Lab Order’ event type.  
i. SequenceNumber: The sequence number is determined by the exact order in 
which the process appears in the clinical guideline. For instance, after a newborn 
is admitted to the NICU, the process which is represented by the decision point 
‘’Baby is unwell?’ receives a sequence number of two. 
j. isDecision: Events which require the analytics of values within the resource 
table are identified and populated with a Boolean True. 
k. Value:  A biomedical observation or result such as glucose readings with Float 
2.6. 
l. Critical Value: A biomedical observation or result which is ingested by 
processes downstream. For instance, results of the AgeClass analysis are 
marked Boolean True, because it is used by subsequent operations that 




The five data fields are parsed from the incoming clinical guideline and stored 
within the Process Data Store. The entity-relationship diagram illustrated in Figure 5.3 
outlines the structure of storing the key data fields. Guidelines which arrive in the GEM 
format are based in XML and thus parsed into simple automatons representing a 
specific clinical state. 
 
Figure 5.3 Entity Relationship Diagram for Process Storage 
  
All information pertaining to a specific event is populated within the six database 




temporally and contextually dynamic processes which have the potential to contain a 
large variety of data. Firstly, fields with the name Event were changed to Guideline. 
Second, the resource table was converted into three separate tables containing 
information on the biomedical data arriving from heterogeneous departments under 
different database schemas. 
 
Figure 5.4 Clinical guideline action represented in GEM 
 The data which has been converted from the GEM standard (Figure 5.4) is now 
populated into several tables which are described as relational-entity diagrams in the 
previous sections. The following list of Tables 5.4 to 5.8 provides a set of events for a 




Table 5-4 Guideline Decision Points Table 
GuidelineType PatientID GuidelineID StartTime EndTime Value 
Admission 39836 Admit_Patient 01032011_08:00 01032011_08:02 245211 
Decision 39836 Unwell_True 01032011_10:00 01032011_10:03 1 
Action 39836 Glucose_Check 01032011_13:00 01032011_13:10 2.6 
Decision 39836 Age_time 01032011_13:00 01032011_13:01 2 
Decision 39836 Glucose_Check 02032011_18:00 02032011_18:10 1.8 
Action 39836 Routine_Care 02032011_21:00 02032011_21:10 Yes 
Action 39836 At_Risk 03032011_08:00 03032011_08:10 Yes 
 
 
Table 5-5 Decision Points Table 
GuidelineType PatientID GuidelineID IsDecision 
Admission 39836 Admit_Patient No 
Decision 39836 Unwell_True Yes 
Action 39836 Glucose_Check No 
Decision 39836 Age_time Yes 
Decision 39836 Glucose_Check Yes 
Action 39836 Routine_Care No 
Action 39836 At_Risk No 
 
Table 5-6 Critical Values Table 
GuidelineType PatientID GuidelineID CriticalValue 
Admission 39836 Admit_Patient No 
Decision 39836 Unwell_True No 
Action 39836 Glucose_Check Yes 
Decision 39836 Age_time Yes 
Decision 39836 Glucose_Check Yes 
Action 39836 Routine_Care No 





Table 5-7 Resources 




A1029 Admission Admit_Patient ADT Admit 01032011_08:00
D1203 Decision Unwell_True NICU Unstable 01032011_10:00
D1203 Action Glucose_Check NICU Lab_Glu 01032011_13:00
D1231 Decision Age_time NICU  Pat_Age 01032011_13:00
D1231 Decision Glucose_Check NICU  Lab_Glu 02032011_18:00
D1201 Action Routine_Care NICU Rt_Care 02032011_21:00
D1201 Action At_Risk NICU Risk 03032011_08:00
 
Table 5-8 Event Stream Processing Script Storage 
GuidelineType GuidelineID Time Script 
Script Enactment_01 01032011 
8:00 AM 
stream rawPatient(schemaFor(rawPatientIn)) 
 := Source()["file:pat_hyp_t.dat", 
nodelays, csvformat, initDelay=30]  










The <reply> service of the PWS translates these guidelines to produce 
definitions in BPEL4WS, more detail regarding this component follows. The BPEL4WS 
message is submitted to the Solution Builder for enactment in the ESP.  
5.4.3 Solution	Builder	
Following the terminology enrichment, each process is represented as logical 
automatons in ‘Create Model’. An example of the state automatons for the case study is 




elements and translates each component to their respective function in the ESP 
scripting language. For instance, a decision for ‘admission’ prompts a process to 
Capture data streams for a particular patient using the identification. This information is 
converted to a SPL Source operator by the OCA with the appropriate UDP address and 
port for the medical monitor attached to that infant.  
This exercise is illustrated in Figure 5.4 in which a set of processes such as: 
Admit Patient, Wellness Determined, Age Determined, and Glucose Checked prompt 
the OCA to generate the SPL representation with specific operators performing the 
necessary functions. Finally all of this information is brought together to calculate the 
risks of an infant in the Calculate Risk process. We represent the processes in UML to 
allow for the Solution Builder to quickly associate each process with its respective SPL 
operator(s). Once this association has been made, the OCA is responsible for 
translating and generating the scripts required for each enactment (Rishikesan 





Figure 5.5 State Chart Diagram of Case Study Processes 
Once the event has been mapped to the ESP, the solution builder can be 
invoked by the DWS to instantiate an enactment. The DWS, in addition to collecting 
performance metrics and metadata, has been modified to collect a new data field called 
‘action’. Action can be defined as a trigger for an event. For instance, Figure 5.5 
illustrates how a change at the patient enrolment system to admit a new patient to the 
NICU triggers an ‘admit patient’ action to be delivered at the DWS. The Data 
Constructor Agent picks up this change and loads the distinct patient identification to the 
real-time data warehouse. The presence of this identification allows the ESP to begin 
collecting data from the CLWS and PLWS, and start data analysis for this specific 






 This run-time component is invoked at various stages of the enactment by 
multiple layers of the SMS. Section 5.4.2 illustrates how the PWS captures, modifies, 
and stores key event based information within five tables as displayed in Figure 5.6. As 
described in Section 5.4.2, the solution builder also captures and loads data essential to 
the enactment of a clinical guideline process to the PWS. Some modifications were 
required as defined by Section 5.4.2 to the tables for the generic architecture to capture 
clinical and demographics textual data, along with laboratory and pharmaceutical 
numerical data. This changed required the split of the resource table into 
BIOMED_Text, BIOMED_IMG and BIOMED_Num. These tables are used to capture 
information which a clinical process might call.   
The configuration agent from the solution builder submits a star schema to 
generate table structures at the Physiological Data Store (PhyDS). This database 
contains post-processed physiological event data arriving from the ESP. The Data 
Management Layer performs scheduled synchronizations between the PDS and the 
data warehouse. Following the configuration agents invoke, the data constructor agent 
begins populating data, such as the admitted patient’s identification. The OCA performs 
the translations of the new or updated business process into an executable script for the 
ESP. Receiving both these inputs enables the ESP component to begin capturing and 
processing data for the requirements identified in the solution builder. The data and the 




respectively. This function also allows the SMS to perform future data mining and 
perform analysis of the enactment itself. 
5.4.4.1	Medical	Alert	Monitor	
The medical alert monitor (MAM) captures details from clinicians regarding a specific 
patient to produce patient-specific clinical alerts for NH. For instance, a clinician may 
want to keep track of a patient over 48 hours to determine trends and support diagnosis. 
The subsequent section illustrates a medical alert for hypoglycaemia produced by event 
stream processing biomedical data streams. 
5.4.5 Event	Stream	Processor	
The ESP takes information from medical devices and CIMS through the RDI, and 
CLWS or PLWS. ESP is able to determine the data it needs using the instructions it 
received from the OCA described in section 5.4.2. While the script has been instantiated 
by the ESP, CLWS and PLWS begin invoke and authentication processes for data 
capture with the medical devices. This section presents results obtained by the 
enactment of the NH case study. First, an algorithm was developed to represent 
important considerations and to simplify the clinical guideline. The algorithm was then 
converted to the ESP SPL script using principles outlined in the OCA of the solution 
builder in section 5.4.3. 
5.4.5.1 Neonatal	Hypoglycaemia	Algorithm	
This section of the case study presents the algorithms which were developed from 
guidelines as well as inputs from a domain expert. Class one of the algorithm presents 




methodology to detect and classify previous diagnosis of the infant. Finally, class three 
combines the outputs of classes one and two to form the final alert informing whether 
the infant is susceptible for NH. 
Table 5-9 Class One - The Classification of newborn  
Average for Gestational Age 
Data Type Unit Value 
Gestational Age Integer Weeks 20 – 42 
Birth weight Integer Grams 90th ≤ AGA ≥10th Percentile 
Small for Gestational Age 
Data Type Unit Value 
Gestational Age Integer Weeks 20 – 42 
Birth weight Integer Grams ≤ 10th Percentile 
Large for Gestational Age 
Data Type Unit Value 
Gestational Age Integer Weeks 20 – 42 







Table 5-10 Class Two - The Classification of Diagnosis 
# Data Type Value Risk 
 
1 Infant of Diabetic Mother Boolean 0 None 
1 High 
2 Polycythemia 
{PCVc > 0.70, PCVp > 0.65} 
Boolean 0 None 
1 High 
3 Hyperinsulinaemia Boolean 0 None 
1 High 
4 Intrauterine Growth Retardation Boolean 0 None 
1 High 
5 Sepsis Boolean 0 None 
1 High 
6 Respiratory Distress Syndrome Boolean 0 None 
1 High 
7 Rh-hemolytic disease Boolean 0 None 
1 High 
8 Asphyxiated Boolean 0 None 
1 High 
 
Table 5-11 Class Three - High Risk for Neonatal Hypoglycemia 
Data Type Unit  Value Risk 
Gestation Age Integer Weeks 20 – 37 Yes 
Glucose Double mmol/L ≤ 2.6 Yes 
AgeClass Character Newborn Class SGA OR LGA Yes 







This section contains the script file which was generated for the case study. The 
script is divided into several sections. The first section details the operators which are 
required to source data required to generate the risks analysis. The second section 
shows the script to generate the schemas which define the data type for all the streams 
used by the ESP. The third, fourth, and fifth sections contain the code for representing 
the classes one, two and three algorithms respectively. The final section shows the 
script which outputs the analysis in form of a comma separated value file. 
 
Figure 5.6 Overview of the Hypoglycaemia Enactment in SPADE 
The SPL code has been generated to follow the schema shown in Figure 5.6. In 
this diagram the three Sources are illustrated. Each of these data sources for this 
specific enactment is using comma separated value files. These sources then emit 









streams of values to Functors which perform basic algorithmic modifications and 
submit to other Functors where more analytics is necessary. An Aggregator may be 
used to capture data over a specific timespan as in the case of the diagnosis data 
stream. This stream needs to be studied to check how many diagnosis a patient has 
received over the previous two days. The last value is kept as reference to note the 
susceptibility of this infant to NH. 
The design of the code in Figure 5.6 is designed to manage three streams of data: 
1. The first set of operators performs the DxRisk algorithm which confirms 
whether the patient has been exposed to a diagnosis which may increase the 
risk of hypoglycaemia. 
2. The second set of operators performs the AgeClass algorithm to identify the 
patient as one of the following: (a) LGA, (b) AGA, or (c) SGA. 
3. The third set of operators performs the CheckGlucose function to determine 
whether the patient has had a glucose reading below 2.6 mmol/L. 
Figure 5.6 also illustrates some of the critical functions described in the UML 
diagram in Section 3.5.4. The solution builder would take each state in the UML and 
generate a list of Operators that are capable of providing the appropriate results. The 
‘Age determined’ state has been translated to a set of Functors which demonstrates the 
Class One algorithm. The ‘Wellness determined’ state has been converted into a class 
of Operators which split the incoming diagnosis stream into 10 separate streams 
studying a distinct risk factor. These risk factors are discussed previously as the Class 




which studies whether the infant’s blood glucose concentration has fallen below the 
determined threshold. 
 
Figure 5.7 Live representation of the enacted SPADE Graph 
Figure 5.7, shows the live hypoglycaemia enactment within the Eclipse IDE 
interface for Artemis. This diagram displays in detail the number of Functors for 
example that the class two algorithm uses. This diagram is a visual representation of 






This section contains the analysis results which were outputted by the case study 
ESP enactment. The first section shows the input data which was fed to the ESP. The 
second section illustrates output resulting from the processing of classes one, two, and 
three algorithms. The third section shows the final output as a single alert which is 
submitted as a comma separated value file. 
5.4.6.1 Inputs:	
Tables 5-12 to 5-14 display the input data which was used for this enactment. 
Table 5-12 shows the glucose readings for all patients who were processed and a 
specific patient with the PatientID 39836 is highlighted for ease of discussion.  In this 
table the patient of interest has a glucose level of 2.00 mmol/L, which is below the blood 
glucose concentration of 2.60 mmol/L used to define the upper limit of hypoglycaemia. 
Therefore, this patient’s laboratory data alert should be marked with the Boolean value 
True.  
Table 5-12 Laboratory Blood Glucose Concentration 
DateTime PatientID Glucose 
24/01/2011 23:32:19 37681 2.60 
24/01/2011 23:32:28 38947 3.10 
23/07/2009 08:00:00 37738 2.10 
23/07/2009 10:24:00 37781 1.60 
23/07/2009 12:48:00 37805 1.70 
23/07/2009 15:12:00 38054 3.00 
23/07/2009 17:36:00 38127 4.00 
23/07/2009 20:00:00 38211 2.00 
24/07/2009 17:36:00 39765 3.00 





Table 5-13 contains clinical data about all patients who were processed by the 
event stream processor. In this table, the five fields are: Date and Time, Identification, 
Gender, Birthweight, and Gestational age provide the necessary data to perform the 
AgeClass algorithm. Using this table, the patient is classified as belonging to one of the 
three AgeClass groups. 
Table 5-13 Input: Clinical Birth Weight and Age Table 
DateTime PatientID Gender Birthweight Gestation Age 
24/01/2011 23:32:19 37681 male 1750 34 
24/01/2011 23:32:28 38832 male 4350 34 
23/07/2009 08:00:00 37738 female 535 24 
23/07/2009 10:24:00 37781 male 826 25 
23/07/2009 12:48:00 37805 male 1126 30 
23/07/2009 15:12:00 38054 female 1058 27 
23/07/2009 17:36:00 38127 female 3240 34 
23/07/2009 20:00:00 38211 female 1783 30 
24/07/2009 17:36:00 39765 male 4240 34 
23/07/2009 17:36:00 39836 female 4620 34 
 
 
Table 5-14 provides the diagnostic histories of all patients who were processed 
by the event stream processor. In this table the patient of interest has been highlighted. 
This patient has been diagnosed with two histories. Both these histories are a part of 








Table 5-14 Input: Diagnosis Histories for Enrolled Patients 
DateTime PatientID Diagnosis 
… … … 
… … … 
… … … 
23/07/2009 08:00:00 37738 Pulmonary hypertension 
23/07/2009 08:00:00 37738 Hypospadias 
23/07/2009 08:00:00 37738 Micropenis 
28/07/2009 20:00:00 37781 PDA - ligation 
28/07/2009 20:00:00 37781 Jaundice 
28/07/2009 20:00:00 37781 PDA - indomethacin 
28/07/2009 20:00:00 37781 Prematurity 
28/07/2009 20:00:00 37781 RDS 
30/07/2009 15:00:00 37805 IVH 
30/07/2009 15:00:00 37805 Prematurity 
30/07/2009 15:00:00 37805 Bacteraemia 
30/07/2009 15:00:00 37805 UTI 
30/07/2009 15:00:00 37805 PV thrombus 
30/07/2009 15:00:00 37805 Septic ileus 
30/07/2009 15:00:00 37805 CoNS sepsis 
30/07/2009 15:00:00 37805 ASD 
22/08/2009 11:00:00 38054 RDS 
22/08/2009 11:00:00 38054 Prematurity 
22/08/2009 11:00:00 38054 PDA - indomethacin 
22/08/2009 11:00:00 38054 UTI 
22/08/2009 11:00:00 38054 PV thrombus 
22/08/2009 11:00:00 38054 CoNS sepsis 
28/08/2009 17:00:00 38127 Omphalocele 
28/08/2009 17:00:00 38127 Omphalocele 
4/9/2009 3:00 38211 RDS 
4/9/2009 3:00 38211 Prematurity 
4/9/2009 3:00 38211 Apnoea 
4/9/2009 3:00 38211 Jaundice 
8/11/2009 10:00 38832 IVH 







DateTime PatientID Diagnosis 
8/11/2009 10:00 38832 Prematurity 
8/11/2009 10:00 38832 RDS 
8/11/2009 10:00 38832 Hypotension 
8/11/2009 10:00 38832 Anaemia 
25/07/2009 21:00:00 39765 Prematurity 
25/07/2009 21:00:00 39765 IUGR 
26/07/2009 21:00:00 39765 PDA - indomethacin 
27/07/2019 21:00:00 39765 Thrombocytopenia 
1/08/2009 18:00 39836 Osteopenia 
1/08/2009 18:00 39836 CLD 
1/08/2009 18:00 39836 GERD 
1/08/2009 18:00 39836 Prematurity 
1/08/2009 18:00 39836 RDS 
1/08/2009 18:00 39836 TEF/OA 
1/08/2009 18:00 39836 Bacterial pneumonia 
1/08/2009 18:00 39836 Stage 1 ROP 
1/08/2009 18:00 39836 Atrial ectopic tachycardia 
1/08/2009 18:00 39836 Junctional bradycardia 
1/08/2009 18:00 
39836 Oesophageal [anastomotic] stricture 
  
5.4.6.2 Temporary	Output	
This section provides a view of the temporary outputs received by the event 
stream processor after the input information was processed. Table 5-15 has correctly 
categorized the patient of interest as falling above the 90th percentile for birth weight 





Table 5-15 Output: AgeClass Algorithm 
PatientID DateTime AgeClass 
37681 24/01/2011 23:32:19 SGA 
37738 23/07/2009 08:00:00 SGA 
38054 23/07/2009 15:12:00 SGA 
38127 23/07/2009 17:36:00 AGA 
38211 23/07/2009 20:00:00 LGA 
39836 23/07/2009 17:36:00 LGA 
38832 24/01/2011 23:32:28 LGA 
37781 23/07/2009 10:24:00 SGA 
37805 23/07/2009 12:48:00 SGA 
39765 24/07/2009 17:36:00 LGA 
 
Table 5-16 illustrates the outputs received after all the blood glucose readings were 
processed. In this table the patient of interest has been identified with the Boolean value 
True. This confirms that the algorithm correctly determined that this patient had a blood 
glucose reading below the designated limit. 
Table 5-16 Output: CheckGlucose Results 
DateTime PatientID CheckGlucose 
24/01/2011 23:32:19 37681 1 
24/01/2011 23:32:28 38947 0 
23/07/2009 08:00:00 37738 1 
23/07/2009 10:24:00 37781 1 
23/07/2009 12:48:00 37805 1 
23/07/2009 15:12:00 38054 0 
23/07/2009 17:36:00 38127 0 
23/07/2009 20:00:00 38211 1 
24/07/2009 17:36:00 39765 0 





 Table 5-17 shows the number of diagnosis of interest the patients have 
received. This table correctly calculates that the patient has a total of two diagnoses 
which increase their risk for hypoglycaemia. 
Table 5-17 Output: Total Diagnostic Histories 
DateTime PatientID Last(DxCode) Value 
22/02/2010 21:00:00 39765 prem 3 
28/08/2009 17:00:00 38127 prem 0 
1/08/2009 18:00 39836 prem 2 
8/11/2009 10:00 38832 prem 2 
30/07/2009 15:00:00 37805 prem 1 
4/9/2009 3:00 38211 prem 2 
16/07/2009 12:00:00 37681 prem 1 
28/07/2009 20:00:00 37781 prem 2 
22/08/2009 11:00:00 38054 prem 2 
23/07/2009 08:00:00 37738 prem 1 
 
5.4.6.3 Final	Output	
This section provides the final results of the event stream processing. Table 5-18 
provides a list of patients who were processed, their AgeClass group, whether they are 
at risk due to their glucose reading, and the number of diagnosis which they have 
received that may increase their risk for hypoglycaemia. This result validates the 







Table 5-18 Output: Final Alert to Detect Risks 
PatientID AgeClass GluRisk DxRisk 
37738 SGA 1 1 
38054 SGA 0 2 
38127 AGA 0 0 
38211 LGA 1 2 
39836 LGA 1 2 
37681 SGA 1 1 
38832 LGA 0 2 
37781 SGA 1 2 
37805 SGA 1 2 
39765 LGA 0 2 
5.4.7 Discussion	
This chapter demonstrates the enactment of complex business processes for the 
case study focusing on premature infants with NH. Case study specific modifications to 
the generic framework were introduced and applied. The configuration of each 
framework component was presented and discussed. The associated parameters and 
data values were presented for each class of complex business processes. This case 
study used GEM derived process-data for a set of patients to illustrate the methodology, 
allowing for automated enactment for stream analysis. The results of this enactment 
were displayed and discussed in the final sections of this chapter to validate the 







This concluding section will discuss the research contributions of this thesis and provide 
a summary of the framework discussed in the previous sections. The first section 6.1 
provides the summary of the proposed framework. The second section 6.3 details the 
contributions to the research area and the computing sciences in general. Section 6.3 
discusses the limitations of research. Section 6.4 provides areas of future research and 
advancement of the proposed framework. Finally section 6.5 presents the final 
conclusion to the thesis paper. 
6.1 Summary		
This thesis presents a framework for an intelligent complex business process 
driven event stream processing system. The proposed framework supports the 
integration of heterogeneous and sequential business processes. These processes are 
unique in the sense that they consume distinct data sources arriving at variable 
frequencies. The contributed framework is presented as an extension to the Solution 
Manager Service to specifically address the research problems. The research 
contributions are demonstrated using a case study of biomedical and demographic data 
from premature infants admitted to a tertiary level three neonatal intensive care unit in 
Toronto with a case study condition context of hypoglycaemia. 
A literature review was performed to expose the need for research systems 
capable of representing complex business processes in real-time. Literature was 
reviewed in two major areas of computer science. The first study focused on the 




defining and enacting complex business processes. Although some systems contained 
traces of complex business process enactment, they often relied on manual 
configuration from the application developer or systems administrator. It was 
determined that a framework to define, enact, and support retrospective analysis of 
complex business processes was not available. It was also found that data stream 
management systems which were designed for health care did not contain a 
methodology to represent synchronous and asynchronous data values arriving from 
very high frequency, and very low frequency sources. 
The second phase of the literature review studied existing computing paradigms 
to support interoperability and standard based communication. This was particularly 
important as a significant portion of the data stream management systems studied were 
localized to niche areas, preventing its widespread use. The Services-Oriented 
Architecture (SOA) was found to be the most suitable paradigm using which 
interoperability and business processes could be represented. A suitable architecture 
based on the SOA principles was identified as the Solution Manager Service. This 
services framework was chosen to be the base architecture upon which the research 
contributions could be applied. 
The results of the literature review provided impetus to the contributions provided 
by the research hypotheses demonstrated the need for such contributions to address 
the gap in four main areas of complex business process management. 
1. Definition of complex business processes for real-time enactments 




3. Enactment of the modeled business process in real-time 
4. Support for the retrospective analysis of enactments 
Subsequent to identifying these four areas of research, the research questions were 
constructed to be: 
 
5.1.1 That a framework can be defined to enable the definition and 
enactment of business processes that incorporate event stream 
processing 
5.1.2 That the framework can actively incorporate knowledge 
obtained through guidelines and complex business processes 
to support event stream processing 
5.1.3 That the framework can enable the explicit incorporation of 
stream analysis and temporal abstraction for inclusion within 
the business process definition and enactment 
5.1.4 An event-based and evidence-informed Services-Oriented 
Architecture can be defined that incorporates synchronous and 
asynchronous data 
5.1.5 That the framework can be demonstrated within the healthcare 
setting where clinical guidelines represent business processes 




 Following the creation of the research hypotheses, chapter 3 covers the neonatal 
intensive care unit context by discussing its physical and data environments. The 
physical environment was described as complex, stressful and demanding. The term 
data-intensive was used to describe the sheer volume of data which can be abstracted 
from a variety of medical devices and clinical information management systems. The 
following chapter presented the architecture and research contributions in detail. Six 
major extensions to the Solution Manager Service were described in detail. These 
extensions were as follows:  
 
1) Raw Data Interface 
2) Process Web Service 
3) Solution Builder 
a. Operator Configuration Agent 
4) Data Management Layer 
a. Physiological Data Store 
b. Process Data Store 
5) Medical Monitor Alert 
6) Event Stream Processor 
a. Synchronous Data Stream Agent 




Chapter five demonstrated the research contributions within a clinical case study for 
infants with risks for neonatal hypoglycaemia. To instantiate in the clinical context, GEM 
was used as the mechanism to define the business processes and the associated data 
structures.  
The objectives of the research have been met by the proposed framework: 
5.1.1 An event-based and evidence-informed Services-Oriented 
Architecture can be defined that incorporates synchronous and 
asynchronous data  
The extension to the event stream processor run-time component 
proposed by this thesis includes two agents called the: synchronous and 
asynchronous data stream agents. These agents enable the detection, 
capture and tagging of the appropriate data streams in order to integrate them in 
real-time with correct temporal values. 
5.1.2 This framework can incorporate domain enriched knowledge and 
standards to produce evidence-informed enactments of complex business 
processes  
The solution builder, a compile-time component enables the architecture 
the ability to represent each enactment in real-time by converting the XML based 
process definitions into executable SPADE scripts. These results are then used 
by the event stream processor for enactment of the business process and 




5.1.3 The framework can input and output data streams in real-time using 
event stream processing 
The event stream processor enables rapid analytical capabilities and 
ubiquitous interfacing with the engine. The contributed extensions enable the 
existing architecture to receive instructions from the solution builder which 
defines each process enactments. 
5.1.4 The framework supports input and output through heterogeneous 
data and process sources 
The raw interface layer enables an instantaneous ability to detect and 
capture incoming heterogeneous data. This service allows for the encapsulation 
of incoming data into the XML format for the normalization of data streams. 
5.1.5 This framework can be demonstrated within the neonatal intensive 
care environment 
The results of the case study enable the use of this framework for 
detecting risks of neonatal hypoglycaemia in premature infants by using the 
Canadian Paediatrics Society’s guidelines. 
6.2 Practical	Implications	
CDSSs continue to play a significant role in modern critical care environments 
such as NICUs. They rely on data collected from medical devices attached to the 
patient, and hospital electronic systems to make intelligent decisions, mostly in real-




overcome in order to produce the best care for the patient. They are also far from what 
a clinician would ideally want a modern system to do (Amit X Garg et al., 2005; R 
Kamaleswaran, C McGregor, & J. M. Eklund, 2010; Kawamoto, Houlihan, Balas, & 
Lobach, 2005; Dean F Sittig et al., 2008). 
One way to achieve this is to build a framework that incorporates all data types 
within real-time, and allows for significant interaction with the system, readily 
incorporates evidence-based knowledge to produce recommendations clinicians can 
trust, and deliver these notifications to the clinician using emerging mobile technologies 
(Percival, McGregor, Percival, Kamaleswaran, & Tuuha, 2010). This would allow for 
significant improvements for the patient as they would also benefit from receiving care 
based on the most recent research, and the clinicians’ workflow would be reduced such 
that they would be able to focus their attention solely on caring and treating the patient. 
This way, the architecture not only supports the clinicians but also acts as an 
intermediary for optimal patient-centric care. 
Another implication of having integrated systems is the possibility of a complete 
automated critical care environment. For example, consider an output of the CDSS after 
analysing a consistent decrease in concentration of a critically ill infant’s blood glucose, 
was “increase glucose infusion rate” to avoid risks of hypoglycemia. An integrated 
environment would allow the CDSS to ubiquitously connect to the infusion pump that is 
attached to the infant and modify the glucose infusion rate (GIR). This system would 
identify artefacts and adapt necessary manoeuvres to present reliable and accurate 




the GIR has been modified appropriately The possibility of such a system is not above 
the realm of reality; however, to achieve such a level of persistent and ubiquitous 
communication, the CDSS of the future need to more aggressively adopt the flagship of 
interoperability (Marion Blount et al., 2010). 
6.3 Contributions	
The contributions of the proposed framework are found to be: 
1. Enables the definition of complex business processes at compile-time 
2. Enables the modeling of complex business processes at compile-time 
3. Enables their automated enactment using data streams in real-time 
4. Enables the retrospective analytics of the enactments 
5. Enables the integration of synchronous and asynchronous data streams for event 
stream processing 
6.4 Limitations	of	Research	
Limitations to the research have occurred as a result of the abundant pool of 
standards available for defining business processes. We have only used popular 
standards such as BPEL4WS and GEM, however an organization can represent the 
business processes in numerous ways that may even include a standard that has been 
developed in-house. This research does not make any medical contributions and 
therefore the case study has focused only on demonstrating the proof-of-concept in 
translating complex business processes from clinical guidelines to enactment in the 
event stream processor. Finally, the research does not provide a methodology for the 




Service refers to such methods in several publications referenced in the literature 
review. 
6.5 Future	Research	
Future work in this area involves the incorporation of multiple unrelated 
processes within the solution builder. In this thesis we have demonstrated how neonatal 
hypoglycaemia can be enacted to produce alerts for infants at risk. However, in future 
work, there would be multiple other medical conditions which need to be represented. 
Therefore, some modifications to this research may involve management of resources 
for multidimensional enactments, distributed enactments involving several 
organizations, and an ability for clinicians to manipulate process running enactments in 
real-time.  
Future research would also involve the instantiation of complex business 
processes in other domains. An example of this instantiation may be within the aviation 
domain to manage the real-time output and analysis of changing business processes 
due to newer safety and regulatory requirements. This framework would provide an 
organization such as Air Canada, with tools to produce intelligent decisions about 
performance indicators, bottlenecks, as well as providing real-time data processing of 
passengers and flights.  
Components for future research are: 
 Implementation of SNOMED CT translations into each enactment when scaled 




 Support for real-time adaptive modules which perform temporal abstraction and 
continually enhance the enactment. 
6.6 Final	Conclusion	
The representation of complex business processes within real-time data stream 
management systems have been limited and largely restricted to niche areas. This 
thesis provides extensions in the form of research contributions to an existing Solution 
Manager Service. This extended framework enables the end-users to define, enact, and 
retrospectively analyse all business processes in real-time. The framework further 
addresses the integration of heterogeneous data frequencies and provides an 
infrastructure to accurately process the incoming data streams. 
This contribution was shown to particularly enhance how a medical condition 
could be managed using complex business processes extracted from a clinical 
guideline. This has the potential to provide patient safety and quality in healthcare 
improvements leading to reductions in patient mortality and morbidity. This thesis 
contributes basic research which significantly enhances the ability of organizations to 
move from basic processing of data, into intelligent analytics of the fundamental 
business process. Once an organization has achieved this result, it is able to rapidly 
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#define  premy  37 # premature age 
#define  msgawt 2552 # male SGA weight 
#define  mlgawt 3665 # male LGA weight 
#define  fsgawt 2452 # female SGA weight 
#define  flgawt 3543 # female LGA weight 
[Program] 
 
# Stream types used in this code  
 
vstream rawPatientIn( 
 timeStamp: String, 
 id: Integer, 
 gender: String,  
 bwt: Integer, 




 timeStamp: String,  
 id: Integer,  




 timeStamp: String,  
 id: Integer, 
 diag: String,  





 timeStamp: String,  
 id: Integer,  







 id: Integer, 
 timeStamp: String, 
 ageClass: String 
) 
vstream LabAgeSchema( 
timeStamp: String, id : Integer, 




 id: Integer, 
 timeStamp: String, 
 ageClass: String, 
 ifIsHypo: String 
) 
 
#Streams imported from the Artemis source layer 
 
stream rawPatient(schemaFor(rawPatientIn)) 
 := Source()["file:///pat_hyp_t.dat", nodelays, csvformat, initDelay=20]  
         {} 
 
stream rawPatientTemp(schemaFor(rawPatientIn)) 






stream Age_m (schemaFor(AgeClassSchema)) 
 := Functor 
  (rawPatientTemp) 
  < 
  String $IfAgeClass := "_" ; 
  > 
  < 
  if (mlgawt <= bwt) { 
   $IfAgeClass := "LGA"; 
  } elseif (msgawt >= bwt) {  
   $IfAgeClass := "SGA"; 
  } else { 
   $IfAgeClass := "AGA"; 
  } 




  [age <= 37 & gender = "male"] 
  {ageClass := $IfAgeClass} 
 
stream Age_f (schemaFor(AgeClassSchema)) 
 := Functor 
  (rawPatientTemp) 
  < 
  String $IfAgeClass := "_" ; 
  > 
  < 
  if (flgawt <= bwt) { 
   $IfAgeClass := "LGA"; 
  } elseif (fsgawt >= bwt) {  
   $IfAgeClass := "SGA"; 
  } else { 
   $IfAgeClass := "AGA"; 
  } 
  > 
  [age <= 37 & gender = "female"] 
  {ageClass := $IfAgeClass} 
 
stream StreamClass(id_a: Integer, timeStamp_a: String, 
 ageClass: String) 
 := Functor 
 ( Age_m, Age_f ) 
 [] 
 {id_a := id, timeStamp_a := timeStamp,  




 := Sink 
  (StreamClass) 







 := Source()["file:///diag.dat", csvformat, eolmarker="\r", nodelays, initDelay=1]  
         {} 
          
stream rawDiagTemp(schemaFor(rawDiagSchema)) 









stream rawPre(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "Prematurity"){ 
 $isAtRisk := 1.0; 
 }else{ 




 {diag := "prem", x := $isAtRisk} 
 -> partition["Dx_feature"] 
 
stream rawIUGR(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "IUGR"){ 
 $isAtRisk := 1.0; 
 }else{ 
 $isAtRisk := 0.0; 
 } 
 > 
 [ ] 
 {diag := "iugr", x := $isAtRisk} 
 -> partition["Dx_feature"] 
  
stream rawRDS(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 






 if (diag = "RDS"){ 
 $isAtRisk := 1.0; 
 }else{ 
 $isAtRisk := 0.0; 
 } 
 > 
 [ ] 
 {diag := "rds", x := $isAtRisk} 
 -> partition["Dx_feature"] 
   
stream rawHDN(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "HDN"){ 
 $isAtRisk := 1.0; 
 }else{ 
 $isAtRisk := 0.0; 
 } 
 > 
 [ ] 
 {diag := "hdn", x := $isAtRisk} 
 -> partition["Dx_feature"] 
 
  
stream rawPoly(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "IUGR"){ 
 $isAtRisk := 1.0; 
 }else{ 




 {diag := "polyc", x := $isAtRisk} 






stream rawHypogly(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "Hypoglycaemia"){ 
 $isAtRisk := 1.0; 
 }else{ 
 $isAtRisk := 0.0; 
 } 
 > 
 [ ] 
 {diag := "hypog", x := $isAtRisk} 
 -> partition["Dx_feature"] 
 
stream rawAsph(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "Asphyxia"){ 
 $isAtRisk := 1.0; 
 }else{ 




 {diag := "asph", x := $isAtRisk} 
 -> partition["Dx_feature"] 
 
 
stream rawSepsis(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 




 $isAtRisk := 1.0; 
 }else{ 




 {diag := "seps", x := $isAtRisk} 
 -> partition["Dx_feature"] 
 
 
stream rawIDM(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "IDM"){ 
 $isAtRisk := 1.0; 
 }else{ 




 {diag := "idm", x := $isAtRisk} 
 -> partition["Dx_feature"] 
 
 
stream rawHI(schemaFor(rawDiagSchema), x : Float) 
 := Functor 
 (rawDiagTemp) 
 < 
 Float $isAtRisk := 0.0; 
 > 
 < 
 if (diag = "Hyperinsulinism"){ 
 $isAtRisk := 1.0; 
 }else{ 




 {diag := "hypi", x := $isAtRisk} 








 := Functor 
 ( rawHDN, rawPoly, rawHypogly, rawAsph, rawSepsis, rawIDM, rawHI, 
rawIUGR, rawPre, rawRDS ) 
 [] 
 {timeStamp, id, diag, x} 
 -> partition["Dx_feature"] 
 
stream SyncRisks (schemaFor(rawDiagTempSchema)) 
   := Aggregate ( SyncTempRisks < count ( 10 ) , perGroup > ) [ id ] 
      {diag := Last(diag), x := Sum(x)} 
     -> partition["Dx_feature"] 
       
stream CountRisks (schemaFor(rawDiagTempSchema)) 
   := Aggregate ( SyncRisks < count ( 5 ), count ( 1 ) , perGroup > ) [ id ] 
      {timeStamp:= Last(timeStamp), x := Sum(x)} 
 
Nil 
 := Sink 
  (CountRisks) 
  ["file:///CountRisk.dat", csvformat, nodelays]{} 
 
stream rawGluIn(schemaFor(rawGluSchema)) 
 := Source()["file:///glucose.dat",eolmarker="\n", csvformat, nodelays, 
initDelay=20]  
         {} 
 
stream rawGlu(schemaFor(rawGluSchema)) 
 := Functor 
 (rawGluIn) 
 < 
 Float $ta := 0.0; 
 > 
 < 
 if (glucose <= 2.60) { 
 $ta := 1.0; 
 } 
 else { 










stream joinLabAge ( timeStamp_a: String, id_a : Integer, 
      ageClass : String, glucose : Float ) 
   := Join( StreamClass < count ( 0 )>; 
        rawGlu < count ( 1 ), perGroup > ) 
      [LeftOuterJoin, 
      { id_a } = { id } 
      ] 
      { 
      timeStamp, 
      id_a, 
      ageClass, 
      glucose 
      } 
 
stream joinedRisks (id_a : Integer, 
      ageClass : String, glucose : Float, x : Float ) 
   := Join( joinLabAge < count ( 0 )>; 
        CountRisks < count ( 1 ), perGroup > ) 
      [LeftOuterJoin, 
      { id_a } = { id } 
      ] 
      { 
      id_a, ageClass, 
      glucose, 
      x 
      } 
       
 
Nil 
 := Sink 
  (joinedRisks) 
  ["file:///afterjoin.dat", csvformat, nodelays]{} 
 
 
