Supplementary Note 1: Semi-tenor product of matrices Definition 1 [1] (1) Let X be a row vector of dimension np and Y be a column vector of dimension p. Then we can split X into p equal-size blocks as X 1 , X 2 , . . . , X p , which are 1 × n rows. Define the STP of X and Y as
(S1) 
where A i is the ith row of A and B j is the jth column of B.
Definition 2 [2] For an n × m matrix A and an p × q matrix B, let l be the least common multiple of m and p. Then the STP of A and B is

A B = (A ⊗ I l/m )(B ⊗ I l/p ). (S3)
Here ⊗ is the Kronecker product of matrices. We see that the STP of matrices is a generalization of the conventional matrix product. So sometimes we can omit " "for convenience.
Now we present some fundamental facts about the STP and logical matrices that are useful in the computation of STP. Relaying on the STP, we can acquire the algebraic representations of logical dynamics. In doing so, we first have to identify the Boolean variables 1 and 0 with the vectors δ 1 2 and δ 2 2 . That is to say, we consider a Boolean variable σ ∈ {1, 0} as a vector σ ∈ ∆ 2 , and a Boolean function of n variables f : {1, 0} n → {1, 0} as a map f : (∆ 2 ) n → ∆ 2 . Then, with the help of STP, we can simply express a series of Boolean variables as a vector and acquire the algebraic form of a Boolean function.
. , mn). Then its element in the position ((I, J), (i, j)) is assigned as
Here, we present the structure matrices of some basic logical operators (Negation:
, which are used in what follows.
Supplementary Note 2: Proof of Proposition 1
Proof.
. . .
where
Hence, we have
Supplementary Note 3: Proof of Proposition 2
Proof. By equation (8) and Lemma 5 (c), we can see that
(S11)
, then we have
Proof. (Necessity) Suppose that the array of TBNs (6) is synchronized, then there exists a positive integer k for every initial states X j (0),
Then it follows from Proposition 2 that
where λ r = 1+
are arbitrarily given, there must exist k such that (10) is satisfied. k satisfies the condition. Now, we prove that the smallest integer k satisfying the equation (11) must satisfy 1 ≤ k ≤ k 0 . We suppose to get a contradiction that k > k 0 . Let
Then we can make a discussion about k as following:
. That is to say, we can also obtain that Col[(
]. This contradicts the minimality of k, showing the necessity part.
(Sufficiency) Suppose there exists a positive integer k satisfying the equation (11). Since
for t ≥ k, it follows from Proposition 2 that for any X j (0),
So we have X j (t) = δ r ′ 2 N for each 1 ≤ j ≤ M which means the array of output coupled TBNs (6) is synchronized.
Supplementary Note 5: Proof of Corollary 1
From Theorem 1, we know that synchronization occurs iff there exists a positive integer k such that
, which means taking the ith column of matrix (
iff there exists one entry equalling to 1 in one row of Ξ k 1 . That is to say,
where L
Supplementary Note 7: Proof of Theorem 2 (Necessity) Suppose that the array of TBNs is synchronized, then there exists a positive integer k such that for t ≥ k, we have
By equation (9), we yield where X j (0), . . . , X j (−τ 1 ) for j = 1, 2, . . . , M are arbitrarily given. So X j (t) = X i (t) for every 1 ≤ i, j ≤ M .
