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Abstract 
Financial time series convey the decisions and actions of a population of human actors 
over time.  Econometric and regressive models have been developed in the past decades 
for analyzing these time series. More recently, biologically inspired artificial neural 
network models have been shown to overcome some of the main challenges of traditional 
techniques by better exploiting the non-linear, non-stationary, and oscillatory nature of 
noisy, chaotic human interactions.  This review paper explores the options, benefits, and 
weaknesses of the various forms of artificial neural networks as compared with 
regression techniques in the field of financial time series analysis.
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I. Introduction to Artificial Neural Networks and Financial Time Series 
 Financial time series can be a divisive subject, sometimes eliciting images of 
gambling or of “playing the market,” and at other times conjuring images of investing, 
building capital, and free markets.  In these tumultuous times of recession and economic 
turmoil, the financial time series’ peaks and troughs may signify the peaks and troughs in 
our corresponding abilities to find meaningful employment.  Two central aspects are 
apparent: financial time series are very important to the functioning of today’s globalized 
and linked economies; and there is an increased urgency in identifying tools for detecting 
and analyzing the drastic movements in financial time series.   
   Time series are constantly on the news, whether they are stock prices, housing 
prices, commodities prices, the weather, or travel trends.  A time series is a sequence of 
data points measured at uniform time intervals (Rabiner & Juang (1993)).  Data in a time 
series cannot be assumed to be completely independent of each other.  Prior data values 
may influence future data values.  A financial time series is a sequence of financial data 
points, for instance the actual last trade closing price of a traded commodity over time.  
Financial time series analysis, or forecasting, plays a central role in business decision-
making.  These decisions – whether another trading decision or a credit rating assignment 
– influence future financial data points.  Thus, financial time series result from the 
complex, noisy, non-linear, and non-stationary interactions of multiple human actors 
(Bodyanskiy & Popov (2006), Piotroski (2000)).  The standard and conventional 
techniques for analyzing financial time series data, such as econometrics and regression, 
may be unable to fully capture the behavior of these data originating from the complex 
and chaotic interactions of people. 
 A recent movement that may gain momentum is modeling financial time series 
with artificial neural networks (Leung & Tsoi (2005), Bodyanskiy & Popov (2006), Chen 
& Shih (2006), Zhu, Wang, Xu, & Li (2008), Thawornwong & Enke (2004)).  The term 
artificial neural network (ANN) refers to a class of flexible, non-linear, adaptive models 
inspired by biological neural systems (Bishop (2006), Rumelhart, Hinton, & Williams 
(1986), Rosenblatt (1958)).  ANNs generally consist of multiple layers of interconnected 
processing units, or neurons.  These neurons receive inputs, process them via massively 
parallel network weight connections between the neurons, and generate outputs.  Put 
another way, the inputs could be loosely translated as the regression independent 
variables, the outputs as the regression dependent variables, and the network weights as 
the regression coefficients for the variables (Kaastra & Boyd (1996)), though the methods 
of exploring and finding the relationships differ.  The core processing for most ANNs 
derives from the McCulloch-Pitts (1943) neuron and Rosenblatt’s (1958) perceptron.  
Both were built to emulate the in vivo processing and anatomy of the natural neuron.  
Intuitively, a biologically inspired ANN of appropriate structure and complexity should 
be able to model the investment decisions of multiple biologically natural neural 
networks of human actors.  This review paper examines the state of the art in modeling 
financial time series with ANNs. 
 Due to the extensive variety of ANN architectures used in modeling financial time 
series, this paper divides these models into six broad groups: unsupervised, slow learning 
feedforward, fast learning feedforward, time delay or recurrent feedback, maximum 
margin classifier, and mixtures of experts.  Section II discusses and compares these six 
different approaches with regression, and summarizes the results of studies that have used 
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ANNs in various financial time series forecasting.  Section III summarizes the recent 
trends in using ANNs for financial time series analysis.  Sections IV and V discuss the 
advantages and disadvantages of using ANNs, and section VI provides the discussion and 
conclusions.   
 
II. Modeling Financial Time Series 
II.A Regression 
II.A.1 Description 
 Classical financial time series modeling involves, among others, regression, 
correlation, and spectral analysis methods (Bodyanskiy & Popov (2006)).  Popular 
models include the Box-Jenkins forecasting approach and the autoregression-integrated 
moving average (ARIMA) (Lin, Huang, Gen, & Tzeng (2006), Yu, Wang, & Lai (2008)).  
Regression analysis correlates the dependent variables with the independent variables in 
ways that are both descriptive and predictive.  It can infer causal relationships and 
attempt to fit the curve to the data (Bishop (2006)).  Research shows that regression 
techniques can explain and provide excess out of sample returns on financial time series 
(Lo, Mamaysky, & Wang (2000)) and that the data may not be completely random and 
impossible to exploit (Harlow & Brown (2006)).  Techniques for finding the best-fit 
curve for the data and minimizing the residual error terms vary from least squared 
difference, probabilistic or gaussian distance, logistic distance, and others.  These fitting 
techniques dictate how errors and outliers are treated in adjusting the curve to fit the 
actual data.  Least squared places exponentially greater importance on outliers, 
probabilistic exponentially less, and logistic virtually ignores any errors outside of a 
threshold.   
II.A.2 Benefits and downsides 
 Research generally supports the claim that logistic fitting techniques appear to 
provide the best regression results (West (2000), Quah (2008)) though some research 
supports probabilistic fitting as better suited (Gaganis, Pasiouras, & Doumpos (2007)) to 
model financial time series.  The downsides involve their need for basic assumptions for 
the data: no autocorrelation, mean zero and normally distributed residual errors, and 
homoskedasticity.  Violating any of these parametric assumptions can severely impair the 
regression model’s value (Brockett, Golden, Jang, & Yang (2006)).  Financial time series 
data are known to be chaotic, non-stationary, non-linear, non-gaussian, and oscillatory 
(Chen & Shih, (2006), Bodyanskiy & Popov (2006)).  These qualities of time series 
directly weaken regression models’ predictive values (West, (2000), Kaastra & Boyd 
(1996); Wong & Selvi (1998); Thawornwong & Enke (2004)).   
 
II.B Unsupervised ANN 
II.B.1 Description 
 Unsupervised ANNs learn by mapping unlabeled inputs to each other such that 
similar inputs are associated more closely together than dissimilar ones.  That is, there is 
no absolutely correct or incorrect answer or teaching signal.  Future inputs are then given 
scores based on how familiar they are to pre-existing inputs.  See figure 1. 
 
  
 5
 
Figure 1: A network diagram for an unsupervised network.  Each node is connected with 
every other node.  The weights between nodes are modified until they represent the most 
stable relationships and the network no longer makes significant adjustments, just as a 
physical object becomes motionless at a point of low energy.  Unsupervised networks are 
also known as clustering or self-organizing maps.  There is no external teaching signal 
and no predefined correct answer.   
 
Unsupervised learning is also known as clustering or self-organizing map (Xu & Wunsch 
(2008)).  Given a set of unlabeled and unclassified data, unsupervised learning 
automatically generates connections between all the data such that the connections 
between similar data are high and the connections between dissimilar data are low, as in a 
signed graph (Harary, Lim, & Wunsch (2003)).  Popular models include Hopfield and 
Kohonen networks (Kohonen (1982), Hopfield & Tank (1985)).  The Hopfield network is 
an ANN with a single layer of fully connected neurons – each neuron is connected to 
every other neuron (Fernandez & Gomez (2007)).  The weights change such that the 
stability of the network reaches an asymptote.  Hopfield networks generally serve in dual 
optimization problems where the competing goals are balanced.  Kohonen networks are a 
type of self-organizing map that links similar inputs together more strongly than different 
inputs.   
 
II.B.2 Benefits and downsides 
 The benefits include the ability to automatically cluster and find similar 
relationships from among a mass of unsorted and unprocessed data.  The weaknesses 
include a potentially long processing time and a potential need for a human expert to 
analyze and assign labels to the output of unsupervised networks.  Table 1 shows a 
breakdown of the studies that use unsupervised networks.  
Authors (Date) Input 
Features 
Out-of-
Sample Size 
Result 
Bodyanskiy & Popov 
(2006) 
1 price 
series 
2500 (sliding 
window) 
Insignificant 
improvement 
Boyacioglu, Kara, & 
Baykan (2009) 
20 ratios 22 64% accuracy, 2-class 
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Fernandez & Gomez 
(2007) 
1 price 
series 
N/A  Insignificant 
improvement 
 
Table 1: The surveyed research that applied unsupervised learning networks to financial 
time series. “Insignificant improvement” refers to no improvement with respect to the 
benchmark technique employed in the study.  
  
Bodyanskiy, Y. & Popov, S. (2006) use a variety of neural methods ranging from 
self-organizing networks to slow and fast learning networks on a Dow Jones Industrial 
Average index.  While they report improved performance using neural networks over 
traditional statistical methods due to the non-stationary, non-linear, non-Gaussian, and 
oscillatory nature of the financial data, more research is needed to determine which of the 
neural networks is ideal individually. 
Boyacioglu, Kara, & Baykan (2009) explore predicting bank failures using neural 
networks for Turkish banks.  They use three benchmark multivariate statistical methods 
(k-means, multivariate discrimination analysis, and logit) to compare against a variety of 
neural network methods, including self-organizing maps, slow learning networks, and 
support vector machines.  Results show that the self-organizing map performed on 
average at par with the statistical methods.   
 Fernandez & Gomez (2007) focus on using a Hopfield network to trace out the 
efficient frontier, or the optimal rate of return for a given risk level.   Portfolio theory 
focuses on balancing resource allocation among different assets to maximize the overall 
benefit.  For comparison, genetic algorithms, simulated annealing, and tabu search are 
included.  Data included 31 components of the Hang Seng index for five years (1992-
1997).  Results show that Hopfield networks qualitatively, but not significantly, 
outperformed the benchmarks. 
 
II.C Slow Learning Feedforward ANN 
II.C.1 Description 
 Slow learning feedforward ANNs include the well-known backpropagation or 
multilayer perceptron network and their derivatives (Rumelhart, Hinton, & Williams 
(1986)).  These networks generally have multiple layers – one input layer, one output 
layer, and one or more hidden layers.  Each neuron is connected to all neurons in the 
succeeding layer (Kaastra & Boyd (1996)).  Each input layer node contains information 
about one feature for each input sample vector.  The hidden and output layer nodes use 
transfer functions to process their node inputs into a normalized value that tends to either 
zero or one.  Sigmoid transfer functions generally work best for this purpose.  This 
normalized value loosely parallels a biological neuron’s propensity to generate an action 
potential in response to its dendritic activity (McCulloch & Pitts (1943)).  See figure 2. 
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Figure 2: A network diagram for a slow learning feedforward network, exemplified by 
the backpropagation network.  There is generally one input node for each feature in the 
input sample vector.  The hidden nodes sum and convert the previous layer’s weighted 
values using a sigmoid transfer function.  The output nodes sum and convert the hidden 
layer values using a thresholded function to generate a Boolean response.  The nodes are 
loosely based on biological neurons and their normalized values resulting from the 
sigmoid transfer function can represent the probability of a neuron’s action potential.   
 
 Like the remaining ANN classes, slow learning feedforward ANNs are supervised 
networks that require the outputs to be explicitly labeled.  Supervised learning means the 
output nodes have an expected value given an input vector.  At any given time, the 
connection weights between the various layers determine the output nodes’ response to a 
given input.  These connection weights are automatically adjusted during learning in 
response to discrepancies between actual and expected output reponses.  The learning 
rate tends to be slow such that the perturbations to the network are small and gradual.  
This is to address the credit assignment problem and to help ensure that one node’s 
corrections do not invalidate another node’s corrections.  Theoretically, this type of 
network can act as universal function approximators (Hornik, Stinchcombe, & White 
(1989)) given sufficient neurons, layers, training samples, and time.  The majority of 
recent financial studies with ANNs use this type of network (Kumar & Bhattacharya 
(2006), Kaastra & Boyd (1996), Zhu, Wang, Xu, & Li (2008), Kirkos, Spathis, & 
Manolopoulos (2007), Brockett, Golden, Jang, & Yang (2006)).  While the most common 
learning rule uses gradient descent with its widely known vulnerability to convergence to 
local minima – where learning erroneously stops due to an apparent minimization of 
residual error that does not capture the true global optimal weight values – recent 
research attempts to use a variety of other learning rules, such as different heuristics or 
preprocessing with kernel smoothing  (Zhang, Jiang,  & Li (2005)), genetic algorithms 
(Kim (2006)), and Lagrange multipliers (Medreiros, Terasvirta, & Rech (2006)).   
 
II.C.2 Benefits and downsides 
 The benefits for this class of ANN include their constant learning and prediction 
times with respect to the amount of data, and their constant and relatively low amount of 
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required memory storage space or hidden nodes required.  The downsides include their 
slow learning rate to minimize the residual errors that generally require hundreds or 
thousands of presentations of the same training data to the network, their tendency to 
converge to non-optimal local minima, their potential for non-convergence given widely 
discrepant data points.  The fact that the relatively few hidden nodes are involved in all 
input to output mappings also makes these types of networks difficult to trace.  Table 2 
shows a breakdown of the research applying slow learning neural networks to financial 
time series. 
  
Authors (Date) Input 
Features 
 Out-of-
Sample Size 
Result 
Bodyanskiy & Popov 
(2006) 
1 price 
series 
2500 (sliding 
window) 
Insignificant 
improvement 
Boyacioglu, Kara, & 
Baykan (2009) 
20 ratios 22 95% accuracy on 2-
class 
Brockett, Golden, Jang, 
& Yang (2006) 
444 
indicators, 
Fundamental
512 Qualitatively 
outperforms classical 
statistical approaches 
Chen & Shih (2006) 5 indicators, 
Technical 
3000 40% error reduction vs. 
regression 
Huang, Chen, Hsu, 
Chen, & Wu (2004) 
21 ratios 339 (cross 
validation) 
77% accuracy on 5-
class 
Kaastra & Boyd (1996) N/A N/A N/A 
Kiani (2005) 160 GDP 
quarters 
N/A Detection better than 
classical Keenan, Tsay, 
and Ramsey tests 
Kim (2006) 12 
indicators, 
Technical 
470 3-5% error reduction 
Kirkos, Spathis, & 
Manolopoulos (2007) 
10 ratios 76 (cross 
validation) 
80% accuracy on 2-
class 
Ko & Lin (2008) 1 price 
series 
900 (sliding 
window) 
15% return vs 5% index 
Kumar & Bhattacharya 
(2006) 
25 ratios 37 79% accuracy vs 33% 
Linear Discriminant 
Analysis 
Medeiros, Terasvirta, & 
Rech (2006) 
9 indicators, 
Fundamental
360 (sliding 
window) 
13% return vs 6-10% 
index 
Neely, Weller, & 
Dittmar (1997) 
100 
indicators, 
Technical 
bootstrapping 3.8% return vs 2.2% 
index 
Quah (2008) 11 
indicators, 
Technical 
2596 71% accuracy on 2-
class 
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Thawornwong & Enke 
(2004) 
31 
indicators, 
Fundamental
86 1.78% monthly return 
vs 1.04% regression 
West (2000) 38 
indicators, 
Fundamental
1690 (cross 
validation) 
0.5% accuracy 
improvement 
Zhang, Jiang and Li 
(2005) 
1 price 
series 
750 83% accuracy with 
heuristic vs 73% 
without 
 
Table 2: The surveyed research that applied slow learning networks to financial time 
series. 
Boyacioglu, Kara, & Baykan (2009) and Bodyanskiy & Popov (2006) adopt 
unsupervised learning along with slow learning networks.  They are already addressed in 
the unsupervised learning section, though Boyacioglu, Kara, & Baykan (2009) show that 
a slow learning neural network can achieve 95% accuracy. 
Brockett, Golden, Jang, & Yang (2006) examine the effect of the 
statistical/mathematical model selected and the variable set considered on the ability to 
identify financially troubled life insurers. Models considered are a slow learning neural 
network model and two more standard statistical methods (multiple discriminant analysis 
and logistic regression analysis).  Data include life insurance companies already classed 
by experts as either troubled or not troubled.  Results show that backpropagation and 
outperforms both regression and multiple discriminant analysis.   
Chen & Shih (2006) try neural network models on six Asian stock markets to  forecast 
non-US and non-European stock markets.  Data included Nikkei, Hang Seng, Kospi, All 
Ordinaries, Straits Times, and Taiwan Weighted indices.  Features included five technical 
analysis indicators.  Models included support vector machines and backpropagation 
networks.  Results show that support vector machines and backpropagation outperformed 
benchmark autoregression models, especially with respect to risk.  
Huang, Chen, Hsu, Chen, & Wu (2004) use backpropagation networks and 
support vector machines as AI methods to outperform traditional statistical methods for 
credit rating class prediction. Data included commercial bank information from Taiwan 
Ratings Corporation and Standard and Poors.  Results show that both neural networks 
models were correct about 80% of the time in a five class prediction problem.  Both 
models were within one ratings class 90% of the time.  
 Kaastra & Boyd (1996) discuss setting up a financial study using slow learning 
neural networks.  Using the backpropagation neural network as a replacement for 
regression models, they discuss best practices for setting up financial studies with neural 
networks from the appropriate segregation of in-sample training to out-of-sample testing 
data to challenges in interpreting the results.  Their research findings lead them to 
conclude that neural networks in general are flexible function approximators less 
sensitive to noise, chaotic components, and heavy tails that plague most other statistical 
models. 
 Kiani (2005) explores business cycle asymmetries in the US, UK, France, 
Canada, and Japan GDP rates.  Backpropagation neural networks are used to detect non-
linearity in quarterly GDP data for 30-40 years for five countries.  For comparison, a 
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Keenan test, a Tsay test, and a Ramsey test were used as traditional econometric 
baselines for detecting non-linearities.    Results show that the neural network was more 
sensitive and could statistically detect non-linearities in all countries.  The standard time 
series models could not detect business cycle asymmetries in all markets. 
Kim (2006) uses a backpropagation network enhanced with genetic algorithms to 
address some issues with slow learning rules.  The enhanced model uses genetic selection 
in order to mitigate gradient descent issues (e.g. local minima) endemic to slow learning 
neural networks.  The genetic algorithm selects both the network connection values and 
the sets of data in a pseudo-random, evolving process.  Data includes the Korean stock 
price index over 7 years (1991-1998) with 12 technical analysis indicators.  Results show 
that the genetic algorithm training with instance selection outperformed classic models of 
backpropagation. 
 Kirkos, Spathis, & Manolopoulos (2007) take financial statement ratios and use 
decision trees, slow learning neural networks, and Bayesian learning to predict the 
likelihood of fraud.  This application applies to financial auditing to detect “book 
cooking.”  Data includes 76 Greek manufacturing firm financial statements, 38 of which 
were classified as fraudulent by auditors.  Input vectors included published financial 
ratios that may or may not have been used by the auditors.   Results show that all three 
data mining techniques could detect fraud, with the backpropagation networks 
performing at 80% accuracy. 
 Ko & Lin (2008) focus on portfolio allocation by adapting a backpropagation 
network to normalize its values to 100%.  Data included 21 companies from the Taiwan 
Stock Exchange for five years.  Results show that the modified backpropagation network 
outperformed the benchmark buy-and-hold strategy, averaging 15% yearly gains as 
compared to 5% for buy-and-hold. 
 Kumar & Bhattacharya (2006) compare backpropagation vs. linear discriminant 
analysis on accounting ratios for credit scoring.  Data includes 129 companies with 
include 25 financial statement ratios.  Results show that backpropagation correctly 
classified 80% of the test sample while linear discriminant analysis accurately classified 
33% of the test sample.  This was on a six category classification test. 
 Medeiros, Terasvirta, & Rech (2006) use lagrange multipliers with multilayer 
perceptrons to address limitations with slow learning neural network rules.  Data includes 
300 years of annual sunspot data and 30 years of monthly Standard & Poors 500 index 
data.  Models include a multilayer perceptron.  The neural network model starts with very 
few nodes and adds more hidden units one by one as needed in a method similar to 
cascade correlation (Fahlman & Lebiere, 1991).  A final pruning, or regularization, stage 
reduces the hidden units to prevent over-fitting.  Results show that their method can 
achieve 13% annual returns when the index achieves 5-10%.   
 Neely, Weller, & Dittmar (1997) use a genetic algorithm to explore a range of 
technical indicators.  Data included 15 years of daily exchange rate data for six 
exchanges.  Benchmark comparisons included random walk, ARMA, and ARMA-
GARCH regressions.  A genetic algorithm starts with random initial population, selects 
by fitness, and recombines selected population members to form new populations in a 
slowly adjusting, evolving process.  Results show that technical analysis in general and 
when carefully selected by genetic algorithms in particular consistently provided 
significantly positive excess returns not as a result of increased systematic risk.  These 
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returns were not consistent with the capital asset pricing model, and these patterns were 
not captured by regression techniques.   
 Quah (2008) provides a survey on how neural networks can assist in applying 
fundamental analysis to equities screening.  Data included 1630 US stocks over ten years.  
Features included 11 different fundamental analysis (accounting) ratios.  Models included 
backpropagation and a fast learning neural network.  Logistic regression is used as a 
benchmark comparison.  Results show that the backpropagation outperformed the fast 
learning networks with lesser requirements for memory storage.    
  Thawornwong & Enke (2004) use dynamic feature selection for neural networks. 
Data includes the S&P 500 portfolio and pool of 31 features.  Models used include a 
backpropagation network and linear regression.  The feature selection method used 
inductive learning decision trees with information gain.  Results show that the 
information provided by features change over time and adaptive feature selection works 
better than feature selection on constant time periods.  According to the results, 
backpropagation with adaptive feature selection provided higher gains than linear 
regression models.   
 West (2000) uses a variety of neural models to compare vs. non-neural models on 
credit application scoring (i.e. individuals applying for a bank loan).  Data includes 1000 
credit applications, 700 of which were classified by experts as creditworthy.  Neural 
network models included a backpropagation network among the various types.  Non-
neural network methods included linear discriminant analysis, logistic regression, KNN, 
kernel density estimation, and decision trees.  Results show that the best non-neural 
method was logistic regression.  The neural methods outperformed the non-neural 
methods, with at least a 0.5% decrease in errors over the logistic regression.   
 Zhang, Jiang & Li (2005) provides heuristics for modifying backpropagation 
networks for financial time series analysis.  Data included seven years of daily Shanghai 
Composite Index data.  This paper normalizes the data and uses kernel smoothing to fit 
sigmoidal patterns and reduce noise. The standard error function was modified such that 
the direction of the error counts more than the pure magnitude of the error fitting.  
Results show that backpropagation with these modifications consistently performed 
better than without.  Both versions outperformed the buy-and-hold benchmark.  
 
II.D Fast Learning Feedforward ANN  
II.D.1 Description 
 Fast learning feedforward ANNs include radial basis function or probabilistic 
neural networks (Saad, Prokhorov, & Wunsch (1998), Quah (2008), Yu, Wang, & Lai, 
(2008)).  Radial basis functions work like Parzen windows (Bishop (2006)).  They 
approximate the Bayesian decision rule (Saad, Prokhorov, & Wunsch (1998)) and 
generally use a Gaussian kernel at their core.  Like slow learning feedforward ANNs, 
radial basis function networks typically use one input layer and one output layer but only 
one hidden layer.  Each hidden layer node represents a specific classification prediction 
and a centered Gaussian function that weights any input sample vector’s distance to that 
node.  Outputs are predicted by a summation of the input sample vector’s weighted 
proximity to each of the hidden nodes.  The learning rate is very fast, generally in one 
pass. See figure 3. 
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Figure 3: A network diagram for a fast learning feedforward network, exemplified by a 
radial basis function network.  There is generally one input node for each feature in the 
input sample vector.  The hidden nodes sum and convert the input layer’s weighted 
values using a Gaussian transfer function into a similarity or closeness score to each 
node.  The output nodes sum and convert the hidden layer values using a thresholded 
function to generate a Boolean response.  The nodes loosely represent abstract memory 
locations and their similarity score responses can represent the strength of recognition. 
 
While the hidden nodes in a slow learning network are analogous to interneurons or 
regression coefficients, the hidden nodes in a fast learning network are analogous to 
stored memory files or locations in a computer.   
 
II.D.2 Benefits and downsides 
 The benefits for this type of ANN include their fast, one-pass learning rate and 
their separation of relationships such that the classification schemes are relatively 
transparent and easier to trace.  Their downsides include a rapidly increasing time and 
memory resources needed for prediction and testing as this network represents separate 
memories with separate nodes.  More training data causes a need for more memories and 
causes the network to expand linearly in size and exponentially in search times.  Table 3 
shows a breakdown of the research applying fast learning neural networks to financial 
time series. 
Authors (Date) Input 
Features 
 Out-of-
Sample Size 
Result 
Bodyanskiy & Popov 
(2006) 
1 price 
series 
2500 (sliding 
window) 
Insignificant 
improvement 
Gaganis, Pasiouras, & 
Doumpos (2007) 
27 ratios 1118 84% accuracy on 2-
class 
Ng, Quek, & Jiang 
(2008) 
9 ratios 3365 (cross 
validation) 
Consistently 
outperforms benchmark 
Cox's model 
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Quah (2008) 11 
indicators, 
Technical 
2596 62% accuracy on 2-
class 
Saad, Prokhorov, & 
Wunsch (1998) 
1 price 
series 
100 Lower false alarm rate 
with more conservative 
choices 
Sun, Liang, Zhang, Lee, 
Lin, & Cao (2005) 
1 indicator, 
Technical 
unknown 
fraction of 
1047 
Significant 
improvement 
Tan, Prokhorov, & 
Wunsch (1995) 
19 
indicators, 
Technical 
250 88-94% accuracy on 2-
class 
Thawornwong & Enke 
(2004) 
31 
indicators, 
Fundamental
86 1.66% monthly return 
vs 1.04 regression 
West (2000) 38 
indicators, 
Fundamental
1690 (cross 
validation) 
3% accuracy 
improvement 
Yu, Wang, & Lai 
(2008) 
1 price 
series 
20 Outperforms random 
walk and ARIMA at all 
risk levels 
  
Table 3: The surveyed research that applied fast learning networks to financial time 
series. 
 
 Bodyanskiy & Popov (2006) address unsupervised and slow learning neural 
networks along with fast learning networks.  This is already addressed in the 
unsupervised learning section. 
 Gaganis, Pasiouras, & Doumpos (2007) explores how probabalistic neural 
networks compare with slow learning, backpropagation networks and logistic regression 
for predicting audit opinions on 3000 London stocks over seven years. Data includes a 
series of 27 financial information/audit ratios.  Results show that the probabilistic neural 
networks dominate both slow learning neural networks and regression. 
 Ng, Quek, & Jiang (2008) proposes a fuzzy CMAC (cerebellar model articulation 
controller) model to perform bank failure prediction.  The fuzzy CMAC model is a fast 
learning model with flexibility in storing a vast array of input to output mappings.   Data 
includes 3655 US banks with nine financial ratios over 21 years.  Results show the model 
is 80-90% accurate for predicting bank failure up to two years beyond the last known 
training data. 
 Quah (2008) addresses slow learning neural networks along with fast learning 
networks.  This is already addressed in the unsupervised learning section.  The radial 
basis function was able to achieve 62% accuracy on a two class prediction problem. 
 Saad, Prokhorov, & Wunsch (1998) focus on false alarm reduction on financial 
forecasting using neural networks.  Data included the daily prices for 10 different stocks 
over one year representing high volatility, consumer, and cyclical industries.  Models 
included a radial basis function along with time delayed and recurrent backpropagation 
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networks.  Results showed that all three networks provided similar performance, though 
with varying amounts of complexity and memory storage space required. 
 Sun, Liang, Zhang, Lee, Lin, & Cao (2005)   propose a clustered, adaptive radial 
basis function network for time series.   Data included two years of daily S&P 500 and 
the Shanghai Stock Exchange indices, both transformed into the relative difference 
technical indicator.  The model includes a modified radial basis function with Fisher’s 
optimal partition algorithm (OPA) for determining radial basis function centers and sizes 
with dynamic adjustment.  These modified radial basis functions better retain the 
temporal characteristics of the time series data for analysis.  Results show that the radial 
basis function with OPA is significantly better than classical radial basis functions for 
predicting financial time series. 
 Tan, Prokhorov, & Wunsch (1995) predict significant short-term price movement 
in a single stock utilizing conservative strategies. They train a probabilistic neural 
network to predict only price gains large enough to create a significant profit opportunity. 
The focus was on limiting false alarms to prevent losses.  With correct design and 
parameters, the probabilistic neural network can achieve very low, 5.7% false alarm rates.     
 Thawornwong & Enke (2004) addresses radial basis functions along with slow 
learning neural networks.  This study is covered in the slow learning neural networks 
section.  While the results for slow learning outperformed those of radial basis functions 
with respect to gain, the reverse was true with respect to binary class prediction accuracy.  
Both neural networks outperformed regression. 
 Yu, Wang, & Lai (2008) balance portfolios using fast learning neural networks.  
Data included three years of daily prices from US, UK, and Japan stock indices.  They 
compare a radial basis function with random walk, autoregressive integrated moving 
average, and adaptive exponential smoothing as benchmarks.  Results show that the 
radial basis function adapted for mean-variance-skewness optimization outperformed all 
three baselines in terms of highest excess returns and generally best in terms of balancing 
mean, variance, and skewness requirements in portfolio optimization. 
 West (2000) addresses radial basis functions along with slow learning neural 
network methods.  It is covered in the slow learning networks section.  Results show that 
the radial basis function network outperformed both the slow learning and logistic 
regression methods. 
   
II.E Time Delay and Recurrent ANN 
II.E.1 Description 
 Time delay feedforward (TDNN) and recurrent feedback (RCN) ANNs 
specifically address the time series dependence of data on prior values.  TDNNs are 
generally slow learning feedforward networks like multilayer perceptrons modified such 
that multiple inputs in time are presented in sequence as a sliding window to the network 
(Saad, Prokhorov, & Wunsch (1998)).  The output pattern at any given time is a function 
of both the inputs for that time and the inputs for a prior number of time periods.  This 
type of ANN operates like a moving average regression model or a finite impulse 
response filter (Rabiner & Juang (1993), Chartered Financial Analyst Institute (2009)).  
While fast learning network techniques could technically be used with time delay 
networks, research of this combination tends to be rare (Leung & Tsoi (2005)).  See 
figure 4. 
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Figure 4: A network diagram for a time delay feedforward network.  There is generally 
one input node for each feature in one time period of the input sample vector.  For each 
additional lagging time period included in the network, all features are represented in 
additional input nodes.  The hidden nodes sum and convert the input layer’s weighted 
values using either fast, or more commonly, slow learning techniques.  They are shaded 
to represent the fact that they can either use fast or slow learning rules.  The output nodes 
sum and convert the hidden layer values using a thresholded function to generate a 
Boolean response.   
 
 Recurrent networks also generally use a slow learning model like the multilayer 
perceptron and modify it such that the output nodes (or the hidden nodes) activation is 
fed back into the input layer as an additional feature (Saad, Prokhorov, & Wunsch 
(1998), Freitas, Souza, & Almeida (2009)).  The output values may be taken from either 
the nodes of the final output layer like a Jordan network (Jordan (1986)) or from the 
nodes of the hidden layers like an Elman network (Elman (1990)).  Of the two types, 
Elman networks tend to be more popular (Versace, Bhatt, Hinds, & Schiffer (2004), 
Leung & Tsoi (2005), Lin, Huang, Gen, & Tzeng (2006), Zhu, Wang, Xu, & Li (2008), 
Freitas, Souza, & Almeida (2009)).  Recurrent networks operate like autoregressive 
models or infinite impulse response filters (Rabiner & Juang (1993), Chartered Financial 
Analyst Institute (2009)).   See figure 5. 
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Figure 5: A network diagram for a recurrent or feedback network.  There is generally one 
input node for each feature of the input sample vector and for each time output node per 
recursive time period.  For each additional recursive time period included in the network, 
all output nodes (or all hidden nodes, depending on recurrence type) are represented with 
additional input nodes.  The hidden nodes sum and convert the input layer’s weighted 
values using either fast, or more commonly, slow learning techniques.  They are shaded 
to represent that they can either use fast or slow learning rules.  The output nodes sum 
and convert the hidden layer values using a thresholded function to generate a Boolean 
response.   
 
Recurrent and time delay neural networks both map a sequence of inputs to each 
output, but a recurrent network is more efficient by being able to theoretically contain 
information from all prior inputs.  Each output recursively represents a transformation of 
all its inputs (Saad, Prokhorov, & Wunsch (1998)).  Time delay networks have a moving 
window that can only contain input information within that window.  Time delay and 
recurrent networks can be combined to replicate autoregressive-moving average models. 
  
II.E.2 Benefits and downsides 
The benefits for time delay and recurrent networks include the same benefits as their 
underlying ANN plus their ability to explicitly track patterns in the inputs over time.  The 
downsides include the same downsides as their underlying ANN plus additional 
bookkeeping and programming complexity.  Time delay networks are especially difficult 
to set up due to the potentially large number of input nodes.  Recurrent networks are 
relatively simpler to set up but have an additional significant weakness in their tendency 
to experience uncontrolled feedback (Saad, Prokhorov, & Wunsch (1998)).  This causes 
the network connections to saturate such that all nodes always become active regardless 
of the input.  An equivalent regression effect is if all variable coefficients became 
infinity.  For this reason, time delay and recurrent networks tend to be somewhat 
neglected in ANN research for financial time series.  The effects of time delay and 
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recurrence is   Table 4 shows a breakdown of the research applying time delay or 
recurrent neural networks to financial time series.  
Authors (Date) Input 
Features 
 Out-of-
Sample Size 
Result 
Bodyanskiy & Popov 
(2006) 
1 price 
series 
2500 (sliding 
window) 
Insignificant 
improvement 
Freitas, Souza, & 
Almeida (2009) 
1 price 
series 
12000 (sliding 
window) 
2-year compounded rate 
twice the index (and 
Mean Variance) 
Leung & Tsoi (2005) 1 sunspot 
series 
55 N/A 
Liang & Wu (2005) 7 ratios 16 Scoring power 93-100% 
vs 75% Multiple 
Discriminant Analysis 
Lin, Huang, Gen, & 
Tzeng (2006) 
1 price 
series 
N/A Higher return and 50% 
risk reduction vs. 
ARIMA 
Saad, Prokhorov, & 
Wunsch (1998) 
1 price 
series 
100 Lower false alarm rate 
with more conservative 
choices 
Versace, Bhatt, Hinds, 
& Schiffer (2004) 
85 
indicators, 
Technical 
63 73% accuracy on 2-class
Zhu, Wang, Xu, & Li 
(2008) 
2 indicators, 
Technical 
300 Mean squared error 0.8-
2.8 
 
Table 4: The surveyed research that applied time delay or recurrent networks to financial 
time series. 
 
 Bodyanskiy & Popov (2006) address unsupervised, slow learning, and fast 
learning neural networks along with recurrent networks.  This study is already analyzed 
in the unsupervised learning section. 
 Freitas, Souza, & Almeida (2009) explore portfolio optimization for short-term 
investments.  Data included weekly closing prices for 52 Brazilian stocks for 8 years.   
Models included an autoregressive moving reference neural network (AR-MRNN) based 
on backpropagation.  This novel model attempts to recreate what a human does to inspect 
a time series graph and predict its future value.  Moving references are changes in price 
where the latest points have more emphasis.  AR-MRNN uses recurrence weighted 
strongly towards more recent points, but not so much as to saturate the network.  
Portfolios of stocks are used to generate long-term averages for statistical comparison.  
Results show that AR-MRNN produced results far in excess of the mean-variance model 
and the market index with similar levels of risk.   
 
 Leung & Tsoi (2005) examine how the order of data in a time series contains 
implicit information on its behavior.  While autoregressive moving average (ARMA) 
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models are a popular choice, there is a growing trend to using neural network to describe 
the underlying patterns for time delay data.  Recurrent networks such as the Elman 
network are neural network equivalents to autoregressive models.  This paper uses a 
recurrent network with radial basis functions.  Data included annual sunspot series over 
300 years.  
Liang & Wu (2005) use a recurrent backpropagation neural network to predict the 
financial health of 48 Chinese manufacturing companies. Data includes basic accounting 
ratios.  Results show that the recurrent backpropagation network outperformed ordinary 
backpropagation and traditional multivariate discriminant analysis (MDA).   
 Lin, Huang, Gen, & Tzeng (2006) explore dynamic portfolio selection with the 
Elman recurrent network.  Data included five different series of 100 data points each 
from the Taiwan stock market.  Results show that the Elman network outperforms the 
vector autoregression (VAR) and generalized autoregressive conditional heteroskedastic 
(GARCH) methods with higher returns and lower risk. 
 Saad, Prokhorov, & Wunsch (1998) explore false alarm reduction using fast 
learning along with time delay and recurrent neural networks.  It is covered in the fast 
learning section, though analysis of the network processing show that the time delay and 
recurrent models are more complicated to set up than fast learning models.   
 Versace, Bhatt, Hinds, & Schiffer (2004) use genetic algorithms to determine the 
network, structure, and input features for financial forecasting using an Elman recurrent 
network.  Data included 300 daily prices pegged to the DJIA with a series of technical 
indicators.  Results showed that using a genetic algorithm to choose and design the 
network and features could generate significantly accurate results in predicting winning 
days from losing days. 
 Zhu, Wang, Xu, & Li (2008) evaluate the usefulness of volume with price index 
to predict stocks.  Data included NASDAQ, DJIA, and STI at daily, weekly, and monthly 
scales for ten years.  Features included index price and volume.  Models included a 
component based neural network, which is a recurrent backpropagation network 
combining the feedback of the index price with the individual stock prices that make up 
the composite index.  Results show that including volume significantly improves the 
forecast accuracy for long term (1-month) but not short term (1-day) holding times.   
  
II.F Maximum Margin ANN 
II.F.1 Description 
 Maximum margin classifiers include popular models such as support vector 
machines (SVM, Cortes & Vapnik (1995)).  These are a relatively new class of ANNs 
that directly addresses the weaknesses of both slow learning and fast learning 
feedforward networks.  Slow learning networks like backpropagation use gradual 
gradient descent rules that coordinate among its internal nodes to minimize residual 
errors for each individual input sample vector.  However, they can converge to non-
optimal minima especially vis-à-vis multiple, conflicting input vectors.  Fast learning 
networks like radial basis functions are not scalable as they tend to grow in size without 
limit and impair processing time performance or remain fixed in size and unable to 
process large data sets.  In contrast, support vector machines operate like fast learning 
feedforward networks but limit their number of hidden nodes – or support vectors – to an 
optimally chosen few.  In effect, support vector machines practice instance selection that 
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decides which fraction of the input training sample to use as support vectors and which to 
ignore and discard.  See figure 6. 
 
Figure 6: A network diagram for a maximum margin network, exemplified by support 
vector machines (Cortes & Vapnik (1995)).  There is generally one input node for each 
feature in the input sample vector.  The hidden nodes sum and convert the input layer’s 
weighted values using transfer functions into a similarity or closeness score to each node.  
The output nodes sum and convert the hidden layer values using a thresholded function to 
generate a Boolean response.  The nodes loosely represent abstract memory locations and 
their similarity score responses can represent the strength of recognition.  The key 
concept of a support vector machine is that it uses a few, optimally chosen training 
vectors to support the input to output mapping rule, resulting in a very sparse set of 
hidden nodes. 
 
II.F.2 Benefits and downsides 
 The benefits for maximum margin networks include their fast, one pass learning, 
their ability to maximize the amount of generalization that is possible from the training 
set to enhance performance (Huang, Chen, Hsu, Chen, & Wu (2004), Chen & Shih 
(2006), Boyacioglu, Kara, & Baykan (2009)), and their ability to represent this 
generalization with a few key support vectors drawn from the input training data.  The 
downsides include the need to preprocess the data and select the optimal support vectors, 
typically using Lagrange multipliers or quadratic programming techniques to solve the 
constrained optimization problem of instance selection.  This preprocessing step adds 
significantly to the ANN’s complexity.  Table 5 shows a breakdown of the research 
applying maximum margin neural networks to financial time series. 
Authors (Date) Input 
Features 
 Out-of-
Sample Size 
Result 
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Boyacioglu, Kara, & 
Baykan (2009) 
20 ratios 22 91% accuracy on 2-class
Chen & Shih (2006) 5 indicators 
Technical 
3000 40% error reduction vs. 
regression 
Huang, Chen, Hsu, 
Chen, & Wu (2004) 
21 ratios 339 (cross 
validation) 
81% accuracy on 2-class
 
Table 5: The surveyed research that applied maximum margin networks to financial time 
series. 
  
 Boyacioglu, Kara, & Baykan (2009) address unsupervised and slow learning 
neural networks along with support vector machines.  It is covered in the unsupervised 
learning neural network section.  The support vector machine performance was 90% 
accurate, which was slightly less than that of backpropagation. 
  
 Chen & Shih (2006) address slow learning models along with support vector 
machines.  It is covered in the slow learning neural networks section.  While both support 
vector machines and backpropagation networks outperform benchmark autoregressive 
models, support vector machines usually outperformed backpropagation. 
 Huang, Chen, Hsu, Chen, & Wu (2004) address slow learning models along with 
support vector machines.  It is covered in the slow learning neural networks section.   
  
II.G Mixtures of Expert ANNs 
II.G.1 Description 
 Mixtures of experts are meta-models that combine multiple ANNs or multiple 
instances of an ANN to use a “divide and conquer” approach for the data set.  Given a set 
of in-sample training inputs, a single, supervised ANN may have difficulty finding the 
correct relationships that correctly generates the output vectors.  It may adjust the 
network weights to optimally fit one training input-output pair or exemplar only to find 
that the new network is less able to fit another training exemplar.  Non-convergence 
results if this procedure can be repeated ad infinitum.  Mixture of expert models combine 
several weak performing ANNs into a stronger performing system, with each individual 
ANN focusing on finding the correct network weights for a portion of the input sample 
vectors.  See figure 7. 
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Figure 7: A network diagram for mixture of expert models, exemplified by boosting or 
bagging.  Each input node is a trained ANN.  Each ANN is generally trained in sequence, 
with succeeding ANNs specializing on learning input sample vectors that previous ANNs 
could not.  The output nodes sum and convert the hidden layer values using a thresholded 
function to generate a Boolean response.   
 
 A common mixture is to use a series of different backpropagation networks (West 
(2000)), each one serving as a local expert for specific parts of the problem.  A local 
expert could be dedicated, for example, to determining different classes.  Each local 
expert is free to optimally adjust its node weights without having any effect on the ability 
of the other network to do the same.  The mixture gating network determines which local 
network processes a given input.  Another popular mixture of expert model is AdaBoost 
(Freund & Schapire (1996), West, Dellana, & Qian (2005)).  In AdaBoost, the individual 
networks are trained in sequence such that each successive ANN focuses on data points 
that the previous ANN classified incorrectly.  In addition to each network having weights 
between nodes, each input vector also has a weight.  After each ANN is trained and 
validated, any correctly classified input sample vectors have their input weights 
decreased and any incorrectly classified vectors have their input weights increased.  The 
succeeding ANN receives weighted inputs such that it focuses on vectors whose 
relationships to the expected outputs are unusual or unique.    
 
II.G.2 Benefits and downsides 
 The benefits for mixture of expert models includes the general behavior of divide 
and conquer – many small, badly performing ANNs may be faster and easier to train on 
complex data and have higher combined accuracy and performance than that of a single, 
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large ANN.  The downsides include the same weaknesses of its component ANNs and a 
very large domain of parameters combined with a general lack of guidance for 
parameterization.  The number of choices for network type, number, usage, order, and 
parameters undergoes a combinatorial explosion when setting up mixture of expert 
models.  Table 6 shows a breakdown of the research applying mixtures of expert neural 
networks to financial time series. 
Authors (Date) Input 
Features 
 Out-of-
Sample Size 
Result 
Kirkos, Spathis, & 
Manolopoulos (2007) 
10 selected 
ratios 
76 (cross 
validation) 
74% accuracy on 2-
class 
Versace, Bhatt, Hinds, 
& Schiffer (2004) 
85 
indicators, 
Technical 
63 73% accuracy on 2-
class 
West (2000) 38 
indicators, 
Fundamental
1690 (cross 
validation) 
3% accuracy 
improvement 
West, Dellana, & Qian 
(2005) 
93 
indicators, 
Fundamental
300 65% accuracy, 2-class 
 
 Table 6: The surveyed research that applied mixtures of expert networks to financial 
time series. 
 
 West (2000),  Kirkos, Spathis, & Manolopoulos (2007), and Versace, Bhatt, 
Hinds, & Schiffer (2004) address slow or recurrent neural network models in addition to 
mixture of experts.  They are discussed in the slow learning neural network section 
except for the latter, which is discussed in the recurrent network section.   
West, Dellana, & Qian (2005), instead of seeking the single best non-parametric 
or non-linear neural network model to accurately classify credit scoring, focus on 
exploring ensembles of models for classification.  The core model is backpropagation, 
combined in ensemble methods including boosting (AdaBoost), bagging (bootstrap 
aggregation), and cross validation of 100 neural networks.  Data includes German 
individual credit scoring, Australian individual credit scoring, and US Standard and Poors 
corporate bankruptcies.  Results show that the ensembles of backpropagation networks 
perform better than a single “best” backpropagation network with ideally chosen 
parameters.  Performance increased a statistically significant 3-4% with ensembles.   
   
III. Trends in Using Artificial Neural Networks for Financial Time Series 
 The first and most widely used up to date  class of ANN model is the slow 
learning feedforward networks that include multilayer perceptrons.  The latest popular 
ANNs for financial time series are support vector machines (Vapnik (1995)).  Of the 31 
papers reviewed that use ANN simulations, table 7 shows the number of papers that use 
each class of ANN.  
ANN Class Number Training Speed Memory 
Requirement 
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Unsupervised 3 Typically slow Low 
Slow learning 
feedforward 
17 Slow Low 
Fast learning 
feedforward 
10 Fast High 
Time delay or recurrent 8 Typically slow Moderate/High 
Support vector machine 3 Slow (preprocess);  
Fast (train) 
Very Low 
Mixture of experts 4 Slow Very High 
 
Table 7: A breakdown of papers that use ANNs by class.  There are a total of 31 papers 
reviewed that use ANN model simulations for financial time series.  Unsupervised 
models include Hopfield and Kohonen networks.  Slow learning feedforward includes 
backpropagation and multilayer perceptrons.  Fast learning feedforward includes radial 
basis functions.  Time delay and recurrent include Jordan and Elman networks.  
Maximum margin classifier includes support vector machines.  Mixtures of experts can 
combine any class of ANN, but the four listed here combine slow learning neural 
networks.  The total number exceeds 31 because some papers use multiple classes of 
ANNs. 
 
The slow learning feedforward ANNs are the most commonly used.  Of those, about one 
third modify the learning rule beyond that proposed by Rumelhart, Hinton, & Williams 
(1986) to enhance generalization and prevent convergence to a non-optimal, local 
minima.   
The performance results are very mixed.  Support vector machines tend to 
outperform backpropagation networks, but not consistently (Chen & Shih (2006)).  Other 
research shows that backpropagation networks generally outperform support vector 
machines (Boyacioglu, Kara, & Baykan (2009)).  Fast learning feedforward models tend 
to outperform slow learning feedforward models (Gaganis, Pasiouras, & Doumpos 
(2007)).  Other research shows that radial basis functions, time delay, and recurrent 
networks all have similar performance (Saad, Prokhorov, & Wunsch (1998)).  Another 
study showed that backpropagation outperforms radial basis functions, but only on rate of 
gain; the reverse is true on accuracy measures (Thawornwong & Enke (2004)).  The only 
consistent measure is that a mixture of experts of ANNs outperforms individual ANNs of 
the same type (West, Dellana, & Qian (2005)), but this could be due to the limited sample 
of papers using mixtures of experts.   
 
IV. Advantages of Using Artificial Neural Networks for Financial Time Series 
 Artificial neural networks (ANNs) behave like self-adaptive, non-linear, multiple 
regression (Freitas, Souza, & Almeida (2009)), able to automatically recognize implicit 
dependencies and relationships in the data and quickly adapt their behavior to changed, 
non-stationary conditions (Leung & Tsoi (2005)).  ANNs are better able to handle non-
linear, non-normal data and are relatively insensitive to missing values (Kumar & 
Bhattacharya (2006)).  They are less sensitive to noisy, chaotic components and heavy 
tails than most classical statistical methods (Kaastra & Boyd (1996)).   ANNs generally 
outperformed all forms of regression (West (2000), Kaastra & Boyd (1996), Wong & 
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Selvi (1998), Bodyanskiy & Popov (2006), Chen & Shih (2006), Thawornwong & Enke  
(2004)), other statistical methods like linear discrimant analysis (Kumar & Bhattacharya 
(2006)), multiple discriminant analysis (Brokett, Golden, Jang, & Yang (2006)), 
asymmetry detection tests (Kiani (2005)), and mean-variance portfolio selection (Ko & 
Lin (2008), Freitas, Souza, & Almeida (2009)).  One study showed that support vector 
machines and multilayer perceptrons both were able to correctly classify an out-of-
sample test data set of credit ratings 80% of the time, with 90% within one ratings class 
of the expert assigned ratings on a five class problem, even with a sparse set of features 
(Huang, Chen, Hsu, Chen, & Wu (2004)).  Multilayer perceptrons could heavily 
outperform linear discriminant analysis with 80% accuracy on a credit worthiness 
prediction problem, as compared to 33% (Kumar & Bhattacharya (2006)).  A fuzzy 
CMAC (cerebellar model articulation controller) model could accurately predict bank 
failures for up to two years out-of-sample approximately 80-90% of the time (Ng & Jiang 
(2008)).  ANN learning models tend to provide consistent performance across different 
markets and countries (Liang & Wu (2005), Kiani (2005), Sun, Liang, Zhang, Lee, Lin, 
& Cao (2005), Zhang, Jiang, & Li (2005), Chen & Shih (2006), Kim (2006)). 
 
V. Disadvantages of Using Artificial Neural Networks for Financial Time Series  
These positive results are generally consistent and well known.  Corporate 
research accounts for the second largest source of funding for ANNs (Kaastra & Boyd 
(1996)).  Large firms such as American Express, Lloyds, and others have announced that 
they use ANNs to supplement their human analysts (West (2000)).  However, while 
funding and interest exists for implementing ANNs for financial problem solving, 
relatively few corporations use ANNs, especially beyond a supporting role that requires 
extensive human interaction and monitoring (Huang, Chen, Hsu, Chen, & Wu (2004), 
Kirkos, Spathis, & Manolopoulos (2007), Kaastra & Boyd (1996)).   
A general consensus among potential reasons preventing more widespread usage 
of ANNs is complexity in setting up the model, the wide range of different network 
topologies, and the extensive parameterization required (Kaastra & Boyd (1996), Saad, 
Prokhorov, & Wunsch (1998), Versace, Bhatt, Hinds, & Schiffer (2004)).  The ANNs 
generally require extensive experience and skill in setting up the highly interconnected 
neurons and the complex differential equations that govern their interactive behavior 
(West (2000)).  Their self-adaptive behavior adds to their complexity in tracing, 
comprehending, and trusting their non-parametric learning rules such that the ANN 
processing becomes like a “black box” (Kumar & Bhattacharya (2006), Wong & Selvi 
(1998)).  ANN performance on a given task can also be highly sensitive to the network 
topology decisions ranging from type of ANN and its size and learning rate (Versace, 
Bhatt, Hinds, & Schiffer (2004)).  There is a wide range of choices for any given ANN, 
each with different strengths and weaknesses.  Some parameter choices that are 
appropriate for one problem may badly overfit or provide poor generalization for another 
problem (Zhang, Jiang, & Li (2005), Bodyanskiy & Popov (2006)).   
While the issue of parameterization and feature selection also plagues regression 
techniques, the self-adaptive, non-parametric nature of ANNs that provides their 
strengths also serves as their major weaknesses.  Several classes of ANNs are non-
deterministic, which greatly complicates implementation and program flow analysis.  The 
computational complexity of many ANNs is also negatively impacted by the number of 
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features (Leung & Tsoi (2005)).  Finding which individual features that can be safely 
removed due to a lack of utility can be problematic for ANNs, especially since most 
ANNs need extensive retraining in case of any change in the training data or feature set.  
While some research uses combinations of ANN techniques to address the issue of 
feature and data selection (Kim (2006), Thawornwong & Enke (2004), Wong, Versace, & 
Carpenter (2009)), exploration in this aspect appears to be relatively sparse.   
 Another issue is that while ANNs can better accommodate non-linearity and non-
stationarity, the issue of oscillations is still outstanding (Bodyanskiy & Popov (2006)).  
Because ANNs operate like self-adaptive, non-linear, multiple regression (Kaastra & 
Boyd (1996), Freitas, Souza, & Almeida (2009)), this also means that ANNs in their 
present form may also experience the same limitations of regression techniques.  For 
example, outside of sine and cosine-based oscillations (Rabiner & Juang (1993)), there 
appears to be complications in understanding the underlying causes of periodic shifts 
from crests to troughs in financial time series.  That is, the current mathematical models 
may not be fully capturing the natural phenomena of human actor-based time series data.   
 
VI. Discussion and Conclusion 
 Financial time series represent a measure of the industry and careers of human 
actors in a world guided by globalization.  Analyzing financial time series is of utmost 
importance not only to the study of local and global economics and finance but also 
potentially important for understanding the nature of human interaction.  While the 
debate is ongoing, some evidence has emerged in recent years that financial markets are 
not wholly efficient and that the time series are at least partially dependent on history.  
Regression techniques provide the classical core models for financial time series analysis.  
Artificial neural networks may be seen as an extension of regression techniques to better 
explain and adapt to the natural movements and causes of financial time series behavior.      
 As artificial neural networks in their current form are a relatively recent addition 
spanning no more than three decades, the field has many different forms and approaches 
to learning the optimal weights or parameters for mapping between inputs and outputs or 
independent and dependent variables.  While there is a general consensus that artificial 
neural networks outperform classical statistical and regression techniques due to their 
self-adaptive abilities, there is also a consensus that they are complicated, hard to 
understand and trace, and yet still loosely following a similar framework and solution as 
regression.  The neural network to neural network comparisons are also rife with 
inconsistencies as the wide range of network choice, topology, training and validation 
paradigms, datasets, features, and parameters allows for freedom to overfit and find 
relationships that may be difficult to replicate or provide varying baselines ill-suited for 
objective comparison. 
 The complications, inconsistencies, and basic reliance on prior work on regression 
can also be an indicator that the field is still in the early stages as multiple, competing 
paths and tools represent the stages before convergence and consolidation of generally 
accepted practice.  As artificial neural networks are inspired by biological findings of 
natural neurons and intelligence, then further findings and discoveries can help the field 
mature as new guidelines and standards are developed.  As these guidelines develop, the 
ANN models may compress and allow for more multidisciplinary collaboration that 
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incorporates complementary processes and brings artificial neural networks closer to the 
realm of the natural neural networks. 
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