This paper presents a novel variational inference framework for deriving a family of Bayesian sparse Gaussian process regression (SGPR) models whose approximations are variationally optimal with respect to the full-rank GPR model enriched with various corresponding correlation structures of the observation noises. Our variational Bayesian SGPR (VBSGPR) models jointly treat both the distributions of the inducing variables and hyperparameters as variational parameters, which enables the decomposability of the variational lower bound that in turn can be exploited for stochastic optimization. Such a stochastic optimization involves iteratively following the stochastic gradient of the variational lower bound to improve its estimates of the optimal variational distributions of the inducing variables and hyperparameters (and hence the predictive distribution) of our VBSGPR models and is guaranteed to achieve asymptotic convergence to them. We show that the stochastic gradient is an unbiased estimator of the exact gradient and can be computed in constant time per iteration, hence achieving scalability to big data. We empirically evaluate the performance of our proposed framework on two real-world, massive datasets.
Introduction
A Gaussian process regression (GPR) model is a rich class of Bayesian non-parametric models that can exploit correlation of the data/observations for performing probabilistic non-linear regression by providing a Gaussian predictive distribution with formal measures of predictive uncertainty. Such a full-rank GPR (FGPR) model, though highly expressive, incurs cubic time in the data size to compute the predictive distribution and learn the hyperparameters (i.e., defining its correlation structure) via maximum likelihood estimation (Rasmussen & Williams, 2006) , specifically, in each iteration of gradient ascent to refine the hyperparameter estimates to improve the log-marginal likelihood. So, to learn the hyperparameters in reasonable time, only a very small subset of the data can be considered, which compromises the estimation accuracy: It is typically not representative of all the data in describing the underlying correlation structure due to its sparsity over the input space.
To improve its time efficiency, a number of sparse GPR (SGPR) models exploiting low-rank covariance matrix approximations (Lázaro-Gredilla et al., 2010; Quiñonero-Candela & Rasmussen, 2005) have been proposed, many of which impose a common structural assumption of conditional independence (but of varying degrees) on the FGPR model based on the notion of inducing variables and can therefore be encompassed under a unifying view presented by Quiñonero-Candela & Rasmussen (2005) . As a result, they incur linear time in the data size that is still prohibitively expensive for training with big data (i.e., millionsized datasets). To scale up to big data, parallel (Chen et al., 2013; Low et al., 2015) and online (Csató & Opper, 2002; Xu et al., 2014) variants of several of these SGPR models have been developed for prediction (by assuming known hyperparameters) but not hyperparameter learning.
The chief concern with the unifying view of Quiñonero-Candela & Rasmussen (2005) is that it does not rigorously quantify the approximation quality of a SGPR model (Titsias, 2009b) . To address this concern, the work of Titsias (2009a) has proposed a principled variational inference framework that involves minimizing the KullbackLeibler (KL) distance between distributions of some latent variables (including the inducing variables) induced by the variational SGPR approximation and the FGPR model given the data/observations or, equivalently, maximizing a lower bound of the log-marginal likelihood to yield the deterministic training conditional (DTC) approximation (Seeger et al., 2003) . Hyperparameter learning is then achieved by maximizing this variational lower bound with respect to the hyperparameters via gradient ascent, which still incurs linear time in the data size per iteration but can be substantially reduced by means of parallelization (Gal et al., 2014) or stochastic optimization (Hensman et al., 2013) . Unifying frameworks of variational SGPR models and their stochastic and distributed variants are subsequently proposed by Hoang et al. (2015; to, respectively, perform stochastic and distributed varia-tional inference for any SGPR model (i.e., including DTC) spanned by the unifying view of Quiñonero-Candela & Rasmussen (2005) . However, all the above-mentioned variational SGPR models and their stochastic and distributed variants suffer from the following critical issues: (a) The above equivalence only holds for the case of fixed hyperparameters; otherwise, since the log-marginal likelihood also depends on the same hyperparameters that are optimized to maximize its variational lower bound, the resulting KL distance, which quantifies the gap between the log-marginal likelihood and its lower bound, may not be minimized; (b) similar to variational expectation-maximization (Wainwright & Jordan, 2008) , the log-marginal likelihood does not necessarily increase in each iteration of gradient ascent to refine the hyperparameter estimates to improve its variational lower bound; and (c) they all find point estimates of the hyperparameters, which risk overfitting, especially when the number of hyperparameters is all but small (Rasmussen & Williams, 2006) .
To resolve these issues, the notable work of Titsias & Lázaro-Gredilla (2013) has introduced a variational Bayesian DTC (VBDTC) approximation (Section 3) capable of learning a variational distribution of the hyperparameters. This learned distribution of hyperparameters is particularly desirable in conveying the uncertainty/confidence of the hyperparameter estimates and for use in Bayesian GP regression (Section 5), Bayesian active learning (Hoang et al., 2014) , Bayesian optimization with unknown hyperparameters (Hernández-Lobato et al., 2014) , among others. Unfortunately, such a VBDTC approximation cannot handle big data (e.g., million-sized datasets) because it incurs linear time in the data size per iteration of gradient ascent. The recently proposed variational Bayesian sparse spectrum GPR (VSSGPR) model of Gal & Turner (2015) overcomes this scalability issue by achieving constant time per iteration of stochastic gradient ascent. But, like VB-DTC, VSSGPR imposes a highly restrictive assumption of conditional independence between the test outputs and the training data given the learned hyperparameters (i.e., in its test conditional in equation 4 therein), thus compromising its predictive performance as shown in our experiments (Section 6). It remains an open question whether more refined SGPR models as well as those others spanned by the unifying view of Quiñonero-Candela & Rasmussen (2005) (e.g., fully independent training conditional (FITC) (Snelson & Gharahmani, 2005) , partially independent training conditional (PITC), partially independent conditional (PIC) (Snelson & Ghahramani, 2007) approximations) are amenable to the variational Bayesian treatment and achieve scalability through stochastic optimization.
To address this question, this paper presents a novel variational inference framework for deriving a family of Bayesian SGPR models (e.g., VBDTC, VBFITC, VBPIC) whose approximations are, interestingly, variationally optimal with respect to the FGPR model enriched with various corresponding correlation structures of the observation noises (Section 3). In particular, our proposed framework introduces and exploits a novel reparameterization of the GP model (Section 2.4) for enabling a variational treatment of the distribution of hyperparameters. Remarkably, this can be achieved without having to assume independently distributed observation noises with constant variance like VBDTC and is therefore more robust to different noise correlation structures, hence catering to more realistic applications of GP (Huizenga & Molenaar, 1995; Koochakzadeh et al., 2015) . Furthermore, instead of just considering the distribution of hyperparameters as variational parameters (Titsias & Lázaro-Gredilla, 2013; Gal & Turner, 2015) , we jointly treat both the distributions of the inducing variables and hyperparameters as variational parameters, which enables the decomposability of the variational lower bound that in turn can be exploited for stochastic optimization (Section 4). Such a stochastic optimization involves iteratively following the stochastic gradient of the variational lower bound to improve its estimates of the optimal variational distributions of the inducing variables and hyperparameters (and hence the predictive distribution (Section 5)) of our variational Bayesian SGPR (VBSGPR) models and is guaranteed to achieve asymptotic convergence to them. We show that the derived stochastic gradient is an unbiased estimator of the exact gradient and can be computed in constant time (i.e., independent of data size) per iteration, thus achieving scalability to big data. We empirically evaluate the performance of the stochastic variants of our VBSGPR models on two real-world datasets (Section 6).
Background and Notations
2.1. Full-Rank Gaussian Process Regression (FGPR) with Correlated Noises.
Let R d denotes the d-dimensional input/feature space such that each input vector x ∈ R d is associated with a latent output variable f x . Let {f x } x∈R d denote a Gaussian process (GP), that is, every finite subset of {f x } x∈R d follows a multivariate Gaussian distribution. Then, the GP is fully specified by its prior mean E[f x ], which is assumed to be zero to ease notations, and covariance k xx cov[f x , f x ] for all x, x ∈ R d , the latter of which can be defined, for example, by the widely-used squared exponential covariance function k xx σ 
Then, a FGPR model with correlated observation noises (Murray-Smith & Girard, 2001; Rasmussen & Williams, 2006) can perform probabilistic regression by providing a GP posterior/predictive distribu-
Computing the GP predictive distribution incurs O(|D| 3 ) time due to inversion of K DD + C DD . The FGPR hyperparameters Λ and σ 2 f can be learned using maximum likelihood estimation (MLE) by maximizing the log-marginal likelihood log p(y D ) = log N (0, K DD +C DD ) with respect to Λ and σ 2 f via gradient ascent, which incurs O(|D| 3 ) time per iteration. So, the FGPR model with correlated noises scales poorly in data size |D|. To improve its scalability, our key idea is to impose different sparsity structures on C DD to yield a family of VBSGPR models, as shown in Section 3.
Sparse Gaussian Process Regression (SGPR).
To reduce the cubic time cost of the FGPR model, the SGPR models spanned by the unifying view of Quiñonero-Candela & Rasmussen (2005) exploit a vector f U (f x ) x∈U of inducing output variables for some small set U ⊂ R d of inducing inputs (i.e., |U| |D|) for approximating the GP predictive distribution p(f x * |y D ). In particular, they utilize a common structural assumption (Snelson & Ghahramani, 2007) that the joint distribution of f x * and f D (f x ) x∈D given f U factorizes over a pre-defined partition of the input domain
Formally, without loss of generality, supposing
x∈D B is a vector of noisy observed outputs for the subset D B of training inputs, the equality is derived in Appendix C.1 of Hoang et al. (2015) , and p(f x * |y D B , f U ) and p(f U |y D ) are, respectively, approximated by q(f x * |y D B , f U ) and q(f U ) that can be appropriately defined to reproduce the predictive distribution of any SGPR model (Hoang et al., 2015) spanned by the unifying view of Quiñonero-Candela & Rasmussen (2005) , which can be computed in O(|D||U| 2 ) time. The SGPR hyperparameters can be learned using MLE by maximizing its corresponding log-marginal likelihood via gradient ascent, which incurs O(|D||U| 2 ) time per iteration. To scale up to big data, these linear time complexities can be significantly reduced using parallelization or stochastic optimization (Section 1).
Bayesian SGPR Models.
For the FGPR and SGPR models described above, point estimates of the hyperparameters are learned, which is vulnerable to overfitting, especially when the number of hyperparameters is all but small (Section 1). To mitigate this issue of overfitting, a Bayesian approach to sparse GP regression can be employed by introducing priors p(θ) p(Λ)p(σ f ) over the hyperparameters θ {Λ, σ f }, thus yielding the following predictive distribution:
(1) where p(f U , θ|y D ) is approximated by q(f U , θ) which generalizes q(f U ) above by additionally and jointly considering the hyperparameters θ = {Λ, σ f } as variational variables. Though (1), in principle, allows a Bayesian treatment of θ to be incorporated into the existing SGPR models, computing the resulting predictive distribution is intractable because it involves integrating, over Λ, probability terms in (1) containing the inverse of K U U (k xx ) x,x ∈U that depends on Λ but without an analytical form with respect to Λ. To resolve this, we instead introduce a novel augmented reparameterization of the above Bayesian SGPR model which interestingly makes the prior distribution of inducing outputs independent of the hyperparameter θ, as discussed next (Section 2.4).
Reparameterized Bayesian SGPR Models.
Let φ : R d → H denotes a non-linear feature map from the input space R d into a reproducing kernel Hilbert space (RKHS) H whose inner product is defined as Let I {z = Λ −1 u|u ∈ U } where U ⊆ R d denotes a small subset of inducing inputs such that |U| |D|. Intuitively, I can be interpreted as the set of rotated inducing inputs with the diagonal matrix of length-scales Λ −1 being the rotation matrix. As detailed later in the remaining of this section, by exploiting this small set I of rotated in-ducing inputs instead of its unorthodox counterpart U, we can interestingly eliminate the dependency on Λ of the inducing covariance matrix, which is crucial in resolving the intractability issue of the original Bayesian SGPR model in Section 2.3. To understand this, let s I = (s z ) z∈I denote the latent outputs evaluated at z ∈ I. It then follows, by definition, that ∀z, z ∈ I such that z = Λu and
2 . Then, assuming that the prior variances of {s z } z∈I are identical and equal to ν 2 > 0 (i.e., σ(z) = ν), we have k zz = ν 2 exp −0.5 u − u 2 2 which is independent of Λ. Consequently, the prior covariance matrix Σ II (k zz ) z,z ∈I of these inducing outputs is also independent of Λ.
Furthermore, the cross-covariance matrix K DI (k xz ) x∈D,z∈I between the latent outputs f D for some set D of training inputs and the inducing outputs s I are also analytically tractable and independent of Λ since k xz = νσ(x) exp(−0.5 Λx − u 2 2 ) which trivially follows from our kernel definition. Finally, following the same spirit of the existing GP models, we also assume that the prior covariances of latent outputs {f x } x∈R d \I are always identical and equal to a non-negative parameter σ 2 f (i.e., σ(x) = σ f ). This is necessary to tractably learn the prior variance of {f x } x because otherwise, we would have to learn an infinite number of prior variance parameters which is impossible. As discussed in Section 3, this rotated representation of the inducing inputs/outputs will allow the optimal variational distributions of inducing outputs s I and hyperparameters θ = {Λ, σ f } (hence the predictive distribution) to be tractably derived for a family of VBSGPR models.
Remark 1. In practice, we cannot, however, select in advance a subset of inducing inputs U and construct I = {z = Λu|u ∈ U} following our definition because we do not know Λ a priori. Instead, we have to select I directly to learn the inverse length-scales Λ first which then dictates the inverse mapping to the set of unorthodox inducing inputs. This formulation, perhaps surprisingly, appears to have an advantage over the other existing inducing methods in the GP literature as it can implicitly optimize the distribution of inducing inputs as an effect of optimizing the variational distribution of Λ as detailed in Section 3.
Remark 2. On a separate note, we also notice that when the (identical) prior variance of our rotated inducing outputs is set to unity (i.e., ν = 1), our work interestingly induces a deterministic relationship between our GP-distributed random function f x and another random function g x distributed by a normalized GP assuming that Λ and σ f are fixed. That is, for every x ∈ R d , we have f x = σ f g Λx . This is known as the standardized GP model (Titsias & Lázaro-Gredilla, 2013) which is a special case of our work.
Variational Bayesian SGPR Models
Using the rotated inducing representation of the GP model defined above, the predictive distribution (1) of a Bayesian SGPR model can be slightly modified to
where
(3) such that K DI is previously defined in Section 2.4 and K ID = K DI . However, the integration in (2) (and hence p(s I , θ|y D )) cannot be evaluated in closed form. To resolve this, instead of using exact inference, we adopt variational inference to approximate the posterior
, and q(σ f ) N (α, β). Then, the log-marginal likelihood log p(y D ) can be decomposed into a sum of its variational lower bound L(q) and the nonnegative KL distance between the variational distribution q(f D , s I , θ) and the posterior distribution p(f D , s I , θ|y D ), the latter of which quantifies the gap between log p(y D ) and L(q), that is,
as derived in Appendix A where (4) is a constant with respect to q(s I ), and q(θ) (specifically, their parameters m, S, ν, Ξ, α, β). Consequently, maximizing
). This equivalence, however, does not hold for existing variational SGPR models and their stochastic and distributed variants optimizing point estimates of all hyperparameters, as discussed in Section 1.
This is similar in spirit to the previous work of Titsias & Lázaro-Gredilla (2013) which, however, only considers i.i.d. observation noise model (i.e., C DD = σ 2 n I and ν = 1). This consequently yields a variational Bayesian variant of DTC (Seeger et al., 2003) (VBDTC) which completely ignores the correlation structure of observation noises. In contrast, our proposed variational framework is capable of relaxing the strong assumption of i.i.d. observation noises with constant variance σ 2 n imposed by VBDTC and allow observation noises to be correlated with some structure across the input space, hence being robust to different noise correlation structures and in turn catering to more realistic applications of GP. More interestingly, as detailed in the remaining of this section, our work reveals that by relaxing this i.i.d. observation noise assumption of VB-DTC, the other more refined SGPR models spanned by the unifying view of Quiñonero-Candela & Rasmussen (2005) (e.g., FITC, PITC, PIC) are also amenable to a similar variational Bayesian treatment. This is important since these refined SGPR models have been empirically demonstrated (Hoang et al., 2015; to give better predictive performance than DTC. This results in a noise-robust family of variational Bayesian SGPR (VBSGPR) models (e.g., VB-DTC, VBFITC, VBPIC), which is described below.
are matrices with components k ε xx defined by a covariance function similar to that used for k xx (Section 2.1) but with different hyperparameter values 1 . Our first major result is stated below: Theorem 1 L(q) in (4) can be analytically evaluated as
II . More interestingly, using the above expression, it can be shown that
1 We do not assign any prior over the hyperparameters of k ε xx and the noise variance σn. Instead, they are treated as parameters optimized to maximize L(q) via stochastic gradient ascent (Hensman et al., 2013) . In our experiments, we observe that even if we set the hyperparameters of k ε xx by hand, the predictive performance does not vary much and our VBPIC approximation can significantly outperform the state-of-the-art variational SGPR models and their stochastic and distributed variants. A Bayesian treatment of these hyperparameters is highly non-trivial due to a complication similar to that discussed in Section 2.3 under 'Bayesian SGPR Models' and will be investigated in our future work.
, and const absorbs all terms indep. of m, S, ν, Ξ, α, β.
Its proof is in Appendix B and the closed-form expressions of Ω ID , Υ DD , and Ψ II are given in Appendix C.
Remark 4. Note that q * (s I ) in Theorem 1 closely resembles that of PIC and PITC (see eqs. 64 and 65 in Appendix D.1.1 of Hoang et al. (2015) ) except for the expectations over hyperparameters Λ and σ f due to the variational Bayesian treatment. So, we call them VBPIC and VBPITC, respectively. By setting B = |D|, C DD becomes a diagonal matrix to give VBFIC and VBFITC. When C DD = σ 2 n I, q * (s I ) (7) resembles that of DTC (see eqs. 68 and 69 in Appendix D.1.3 of Hoang et al. (2015) ) except for the expectations over Λ and σ f due to variational Bayesian treatment and coincides with that in Appendix B.1 of Titsias & Lázaro-Gredilla (2013) . So, we refer to it as the VBDTC approximation.
Remark 5. In the non-Bayesian setting of the hyperparameters, it has been previously established that the predictive distribution of FITC can be reproduced as a direct result of applying either variational inference (Titsias, 2009b) with (Bauer et al., 2016 ) on the FGPR model. Our derivation of VBFITC is in fact similar in spirit to that of Titsias (2009b) except for our variational Bayesian treatment of its hyper-parameters. On the other hand, it is unclear whether FITC's equivalent EP derivation of (Bauer et al., 2016) can be easily extended to incorporate a Bayesian treatment of its hyperparameters.
Stochastic Variational Inference
The VBDTC approximation of Titsias & Lázaro-Gredilla (2013) has explicitly plugged the optimal q * (s I ) (see Theorem 1) into L(q) (6) and reduced it to L(q) (11) in Appendix B. Given L(q) (11), the parameters ν and Ξ of q(Λ) and α and β of q(σ f ) can be optimized via gradient ascent. Specifically, it starts with randomly initialized
and iterates the following exact gradient ascent updates until convergence:
A possible schedule is that ρ t = ρ 0 /(1 + τ ρ 0 t) η where τ , η, and ρ 0 are determined empirically. But, evaluating the exact gradients ∂L/∂ν, ∂L/∂Ξ, ∂L/∂α and ∂L/∂β incur O(|D||I| 2 ) time, which scales poorly in the data size |D|.
Stochastic Gradient Ascent.
To overcome the above issue of scalability, we utilize the stochastic gradient ascent method (Robbins & Monro, 1951) which replaces the exact gradients with stochastic ones and is also guaranteed to converge using the above schedule {ρ t } t . The key idea is to iteratively compute the stochastic gradients by randomly sampling a single or few mini-batches of data from the dataset (i.e., comprising B disjoint mini-batches) whose incurred time per iteration is independent of data size |D|. To achieve this, an important requirement is the decomposability of L(q) (11) into a summation of B terms, each of which is associated with a mini-batch (D i , y Di ) of data of size |D i | = O(|I|) that can be exploited for computing the stochastic gradients. Unfortunately, L(q) (11) is not decomposable due to its (Σ II + Ψ II ) −1 term. To remedy this, we do not plug q * (s I ) (7) into L(q) (6) to yield (11) but instead jointly treat q(s I ), q(Λ), and q(σ f ) as variational parameters, which enables the decomposability of L(q) (6):
Our main result below exploits the decomposability of
, and ∂ L/∂β that are unbiased estimators of their respective exact gradients, which is the key contribution of our work in this paper:
, and ∂ L/∂β using the mini-batches (D s , y Ds ) for s ∈ S and current estimates of (m, S, ν, Ξ, α, β) accord-
Its proof is in Appendix D.
Remark 6. The stochastic gradients (Theorem 2) can be computed in closed form in O(|S||I| 3 ) time per iteration that reduces to O(|I| 3 ) time by setting |S| = 1 in our experiments. So, if the number of iterations of stochastic gradient ascent needed for convergence is much smaller than t min(|D|/|I|, B) where t is the required number of iterations of exact gradient ascent, then our stochastic variants achieve a huge speedup over the corresponding VBSGPRs.
Bayesian Prediction with VBSGPR Models
Since the predictive distribution p(f x * |y D ) is computationally intractable. We instead approximate it by q(f 
Experiments and Discussion
This section empirically evaluates the predictive performance and time efficiency of the stochastic variants, denoted by VBDTC+, VBFITC+, and VBPIC+, of our VBSGPR models (respectively, VBDTC, VBFITC, and VBPIC) on two real-world datasets: (a) The TWIT-TER dataset (Kawala et al., 2013) contains 140000 instances of buzz events on Twitter.
The input denotes a relatively large 77D feature vector described at http://ama.liglab.fr/datasets/buzz/, which makes this dataset suitable for evaluating robustness to overfitting. The output is the popularity of the instance's topic; and (b) the massive benchmark AIRLINE dataset (Hensman et al., 2013) contains 2055733 records of information about every commercial flight in the USA from January to April 2008. The input denotes an 8D feature vector of age of the aircraft (no. of years in service), travel distance (km), airtime, departure and arrival time (min.) as well as day of the week, day of month, and month. The output is the delay time (min.) of the flight. For each dataset, 5% is randomly selected and set aside as test data. The remaining data is used as training data and partitioned into B = 1000 mini-batches using k-means (i.e., k = B). We randomly select 200 inducing inputs from the inputs of the training data. Both datasets are modeled using GPs whose prior covariance is defined by the squared exponential covariance function defined in Section 2.1.
We have also used the relative small AIMPEAK dataset (Chen et al., 2013) on traffic speeds of size 41850 to empirically evaluate the convergence of the variational distributions q + (s I ) and q + (Λ, σ f ) induced by our stochastic variants VBDTC+, VBFITC+, and VBPIC+ to, respectively, q(s I ) and q(Λ, σ f ) induced by VBDTC (Titsias & Lázaro-Gredilla, 2013) , VBFITC, and VBPIC performing exact gradient ascent updates via scaled conjugate gradient (SCG). To do this, we use the KL distance metric to measure the distance between the variational distributions obtained from the stochastic vs. exact gradient ascent.
The performance of the stochastic variants of our VBS-GPR models are compared with that of the state-of-theart GP models such as the stochastic variants of variational DTC (SVIGP) (Hensman et al., 2013) and variational PIC (PIC+) (Hoang et al., 2015) , distributed variational DTC (Dist-VGP) (Gal et al., 2014) , and rBCM (Deisenroth & Ng, 2015) , all of which find point estimates of hyperparameters, and VSSGPR (Gal & Turner, 2015) . To evaluate their predictive performance, we use Root Mean Square Error (RMSE) metric:
x * ∈T (y x * − µ x * |D ) 2 /|T | where T denotes a set of test inputs. All experiments are run on a Windows system with Intel Core TM i7-2600 CPU at 3.4GHz with 8GB memory.
Empirical Convergence of Stochastic Variants of our VBSGPR Models
The AIMPEAK dataset (Chen et al., 2013) of size 41850 comprises traffic speeds (km/h) along 775 road segments of an urban road network during morning peak hours on April 20, 2011. Each input (i.e., road segment) denotes a 5D feature vector of length, number of lanes, speed limit, direction, and time, the last of which comprises 54 fiveminute time slots. The output corresponds to traffic speed. We select training data of size 1000 and randomly select 50 inducing inputs from the inputs of the training data.
Figs. 1a-c (Figs. 1d-f) shows results of the KL distance KL(q(s I )||q
) averaged over 5 random selections of training data and mini-batch sequences with an increasing number t of iterations. It can be observed that the variational distributions q + (s I ) and q + (Λ, σ f ) induced by VBDTC+, VBFITC+, and VBPIC+ converge rapidly to, respectively, q(s I ) and q(Λ, σ f ) induced by VBDTC, VBFITC, and VBPIC, thus corroborating our theoretical results in Section 4.1. From Figure 1 . Graphs of KL distance KL(q(sI)||q + (sI)) of (a) VBDTC+ to VBDTC, (b) VBFITC+ to VBFITC, (c) VBPIC+ to VBPIC, and KL((q(Λ, σ f )||q + (Λ, σ f )) of (d) VBDTC+ to VBDTC, (e) VBFITC+ to VBFITC, (f) VBPIC+ to VBPIC vs. number t of iterations for AIMPEAK dataset. Fig. 1a -c, it can also be observed that q + (s I ) induced by VBDTC+ converges faster to q(s I ) than that by VBFITC+ and VBPIC+, which can be explained by its much simpler noise structure by assuming i.i.d. observation noises with constant variance σ 2 n .
Empirical performance evaluation on AIRLINE
and TWITTER Dataset Fig. 2a shows results of RMSEs achieved by the stochastic variants of our VBSGPR models averaged over 5 random selections of 5% test data and mini-batch sequences with an increasing number t of iterations for the AIRLINE dataset. It can be observed from Fig. 2a observations are similar to that for the AIRLINE dataset: It can be observed from Fig. 3a that VBPIC+ (RMSE of 190.2) achieves significantly better predictive performance than VBFITC+ (RMSE of 650.0) and VBDTC+ (RMSE of 649.7); this can be explained by the same reasons as that discussed previously for the AIRLINE dataset. Fig. 3b also shows a linear increase in total incurred time with an increasing number t of iterations for VBDTC+, VBFITC+, and VBPIC+. Our experiments reveal that VBDTC+, VBFITC+, and VBPIC+ incur, respectively, an average of 442.3516, 6942.7530, and 8318.4563 seconds per iteration of stochastic gradient ascent, which are longer than that for the AIRLINE dataset (Section 6) due to a much larger input dimension of 77, hence needing to compute expectations and derivatives with respect to many more ν i 's and ξ i 's (Section 3). Table 1 shows the predictive performance (RMSEs) achieved by state-of-the-art GP models for the AIRLINE and TWITTER datasets. It can be observed that our VBPIC+ significantly outperforms state-of-the-art SVIGP, Dist-VGP, rBCM, and PIC+, which find point estimates of hyperparameters, and VSSGPR due to its restrictive assumption, as discussed in Section 1. In contrast, our VBPIC+ assumes a variational Bayesian treatment of hyperparameters, thus achieving robustness to overfitting due to Bayesian model selection, as demonstrated next. Table 1 . RMSEs achieved by VBPIC+ and state-of-the-art GP models for AIRLINE and TWITTER datasets. The results of PIC+ and VSSGPR are obtained using their GitHub codes, results of Dist-VGP and rBCM are taken from their respective papers, and that of SVIGP is reported in (Hoang et al., 2015) . They are all based on the same benchmark setting of training/test data sizes = 2M/100K. Fig. 4 shows results of RMSEs achieved by our VBPIC+ with an increasing number t of iterations and varying sample sizes for computing its predictive mean (Section 5).
Note that a sample size of 1 reduces VBPIC to PIC that treats its sampled hyperparameters as a point estimate. By increasing the sample size, it can be observed that VBPIC+ converges faster to a lower RMSE using less data, which is highly desirable in practice when it costs more for a greater data usage. Furthermore, when input dimension is relatively large (i.e., 77 for TWITTER dataset), utilizing a point estimate (i.e., sample size of 1) yields poor predictive performance that does not improve even after 56 iterations (Fig. 4a) , hence revealing its vulnerability to overfitting. In contrast, when the sample size is beyond 20, VBPIC+ achieves much lower RMSE due to Bayesian model selection, thus demonstrating its robustness to overfitting. 
Conclusion and Future Work
This paper describes a novel variational inference framework for a family of VBSGPR models (e.g., VBDTC, VB-FITC, VBPIC) whose approximations are variationally optimal with respect to the FGPR model enriched with various corresponding correlation structures of the observation noises. Our variational Bayesian treatment of hyperparameters enables our VBSGPR models to mitigate critical issues (e.g., overfitting) which plague existing variational SGPR models that optimize point estimates of hyperparameters (Section 1). The stochastic variants of our VB-SGPR models can yield good predictive performance fast and improve their predictive performance over time, thus achieving scalability to big data. Empirical evaluation on two real-world datasets reveals that the stochastic variant of our VBPIC can significantly outperform existing stateof-the-art GP models, thus demonstrating its robustness to overfitting due to Bayesian model selection while preserving scalability to big data through stochastic optimization.
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Let q(f D , s I , Λ, σ f ) be an arbitrary probability density function that is independent of y D . Integrating both sides of the above equation with respect to q(f D ,
(9) The first and second terms on the RHS of (9) correspond to the variational lower bound L(q) and
B. Proof of Theorem 1
Given that
Let us first derive the closed-form expression of H(s I , Λ, σ f ):
where the last equality follows from eq. 380 of Petersen & Pedersen (2012) and (3).
The closed-form expression of G(q, s I ) can then be derived as follows:
such that the last equality follows from
The closed-form expression of F(q) is
where, using q(s I ) = N (m, S),
is derived using eqs. 374 and 380 of Petersen & Pedersen (2012) . Since
denotes a Gaussian entropy with respect to q(s I ),
and
where const absorbs all terms independent of m, S, ν, Ξ, α, β. Then, by setting
into (10), (7) in Theorem 1 results. Using (7),
C. Derivation of Ω ID , Ψ II , and
.
Since C DD is a block-diagonal matrix constructed using the B blocks C DiDi for i = 1, . . . , B, C −1 DD is also a blockdiagonal matrix constructed using the B blocks C −1
where From Appendix C,
where z = (z 1 , . . . , z d ) and x = (x 1 , . . . , x d ) . The partial derivative of ω zx with respect to ν, Ξ, α, and β can be derived as follows:
From Appendix C,
where z (z 1 , . . . , z d ) and x (x 1 , . . . , x d ) . The partial derivative of ψ xx with respect to ν, Ξ, α, and β can be derived as follows: Finally, 
To simplify the above expressions, let Then,
Finally, Unfortunately, the closed-form expressions of all the above expectation terms with respect to q + (Λ, σ f ) q + (Λ)q + (σ f ) cannot be obtained because it involves integrating, over Λ, terms containing J that depends on Λ but without an analytical form with respect to Λ. So, we approximate them via sampling.
