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1.1 Henkilötietojen muuttunut merkitys 
Datan merkitys on muuttunut merkittävästi viime vuosikymmenten aikana. Dataa kerätään 
yhä enemmän sekä useammissa yhteyksissä, ja tietotekniikka mahdollistaa myös kerätyn 
datan varastoimisen. Teknologiset edistysaskeleet ovat muuttaneet myös henkilötietojen1 
käsittelyn tapoja ja mahdollisuuksia. Kehitys on yhä enemmän liikkunut siihen suuntaan, 
että data on tosiasiassa taloudellista pääomaa ja henkilötiedoista on tullut digitaalisen 
talouden polttoainetta2. Yksi keskeinen tekijä tässä muutoksessa on ollut big data ja siihen 
nojaavat sovellukset. Big data -sektori kasvaa tällä hetkellä 40 prosenttia vuodessa, eli peräti 
seitsemän kertaa nopeammin kuin IT-markkinat3. Kyse on siten merkittävästä tekijästä myös 
tietosuojalainsäädännön kannalta. Big datan alalla yksi keskeinen osa-alue on 
koneoppiminen, jonka hyödyntäminen yleistyy jatkuvasti.  
Tämä uusi digitaalinen toimintaympäristö vaatii entistä enemmän myös 
tietosuojalainsäädännöltä. Esimerkiksi koneoppiminen vaikuttaa jo kiistatta tietosuojaan ja 
yksityisyyteen4. Alan Westin on jo 1960 -luvulla määritellyt yksityisyyden siten, että se 
tarkoittaa yksilöiden, yhteisöjen ja ryhmien vaatimuksia määritellä itse milloin, miten ja 
missä määrin heitä koskevaa tietoa jaetaan muille5. Tästä voidaan käyttää myös nimitystä 
tiedollinen yksityisyys6. Tietosuojalla tarkoitetaankin lähtökohtaisesti henkilöiden 
yksityisyyden ja oikeusturvan varmistamista ottamalla huomioon henkilötietojen käsittelyn 
vaatimukset7. Keskeinen kysymys nykyään onkin, miten yksilöiden yksityisyys pystytään 
turvaamaan, kun heidän henkilötietojaan halutaan hyödyntää yhä innovatiivisemmilla 
tavoilla. 
                                                             
1 Tietosuoja-asetuksen 4 artikla määrittää henkilötiedon tarkoittavan ”kaikkia tunnistettuun tai tunnistettavissa 
olevaan luonnolliseen henkilöön, jäljempänä ’rekisteröity’, liittyviä tietoja; tunnistettavissa olevana pidetään 
luonnollista henkilöä, joka voidaan suoraan tai epäsuorasti tunnistaa erityisesti tunnistetietojen, kuten nimen, 
henkilötunnuksen, sijaintitiedon, verkkotunnistetietojen taikka yhden tai useamman hänelle tunnusomaisen 
fyysisen, fysiologisen, geneettisen, psyykkisen, taloudellisen, kulttuurillisen tai sosiaalisen tekijän perusteella”. 
Henkilötiedon käsite on siten hyvin laaja. 
2 Böröcz 2015, s. 37. 
3 Euroopan parlamentti 2017, s. 5. 
4 Buttarelli 2016.  
5 Colonna 2014, s. 299–300, jonka mukaan tätä yksityisyys -käsitteen muotoilua voidaan pitää keskeisten 
tietosuojaperiaatteiden varhaisena muotoiluna ja Westinin tutkimus yksityisyydestä on toiminut 
tietosuojakeskustelujen ja useimpien tietosuojalainsäädäntöjen pohjana ympäri maailman. (Määritelmä löytyy 
Westinin kirjasta ”Privacy and freedom”, joka on julkaistu vuonna 1967.) 
6 van der Sloot 2017, s. 190–191. 
7 Mäenpää 2016, s. 51. 
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1.2 Uudet tavat käsitellä ja hyödyntää dataa 
1.2.1 Big data 
Big data ei ole aivan tuore ilmiö, mutta sen merkitys ei ole ainakaan vähenemässä. Sen sijaan 
siihen perustuvia uusia sovelluksia kehitetään jatkuvasti, ja juuri näiden sovelluksien kautta 
big datan potentiaali saadaan hyödynnettyä. Big datalle on olemassa useita määritelmiä, eikä 
ole mahdollista antaa yhtä yksiselitteistä vastausta siihen mitä big data on8. Suosituin tapa 
määritellä kyseinen käsite lienee ”kolmen V:n” kautta: volume (volyymi), velocity (nopeus) 
ja variety (monipuolisuus)9. Volyymi viittaa massiiviseen datan määrään, nopeus 
reaaliaikaiseen dataan ja monipuolisuus taas datan useisiin eri lähteisiin. Yhteistä kaikille eri 
määritelmille kuitenkin on, että big datalla on useita vaihtelevia ominaispiirteitä, joiden 
vuoksi sitä on haastavaa analysoida perinteisillä keinoilla.10 Big dataa onkin kuvattu 
keinoksi saavuttaa maailman toiminnasta täysin uudenlainen ymmärrys. Sen uskotaan 
muuttavan perustavanlaatuisesti sen miten ihmiset elävät, työskentelevät ja ajattelevat.11 Big 
datan voima on ennen kaikkea ihmisen toiminnan tarkkailussa sekä yksilötasolla että 
yleisesti ja mahdollisuudessa tehdä ennustuksia sen perusteella12. 
Big datassa on siis lopulta kyse siitä, että dataa tarkkaillaan ennakkoluulottomasti, jolloin on 
mahdollista löytää täysin uudenlaisia malleja, kuvioita ja kaavoja. Big data ikään kuin 
kääntää perinteisen löytämisen idean toisinpäin. Enää ei luoda hypoteesia, joka pyritään 
datan avulla todentamaan, vaan sen sijaan data itse luo hypoteesin. Datan arvo ja merkitys 
ovat yleensä vielä keräämisvaiheessa epäselviä ja todellinen potentiaali saadaan esiin vasta 
yhdistelemällä erilaisia datalähteitä keskenään. Dataa on kannattavaa kerätä aina kun vain 
mahdollista, ja samalla dataa kannattaa myös säilyttää mahdollisimman pitkään ja käyttää 
jatkuvasti uudelleen.13 Yritykset tarjoavatkin yhä enemmän erilaisia, yleensä ilmaisia, 
digitaalisia palveluita, joiden kautta tietoa on helppo kerätä. Tosiasiassa palvelut eivät 
kuitenkaan ole täysin ilmaisia, vaan hintana on yksityisyydestä luopuminen ainakin jossain 
määrin.14 Zittrain on osuvasti todennut:”if you’re not paying for it, you’re not the customer; 
                                                             
8 Helveston 2016, s. 867 ja ICO Version 2.0, s. 6. 
9 Ursic – Custers 2016, s. 209, Helveston 2016, s. 867, FTC 2016, s. 1 ja ICO Version 2.0, s. 6. Myöhemmin 
määritelmää on laajennettu lisäämällä V:tä, kuten variability, value sekä virtual (Böröcz 2015, s. 44).  
10 ICO Version 2.0, s. 6, jossa todetaan, että ”kolmen V:n” määritelmää on kuitenkin myös kritisoitu ja katsottu, 
etteivät enää kaikki big datan useat eri muodot jaa näitä kaikkia piirteitä. 
11 Mayer-Schönberger – Padova 2016, s. 316 ja 318. 
12 Artificial Intelligence, Robotics, Privacy and Data Protection 2016, s. 4 ja WP29 Opinion 3/2013, s. 35. 
13 Mayer-Schönberger – Padova 2016, s. 319–320. 
14 Böröcz 2015 s. 39 ja Buttarelli 2014, s. 4. 
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you’re the product”15. Muun muassa näistä syistä big data ja siihen nojaavat sovellukset ovat 
lähtökohtaisesti törmäyskurssilla olemassa olevien eri tietosuojalainsäädäntöjen 
perusperiaatteiden kanssa. Siten lainsäätäjät ympäri maailmaa ovat joutuneet tarkastelemaan 
tietosuojalainsäädäntöjä ja etsimään tasapainoa yksilöiden tietosuojan ja datan piilevän 
arvon hyödyntämistarpeen välillä.16  
1.2.2 Tekoäly ja koneoppiminen 
Big dataa ei voida analysoida perinteisillä keinoilla. Tekoäly sen sijaan mahdollistaa big 
datan käsittelyn. Tekoäly voidaan määritellä muun muassa siten, että se analysoi dataa ja 
mallintaa samalla jonkun aspektin maailmasta. Näistä malleista tehdään päätelmiä, joita 
käytetään ennustamaan tulevia tapahtumia. Perinteisistä analysointitavoista tekoälyohjelmat 
eroavat siinä, etteivät ne lineaarisesti analysoi dataa tavalla, jolla ne alun perin ohjelmoitiin. 
Sen sijaan ne oppivat datasta ja siten reagoivat älykkäästi uuteen dataan ja muuttavat 
analyysinsä lopputulosta sen mukaisesti.17 Toisin sanoen tekoälyssä on lopulta kyse siitä, 
että tietokoneille annetaan käyttäytymismalleja, jotka katsotaan ihmisillä älyllisiksi18. Tämä 
taas mahdollistaa sen, että tekoälyn avulla voidaan analysoida big dataa kaikissa sen 
vaihtelevissa muodoissa19. 
Koneoppiminen on yksi nopeimmin kasvavista tavoista, joilla tekoäly saavutetaan ja tällä 
hetkellä kaikista tutkituin tekoälyn osatekijä20. Koneoppiminen mahdollistaa tekoälyn: se on 
tekninen mekanismi, joka tukee tekoälyä21. Yksinkertaistaen ilmaistuna koneoppimisessa 
suoritetaan tehtäviä tekemällä yleistyksiä esimerkeistä22. Koneoppimisessa luotu systeemi 
oppii datasta, jolla se koulutetaan. Jatkossa systeemi taas oppii ja kehittyy itse, eli tietokone 
saadaan toimimaan ilman, että se nimenomaisesti ohjelmoidaan.23 Oppiminen tässä 
yhteydessä ei ole kognitiivista kuten ihmisillä, vaan pikemminkin funktionaalista, eli 
algoritmi24 pystyy muuttamaan käyttäytymistään parantaakseen suoritustaan sille 
                                                             
15 Zittrain 2012. Tähän liittyy kiinteästi yksi henkilötietojen käsittelyn laillisuuden perusta, rekisteröidyn 
suostumus, jota tarkastellaan lähemmin kappaleessa 5.1.2. 
16 Mayer-Schönberger – Padova 2016, s. 317. 
17 ICO Version 2.0, s. 6-7. 
18 Briefing 2016, s. 1 ja ICO Version 2.0, s. 7. 
19 ICO Version 2.0, s. 7. 
20 Artificial Intelligence, Robotics, Privacy and Data Protection 2016, s. 19 ja ICO Version 2.0, s. 7. 
21 Wired 2016 ja ICO Version 2.0, s. 8. 
22 Domingos 2012, s. 78, Kamarinou – Millard – Singh 2016, s. 3 ja Surden 2014, s. 94. 
23 Bell 2015, s. 2, Kamarinou – Millard – Singh 2016, s. 3 ja Wired 2016. Arthur Samuel määritteli 
koneoppimisen tällä tavalla jo vuonna 1959 (Artificial Intelligence, Robotics, Privacy and Data Protection 
2016, s. 19). 
24 Algoritmi voidaan määritellä useilla eri tavoilla. Tässä työssä ymmärrän algoritmin laajasti, kattaen sekä 
matemaattisen rakennelman että tämän rakennelman implementoimisen teknologiaksi ja sen soveltamisen 
tiettyyn tehtävään (Katso algoritmi -käsitteen eri merkityksistä Mittelstadt – Allo – Taddeo – Wachter – Floridi 
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osoitetussa tehtävässä25. Koneoppimisen itseoppivasta luonteesta johtuukin, että 
koneoppimisalgoritmeja kuvataan usein käsitteellä ”black box”. Se viittaa systeemeihin, 
joiden toimintatapa on piilossa ihmisiltä. Systeemiin menevää ja systeemistä ulos tulevaa 
dataa voidaan tarkastella, mutta sitä, mitä systeemin sisällä tapahtuu tai kuinka sisään 
tulevasta datasta saadaan ulos tuleva lopputulos, ihminen ei pysty selittämään.26  
Viime vuosikymmeninä koneoppiminen on mahdollistanut muun muassa itseajavat autot, 
puheentunnistuksen ja tehokkaan internethaun27. Muina esimerkkeinä voidaan mainita 
petosten havaitseminen pankkisektorilla sekä terveydenhuollossa kaavojen löytäminen 
terveydentilatiedoista ja sitä kautta diagnoosien tekeminen.28 Koneoppiminen on 
osoittautunut lupaavaksi nimenomaan uusien havaintojen tekemisessä ja tehokkuuden 
parantamisessa29. Tunnettuja edistysaskeleita koneoppimisen alalla ovat esimerkiksi Applen 
Siri ja IBM:n Watson, jotka hyödyntävät koneoppimista ominaisuuksiensa parantamisessa30.  
Koneoppimisen algoritmit jaetaan yleensä karkeasti kahteen31 eri oppimiskategoriaan: 
ohjattu (eng. supervised) ja ohjaamaton (eng. unsupervised) oppiminen. Ohjatussa 
oppimisessa algoritmeja kehitetään perustuen nimiöityyn dataan (eng. labeled datasets), eli 
algoritmeille annetaan oppimisdataa, jonka lopputulos tiedetään32. Algoritmille esimerkiksi 
syötetään kuvia ihomuutoksista, joista osa on nimiöity hyvänlaatuisiksi ja osa 
pahanlaatuisiksi. Algoritmi oppii näistä kuvista sen, mitkä piirteet kuvissa tukevat 
hyvänlaatuista tai pahanlaatuista diagnoosia.33 Toisin sanoen algoritmi oppii aikaisemmin 
tunnettujen esimerkkien kautta sen, mitkä ominaispiirteet ovat mahdollisesti halutun 
lopputuleman edustajia34. Ohjaamattomassa oppimisessa taas algoritmeja ei opeteta, vaan ne 
jätetään löytämään säännönmukaisuuksia ja piileviä kaavoja datasta (eng. unlabeled 
datasets) ilman ohjeita siitä, mitä niiden tulisi etsiä. Tällöin oikeaa vastausta ei tiedetä 
ennalta.35   Nämä opetusvaiheet luovat malleja maailmasta, joiden perusteella voidaan tehdä 
                                                             
2016, s. 2). Algoritmilla tarkoitetaan yksinkertaistettuna loogisten toimintojen ketjua, joka tarjoaa tietokoneille 
step-by-step ohjeet siitä, miten toimia datan perusteella (Barocas – Selbst 2016, s. 674). 
25 Surden 2014, s. 89 ja 94 ja Rich 2016, s. 880. 
26 Pasquale 2015, s. 3 ja Artificial Intelligence, Robotics, Privacy and Data Protection 2016, s. 19.   
27 Wired 2016. 
28 Kamarinou – Millard – Singh 2016, s. 5 ja Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 1. 
29 Singh – Walden – Crowcroft – Bacon 2016, s. 1.  
30 Artificial Intelligence, Robotics, Privacy and Data Protection 2016, s. 19. 
31 Myös muita kategorioita on mahdollista hahmottaa, kuten vahvistusoppiminen (reinforcement learning). Big 
data -keskeisyyden vuoksi ohjaamaton ja ohjattu oppiminen ovat kuitenkin yleisempiä lähestymistapoja. 
(Singh – Walden – Crowcroft – Bacon 2016, s. 7-8 ja Zhou – Pan – Wang – Vasilakos 2017, s. 351) 
32 ICO Version 2.0, s. 7 ja Bell 2015, s. 3. 
33 Singh – Walden – Crowcroft – Bacon 2016, s. 7. 
34 Barocas – Selbst 2016, s. 678. 
35 ICO Version 2.0, s. 7 ja Bell 2015, s. 3. 
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ennusteita, kun algoritmia jatkossa sovelletaan. Molemmissa malleissa koneoppimisen 
voima on siinä, että algoritmit muuttavat lopputuloksiaan kokemuksen mukaan.36  
Tietosuojalainsäädännön kannalta olennaista on, että koneoppiminen on datavetoista. Se 
tarvitsee dataa sekä algoritmin opettamisvaiheessa että myöhemmin algoritmin 
soveltamisvaiheessa. Oppimisvaiheessa algoritmin pitää oppia riittävän kattavasta määrästä 
dataa, jotta algoritmista saadaan mahdollisimman tehokas. Datan tulee edustaa kunnolla sitä 
ryhmää tai asiakokonaisuutta, johon algoritmia tullaan soveltamaan. Tämä tarkoittaa 
käytännössä suurta määrää dataa. Tietosuojalainsäädännön kannalta haasteita aiheuttaa 
myös se, että koneoppimisessa käytetään tyypillisesti sekä jo olemassa olevaa dataa, että 
reaaliaikaista dataa37. Opetusvaiheen jälkeen dataa syötetään algoritmille, jotta se 
yksittäistapauksessa pystyy esimerkiksi arvioimaan luottokelpoisuutta tai diagnosoimaan 
sairauden. Useimmat algoritmit kehittyvät myös tämän datan perusteella.38  
1.2.3 Big data -analytiikka 
Yhdessä big data, tekoäly ja koneoppiminen muodostavat kokonaisuuden, jota kutsutaan big 
data -analytiikaksi39. Bg data -analytiikalla tarkoitetaan siis erilaisia tietokonepohjaisia 
teknologioita, jotka analysoivat suuria määriä dataa ja pyrkivät löytämään siitä piilotettuja 
kuvioita ja korrelaatioita40. Sen voidaan katsoa tarkoittavan koko datan käsittelyketjua, 
keräämisestä ja järjestämisestä varsinaiseen analyysiin ja ennustamiseen saakka41. Big data 
-analytiikka, ja siten koneoppiminen, on yhä lisääntyvissä määrin osa useiden eri 
organisaatioiden liiketoimintaa sekä yksityisellä että julkisella sektorilla. Big data -
analytiikan kehittymisen yksi merkittävimmistä seurauksista on se, kuinka paljon nykyään 
nojataan datapohjaisiin järjestelmiin päätösten tekemisessä ja soveltamisessa.42 
Koneoppimisen yksi merkittävä käyttökohde onkin automaattinen päätöksenteko43. 
                                                             
36 Zhou – Pan – Wang – Vasilakos 2017, s. 350 ja ICO Version 2.0, s. 8. Koneoppimisen tekniikoissa tapahtuu 
jatkuvasti kehitystä. Viime vuosina keskustelua on herättänyt erityisesti syväoppiminen (deep learning), jossa 
luodaan keinotekoinen neuroverkko käyttäen mallina biologisia neuroverkoja. Sen avulla voidaan rakentaa yhä 
monimutkaisempia malleja. (Zhou – Pan – Wang – Vasilakos 2017, s. 355, Karanasiou – Pinotsis 2017, s. 172) 
37 Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 1. 
38 Singh – Walden – Crowcroft – Bacon 2016, s. 11. Esimerkiksi Microsoftin Tay, Twitter ”botti”, lopulta oppi 
lukuisilta internet-trolleilta rasistisen ja epäasiallisen tyylin (Ibid.).  
39 ICO Version 2.0, s. 8. Tähän käsitteeseen voidaan sisällyttää myös monia muita data-analytiikan muotoja, 
jotka eivät kuitenkaan tämän työn kannalta ole olennaisia. (Ibid.) 
40 Guidelines 2017, s. 2, alaviite 4. 
41 ENISA 2015, s. 11. 
42 Kuner – Cate – Millard – Svantesson 2012, s. 48.  
43 Automaattiseen päätöksentekoon palataan tässä työssä luvussa 4. 
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Big data -analytiikka eroaa perinteisestä datan käsittelystä usealla tavalla. Näiden 
eroavaisuuksien hahmottaminen auttaa ymmärtämään myös koneoppimisen ja EU:n yleisen 
tietosuoja-asetuksen välistä vuorovaikutusta. Big data -analytiikan ominaispiirteitä ovat 
algoritmien käyttö, käsittelyn läpinäkymättömyys, taipumus kerätä kaikki mahdollinen data, 
datan tarkoituksen uudelleenmäärittäminen ja uusien datatyyppien käyttö.44  
Koneoppimisen suhteen opetusvaiheen jälkeen näistä merkityksellisimpiä ovat etenkin kaksi 
ensimmäistä. Opetusvaiheessa taas korostuu datan kerääminen ja datan tarkoituksen 
uudelleenmäärittäminen.  
1.3 Tutkimuksen tarkoitus, rakenne ja metodit 
Tutkimuksen tarkoitus, tutkimuskysymykset ja tarpeellisuus. Tutkimukseni tarkoituksena on 
tarkastella miten tietosuoja-asetus vaikuttaa koneoppimiseen yleisesti ja 
koneoppimisprosessin eri vaiheissa. Big datasta ja big data -analytiikasta on kirjoitettu 2000 
-luvulla paljon muun muassa tietosuojalainsäädännön näkökulmasta. Koneoppimisesta on 
kuitenkin kirjoitettu varsin vähän ja yleensä vain yksittäisen ongelmakohdan näkökulmasta. 
Sen sijaan kokonaisvaltaista esitystä koneoppimisen eri vaiheiden tietosuojakysymyksistä ei 
ole tietääkseni ainakaan englannin- tai suomenkielisenä tehty. Koneoppimisen merkitys 
tulee jatkossa vain kasvamaan ja siihen nojaavat sovellukset yleistymään, jolloin on tärkeää 
kyetä tunnistamaan tietosuojaongelmat koko koneoppimisprosessissa. Tutkielmani tavoite 
on jäsenellä nämä ongelmat artiklakohtaisesti koneoppimisprosessin eri vaiheisiin ja 
tunnistaa mahdollisia riskitekijöitä, jotka voivat johtaa asetuksen rikkomiseen. Tätä kautta 
pyrin selventämään sitä kehystä, jonka sisällä operoidaan, kun koneoppimisessa käytetään 
henkilötietoja. Tarkastelen koneoppimista sen soveltamisen kannalta erityisesti 
automaattisen päätöksenteon näkökulmasta. Kootusti tutkimuskysymykseni ovat 1) miten 
tietosuoja-asetus vaikuttaa koneoppimisen hyödyntämiseen, 2) millaisia haasteita 
koneoppiminen asettaa asetuksen soveltamiselle ja 3) kuinka hyvin asetus on onnistunut 
sääntelemään koneoppimista.  
Tutkielman rakenne. Tutkielman alussa kävin läpi keskeiset termit, kuten big data ja 
koneoppiminen. Seuraavaksi käsittelen ensin tietosuojalainsäädännön kehitystä Euroopan 
unionissa ja tietosuoja-asetuksen lainsäädäntöön tuomia keskeisimpiä muutoksia. 
Koneoppimista koskeva osa jakaantuu karkeasti kolmeen päälukuun (luvut 3–5). Ensiksi 
käsittelen koneoppimista sen opetusvaiheen kannalta: minkälaisia tietosuojakysymyksiä 
                                                             
44 ICO Version 2.0, s. 9. 
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nousee esiin, kun koneoppimisalgoritmeja opetetaan. Tämän jälkeen siirryn koneoppimisen 
varsinaiseen soveltamiseen. Eli tilanteeseen, jossa koneoppimisalgoritmi on saatu valmiiksi 
ja sitä hyödynnetään käytännössä. Tutkielmassa esimerkkinä koneoppimisen soveltamisesta 
toimii automaattinen päätöksenteko. Kolmantena käsittelen koneoppimisen suhdetta 
kokonaisuudessaan lainmukaisuuden, kohtuullisuuden ja läpinäkyvyyden periaatteisiin. 
Kyseiset periaatteet läpäisevät koko koneoppimisprosessin ja ovat keskeisiä asetuksen 
kannalta, mutta päädyin niiden käsittelyyn kokoavasti viimeisenä, sillä mielestäni niiden 
mielekäs käsittely edellyttää ymmärrystä koneoppimisen eri vaiheista ja sovelluksista. 
Tutkielman kuudennessa pääluvussa kokoan yhteen tutkimuksen keskeisimmät havainnot.  
Koneoppiminen on edellä esitetysti kuitenkin dynaaminen prosessi, jossa tosiasiassa ei ole 
mahdollista näin selvästi erottaa harjoitusvaihetta koneoppimisalgoritmin varsinaisesta 
soveltamisesta. Näin on etenkin tilanteissa, joissa algoritmi oppii myös varsinaisen 
opettamisvaiheen jälkeen. Näin ollen seuraavaksi esitetyt tietosuojaongelmat voivat esiintyä, 
ja useimmiten esiintyvätkin, myös samanaikaisesti.  
Rajaukset ja taustaoletukset. Tutkielmassa sivutaan profilointia, mutta työn rajallisesta 
pituudesta johtuen tarkoituksenani ei ole syventyä siihen tarkemmin. Profilointi on oma laaja 
kokonaisuutensa, johon liittyy mielenkiintoisia kysymyksiä, kuten ihmisten käyttäytymisen 
ohjaaminen ja sen vaikutus yksilön autonomiaan. Tutkielmassa käsittelen profilointia vain 
siltä osin, kun se on välttämätöntä automaattisen päätöksenteon tutkimiseksi ja ylipäätään 
automaattisen päätöksenteon ymmärtämiseksi käsitteenä.  
Toinen keskeinen rajaus liittyy tutkittavaan lainsäädäntöön. Tutkielmani keskittyy vain 
tietosuoja-asetukseen. Näin ollen olen rajannut työni ulkopuolelle kokonaan 
erityislainsäädännön mahdolliset vaikutukset. Esimerkiksi finanssisektorilla on 
lähtökohtaisesti paljon erityissääntelyä, jolla saattaa olla vaikutusta myös koneoppimisen 
hyödyntämiseen luotonannossa.  Lisäksi tutkimukseni ulkopuolelle on rajattu Suomen 
kansallinen tietosuojalainsäädäntö. Tämä rajaus johtuu siitä, että sen arviointi, miten asetus 
vaikuttaa kansalliseen lainsäädäntöömme on tämän työn kirjoittamisen aikaan vielä kesken, 
eikä mitään konkreettisia lainsäädännön muutosehdotuksia ole annettu.  
Lähden tutkielmassa siitä oletuksesta, että lukijalla on pohjatiedot tietosuojalainsäädännöstä 
ja sen keskeisistä käsitteistä, kuten henkilötiedon käsitteestä. Tutkielman rajallisen pituuden 
vuoksi en analysoi näitä tarkemmin, vaan tyydyn pääasiassa alaviitteissä toteamaan lyhyesti 
käsitteiden tiivistetyn merkityssisällön.  
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Tutkielman metodit ja lähdeaineisto. Lainopin yhdeksi tehtäväksi on perinteisesti katsottu 
tulkinta ja systematisointi. Tulkinnan kautta lainoppi selvittää voimassaolevien 
oikeusnormien sisältöä.45 Tällöin kyse on tarkemmin määriteltynä tulkintalainopista, eli 
käytännöllisestä lainopista, johon kuuluu lisäksi oikeusperiaatteiden punninta ja 
tasapainottaminen46. Tutkielmani tarkoituksena on tulkita asetuksen artikloita ja sitä kautta 
hahmottaa, miten asetus vaikuttaa koneoppimiseen, eli tutkielmani on tulkintalainopillinen.  
Tutkielmassani on tietyssä määrin kriittinen ote, ja sitä kautta pyrin antamaan vähän myös 
de lege ferenda -suosituksia siitä, miten tietosuojalainsäädäntöä voisi kehittää, jotta se 
pystyisi paremmin reagoimaan koneoppimisen asettamiin haasteisiin. De lege ferenda -
näkökulma ei kuitenkaan ole työni keskeisin lähestymistapa. Ottaen huomioon, että kyse on 
tuoreesta lainsäädännöstä, jonka säätämisprosessi on vienyt vuosia, on epätodennäköistä, 
että asetusta tullaan lähiaikoina uusimaan. Tällöin myös de lege ferenda -suosituksilla on 
vähemmän merkitystä käytännön kannalta. Sen sijaan esitän tulkintakannanottoja, joiden 
avulla asetuksen nykyiset normit voidaan paremmin sovittaa yhteen koneoppimisen kanssa.  
Työni keskeisin lähdeaineisto on EU:n yleisen tietosuoja-asetuksen varsinainen teksti 
johdanto-osineen. Koska asetus on säilyttänyt myös sitä edeltäneen tietosuojadirektiivin 
elementtejä, hyödynnän asetuksen normien tulkinnassa myös direktiivin tekstiä. Asetuksen 
suomenkielinen käännös ei ole kaikissa kohdin onnistunut, minkä vuoksi olen käyttänyt 
työssäni myös asetuksen muita kieliversioita, etenkin englanninkielistä versiota. Lisäksi 
hyödyntämäni oikeuskirjallisuus on pääasiassa englanninkielistä. Tämän vuoksi olen 
jättänyt työhön esille myös englanninkielisiä termejä selvyyden vuoksi.  Työni 
painottuminen englanninkieliseen lähdemateriaaliin johtuu siitä, että suomenkielisessä 
oikeuskirjallisuudessa koneoppimista ja big dataa ei ole juurikaan käsitelty. 
Oikeuskirjallisuuden lisäksi merkittävänä lähdeaineistona työssä on myös WP29-
tietosuojatyöryhmän47 antamat lausunnot ja ohjeistukset direktiivin ja asetuksen tulkinnasta. 
Koska tutkimuskohteenani on vasta sovellettavaksi tuleva asetus, on luonnollisesti 
oikeuskäytännön rooli suhteellisen pieni.  
 
                                                             
45 Aarnio 1989, s. 304 ja Hirvonen 2011, s. 22. 
46 Hirvonen 2011, s. 25.  
47WP29-tietosuojatyöryhmä koostuu edustajista, jotka tulevat jäsenvaltioiden kansallisista 
tietosuojaviranomaisista, Euroopan tietosuojavaltuutetun toimistosta sekä Euroopan komissiosta. Ryhmän 
tarkoitus on muun muassa neuvoa tietosuoja-asioissa ja edistää yhdenmukaista tulkintaa. (EDPS Annual 
Report 2016, s. 40) Tietosuojatyöryhmän tulee korvaamaan asetuksen 68 artiklan mukainen Euroopan 
tietosuojaneuvosto (EDPS:n internetsivusto). 
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2 TIETOSUOJASÄÄNTELY EUROOPAN UNIONISSA 
 
2.1 Tietosuojadirektiivistä tietosuoja-asetukseen 
Euroopan unionia on luonnehdittu tietosuojasääntelyn pioneeriksi.48 Jo 1950 -luvulla 
Euroopan neuvosto julisti, että jokaisella henkilöllä on perustavanlaatuinen oikeus yksityis- 
ja perhe-elämänsä, kotinsa ja kirjeenvaihtonsa suojaan49. Euroopan neuvoston yleissopimus 
yksilöiden suojelusta henkilötietojen automaattisessa tietojenkäsittelyssä avattiin 
allekirjoitettavaksi vuonna 1981 (jäljempänä tietosuojasopimus) ja sen ovat ratifioineet 
kaikki EU:n jäsenvaltiot50.  Vuonna 1995 annettiin henkilötietodirektiivi (95/467EY), joka 
oli pitkään Euroopan unionin tärkein tietosuojaa koskeva lainsäädännöllinen elementti. Sen 
tavoitteena oli turvata sisämarkkinoiden toiminta sekä suojata perusoikeuksia ja yksilön 
vapauksia ja yhdenmukaistaa jäsenvaltioiden tietosuojalainsäädännöt.51  
Direktiivi on kuitenkin jäänyt ajastaan jälkeen. Direktiivin ratkaisut eivät enää 
nykytilanteessa riitä suojaamaan tarvittavaa yhdenmukaisuuden tasoa, puhumattakaan 
henkilötietojen suojan kasvaneesta vaatimustasosta.52 Nykyisessä ympäristössä, joka on 
jatkuvasti muuttuva digitalisaation ja teknisen kehityksen johdosta, on direktiivi 
yksinkertaisesti jäänyt ajastaan jälkeen.53 Yksilöt jakavat, luovat ja käyttävät 
henkilötietojansa tavoilla, joihin direktiivissä ei ole varauduttu54. Lisäksi 
keskivertohenkilöllä on hyvin vähän ymmärrystä siitä, kuinka paljon hänestä kerätään dataa 
ja kuinka yksityinen sektori ja julkishallinto ovat alkaneet hyödyntämään tätä dataa55. Koska 
yksilöt eivät välttämättä hahmota heidän henkilötietojensa mahdollisia käyttökohteita, on 
lainsäätäjän tehtävä huolehtia riittävästä suojasta. 
Euroopan unionissa nykyisen digitaalisen kehityksen hallitseminen ei ole kuitenkaan jäänyt 
pelkästään tietosuojasektorin tasolle. Datan muuttunut merkitys otettiin huomioon myös 
uudistettaessa unionin perusteita. Lissabonin sopimuksen myötä oikeus henkilötietojen 
                                                             
48 Mouzakiti 2015, s. 39. 
49 Glon 2014, s. 472. 
50 Käsikirja 2014, s. 16–17. 
51 Komission tiedoksianto 2012, s. 3 ja Käsikirja 2014, s. 17–18. EUT on todennut muun muassa seuraavaa: 
”[…] direktiivillä 95/46 pyritään, […] saattamaan henkilöiden oikeuksien ja vapauksien suoja henkilötietojen 
käsittelyssä samalle tasolle kaikissa jäsenvaltioissa. […] direktiivillä 95/46 pyritään toteuttamaan 
henkilötietojen vapaa liikkuvuus takaamalla samalla korkeatasoinen suoja niiden henkilöiden oikeuksille ja 
vapauksille, joita tiedot koskevat […] (Yhdistetyt asiat C-486/10 ja C-469/10, 2011, tuomion kohdat 28–29). 
52 Komission tiedoksianto 2012, s. 3 ja Safari 2017, s. 811. Katso myös tietosuoja-asetuksen johdanto-osan 
kohdat 9-10.  
53 Burri – Schär 2016, s. 480. 
54 Rubinstein 2013, s. 75. 
55 Helveston 2016, s. 868. 
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suojaan erotettiin oikeudesta yksityisyyteen56. Lisäksi sopimukseen Euroopan unionin 
toiminnasta sisällytettiin 16 artiklaan nimenomainen perusta tietosuojasääntelyn pohjaksi57. 
Lissabonin sopimuksen tuomat muutokset tukivat EU:n roolia ylikansallisena yhteisönä, 
joka aktiivisemmin pystyy osallistumaan myös tietosuojan toteuttamiseen58.  Näistä 
muutoksista huolimatta tietosuojalainsäädännön perusrakenne EU:ssa on pysynyt samana. 
EU:n tietosuojalainsäädäntö soveltuu sekä yksityisiin että julkisiin toimijoihin, se on 
lähtökohtaisesti sektorineutraalia ja sääntöjen noudattamista valvovat itsenäiset 
valvontaviranomaiset.59  
Vuonna 201060 komissio antoi tiedonannon, jossa se esitti toimintasuunnitelman 
henkilötietojen suojan parantamiselle61 ja vuonna 2012 se julkaisi ehdotuksensa uudeksi 
tietosuojasääntelyksi. Ehdotus vastasi pitkälti komission vuoden 2010 tiedonantoa62. 
Vuoden 2012 tiedonannossaan komissio korosti, että tietosuojankin alalla tulisi pyrkiä 
vahvaan ja johdonmukaiseen lainsäädäntökehykseen63. Tavoitteena oli luoda selkeät, 
joustavat ja johdonmukaiset säännöt64. Uuden sääntelyn muodoksi valittiinkin nimenomaan 
asetus, joka on suoraan sovellettavaa oikeutta jokaisessa jäsenvaltiossa. Asetus takaa sen, 
että säännöt ovat selkeät ja samat jokaisessa jäsenvaltiossa, mistä johtuen lainsäädännön 
hajanaisuus vähenee huomattavasti samalla kun oikeusvarmuus lisääntyy.65 Onkin esitetty 
näkemyksiä, joiden mukaan kaikista perustavin muutos EU:n tietosuojalainsäädännössä olisi 
nimenomaan sääntelymuodon vaihtuminen direktiivistä asetukseen, eikä niinkään itse 
dokumentin rakenne66. Asetus jättää kuitenkin liikkumavaraa myös kansallisille 
lainsäätäjille67.  Nähtäväksi jääkin, kuinka hyvin harmonisoinnin tavoite saavutetaan, sillä 
mahdollisuus säätää kansallisella tasolla asioista asetuksesta poikkeavasti voi käytännössä 
johtaa hyvinkin erilaisiin ratkaisuihin.  
                                                             
56 Glon 2014, s. 478. 
57 Lynskey 2015, s. 16. 
58 Burri – Schär 2016, s. 481. 
59 Lynskey 2015, s. 14–15. 
60 Samana vuonna komissio julkaisi EU:ta koskevan Älykkään, kestävän ja osallistavan kasvun strategian, 
joissa se esitti seitsemän lippulaivahanketta. Näistä etenkin innovaatiounioni ja eurooppalainen 
digitaalistrategia pyrkivät tukemaan digitalisaatiota sekä yritysten että yksilöiden näkökulmasta. (Eurooppa 
2020) 
61 Komission tiedoksianto 2010. 
62 Gilbert 2012, s. 816. 
63 Komission tiedoksianto 2012, s. 3.  
64 Mouzakiti 2015, s. 46.  
65 Komission ehdotus 2012, s. 6. 
66 Albrecht 2016, s. 287, de Hert – Papakonstantinou 2016, s. 182 ja 193 sekä Glon 2014, s. 479. 
67 Wagner – Benecke 2016, s. 361 ja Davies 2016, s. 295, jonka mukaan etenkin asetuksen johdanto-osat 
tarjoavat hyvinkin paljon liikkumavaraa kansallisille lainsäätäjille. 
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Yleinen tietosuoja-asetus hyväksyttiin lopullisesti Euroopan parlamentin ja neuvoston 
päätöksillä tammikuussa 2016.68 Asetus on pitkän ja monimutkaisen prosessin lopputulos, 
jossa pyrittiin tasapainottamaan taloudelliset intressit ja yksilön tietosuoja69. Asetus annettiin 
27. huhtikuuta 2016 ja sitä sovelletaan 25.5.2018 alkaen.  
2.2 Tietosuoja-asetuksen keskeisimmät uudistukset 
Asetuksen yhtenä tavoitteena on parantaa yksilöiden mahdollisuuksia kontrolloida 
henkilötietojansa sekä tehdä yksilöille helpommaksi varmistua heidän tietojensa 
asianmukaisesta suojauksesta ja käsittelystä.70 Asetuksessa korostuukin kauttalinjan yksilön 
tiedollinen itsemääräämisoikeus71. Asetus esimerkiksi kiristää suostumukselta vaadittavia 
edellytyksiä, antaa rekisteröidyille oikeuden saada tietää käsitelläänkö hänen 
henkilötietojansa sekä oikeuden saada henkilötietonsa poistetuksi. Henkilötietojen käsittely-
ympäristön muutoksista huolimatta asetukseen on otettu direktiivin keskeiset 
tietosuojaperiaatteet, kuten käyttötarkoitussidonnaisuuden ja tietojen minimoimisen 
periaatteet. Näiden periaatteiden on katsottu olevan edelleen sopivia ja järkeviä 
sääntelemään myös big datan kehittymistä72. Asetuksessa on myös säilytetty henkilötietojen 
laaja käsite, joka osaltaan turvaa rekisteröityjen73 oikeutta kaikkiin tietoihinsa74. 
Asetuksen lähtökohta on riskiperusteinen lähestymistapa, eli tarkoituksena on huomioida 
nimenomaan henkilötietojen käsittelyyn liittyvät riskit eri tilanteissa75. Olennainen uudistus 
tähän liittyen on rekisterinpitäjälle 5 artiklassa asetettu osoitusvelvollisuus, jonka mukaan 
rekisterinpitäjän76 on kyettävä osoittamaan noudattaneensa asetuksen vaatimuksia 
henkilötietojen käsittelyssä. Samalla myös henkilötietojen käsittelijän77 vastuuta on 
huomattavasti lisätty ja tietyissä tilanteissa myös käsittelijä voi joutua 
vahingonkorvausvelvolliseksi rekisteröidylle aiheutuneesta vahingosta. Rekisterinpitäjille 
                                                             
68 Oikeusministeriö 2016.  
69 Custers – Uršič 2016, s. 7. 
70 Glon 2014, s. 480. 
71 Oikeusministeriö 2016a. 
72 WP29 Statement 2014, s. 2. Tätä näkemystä kohtaan on kuitenkin esitetty myös paljon kritiikkiä ja useat 
tutkijat katsovatkin, että nämä eivät tosiasiassa enää vastaa big datan asettamiin haasteisiin, ainakaan 
nykyisessä muodossaan. Katso esim. myöhemmin tämän työn luvussa 3 esitetyt näkökulmat. 
73 Rekisteröity viittaa asetuksessa yksinkertaisesti luonnolliseen henkilöön, jonka henkilötietoja on tallennettu 
mihinkä tahansa rekisteriin (Tietosuoja-asetuksen 4 artikla). 
74 Stalla-Bourdillon – Knight 2017, s. 299. 
75 Gonçalves 2017, s. 99.  
76 Rekisterinpitäjällä tarkoitetaan asetuksessa henkilöä tai oikeushenkilöä, virastoa, virastoa tai muuta elintä, 
joka yksin tai yhdessä toisten kanssa määrittelee henkilötietojen käsittelyn tarkoitukset ja keinot (Tietosuoja-
asetuksen 4 artikla). 
77 Henkilötietojen käsittelijällä tarkoitetaan luonnollista henkilöä tai oikeushenkilöä, viranomaista, virastoa tai 
muuta elintä, joka käsittelee henkilötietoja rekisterinpitäjän lukuun (Tietosuoja-asetus 4 artikla) 
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asetetaan myös ilmoitusvelvollisuus tietoturvaloukkauksista sekä rekisteröidylle että 
valvontaviranomaisille ja tiettyjen rekisterinpitäjien ja käsittelijöiden tulee nimetä 
tietosuojavastaava.  Näiden lisäksi yksi merkittävä muutos on asetuksen alueellisen 
soveltamisalan laajeneminen. Asetuksen 3 artiklan mukaan asetus soveltuu muun muassa 
silloin, kun rekisterinpitäjä tai henkilötietojen käsittelijä ei ole sijoittautunut unioniin, mutta 
henkilötietojen käsittely liittyy esimerkiksi tavaroiden tai palveluiden tarjoamiseen 
unionissa oleville rekisteröidyille.  
Koneoppimisen kannalta merkityksellisiä muutoksia on tehty myös liittyen henkilötietojen 
käyttämiseen automaattisessa päätöksenteossa. Lisäksi asetukseen on lisätty uutena 
perusperiaatteena vaatimus läpinäkyvyydestä henkilötietojen käsittelyssä, minkä 
toteuttaminen ei ole aivan yksinkertaista koneoppimisen kontekstissa, kuten jäljempänä 
kappaleessa 5.3 havaitaan.  
Asetuksen mahdollistamat hallinnolliset sakot, joita voidaan määrätä jos asetuksen 
velvoitteita tai periaatteita rikotaan, ovat herättäneet paljon huomiota. Tämä on merkittävä 
muutos aikaisempaan oikeustilaan verrattuna78. Sakkojen enimmäismäärä on huomattavan 
korkea, ja toisaalta taas monien asetuksen normien sisältö on vielä avoin ja jätetty 
oikeuskäytännön täsmennettäväksi79. Tämä vaikeuttaa toimijoiden mahdollisuutta noudattaa 
asetusta, ja samalla seuraukset väärästä toiminnasta voivat olla taloudellisesti merkittävät. 
Jäljempänä esitettävästi tämä on haaste myös koneoppimisen hyödyntämiselle. 
Hallinnollisten sakkojen ottaminen tietosuojalainsäädäntöön tässä mittakaavassa muuttaa 
lain henkeä: valvontaviranomaisten valta lisääntyy ja tietosuojalainsäädäntö Euroopassa 






                                                             
78 VAHTI -raportti 2016, s. 30. 
79 Policy brief 10/2017, s. 2. 
80Viittaan tässä compliance -termillä yleisesti lakien, määräysten ja sääntöjen noudattamiseen, 
vaatimuksenmukaisuuteen.   
81 Padova 2014, s. 52. 
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3 KONEEN OPETTAMINEN: TIETOJEN MINIMOINTI, SÄILYTYKSEN 




Tietosuojan perusperiaatteet ovat big datan kannalta haastavia. Kuten edellä on selostettu, 
big data -analytiikka pyrkii käyttämään useita eri datalähteitä ja etsii kokeellisesti suhteita 
sekä korrelaatioita, joiden pohjalta voidaan oivaltaa jotakin hyödyllistä. Näin ollen datan 
kerääminen suurissa määrin on uusi normi. Potentiaalisia käyttötarkoituksia on haastava 
määrittää etukäteen, ja toisaalta alun perin anonymisoidut tiedot voivat muuttuakin taas 
henkilötiedoiksi yhdistettäessä ne muuhun dataan.82 Lähtökohtaisesti big data -analytiikka 
on ristiriidassa ainakin sellaisten perusperiaatteiden kuin käyttötarkoitussidonnaisuuden, 
tietojen minimoinnin ja säilytyksen rajoittamisen kanssa. Lisäksi ongelmia tuottaa big data 
-analytiikan suhde asetuksen mukaisiin anonymisoinnin edellytyksiin.  
Nämä big data -analytiikan ristiriitaisuudet tietosuojan perusperiaatteiden kanssa ovat 
olennaisia myös koneoppimisessa. Koneoppiminen lähtee liikkeelle algoritmin 
kehittämisestä. Tässä keskeistä on pääsy dataan, mikä usein aiheuttaa ristiriidan 
tietosuojaperiaatteiden kanssa83.  Haluttua dataa ei suinkaan aina ole kerätty nimenomaan 
koneoppimista varten, minkä lisäksi dataa tarvitaan suuria määriä, jotta algoritmin luomat 
mallit ovat tehokkaita.  
3.2 Tietojen minimointi 
Koneoppimisen ja big datan välinen suhde on kaksisuuntainen: koneoppiminen vaatii paljon 
dataa oppiakseen, mikä tarkoittaa nimenomaan big datan hyödyntämistä. Toisaalta big data 
hyödyntää koneoppimisen tekniikoita saadakseen hyödyn big data tiedostoista.84 
Tietosuojasääntelyn kannalta tässä vuorovaikutussuhteessa olennaista on koneoppimisen 
vaatima datan määrä, sillä tietosuoja-asetuksen 5(1)(c) artiklassa todetaan, että:  
”[…] henkilötietojen on oltava asianmukaisia ja olennaisia ja rajoitettuja siihen, mikä on 
tarpeellista suhteessa niihin tarkoituksiin, joita varten niitä käsitellään (”tietojen 
minimointi”); […]” 
                                                             
82 Leonard 2014, s. 57. 
83 Euroopan parlamentti 2017, s. 56. 
84 Artificial Intelligence, Robotics, Privacy and Data Protection 2016, s. 4.  
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Tietojen kerääminen on tietojen käsittelyn yksi elementti85. Asetuksessa onkin tarkkaan 
määritelty ne ehdot, joiden vallitessa henkilötietoja saa ylipäätään kerätä86. Asetuksen 
suhtautuminen tietojen käsittelyyn heijastelee sitä edeltäneen direktiivin kieltä, ja datan 
keräämisen suhteen asetuksen lähestymistapa onkin melko perinteinen: keräämistä 
rajoitetaan ja perinteisillä tietosuojaperiaatteilla, kuten tietojen minimoimisella, on suuri 
merkitys.87 Tietojen minimointi ei koske vain käytettävän datan määrää, vaan datan on 
oltava tarpeellista ja oikeassa suhteessa käsittelyn tarkoitukseen88.  
Big data -analytiikkaan liittyy olennaisesti mahdollisimman suuren datamäärän 
kerääminen89. Siten tietojen minimoinnin periaate on ristiriidassa big dataan perustuvien 
sovellusten hyödyntämisessä. Periaatetta kuvaillaan jopa täysin vastakohtaiseksi big dataan 
nähden.90 On esitetty näkemyksiä, joiden mukaan tietojen minimoinnin periaate tulee 
muodostumaan säännöksi, jota rikotaan useammin kuin noudatetaan, mitä pidemmälle big 
data -analytiikka kehittyy ja sen taloudelliset ja sosiaaliset edut kasvavat91. Tietojen 
minimointia ei voidakaan pitää enää käytännössä markkinoilla vallitsevana normina92.  
Koneoppiminen edellyttää nimenomaan suurten datamäärien hyödyntämistä, jolloin 
olennaista asetuksen noudattamisen kannalta on tarpeettoman datan käsittelyn välttäminen. 
Toisin sanoen myös koneoppimisessa käytettävä data on minimoitava niin pitkälle kuin vain 
on mahdollista. Tietojen minimointiperiaatteen noudattaminen koneen opettamisvaiheessa 
voi kuitenkin johtaa siihen, että käytetty data tosiasiassa ei edusta riittävän hyvin sitä 
ryhmää, josta halutaan saada jonkinlainen kuva.93 Tällöin ongelmaksi voi tulla algoritmin 
luoman mallin virheellisyys ja esimerkiksi syrjivyys. Käsittelen tätä näkökulmaa tarkemmin 
kappaleessa 5.2.  
3.3 Säilytyksen rajoittaminen 
Tietojen minimoinnin periaatteeseen liittyy läheisesti vaatimus henkilötietojen säilytysajan 
rajoittamisesta. Asetuksen johdanto-osan 39 kohdan mukaan henkilötietojen on oltava 
riittäviä ja olennaisia, sekä rajoituttava siihen, mikä on välttämätöntä niiden käsittelyn 
tarkoitusten kannalta. Saman kohdan mukaan tämä edellyttää erityisesti sitä, että 
                                                             
85 Tietosuoja-asetuksen 4 artiklan 2 kohta. 
86 Tietosuoja-asetuksen 6 artiklassa on määritelty ne tilanteet, joissa henkilötietojen käsittely on lainmukaista.  
87 Mayer-Schönberger – Padova 2016, s. 330.  
88 ICO Version 2.0, s. 40 ja Moerel – Prins 2016, s. 43. 
89 Tene – Polonetsky 2013, s. 259, ICO Version 2.0, s. 40 ja WP29 Statement 2014, s. 2. 
90 Leonard 2014, s. 58 ja Datatilsynet 2013, s. 27. 
91 Rubinstein 2013, s. 78. 
92 Tene – Polometsky 2013, s. 260. 
93 Kamarinou – Millard – Singh 2016 II, s. 2.  
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henkilötietojen säilytysaika on mahdollisimman lyhyt, eikä niitä saa säilyttää pidempään 
kuin on tarpeen. 5(1)(e) artiklan mukaan säilytyksen rajoittamisen vaatimus edellyttää, että 
henkilötietoja ”on säilytettävä muodossa, josta rekisteröity on tunnistettavissa ainoastaan 
niin kauan kuin on tarpeen tietojenkäsittelyn tarkoitusten toteuttamista varten”.  
Big data -analytiikka pyrkii rikastamaan ja monipuolistamaan dataa liittämällä siihen uutta 
dataa. Tällöin pyrkimys on säilyttää dataa mahdollisimman paljon ja mahdollisimman 
pitkään, sillä data saattaa olla vielä tulevaisuudessa arvokasta, kun sitä pystytään 
hyödyntämään vielä tuntemattomissa käyttötarkoituksissa94. Esimerkiksi koneoppimisessa 
mitä kattavampi ja monipuolisempi harjoitusdata on, sitä toimivampia algoritmeja pystytään 
kehittämään. Henkilötietojen säilyttäminen pitempään, kuin mitä alkuperäinen tarkoitus 
vaatii, edellyttää kuitenkin aina uutta käsittelyn lainmukaisuuden täyttävää tarkoitusta95. 
Kuten tietojen minimoinnin suhteen, myös säilytyksen rajoittamisen vaatimus voi tosiasiassa 
vaikeuttaa koneoppimisen algoritmien luomista, mikäli saatavilla ei ole riittävästi soveltuvaa 
harjoitusdataa.  
3.4 Käyttötarkoitussidonnaisuus 
3.4.1 Periaatteen sisältö 
Big data -analytiikka mahdollistaa datan piilotetun arvon hyödyntämisen, kun dataa 
käytetään uudenlaisilla tavoilla. Henkilötietojen uudelleenkäyttäminen onkin yksi keskeinen 
tietosuojaongelma, sillä se lähtökohtaisesti tarkoittaa henkilötietojen käsittelyä muihin kuin 
niiden alkuperäisiin käyttötarkoituksiin, jolloin ristiriita syntyy keskeisen 
tietosuojaperiaatteen, käyttötarkoitussidonnaisuuden kanssa.96 Koneoppimisessa ongelma 
konkretisoituu, kun koneen opettamisessa halutaan käyttää dataa, joka on jo kerätty, mutta 
sen keräämisen yhteydessä tätä käyttötarkoitusta ei ole vielä tiedetty.  
Tietosuoja-asetus säilyttää tietosuojadirektiivin käyttötarkoitussidonnaisuuden periaatteen 
pääpiirteissään, ja kaiken kaikkiaan oikeustila periaatteen suhteen big data -analytiikan 
näkökulmasta ei muutu merkittävästi97. Henkilötietojen käsittely vaatii selkeästi määritellyn 
tarkoituksen jo henkilötietojen keräämisen hetkellä, eikä henkilötietoja voida käyttää 
uudelleen kovin erilaiseen tarkoitukseen98. Käyttötarkoitussidonnaisuuden periaatteen 
keskeisyyttä EU:n tietosuojalainsäädännössä heijastaa se, että periaate on otettu myös 
                                                             
94 Leonard 2014, s. 58. 
95 Mayer-Schönberger – Padova 2016, s. 330. 
96 Bourdillon-Stalla – Knight 2017, s. 285. 
97 Forgó – Hänöld – Schütze 2017, s. 39. 
98 Mayer-Schönberger – Padova 2016, s. 325 ja Ursic – Custers 2016, s. 213. 
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POK:n tietosuojaa koskevaan 8 artiklaan, jonka mukaan henkilötietojen käsittelyn on 
”tapahduttava tiettyä tarkoitusta varten”. Käyttötarkoitussidonnaisuuden periaate on 
määritelty asetuksen 5(1)(b) artiklassa, jonka mukaan henkilötiedot ”[…] on kerättävä 
tiettyä, nimenomaista ja laillista tarkoitusta varten, eikä niitä saa käsitellä myöhemmin 
näiden tarkoitusten kanssa yhteensopimattomalla tavalla; […]”.  
Periaate koostuu siis kahdesta elementistä: 1) rekisterinpitäjä saa kerätä henkilötietoja vain 
tiettyä, nimenomaista ja laillista tarkoitusta varten, ja 2) kun tiedot on kerätty, sitä ei saa 
käsitellä alkuperäisen käyttötarkoituksen kanssa yhteensopimattomalla tavalla99. Tarkoitus 
on ”tietty”, kun se on riittävän selkeästi määritetty, jotta tietosuojaa toteuttavia toimenpiteitä 
on mahdollista kohdistaa käsittelyyn ja jotta käsittelyn rajat on mahdollista määrittää. 
Nimenomaisuus taas edellyttää, että tarkoitus on riittävän yksiselitteinen ja selvästi ilmaistu, 
eikä sen ymmärtäminen tuota siten vaikeuksia.100 Näistä syistä liian yleinen tarkoitus, kuten 
“markkinointitarkoitus” tai “käyttäjäkokemuksen parantaminen” ei ole riittävää ilman 
lisätietoja. Yksityiskohtaisuuden aste riippuu kuitenkin aina siitä kontekstista, jossa 
henkilötiedot kerätään sekä kerättävistä henkilötiedoista.  Se, että käyttötarkoitus pitää voida 
määritellä tarkasti, ei kuitenkaan aina tarkoita, että pitkä ja hyvin yksityiskohtainen selostus 
olisi tarpeen tai edes hyödyksi. Esimerkiksi kirjalliset, hyvin juridista kieltä käyttävät 
selostukset yleensä keskittyvät vastuunrajoituksiin eivätkä tosiasiassa auta rekisteröityä.101  
Käyttötarkoitussidonnaisuuden periaatteen ydinmerkitys on siinä, että se osaltaan 
mahdollistaa rajat rekisterinpitäjän henkilötietojen käytölle: rekisteröidyllä on mahdollisuus 
arvioida etukäteen henkilötietojensa luovuttamisen seurauksia102. Se on ennakkoehto 
kaikkien muiden tietosuojaperiaatteiden soveltamiselle ja ensimmäinen askel ylipäätään 
tietosuojalainsäädännön soveltamiselle. Käyttötarkoitussidonnaisuuden periaatteen on 
tarkoitus tarjota tasapainotettu lähestymistapa, niin että tyydytetään sekä ennustettavuuden 
ja oikeusvarmuuden vaatimukset henkilötietojen käytön suhteen että käytännönelämän 
tarpeet niiden käytön joustavuudesta.103 
Kuten todettu, big datan yhteydessä käyttötarkoitussidonnaisuuden periaate on 
ongelmallinen etenkin datan uudelleenkäytön kannalta. Usein kerättyä data halutaan 
                                                             
99 WP29 Opinion 03/2013, s. 4 ja Moerel – Prins 2016, s. 43. Näistä ensimmäistä kutsutaan englanninkielisessä 
kirjallisuudessa ”purpose specification” käsitteellä ja jälkimmäistä taas ”compatible use” käsitteellä 
(Cavoukian 2015, s. 299). 
100 WP29 Opinion 03/2013, s. 12 ja 17. 
101 Ibid., s. 16. 
102 Colonna 2014, s. 304. 
103  WP29 Opinion 03/2013, s. 4–5. 
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hyödyntää myöhemmin myös muihin tarkoituksiin, kuin siihen johon se on alun perin 
hankittu104. Tulevat käyttötarkoitukset eivät aina ole tiedossa ennen datan keräämistä ja 
käyttöä105. Asetuksen mukaan käyttötarkoitus tulee kuitenkin tietää viimeistään 
henkilötietoja kerätessä106. Rekisterinpitäjillä ja henkilötietojen käsittelijöillä onkin helposti 
houkutus määritellä henkilötietojen käsittelyn tarkoitus laajasti, jotta niiden käsittely olisi 
mahdollisimman vapaata107. Liian laaja tarkoituksen määritteleminen voidaan kuitenkin 
katsoa lain tarkoituksen kiertämiseksi ja siihen perustuva käsittely tulkita lainvastaiseksi108. 
Käytännössä riski siitä, ettei rekisteröity kunnolla ymmärrä mihin hänen henkilötietojaan 
voidaan lopulta käyttää, on suhteellisen suuri, vaikka tarkoituksen muotoilu olisikin 
täsmällinen109. Osa tutkijoista onkin ehdottanut, että periaate jätettäisiin kokonaan pois tai 
ainakin sitä tulisi muokata merkittävästi110.  
Käyttötarkoitussidonnaisuus linkittyy myös yleisesti käsittelyn laillisuuteen, eli käsittelyn 
pitää perustua johonkin asetuksessa hyväksyttyyn käsittelyperusteeseen111. Koneen 
opettaminen vaatii edellä esitetysti dataa ja riippuen koneen tulevasta käyttötarkoituksesta, 
on mahdollista, että harjoitusdata sisältää henkilötiedoiksi luokiteltavaa dataa. Tämäkin 
käyttötarkoitus edellyttää asetuksen mukaisen käsittelyperusteen ollakseen oikeutettua, eli 
esimerkiksi rekisteröidyn suostumus on pitänyt pyytää nimenomaisesti henkilötietojen 
käyttöön koneen opettamista varten. Käytännössä näin ei kuitenkaan usein ole, jos 




                                                             
104 Tarkempaa erittelyä eri datan uudelleenkäytön muodoista on tehty esimerkiksi Custersin ja Uršičin toimesta, 
jotka hahmottavat rekisterinpitäjän kannalta kolme erilaista uudelleenkäytön muotoa, jotka eroavat toisistaan 
jonkin verran myös tietosuojalainsäädännöllisesti (Custers – Uršič 2016). 
105 Leonard 2014, s. 57 ja Gonçalves 2017, s. 96. 
106 WP29 Opinion 03/2013, s. 15. 
107 Colonna 2014, s. 312. Euroopan unionin WP29-tietosuojatyöryhmä onkin katsonut, että rekisterinpitäjien 
tulisi välttää vain yhden laajan tarkoituksen määrittämistä useiden eri käsittelytoimien oikeuttamiseksi, vaikka 
joskus yksi tarkoitus voi olla hyödyllinen, kun käyttötarkoitukset liittyvät läheisesti toisiinsa (WP29 Opinion 
03/2013, s. 16). 
108 Ursic – Custers 2016, s. 213.  
109 Colonna 2014, s. 312.  
110 Cate – Mayer-Schönberger 2013, s. 72.  Kritiikkiä on esitetty perinteisiä tietosuojaperiaatteita kohtaan 
nimenomaan tästä syystä, että ne ovat välillä hankalasti yhteensovitettavissa teknologisten kehityssuuntauksien 
kanssa. On esimerkiksi ehdotettu, että painotus pitäisi siirtää näistä tilivelvollisuuden suuntaan. (Colonna 2014, 
s. 317) Tietosuoja-asetukseen onkin otettu uutena rekisterinpitäjän osoitusvelvollisuus, mutta perinteisillä 
tietosuojaperiaatteilla on edelleen keskeinen asema. 
111 WP29 Opinion 03/2013, s. 12 ja 17.  
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3.4.2 Myöhempi käsittely ja yhteensopimattomuuden arviointi 
Kun jo kerättyä dataa halutaan hyödyntää uusiin tarkoituksiin, on keskeinen termi 
yhteensopimattomuus. Asetuksen 5(1) artiklan mukaan henkilötietoja ei saa käsitellä 
myöhemmin alkuperäisten tarkoitusten kanssa yhteensopimattomalla tavalla. Asetuksen 
johdanto-osan 50 kohdan mukaan henkilötietojen käsittely muita tarkoituksia varten, kuin 
niitä tarkoituksia, joita varten henkilötiedot on alun perin kerätty, on sallittua vain, mikäli 
käsittely sopii yhteen alkuperäisten tarkoitusten kanssa.  Asetusta edeltäneessä direktiivissä 
on pitkälti vastaavasti säädetty käyttötarkoitussidonnaisuudesta. Myös direktiivissä 
lähtökohtaisesti kielletään henkilötietojen käsittely alkuperäisen tarkoituksen kanssa 
yhteensopimattomalla tavalla112. Direktiivissä ei kuitenkaan ole määritelmää sille, mikä 
katsotaan ”yhteensopimattomaksi”, joten yhteensopivuuden arviointi on aina 
tapauskohtaista113. Käsite on väistämättä epämääräinen ja jättää tilaa vaihteleville 
soveltamistavoille. Jäsenvaltiot ovat direktiivin aikana tulkinneet käsitettä hyvin eri tavoin 
ja osa on määritellyt tarkoitukset niin laajasti, että käytännössä periaatteelle ei ole jäänyt 
juurikaan merkitystä.114 Asetus noudattaa pitkälti direktiivin sanamuotoa, mutta lisää 
myöhemmin esitettävästi 6 artiklan 4 kohdassa erinäisiä seikkoja, joita tulee ottaa huomioon 
käyttötarkoituksen yhteensopivuuden arvioinnissa. Tästä huolimatta voidaan yhä katsoa, että 
periaate mahdollistaa monia tulkintoja, eikä itsessään aseta selkeää määritelmää 
myöhemmälle, yhteensopivalle tarkoitukselle. 
Yhteensopimattomuuden on tulkittu tarkoittavan, ettei se edellytä, että myöhempi käsittely 
on samaa tarkoitusta varten. Toisin sanoen myöhemmän käsittelyn ei tarvitse olla 
yhteensopivaa, mutta se ei saa olla yhteensopimatonta.115  Tämän kaksoisnegaatiomuotoilun 
on katsottu lisäävän jatkokäsittelyn joustavuutta116. Toisin kuin direktiivissä, asetuksen 6(4) 
artiklassa kuitenkin puhutaan myös nimenomaan yhteensopivuudesta. Nähtäväksi jää, onko 
tämä tarkoituksellista, ja siten pyritty tiukempaan tulkintaan myöhemmän käytön 
                                                             
112 Direktiivi 95/46/EY, 6 artikla 1 kohdan b alakohta. 
113 Colonna 2014, s. 303. 
114 Comparative Study 2010, s. 29, jossa todettiin, että eri jäsenvaltiot soveltavat erilaisia testejä arvioidessaan 
tätä periaatetta: osa käyttää rekisteröidyn ”kohtuullisia odotuksia” (reasonable expectations), osa taas 
”kohtuullisuutta (fairness)” arvioinnin pohjana. Lisäksi eri jäsenvaltioissa on tulkittu vaihtelevasti 
”yhteensopivan käytön” -käsitettä, joka osaltaan vähentää periaatteen tehokkuutta (EDPS 2012, s. 20). 
115 Moerel – Prins 2016, s. 43 ja WP29 Opinion 03/2013, s. 21. 
116 WP29 Opinion 03/2013, s. 21. 
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edellytyksistä, vai onko kyse vain huolimattomammasta sanavalinnasta. Koneoppimisen 
kannalta olisi suotavaa pysyä direktiivin aikaisessa joustavuutta lisäävässä tulkinnassa117.  
Asetuksen käsittelyn lainmukaisuutta koskevan 6 artiklan 4 kohdassa on listattuna seikkoja, 
joita tulee ottaa huomioon yhteensopivuuden arvioinnissa, kun käsittely uuteen 
tarkoitukseen ei perustu rekisteröidyn suostumukseen eikä unionin oikeuteen tai jäsenvaltion 
lainsäädäntöön. Tällaisia seikkoja on esimerkiksi henkilötietojen keräämisen tarkoitusten ja 
aiotun myöhemmän käsittelyn tarkoitusten väliset yhteydet, tietojen keräämisen konteksti, 
henkilötietojen luonne, aiotun myöhemmän käsittelyn mahdolliset seuraukset 
rekisteröidylle, rekisteröidyn ja rekisterinpitäjän välinen suhde sekä asianmukaisten 
suojatoimien, kuten pseudonymisoimisen, olemassaolo118. Johdanto-osan 50 kohdassa 
todetaan lisäksi, että huomioon tulisi ottaa myös tilanne, jossa henkilötiedot on kerätty, 
erityisesti ”myöhempään käsittelyyn liittyvät rekisteröidyn kohtuulliset odotukset, jotka 
perustuvat hänen ja rekisterinpitäjän väliseen suhteeseen”. Tämä linkittyy etenkin siihen 
kontekstiin, jossa tiedot on kerätty, eli mitä järkevä yksilö voisi siinä kontekstissa olettaa 
henkilötietojensa käytöstä119. Artiklassa listatut asiat vastaavat pitkälti WP29-
tietosuojatyöryhmän vuonna 2013 antamassa lausunnossa120 esitettyjä seikkoja.  
Yleisesti yhteensopivuuteen on katsottu vaikuttavan olennaisesti se, onko uusi tarkoitus 
kohtuullinen ja reilu (eng. fair). Tällöin kysymys on siitä, miten uusi tarkoitus vaikuttaa 
kyseisen yksilön yksityisyyteen ja onko uusi tarkoitus yksilön kannalta odotettavissa, eli 
onko yksilön kohtuullisten odotusten mukaista, että dataa tullaan käyttämään tällä tavalla.121 
Yhteensopivuuden arviointi jää siten myös asetuksen alla loppujen lopuksi 
tapauskohtaiseksi. WP29-tietosuojatyöryhmä on katsonut, että yhteensopivuutta tulisi 
arvioida enemmän aineellisesti kuin muodollisesti, jolloin tarkastelun kohteena olisi 
tarkoitusten muodollisen esitystavan sijaan se, kuinka uusi ja vanha tarkoitus 
ymmärretään122 tai tulisi ymmärtää riippuen kontekstista ja muista tekijöistä. Aineellinen 
                                                             
117 WP29 -tietosuojatyöryhmä on lausunnossaan todennutkin, että “In some situations, this additional flexibility 
may be needed to allow for a change of scope or focus in situations where the expectations of society - or of 
the data subjects themselves - have changed about what additional use the data may be put to. It is also possible 
that when initially specifying the purpose, neither the controller nor the data subject thought additional 
purposes would be necessary, although it subsequently transpired that the data could indeed be very useful for 
other things.” (WP29 Opinion 03/2013, s. 21) Tämä kanta palvelee hyvin nimenomaan big data -analytiikkaa. 
118 Tietosuojatyöryhmä on esimerkiksi katsonut, että epätasapaino voimasuhteissa rekisteröidyn ja 
rekisterinpitäjän välillä voi vaikuttaa siihen suuntaan (yhdessä muiden seikkojen kanssa), ettei jatkokäsittelyä 
katsota yhteensopivaksi (WP29 Opinion 03/2013, esimerkiksi s. 56–57). 
119 Voigt – von dem Bussche 2017, s. 109. 
120 WP29 Opinion 03/2013. 
121 ICO Version 2.0, s. 38. 
122 Ymmärtäminen viittaa tässä siihen, miten asia yleisesti ymmärretään (WP29 Opinion 03/2013, s. 24). 
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arviointi mahdollistaa joustavuuden ja on käytännöllinen sekä tehokkaampi, sillä sen avulla 
pystytään ottamaan huomioon yhteiskunnan tuleva kehitys riskeeraamatta tietosuojaa.123  
Siten on mahdollista, että kun koneoppiminen jatkossa yleistyy, henkilötietojen käyttö 
koneoppimiseen katsotaan aineellisen arvioinnin perusteella useammin yhteensopivaksi eri 
alkuperäisten käyttötarkoitusten kanssa.  
Tällä hetkellä voi kuitenkin olla vielä haastavaa löytää sellainen alkuperäinen 
käsittelytarkoitus, jossa asetuksen edellytykset myöhemmälle, muulle käytölle täyttyvät 
koneoppimisen opetusvaiheen yhteydessä. Koneoppiminen on monille vielä sen verran 
tuntematon termi, että on vaikea keksiä montaakaan tilannetta, jossa jatkokäyttö 
koneoppimiseen tulisi objektiivisesti arvioiden ymmärtää. Harvemmin rekisteröity edes osaa 
ajatella tällaisen käyttötarkoituksen mahdollisuutta, jolloin ainakaan arvioinnissa huomioon 
otettavat ”rekisteröidyn kohtuulliset odotukset” tuskin täyttyvät. WP29-tietosuojatyöryhmä 
on esimerkiksi katsonut, ettei yhteensopivaa käsittelyä ole se, että yritys asentaa 
valvontakamerat liikkeeseensä turvallisuussyistä, mutta kameroita käytetäänkin myös 
seuraamaan sitä, suorittavatko työntekijät kaikki tehtävänsä. Jos tästä ei ole etukäteen 
ilmoitettu, ei rekisteröity voi kohtuudella odottaa tällaista käyttötarkoitusta.124  
Samoin, mikäli rekisteröidyn henkilötietoja on kerätty esimerkiksi kaupan kanta-
asiakasohjelman kautta, voidaan tuskin pitää rekisteröidyn kohtuullisten odotusten piirissä 
näiden tietojen käyttöä koneoppimisen harjoitusdatana, kun koneoppimista myöhemmin 
käytetään vaikka saman konsernin pankin luotonantopäätöksissä. Tämä on tuskin myöskään 
pääteltävissä keräämisen kontekstista tai rekisterinpitäjän ja rekisteröidyn välisestä suhteesta 
(vähittäiskauppa – kuluttaja). Toki esimerkiksi kohtuulliset odotukset ovat vain yksi 
huomioon otettava seikka. Edellä mainitussa valvontakameraesimerkissä arviointiin vaikutti 
myös se, että käyttötarkoituksella olisi negatiivisia vaikutuksia rekisteröidylle, jos hän 
laiminlyö työtehtäviään ja valvontakamera nauhoittaa tämän.  Siten on aina muistettava, että 
kyse on kokonaisarvioinnista ja tilanteen konteksti on tärkeä. Lisäksi etenkin kohtuullisten 
odotusten -kriteerin kohdalla tulee ottaa huomioon, että se on sijoitettu asetuksen johdanto-
                                                             
123 WP29 Opinion 03/2013, s. 21–22. Esimerkiksi kun tarkastellaan alkuperäisen ja jatkokäsittelyn tarkoitusten 
välistä suhdetta, ei huomiota tulisi kiinnittää ainoastaan tekstuaalisiin seikkoihin. Sen sijaan huomioon tulisi 
ottaa tarkoitusten välisen suhteen substanssi, joka voi kattaa tilanteita, joissa jatkokäsittely on enemmän tai 
vähemmän implisiittinen alkuperäisessä tarkoituksessa tai jatkokäsittely on oletettu looginen seuraava vaihe 
käsittelyssä (Ibid., s. 24). 
124 Ibid., s. 56. 
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osaan, eikä varsinaiseen artiklaan. Siten voi olettaa, että arvioinnin tulisi todennäköisesti olla 
enemmän objektiivista kuin subjektiivista luonteeltaan125.  
Huomioon tulee kuitenkin ottaa, että johdanto-osan 26 kohdan mukaisesti asetus ei sovellu 
anonyymeihin tietoihin, eli henkilötietoihin, joiden tunnistettavuus on poistettu siten, ettei 
rekisteröityä ole enää mahdollista tunnistaa. Toisin sanoen myöskään 
käyttötarkoitussidonnaisuuden periaate ei tule sovellettavaksi, jos dataa ei voida yhdistää 
yksilöön126. Tällaisten tietojen käyttö on tietenkin mahdollista koneen opettamisessa.127  
Mielenkiintoista on asetuksessa jäsenvaltioille annettu valta yhteensopivuuden 
määrittelyssä. Johdanto-osan 50 kohta nimittäin toteaa myös, että ”[j]os käsittely on tarpeen 
yleistä etua koskevan tehtävän suorittamiseksi tai rekisterinpitäjälle kuuluvan julkisen 
vallan käyttämiseksi, unionin oikeudessa tai jäsenvaltion lainsäädännössä voidaan 
määrittää ja täsmentää tehtävät ja tarkoitukset, joiden myöhempää käsittelyä olisi pidettävä 
yhteensopivana ja laillisena.” Toisin sanoen tietyissä tilanteissa jäsenvaltiot voivat 
itsenäisesti päättää siitä, mitä pidetään yhteensopivana jatkokäsittelynä128. Luonnollisestikin 
tämä heikentää yhtenäisen tietosuojaympäristön muodostumista129. Mikäli jäsenvaltiot 
hyödyntävät tätä varaumaa, on vaara forum shopping -ilmiöstä130, jota etenkin big data -
analytiikkaa käyttävät toimijat varmastikin pyrkisivät hyödyntämään.  
3.5 Tilastolliset tarkoitukset –poikkeus 
3.5.1 Poikkeuksen sisältö 
Asetuksen 5 artiklassa tehdään eräs big data -analytiikan kannalta merkittävä poikkeus 
henkilötietojen käsittelyä koskeviin periaatteisiin. Käyttötarkoitussidonnaisuutta koskevan 
5(1)(b) artiklan mukaan tilastollisia tarkoituksia ei katsota 89(1) artiklan mukaisesti 
yhteensopimattomaksi alkuperäisten tarkoitusten kanssa131. Vastaavasti säilytyksen 
                                                             
125 Moerel – Prins 2016, s. 53. 
126 Colonna 2014, s. 314. 
127 Käsittelen anonymisointia ja tunnistettavuuden arviointia ja sen mahdollisia ongelmakohtia tarkemmin 
kappaleessa 3.6. 
128 Tätä tukee asetuksen 6(4) artikla, jossa todetaan, että: ”Jos käsittely tapahtuu muuta kuin sitä tarkoitusta 
varten, jonka vuoksi tiedot on kerätty, […] eikä unionin oikeuteen tai jäsenvaltion lainsäädäntöön, […], 
rekisterinpitäjän on otettava huomioon muun muassa seuraavat asiat varmistaakseen, että muuhun 
tarkoitukseen tapahtuva käsittely on yhteensopivaa sen tarkoituksen kanssa, jota varten tiedot alun perin 
kerättiin” (alleviivaukset lisätty) 
129 Davies 2016, s. 295. 
130 Forum shopping -ilmiöllä viitataan vakiintuneesti tilanteeseen, jossa toimija pyrkii valitsemaan itselleen 
mieluisimman oikeusjärjestyksen. Big data -analytiikkaa hyödyntäville yrityksille tämä tarkoittaisi toiminnan 
keskittämistä sellaisiin jäsenvaltioihin, joilla olisi mahdollisimman laaja-alainen yhteensopivan jatkokäsittelyn 
määritelmä.  
131 Asetuksen sanamuoto on tässä suhteessa sallivampi ja suoraviivaisempi kuin direktiivin, jossa todetaan, että 
myöhempää käsittelyä tilastollisia tarkoituksia varten ei yleensä pidetä ristiriitaisena niiden tarkoitusten kanssa, 
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rajoittamista koskevan 5(1)(e) artiklan mukaan henkilötietoja voidaan säilyttää pidempiä 
aikoja, mikäli niitä käsitellään tilastollisia tarkoituksia varten 89(1) artiklan mukaisesti. 
Tällöin ei siis vaadita erikseen rekisteröidyn suostumusta132. Henkilötietojen käsittely 
tilastolliset tarkoitukset -poikkeuksen nojalla vaatii kuitenkin edelleen taustalla laillisen 
perusteen henkilötietojen käsittelylle133. Poikkeus vain joustaa siitä, mihin tarkoitukseen 
tietoja saa käyttää ja kauanko niitä on mahdollista säilyttää. Asetuksen 89(1) artikla taas 
toteaa, että käsittelyn on tapahduttava asianmukaisten suojatoimien mukaisesti, joilla taataan 
etenkin tietojen minimoinnin periaatteen noudattaminen. Kyseisen artiklan mukaan tällaisia 
suojatoimia voi olla esimerkiksi pseudonymisointi134. Pseudonymisointi itsessään ei 
kuitenkaan aiheuta sitä, etteikö tietosuoja-asetusta sovellettaisi. Vain anonymisointi sulkee 
asetuksen soveltuvuuden pois.  
On katsottu, että todennäköisesti suurin osa, ellei peräti kaikki, big data -analytiikasta on 
luonteeltaan tilastollista, jolloin tietosuoja-asetus tarjoaa nimenomaisen keinon big data -
analytiikalle hyödyntää säilytettyä dataa135. Poikkeusta voitaisiin hyödyntää esimerkiksi 
markkinatutkimuksissa136. Kuitenkin koneoppimisen kohdalla tilanne saattaa olla toinen, 
esimerkiksi käyttäessä koneoppimista automaattisessa päätöksenteossa luotonannossa. 
Asetuksen johdanto-osan 162 kohdan mukaan: 
”Tilastollisilla tarkoituksilla tarkoitetaan mitä tahansa henkilötietojen keräämis- ja 
käsittelytoimenpidettä, joka on tarpeen tilastotutkimuksia varten tai tilastollisten tulosten 
tuottamiseksi. Näitä tilastollisia tuloksia voidaan käyttää myöhemmin eri tarkoituksiin, kuten 
tieteellisiin tutkimustarkoituksiin. Tilastollinen tarkoitus pitää sisällään sen, että tilastollisiin 
tarkoituksiin tehtävän käsittelyn tuloksena ei ole henkilötietoja vaan yhdistelmätietoja ja että 
                                                             
joita varten tiedot alun perin kerättiin (Tietosuojadirektiivin johdanto-osan 29 kohta). Myös WP29 -
tietosuojatyöryhmä on katsonut, että yhteensopivuutta tulee tilastollisissakin tarkoituksissa aina arvioida, kuten 
muitakin jatkokäyttötarkoituksia (WP29 Opinion 03/2013, s. 33). Nähdäkseni asetus sen sijaan nimenomaan 
lähtee siitä, että myöhempi käyttö, mikäli tilastollista luonteeltaan, on yhteensopivaa, eikä tätä tarvitse erikseen 
arvioida.  
132 Pormeister 2017, s. 139. 
133 WP29 Opinion 03/2013, s. 33. 
134 Asetuksen 4(5) artiklan mukaan pseudonymisoimisella tarkoitetaan: ”[…] henkilötietojen käsittelemistä 
siten, että henkilötietoja ei voida enää yhdistää tiettyyn rekisteröityyn käyttämättä lisätietoja, edellyttäen että 
tällaiset lisätiedot säilytetään erillään ja niihin sovelletaan teknisiä ja organisatorisia toimenpiteitä, joilla 
varmistetaan, ettei henkilötietojen yhdistämistä tunnistettuun tai tunnistettavissa olevaan luonnolliseen 
henkilöön tapahdu”. Pseudonymisointia ei tule sekoittaa anonyymisointiin. Pseudonymisointi vain vähentää 
tiedon ja sen alkuperäisen lähteen välistä yhteyttä. (WP29 Opinion 05/2014, s. 3) Se on hyödyllinen etenkin 
niissä tapauksissa, joissa tarvitsee seurata tiettyyn henkilöön liittyvää dataa, mutta hänen identiteettiään ei 
tarvitse tietää (Bolognini – Bistolfi 2017, s. 177). 
135 Mayer-Schönberger – Padova 2016, s. 330.  
136 WP29 Opinion 03/2013, s. 29. 
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tätä tulosta tai näitä tietoja ei hyödynnetä ketään luonnollista henkilöä koskevissa 
toimenpiteissä tai päätöksissä.”137 
Tilastolliset tarkoitukset -poikkeus ei ole täysin uusi asia. Direktiivin johdanto-osassa on 
pitkälti vastaava tilastollisia tarkoituksia koskeva tarkennus138. WP29-tietosuojatyöryhmä 
on direktiiviin liittyen lausunut, että tilastollisten tarkoitusten yhteydessä funktionaalinen 
erottelu (eng. ”functional separation”) on olennaista. Funktionaalinen erottelu tarkoittaa, 
ettei dataa, jota on käytetty tilastollisiin tarkoituksiin, saa käyttää toimien tai päätösten 
taustalla, jotka toteutetaan suhteessa rekisteröityihin, ellei rekisteröity erityisesti anna tähän 
lupaa.139 WP29-tietosuojatyöryhmä on myös katsonut, että toimenpiteitä ja päätöksiä tulee 
tulkita laajassa mielessä. Ensinnäkin ne kattavat kaikki toimet tai päätökset riippumatta siitä, 
toteuttaako ne rekisterinpitäjä vai joku muu. Toisekseen ne eivät kata vain muodollisia 
päätöksiä muodollisissa prosesseissa, vaan millaista tahansa relevanttia vaikutusta tiettyyn 
yksilöön, negatiivista tai positiivista, tulee välttää.140  
Automaattiseen päätöksentekoon palataan tässä työssä luvussa 4. Tässä kohtaa on kuitenkin 
olennaista se, että asetuksen johdanto-osa todennäköisesti estää sellaisen koneen 
käyttämisen automaattisten päätösten tekemisessä, jonka opettamisessa on käytetty dataa, 
jonka asetuksen mukainen hyödyntäminen on perustunut tähän tilastolliset tarkoitukset - 
poikkeusperusteeseen, vaikka itse päätös ei suoraan perustukaan näihin tietoihin.141 Etenkin 
kun ottaa huomioon toimenpiteiden ja päätösten hyvin laajan tulkinnan. Algoritmin 
harjoitusdatan perusteella luomaa sääntöä voidaan todennäköisesti pitää kyseisen kohdan 
tarkoittamana yhdistelmätietona142. Jos näin on, rajoittaa tietosuoja-asetus merkittävästi 
henkilötietojen käyttämistä tietyissä koneoppimisen sovelluksissa. Tietoja ei olisi 
mahdollista käyttää harjoitusdatassa tätä poikkeusta käyttäen, eli esimerkiksi jo hallussa 
                                                             
137 Alleviivaukset lisätty. Kyseistä kohtaa ei ollut lainkaan alkuperäisessä komission ehdotuksessa. Se tuli 
mukaan vasta Euroopan unionin neuvoston julkaistua oman näkemyksensä asetuksesta 8.4.2016. Kyseisessä 
kohdassa myös annetaan jäsenvaltioille mahdollisuus määritellä mm. tilastollinen sisältö, jolloin myös tässä 
on mahdollisuus forum shopping -ilmiön syntyyn.  
138 Tietosuojadirektiivin Johdanto-osan 29 kohta: “Whereas the further processing of personal data for 
historical, statistical or scientific purposes is not generally to be considered incompatible with the purposes 
for which the data have previously been collected provided that Member States furnish suitable safeguards; 
whereas these safeguards must in particular rule out the use of the data in support of measures or decisions 
regarding any particular individual;” (Englanninkielinen versio on tässä kohtaa yksiselitteisempi.) 
139 WP29 Opinion 03/2013, s. 30. Kyse on ennen kaikkea teknisistä ja organisatorisista keinoista, joilla 
varmistetaan näiden funktioiden erottelu (EDPS Opinion 7/2015, s. 15). 
140 WP29 Opinion 03/2013, s. 28. 
141 Esimerkiksi Mayer-Schönberger ja Padova ovat todenneet, että tilastollista analyysiä ei saa käyttää 
vaikuttamaan päätökseen, joka koskee suoraan yksilöä (Mayer-Schönberger – Padova 2016, s. 327). 
142 Koneoppimisen harjoitusvaiheessa käytettävät henkilötiedot eivät sellaisenaan yleensä jää algoritmiin, vaan 
algoritmi muodostaa niiden perusteella säännön. Tätä sääntöä sovelletaan jatkossa päätöksenteossa. 
(Sähköpostiviesti Indrė Žliobaitėlta 13.8.2017) 
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olevia tietoja ei olisi lähtökohtaisesti mahdollista hyödyntää. Konetta olisi mahdollista 
opettaa vain sellaisilla henkilötiedoilla, jotka täyttävät suhteellisen tiukat asetuksen 6 
artiklassa luetellut käsittelyn lainmukaisuuden kriteerit ja joiden käyttötarkoitus koneen 
opettamiseen olisi ollut selvillä jo tietojen keräämisen hetkellä. 6(4) artiklan mukaan näistä 
kriteereistä vain suostumuksella voidaan nimittäin poiketa käyttötarkoitussidonnaisuudesta 
ilman yhteensopivuuden arviointia. Jo olemassa olevien henkilötietojen kannalta voi 
kuitenkin olla käytännössä hyvin vaikeaa ja kallista hankkia suostumuksia jälkikäteen.  
Keskeistä on huomata, että vain anonymisoitu data jää asetuksen soveltamisen ulkopuolelle. 
Sen sijaan koneoppimisessa käytetään anonymisoitujen tietojen lisäksi henkilötietojen 
yhteydessä myös pseudonymisoitua dataa, johon asetus lähtökohtaisesti soveltuu. 
Ongelmallista ei siten ole vain täysin muokkaamattomien henkilötietojen käyttö 
koneoppimisessa, vaan myös pseudonymisoitujen tietojen hyödyntäminen. 
3.5.2 Johdanto-osien merkitys 
Asetusten johdanto-osat eivät ole juridisesti sitovia, mutta ne otetaan kuitenkin huomioon 
tulkittaessa artikloja143. Johdanto-osan kappaleet voivat kutenkin tulkintavaikutuksen lisäksi 
tietyissä olosuhteissa antaa yksittäisille henkilöille aihetta oikeutettuihin odotuksiin tai 
toisaalta rajoittaa tällaisia odotuksia144. Oikeutettujen odotusten opilla tarkoitetaan EU-
oikeudessa sitä, että yksilöä suojataan tilanteissa, joissa Euroopan unionin instituutiot ovat 
antaneet toimillaan yksilölle tiettyjä odotuksia, jotka ovat kohtuullisia ja oikeutettuja145. 
Oikeutettujen odotusten suoja katsotaankin usein osaksi oikeusvarmuutta146. 
Kuitenkin oikeuskäytännössä on tiettävästi ollut vain tapauksia, joissa johdanto-osat ovat 
rajoittaneet oikeutettuja odotuksia. On esitetty, ettei johdanto-osien kohtia ole tarkoitettu 
tarkasteltaviksi yksinään, vaan ne ovat olemassa vain suhteessa siihen artiklaan, johon ne 
viittaavat, ja tämän vuoksi on vaikea hahmottaa tilannetta, jossa johdanto-osan kohta 
yksinään antaisi aihetta oikeutetuille odotuksille.147 Siten ei ole selvää, voisiko yksilö 
esimerkiksi vedota tähän johdanto-osan 162 kohtaan oikeutettujen odotuksiensa perusteella 
ja vaatia, ettei häneen kohdistuvassa päätöksessä hyödynnetä poikkeuksen nojalla käsiteltyjä 
tietoja. Euroopan yhteisöjen tuomioistuin on johdanto-osista todennut, että: ”[t]ältä osin on 
                                                             
143 Wachter – Mittelstadt – Floridi 2017, s. 80, Säädöskäsikirja 2002, s. 83 ja Klimas – Vaiciukaite 2008, s. 
92–93. 
144 Säädöskäsikirja 2002, s. 83.  
145 Barrett 2001, s. 194. 
146 Raitio 2016, s. 296 ja Barrett 2001, s. 201 
147 Klimas – Vaiciukaite 2008, s. 30. 
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todettava, ettei yhteisön säädöksen johdanto-osalla ole sitovaa oikeusvaikutusta eikä 
johdanto-osaan voida vedota kyseisen säädöksen varsinaisista säännöksistä 
poikkeamiseksi.”148 Klimas ja Vaiciukaite ovat katsoneet, että:  
“Moreover, when a recital does not stand alone it appears understandable that its effect in EC 
law would be either to widen or constrict the scope of the operative provision in question, but 
that it would not serve to create expectations. That is, a recital is not the sort of affirmative 
statement or action which would create a situation which could legitimately be relied upon. 
And this is a requirement of the ECJ case-law.”149 
Asetuksen johdanto-osassa siis täsmennetään, että tilastolliset tarkoitukset pitää sisällään 
sen, ettei tällä perusteella käsiteltyjä henkilötietoja saa käyttää luonnollista henkilöä 
koskevassa toimenpiteessä tai päätöksessä. Klimaksen ja Vaiciukaiten esittämän kannan 
mukaisesti olisi mahdollista katsoa, että asetuksen johdanto-osan 162 kohta nimenomaan 
supistaa tilastolliset tarkoitukset -poikkeuksen soveltamisalaa. On myös katsottu, että 
johdanto-osien kohdat eivät voi rajoittaa oikeutta. Johdanto-osia ei voida myöskään tulkita 
poikkeavasti artiklasta eikä niihin voida nojata artikloista poikkeamiseksi.150 Nähdäkseni 
tilastolliset tarkoitukset -poikkeusta ei voida kuitenkaan pitää oikeutena, jota kohta 162 
rajoittaisi. Sen sijaan mielestäni epäselvää on, miten artiklasta poikkeaminen ja sen 
soveltamisalan rajoittaminen käytännössä eroavat toisistaan.  
Rajausta tullaan todennäköisesti soveltamaan joka tapauksessa. Lopullinen varmuus tämän 
johdanto-osan kohdan merkityksestä selvinnee vasta oikeuskäytännön kehittymisen myötä. 
Nähdäkseni kyseessä on kuitenkin erittäin tärkeä rajaus, minkä vuoksi se olisi tullut 
selvyyden vuoksi ottaa itse artiklaan. Se, että rajoitus on otettu vain johdanto-osaan aiheuttaa 
väistämättä epävarmuutta. Mahdollista on, että kysymys on haluttukin jättää jossain määrin 
avoimeksi ja sallia tuomioistuimille enemmän liikkumavaraa. Tämä rajaus vaikeuttaa 
esimerkiksi koneoppimisen hyödyntämistä ja koska sitä ei ole otettu itse artiklaan, kyse ei 
ole myöskään sitovasta säännöstä. Tällöin saattaa jäädä enemmän liikkumavaraa myös 
uusien teknologioiden hyödyntämiselle.  
Nähdäkseni tämä poikkeus ja sitä koskeva johdanto-osan kohta on asetuksen aikakaudella 
huomattavasti suuremmassa roolissa, kuin direktiivin aikaan, sillä koneoppimisen 
sovellukset sekä käyttömahdollisuudet laajenevat ja monipuolistuvat jatkuvasti. Tämän 
                                                             
148 C-162/97, tuomion perustelujen 54 kohta. 
149 Klimas – Vaiciukaite 2008, s. 31. 
150 Ibid., s. 25–26 .  
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vuoksi johdanto-osan tulkinta voi perustellusti tulla muodostumaan erilaiseksi kuin 
direktiivin aikana, jolloin tekninen kehitys on ollut erilaista. Rajaamalla poikkeuksen piiristä 
pois tuloksen hyödyntäminen yksilöä koskevassa päätöksenteossa on mitä 
todennäköisimmin pyritty vähentämään yksilölle aiheutuvia riskejä ja suojaamaan yksilön 
autonomiaa. Tosiasiassa voi hyvinkin olla, että yksilön kannalta riskittömämpää olisi, että 
algoritmi kyettäisiin opettamaan mahdollisimman monipuolisesta ja suuresta datamäärästä. 
Poikkeuksen rajaus vaikeuttaa henkilötietojen käsittelyä ja tällä voi olla haitallisia 
vaikutuksia esimerkiksi syrjimättömyyden kannalta151. Rajaus on ymmärrettävissä 
esimerkiksi tapauksissa, joissa yritys haluaa käyttää asiakkaidensa henkilötietoja 
ennustaakseen heidän mieltymyksiään. Tällöin asiakkaan yksityisyyttä on perusteltua 
suojata liian tunkeilevalta analyysiltä, eikä liikaa helpottaa henkilötietojen käyttöä. Sen 
sijaan kun kyse on esimerkiksi luottopäätöksestä tai lääketieteellisen diagnoosin 
tekemisestä, voi tosiasiassa mahdollisimman suuren datamäärän hyödyntäminen olla myös 
yksilön intressissä152.  
3.6 Anonymisointi 
3.6.1 Anonymisointi ja sen edellytykset 
Kuten edellä on todettu, tietosuoja-asetus soveltuu vain henkilötietoihin, joilla tarkoitetaan 
kaikkia tunnistettuun tai tunnistettavissa olevaan luonnolliseen henkilöön liittyviä tietoja153. 
Tunnistettavuus tarkoittaa, ettei tunnistamista ole vielä tapahtunut, mutta se on kuitenkin 
mahdollista, esimerkiksi yhdistämällä käsiteltävään tietoon muita tietoja154. EU:n 
tietosuojalainsäädäntö kohtelee siis samalla tavalla sekä selkeästi tunnistettavia tietoja, että 
tietoja, joiden pohjalta tunnistaminen on mahdollista155. Sen sijaan asetus ei sovellu tietoihin, 
jotka on anonymisoitu, eli joiden pohjalta tunnistaminen ei ole enää mahdollista156. Siten ei 
ole yllättävää, että monet big data -analytiikan sovellukset pyrkivät käyttämään 
anonymisoitua dataa157. 
Anonyymisointitekniikoiden etuna on se, että dataa voidaan hyödyntää yleisen hyvän 
nimissä siten, että yksilöihin kohdistuvat riskit vähenevät. Tutkimukset ovat kuitenkin 
                                                             
151 Syrjimättömyyteen palaan kappaleessa 5.2. 
152 Käsittelen tätä näkökulmaa tarkemmin luvussa 5.  
153 Tunnistettavuus on siis keskeinen kriteeri tietosuojalainsäädännön kannalta, se erottaa sen datan, johon 
tietosuojalainsäädäntöä sovelletaan (Urgessa 2016, s. 521). 
154 Esayas 2015, s. 2. Tunnistaminen voi tällöin tapahtua joko suoraan tai välillisesti (Käsikirja 2014, s. 38). 
Välillinen tunnistaminen tapahtuu esimerkiksi yhdistelemällä eri tietoja (Urgessa 2016. s. 521). 
155 Schwartz – Solove 2011, s. 1874. 
156 Stalla-Bourdillon – Knight 2017, s. 285.  
157 Leonard 2014, s. 60. 
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osoittaneet, että on erittäin haastavaa luoda täysin anonyymeja tietoja ja samalla säilyttää 
mahdollisimman paljon siitä informaatiosta, jota halutaan hyödyntää.158 Arvo, joka dataa 
analysoimalla halutaan saada, perustuu kaavojen löytämiseen, mikä käytännössä tarkoittaa 
erilaisten linkkien ja suhteiden havaitsemista yksittäisten tietojen välillä. Anonymisaatio taas 
pyrkii nimenomaan tuhoamaan yhteyksiä tietojen välillä159. Käytännössä myös sen 
määrittäminen, onko data riittävästi anonymisoitu vai onko se vielä henkilötietoa, on 
vaikeaa160. Esimerkiksi tiedot, jotka on kerran anonymisoitu ja sen jälkeen yhdistetään 
muihin tietoihin, eivät välttämättä enää ole anonyymeja, vaan lisätietojen avulla henkilö on 
tunnistettavissa161. Henkilötieto voi myös olla toiselle tunnistettavissa olevaa ja toiselle 
anonyymia, eli yksittäinen tieto ei välttämättä ole selkeästi joko tunnistettavissa olevaa tai 
anonyymia162. Vaikka anonyymisyys saattaa ensi silmäyksellä vaikuttaa helpolta ratkaisulta 
big data -analytiikan ja henkilötietojen suojan väliseen jännitteeseen, ei tilanne siis 
kuitenkaan ole aivan yksinkertainen. 
Anonyymisyys siis edellyttää, ettei yksilö ole tunnistettavissa. Asetuksen johdanto-osan 26 
kohdan mukaan tunnistettavuutta on arvioitava huolella: 
”Jotta voidaan määrittää, onko luonnollinen henkilö tunnistettavissa, olisi otettava huomioon 
kaikki keinot, joita joko rekisterinpitäjä tai muu henkilö voi kohtuullisen todennäköisesti 
käyttää mainitun luonnollisen henkilön tunnistamiseen suoraan tai välillisesti, kuten kyseisen 
henkilön erottaminen muista. Jotta voidaan varmistaa, voidaanko keinoja kohtuullisen 
todennäköisesti käyttää luonnollisen henkilön tunnistamiseen, olisi otettava huomioon kaikki 
objektiiviset tekijät, kuten tunnistamisesta aiheutuvat kulut ja tunnistamiseen tarvittava aika 
sekä käsittelyajankohtana käytettävissä oleva teknologia ja tekninen kehitys.” 
Uuden tietosuojasääntelyn säätämisen taustalla oli vallitsevaan teknologiseen kehitykseen 
vastaaminen ja uusi anonyymisyyden muotoilu heijastaakin hyvin tätä tavoitetta. 
Anonyymius edellyttää suhteellisen tehokasta tunnistettavuuden poistamista ja lisäksi 
tekniikan kehityksen seuraamista: uusi tekniikka saattaa hyvinkin helposti tehdä aiemmin 
                                                             
158 WP29 Opinion 05/2014, s. 5 ja ENISA 2012, s. 44. 
159 Stalla-Bourdillon – Knight 2017, s. 285. Paul Ohm onkin todennut, että “data can be either useful or 
perfectly anonymous but never both.” (Ohm 2009, s. 1704) 
160 Esays 2015, s. 3. 
161 WP29 Opinion 05/2014, s. 5 ja Leonard 2014, s. 62. Esimerkiksi Yhdistyneen kuningaskunnan 
tietosuojaviranomainen on omissa anonymisointia koskevissa ohjeissaan todennut, että tunnistettavuutta 
anonymisoidusta datasta tulee arvioida myös sen kautta, voidaanko se yhdistää muuhun dataan ja kuinka 
todennäköistä tällaiseen kolmannen tahon dataan yhdistäminen on (ICO 2012, s. 18). Oikeuskirjallisuudessa 
on laajasti hyväksytty lähtökohtana se, että uudelleen tunnistaminen on käytännössä täysin mahdollista ja 
anonymisyyden varmistaminen on vaikeaa (Leonard 2014, s. 60). 
162 Urgessa 2016, s. 528.  
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anonyymista tiedosta taas tunnistettavissa olevaa henkilötietoa, johon asetus soveltuu163. 
Huomiota on lisäksi hyvä kiinnittää siihen, että tunnistaminen voi tapahtua kenen tahansa 
toimesta, ei siis vain rekisterinpitäjän164. Tunnistettavuuteen johtavien tietojen ei tarvitse 
myöskään olla vain yhden tahon hallussa165. Rajanveto anonymisoidun tiedon ja 
tunnistettavissa olevan henkilötiedon välillä tuleekin ymmärtää joustavana166.  Lisäksi 
tekniikan kehitys johtaa siihen, että yhä useammat tiedot, joita ei ole perinteisesti lainkaan 
mielletty henkilötiedoiksi, yhdistettyinä toisiin tietoihin mahdollistavat henkilön 
tunnistamiseen167. 
Eräässä tutkimuksessa selvisi, että 80 prosenttia Netflixin käyttäjistä voitiin tunnistaa 
pelkästään tietämällä milloin ja kuinka he arvioivat kolme mitä tahansa elokuvaa, jonka he 
olivat vuokranneet168.  On myös näytetty, että yhdistämällä älypuhelinten keräämä data 
koneoppimiseen, pystytään henkilön seksuaalinen suuntautuminen ennustamaan vain 
perustuen hänen Facebook -tykkäyksiinsä.169  
Asetuksessa on tarkennettu anonyymisoinnilta edellytettävää astetta. Direktiivissä todetaan 
lähtökohtaisesti vain, että tietosuojaa koskevia periaatteita ei sovelleta tietoihin, jotka on 
tehty anonyymeiksi siten, ettei rekisteröity enää ole tunnistettavissa170. WP29-
tietosuojatyöryhmä on antanut anonyymisointitekniikoista vuonna 2014 lausunnon171, jonka 
lähestymistapa on pitkälti samankaltainen kuin sittemmin asetukseen kirjattu 
anonymisoinnin muotoilu. Lausunnon mukaan direktiivin anonymisoinnin muotoilu sisältää 
sen, että anonymisoinnin tulee olla pysyvä. Anonymisoinnissa tulee ottaa huomioon kaikki 
keinot, jotka ovat kohtuullisesti toteutettavissa (likely reasonably172) ja joita voidaan käyttää 
tunnistamiseen joko rekisterinpitäjän tai kolmansien tahojen toimesta, kiinnittäen huomiota 
                                                             
163 Bolognini – Bistolfi 2017, s. 176. 
164 Urgessa 2016, s. 524 ja 529, jonka mukaan tämä vaikeuttaa rekisterinpitäjän arviointia siitä, onko data 
anonymisoitu, vai voisiko joku sen mahdollisesti tehdä tunnistettavaksi. 
165 C-582/14, tuomion kohta 43. Tunnistettavuuteen johtavia tietoja voi siis olla jollain muullakin taholla, kuin 
vain rekisterinpitäjällä. 
166 Stalla-Bourdillon – Knight 2017, s. 321. Toisaalta on käyty keskustelua myös siitä, tulisiko anonymisoiduksi 
luokiteltua tietoa olla enää lainkaan ja pitäisikö tunnistettava/tunnistettavissa -jaottelua muokata. Katso esim. 
Leonard 2014, s. 611, Ohm 2009 ja Schwartz – Solove 2011. 
167 FTC 2012, s. 18, Buttarelli 2014, s. 6 ja Narayanan – Huey – Felten 2016, s. 363. Kuitenkin edellä esitetyssä 
johdanto-osan 26 kohdassa käytetty termi “kohtuullisen todennäköisesti” jossain määrin rajoittaa 
tunnistettavuuden alaa, eli asetus ei sovellu kaikkiin mahdollisiin tietoihin, joista henkilö on tunnistettavissa. 
Tällöin esimerkiksi täysin teoreettinen mahdollisuus tunnistamisesta ei riitä asetuksen soveltumiselle. (Urgessa 
2016, s. 522 ja 529) 
168 Ohm, 2009, s. 1705. 
169 ENISA 2015, s. 37. Tämä on erityisen huolestuttavaa, sillä esimerkiksi seksuaalinen suuntautuminen on 
asetuksessakin määritelty erityiseksi henkilötietoryhmäksi, jota ei lähtökohtaisesti saa lainkaan käsitellä. 
170 Direktiivin 95/46/EY johdanto-osa 26 kohta. 
171 WP29 Opinion 05/2014. 
172 Direktiivin 95/46/EY Johdanto-osa 26 kohta. 
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etenkin sen hetkiseen teknologian tasoon.173 Direktiivin suomennoksessa on jätetty 
todennäköisyyden painottaminen pois, mutta englanninkielisestä versiosta voidaan 
hahmottaa kaksi kriteeriä tunnistettavuudelle: ”likely” viittaa todennäköisyyteen ja 
”reasonably” taas tunnistamisen vaikeuteen, esimerkiksi tunnistamisen kulut ja teknologian 
taso huomioon ottaen.174 EUT onkin todennut, että tunnistamisen riski näyttäytyy 
käytännössä merkityksettömänä, jos tunnistaminen vaatisi suhteettomasti aikaa, 
kustannuksia ja työtä175.  
Direktiiviä vastaavaa ilmaisua on käytetty myös asetuksessa: kaikki keinot, joita voidaan 
kohtuullisen todennäköisesti (reasonably likely) käyttää henkilön tunnistamiseen. Edellä 
mainitussa johdanto-osan 26 kohdassa on erikseen mainittu tekijöitä, joita ”kohtuullisen 
todennäköisyyden” määrittämisessä voidaan käyttää, kuten juuri teknologian aste ja 
tunnistamisesta aiheutuneet kulut. Siten voidaan olettaa, että edellä mainittu EUT:n tuomio 
on edelleen relevantti myös asetuksen aikana176. Tältä osin asetus on selventänyt 
tulkintalinjoja ottamalla jo direktiivin aikana tehdyt tulkinnat osaksi asetuksen tekstiä.  
Asetuksessa mainitaan erikseen myös ”tekninen kehitys”, joka laajentaa direktiivin 
tulkinnassa käytetyn ”teknologian tason” koskemaan myös tulevaa aikaa177. Voigt ja von 
dem Bussche ovat katsoneet, että käytännössä tämä voi olla haastavaa toteuttaa, sillä se 
tarkoittaisi sitä, että rekisterinpitäjän ja käsittelijän tulisi sisällyttää todennäköiset ja 
ennustettavissa olevat kehityssuunnat päätöksentekoprosesseihinsa178. Itse ymmärrän tämän 
kuitenkin myös siltä kannalta, että se ensisijaisesti velvoittaa seuraamaan aktiivisesti teknistä 
kehitystä, ja sitä mukaa kuin uusia mahdollisesti tunnistettavuuteen johtavia tekniikoita 
kehittyy, ottamaan nämä huomioon omassa toiminnassaan. Anonymisoidun datan 
anonyymisuutta tulee arvioida joka tapauksessa säännöllisesti myös jatkossa ja tarvittaessa 
tehostaa anonymisointia. Siten anonymisointi ei ole vain kertaratkaisu.179  
Lausunnon mukaan myös anonymisointi on henkilötietojen käsittelyä ja siten myös sen tulee 
täyttää henkilötietojen käsittelylle asetetut edellytykset180. Henkilötiedot on yleensä kerätty 
ensin tunnistettavassa muodossa. Näin ollen niiden anonymisointi on jatkokäsittelyä ja 
                                                             
173 WP29 Opinion 05/2014, s. 5–6. 
174 Esayas 2015, s. 2 ja Urgessa 2016, s. 522. 
175 C-582/14, tuomion kohta 46.  
176 Voigt – von dem Bussche 2017, s. 12. 
177 Tietosuoja-asetus, johdanto-osa 26 kohta. 
178 Voigt – von dem Bussche 2017, s. 13. 
179 Tietosuojavaltuutettu 2015, Bolognini – Bistolfi 2017, s. 176 ja WP29 Opinion 03/2013, s. 31. 
180 WP29 Opinion 05/2014, s. 3. Anonymisointi on katsottu käsittelyksi myös oikeuskirjallisuudessa, esim. El 
Emam – Álvarez 2015, s. 79. 
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tämän käsittelyn tulee lähtökohtaisesti täyttää käyttötarkoitussidonnaisuuteen liittyvä 
yhteensopivuuden vaatimus. WP29-tietosuojatyöryhmä on kuitenkin lausunnossaan 
katsonut, että anonymisointia jatkokäsittelynä voidaan pitää yhteensopivana alkuperäisen 
käyttötarkoituksen kanssa edellyttäen, että anonymisointiprosessi luotettavasti tuottaa 
anonyymeja tietoja.181 Tämä kanta on linjassa tietosuojatyöryhmän aikaisemman 
käyttötarkoitussidonnaisuutta koskeneen lausunnon kanssa. Kyseisessä lausunnossa 
tietosuojatyöryhmä totesi, että anonymisointi olisi osa henkilötietojen jatkokäsittelyä, joka 
vähentäisi riskiä yhteensopimattomuudesta alkuperäisen tarkoituksen kanssa182. 
Tietosuojatyöryhmän ottama kanta on esimerkiksi koneoppimisen ja muun big data -
analytiikan kannalta suotuisa. Mikäli alun perin laillisesti kerätyt ja säilytetyt henkilötiedot 
on mahdollista ilman erillistä perustetta anonymisoida, ei näiden tietojen myöhemmälle 
käytölle ole enää rajoitteita henkilötietolainsäädännön puitteissa. Siten datan käyttö muuhun 
kuin alkuperäiseen käyttöön on käytännössä helpompaa183.  
3.6.2 Anonymisointi riskienhallintana 
Tietosuojatyöryhmän lausunnosta on esitetty myös kritiikkiä. Tietosuojatyöryhmä vaatii 
anonymisoinnilta pysyvyyttä. Anonymisointi on kuitenkin väistämättä riskienhallintaa ja 
tietosuojatyöryhmä toteaa itsekin lausunnossaan, että riskitekijä on luontaista 
anonymisoinnille184. Välttämättömän riskitekijän tunnustaminen johtaa siihen, että 
tosiasiassa täydelliseen riskittömyyteen ei päästä, vaan on tavoitettava hyväksyttävän riskin 
taso. Lausunnossa kuitenkin hyväksyttävä riski on käytännössä määritelty samaksi kuin ei 
riskiä lainkaan.185 Tähän viittaavat muun muassa käytetyt termit ”irreversibly prevent 
identification” sekä ”identification is no longer possible”. Samalla kannalla on Euroopan 
parlamentti jonka mukaan ”anonymisation is an irreversible process”, eikä tunnistaminen 
saa olla mahdollista myöskään korrelaatioiden kautta yhdistettäessä tieto muihin tietoihin186. 
Myös esimerkiksi tietosuojavaltuutettu Suomessa on todennut, että anonymisoinnissa 
henkilön tunnistaminen ”estyy peruuttamattomasti”187. Mikäli hyväksyttävä riski on 
                                                             
181 WP29 Opinion 05/2014, s. 7. 
182 WP29 Opinion 03/2013, s. 66. 
183 El Emam – Álvarez 2015, s. 79. 
184 WP29 Opinion 05/2014, s. 7 ja El Emam – Álvarez 2015, s. 74. 
185 El Emam – Álvarez 2015, s. 74–75 ja Esayas 2015, s. 6. 
186 Euroopan parlamentti 2017 II, s. 8. 
187 Tietosuojavaltuutettu 2015.  
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käytännössä sama kuin ei lainkaan riskiä, ei ole edes olemassa sellaista tekniikkaa, jolla 
tähän päästään, jolloin anonymisointi menettäisi merkityksensä188.  
Anonymisoinnin tulisikin ymmärtää tarkoittavan enemmänkin ”anonyymisyyden 
saavuttamisen yrittämistä”, eikä kuten tietosuojatyöryhmä on katsonut, ”anonyymisyyden 
saavuttamista”. Jälkimmäinen määritelmä rajoittaisi huomattavasti 
anonymisointitekniikoiden käyttöä.189 Direktiivissä ei aseteta täyden riskittömyyden 
vaatimusta. Tämä on havaittavissa yllä läpikäydystä ”likely reasonable” -käsitteen 
käytöstä.190 Nähdäkseni tällaista ei ole johdettavissa myöskään asetuksesta. Asetuksessa on 
lähinnä vain kirjattu direktiivin tulkintoja, kuten vaatimus teknologian huomioimisesta, eikä 
varsinaisesti muutettu anonymisoinnin edellytyksiä. On esitettykin kannanottoja, joiden 
mukaan sekä direktiivin, että asetuksen lähestymistapa anonymisointiin on tosiasiassa 
riskipohjainen, jolloin keskeistä on juuri hyväksyttävän riskin tason saavuttaminen191.  
Big datan suhteen tutkijat ovat pystyneet esittämään esimerkkejä, joissa on ollut mahdollista 
tunnistaa henkilöitä anonymisoiduista tiedoista ja tehneet johtopäätöksen, että 
anonymisointi tulee yhä tehottomammaksi big datan maailmassa192. Tästä syystä on esitetty 
tulkintoja, joiden mukaan olennaista ei ole kokonaan tunnistettavuuden riskin eliminointi, 
vaan sen riskin vähentäminen niin pieneksi, ettei se ole enää merkityksellinen.193 Toisin 
sanoen vain kun tunnistamisen riski on riittävän realistinen, tulisi dataa käsitellä 
henkilötietoina194. Tämä olisi myös yhdenmukaista asetuksen riskipohjaisen 
lähestymistavan kanssa. Big data -analytiikka tekee anonymisoinnista vaikeampaa, eikä 
riskejä tule vähätellä. Mahdotonta tai täysin tehotonta anonymisointi ei kuitenkaan big datan 
aikakaudellakaan ole.195 Anonymisoinnin ei voida enää kuitenkaan katsoa takaavan 
tietosuojan, vaan se on vain yksi tietosuojan osa, joka ei ole aina ratkaisu kaikkiin ongelmiin. 
Esimerkiksi reaaliaikaiseen dataan perustuvissa sovelluksissa anonymisointi ei ole 
välttämättä edes mahdollista.196 Koneoppimistakin toteutetaan reaaliaikaiseen dataan 
                                                             
188 El Emam – Álvarez 2015, s. 74–75 ja Esayas 2015, s. 6.  
189 Ohm 2009, s. 1744 ja Esayas 2015, s. 6. 
190 El Emam – Álvarez 2015, s. 75 ja Stalla-Bourdillon – Knight 2017, s. 291. 
191 Stalla-Bourdillon – Knight 2017, s. 286. Ylipäätään koko tietosuojalainsäädäntö on katsottu 
perusluonteeltaan riskien sääntelyksi ja lisäksi asetuksen lähestymistapa on yleisesti riskipohjainen. Tähän 
nähden myös anonymisoinnin hahmottaminen riskien kautta on perusteltua. Katso esimerkiksi Gellertin 
kattava artikkeli tietosuojalainsäädännön luonteesta (Gellert 2015).  
192 Rubinstein 2013, s. 78 ja ICO Version 2.0, s. 59–60. 
193 ICO Version 2.0, s. 59–60. 
194 Hon – Millard – Walden 2011, s. 226. 
195 ICO Version 2.0, s. 59–60.  
196 ENISA 2015, s. 37. 
 32 
 
perustuen, jolloin henkilötietojen lainmukainen käyttö anonymisoinnin kautta ei välttämättä 
käytännössä onnistu.  
Ottaen huomioon asetuksen tavoite parantaa yksilöiden tietosuojaa teknologian kehittyessä 
ja saavuttaa korkeatasoinen henkilöiden suojelu197, on anonymisoinnin hyväksyttävän tason 
katsottava olevan suhteellisen korkealla, vaikka täysin riskitöntä anonymisointia ei 
mielestäni tulisi käytännössä edellyttää, eikä asetus nähdäkseni sitä myöskään sanamuotonsa 
perusteella vaadi. Teknisen kehityksen tukeminen vaatii anonymisointia, jotta dataa voidaan 
hyödyntää tehokkaasti ja helposti. Henkilötiedot linkittyvät kuitenkin aina myös perus- ja 
ihmisoikeuksiin. Tällöin henkilötietojen suojaamisen tason on jo lähtökohtaisesti oltava 
korkea, eikä siitä voida kovin helposti poiketa. Perus- ja ihmisoikeusnäkökulma huomioon 
ottaen, teknologian kehitys siirtää yhä enemmän vastuuta anonymisoitujen tietojen 
käyttäjille sen varmistamisessa, ettei käytetty anonymisointimenetelmä ole jo tosiasiassa 
murrettavissa ja ettei näin ollen tietojen käyttämisessä ole kyse henkilötietojen käsittelystä. 
Todennäköisesti perus- ja ihmisoikeusnäkökulma tulee vaikuttamaan myös 
oikeuskäytännössä anonymisoinnin riittävyyden arvioinnissa. 
3.6.3 Anonymisoinnin ja pseudonymisoinnin suhde 
Kun koneoppimisessa operoidaan anonymisoidun datan kanssa, tulee huomioon ottaa myös 
anonymisoinnin suhde pseudonymisointiin. Se, milloin kyse on anonymisoidusta ja milloin 
vain pseudonymisoidusta datasta, voi kuitenkin olla hankalampaa määrittää. Selvää on, että 
pseudonymisoidut henkilötiedot ovat asetuksen soveltamisalalla198. WP29-
tietosuojatyöryhmä on kuitenkin todennut, että mikäli tietojenkäsittelijä ei poista 
alkuperäistä (tunnistettavissa olevaa) dataa ja käsittelijä antaa osan tästä datasta eteenpäin, 
esimerkiksi poistettuaan tunnistettavuuden, on tämä syntynyt datajoukko silti 
henkilötietoa199. Tehokkaan anonymisoinnin tulisi nimittäin estää kaikkia osapuolia 
erottamasta yksilöä200. Lausunto antaa siis ymmärtää, että siirretty data, vaikka se olisi 
                                                             
197 Katso esim. asetuksen johdanto-osan kohdat 7, 9 ja 10. 
198 Voigt – von dem Bussche 2017, s. 15. 
199 WP29 Opinion 05/2014, s. 9. Tietosuojatyöryhmä selventää kantaansa esimerkillä: ”[..]if an organisation 
collects data on individual travel movements, the individual travel patterns at event level would still qualify as 
personal data for any party, as long as the data controller (or any other party) still has access to the original 
raw data, even if direct identifiers have been removed from the set provided to third parties. But if the data 
controller would delete the raw data, and only provide aggregate statistics to third parties on a high level, 
such as 'on Mondays on trajectory X there are 160% more passengers than on Tuesdays', that would qualify 
as anonymous data.” (Ibid.) 
200 Tietosuojavaltuutettu 2015. 
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anonymisoitu, ei voisi koskaan olla EU:n tietosuojalainsäädännön näkökulmasta anonyymiä, 
ellei alkuperäistä dataa, josta uusi anonymisoitu datajoukko on luotu, ole tuhottu.  
Asetus tuntuu vahvistavan lausunnon kannan. Johdanto-osan 26 kohdan mukaan 
”[p]seudonymisoidut henkilötiedot, jotka voitaisiin yhdistää luonnolliseen henkilöön 
lisätietoja käyttämällä, olisi katsottava tiedoiksi, jotka koskevat tunnistettavissa olevaa 
luonnollista henkilöä.” Asetuksen laaja pseudonymisoinnin määritelmä taas aiheuttaa sen, 
että on mahdollista tulkita asetuksen johdanto-osan 26 kohdan tarkoittavan sitä, että niin 
kauan kuin alkuperäistä dataa ei ole tuhottu, on siitä johdettu data (esim. anonymisointi 
koostamalla) vain pseudonymisoitua tietoa ja siten edelleen asetuksen soveltamisalalla.201  
Koneoppimisen ja muun big data -analytiikan kannalta tällä tulkinnalla on merkittäviä 
vaikutuksia datan hyödyntämiseen, mikäli alkuperäistä dataa ei tuhota, etenkin mikäli 
koneoppimisessa käytettävä data saadaan toisilta toimijoilta. Käytännössä koneoppimista 
luovan tahon voi olla mahdotonta tietää varmaksi, onko alkuperäinen data tuhottu vai ei. 
Mikäli alkuperäistä dataa ei olisi tuhottu, olisivat myös sinänsä ”anonyymit” tiedot kuitenkin 
vielä asetuksen soveltamisalalla. Tällöin on väistämättä vaara asetuksen rikkomisesta, mikä 
voi vaikuttaa myös halukkuuteen hyödyntää koneoppimista. 
On esitetty myös näkemyksiä, joiden mukaan kaikki pseudonymisoitu data ei olisi asetuksen 
tarkoittamalla tavalla henkilötietoja. Edellä mainitussa johdanto-osan 26 kohdassa esitellään 
testi sen suhteen, onko henkilö tunnistettavissa. Huomioon tulee ottaa kaikki keinot, joita 
voidaan kohtuullisen todennäköisesti käyttää henkilön tunnistamiseen. Jos taas tässä 
arvioinnissa todettaisiin, että lisätietojen käyttäminen ei olisi kohtuullisen todennäköistä, ei 
psedonymisoituja tietoja tulisi pitää henkilötietoina asetuksen näkökulmasta.202 Nähdäkseni 
tässä tapauksessa kyse on kuitenkin anonyymeistä tiedoista, eikä enää niinkään 
pseudonymisoiduista tiedoista, mikäli tunnistaminen ei ole käytännössä mahdollista. Tosin 
mikäli asetuksen alla anonymisointi tulkitaan kovin ehdottomaksi, eli ettei minkäänlaiselle 
riskille ole tilaa, voisi tämä näkökulma olla käyttökelpoinen. Tällöin pseudonymisoidut 
tiedot jaettaisiin ikään kuin kahteen alaryhmään, joista osa olisi henkilötietoja ja osasta taas 
olisi riittävän todennäköisesti poistettu tunnistettavat elementit. Näistä jälkimmäinen ryhmä 
nähdäkseni vastaisi pitkälti anonymisointia siten, kuin se on edellä 3.6.2 kappaleessa 
esitettävästi ymmärretty.    
                                                             
201 Stalla-Bourdillon – Knight 2017, s. 300–301. 
202 de Hert – Papakonstantinou 2016, s. 183. 
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4 KONEOPPIMISEN SOVELTAMINEN: AUTOMAATTINEN 
PÄÄTÖKSENTEKO 
 
4.1 Mitä automaattinen päätöksenteko on 
Automaattinen päätöksenteko, eli algoritminen päätöksenteko, tarkoittaa prosessia, jossa 
algoritmeja käytetään lajittelemaan dataa, jotta voidaan vastata asetettuihin kysymyksiin 
optimaalisimmalla tavalla ilman ihmisten puuttumista asiaan203. Automaattinen 
päätöksenteko käytännössä johtaa siihen, että yksilöä ei enää arvioida pelkästään menneiden 
tapahtumien ja tekojen perusteella, vaan arviointi tapahtuu korrelaatioiden ja päätelmien 
kautta. Algoritmit käytännössä päättävät, kuinka yksilö kategorisoidaan, ja tämän perusteella 
arvioidaan esimerkiksi luotonmaksukykyä ja tehdään päätöksiä luotonannosta. Toisin 
sanoen päätökset eivät tällöin perustu enää faktoihin, vaan puhtaasti korrelaatioihin 
datassa.204   
Käytännössä automaattinen päätöksenteko sisältää yleensä myös profilointia205. 
Automaattinen päätöksenteko ja profilointi eivät kuitenkaan tarkoita samaa asiaa, vaikkakin 
liittyvät läheisesti toisiinsa. Yksinkertaistaen profilointi tarkoittaa kerätyn datan yleistämistä 
ja siitä seuraavaa profiilien rakentamista ja soveltamista206. Henkilön tai ryhmän 
erityispiirteistä tehdään johtopäätöksiä, jonka jälkeen tätä henkilöä tai ryhmää kohdellaan 
näiden ominaisuuksien valossa207. Sen sijaan automaattisella päätöksenteolla tarkoitetaan 
yleistä kykyä tehdä päätöksiä näiden profiilien pohjalta ilman ihmistoimijoita208. Tämä on 
huomioitu myös tietosuoja-asetuksessa, jossa profilointi on luokiteltu automaattisen 
käsittelyn ala-kategoriaksi. Päätökset viittaavat siten profiilien käyttöön, eli määritysten ja 
päätelmien tekemiseen yksilöistä näihin profiileihin perustuen.209 
Ihmisten tekemissä päätöksissä on aina virheen mahdollisuus210. Automaattinen 
päätöksenteko siirtää päätökset yksilön elämästä automatisoituihin prosesseihin, jotka 
perustuvat algoritmeihin ja tekoälyyn. Big data on tehostanut automaattisen päätöksenteon 
hyödyntämistä, sillä se parantaa merkittävästi päätösten tarkkuutta ja laajuutta.211  Tästä 
                                                             
203 Karanasiou – Pinotsis 2017, s. 171 ja 173 ja Vladeck 2016, s. 495. 
204 Vladeck 2016, s. 494 ja Vedder – Naudts 2017, s. 209–210. Tälloin arviointi ei enää perustu yksiöiden 
toimiin vaan siihen, mitä data indikoi yksilöiden todennäköisten toimien olevan (EDPS Opinion 7/2015, s. 8). 
205 Kamarinou – Millard – Singh 2016 II, s. 2. 
206 Savin 2014, s. 1. 
207 Bygrave 2001, s. 17. 
208 Savin 2014, s. 1. 
209 Kamarinou – Millard – Singh 2016 II, s. 2–3. 
210 Vladeck 2016, s. 494. 
211 Rubinstein 2013, s. 77–78. 
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huolimatta automaattinen päätöksentekokaan ei ole täysin virheetöntä. Yksi heikkous on se, 
että algoritmit ovat aina alun perin ihmisten suunnittelemia. Tällöin prosessiin voi jäädä 
huomaamatta jonkinlainen syrjivä ennakko-oletus.212 Algoritmit ovatkin ainoastaan yhtä 
hyviä kuin se data, jota ne käsittelevät213. Toisin sanoen syrjivä, vanhentunut tai virheellinen 
data vääristää myös algoritmin toimintaa ja siten sen tekemiä päätöksiä. Näistä syistä johtuen 
automaattinen päätöksenteko vaatii läpinäkyvyyttä, valvontaa ja prosesseja, joissa 
virheelliset päätökset voidaan korjata, mikäli yksilö on esimerkiksi kategorisoitu 
korrelaatioiden pohjalta väärin.214 
4.2 Automaattinen päätöksenteko tietosuoja-asetuksessa 
4.2.1 Lähtökohtana automaattisen päätöksenteon rajoittaminen 
Automaattinen päätöksenteko on huomioitu myös tietosuoja-asetuksessa. Asetus ei täysin 
kiellä automaattisen päätöksenteon käyttöä, mutta asettaa sille tiettyjä rajoituksia.  Sitä 
koskee ennen kaikkea 22 artikla, jonka 1 kohdan mukaan ”rekisteröidyllä on oikeus olla 
joutumatta sellaisen päätöksen kohteeksi, joka perustuu pelkästään automaattiseen 
käsittelyyn, kuten profilointiin, ja jolla on häntä koskevia oikeusvaikutuksia tai joka 
vaikuttaa häneen vastaavalla tavalla merkittävästi.” Toisin sanoen yksilöillä on oikeus olla 
olematta automaattisen päätöksenteon kohde, mikäli artiklan mainitsemat kaksi edellytystä 
täyttyvät: 1) päätöksen tulee perustua pelkästään automaattiseen käsittelyyn ja toisaalta 2) 
päätöksellä tulee olla joko yksilöä koskevia oikeusvaikutuksia tai vastaavia vaikutuksia.  
Bygrave on katsonut laajasti siteeratussa artikkelissaan, että direktiivin perusajatuksena 
automaattisten yksittäispäätösten suhteen on, ettei yksilön ominaisuuksien täysin 
automaattinen arviointi saisi muodostaa yksinään pohjaa päätöksille, jotka merkittävästi 
vaikuttavat yksilön intresseihin215. Asetuksen 22 artikla heijastaa tätä samaa ajatusta216. 
Asetus jatkaa direktiivin linjalla, mutta laajentaa automaattisiin yksittäispäätöksiin liittyvää 
suojaa: asetuksessa yksilöitä suojataan myös kaikkia muita automaattisen käsittelyn muotoja 
vastaan kuin pelkästään profilointia217. 
Artiklan sanamuodosta ei kuitenkaan käy selville, tuleeko rekisteröidyn toimia aktiivisesti, 
jotta hän ei ole automaattisen päätöksen kohteena, vai onko kyse lakisääteisestä kiellosta. 
                                                             
212 Vladeck 2016, s. 495, Zarsky 2014, s. 1389 ja Citron – Pasquale 2014, s. 4.  
213 Barocas – Selbst 2016, s. 671, Žliobaitė 2017, s. 1064, Citron – Pasquale 2014, s. 14 ja Surden 2014, s. 106. 
214 Vladeck 2016, s. 495. Käsittelen käytetyn datan merkitystä tarkemmin luvussa 5. 
215 Bygrave 2001, s. 21. 
216 Mendoza – Bygrave 2017, s. 8. 
217 Kamarinou – Millard – Singh 2016, s. 7–8. 
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Voigt ja von dem Bussche ovat katsoneet, että artiklaa tulisi tulkita nimenomaisena kieltona, 
jotta sen tarkoitus voidaan tehokkaasti toteuttaa.218 Myös Mendoza ja Bygrave ovat sitä 
mieltä, että artiklan ymmärtäminen kieltona sopii paremmin yhteen asetuksen 
kokonaisuuden kanssa219. Direktiivissä on asetusta vastaava sanamuoto, mutta 
jäsenvaltioiden implementoinnit ovat tämän suhteen vaihdelleet. Esimerkiksi Suomi on 
implementoinut direktiivin 15 artiklan kieltona. Vaihtelevat implementoinnit direktiivin 
aikana osoittavat, ettei ole lainkaan yhtenäistä konsensusta siitä, tulisiko nyt asetuksenkaan 
22 artiklaa tulkita kieltona vai ei.220 Artiklan sanamuodon epämääräisyys on valitettavaa, 
sillä kyse on suhteellisen keskeisestä seikasta koneoppimisen kannalta. WP29-
tietosuojatyöryhmä onkin tarttunut tähän epäselvyyteen ja tuoreessa ohjeistuksessaan toteaa, 
että 22 artiklan tarkoittamissa tilanteissa rekisteröidyn ei tarvitse aktiivisesti vastustaa 
käsittelyä221. Siten 22 artiklaan tulisi ainakin toistaiseksi suhtautua nimenomaisena kieltona.   
Määriteltäessä sitä, onko käsillä 22 artiklan tarkoittama automaattinen päätös, on arvioitava 
ensinnäkin mitä asetuksessa tarkoitetaan automaattisella ja toisekseen milloin päätöksellä 
on oikeusvaikutuksia tai vastaavia vaikutuksia yksilön suhteen. Mikäli jompikumpi näistä 
edellytyksistä ei täyty, ei 22 artikla sovellu, eikä siten estä käsittelyä.222  
4.2.2 Automaattisuus 
22 artiklan mukaan yksilöillä on oikeus olla joutumatta päätöksen kohteeksi, joka perustuu 
henkilötietojen pelkästään automaattiseen223 käsittelyyn. Asetuksessa ei täsmennetä mitä 
tarkalleen pidetään automaattisena käsittelynä. Epäselväksi jää, onko automaattista 
käsittelyä ainoastaan sellainen käsittely, jossa missään vaiheessa ei ole minkäänlaista 
toimea, jonka suorittaa ihminen. Ihmiset kuitenkin alun perin suunnittelevat esimerkiksi 
koneoppimisessa algoritmin, joka tekee päätöksen. Voi myös olla, että algoritmi saavuttaa 
jonkin lopputuloksen, mutta varsinainen päätös tehdään vasta, kun ihmiset ovat arvioineet 
                                                             
218 Voigt – von dem Bussche 2017, s. 180 ja Mendoza – Bygrave 2017, s. 10. 
219 Mendoza – Bygrave 2017, s. 11. 
220 Wachter – Mittelstadt – Floridi 2017, s. 94–95. Henkilötietolaissa käytetään termiä ”on sallittu vain, jos” 
(HetiL 6 luvun 31 §). 
221 WP29 Guidelines 2017 II, s. 15. 
222 Toisin sanoen esimerkiksi mikäli käsittely on sinänsä automaattista, mutta sillä ei ole artiklan tarkoittamia 
vaikutuksia rekisteröidylle, ei käsittelylle ole estettä. Kuitenkin van der Sloot on tuonut keskusteluun 
mielenkiintoisen näkökulman EITI:n ratkaisukäytännöstä: EITI:n laajentunut tulkintalinja EIS:n 8 artiklan 
suhteen voi johtaa siihen, että tilannetta voidaankin arvioida EIS:n alla, vaikkeivät asetuksen edellytykset 
täyttyisi. EITI:n tulkintalinja asettaa vastaavanlaisia, ja osittain pidemmälle meneviä, edellytyksiä kuin 22 
artikla. Tällä saattaa olla merkittäviä vaikutuksia koneoppimiseen. Katso tästä tarkemmin van der Sloot 2017. 
223 Suomenkielisessä asetuksen versiossa puhutaan lähtökohtaisesti ”automaattisuudesta”, mutta esimerkiksi 
artikla 22 on otsikoitu ”Automatisoidut yksittäispäätökset, profilointi mukaan luettuna”. Myös direktiivissä 
käytetään molempia termejä. (Sama pätee englanninkielisiin versioihin: ”automated” ja ”automatic”) Tässä 
työssä ymmärrän termit toistensa synonyymeinä.  
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koneen tuottaman lopputuloksen. Koska melkein missä tahansa automaattisessa prosessissa 
jossain kohtaa ihminen osallistuu prosessiin, on argumentoitu, että 22 artiklan suoja on 
tosiasiassa laajempi, kuin mitä sanamuoto antaa ymmärtää. Toisin sanoen artikla ei kattaisi 
pelkästään vain täysin automaattisen päätöksenteon.224 
Asetusta edeltävä direktiivi ei myöskään artikloissaan tai johdanto-osassaan määrittele 
automaattisuutta. Sen sijaan esimerkiksi tietosuojasopimus määrittelee automaattisen 
käsittelyn (eng. automatic processing) niin, että se tapahtuu joko kokonaan tai osittain 
automaattisin keinoin225.  Tietosuojasopimus on tehty jo vuonna 1981, mutta sen tulkinta 
automaattisuudesta tukee esitettyjä näkemyksiä siitä, ettei automaattisuus EU:ssa edellytä 
täysin automaattista prosessia.  
Direktiivin 15 artiklassa todetaan, että ”Jäsenvaltioiden on turvattava kenelle tahansa 
henkilölle oikeus olla joutumatta sellaisen päätöksen kohteeksi, […] joka olisi tehty 
ainoastaan automaattisen tietojenkäsittelyn perusteella […]”. Sanamuoto on asetuksen 
kanssa hyvin samankaltainen. Komissio on direktiivin suhteen todennut, että jotta prosessi 
ei ole enää kyseisen artiklan kiellon piirissä, riittää, että päätöksentekoprosessissa on 
jonkinlainen ihmisen osuus. Kuitenkin tämän ihmisen osuuden tulee olla todellista 
osallistumista (eng. a real contribution) päätöksentekoprosessiin. Siten esimerkiksi se, että 
ihminen vain painaa nappia, ei riitä siihen, ettei kyseessä olisi automaattinen päätös.226  
Vastaavia kannanottoja on esitetty myös oikeuskirjallisuudessa. Jotta kyse ei olisi 
automaattisesta päätöksestä, tulisi ihmisillä olla todellinen vaikutus yksittäisen 
päätöksentekoprosessin lopputulokseen227. Koneoppimisen suhteen tällöin ”todelliseksi 
vaikutukseksi” ei todennäköisesti riittäisi, että ihminen luottaa algoritmin lopputulokseen 
täysin eikä lainkaan arvioi algoritmin lopputulosta kriittisesti, vaan esimerkiksi mekaanisesti 
vain vetää rastin ruutuun228. Sama pätee myös, mikäli ihminen vain toimeenpanee päätöksen 
ilman, että hän edes kykenee vaikuttamaan päätöksen sisältöön229. Myös WP29-
tietosuojatyöryhmä on tuoreessa ohjeistuksessaan ottanut tämän kannan. Kyseisen 
ohjeistuksen mukaan, jotta päätös ei olisi automaattinen, tulee sen tehdä sellainen henkilö, 
jolla on tosiasiallinen valta ja kompetenssi muuttaa algoritmin päätöstä.230 Tämä on yksilön 
                                                             
224 Kamarinou – Millard – Singh 2016, s. 11. 
225 Tietosuojasopimus 2 artikla, c kohta. 
226 Komissio 1998, s. 42–43. 
227 Bygrave 2001, s. 20, Kamarinou – Millard – Singh 2016, s. 12 ja Mendoza – Bygrave 2017, s. 11. 
228 Kamarinou – Millard – Singh 2016, s. 12. 
229 Voigt – von dem Bussche 2017, s. 181. 
230 WP29 Guidelines 2017 II, s. 10. 
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oikeussuojan kannalta suotava tulkinta, sillä jos lähes millainen tahansa ihmisen osuus 
päätöksenteossa aiheuttaisi sen, ettei kyse ole enää automaattisesta päätöksenteosta, voisi 
tosiasiassa kieltoa kiertää helpostikin.  
Jos algoritmi antaa kuitenkin vain päätösehdotuksia tai muuten pohjustaa päätöksentekoa ja 
ihminen tosiasiassa valitsee ehdotusten välillä, ei automaattisuus täyty231. Tätä näkemystä 
tukee asetuksen säätämisprosessi, jossa Euroopan parlamentti ehdotti sanamuodoksi ”solely 
or predominantly”, mutta näistä vain ”solely” jäi asetukseen: rekisteröidyllä on oikeus olla 
joutumatta sellaisen päätöksen kohteeksi, joka perustuu pelkästään automaattiseen 
käsittelyyn232. Sen sijaan tähän ei lisätty ”pelkästään tai lähinnä”, mikä olisi laajentanut 22 
artiklan soveltamisalaa. Yksilön suojan kannalta tämä voi olla haitallista, mikäli algoritmin 
päätösehdotukset eivät esimerkiksi kata kaikkia vaihtoehtoja tai ne perustuvat johonkin 
virheelliseen korrelaatioon. Tästä huolimatta 22 artikla ei suojatoimenpiteineen soveltuisi, 
jos algoritmi tuottaa vain päätösehdotukset ja lopullisen valinnan tekee tosiasiassa 
ihminen233. Tällainen toimintamalli on koneoppimisessa yleistä234. Siten käytännössä voi 
olla, ettei 22 artikla sovellu läheskään aina koneoppimisen yhteydessä.    
Asetus ei täsmennä, että pitääkö 22 artiklan tarkoittaman päätöksen olla lopullinen vai 
esimerkiksi vain välivaihe automaattisessa käsittelyssä. Direktiiviin perustuen voidaan 
sanoa, että päätöksen käsitettä tulee tulkita laajasti. Tätä näkemystä tukee myös asetuksen 
johdanto-osan 71 kohta, jonka mukaan ”päätös” voi sisältää myös ”toimenpiteen”.235 
Suomenkielinen asetusversio on tässä suhteessa epäselvä, mutta englanninkielisestä 
versiosta ajatus käy ilmi selvemmin: ”The data subject should have the right not to be subject 
to a decision, which may include a measure […]”236.  
                                                             
231 WP29 Guidelines 2017 II, s. 9, Wachter – Mittelstadt – Floridi 2017, s. 92. 
232 Euroopan parlamentti 2013 ja Tietosuoja-asetuksen 22(1) artikla. 
233 Tosin tällöin rekisterinpitäjän tulisi jo etukäteen tietää, ettei algoritmi tee lopullista päätöstä. Mikäli aluksi 
vaikuttaa siltä, ettei vaihtoehtoja tosiasiassa synny, tulisi nähdäkseni 22 artikla sovellettavaksi, jolloin 
automaattinen päätöksenteko on lähtökohtaisesti kiellettyä.  
234 Edwards – Veale 2017, s. 19. Myös Mendoza ja Bygrave toteavat, että suurin osa automaattisesta 
päätöksenteosta ei johda 22 artiklan soveltamiseen, koska automaattisuus ei täyty (Mendoza – Bygrave 2017, 
s. 12). 
235 Kamarinou – Millard – Singh 2016, s. 12. 
236 Suomenkielisessä versiossa todetaan, että: ”Rekisteröidyllä olisi oltava oikeus olla joutumatta hänen 
henkilökohtaisia ominaisuuksiaan arvioivan, mahdollisesti toimenpiteen sisältävän päätöksen kohteeksi [...]”. 
Vertaa esimerkiksi ruotsinkielinen tai saksankielinen käännös, jotka ovat ajatukseltaan vastaavia 
englanninkielisen kanssa: ”Den registrerade bör ha rätt att inte bli föremål för ett beslut, vilket kan inbegripa 
en åtgärd […]” ja ” Die betroffene Person sollte das Recht haben, keiner Entscheidung — was eine Maßnahme 
einschließen kann —[…]”. 
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Asetuksesta ei myöskään käy ilmi, pitääkö itse päätöksen olla ihmisen tekemä vai voisiko 
algoritmi tehdä sen237. Tällöin kyse on siitä, vaatiiko asetus mahdollisesti jonkinlaisen 
ihmisen läsnäolon päätöksenteossa, vaikkakin ihmisen panos ei olisi niin merkittävä, että 
automaattisuus kumoutuisi. Nähdäkseni tällaista näkemystä ei voi 22 artiklasta johtaa. On 
kuitenkin katsottu, että läpinäkyvyyden vaatimus voi algoritmien suhteen aiheuttaa sen, että 
ainakin joissakin tilanteissa ihmisen poissaolo voisi olla sopimatonta. Kaikki algoritmit eivät 
nimittäin välttämättä yksinään kykene antamaan tietoja tekemästään päätöksestä.238  
4.2.3 Oikeusvaikutukset tai vastaavat vaikutukset 
Jotta kyse olisi 22 artiklan tarkoittamasta päätöksenteosta, tulee sillä sen lisäksi, että se 
perustuu automaattiseen käsittelyyn, olla rekisteröityä koskevia oikeusvaikutuksia tai sen 
pitää vaikuttaa rekisteröityyn vastaavalla tavalla merkittävästi. Jotta vaikutus katsotaan 
oikeusvaikutukseksi, tulee sen olla sitova tai luoda oikeudellisia velvoitteita 
rekisteröidylle239. Oikeusvaikutus on myös sellaisella toimella, joka vaikuttaa yksilön 
oikeudelliseen asemaan tai oikeuksiin sopimuksen alla240. Oikeusvaikutusten suhteen 
merkitystä ei ole sillä, aiheuttaako päätös positiivisia vai negatiivisia vaikutuksia 
rekisteröidylle241. WP29-tietosuojaryhmä on katsonut, että oikeusvaikutuksena voidaan 
pitää esimerkiksi sitä, ettei henkilöä päästetä ylittämään maiden välistä rajaa242. 
Artiklan tarjoama toinen vaihtoehto oikeusvaikutusten lisäksi on, että päätös vaikuttaa 
rekisteröityyn vastaavalla tavalla merkittävästi. Tällöin kyse on siitä, ettei päätös vaikuta 
erityisesti rekisteröidyn lain tai sopimuksen mukaisiin oikeuksiin tai velvollisuuksiin243. 
Merkittävyyden arviointi on vähemmän selkeää, kuin oikeusvaikutusten määrittäminen244. 
Johdanto-osan 71 kohdan mukaan tällaisia vaikutuksia on esimerkiksi online-
luottohakemuksen automaattisella epäämisellä tai sähköisen rekrytoinnin käytännöillä ilman 
ihmisen osallistumista. On katsottu, että vaikutukset voivat olla sekä aineellisia että 
aineettomia, esimerkiksi rekisteröidyn arvoon, maineeseen tai koskemattomuuteen 
kohdistuvia245. WP29-tietosuojaryhmä on katsonut, että termi ”vastaavalla tavalla” 
edellyttää, että merkittävyyden tulee olla samankaltaista kuin oikeusvaikutusten kohdalla, 
                                                             
237 Kamarinou – Millard – Singh 2016, s. 12. 
238 Ibid., s. 12. Käsittelen läpinäkyvyyttä tarkemmin kappaleessa 5.3. 
239 Bygrave 2001, s. 19 ja Kamarinou – Millard – Singh 2016, s. 12. 
240 WP29 Guidelines 2017 II, s. 10. 
241 Voigt – von dem Bussche 2017, s. 182. 
242 WP29 Guidelines 2017 II, s. 10. 
243 Ibid., s. 10. 
244 Wachter – Mittelstadt – Floridi 2017, s. 93. 
245 Kamarinou – Millard – Singh 2016, s. 12. 
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vaikkei päätöksellä olisikaan sinällään varsinaisia oikeusvaikutuksia. Jotta vaikutusta 
voitaisiin pitää merkittävänä, tulisi sen kohdistua yksilön olosuhteisiin, käyttäytymiseen tai 
valintoihin.246 Myös Mendoza ja Bygrave ovat kiinnittäneet huomiota ”vastaavalla tavalla” 
-ilmaisuun, joka heidän mielestään johtaa siihen, etteivät vaikutukset voisi olla vain 
emotionaalisia vaan niiden tulee kohdistua jollakin tavalla henkilön asemaan247. 
Todennäköisesti ”merkittävyys” jää riippumaan siitä, mitä riittävä määrä muita ihmisiä pitää 
kohtuullisen merkittävänä248. Toisin sanoen, merkittävyydellä on objektiivinen vivahde, 
eikä rekisteröidyn subjektiivisella käsityksellä siitä, mitä hän pitää itselleen 
merkityksellisenä voida kokonaan ratkaista asiaa249.  
Merkittävyys voi kuitenkin tosiasiassa vaihdella paljonkin tapauskohtaisesti, vaikka 
sinällään tilanteet olisivatkin samankaltaiset250. Merkityksellisyyden arvioinnissa tulisi 
lisäksi ottaa huomioon myös rekisterinpitäjän intressit ja tasapainotella niiden ja 
rekisteröidyn oikeuksiin ja vapauksiin mahdollisesti kohdistuvien vaikutusten välillä.251  
Oikeuskirjallisuudessa on katsottu, että toisin kuin oikeusvaikutusten kohdalla, tässä olisi 
kyse päätöksistä, jotka aiheuttavat nimenomaan negatiivisia vaikutuksia rekisteröidylle252. 
WP29-tietosuojatyöryhmä on kuitenkin todennut, että myös päätökset, joilla on positiivisia 
vaikutuksia rekisteröidylle, luetaan vastaaviin vaikutuksiin253.  
4.3 Poikkeukset automaattisen päätöksenteon rajoituksiin 
Asetus siis antaa rekisteröidylle oikeuden olla joutumatta edellä esitetyin lisäehdoin 
automatisoidun päätöksen kohteeksi. Tähän on kuitenkin tehty kolme poikkeusta 22(2) 
artiklassa. Näiden poikkeusten oletetaan muodostuvan paljon käytetyiksi, sillä ne ovat 
soveltamisalaltaan melko laajoja254. Automaattinen päätöksenteko sallitaan jos päätös 
a) on välttämätön rekisteröidyn ja rekisterinpitäjän välisen sopimuksen tekemistä tai 
täytäntöönpanoa varten; 
                                                             
246 WP29 Guidelines 2017 II, s. 10. 
247 Mendoza – Bygrave 2017, s. 13. 
248 Bygrave 2001, s. 19 ja Kamarinou – Millard – Singh 2016, s. 12.  
249 Bygrave 2001, s. 19.  
250 WP29 Guidelines 2017 II, s. 11, jossa todetaan, että esimerkiksi mainostamisella ei lähtökohtaisesti ole 
merkittävää vaikutusta yksilöihin, mutta mikäli mainostaminen kohdennetaan erityisen haavoittuviin ryhmiin, 
voi merkittävä vaikutus syntyäkin.  
251 WP29 Advice Paper 2013, s. 4.  
252 Voigt – von dem Bussche 2017, s. 182. 
253 WP29 Guidelines 2017 II, s. 11.  
254 Voigt – von dem Bussche 2017, s. 183. 
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b) on hyväksytty rekisterinpitäjään sovellettavassa unionin oikeudessa tai jäsenvaltion 
lainsäädännössä, jossa vahvistetaan myös asianmukaiset toimenpiteet rekisteröidyn 
oikeuksien ja vapauksien sekä oikeutettujen etujen suojaamiseksi; tai 
c) perustuu rekisteröidyn nimenomaiseen suostumukseen.255 
 
Yksi poikkeukseen oikeuttavista ehdoista on rekisteröidyn nimenomainen suostumus. Ei ole 
lainkaan selvää, mitä suostumus tarkoittaa koneoppimisen kontekstissa256. Jotta suostumus 
olisi tietoinen, rekisteröidyn tulisi saada järkevä ja mielekäs selitys hänen henkilötietojensa 
käsittelystä. Tämä on haastavaa koneoppimisen yhteydessä, sillä koneoppimisalgoritmien 
toiminnan selittäminen on vaikeaa257. Suostumuksen ongelmallisuuksiin palaan jäljempänä 
kappaleessa 5.1 ja koneoppimisen läpinäkymättömyyteen kappaleessa 5.3. Toisen 
poikkeusperusteen mukaan jäsenvaltiot voivat omassa lainsäädännössään laajentaa 
mahdollisuutta käyttää automaattista päätöksentekoa, mikä osaltaan heikentää EU:n 
tietosuojalainsäädännön yhtenäisyyttä.  
Epäselvää on, missä tilanteissa automaattinen päätöksenteko olisi välttämätöntä esimerkiksi 
sopimuksen tekoa varten. Koska tätä ei ole tarkemmin määritelty, on riski siitä, että 
välttämättömyys jää riippumaan rekisterinpitäjän näkemyksestä.258 Rekisteröityjen 
suojaamiseksi välttämättömyyden arviointi tulisi sitoa ainakin jossain määrin objektiiviseen 
käsitykseen. WP29-tietosuojatyöryhmä on todennut, että välttämättömyyttä tulisi tulkita 
supistavasti. Välttämättömyys ei ainakaan täyty, mikäli samaan lopputulokseen päästään 
jollakin vähemmän yksityisyyttä loukkaavalla tavalla.259 Siten käytännössä on tuskin 
montaakaan tilannetta, jossa automaattinen päätöksenteko olisi sallittua tällä perusteella. 
Esimerkiksi luottopäätös on mahdollista tehdä myös ilman automaattista päätöksentekoa. 
Toisaalta kuten edellä on käsitelty, 22 artikla ei sovellu lainkaan, mikäli päätös ei ole artiklan 
edellyttämällä tavalla automaattinen. Siten jos ihminen tosiasiassa arvioi algoritmin 
tuottaman päätöksen, ei ole enää tarvetta arvioida poikkeusperusteen olemassaoloa.  
                                                             
255 On esitetty, että asetus laajentaa rekisterinpitäjän mandaattia suorittaa automaattista päätöksentekoa ja 
profilointia verrattuna direktiiviin (Davies 2016, s. 295). Ainakin rekisteröidyn nimenomaisen suostumuksen 
lisääminen poikkeusperusteeksi laajentaa tietyssä mielessä näiden käyttömahdollisuuksia. (Vrt. direktiivin 15 
artikla 2 kohta) Huomioon tulee ottaa, että myös tässä yhteydessä jäsenvaltioille on jätetty mahdollisuus säätää 
asiasta eri tavalla, joka osaltaan saattaa johtaa erilaisiin ratkaisuihin ja siten poikkeuksen laajuus voi vaihdella 
eri jäsenvaltioiden välillä. 
256 Kamarinou – Millard – Singh 2016, s. 14.  
257 Kamarinou – Millard – Singh 2016 II, s. 3. 
258 Wachter – Mittelstadt – Floridi 2017, s. 94. 
259 WP29 Guidelines 2017 II, s. 12. 
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Edellä esitettyjen poikkeusperusteiden osalta 22(3) artiklan mukaan a ja c alakohdissa 
tarkoitetuissa tapauksissa rekisterinpitäjän pitää toteuttaa asianmukaiset toimenpiteet 
rekisteröidyn oikeuksien ja vapauksien sekä oikeutettujen etujen suojaamiseksi. Saman 
kohdan mukaan tämä tarkoittaa ” […] vähintään oikeutta vaatia, että tiedot käsittelee 
rekisterinpitäjän puolesta luonnollinen henkilö, sekä oikeutta esittää kantansa ja riitauttaa 
päätös.” Nämä oikeudet käytännössä johtavat siihen, ettei 22(1) artiklan kiellolla ja 22(2) 
poikkeuksilla ole kovinkaan suurta eroa260. Asetuksen johdanto-osan 71 kohdassa lisätään, 
että rekisterinpitäjän tulisi näissä tilanteissa ilmoittaa käsittelystä rekisteröidylle. 
Englanninkielisessä asetusversiossa edellytetään, että rekisteröidylle annetaan ”specific 
information”, jonka voi katsoa edellyttävän rekisteröidyn tiedottamiselta enemmän kuin 
suomenkielisen version ”ilmoittaa käsittelystä”261. Kyseinen kohta ei kuitenkaan anna 
mitään esimerkkiä siitä, mitä voitaisiin pitää englanninkielisen version mukaisena tietona. 
Siten tämän johdanto-osan kohdan ilmaisun merkitys jää avoimeksi.  
Rekisteröidyillä on siis oikeus vaatia ihmisen osallistumista tietojensa käsittelyyn, sekä 
kertoa kantansa ja haastaa tehty päätös. Tätä on tulkittu niin, että rekisterinpitäjän pitää antaa 
rekisteröityjen ilmaista kantansa ennen kuin päätös tehdään tai toimenpide toteutetaan. 
Koneoppimisen suhteen tämä tarkoittaa sitä, että rekisterinpitäjän tulee huolehtia, ettei 
koneoppimisprosessi tee lopullista päätöstä ennen kuin rekisteröityä on informoitu ja kuultu. 
Tämä taas voi olla hyvinkin vaikeaa tilanteissa, joissa koneoppimisalgoritmi reagoi 
reaaliaikaiseen dataan ja tekee päätökset sen perusteella.262 Toisaalta taas on katsottu, että 
vasta sen jälkeen, kun päätös on tehty, rekisteröidyillä on oikeus saada ihminen 
osallistumaan käsittelyyn, ilmaista kantansa sekä riitauttaa päätös263.  
Nähdäkseni asetuksen johdanto-osan sanamuodosta ei käy selvästi ilmi kumpi esitetyistä 
näkökulmista on oikea. WP29-tietosuojaryhmä on todennut, että “[a]ny review must be 
carried out by someone who has the appropriate authority and capability to change the 
decision”264. Tämä lause antaa ymmärtää, että päätös olisi jo tehty ennen kuin ihminen 
osallistuu päätöksentekoprosessiin. Siten todennäköisesti ainakin ihmisen osallistumisella 
viitataan lähinnä tehdyn päätöksen arvioimiseen. Tämäkään ei kuitenkaan täsmennä, missä 
                                                             
260 Mendoza – Bygrave 2017, s. 16. 
261 Ruotsin- ja saksankielisissä asetusversioissa on englanninkielistä versiota vastaava muotoilu. 
262 Kamarinou – Millard – Singh 2016, s. 15. 
263 Wachter – Mittelstadt – Floridi 2017, s. 79.  
264 WP29 Guidelines 2017 II, s. 15, jossa sivulla 30 todetaan lisäksi, että ihmisen osallistuminen voitaisiin 
toteuttaa siten, että rekisteröidylle annetaan linkki valitusprosessiin samalla, kuin automaattinen päätös 
toimitetaan hänelle.  
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vaiheessa rekisteröidylle pitää antaa mahdollisuus esittää kantansa. Jotta rekisteröidyn 
oikeudella kiistää tehty päätös olisi jotain merkitystä, ei päätöstä saisi ainakaan kaikissa 
tapauksissa toimeenpanna ennen kuin rekisteröityä on kuultu. Mielestäni näin on tulkittava 
ainakin tilanteissa, joissa toimeenpanemista ei ole mahdollista enää tosiasiassa peruuttaa. 
Selvää on, että rekisteröidyllä on oikeus riitauttaa automaattiseen käsittelyyn perustuva 
päätös. Asetuksesta ei kuitenkaan käy ilmi, kehen rekisteröidyn tulee olla yhteydessä tässä 
asiassa. Aikaisemmin on todettu, ettei asetuksesta ilmene voiko päätöksen tehdä ihmisen 
sijasta myös kone. Asetuksessa ei myöskään täsmennetä sitä, tuleeko valitus kohdistaa 
ihmiselle.265 Rekisteröidyllä on kuitenkin oikeus vaatia, että ”tiedot käsittelee 
rekisterinpitäjän puolesta luonnollinen henkilö266”. Tämän perusteella voisi argumentoida, 
että rekisteröidyllä olisi ainakin niin halutessaan oikeus asioida päätöksen riitauttamisen 
suhteen ihmisen kanssa. Tätä tukee myös se, että 22 artiklan perimmäinen periaate on, että 
päätöksentekoprosessiin tulisi osallistua ihminen. Koneoppimisen yhteydessä on kuitenkin 
epäselvää, kuka tämä ihminen olisi. Esimerkiksi rekisterinpitäjän edustaja ei välttämättä 
edes pystyisi arvioimaan päätösprosessia, joka voi perustua kolmannen osapuolen 
algoritmiin, malleihin tai dataan. Lisäksi epäselvää on, tulisiko tämän ihmisen olla sama, 
joka on alun perin tehnyt päätöksen. Kamarinou, Millard ja Singh katsovat, että yleisesti 
oikeudenmukaisuuden kannalta voisi olla parasta, että päätöksen arvioisi joku muu, kuin 
päätöksen alun perin tehnyt henkilö. Tällöin alkuperäisen päätöksen tehneen mahdolliset 
ennakkoluulot eivät enää vaikuttaisi päätökseen toista kertaa.267 Eri asia on, voiko päätöksen 
tehneen henkilön ennakkoluulot tosiasiassa vaikuttaa päätöksentekoon, sillä jotta 22(3) 
artikla tulee sovellettavaksi, tulee automaattisuuden täyttyä. Eli toisin sanoen, näissä 
tilanteissa päätöksen ”tekevä” henkilö vain mekaanisesti vahvistaa päätöksen, eikä tee 
esimerkiksi valintoja eri vaihtoehtojen väliltä tai arvioi päätöstä. 
Jotkut tutkijat ovat esittäneet, että yksilöiden kannalta voisi olla jopa reiluinta, mikäli he 
voisivat valittaa päätöksistä koneelle. Algoritmit ovat ihmisten suunnittelemia ja siten niihin 
on voinut siirtyä niiden kehittäjien arvoja ja ennakko-oletuksia, mikä voi tehdä niistä yhtä 
huonoja arvioimaan päätöksiä kuin ihmisetkin268. Toisaalta koneoppimisalgoritmit pystyvät 
myös saavuttamaan korkean objektiivisuuden ja neutraalisuuden tason. Algoritmit voidaan 
ohjeistaa sivuuttamaan sellaiset tekijät kuten ikä tai etninen tausta, tehokkaammin kuin 
                                                             
265 Kamarinou – Millard – Singh 2016, s. 15. 
266 Tietosuoja-asetus 22(3) artikla.  
267 Kamarinou – Millard – Singh 2016, s. 15. 
268 Käsittelen syrjivyyttä tarkemmin jäljempänä kappaleessa 5.2.2. 
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ihmiset pystyvät.269 Osassa tapauksissa voi jopa olla suotavaa, että koneoppimisalgoritmin 
muodostama päätös arvioidaan toisen algoritmin toimesta, joka on luotu nimenomaan 
tarkastamisen ja kontrollin avuksi270. Tämä liittyy koneoppimisalgoritmien 
läpinäkymättömyydestä johtuviin ongelmiin, joita käsittelen tarkemmin kappaleessa 5.3.  
4.4 Vaikutustenarviointi 
Tässä yhteydessä on huomioitava myös asetuksen 35(1) artikla, joka koskee 
vaikutustenarviointia. Kyseisen kohdan mukaan ”[j]os tietyntyyppinen käsittely etenkin uutta 
teknologiaa käytettäessä todennäköisesti aiheuttaa – käsittelyn luonne, laajuus, asiayhteys 
ja tarkoitukset huomioon ottaen – luonnollisen henkilön oikeuksien ja vapauksien kannalta 
korkean riskin, rekisterinpitäjän on ennen käsittelyä toteutettava arviointi suunniteltujen 
käsittelytoimien vaikutuksista henkilötietojen suojalle.” Artiklan listaus on 
esimerkinomainen, eli on mahdollista, että korkea riski aiheutuu myös muissa tilanteissa, 
kuin artiklassa nimenomaisesti mainituissa271.  
Artiklan mukaan etenkin uusi teknologia voi todennäköisesti aiheuttaa korkean riskin ja 
vaikutustenarviointi olisi tehtävä. Koneoppiminen ei sinällään ole enää uusi teknologia272. 
Tietyssä mielessä kuitenkin koneoppimisen eri käyttökohteet voivat olla uusia ja 
koneoppimista jatkuvasti hyödynnetään yhä erilaisemmilla tavoilla ja erilaisimmissa 
ympäristöissä. Siten tulisi ainakin harkita, onko yksittäistapauksessa käsillä olevaa 
koneoppimisen sovellusta pidettävä ”uutena”. Rekisterinpitäjän tulee joka tapauksessa ottaa 
huomioon edellä esitetysti käsittelyn luonne, laajuus, asiayhteys ja tarkoitukset. Tämän 
perusteella on katsottu, että se tapa, jolla tietty koneoppimisen sovellus on kehitetty ja miten 
sitä käytetään, saattaa velvoittaa vaikutustenarvioinnin tekemiseen, vaikka kyseistä 
koneoppimisen sovellusta ei katsottaisikaan uudeksi teknologiaksi273.  
Vaikutustenarviointi vaaditaan myös tilanteissa, joissa on kyse luonnollisten henkilöiden 
henkilökohtaisten ominaisuuksien järjestelmällisestä ja kattavasta arvioinnista ja joka 
perustuu automaattiseen käsittelyyn, kuten profilointiin, ja johtaa päätöksiin, joilla on 
luonnollista henkilöä koskevia oikeusvaikutuksia tai jotka vaikuttavat luonnolliseen 
henkilöön vastaavalla tavalla merkittävästi274. Toisin sanoen automaattinen päätöksenteko 
                                                             
269 Kamarinou – Millard – Singh 2016, s. 15. 
270 Singh – Walden – Crowcroft – Bacon 2016, s. 19 ja Kamarinou – Millard – Singh 2016, s. 15. 
271 WP29 Guidelines 2017, s. 7. 
272 Kamarinou – Millard – Singh 2016, s. 13. 
273 Ibid., s. 13. 
274 Tietosuoja-asetus 35(3)(a) artikla. 
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vaatii vaikutustenarvioinnin suorittamisen. Tässä yhteydessä 35(3)(a) artiklan sanamuoto ei 
kuitenkaan edellytä, että käsittely perustuu pelkästään automaattiseen käsittelyyn. Siten 
vaikutustenarviointia todennäköisesti vaaditaan myös niissä tilanteissa, joissa 22(1) artikla 
ei sovellu, koska käsittely ei ole artiklan vaatimalla tavalla automaattista.275  
Asetuksen johdanto-osan 91 kohdassa todetaan, että vaikutustenarviointia tulisi soveltaa 
etenkin, kun kyse on erityisen laajoista käsittelytoimista, joissa on tarkoitus käsitellä 
huomattavia määriä henkilötietoja ja jotka voivat vaikuttaa suureen määrään rekisteröityjä 
ja joihin todennäköisesti liittyy korkea riski esimerkiksi tietojen arkaluonteisuuden vuoksi. 
Saman kohdan mukaan tämä pätee etenkin silloin, kun uutta teknologiaa hyödynnetään 
laajasti. Big data -analytiikka kiistatta hyödyntää huomattavia määriä henkilötietoja. Sen 
sijaan asetuksen johdanto-osa ei täsmennä, millä tavalla käsittelyn tulisi vaikuttaa 
rekisteröityyn tai mitä oikeuksilla ja vapauksilla tarkoitetaan. WP29-tietosuojatyöryhmä on 
todennut riskiarviointiin liittyen, että ”oikeuksilla ja vapauksilla” tarkoitetaan ensisijaisesti 
oikeutta yksityisyyteen, mutta se voi kattaa myös muita perusoikeuksia, kuten syrjinnän 
kiellon tai liikkumisvapauden276. Jäljempänä kappaleessa 5.2 esitettävästi koneoppiminen 
voi melko helposti johtaa syrjiviin vaikutuksiin, joten vaikutustenarvioinnin suorittaminen 
on tältäkin kannalta todennäköisesti tarpeellista.  
Vaikutustenarviointia edellytetään siis suhteellisen useissa eri tilanteessa, mistä johtuen eri 
koneoppimissovelluksissa on olennaista arvioida vaaditaanko sen suorittamista277. Kaikissa 
koneoppimisen käyttötilanteissa ei ole esimerkiksi kyse automaattisista päätöksistä, mutta 
syrjiviä vaikutuksia saattaa silti aiheutua. Nähdäkseni asetuksen noudattamatta jättämisestä 
aiheutuvien riskien minimoimisen kannalta on suotavaa mieluummin suorittaa 
vaikutustenarviointi, kuin jättää se suorittamatta koneoppimisympäristössä, joka big data -
luonteensa takia voidaan todennäköisesti helpostikin katsoa riskialttiiksi278. Myös WP29-
tietosuojatyöryhmän ohjeistus on mieluummin suorittaa vaikutustenarviointi epäselvissä 
tilanteissa, kuin jättää suorittamatta279.  
                                                             
275 WP29 Guidelines 2017 II, s. 27. 
276 WP29 Statement 2014 II, s. 3. Koska vaikutustenarviointi voi aktualisoitua myös muiden oikeuksien ja 
vapauksien kuin yksityisyyden suhteen, on sen suorittaminen luonnollisesti vaativampaa (Conçalves 2017, s. 
100). Esimerkiksi syrjivyyden huomaaminen ja poistaminen on myöhemmin kappaleessa 5.2 esitettävästi 
haastavaa, mikä vaikuttaa myös vaikutustenarvioinnin suorittamiseen.   
277 Kamarinou – Millard – Singh 2016, s. 13. 
278 Voigt – von dem Bussche 2017, s. 237–238. 
279 WP29 Guidelines 2017, s. 7. 
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5.1.1 Yleistä käsittelyn lainmukaisuudesta 
Asetuksen 5(1)(a) artiklan mukaan henkilötietoja on käsiteltävä lainmukaisesti. Tämä 
muotoilu ei vielä itsessään selvennä lainmukaisuuden sisältöä. Jotta käsittelyä voidaan pitää 
lainmukaisena, tulee sen täyttää kaikki 5 artiklan periaatteet, minkä lisäksi sen tulee perustua 
johonkin 6 artiklassa listattuun käsittelyperusteeseen280. Lainmukaisuus edellyttää lisäksi, 
että henkilötietoja käytetään myös muun lainsäädännön kuin tietosuojalainsäädännön 
mukaisesti. Siten huomioon tulee ottaa esimerkiksi perusoikeudet.281  
Asetuksen johdanto-osan 40 kohdan mukaan henkilötietojen käsittelyn lainmukaisuus 
edellyttää, että käsittely perustuu asianomaisen rekisteröidyn suostumukseen tai muuhun 
oikeutettuun perusteeseen. Muita perusteita ovat 6 artiklan mukaan esimerkiksi 
rekisterinpitäjän tai kolmannen osapuolen oikeutetut edut sekä rekisterinpitäjän lakisääteiset 
velvoitteet. Käytännössä rekisterinpitäjän oikeutetut edut -peruste johtaa helposti 
tilanteeseen, jossa käsittely on mahdollista melkein millä tahansa syyllä. Tämän vuoksi suuri 
osa käsittelytoimista tuleekin todennäköisesti pohjautumaan tähän perusteeseen.282 Tällä 
perusteella ei voi kuitenkaan käsitellä henkilötietoja 22 artiklan mukaisessa automaattisessa 
päätöksenteossa. Siten koneoppimisen yhteydessä perusteen käyttömahdollisuudet eivät 
välttämättä osoittaudu kovin laajoiksi.  
Koneoppimisen kontekstissa esimerkiksi 6(1)(d) artikla saattaa tietyissä tilanteissa tarjota 
perusteen lainmukaiselle käsittelylle. Kyseinen kohta viittaa sellaiseen henkilötietojen 
käsittelyyn, joka on tarpeen yleistä etua koskevan tehtävän suorittamiseksi. WP29-
tietosuojatyöryhmä on katsonut, että tämä peruste saattaisi täyttyä esimerkiksi, mikäli 
profilointi olisi välttämätöntä sellaisten mallien kehittämiseksi, jotka ennustaisivat 
hengenvaarallisten tautien leviämistä283. Näin ollen myös mikäli koneoppimisalgoritmia 
kehitettäisiin tällaiseen tehtävään, voisi 6(1)(d) artiklan olettaa soveltuvan ja henkilötietoja 
saisi käyttää harjoitusdatassa tällä perusteella. 
                                                             
280 de Hert – Papakonstantinou 2016, s. 187. 
281 WP Opinion 03/2013, s. 20. 
282 Gonçalves 2017, s. 95 ja 96. 
283 WP29 Guidelines 2017 II, s. 21. 
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Koneoppimisen näkökulmasta mielenkiintoisia kysymyksiä nousee esiin etenkin 
suostumuksen suhteen, minkä vuoksi sitä on syytä tarkastella lähemmin. Muut 
käsittelyperusteet ovat myös tärkeitä, mutta niiden kohdalla kyse on usein enemmän 
nimenomaan tapauskohtaisesti arvioinnista, kuten esimerkiksi edellä mainitussa yleisen 
edun toteuttamisessa284. Sen sijaan suostumus ja sen edellytykset ovat jo konseptina jossain 
määrin ongelmallisia koneoppimisen yhteydessä285. Käytännössä on melko 
epätodennäköistä, että esimerkiksi henkilötietojen käyttö koneoppimiseen harjoitusdatana 
olisi välttämätöntä sopimuksen tekemiseksi tai täytäntöön panemiseksi rekisteröidyn kanssa. 
Siten muiden käsittelyperusteiden käytännön merkitys saattaa koneoppimisessa jäädä 
marginaaliseksi, etenkin koneen opetusvaiheessa.   
5.1.2 Suostumus 
5.1.2.1 Yleistä suostumuksesta 
Suostumus on perinteisesti hallinnut eri tietosuojalainsäädäntöjä yhtenä keskeisimmistä 
elementeistä tietosuojan toteuttamisessa ja sen katsotaan usein olevan tärkein lainmukainen 
peruste henkilötietojen käsittelylle286. Muut lainmukaisen käsittelyn perusteet ovat 
luonteeltaan enemmän tapauskohtaisia, ja siten niiden käyttö on väistämättä rajoitettua287. 
Suostumus perustuu siihen käsitykseen, että rekisteröidyt tekevät tietoisia, rationaalisia ja 
itsenäisiä valintoja henkilötietojensa käsittelystä. Tosiasiassa ei ole lainkaan selvää, että 
rekisteröidyt pystyvät aina tekemään valinnan tai ovat edes halukkaita siihen.288  
Jo pidemmän aikaa on esitetty näkemyksiä, joiden mukaan suostumukseen nojaavat 
tietosuojaratkaisut eivät ole kestäviä tai tehokkaita datan määrän lisääntyessä ja datan 
käyttömahdollisuuksien monipuolistuessa289. Suostumus voi olla tietyissä tilanteissa jopa 
mahdoton hankkia290. Tosiasiassa merkittävä osa datasta kerätään melkein huomaamatta 
erilaisten sensoreiden, kuten älypuhelinten paikannusmekanismien kautta. Näissä tilanteissa 
rekisteröidyt harvemmin todella tietävät mitä kaikkea tietoa heistä kerätään ja annettu 
                                                             
284 de Hert – Papakonstantinou 2016, s. 187 
285 Sama pätee myös yleisesti big dataan ja big data -analytiikkaan. Myös näiden suhteen etenkin suostumus 
on ongelmallinen. 
286 WP29 Opinion 15/2011, s. 4–5, Zanfir 2014, s. 237, Cate – Mayer-Schönberger 2013, s. 68 ja de Hert – 
Papakonstantinou 2016, s. 187. Suostumus toteuttaa yksilön tiedollista itsemääräämisoikeutta. (Marriott – 
Robinson 2017, s. 64)  
287 de Hert – Papakonstantinou 2016, s. 187. Tärkeää on kuitenkin huomata, että myös suostumus on aina 
tietyssä määrin rajoitettu, sillä suostumuskin pitää antaa tiettyyn käyttötarkoitukseen, eikä se voi olla liian laaja. 
288 Schermer – Custers – van der Hof 2014, s. 171. 
289 Cate – Mayer-Schönberger 2013, s. 69. 
290 de Hert – Papakonstantinou 2016, s. 187. 
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suostumus on voinut olla niin epämääräinen, että se on käytännössä merkityksetön.291 
Lisäksi tutkimukset ovat osoittaneet, että rekisteröidyt eivät useinkaan täysin ymmärrä 
henkilötietojensa käsittelyn seurauksia ja riskejä, mutta tästä huolimatta antavat etenkin 
verkossa suostumuksensa melko helposti. Tällöin suostumus ei palvele tarkoitustaan.292 
Suostumuspohjaisen tietosuojalainsäädännön on katsottu asettavan yksilöille kohtuuttoman 
taakan.293 Kun rekisteröityjen annetaan päättää itse henkilötietojensa luovuttamisesta, 
samalla heidät myös jätetään yksin asioimaan suurien toimijoiden kanssa, jotka tosiasiassa 
määräävät ne ehdot, joihin rekisteröityjen tarvitsee suostua voidakseen käyttää esimerkiksi 
tiettyä palvelua.294 Rekisteröityjen tulee tällöin itse ymmärtää mihin he ovat suostumassa, 
tehdä valintoja ja osallistua henkilötietojensa valvontaan295.  
Asetuksessa suostumuksella on kuitenkin edelleen vahva rooli. Asetuksen 4 artiklan 11 
kohta määrittelee suostumuksen tarkoittavan ”[…] mitä tahansa vapaaehtoista, yksilöityä, 
tietoista ja yksiselitteistä tahdonilmaisua, jolla rekisteröity hyväksyy henkilötietojensa 
käsittelyn antamalla suostumusta ilmaisevan lausuman tai toteuttamalla selkeästi 
suostumusta ilmaisevan toimen”. Asetuksen johdanto-osan 32 kohdan mukaan suostumus 
tulee antaa aktiivisesti, ja jos käsittelyllä on useita tarkoituksia, suostumus pitää antaa 
jokaista käsittelytarkoitusta varten erikseen. 
5.1.2.2 Suostumuksen edellytykset 
Suostumuksen tulee olla siis vapaaehtoinen, yksilöity, tietoinen ja yksiselitteinen. Asetus 
tiukentaa tietyssä määrin suostumuksen edellytyksiä verrattuna direktiiviin ja pyrkii siten 
vastaamaan esitettyyn kritiikkiin sekä eri rekisterinpitäjien kyseenalaisiin suostumuksen 
hankkimiskeinoihin296. Asetuksesta käy esimerkiksi selvästi ilmi, että suostumus edellyttää 
selkeää toimea rekisteröidyltä, eikä passiivisuutta voida katsoa suostumukseksi297. Myös 
suostumuksen vapaaehtoisuuden suhteen asetus selkeyttää oikeustilaa. Aiemmin direktiivi 
vain totesi, että suostumus pitää antaa vapaaehtoisesti, mutta asetuksessa vapaaehtoisuutta 
käsitellään laajemmin. Asetuksessa todetaan muun muassa, että: ”[s]uostumusta ei voida 
pitää vapaaehtoisesti annettuna, jos rekisteröidyllä ei ole todellista vapaan valinnan 
                                                             
291 Cate – Mayer-Schönberger 2013, s. 71. 
292 Schermer – Custers – van der Hof 2014, s. 171 ja s. 176 ja Gonçalves 2017, s. 96. 
293 Cate – Mayer-Schönberger 2013, s. 69. 
294 Datatilsynet 2015, s. 40. 
295 Cate – Mayer-Schönberger 2013, s. 69. 
296 de Hert – Papakonstantinou 2016, s. 187. 
297 Tietosuoja-asetus, johdanto-osan 32 kohta: ”Suostumus olisi annettava selkeästi suostumusta ilmaisevalla 
toimella […]. Suostumusta ei sen vuoksi pitäisi voida antaa vaikenemalla, valmiiksi rastitetuilla ruuduilla tai 
jättämällä jokin toimi toteuttamatta.” 
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mahdollisuutta ja jos hän ei voi myöhemmin kieltäytyä suostumuksen antamisesta tai 
peruuttaa sitä ilman, että siitä aiheutuu hänelle haittaa298”.  
Koneoppimisen suhteen suostumus on ongelmallinen etenkin tietoisuuden ja 
yksilöitävyyden kannalta.  Suostumus voi tulla kyseeseen ainakin koneen 
opettamisvaiheessa sekä myöhemmin esimerkiksi automaattisen päätöksenteon yhteydessä.  
Jotta koneoppimisen kontekstissa suostumus katsotaan tietoiseksi ja yksilöidyksi, tulee 
rekisterinpitäjien antaa rekisteröidyille ensinnäkin mielekästä ja järkevää tietoa 
automaattisen käsittelyn logiikasta299. Kuitenkin koneoppimisalgoritmit ovat usein 
luontaisesti läpinäkymättömiä niiden toiminnan suhteen300. Vaikka algoritmi olisikin 
sinällään läpinäkyvä, ei se mitä todennäköisimmin ole helppotajuinen tai ymmärrettävä 
rekisteröidylle301.  
Tietosuojatyöryhmä on direktiiviin liittyen katsonut ”yksilöidyn” edellyttävän, että 
suostumus liittyy hyvin määriteltyyn ja konkreettiseen tilanteeseen. Suostumuksen tulisi 
viitata selkeästi ja nimenomaisesti käsittelyn laajuuteen ja sen seurauksiin. Toisin sanoen 
yleinen sopimus esimerkiksi siitä, että rekisteröity suostuu terveystietojensa keräämiseen 
potilastietojärjestelmään ja samalla kaikkiin tuleviin terveystietojensa siirtoon lääketieteen 
ammattilaisille, jotka osallistuvat hänen hoitoonsa, ei muodostaisi suostumusta direktiivin 
tarkoittamalla tavalla.302 Tietosuojatyöryhmän kannan voi katsoa pätevän edelleen asetuksen 
aikana. Tästä johtuen on mahdollista, että suostumus tulisi antaa erikseen jokaista tilannetta 
varten, jossa henkilötietoja käytetään automaattisessa päätöksenteossa, erityisesti 
esimerkiksi juuri lääketieteellisissä yhteyksissä303.  
Tietoisuuden saavuttaminen taas edellyttää ainakin sitä, että rekisteröidylle annettu 
informaatio on ymmärrettävää, eikä siinä saa käyttää esimerkiksi jargonia304. Jo pelkkä 
koneoppimisen käsitteen selittäminen saattaa olla haastavaa ja sisältää paljon teknistä 
sanastoa, jota keskivertoihmisen ei voida olettaa ymmärtävän. Mitä pidemmälle 
koneoppimisen logiikan selittämisessä mennään, sitä vaikeammaksi terminologia muuttuu 
ja sitä vaikeampi on tarjota selväsanaista selitystä niissäkään tilanteissa, joissa ei edes ole 
                                                             
298 Tietosuoja-asetus, johdanto-osan 42 kohta. Muita edellytyksiä on myös esimerkiksi johdanto-osan 43 
kohdassa.  
299 Käsittelen jäljempänä läpinäkyvyyden yhteydessä, että on epäselvää, mitä ”logiikka” tarkoittaa. Katso 
kappale 5.3. 
300 Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 1. 
301 Datatilsynet 2015, s. 40. 
302 WP29 Opinion 15/2011, s. 17–18 ja WP29 Working Document 2007, s. 9. 
303 Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 1–2. 
304 WP29 Opinion 15/2011, s. 20. 
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kyse black box -algoritmista. Vaikka koneoppimisesta onnistuttaisiinkin antamaan riittävä 
tieto rekisteröidylle, ei tämä kuitenkaan takaa sitä, että rekisteröidyt tosiasiassa perehtyisivät 
saamaansa tietoon ja sen pohjalta tekisivät rationaalisen päätöksen.  
Rubinstein on katsonut tiedonlouhintaan liittyen, ettei rekisterinpitäjä pysty tarjoamaan 
riittävää tietoa rekisteröidylle henkilötietojen käytöstä, koska etukäteen ei tiedetä mitä 
datasta saatetaan löytää. Tästä seuraa etteivät rekisteröidyt myöskään tiedä mahdollisista 
korrelaatioista, eivätkä sen vuoksi voi tietoisesti suostua henkilötietojensa käyttöön 
tiedonlouhinnassa tai big data -analytiikassa305.  Koneoppimisen kontekstissa tämä 
tarkoittaisi harjoitusvaiheen suhteen sitä, että jää epäselväksi, onko algoritmin opettamista 
varten annettu suostumus asetuksen edellyttämällä tavalla tietoinen. Yleisellä tasolla asia on 
selvä: rekisteröity suostuu tietojensa käyttämiseen algoritmin kehittämisessä. Algoritmia 
kuitenkin sovelletaan lopulta johonkin tarkoitukseen. Rekisteröity, tai kukaan mukaan, ei 
kuitenkaan etukäteen tiedä, minkälaisia korrelaatioita algoritmi tulee hänen 
henkilötietojensa perusteella tekemään. Sama pätee esimerkiksi myös kun rekisteröity 
luovuttaa henkilötietonsa automaattista päätöksentekoa varten: ylätasolla tilanne on selvä, 
mutta tosiasiassa rekisteröity ei voi tietää miten algoritmi hänen henkilötietojaan käsittelee 
ja millaisia korrelaatioita hänen henkilötietojensa perusteella voidaan havaita. 
Nähdäkseni asetuksen johdanto-osaan otettu tarkennus ”tietoisuudesta” kuitenkin estää näin 
pikkutarkan lähestymistavan ainakin koneoppimisen suhteen, kuin mitä Rubinstein on 
esittänyt306. Kyseisen 42 kohdan mukaan tietoisen suostumuksen antamiseksi rekisteröidyn 
olisi tiedettävä vähintään rekisterinpitäjän henkilöllisyys ja tarkoitukset, joita varten 
henkilötietoja on määrä käsitellä. Tähän mielestäni riittää tieto esimerkiksi siitä, että dataa 
käytetään koneoppimisalgoritmin opettamiseen ja kyseistä algoritmia tullaan käyttämään 
luotonantoriskien määrittämisessä. Rubinsteinin näkökulma tulisikin asetuksen kontekstissa 
ymmärtää enemmän kritiikkinä koko suostumusmallia kohtaan, eikä niinkään tietosuoja-
asetuksen (tai aiemmin direktiivin) suostumusartikloja koskevina tulkintoina. Nähdäkseni 
Rubinsteinin kannassa on enemmän kyse siitä, onko lainkaan mielekästä puhua tietoisesta 
suostumuksesta big datan yhteydessä, koska voiko esimerkiksi asetuksen edellyttämä 
informaatio täyttää ”tietoisuutta” sanan juridiikan ulkopuolisessa merkityssisällössä.  
                                                             
305 Rubinstein 2013, s. 78. 
306 Sen sijaan Rubinsteinin kanta on nähdäkseni perusteltu, kun on kyse sellaisesta tiedonlouhinnasta, jossa 
vain sokeasti yritetään löytää ihan mitä tahansa uutta. Tällöin suostumusta tuskin voidaan pitää tietoisena tai 
yksilöitynä, sillä käsittelyn tarkoitus ja laajuus on niin avoin. Vertaa esimerkiksi WP29 Opinion 15/2011, jossa 
todetaan:”It (consent) cannot apply to an open-ended set of processing activities.” (s. 17) 
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Suostumus ei siten välttämättä täytä sille asetettua tehtävää. Suostumuksen käyttäminen 
merkittävänä laillisuuden takeena ei eräiden näkemysten mukaan enää vastaa 2000 -luvun 
henkilötietojen käsittelyn todellisuutta307. Useat tutkijat ovatkin ehdottaneet, että vastuuta 
henkilötietojen suojelemisesta siirrettäisiin yhä enemmän rekisteröidyltä 
rekisterinpitäjälle308. On kuitenkin myös katsottu, että suostumuksen rajallisuudesta 
huolimatta sillä voisi edelleen olla jonkinlainen rooli tietosuojalainsäädännössä. Suostumus 
voisi tulla kyseeseen esimerkiksi tiettyjen henkilötietojen kohdalla tai tiettyjä tarkoituksia 
varten. Kun suostumusta käytetään vain rajatuissa tilanteissa, voisivat rekisteröidytkin 
kiinnittää tosiasiassa enemmän huomiota ja aidosti pohtia tietojensa luovuttamista.309 
Suostumuksen rooli on osittain symbolinen ja antaa rekisteröidyille tunteen siitä, että heillä 
on jotain valtaa omien henkilötietojensa suhteen. Tästä syystä mielestäni suostumus tulisi 
säilyttää jossakin muodossa, sillä sen yksi tarkoitus on toteuttaa vapaata valintaa ja yksilön 
autonomiaa, joiden toteutumista voidaan pitää tärkeänä310. 
5.1.2.3 Oikeus peruuttaa suostumus ja tulla unohdetuksi 
Asetuksen yhtenä lähtökohtana on antaa rekisteröidylle vahvempi asema suhteessa omiin 
henkilötietoihinsa311. Tämä on toteutettu muun muassa sen kautta, että suostumus on voitava 
peruuttaa312. Suostumuksen peruuttaminen ei vaikuta ennen peruuttamista tehdyn käsittelyn 
lainmukaisuuteen, mutta siihen liittyy 17 artiklassa rekisteröidylle myönnetty ”oikeus tulla 
unohdetuksi” (eng. right to be forgotten), eli rekisteröidyn oikeus saada henkilötietonsa 
poistettua tiettyjen edellytysten täyttyessä. Yksi 17 artiklassa listattu edellytys on juuri 
suostumuksen peruuttaminen.  
Rekisteröidyllä olisi siten suostumuksen peruuttamisen jälkeen oikeus vaatia, että hänen 
henkilötietonsa, jotka on sisällytetty koneoppimismalliin, poistetaan. Yksittäisen tiedon 
poistaminen algoritmista on kuitenkin hankalaa, eikä välttämättä aina edes mahdollista313. 
Tämä taas johtaa siihen, ettei rekisterinpitäjällä ole välttämättä oikeutta enää käyttää mallia 
                                                             
307 Gonçalves 2017, s. 96. 
308 Cate – Mayer-Schönberger 2013, s. 70.  
309 Ibid., s. 69. Tutkimukset ovat esimerkiksi osoittaneet, että ihmiset tavallisesti lakkaavat kiinnittämästä 
huomiota viesteihin, joita he saavat usein. Toisin sanoen mikäli suostumusta suojakeinona käytetään paljon, 
saattaa se menettää kokonaan merkityksensä. (Schermer – Custers – van der Hof 2014, s. 176) Toisaalta on 
esitetty myös kannanottoja, jotka vielä selvemmin puoltavat suostumuksen vahvaa asemaa. Katso esimerkiksi: 
Urquhart – Rodden 2017, s. 162. 
310 Schermer – Custers – van der Hof 2014, s. 174. 
311 Katso esim. Komission tiedote 2016, jossa digitaalisista sisämarkkinoista vastaava varapuheenjohtaja 
Andrus Ansip toteaa: ”Kun tietosuoja on turvattu vankoin yhteisin normein, ihmiset voivat luottaa siihen, että 
he hallitsevat henkilötietojaan itse.” 
312 Tietosuoja-asetus 7(3) artikla.  
313 Sähköpostiviesti Indrė Žliobaitėlta 13.8.2017. 
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tai vaihtoehtoisesti rekisterinpitäjän tulisi luoda se uudelleen ilman tätä henkilötietoa314. 
Algoritmien uudelleen luominen aiheuttaa luonnollisesti taloudellisia kustannuksia 
rekisterinpitäjälle. Mahdollista myös on, että mallista tulee henkilötietojen poiston vuoksi 
vähemmän edustava ja tarkka, jolloin taas voi syntyä ongelmia esimerkiksi 
syrjimättömyyden varmistamisessa315.  
Käytännössä vain harvat koneoppimisalgoritmit säilövät dataa. Toisin sanoen tyypillinen 
algoritmi luo harjoitusdatasta sääntöjä ja säilöö vain nämä säännöt, joiden perusteella se 
jatkossa toimii.316 Mikäli rekisteröity tässä tilanteessa peruisi suostumuksensa ja vaatisi 
henkilötietojensa poistamista, ei algoritmissa ole mitään konkreettista poistettavaa.  Tällöin 
poistamisvaatimus voi koskea lähinnä vain rekisterinpitäjällä muuten olevia tietoja, 
esimerkiksi mikäli rekisterinpitäjä on säästänyt käytetyn harjoitusdatan algoritmin 
ulkopuolella. Sen sijaan niin laajaa tulkintaa tuskin voidaan pitää mielekkäänä, että 
poistamisoikeus johtaisi myös opetetun algoritmin, joka ei säilö dataa, muokkaamiseen. 
Tällöin henkilötietojen poistaminen tarkoittaisi jo opetetun algoritmin nollaamista ja 
opettamista alusta alkaen uudelleen, niin ettei kyseisen rekisteröidyn henkilötietoja enää 
käytettäisi. Tilastollisten tarkoitusten yhteydessä totesin aiemmin, että algoritmin luoma 
sääntö todennäköisesti tulkitaan yhdistelmätiedoksi. Siten johdonmukaista olisi myös tässä 
yhteydessä katsoa, että kyse ei ole enää henkilötiedosta, jonka poistoa rekisteröity voisi 
vaatia. Asetus ei kuitenkaan anna tähän selkeää vastausta.  WP29 -tietosuojatyöryhmä on 
kuitenkin todennut, että poistamisoikeus koskee sekä malliin rakentamisessa käytettyä dataa 
(eng. input), että mallin tuottamaa dataa (eng. output). Koska työryhmä ei kuitenkaan avaa 
kantaansa tämän enempää, jää epäselväksi viittaako se vain tilanteisiin, joissa ”input data” 
jää säilöön, vai myös tilanteisiin, joissa esimerkiksi algoritmi ei tätä dataa tallenna.317 
Kappaleessa 3.5 käsittelin, kuinka tilastolliset tarkoitukset -poikkeuksen on katsottu 
mahdollistavan big data -analytiikan käytön huolimatta sen ristiriitaisuuksista 
tietosuojaperiaatteiden kanssa. Mikäli johdanto-osan 162 kohta ei estäisikään tällä 
poikkeusperusteella käsiteltyjen henkilötietojen käyttämistä koneoppimisessa nimenomaan 
                                                             
314 Kamarinou – Millard – Singh 2016, s. 21. Samankaltainen ongelma syntyy myös rekisteröidyn oikeudesta 
vaatia tietojen oikaisua, josta säädetään 16 artiklassa.  
315 Katso syrjimättömyydestä koneoppimisessa tarkemmin kappale 5.2.2. Tällöin yhden rekisteröidyn oikeus 
voi siis vaikuttaa negatiivisesti muiden rekisteröityjen oikeuksiin, mikäli algoritmista tulee huonommin 
toimiva datan poistamisen johdosta. Kuitenkin vain yksittäisen tiedon poistaminen harvoin vaikuttaa 
merkittävästi malliin, vaikka tämäkin on mahdollista (Sähköpostiviesti Indrė Žliobaitėlta 13.8.2017). Ongelmia 
kuitenkin varmasti esiintyisi, mikäli useampi rekisteröity pyytäisi omien tietojensa poistamista.  
316 Sähköpostiviesti Indrė Žliobaitėlta 13.8.2017. 
317 WP29 Guidelines 2017 II, s. 25. 
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automaattisen päätöksenteon yhteydessä, tulisi tällöin huomioida kyseisestä poikkeuksesta 
johtuva rekisteröidyn oikeuksien rajoitus. Sama pätee myös, mikäli koneoppiminen ei sisällä 
päätöksentekoa tai johda päätöksentekoon318, ja on siten selvemmin tilastolliset tarkoitukset 
-poikkeuksen soveltamisalalla. Asetuksen 17(3)(d) artiklan mukaan oikeutta tulla 
unohdetuksi ei nimittäin sovelleta, jos käsittely on tarpeen tilastollisia tarkoituksia varten ja 
tämä oikeus todennäköisesti estäisi kyseisen käsittelyn tai vaikeuttaisi sitä suuresti319. Edellä 
esitetysti algoritmien suhteen on melko selvää, että henkilötietojen poistaminen jälkikäteen 
algoritmista on vähintäänkin vaikeaa. Sen sijaan tulevan käsittelyn suhteen ei voida katsoa 
olevan ongelmaa, toisin sanoen rekisteröity voisi estää hänen henkilötietojensa käytön 
tilastollisiin tarkoituksiin tulevaisuudessa320.  
Yleisesti oikeuden tulla unohdetuksi tehokas käyttäminen edellyttää, että rekisteröity tietää, 
että rekisterinpitäjällä on häntä koskevia henkilötietoja. Asetuksen 14 artikla koskee 
toimitettavia tietoja, kun henkilötietoja ei ole saatu rekisteröidyltä itseltään. Kyseisen 
artiklan 5 kohdan b alakohdan mukaan rekisterinpitäjällä ei ole velvollisuutta informoida 
rekisteröityä jos tietojen toimittaminen osoittautuu mahdottomaksi tai se vaatisi kohtuutonta 
vaivaa, erityisesti kun käsittely tapahtuu tilastollisia tarkoituksia varten. 
Informointivelvollisuutta ei myöskään ole, mikäli se todennäköisesti estäisi tilastollisten 
tarkoitusten saavuttamisen tai vaikeuttaa sitä suuresti. Johdanto-osan 62 kohdan mukaan 
tässä tulee ottaa huomioon rekisteröityjen määrä, tietojen ikä ja mahdollisesti hyväksytyt 
asianmukaiset suojatoimet. Tilasto jo käsitteenä edellyttää kohtuullisen merkittävää 
tietomassaa, jotta yleistyksiä on mahdollista tehdä. Siten voidaan ajatella, että rekisteröidyn 
informointi vaatisi helposti kohtuutonta vaivaa. Näin ollen myös koneoppimisympäristössä 
on mahdollista, ettei rekisteröity välttämättä edes saa tietää hänen henkilötietojensa 
käsittelystä.  
5.2 Kohtuullisuus 
5.2.1 Kohtuullisuuden merkitys 
Kohtuullisuus on toinen 5(1)(a) artiklan asettamista vaatimuksista henkilötietojen 
käsittelylle. Englanninkielisessä asetusversiossa käytetään termiä ”fairness”, joka on 
                                                             
318 Eli kun koneoppimisen sovellus ei johda ketään luonnollista henkilöä koskeviin toimenpiteisiin tai 
päätöksiin. Mahdollista siis on käyttää koneoppimisessa henkilötietoja, ilman että tarkoituksena on soveltaa 
koneoppimista automaattiseen päätöksentekoon. Käytännössä tällaiset sovellukset lienevät kuitenkin 
harvinaisia.  
319 Asetuksen 17(3) artiklassa on lueteltuna myös muita tilanteita, jotka tekevät poikkeuksen oikeuteen tulla 
unohdetuksi.  
320 Pormeister 2017, s. 140. 
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monimerkityksellisempi kuin suomenkieliseen versioon valittu ”kohtuullisuus”. Nähdäkseni 
asetuksen kontekstissa ”kohtuullisuus” tuleekin ymmärtää laajemmin, sisältäen myös 
oikeudenmukaisuuden ja reiluuden ajatuksen. 5 artiklassa kohtuullisuuden yhteydessä 
puhutaan suomenkielisessä versiossa myös, että henkilötietoja on käsiteltävä 
”asianmukaisesti” (eng. fairly). Käytän tässä termiä kohtuullisuus, jotta teksti on linjassa 
suomenkielisen asetusversion kanssa, mutta nimenomaan edellä selitetyssä laajennetussa 
merkityksessä. Kohtuullisuus linkittyykin siten kiinteästi lainmukaisuuteen, joka aiemmin 
käsitellysti edellyttää myös muun lainsäädännön kuin tietosuojalainsäädännön huomioimista 
ja noudattamista. 
Kohtuullisuuden on katsottu olevan tietosuojalainsäädäntöjen perimmäinen tavoite. 
Tietosuojalainsäädäntöjen tulisi varmistaa kohtuullisuus henkilötietojen käsittelyssä ja 
jossain määrin myös sen käsittelyn lopputulosten suhteen.321  Koneoppimisen yhteydessä 
kohtuullisuutta käsitellään usein syrjinnän kautta, ja syrjintä onkin yksi keskeinen 
huolenaihe etenkin automaattiseen päätöksentekoon liittyen. Tästä syystä keskityn 
tutkimaan kohtuullisuutta nimenomaan syrjinnän näkökulmasta322.  
5.2.2 Syrjintä 
5.2.2.1 Syrjinnän traditiot 
Kohtuullisuus edellyttää syrjimättömyyttä. Automaattista päätöksentekoa käsittelevää 22 
artiklaa täsmennetään johdanto-osan 71 kohdassa, jossa todetaan, että:  
”Rekisteröityä koskevan asianmukaisen ja läpinäkyvän käsittelyn varmistamiseksi, [...] 
rekisterinpitäjän olisi […] turvattava henkilötiedot siten, että rekisteröidyn etuihin ja 
oikeuksiin kohdistuvat mahdolliset riskit otetaan huomioon ja estetään muun muassa 
luonnollisten henkilöiden syrjintä rodun tai etnisen alkuperän, poliittisten mielipiteiden, 
uskonnon tai vakaumuksen, ammattiliittoon kuulumisen, geneettisen tilan, terveydentilan tai 
seksuaalisen suuntautumisen perusteella taikka vaikutukset, joiden johdosta toteutetaan 
toimenpiteitä, joilla on tällaisia seurauksia.”323 
Syrjinnän käsitteelle ei kuitenkaan ole olemassa yhtä yleisesti hyväksyttyä määritelmää, 
mutta se linkittyy olennaisesti yhdenvertaisuuden käsitteeseen324. Yhdenvertaisuus taas on 
                                                             
321 Tzanou 2013, s. 89. 
322 Kohtuullisuutta olisi mahdollista tutkia myös esimerkiksi siitä näkökulmasta, kuinka reilusti yritykset 
antavat rekisteröidylle vastinetta heidän luovuttamistaan henkilötiedoista (EDPS Opinion 7/2015, s. 12) tai 
kuinka pitkältä ajalta ihmisten menneisyyttä on kohtuullista sisällyttää arviointiin (Edwards – Veale 2017, s. 
10). Tutkielman laajuuden rajallisuus ei kuitenkaan mahdollista laajempaa kohtuullisuuden tarkastelemista. 
323 Alleviivaukset lisätty. 
324 Goodman 2016, s. 496 ja McCrudden – Prechal 2009, s. 1. 
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tunnustettu yhdeksi EU:n yleisistä periaatteista325. Tästä huolimatta EU:ssa on useita 
erilaisia lähestymistapoja syrjimättömyyden ja yhdenvertaisuuden käsittelemiseen ja 
ymmärtämiseen326. Onkin mahdollista hahmottaa ainakin neljä erilaista traditiota syrjinnän 
ymmärtämisessä. Ensimmäisessä traditiossa syrjimättömyys ymmärretään suhteellisena 
yhdenvertaisuutena, eli lähtökohtaisesti samankaltaisia asioita kohdellaan samalla tavalla.327 
Toisessa traditiossa syrjimättömyys on yhtä kuin positiiviset velvollisuudet edistää 
aktiivisesti yhdenvertaisuutta. Tämä velvollisuus kohdistuu lähinnä julkisiin toimijoihin, 
mutta myös joihinkin yksityisiin.328  Kolmas traditio painottaa syrjimättömyyttä erityisten 
ryhmien suojeluna, jolloin kyse on niiden tilanteiden määrittämisestä, joissa erityiseen 
ryhmään (esimerkiksi rotuun tai sukupuoleen perustuvaan) kuuluminen, ei saa olla 
perusteena epätasa-arvoiselle kohtelulle329. Neljäntenä syrjimättömyys nähdään 
yhteishyvien (eng. prized public goods) tasapuolisena jakautumisena. Yhteishyviä ovat 
esimerkiksi perusoikeudet ja niitä voidaan havaita myös perussopimusten EU:n taloudellista 
integraatiota edistävistä artikloista.330 
Koneoppimisen yhteydessä syrjinnästä puhuttaessa on käytännössä mahdollista hahmottaa 
kaikkien neljän tradition syrjintäkäsityksiä. Esimerkiksi edellä mainittu johdanto-osan 71 
kohta asettaa positiivisia toimintavelvoitteita syrjinnän ehkäisemiseksi (sekä julkisille että 
yksityisille) rekisterinpitäjille, asetuksen 9 ja 22(2) artiklat331 taas heijastelevat kolmannen 
tradition näkökulmaa, ja ensimmäinen traditio voisi ilmetä esimerkiksi sen kautta, että 
algoritmi ei tekisikään samanlaisia päätöksiä kahden yhtä pätevän rekisteröidyn kohdalla. 
                                                             
325 McCrudden – Prechal, 2009, s. 4 ja esimerkiksi Yhdistetyt asiat C-117/76 ja C-16/77, tuomion 7 kohta, 
326 McCrudden – Prechal 2009, s. 1. 
327 Goodman 2016, s. 496. Esimerkiksi oikeuskäytännössä EUT on todennut, että: ”Yhdenvertaisen kohtelun 
yleinen periaate yhteisön oikeuden yleisenä periaatteena edellyttää, että toisiinsa rinnastettavia tapauksia ei 
kohdella eri tavalla eikä erilaisia tapauksia kohdella samalla tavalla, ellei tällaista kohtelua voida 
objektiivisesti perustella” (C-127/07, tuomion 23 kohta). Tämä tunnetaan myös yleisenä yhdenvertaisen 
kohtelun periaatteena (Žliobaitė – Custers 2016, s. 188). 
328 Goodman 2016, s. 497. Esimerkiksi EITI on ratkaisukäytännössään katsonut, että ”Article 14 does not 
prohibit a member State from treating groups differently in order to correct “factual inequalities” between 
them; indeed in certain circumstances a failure to attempt to correct inequality through different treatment 
may in itself give rise to a breach of the Article” (D.H. ja muut v. Tsekin tasavalta, tuomion 175 kohta). 
Käytännössä nämä kaksi ensimmäistä traditiota ovat jossain määrin ristiriidassa, sillä positiivinen 
toimintavelvoite helposti rikkoo ensimmäistä traditiota, jossa erilaisia tilanteita ei tulisi kohdella samalla 
tavalla (Goodman 2016, s. 497). Tässä työssä ei kuitenkaan ole tarkoituksenmukaista syventyä tähän 
tarkemmin.  
329 Goodman 2016, s. 497. Tällä on erityisen vahva perinne EU:ssa. Se ilmenee esimerkiksi juuri EIS:n 14 
artiklasta sekä EUT:n ratkaisukäytännöstä, jossa on suojattu mm. uskontoa ja sukupuolta. Lisäksi Amsterdamin 
sopimuksella komissiolle annettiin valta ryhtyä sopiviin toimiin mm. sukupuoleen, rotuun tai etniseen 
syntyperään, uskontoon tai ikään kohdistuvan syrjinnän estämiseksi. (Goodman 2016, s. 497) Myös POK:n 21 
artikla heijastaa tätä kolmatta traditiota.  
330 McCrudden – Prechal 2009, s. 17. Goodman on nähdäkseni omassa näkemyksessään yhdistänyt toisen ja 
neljännen tradition ja kutsuu tätä ”substantiiviseksi yhdenvertaisuudeksi” (Goodman 2016).  
331 Käsittelen näitä artikloita tarkemmin jäljempänä kappaleessa 5.2.2.3. 
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Neljäs traditio taas vaikuttaa koko asetuksen taustalla332. Koska syrjintäkäsitteen 
merkityksestä riippumatta koneoppimisessa on tunnistettavissa syrjintään liittyviä riskejä, 
en jatkossa keskity erottelemaan syrjintää enää teoreettisesti tämän tarkemmin. Syrjintä 
jaetaan yleensä etenkin edellä mainitun kolmannen tradition yhteydessä vielä epäsuoraan ja 
suoraan syrjintään.  Epäsuoraksi syrjinnäksi katsotaan käytännöt, jotka muodollisesti 
soveltuvat kaikkiin, mutta joilla on tosiasiassa epäsuotuisa vaikutus erityisten ryhmien 
yksilöihin. Suoraa syrjintää taas ovat tilanteet, joissa yksilöä tai ryhmää kohdellaan selvästi 
epäsuotuisasti verrattuna muiden kohteluun samassa tilanteessa.333 Seuraavaksi esitettävästi 
molemmat ovat mahdollisia automaattisessa päätöksenteossa, mutta epäsuora syrjintä on 
nähdäkseni suurempi ongelma, sillä syrjintä koneoppimisessa on usein tahatonta334.  
Syrjivyyden yhteydessä on olennaista ymmärtää, että koneoppiminen etenkin 
automaattisessa päätöksenteossa tarkoittaa informaation priorisointia niin, että painotetaan 
joitakin ominaisuuksia toisten kustannuksella335. Tällöin kyse on erilaisuuksien 
tunnistamisesta ja ymmärtämisestä. Tämä ei vielä itsessään ole kiellettyä syrjintää. 
Kiellettyä syrjintä on sen sijaan eri ihmisryhmien epäoikeudenmukainen kohtelu.336 
Toisistaan tuleekin erottaa priorisointi ja erittely sekä varsinainen syrjintä, joka johtaa 
haitalliseen kohteluun337.  
5.2.2.2 Algoritminen syrjintä 
Big data -analytiikan suhteen käydään paljon keskustelua sen mahdollisista syrjivistä 
vaikutuksista338. Algoritmit ovat lähtökohtaisesti ihmisten luomia rakennelmia ja niiden 
käyttämä data kerätään yhteiskunnasta, minkä vuoksi ne eivät koskaan ole kokonaan 
ihmisten vaikutuksista vapaita ja helposti imevät itseensä yhteiskunnassa esiintyvät 
ennakkoluulot339. Ne voivat korostaa jo olemassa olevia, usein tiedostamattomia, 
ennakkoluuloja ja stereotypioita ja siten vahvistaa sosiaalista poissulkemista340. Lisäksi 
                                                             
332 Asetuksenhan yksi tavoite on yhtenäistää tietosuojalainsäädäntöjä EU:ssa, mikä osaltaan vaikuttaa myös 
taloudelliseen integraatioon. Samalla taas toinen tärkeä tavoite on rekisteröityjen perusoikeuksien, etenkin 
yksityisyyden, suojelu.  
333 Goodman 2016, s. 497–498 
334 Žliobaitė 2017, s. 1061 ja Zarsky 2014, s. 1391, joka toteaa, että algoritmien luojien tiedostamattomat 
ennakkoluulot vaikuttavat algoritmien toimintaan ja johtaa epäsuoraan syrjintään. Myös Euroopan parlamentti 
mainitsee nimenomaan epäsuoran syrjinnän algoritmisten järjestelmien yhteydessä (Euroopan parlamentti 
2017 II, s. 10). 
335 Diakopoulus 2016, s. 57 ja Zarsky 2014, s. 1382. 
336 Mantelero 2016, s. 246. 
337 Kamarinou – Millard – Singh 2016, s. 18 ja Böröcz 2015, s. 49. Tämä etenkin englanninkielisiä tekstejä 
lukiessa, joissa sana ”discrimination” voi viitata molempiin tilanteisiin.  
338 Euroopan parlamentti 2017, s. 5. 
339 Datatilsynet 2015, s. 41, Citron – Pasquale 2014, s. 4 ja Vadder – Naudts 2017, s. 208. 
340 Thon – Nes 2017, s. 17, WP29 Opinion 03/2013, s. 45 ja Zarsky 2014, s. 1390. 
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algoritmit soveltavat mahdollisesti syrjiviä sääntöjään jokaiseen tapaukseen ja siten syrjintä 
voi olla systemaattisempaa ja laajempaa, kuin jos ihmiset tekisivät päätökset341. Näistä syistä 
koneiden tekemiä päätöksiä ei tule pitää täysin vaikutteista vapaina ja algoritmeja 
puolueettomina toimijoina, vaikka usein näin ajatellaankin342. Algoritmit ovat väistämättä 
täynnä arvoja: jo pelkästään algoritmien tehtävä perustuu arvottamiseen, sillä ne on luotu 
jotakin tarkoitusta varten343.  
Koneoppiminen asettaa siten haasteita lainsäätäjille yhdenvertaisuuden suhteen: miten 
voidaan hyödyntää koneoppimisalgoritmien mahdollisuudet parempiin päätöksiin ja samalla 
varmistaa, etteivät algoritmien tekemät korrelaatiot ole mielivaltaisia ja syrjiviä?344 
Käytännössä syrjivyyden konsepti on hyvin joustava ja laaja, mutta sen sijaan tekniset 
ratkaisut sen ehkäisyyn eivät ole. Toisin sanoen juridisia konsepteja ei voida suoraan kääntää 
koodiksi, joka toteuttaisi yhdenvertaisuutta.345 Koneoppimisen yhteydessä syrjinnän syyt 
voidaan jakaa karkeasti kahteen kategoriaan: syrjintä, joka johtuu datasta ja syrjintä, joka 
johtuu algoritmille annetuista kriteereistä. 
Datasta johtuva syrjintä. Ensiksi mainitussa kategoriassa kyse on datan laadusta ja 
määrästä346. Ennakkoasetelmat voivat siirtyvä koneoppimisalgoritmiin, mikäli niille syötetty 
data on syrjivää347. Tällöin kone myös tuottaa syrjiviä malleja. Käytännössä tämä tarkoittaa 
kahta asiaa: jos algoritmin harjoitusdatassa on käytetyissä esimerkeissä ollut 
ennakkoluuloisia elementtejä, algoritmi voi toistaa aiempien tapausten ennakkoluuloja aina 
uusissa tapauksissa. Toinen vaihtoehto on, että algoritmille syötetty data ei edusta koko 
haluttua ryhmää kunnolla, jolloin jokainen päätös voi systemaattisesti asettaa huonompaan 
asemaan ne, jotka ovat olleet joko yli- tai aliedustettuina harjoitusdatassa.348 Ensimmäisessä 
tapauksessa on siis kyse harjoitusdatan huonosta nimiöinnistä ja toisessa tapauksessa taas 
huonosta datan keräämisestä349. Molemmissa tapauksissa syrjivä vaikutus voi syntyä 
vahingossa.  
Koneoppimista voidaan käyttää esimerkiksi työnhaun apuna, jolloin mikäli naisia on 
aikaisemmin palkattu vähemmän, voi naistyöntekijöistä saatu data olla vähemmän 
                                                             
341 Žliobaitė 2017, s. 1063. 
342 Euroopan parlamentti 2017 II, s. 7. 
343 Vadder – Naudts 2017, s. 209 ja Mittelstadt – Allo – Taddeo – Wachter – Floridi 2016, s. 1. 
344 Vladeck 2016, s. 512.  
345 Goodman 2016, s. 498. 
346 Barocas – Selbst 2016, s. 674 ja Kamarinou – Millard – Singh 2016, s. 16. 
347 Kamarinou – Millard – Singh 2016, s. 16 ja Edwards – Veale 2017, s. 8. 
348 Barocas – Selbst 2016, s. 680–681.  
349 Mantelero 2016, s. 247 ja Barocas – Selbst 2016, s. 680–681. 
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luotettavaa, kuin vastaava data miestyöntekijöistä350. Kuitenkaan pelkkä datan määrän 
lisääminenkään ei aina ratkaise ongelmaa ja poista syrjiviä elementtejä351. Se, että käytetään 
pohjana jo olemassa olevista työntekijöistä kerättyä dataa määrittelemään hyvä työnhakija, 
voi johtaa syrjintään, mikäli aiemmin on käytetty (tiedostamattomia) syrjiviä kriteerejä 
työhönotossa. Nämä vain siirtyvät algoritmin mukana uusiin työntekijäpäätöksiin, vaikka 
dataa sinällään olisikin käytettävissä paljon.352  
Datan määrään vaikuttaa olennaisesti sen kerääminen. Keräämiseen liittyvä syrjintä 
kohdistuu helposti etenkin jo valmiiksi huonommassa asemassa oleviin ihmisryhmiin. 
Niiden henkilöiden, jotka ovat big datan näkökulmasta marginaalissa esimerkiksi 
köyhyyden tai elämäntavan takia, elämää on vähemmän muutettu dataksi. Toisin sanoen, 
koska dataa ei kerätä tai luoda tasapuolisesti, on big datassa aina varjoalueita, joissa tiettyjä 
henkilöryhmiä ei huomioida lainkaan tai he ovat aliedustettuina. Näillä henkilöillä ei 
välttämättä ole varaa tarvittaviin laitteisiin, jotta he olisivat yhtä paljon verkossa tai he voivat 
olla vähemmän tuottavia asiakkaita, jolloin heitä ei edes pyritä tarkkailemaan.353 Tämä taas 
edesauttaa sosiaalista poissulkemista. Aliedustus voi syntyä myös, mikäli joidenkin 
henkilötietojen käyttö kielletään kokonaan. Myös tällöin algoritmin tuottamien mallien 
tarkkuus voi vähentyä354. Esimerkiksi asetuksen 9 artikla lähtökohtaisesti estää tiettyjen, 
arkaluontoisten henkilötietojen käsittelyn.  
Ongelmaksi voi muodostua myös yliedustus355. Esimerkiksi mikäli vähemmistöryhmiä 
tarkkaillaan enemmän työpaikalla virheiden varalta, on heidän joukossaan havaittujen 
virheiden määrä systemaattisesti korkeampi kuin muiden työntekijöiden, vaikka tosiasiassa 
                                                             
350 Kroll – Huey – Barocas – Felten – Reidenberg – Robinson – Yu 2017, s. 681. 
351 FTC 2016, s. 25. 
352 Ibid., s. 28. Hyvä esimerkki tästä on UK:ssa toimivan St. George’s sairaalan kehittämä tietokoneohjelma, 
jolla pyrittiin helpottamaan lääketieteellisestä hakevien lajittelua perustuen sen aikaisempiin valintapäätöksiin. 
Pian selvisi, että aikaisemmat valintapäätökset olivat systemaattisesti syrjineet etnisiä vähemmistöjä ja naisia, 
joilla kuitenkin oli vastaavat suositukset muiden hakijoiden kanssa.  Kun sairaala johti vanhoista, syrjivistä, 
valintapäätöksistä sääntöjä uusiin päätöksiin, se samalla tietämättä laati automaattisen prosessin, jolla oli nämä 
samat syrjivät ennakkoluulot ja joita se toisti yhä uudelleen uusissa valintapäätöksissä. (Barocas – Selbst 2016, 
s. 682) 
353 Barocas – Selbst 2016, s. 684–685. Kuvaava esimerkki on Bostonissa toiminut sovellus Street Bump, joka 
keräsi Bostonin asukkaiden älypuhelimissa olevista kiihtyvyysmittareista tiedon siitä, kun kuski ajaa tiessä 
olevasta kuopasta. Vaikkakin tällä tavalla on helppo saada tietoa teiden kunnosta, niin se on helposti myös 
puolueellista, sillä älypuhelimia ei ole läheskään tasaisesti kaikissa Bostonin eri osissa. Toisin sanoen koska 
köyhemmillä alueilla asuvilla on vähemmän älypuhelimia, on näitä alueita koskeva data teiden kunnosta 
vähemmän luotettavaa – niiltä alueilta ei tule yhtä paljon ilmoituksia kuopista, mikä ei kerro todellista 
tilannetta. Mikäli kaupunki kohdistaisi teiden kunnostustoimet tämän sovelluksen havaintojen perusteella, 
olisivat köyhemmät alueet aina vain huonommassa asemassa. (Think Again: Big Data 2013) 
354 Barocas – Selbst 2016, s. 728 ja Rich 2016, s, 884.   
355 Zarsky 2014, s. 1392-1393. 
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virheitä ei tapahtuisikaan suhteessa enemmän356. Tämän havainnon käyttäminen taas 
harjoitusdatassa johtaa helposti syrjivään algoritmiin, kun algoritmi yleistää liiaksi 
yksipuolisen datan perusteella357. 
Kriteereistä aiheutuva syrjintä. Ennakkoluuloja voidaan siirtää koneoppimiseen myös 
niiden kriteerien tai teknisten menetelmien kautta, joita suunnittelija ohjeistaa algoritmin 
seuraamaan vastatessaan tiettyyn kysymykseen tai pyrkiessään asetettuun tavoitteeseen358. 
Tällöin algoritmi ohjelmoidaan huomioimaan piirteitä, jotka tosiasiassa johtavatkin 
syrjintään359. Suorin syrjinnän muoto olisi näissä tapauksissa ohjeistaa algoritmi sulkemaan 
pois esimerkiksi tiettyä uskontokuntaa edustavat henkilöt360. Syrjivyys voi syntyä kuitenkin 
myös hyvin vähäpätöisiltä vaikuttavista seikoista. Postinumero voi tosiasiassa toimia sekä 
varakkuuden että etnisen taustan indikaattorina361. Jos algoritmi ohjataan ottamaan 
huomioon postinumero, on syrjintä mahdollista siten esimerkiksi etnisen taustan 
perusteella362. Toisin sanoen vaikka näitä tekijöitä ei suoraan otetakaan analyysiin ja siten 
syrjintää ei tapahdu de jure, tosiasiassa jäljelle jää kuitenkin riski syrjinnästä, sillä nämä 
tekijät voivat epäsuorasti vaikuttaa päätöksentekoon vastoin lainsäädännön vaatimuksia363.  
Jos koneoppimista käytetään esimerkiksi uuden työntekijän valitsemisessa, on yleensä 
lähtökohtana hyvän työntekijän löytäminen hakijoiden joukosta. ”Hyvä työntekijä” ei 
kuitenkaan ole yksiselitteinen tai itsestään selvä termi. Tällöin algoritmille annetaan joitakin 
ohjeita siitä, mitä pidetään hyvänä ja mitä seikkoja sen arvioinnissa otetaan huomioon. Sama 
pätee esimerkiksi luottokelpoisuuden määrittelemisessä. Barocas ja Selbst kysyvätkin, että 
monenko maksuerän maksamatta jättäminen tarkoittaa, ettei henkilö ole enää 
luottokelpoinen. Nämä harjoitusdatan nimiöintiin liittyvät valinnat voivat helposti johtaa 
syrjivyyteen.364 Kyse on viime kädessä aina ihmisten tekemästä arvottamisesta. 
Riippumatta siitä, aiheutuuko syrjintä datasta vai kriteereistä, syrjivyyden riskiin liittyy 
myös se, että aiemmin väärin perustein tehty luokittelu voi jatkossakin vaikuttaa 
rekisteröidyn etuihin. Esimerkkinä voi toimia tilanne, jossa henkilö hakee lainaa. Hänet 
luokitellaan kuitenkin väärin ja katsotaan luottoriskiksi perustuen siihen, että hänellä on 
                                                             
356 Barocas – Selbst 2016, s. 687. Katso myös vastaava esimerkki Goodman 2016, s.498. 
357 Surden 2014, s. 106. 
358 Kamarinou – Millard – Singh 2016, s. 16. 
359 Briefing 2016, s. 4. 
360 Kamarinou – Millard – Singh 2016, s. 16. 
361 Kroll – Huey – Barocas – Felten – Reidenberg – Robinson – Yu 2017, s. 681. 
362 Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 2 ja Žliobaitė 2017, s. 1066. 
363 Waterman – Bruening 2014, s. 94. 
364 Barocas – Selbst 2016, s. 679–681. 
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joitakin ominaispiirteitä, joiden katsotaan ennustavan huonoa takaisinmaksukykyä. Lainan 
epääminen ei tällöin ole johtunut hänen omasta luottohistoriastaan lainkaan. Henkilöltä siis 
evätään ensinnäkin laina (tai edullisempi laina), mutta lisäksi hän ei välttämättä koskaan tule 
tietoiseksi siitä, että hänet on luokiteltu väärin.365 Virhettä ei tällöin korjata ja on mahdollista, 
että aikaisempi päätös vaikuttaa taas jatkossa tulevien päätösten pohjalla epäsuotuisasti 
yksilön kannalta366. Asetuksen alla rekisterinpitäjän informointivelvoite muun muassa 
automaattisen päätöksenteon olemassaolosta, johon palataan kappaleessa 5.3, saattaa 
kuitenkin jossain määrin vähentää tätä riskiä.  
Myöhemmin esitettävästi koneoppiminen on luonteeltaan läpinäkymätöntä ja 
vaikeaselkoista. Syrjivät elementit hukkuvat helposti algoritmiin ja jäävät huomaamatta.367 
Mikäli edes rekisterinpitäjä ei tarkalleen tiedä, millä perustein ja mihin verraten algoritmi on 
tehnyt päätöksensä, ei syrjivyyttä osata välttämättä epäillä. Etenkin mikäli algoritmin 
syrjintä on tahatonta, voi vääryyksien tunnistaminen ja niihin puuttuminen olla vaikeaa368. 
Toisaalta koneoppimisalgoritmit tarjoavat myös erinomaisen keinon toteuttaa tahallaan 
syrjiviä toimenpiteitä, sillä koneoppimisen läpinäkymättömyys peittää helposti ne ihmisten 
tekemät valinnat, joita koneen kehittämis- ja opettamisvaiheessa on tehty.369  
Syrjivyyden ehkäisyssä avainasemassa on sen datan laatu ja määrä, josta 
koneoppimisalgoritmi pyrkii tekemään johtopäätöksiä370. Syrjivyys linkittyy tämän vuoksi 
kiinteästi jo aikaisemmin käsiteltyihin käyttötarkoitussidonnaisuuden ja datan 
minimoimisen periaatteisiin. Mikäli näiden periaatteiden soveltaminen vähentää 
käytettävissä olevaa dataa, on syrjivyyden riski suurempi. Toisaalta taas samaisessa 5 
artiklassa määritelty täsmällisyyden periaate osaltaan tukee syrjimätöntä koneoppimista: 
kyseisen periaatteen mukaan käsiteltävien henkilötietojen tulee olla täsmällisiä ja 
päivitettyjä sekä käsittelyn tarkoituksiin nähden epätarkat ja virheelliset henkilötiedot tulee 
poistaa tai oikaista välittömästi. Täysin virheetönkään henkilötieto ei kuitenkaan takaa 
syrjimättömyyttä yksinään, sillä tästä huolimatta dataa voi olla käytössä liian vähän tai 
                                                             
365 Vladeck 2016, s. 512. 
366 Vedder – Naudts 2017, s. 209. Väärä päätös voi vaikuttaa myös sosiaalisesti: jos henkilöä esimerkiksi 
epäillään perusteettomasti rahanpesusta algoritmin tekemän analyysin vuoksi (Reed – Kennedy – Nogueira 
Silva 2016, s. 3). 
367 Vladeck 2016, s. 513 ja Thon – Nes 2017, s. 17. Sekä Mittelstadt – Allo – Taddeo – Wachter – Floridi 2016, 
s. 2, jotka toteavat, että juuri läpinäkymättömyyden vuoksi koneoppimisalgoritmeista on vaikeaa erottaa, onko 
syrjivyys vain yksittäinen vikatila tietyssä päätöksessä vai todiste algoritmin systemaattisesta virheellisyydestä.  
368 Barocas – Selbst 2016, s. 674 ja Mittelstadt – Allo – Taddeo – Wachter – Floridi 2016, s. 2. 
369 Thon – Nes 2017, s. 17 ja Barocas – Selbst 2016, s. 692. 
370 Barocas – Selbst 2016, s. 687.  
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harjoitusdatan esimerkkien luominen on ennakkoluuloista. Kuitenkin datan oikeellisuuden 
vaatimus on syrjivyyden estämisessä hyvä lähtökohta. Eri asia on, kuinka helppoa 
oikeellisuuden varmistaminen käytännössä on.  
Koneoppimisen tuomat syrjivyysongelmat on otettava vakavasti, mutta yhtä tärkeää on 
huomata, etteivät myöskään ihmisten tekemät päätökset ole koskaan täysin vapaita 
ennakkoluuloista ja myös niissä saattavat vaikuttaa joko tiedostetut tai tiedostamattomat 
puolueellisuudet ja jopa ympäristöön liittyvät seikat371. Suurin osahan 
koneoppimisalgoritmien syrjivyydestä on lähtöisin nimenomaan niiden kehittäjien omista 
ennakkoluuloista372. Lähinnä vain datan riittämätön määrä tai sen huono edustavuus voi 
johtaa syrjintään ilman, että syrjintä olisi istutettu algoritmiin ihmisten toimesta suoraan.  
Käytännössä myös ihmisen tekemän päätöksen arviointi voi olla yhtä vaikeaa kuin koneen 
tekemän, sillä tiedostamattomat ennakkoluulot ovat ihmisissä yhtä hyvin piilossa kuin 
algoritmeissakin. Kuten edellä kappaleessa 4.3 todettiin, algoritmi saattaa olla jopa 
tehokkaampi ja oikeudenmukaisempi keino päätösten uudelleenarviointiin. Joka tapauksessa 
koneoppimisen potentiaali saavuttaa yhä oikeudenmukaisempia päätöksiä verrattuna 
ihmisten tekemiin ratkaisuihin on merkittävä. Syrjivyyttä on pyrittävä estämään tehokkaasti, 
mutta sen liiallinen pelko ei saa johtaa koneoppimisen tuomien mahdollisuuksien 
estämiseen.  
5.2.2.3 Erityiset henkilötietoryhmät ja yhteys syrjintäkieltoon 
Sekä POK:ssa että EIS:ssa on artiklat koskien syrjintäkieltoa, joissa on lueteltuna 
esimerkinomaisesti kiellettyjä syrjintäperusteita, kuten poliittinen mielipide tai seksuaalinen 
suuntautuminen373. Syrjintäkiellot on alun perin tarkoitettu suojaamaan valtiota vastaan, 
mutta nykyään kiellolla on suuri merkitys myös suhteessa yksityisiin toimijoihin374. 
Kielletyt syrjintäperusteet on tietyssä määrin huomioitu myös tietosuoja-asetuksessa. 
                                                             
371 Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 2. Yksi tunnettu esimerkki ihmisten päätösten 
irrationaalisuudesta on tutkimus, jossa todettiin, että tuomarit antoivat syytetylle huomattavasti enemmän 
lievempiä tuomioita lounastauon jälkeen, kuin juuri ennen lounastaukoa (Danziger – Levav – Avnaim-Pesso 
2011, s. 6890). Koneoppimisalgoritmiin taas tällaiset inhimilliset tekijät eivät voi siirtyä, eivätkä ne vaikuta 
algoritmin päätöksentekoon. 
372 Esimerkiksi ACCIS (Association of Consumer Credit Information Suppliers) on katsonut, että nimenomaan 
ihmisten puuttuminen päätöksentekoon tekisi päätöksenteosta hitaampaa ja lisäksi tuhoaisi objektiivisuuden 
(ACCIS ja Marriott – Robinson 2017, s. 67). ACCIS ei tosin huomioinut kannanotossaan lainkaan ihmisten 
ennakkoluulojen roolia algoritmin luomisvaiheessa ja siten kannanotto on argumentatiivisesti heikko.  
373 EIS 14 artikla ja POK 21 artikla. 
374 EDPS Opinion 8/2016, s. 5.  
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Asetuksessa näistä tiedoista käytetään termiä ”erityiset henkilötietoryhmät”375. Lisäksi 
edellä esitetyssä asetuksen johdanto-osan 71 kohdassa on lueteltu EIS:n ja POK:n kiellettyjä 
syrjintäperusteita vastaavasti ominaisuuksia, joiden perusteella luonnollisia henkilöitä ei saa 
syrjiä.  
Goodman on esittänyt, että algoritmisen läpinäkyvyyden376 lisäksi asetuksen keskeinen 
periaate algoritmisen syrjintään puuttumiseksi on ”datan puhdistaminen”377, eli erityisten 
henkilötietoryhmien poistaminen siitä datasta, jota käytetään automaattisessa 
päätöksenteossa378. Asetuksen 9 artikla kieltääkin erityisiä henkilötietoryhmiä koskevan 
käsittelyn, ellei siihen ole oikeutusta jollakin artiklassa listatun poikkeusperusteen nojalla379.  
Erityisten henkilötietoryhmien käsittelykielto voidaan ymmärtää sekä suppeana että laajana. 
Suppeasti ymmärrettynä kielto koskisi vain tapauksia, joissa algoritmi käyttää dataa, joka on 
luontaisesti erityisiä henkilötietoja, eli esimerkiksi dataa, joka kertoo suoraan henkilön 
seksuaalisen suuntautumisen. Kuitenkin kuten useasti tässäkin työssä on jo käynyt ilmi, big 
data -analytiikka saattaa paljastaa tietoja yhdistelemällä yllättäviäkin asioita yksilöistä hyvin 
vähäpätöisiltä vaikuttavien tietojen pohjalta. Laajasti ymmärrettynä kielto koskisikin myös 
sellaista dataa, joka vain välillisesti ilmaisee jonkin erityisen henkilötiedon, eli tiedot, joista 
korrelaatioiden kautta käy ilmi erityinen henkilötieto.380 Euroopan parlamentti onkin 
tunnustanut, että arkaluonteisen ja ei-arkaluonteisen henkilötiedon välinen raja on 
häilyvä381. Käytännössä laaja tulkinta on erittäin hankala, sillä isoissa tiedostoissa 
korrelaatiot ovat niin monimutkaisia, että välillisesti erityisiä henkilötietoryhmiä ilmaisevia 
tietoja on vaikea havaita. Syrjintäkiellon osalta tämä aiheuttaa ongelman, sillä suppeasti 
ymmärrettynä suoja syrjintää vastaan ei ole aina tehokas ja toisaalta laajasti ymmärrettynä 
kieltoa on käytännössä mahdotonta toteuttaa.382  
                                                             
375 Asetuksessa ei ole nimenomaisesti mainittu kaikkia EIS:n ja POK:n kieltämiä syrjintäperusteita, kuten 
esimerkiksi sukupuolta tai kieltä. Siten ”erityiset henkilötiedot” on ymmärrettävä jossain määrin kapeampana 
kuin EIS:n ja POK:n kielletyt syrjintäperusteet. Tästä huolimatta erityisillä henkilötiedoilla on vahva liityntä 
perus- ja ihmisoikeuksiin. Erityisistä henkilötiedoista säädetään asetuksen 9 artiklassa. 
376 Läpinäkyvyyttä koneoppimisalgoritmien suhteen käsittelen seuraavaksi kappaleessa 5.3. 
377 Goodman käyttää termiä ”data sanitisation”.  
378 Goodman 2016, s. 495. 
379 Tässäkin yhtenä poikkeusperusteena ovat tilastolliset tarkoitukset, jota olen jo aiemmin käsitellyt ja viittaan 
siten tämän työn kappaleeseen 3.5. Mahdollista on, että tällä poikkeusperusteella saisi käyttää erityisiä 
henkilötietoryhmiä myös koneoppimisessa, mutta etenkin jos koneoppimista lopulta sovelletaan 
automaattiseen päätöksentekoon, on todennäköistä, ettei poikkeusta voida hyödyntää. 
380 Goodman – Flaxman 2016, s. 3. 
381 Euroopan parlamentti 2017 II, s. 7. 
382 Goodman – Flaxman 2016, s. 3. 
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Mielestäni asetuksen sanamuodon perusteella kielto olisi ymmärrettävä suppeana. 
Asetuksen 9 artikla kieltää sellaisten tietojen käsittelyn, joista ilmenee rotu, etninen 
alkuperä, poliittisia mielipiteitä ja niin edelleen. Tulkintani mukaan tämä edellyttää, että 
nimenomaan juuri siitä tiedosta yksinään on mahdollista saada selville joku artiklassa 
tarkoitettu erityinen henkilötieto. Sen sijaan laajassa tulkinnassahan on kyse siitä, että tietty 
tieto yhdistettynä muuhun dataan saa aikaan erityiseen henkilötietoryhmään kuuluvan 
tiedon.383 Käytännössä laaja tulkinta myös estäisi, tai ainakin merkittävästi haittaisi, kaikkea 
henkilötietojen käsittelyä, sillä kuten aiemmin osoitin, nykyään melkein mistä tahansa 
yksittäisestä tiedosta on mahdollista saada hyvin pitkälle menevää tietoa yksilöistä, kun se 
yhdistetään muuhun dataan. Etukäteen on mahdotonta sulkea pois sitä mahdollisuutta, että 
yksittäinen tieto osatekijänä paljastaisi myös erityisiä henkilötietoja. Vaikka asetuksen 
tavoitteena onkin parantaa yksilöiden tietosuojaa, en usko tarkoituksena kuitenkaan olevan 
rampauttaa kaikenlainen käsittely vain varmuuden vuoksi384. Asetus kylläkin nähdäkseni 
epäonnistuu ottamaan huomioon laajan tulkinnan taustalla olevat tosielämän olosuhteet, ja 
siten asetuksen tarjoama suoja erityisten henkilötietoryhmien suhteen on auttamatta heikko. 
Automaattisen päätöksenteon datan tulisi siis lähtökohtaisesti olla ”puhdasta” kielletyistä 
syrjintäperusteista. Tätä lähtökohtaa tukee myös 22 artiklan 4 kohta, jonka mukaan kyseisen 
artiklan tarkoittamat automaattiset päätökset eivät saa perustua 9 artiklassa tarkoitettuihin 
erityisiin henkilötietoryhmiin, ellei rekisteröity ole antanut nimenomaista suostumustaan tai 
jos käsittely olisi tarpeen yleistä etua koskevasta syystä ja kaikki asianmukaiset toimenpiteet 
rekisteröidyn oikeuksien ja vapauksien sekä oikeutettujen etujen suojaamiseksi on toteutettu. 
Žliobaitė ja Custers ovat katsoneet, että algoritmien epäsuoran syrjinnän ehkäiseminen 
edellyttää erityisten henkilötietojen käyttämistä. Jos näitä tietoja ei ole tarjolla algoritmin 
opettamisvaiheessa, ei koneoppimisalgoritmi tiedosta syrjivyyttä. Tällöin algoritmi voi olla 
joko syrjivä tai hyvällä tuurilla ei-syrjivä, mutta kyse on sattumasta, eikä niinkään algoritmin 
ominaisuudesta havaita ja torjua syrjivyyttä.385 Ongelma korostuu, kun erityisiin 
henkilötietoihin liitetään hyväksyttävää dataa. Esimerkiksi, kun rotu liitetään koulutuksen 
asteeseen: mikäli rotu on osa harjoitusdataa, on mahdollista erottaa rodun ja koulutuksen 
suhde esimerkiksi palkkaan, ja poistaa rodun vaikutus mallista. Sen sijaan, mikäli rotua ei 
                                                             
383 Englanninkielisessä asetusversiossa asia ilmaistaan seuraavasti: ”Processing of personal data revealing 
racial or ethnic origin, political opinions […]” Mielestäni myös englanninkielinen versio tukee tulkintaani 
suppeasta ymmärtämisestä. 
384 Katso esim. asetuksen johdanto-osan 2 kohta, jossa yhtenä tavoitteena todetaan myös taloudellinen ja 
sosiaalinen edistys sekä talouksien lujittaminen ja lähentäminen sisämarkkinoilla. 
385 Žliobaitė 2017, s. 1068 ja Žliobaitė – Custers 2016, esimerkiksi s. 185. 
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saada käyttää, sisältäisi koulutus edelleen rotuun liittyviä vääristymiä.386 Toisin sanoen 
syrjinnän ehkäisemisen kannalta on olennaista, että harjoitusdata sisältäisi myös erityisiä 
henkilötietoryhmiä387. Lisäksi tällaisen datan käyttökielto vaikeuttaa myös jälkikäteen 
päätöksen syrjinnän arviointia388. Tästä johtuen onkin havaittavissa tietynlainen ristiriita 
toisaalta asetuksen periaatteiden, kuten tietojen minimoinnin ja nimenomaisten 
käsittelykieltojen, sekä muualta lainsäädännöstä löytyvien syrjinnänkieltojen välillä. Yksi 
ratkaisu on käyttää anonymisoitua dataa, johon asetus ei sovellu.389 
Automaattisen päätöksenteon yhteydessä olennaista on, katsooko asetus automaattisen 
päätöksen perustuneen näihin tietoihin, mikäli koneoppimisalgoritmin harjoitusdata on niitä 
sisältänyt tai vastaavasti olisiko niiden sisältyminen harjoitusdataan yleistä etua koskevasta 
syystä kuitenkin hyväksyttävää. Asetus ei täsmennä mitä ”perustuminen” käytännössä 
tarkoittaa, eikä myöskään kovin tarkasti määrittele mitä pidetään ”yleisenä etuna”. 
Nähdäkseni mikäli yksittäisessä tapauksessa koneoppimisalgoritmiin ei syötetä päätöksen 
kohteena olevan yksilön erityisiä henkilötietoja, kuten rotua tai uskontoa, ei päätöksen voida 
katsoa perustuneen erityisiin henkilötietoihin vain sillä perusteella, että algoritmin 
harjoitusdata on niitä sisältänyt390.  Toisenlainen tulkinta käytännössä estäisi, tai ainakin 
merkittävästi vaikeuttaisi, syrjimättömyyden tehokasta toteuttamista ja olisi siten 
ristiriidassa unionin perustavien arvojen kanssa391. Tämä kuitenkin jää vielä toistaiseksi 
epäselväksi. Yleisen edun käsite taas on katsottu esimerkiksi Valtioneuvoston kanslian 
tilaamassa selvityksessä erityisen hankalaksi tulkittavaksi392. Siten on epäselvää, voisiko 
                                                             
386 Žliobaitė – Custers 2016, s. 185, jotka jatkavat, ettei erityistä henkilötietoa saisi tietenkään käyttää enää kun 
malli on saatu valmiiksi. Yksityiskohtaisemmin tämä on esitetty useamman kaavan kautta sivuilla 190–191. 
387 Žliobaitėn ja Custersin näkemys vaatii vielä jatkotutkimusta, sillä he ovat pystyneet esittämään varmoja 
tuloksia vasta lineaarisille malleille. Heidän näkemyksensä kuitenkin on vahvasti se, että sama pätee jossakin 
määrin myös ei-lineaarisille malleille.  (Žliobaitė - Custers 2016, s. 193) Tästä syystä nähdäkseni nämä tulokset 
tulisi ottaa asetuksen tulkinnassa huomioon, sillä automaattisen päätöksenteon suurimpia vasta-argumentteja 
on nimenomaan pelko syrjivyydestä.  
388 Schermer 2011, s. 49. 
389 Žliobaitė - Custers 2016, s. 198. Viittaan tässä anonymisointia käsittelevään kappaleeseen 3.6 ja siinä 
esitettyihin ongelmiin. Anonymisointi ei siten ole välttämättä tässäkään yhteydessä varma ja tehokas ratkaisu. 
390 Kokonaan oma kysymyksensä on ylipäätään millä perusteella näitä erityisiä henkilötietoja on saanut 
käsitellä harjoitusdatan yhteydessä. Tässä olennaista on 9 artiklan poikkeusperusteet sekä tässä työssä luvussa 
3 käsitellyt periaatteet, kuten käyttötarkoitussidonnaisuus. Nähdäkseni ”perustuminen” (eng. ”be based on”) 
myös eroaa aiemmin tilastollisten tarkoitusten yhteydessä käsitellystä ”hyödyntämisestä” (eng. ”are not used 
in”). Hyödyntäminen mielestäni sisältää laajemmin henkilötietojen käyttämisen, kun taas perustuminen 
edellyttää enemmän tosiasiallista vaikutusta. Toisin sanoen, ”hyödyntäminen” estää helpommin henkilötietojen 
käytön kuin ”perustuminen”.  
391 Esimerkiksi POK:n syrjintäkiellon kanssa. Lisäksi esimerkiksi jo SEU:ssa on todettu, että unioni torjuu 
syrjintää (SEU 3 artikla).  
392 Valtioneuvoston kanslia 2017, s. 11.  
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esimerkiksi syrjinnän estäminen olla sellainen yleistä etua koskeva syy, joka oikeuttaisi 
käyttämään erityisiin henkilötietoryhmiin kuuluvia tietoja.  
Žliobaitė ja Custers ovatkin esittäneet, että tulevaisuudessa tietosuojalainsäädännön tulisi 
sisältää nimenomainen poikkeus koskien erityisten henkilötietoryhmien käyttöä mallien 
luomisessa, kun tavoitteena on vähentää syrjintää. Tämä näkemys on mielestäni 
perusteltavissa, kun tarkastelee erityisten henkilötietoryhmien käsittelykiellon tarkoitusta. 
Käsittelykiellon taustalla vaikuttaa ensinnäkin tarve varmistaa, ettei niiden perusteella päästä 
syrjimään. Toisin sanoen kyse on esimerkiksi POK:n ja EIS:n syrjintäkiellon 
toteuttamisesta. Toisaalta taustalla voi mielestäni katsoa vaikuttavan myös tarve estää näiden 
tietojen päätyminen vääriin käsiin ja sitä kautta laajemmin henkilön yksityisyyden 
suojaaminen.393 Oikeus yksityisyyteen ja oikeus tietosuojaan eivät ole identtisiä oikeuksia, 
vaikkakin liittyvät toisiinsa394. Yksityisyys ei tarkoita vain henkilötietoja, vaan se on 
laajempi konsepti, joka kattaa monia eri oikeuksia ja arvoja, kuten oikeuden olla rauhassa ja 
henkilön persoonan395. Edellä esitetysti käsittelykielto ei välttämättä estä syrjintää, jolloin 
ensimmäinen näistä kiellon tarkoituksista ei toteudu. Nähdäkseni taas laajemmin 
yksityisyyden suojaaminen, etenkin siinä merkityksessä, etteivät tällaiset arkaluonteisiksi 
koettavat tiedot päädy ulkopuolisten tietoon, on varmistettavissa kiellon sijaan myös 
tietoturvan396 kautta. Näistä syistä asetuksen lähestymistapa erityisiin henkilötietoryhmiin ei 
ole kovin onnistunut tai tehokas. Sen sijaan Žliobaitėn ja Custersin näkemys tosiasiassa voisi 
toteuttaa kiellon taustalla olevat tarkoitukset paremmin. Moerel ja Prins ovat todenneetkin, 
että huomio tulisi siirtää siitä onko jokin henkilötieto arkaluontoista vai ei, siihen onko 
henkilötiedon käsittely katsottava arkaluonteiseksi397.  
Oikeus tietosuojaan on kirjattu EU:n perusoikeuskirjaan, joka on oikeudellisesti sitova 
perussopimuksiin rinnastuvalla tavalla ja siten primäärioikeutta398. Raitio on todennut, että 
esimerkiksi direktiivien yhteydessä EU-tuomioistuin saattaa joutua myös tulkitsemaan 
                                                             
393 Pitkänen – Tiilikka – Warma 2013, s. 113 jotka toteavat, että ”[…] kielto tehostaa perusoikeuksien suojaa 
ja erityisesti yksityiselämän suojan piiriin kuuluvaa oikeutta pitää erityisen henkilökohtaisiksi koetut tiedot 
ulkopuolisten ulottumattomissa.” 
394 Tzanou 2013, s. 90 ja Zanfir 2014, s. 244. 
395 Tzanou 2013, s. 90. Tietosuoja on enemmän prosessuaalinen oikeus, kun taas yksityisyys on substantiivinen: 
tietosuoja prosessuaalisena oikeutena luo ne säännöt ja ehdot, joilla suojataan substantiivista yksityisyyttä 
(Gomez de Andrade 2012, s. 125). 
396 Mäenpää määrittelee tietoturvan tarkoittavan ”keinoja ja menetelmiä, joilla säilytetään ja turvataan tiedon 
eheyttä, saatavuutta ja käytettävyyttä […]. Tietoturva liittyy siten sekä julkisuuden että tietosuojan edellytysten 
ylläpitoon ja varmistamiseen. Sitä toteutetaan ensisijaisesti hallinnollisilla ja teknisillä toimenpiteillä […]”. 
(Mäenpää 2016, s. 51) 
397 Moerel – Prins 2016, s. 56. 
398 Tzanou 2013, s. 90 ja Raitio 2016, s. 325. 
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perusoikeuskirjaa, mikäli direktiivien tulkinnan yhteydessä tulee esiin yksityistä suojaavia 
oikeuksia, joilla on perusoikeusliityntä399. Koko tietosuoja-asetus on vahvasti 
perusoikeusliitännäistä, sillä jo oikeus tietosuojaan on erikseen suojattu perusoikeuskirjan 8 
artiklassa. Siten on hyvinkin todennäköistä, että oikeuskäytäntö asetuksen ympäriltä 
kietoutuu vahvasti myös perusoikeuskirjan tulkintatraditioon. Mahdollista on, että myös 
erityisten henkilötietoryhmien käsittelyä tulkitaan POK:n (ja mahdollisesti EIS:n) kautta, 
jolloin syrjintäkielto voi saada asetuksen yhteydessä laajempaa merkitystä ja vaikuttaa 
artikloiden tulkintaan koneoppimisen yhteydessä. 
5.3 Läpinäkyvyys 
5.3.1 Läpinäkyvyyden vaatimus ja algoritmien läpinäkymättömyys 
Läpinäkyvyyden periaate löytyy asetuksen 5(1)(a) artiklasta, jossa todetaan, että 
henkilötietoja on käsiteltävä rekisteröidyn kannalta läpinäkyvästi. Läpinäkyvyyden 
vaatimus on asetuksen myötä tullut uudistus, jota ei löydy direktiivin vastaavasta artiklasta, 
jossa käsittelyltä edellytetään vain asianmukaisuutta ja laillisuutta400. Lisäksi läpinäkyvyyttä 
koskee esimerkiksi 12(1) artikla, joka edellyttää, että rekisteröidylle annetaan käsittelyä 
koskevat tiedot ”helposti ymmärrettävässä ja saatavilla olevassa muodossa selkeällä ja 
yksinkertaisella kielellä”401. Läpinäkyvyyden lisääminen asetukseen on katsottu 
tervetulleeksi parannukseksi, jota tietosuojan tutkijoiden keskuudessa on jo pidempään 
peräänkuulutettu. Sen odotetaan tuovan merkittävän lisäyksen yksilön suojaan.402 
Läpinäkyvyyden periaatteen on katsottu parantavan luottamusta henkilötietojen käsittely-
ympäristöön ja samalla mahdollistavan sen, että henkilöt voivat tehokkaasti valvoa 
oikeuksiaan, sillä yleensä henkilötietojen käsittely tapahtuu suljettujen ovien takana403.  
Johdanto-osan 39 kohdassa täsmennetään läpinäkyvyyden merkitystä: 
”[l]uonnollisille henkilöille olisi oltava läpinäkyvää, miten heitä koskevia henkilötietoja 
kerätään ja käytetään ja niihin tutustutaan tai niitä käsitellään muulla tavoin sekä selvillä 
siitä, missä määrin henkilötietoja käsitellään tai on määrä käsitellä. Läpinäkyvyyden 
periaatteen mukaisesti kyseisten henkilötietojen käsittelyyn liittyvien tietojen ja viestinnän on 
                                                             
399 Raitio 2016, s. 326. 
400 Direktiivin 6 artikla, 1a kohta.   
401 Katso tähän liittyen kappale 5.1.2.2 suostumuksen edellytyksistä, jossa ”tietoisuuden” yhteydessä käsitellyt 
seikat pätevät myös läpinäkyvyyden suhteen. Koneoppimisesta voi olla vaikeaa antaa helposti ymmärrettävää 
tietoa yksinkertaisella kielellä. Suostumuksen pätevyyden lisäksi tällä on siis vaikutusta myös läpinäkyvyyden 
toteutumiseen.  
402 de Hert – Papakonstantinou 2016, s. 186. 
403 de Hert – Papakonstantinou 2012, s. 134. 
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oltava helposti saatavilla ja ymmärrettävissä ja niissä on käytettävä selkeää ja yksinkertaista 
kieltä. Tämä periaate koskee erityisesti rekisteröityjen tietoja rekisterinpitäjän identiteetistä 
ja käsittelyn tarkoituksista sekä lisätietoja, joilla varmistetaan kyseisiä luonnollisia henkilöitä 
koskevan käsittelyn asianmukaisuus ja läpinäkyvyys, sekä heidän oikeuttaan saada vahvistus 
ja ilmoitus heitä koskevien henkilötietojen käsittelystä.” 
Algoritmien suhteen läpinäkyvyyden on katsottu olevan perusta tilivelvollisuudelle ja sitä 
kautta luottamukselle, erityisesti kun ottaa huomioon edellä esitetyt big datan mahdolliset 
syrjivät vaikutukset404. Algoritmien suhteen läpinäkyvyys liittyy siihen, kuinka hyvin 
algoritmin sisältö voidaan nähdä ja ymmärtää. Tällöin kyse on esimerkiksi siitä, millaisia 
piirteitä sillä datalla on, jonka algoritmi ottaa huomioon, millaisia sääntöjä ja yhteyksiä 
algoritmi havaitsee ja kuinka paljon algoritmi luottaa näihin.405 Lähtökohta 
koneoppimisalgoritmeissa kuitenkin on, ettei niiden toiminta edellytä ihmisten ymmärtävän 
sitä tai puuttuvan siihen406. Tämä vaikeuttaa läpinäkyvyyden toteutumista. Osa 
koneoppimisalgoritmeista mahdollistaa sen, että ihmiset pystyvät seuraamaan niiden 
toimintaa. Osa kuitenkin toimii black box -algoritmeina.407 Yleensä mitä monimutkaisempia 
tilanteita ja asioita algoritmilla halutaan käsitellä, sitä enemmän kyse on black box -
tyyppisestä algoritmista. Tulkittavissa oleva malli on välttämättä aina yksinkertaisempi ja 
siten usein myös vähemmän tarkka.408 Algoritmien läpinäkymättömyys lisääntyy myös kun 
ne ovat toistensa kanssa vuorovaikutuksessa ja hyödyntävät tätä päätöksenteossaan409.  
Algoritmit saattavat olla vaikeaselkoisia niiden suunnittelun lisäksi myös niiden jatkuvan 
oppimisprosessin takia. Koneoppimisalgoritmit pystyvät päivittämään omaa 
ennustusmalliaan jokaisen päätöksen jälkeen, siten että ne sisällyttävät aina uudet huomiot 
osaksi harjoitusdataansa. Tällöin vaikka ihmiset tietäisivätkin alkuperäisen koodin ja 
alkuperäisen harjoitusdatan, se ei riitä algoritmin toiminnan ennustamiseen ja 
ymmärtämiseen.410 Algoritmi oppii kaavoja ja suhteita datasta itsenäisesti ja rakentaa niiden 
perusteella mallin, jota se soveltaa päätöksessä411. Mikäli algoritmi implementoi 
toimintaansa päätöspuun, on yleensä mahdollista tarkastella sitä prosessia, joka johti 
                                                             
404 Briefing 2016, s. 4 ja Marriott – Robinson 2017, s. 67. 
405 Singh – Walden – Crowcroft – Bacon 2016, s. 4. 
406 Mittelstadt – Allo – Taddeo – Wachter – Floridi 2016, s. 3. 
407 Kamarinou – Millard – Singh 2016, s. 19. 
408 Rich 2016, s. 886 ja Edwards – Veale 2017, s. 29. 
409 Mittelstadt – Allo – Taddeo – Wachter – Floridi 2016, s. 2. 
410 Kroll – Huey – Barocas – Felten – Reidenberg – Robinson – Yu 2017, s. 660 ja Kamarinou – Millard – 
Singh 2016, s. 19. 
411 Reed – Kennedy – Nogueira Silva 2016, s. 3. 
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päätökseen. Tämä kuitenkin edellyttää, että algoritmi säästää riittävästi dataa toiminnastaan, 
jotta päättelyketju voidaan ikään kuin toistaa simulaationa. Jatkuvan oppimisen tilanteissa 
päätöspuukin voi kuitenkin olla liian monimutkainen, että ihminen pystyisi sen 
ymmärtämään. Jos päätöksenteossa käytetään neuroverkkoja, on hyvin vaikeaa tai jopa 
mahdotonta selittää sitä, miten algoritmi on päätynyt sen esittämään lopputulokseen.412 
Tiivistäen läpinäkymättömyys koneoppimisessa johtuu siis pääasiassa monimutkaisesta 
koodista, käytetyn datan moniulotteisuudesta sekä vaihtelevasta päätöksentekologiikasta413. 
Tämä läpinäkymättömyys aiheuttaa ongelmia rekisteröityjen oikeuksien lisäksi myös 
rekisterinpitäjän osoitusvelvollisuuden toteuttamiselle414. 
Koneoppimisympäristössä läpinäkyvyyden toteutumista vaikeuttaa myös se, että läheskään 
aina rekisterinpitäjä ei ole itse suunnitellut koko koneoppimisprosessia. Sen sijaan eri tahot 
ovat voineet luoda algoritmin, kerätä harjoitusdatan ja luoda oppimismallit. Esimerkiksi 
nykyään koneoppimista on tarjolla pilvipalveluna, jolloin rekisterinpitäjillä ei välttämättä 
tarvitse olla lainkaan osaamista koneoppimisesta.  Läpinäkyvyys kuitenkin edellyttää, että 
rekisterinpitäjät tietävät miten algoritmit ja mallit on suunniteltu, ja onko niiden 
harjoitusdata henkilötietoihin vai anonymisoituihin tietoihin perustuvaa. Lisäksi johdanto-
osan 71 kohdan mukaan profiloinnin yhteydessä rekisterinpitäjän tulee käyttää sopivia 
matemaattisia tai tilastollisia menetelmiä asianmukaisen ja läpinäkyvän käsittelyn 
varmistamiseksi. Tämä edellyttää, että myös rekisterinpitäjä ymmärtää algoritmin toimintaa 
ainakin jossain määrin.415 Tosiasiassa pelkän algoritmin suunnitteluvaiheen läpinäkyvyys ei 
yhä monimutkaisemmissa koneoppimisen systeemeissä riitä läpinäkyvyyden 
saavuttamiseen koko koneoppimisprosessin osalta. Koneoppimisalgoritmin toiminta 
suunnittelun jälkeen on yhtä olennainen osa läpinäkyvyyden toteutumista, kuin toiminnan 
pohjana oleva algoritmi.416 Yleisesti tehokkaan läpinäkyvyyden tulisi kattaa koko algoritmin 
konteksti417. 
                                                             
412 Reed – Kennedy – Nogueira Silva 2016, s. 13 ja Burrell 2016, s. 2 ja 5–7. 
413 Mittelstadt – Allo – Taddeo – Wachter – Floridi 2016, s. 6, jotka huomauttavat, että teknisten seikkojen 
lisäksi läpinäkymättömyys voi aiheutua myös käytännön syistä, esimerkiksi asiantuntevuuden tai resurssien 
puutteesta. 
414 Osoitusvelvollisuuden mukaan rekisterinpitäjän tulee pystyä näyttää noudattaneensa koko 5(1) artiklaa. 
Läpinäkymättömyyden takia rekisterinpitäjän voi olla haastava osoittaa esimerkiksi, että tietoja on käsitelty 
kohtuullisesti. 
415 Kamarinou – Millard – Singh 2016, s. 21.  
416 Karanasiou – Pinotsis 2017, s. 183. 
417 Vedder – Naudts 2017, s. 215. 
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Osa algoritmeista on yritysten liikesalaisuuksia. Myös tällä on vaikutusta läpinäkyvyyteen. 
Algoritmin toiminnan analysoiminen on vielä vaikeampaa, kun esimerkiksi harjoitusdata tai 
koodi, tai molemmat, ovat suojattuja liikesalaisuuksia.418 Toisaalta on katsottu, että 
tosiasiassa koneoppimisalgoritmien toiminnassa on useita elementtejä, joista voidaan jakaa 
tietoa ilman, että rikotaan esimerkiksi immateriaalioikeuksia tai liikesalaisuuksia. Tällaisia 
seikkoja ovat Diakopouloksen mukaan muun muassa ihmisten osallistuminen (kuten tieto 
siitä, kuka vastaa tai kuka kontrolloi algoritmia), datan laatu (esimerkiksi kuinka data on 
kerätty, muokattu, kuinka tarkkaa se on yms.), algoritmin malli (mitä muuttujia algoritmissa 
käytetään ja mitä vasten niitä arvioidaan), päätelmät (mukaan lukien myös niiden 
virhemarginaali) sekä ylipäätään algoritmin käyttö.419 Se, että osa koneoppimisen 
systeemistä on salaista, ei tarkoita, ettei siitä voida antaa mitään tietoa420. Näin myös 
turvataan perusoikeuksien toteutumista, sillä liikesalaisuudet eivät voi lähtökohtaisesti 
kumota yksilöiden oikeutta tietosuojaan ja yksityisyyteen, vaan liikesalaisuuksien suojan ja 
perusoikeuksien välillä tulee pyrkiä tasapainotteluun.421  
5.3.2 Informointivelvoite automaattisen päätöksenteon yhteydessä 
5.3.2.1 Merkityksellisten tietojen antaminen käsittelyn logiikasta 
Asetus asettaa rekisterinpitäjälle informointivelvoitteen automaattisen päätöksenteon 
yhteydessä sekä silloin kun henkilötietoja kerätään rekisteröidyltä itseltään että kun tiedot 
saadaan muualta kuin rekisteröidyltä. Asetuksen mukaan rekisterinpitäjän pitää ilmoittaa 
rekisteröidylle ”automaattisen päätöksenteon, muun muassa 22 artiklan 1 ja 4 kohdassa 
tarkoitetun profiloinnin olemassaolo, sekä ainakin näissä tapauksissa merkitykselliset tiedot 
käsittelyyn liittyvästä logiikasta samoin kuin kyseisen käsittelyn merkittävyys ja mahdolliset 
seuraukset rekisteröidylle”422. Tämän on katsottu olevan selvä parannus direktiiviin 
verrattuna, sillä rekisteröidyn on erittäin haastavaa käyttää oikeuksiaan liittyen 
automatisoituihin yksittäispäätöksiin, ellei hän ole lainkaan tietoinen niiden 
                                                             
418 Gonçalves 2017, s. 98, Burrell 2016, s. 3–4, Kamarinou – Millard – Singh 2016, s. 19, ja Vedder – Naudts 
2017, s. 210. 
419 Diakopoulos 2016, s. 60. 
420 Kroll – Huey – Barocas – Felten – Reidenberg – Robinson – Yu 2017, s. 662. 
421 EDPS Opinion 7/2015, s. 10, jossa huomautetaan lisäksi, että tiedot voitaisiin tarvittaessa paljastaa 
puolueettomalle kolmannelle osapuolelle yksilöiden sijaan, joka arvioisi saamansa tiedon, jolloin 
liikesalaisuuksia voitaisiin suojata paremmin perusoikeuksista tinkimättä. Samassa lähteessä sivulla 19 
todetaan myös, että tasapainottelemisessa tulee ottaa huomioon myös se, etteivät liikesalaisuudet ole ainoa 
keino suojata innovatiivisia tuotteita ja palveluita. Tähän voidaan käyttää myös immateriaalioikeuksia, mikä 
parantaa läpinäkyvyyttä. Nähdäkseni ottaen huomioon algoritmien läpinäkyvyysongelmat jo ilman 
liikesalaisuusulottuvuutta, on yritysten syytä pyrkiä suojaamaan innovatiiviset keksintönsä mieluummin 
immateriaalioikeuksien kautta ja tilanteissa, joissa näin ei ole tehty, esimerkiksi kustannussyistä, vaan päädytty 
vetoamaan liikesalaisuuden suojaan, tulisi perusoikeuksien suojalle antaa tavallista suurempi painoarvo. 
422 Tietosuoja-asetus 13(2)(f) ja 14(2)(g) artikla.   
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olemassaolosta423. WP29-tietosuojatyöryhmä on lisäksi todennut, että näiden tietojen 
antaminen olisi suotavaa myös niissä tilanteissa, joihin 22(1) artikla ei sovellu424. Siten 
rekisterinpitäjän on todennäköisesti kannattavaa antaa nämä tiedot myös, kun käsittely on 
22(1) artiklan määrittämän automaattisen päätöksenteon kaltaista, sillä tällä voi olla 
merkitystä yleisesti sen arvioinnissa, onko käsittely 5(1)(a) artiklan mukaisesti läpinäkyvää. 
Algoritmien suhteen mielenkiintoista on se, mitä pidetään ”merkityksellisinä tietoina” (eng. 
”meaningful information”)425. Rekisteröidyn kannalta merkityksellistä tietoa algoritmin 
toiminnasta voi olla vaikea tarjota426. Jotta rekisterinpitäjän antama informaatio olisi 
merkityksellistä, tulee sen oletettavasti olla suhteellisen yksinkertaistettua ja riisuttua 
hankalasti ymmärrettävistä teknisistä käsitteistä. Johdanto-osan 58 kohta tukee tätä oletusta: 
”[l]äpinäkyvyyden periaatteen mukaisesti yleisölle tai rekisteröidylle tarkoitettujen tietojen 
on oltava tiiviisti esitettyjä sekä helposti saatavilla ja ymmärrettäviä, ne on ilmaistava 
selkeällä ja yksinkertaisella kielellä ja lisäksi tarvittaessa ne on havainnollistettava.” 
Merkityksellisyyttä tulee siis oletettavasti arvioida rekisteröidyn perspektiivistä427. 
Toisaalta, mikäli rekisterinpitäjä ei itsekään enää tiedä miten algoritmi tosiasiassa toimii 
(edellä selostettu black box -tilanne), on ylipäätään minkäänlaisen tiedon antaminen 
haastavaa.  
Asetus ei myöskään täsmennä, että mitä tarkoitetaan ”logiikalla” ja kuinka paljon tästä tulee 
antaa informaatiota, jotta asetusta on noudatettu428. Logiikka voi algoritmien suhteen viitata 
esimerkiksi siihen harjoitusdataan, jolla algoritmi opetetaan tai siihen tapaan, jolla algoritmi 
itse toimii: kuten ne matemaattiset teoriat, joihin algoritmi perustuu. Logiikka voi tarkoittaa 
myös sitä tapaa, jolla koneoppimisalgoritmi on tietyssä yksittäistapauksessa toiminut 
käsitellessään rekisteröidyn henkilötietoja.429  Euroopan parlamentti on alkuvuodesta 2017 
antamassaan raportissaan todennut, että päätöksenteon logiikasta annettavien 
merkityksellisten tietojen tulisi sisältää tietoa käytetystä harjoitusdatasta. Ottaen huomioon 
parlamentin rooliin asetuksen säätämisessä, on nähdäkseni logiikan ymmärrettävä siten 
                                                             
423 Hildebrandt 2012, s. 51. 
424 WP29 Guidelines 2017 II, s. 13. 
425 Kamarinou – Millard – Singh 2016, s. 20 ja Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 2. 
426 WP29 -tietosuojaryhmä kuitenkin nimenomaisesti toteaa, ettei monimutkaisuus ole hyväksyttävä syy jättää 
tarjoamatta informaatiota rekisteröidylle (WP29 Guidelines 2017 II, s. 14). 
427 Kuner – Svantesson – Cate – Lynskey – Millard 2017, s. 2. 
428 Vedder – Naudts 2017, s. 215 ja Kamarinou – Millard – Singh 2016, s. 20. 
429 Kamarinou – Millard – Singh 2016, s. 20. Esimerkiksi Euroopan tietosuojaviranomainenkin toteaa logiikan 
osalta vain, että rekisteröidyn tulisi saada tietoa ”logiikasta, jota käytetään algoritmeissa määrittämään 
oletuksia ja ennustuksia yksilöstä” (EDPS Opinion 7/2015, s. 4). Tämäkään ei selvennä mihin tarkalleen 
logiikalla viitataan.  
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tarkoittavan etenkin juuri harjoitusdataa. Kuitenkin samassa yhteydessä parlamentti toteaa, 
että ”[…] allow individuals to understand and monitor the decisions affecting them”, mikä 
taas voisi viitata logiikan ymmärtämiseen sinä tapana, jona koneoppimisalgoritmi on 
yksittäistapauksessa toiminut.430 WP29-tietosuojatyöryhmän tuore ohjeistus ei valitettavasti 
selvennä tilannetta. Ohjeistuksen mukaan rekisterinpitäjän tulee kertoa ”the rationale 
behind, or the criteria relied on in reaching the decision”.431 Ilmaisu jättää paljon 
tulkinnanvaraa, mutta nähdäkseni tämän voi ymmärtää tarkoittavan ainakin harjoitusdataa 
ja sitä matemaattista kaavaa, johon algoritmi perustuu. Ohjeistuksessa käytetty esimerkki 
taas antaa ymmärtää, että olennaista olisi antaa tietoa nimenomaan harjoitusdatasta432.  
Koska tilanne on vielä edellä mainitun ohjeistuksenkin jälkeen epäselvä, on mahdollista, että 
asetusta säädettäessä logiikka on ymmärretty hyvinkin laajana, jolloin edellä mainitut 
logiikan määritelmät sisältyisivät kaikki asetuksen logiikan käsitteeseen. Tähän 
kytkeytyykin seuraavassa kappaleessa 5.3.2.2 tarkemmin käsiteltävä ”right to explanation”.  
Rekisterinpitäjän tulee siis antaa rekisteröidylle merkitykselliset tiedot automaattisen 
päätöksenteon logiikasta. Tämä velvollisuus käy ilmi 13 artiklasta, joka on otsikoitu 
”toimitettavat tiedot, kun henkilötietoja kerätään rekisteröidyltä”. Käsittelyn logiikasta tulee 
antaa siis tieto jo henkilötietoja kerätessä433. Myös 14 artiklan tapauksessa on katsottu, että 
artiklan 2 kohdan g alakohta koskee nimenomaan ennen päätöksentekoa annettavaa tietoa434. 
Tässä tulee kuitenkin ottaa huomioon, että 14(3)(a) artiklassa todetaan, että tiedot tulee antaa 
kohtuullisessa ajassa, kuitenkin viimeistään kuukauden kuluessa henkilötietojen saamisesta 
ottaen huomioon tietojen käsittelyyn liittyvät erityiset olosuhteet. Siten periaatteessa on 
mahdollista, ettei näitä tietoja tarvitsisi antaa ennen päätöksentekoa. Olen kuitenkin 
taipuvainen uskomaan, että automaattisen päätöksenteon käyttäminen olisi sellainen 
erityinen olosuhde, jonka johdosta kohtuullisen ajan katsottaisiin viittaavan tietojen 
antamiseen ennen päätöksentekoa.  
Yleensä, kun oikeustieteen yhteydessä puhutaan automaattisen käsittelyn läpinäkyvyydestä, 
lähtökohtana on systeemin lähdekoodin paljastaminen. Tietokonesysteemien lähdekoodit 
ovat kuitenkin usein vaikeita ymmärtää jopa alan ammattilaisille, sillä lähdekoodista on 
vaikea ennustaa sitä, miten tietokoneohjelma tulee käyttäytymään. Tämä pätee etenkin 
                                                             
430 Euroopan parlamentti 2017 II, s. 6. 
431 WP29 Guidelines 2017 II, s. 14. 
432 Ibid., s. 14. 
433 Kroll – Huey – Barocas – Felten – Reidenberg – Robinson – Yu 2017, s. 638. 
434 Wachter – Mittelstadt – Floridi 2017, s. 82, joiden mukaan asiaa ei muuta se, että data kerätään rekisteröidyn 
sijaan kolmannelta taholta.  
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koneoppimiseen, koska siinä yleensä päätössääntö (eng. decisional rule) syntyy 
automaattisesti analyysin kohteena olevasta datasta ilman, että ihmiset pystyvät sitä sen 
tarkemmin selittämään. Lähdekoodi vain paljastaa käytetyn koneoppimisen metodin, mutta 
ei itse datavetoista päätössääntöä.435 Siten henkilötietoja kerätessään rekisterinpitäjä ei 
välttämättä edes pysty ennustamaan ja selittämään, minkä logiikan perusteella algoritmi 
tulee tekemään päätöksensä436.   
Läpinäkyvyyden vaatimus voikin hidastaa tai estää koneoppimisen tekniikoiden käyttöä437. 
Edwards ja Veale lisäksi huomauttavat, että tosiasiassa rekisteröidyt eivät ole vielä koskaan 
vaatineet selitystä algoritmien toiminnasta hakiessaan jonkinlaista hyvitystä tai 
toimenpidettä tuomioistuimesta. Siten käytännössä läpinäkyvyydellä on lähinnä merkitystä 
algoritmien kehittäjien kannalta, jotta virheistä on mahdollista oppia.438 Koneoppimisen 
kontekstissa läpinäkyvyyden toteuttaminen olisikin ainakin jossain määrin helpompaa, 
mikäli algoritmin toiminnasta tulisi antaa tietoa vain alan asiantuntijoille eikä 
rekisteröidyille. Tällöin selitystä ei tarvitsisi samalla tavalla yrittää yksinkertaistaa. Onkin 
argumentoitu, ettei läpinäkyvyys ole toimivin tapa varmistaa käsittelyn asianmukaisuutta439. 
Läpinäkyvyyden yhteydessä voidaan havaita samanlaisia ongelmia kuin edellä on käsitelty 
suostumukseen liittyen. Vaikka tietoa pystyttäisiinkin tarjoamaan rekisteröidyille, ei ole 
takeita siitä, että he tosiasiassa perehtyisivät saamaansa tietoon tai toimisivat sen pohjalta. 
Samalla tavalla kuin suostumuskin, asettaa läpinäkyvyys käytännössä taakan 
rekisteröidylle.440 Yksi vaihtoehto olisi varmistaa tietosuojasäännösten noudattaminen 
läpinäkyvyyden rinnalla erilaisilla teknisillä välineillä441.  
5.3.2.2 Niin kutsuttu ”right to explanation” 
Asetus siis edellyttää antamaan edellä käsitellyt merkitykselliset tiedot käsittelyn logiikasta 
ennen päätöksentekoa. Keskustelua on kuitenkin käyty paljon niin kutsutusta ”right to 
explanation” -oikeudesta, eli siitä että antaako asetus rekisteröidyille oikeuden saada 
selityksen yksittäisestä automaattisesta päätöksestä. Osa tutkijoista vastustaa tätä selvästi, 
                                                             
435 Kroll – Huey – Barocas – Felten – Reidenberg – Robinson – Yu 2017, s. 638.  
436 Kamarinou – Millard – Singh 2016, s. 21–22.  
437 Ibid., 2016, s. 20. 
438 Edwards – Veale 2017, s. 18, jotka käyttävät esimerkkinä EUT:n Google Spain tuomiota: siinäkään kantaja 
ei ollut lainkaan kiinnostunut siitä, minkä takia Googlen algoritmit yhä esittivät vanhentuneita tietoja 
ensimmäisten tulosten joukossa. 
439 Kamarinou – Millard – Singh 2016, s. 22. 
440 Edwards – Veale 2017, s. 34. 
441 Kroll – Huey – Barocas – Felten – Reidenberg – Robinson – Yu 2017, s. 662. Tällainen on esimerkiksi 
asetuksen vaatima sisäänrakennettu tietosuoja (eng. privacy by design), jota on pidetty yleisesti keskeisenä 
ratkaisuna big data -teknologioiden asettamiin haasteisiin (Stalla-Bourdillon – Knight 2017, s. 306). 
 73 
 
kun taas toisaalta esimerkiksi jotkut viranomaiset käsittelevät oikeutta itsestään selvänä442. 
Tässä keskustelussa selityksellä tarkoitetaan nimenomaan päätöksen jälkeen annettavaa (ex 
poste) selitystä, jolloin selitys voisi koskea sekä yleisesti systeemin toimintaa (kuten sen 
logiikkaa, päätöspuita, kriteereitä jne.) että yksittäisen päätöksen syitä ja olosuhteita443. 
Huomiota on herättänyt nimenomaan jälkimmäinen ulottuvuus, eli onko rekisteröidyllä 
oikeus saada tieto siitä, miten juuri hänen tapauksessaan eri ominaisuuksia on punnittu, 
miten profilointi on vaikuttanut asiaan, millaisia päätössääntöjä algoritmi on häneen 
soveltanut ja niin edelleen. Tässä ei ole tarkoituksenmukaista käsitellä käytyä keskustelua 
yksityiskohtaisesti, mutta koska mahdollinen oikeus selitykseen yksittäisestä päätöksestä on 
olennaista läpinäkyvyyden kannalta, katson tarpeelliseksi lyhyesti käydä läpi esitettyjä 
näkökulmia.  
Kyseinen oikeus ei käy ilmi artiklojen sanamuodoista. Se ei esimerkiksi ole 22(3) artiklan 
listauksessa suojatoimista. Myöskään kaikki, jotka toteavat oikeuden olevan olemassa, eivät 
ole yksilöineet sitä, mistä he tämän oikeuden katsovat johtuvan444. Oikeus selitykseen on 
nimenomaisesti mainittu ainoastaan johdanto-osan 71 kohdassa, jonka mukaan mikäli 
rekisteröity on joutunut automaattisen päätöksenteon kohteeksi, tulee tähän käsittelyyn 
soveltaa asianmukaisia suojatoimia, joihin kuuluu rekisteröidyn oikeus saada selvitys 
arvioinnin jälkeen tehdystä päätöksestä. Wachter, Mittelstadt ja Floridi katsovat, että koska 
tämä oikeus on vain johdanto-osassa, eivätkä johdanto-osat voi muodostaa itse mitään 
sääntöä, ei kyse ole sitovasta oikeudesta selitykseen. Johdanto-osat ovat vain tulkinnan 
apuna, mutta niillä ei ole autonomista oikeusvaikutusta.445 Myös EUT on todennut, että 
”[w]hilst a recital in the preamble to a regulation may cast light on the interpretation to be 
given to a legal rule, it cannot in itself constitute such a rule.”446. EUT:n oikeuskäytäntö 
osoittaa, että johdanto-osien tarkoitus on vain häivyttää epäselvyydet varsinaisten 
artikloiden tekstistä447.  
                                                             
442 Wachter, Mittelstadt ja Floridi ovat selvästi sitä mieltä, ettei asetus myönnä tällaista oikeutta, kun taas 
esimerkiksi Yhdistyneen kuningaskunnan tietosuojaviranomainen listaa oikeuden yhdeksi seikaksi, joka 
rekisterinpitäjien tulee ottaa huomioon, ilman mitään kritiikkiä. Myös Voigt ja von dem Bussche sekä 
Goodman ja Flaxman vain toteavat oikeuden selitykseen olevan. (Wachter – Mittelstad – Floridi 2017, ICO 
2017, Goodman – Flaxman 2016 sekä Voigt – von dem Bussche 2017) Sen sijaan Edwars ja Veale tyytyvät 
lähinnä toteamaan asian olevan epäselvä (Edwards – Veale 2017, erityisesti s. 23). 
443 Wachter – Mittelstadt – Floridi 2017, s. 78–79. 
444 Katso esimerkiksi Briefing 2016, s. 6 ja ICO 2017, s. 27. 
445 Wachter – Mittelstadt – Floridi 2017, s. 80. Käsittelin tätä aiemmin jo tilastolliset tarkoitukset -poikkeuksen 
yhteydessä kappaleessa 3.5.2. 
446 C-215/88, tuomion 31 kohta. 
447 Wachter – Mittelstadt – Floridi 2017, s. 80. 
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Toisin kuin tilastolliset tarkoitukset -poikkeuksen yhteydessä, ”right to explanation” -
oikeuden kohdalla on nimenomaan selvästi kyse rekisteröidylle myönnetystä oikeudesta. 
Siten nähdäkseni Wachter, Mittelstadt ja Floridi ovat johdonmukaisesti tulkinneet EUT:n 
oikeuskäytäntöä, eikä oikeutta voida luoda sisällyttämällä se vain johdanto-osaan. WP29-
tietosuojatyöryhmä on valitettavasti automaattista päätöksentekoa koskevassa 
ohjeistuksessaan sivuuttanut tämän kokonaan ja tyytynyt vain toteamaan, että johdanto-osan 
71 kohta korostaa, että kaikissa tapauksissa rekisteröidyn tulisi muun muassa saada selvitys 
tehdystä päätöksestä448. Mielestäni tämä ei kuitenkaan ole vielä riittävän perusteltu 
argumentti puoltamaan sitä, että kohta 71 antaisi rekisteröidylle oikeuden saada selvitys 
yksittäisestä päätöksestä, kun ottaa huomioon edellä esitetyt tätä näkemystä vastaan puhuvat 
seikat.  
Oikeuden on katsottu kuitenkin ilmentyvän lisäksi 13(2) ja 14(2) artikloista, joiden mukaan 
rekisteröidylle tulee antaa tietyt tiedot, kuten automaattisen päätöksenteon tapauksissa 
merkitykselliset tiedot logiikasta. Nämä ilmoitusvelvollisuudet tulee kuitenkin täyttää ennen 
kuin päätös tehdään, eli toisin sanoen kyseessä ei voi olla selityksen antaminen tiettyä 
rekisteröityä koskevasta yksittäisestä päätöksestä. On myös katsottu, että kyseiset artiklat 
yhdessä 22(3) artiklan kanssa luovat oikeuden selitykseen. Tämä on kuitenkin ongelmallista, 
sillä 13(2)(f) ja 14(2)(g) artiklat nimenomaisesti mainitsevat vain 22 artiklan kohdat 1 ja 4, 
jotka eivät koske suojatoimia automaattisen päätöksenteon suhteen.449 Mendoza ja Bygrave 
ovat sen sijaan esittäneet, että oikeus selitykseen sisältyisi 23(3) artiklan oikeuteen riitauttaa 
päätös. Heidän mielestään, jotta oikeus riitauttaa päätös olisi todellinen ja valitusprosessi 
reilu, tulee rekisteröidylle kertoa päätöksen syyt. Mendoza ja Bygrave kuitenkin toteavat, 
ettei syiden antaminen ole absoluuttinen vaatimus. Muut oikeudet ja edut, etenkin 23 artikla 
huomioon ottaen, voisivat rajoittaa selityksen antamista.450 
Myös 15 artiklan rekisteröidyn oikeuden saada pääsy tietoihin on esitetty ilmentävän 
oikeutta saada selitys tehdystä päätöksestä. Kyseinen artikla antaa rekisteröidylle saman 
oikeuden saada tiedon muun muassa automaattisen päätöksenteon olemassaolosta ja 
merkitykselliset tiedot käsittelyn logiikasta ja mahdollisista seurauksista, kuin 13 ja 14 
artiklatkin.  Kuitenkin tässä ajankohta on eri: koska nyt kyse on rekisteröidyn aloitteesta 
tapahtuvasta tietojen hankinnasta, voi tämän tiedon antaminen rekisteröidylle tapahtua myös 
                                                             
448 WP29 Guidelines 2017 II, s. 16. 
449 Wachter – Mittelstadt – Floridi 2017, s. 82–83. 
450 Mendoza – Bygrave 2017, s. 17–18. 
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automaattisen päätöksenteon jälkeen. Tästä huolimatta Wachter, Mittelstadt ja Floridi 
katsovat, ettei oikeutta selitykseen yksittäisestä päätöksestä synny muun muassa sen vuoksi, 
että 15(1)(h) artiklan sanamuoto ”mahdolliset seuraukset rekisteröidylle” viittaa 
tulevaisuuteen, eikä jo tehtyyn päätökseen.451  Tätä kantaa tukee myös WP29-
tietosuojatyöryhmän ohjeistus, jossa on todettu, että termi ”merkittävyys ja mahdolliset 
seuraukset rekisteröidylle” viittaa tulevaisuuteen, eli siihen miten automaattinen 
päätöksenteko saattaa vaikuttaa rekisteröityyn. Lisäksi tietosuojaryhmä toteaa 
ohjeistuksessa nimenomaisesti, että 15 artikla ei viittaa selitykseen tietystä päätöksestä. 452  
On myös esitetty näkemyksiä siitä, että johdanto-osan 71 kohta ei tosiasiassa erottele 
oikeutta selitykseen niinkään omaksi ”kokonaisuudekseen” vaan kyse on osasta 
merkityksellisiä tietoja käsittelyn logiikasta sekä käsittelyn merkittävyydestä ja seurauksista. 
Toisin sanoen oikeus saada tietoa logiikasta ja käsittelyn merkittävyydestä sisältäisi 
oikeuden myös ymmärtää yksittäisiä päätöksiä.453 Ajatus on sinällään looginen ja 
rekisteröidyn kannalta suotuisa, mutta mielestäni tässä näkemyksessä on kuitenkin sekoitettu 
toisiinsa 22 artiklaan ja 13 sekä 14 artikloihin liittyvät asiat. Johdanto-osan 71 kohdasta, joka 
koskee lähtökohtaisesti 22 artiklaa, ei voida suoraan katsoa, että sen teksti yhdistyisikin 13 
ja 14 artikloihin.  
Edellä esitettyjen seikkojen perusteella olen taipuvainen sille kannalle, ettei asetus myönnä 
oikeutta saada selitystä yksittäisestä päätöksestä jälkikäteen, vaan enemmänkin tietoa 
yleisesti automaattisen päätöksenteon toiminnasta lähtökohtaisesti ennen päätöksentekoa. 
Kuitenkin kuten aiemmin käsittelin, etenkin logiikan määritelmä on asetuksessa jätetty 
avoimeksi ja logiikka voisi sinällään viitata myös siihen tapaan, jolla koneoppimisalgoritmi 
on tietyssä yksittäistapauksessa toiminut. Myös Euroopan parlamentin tekstistä voisi saada 
tällaisen käsityksen454. Oikeutta selitykseen ei ole kuitenkaan lainkaan mainittu niissä 
johdanto-osan kohdissa, jotka viittaavat 13, 14 ja 15 artikloihin, joissa logiikka mainitaan. 
Sen sijaan se on mainittu ainoastaan 22 artiklaa koskevassa johdanto-osassa, jossa taas 
logiikasta ei puhuta mitään. Tämä antaa nähdäkseni aihetta epäillä ”right to explanation” -
                                                             
451 Wacter – Mittelstadt – Floridi 2017, s. 84, jotka ovat argumentoineet myös 15 artiklan suhteen kantaansa 
hyvinkin laajasti. Tässä kuitenkin heidän tarkka referointinsa on nähdäkseni tarpeetonta. Kuitenkin Mendoza 
ja Bygrave ovat katsoneet, että ”mahdolliset seuraukset” voivat viitata myös jo tehdyn päätöksen 
käytännöllisiin seurauksiin (Mendoza – Bygrave 2017, s. 17). 
452 WP29 Guidelines 2017 II, s. 14 ja 24. 
453 Burt 2017.  
454 Parlamentti 2017 II, s. 6. Kuten jäljempänä käy ilmi, parlamentti olisi halunnut kyseisen oikeuden 
varsinaiseen artiklaan. Siten on mahdollista, että parlamentin myöhempi teksti on ymmärrettävä enemmän 
poliittisena kannanottona, kuin varsinaisena tulkintaohjeena. 
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oikeuden olemassaoloa perustuen logiikan käsitteeseen. Nähdäkseni parhaimman 
argumentin ”right to explanation” -oikeuden olemassaolon puolesta ovat esittäneet Mendoza 
ja Bygrave sisällyttämällä sen osaksi 22(3) artiklan riitauttamisoikeutta. Yleisesti 
oikeudenmukaisuuden voi ajatella edellyttävän päätöksenteon perustelua, etenkin mikäli 
päätös on riitautettu. Toisaalta päätös on mahdollista perustella myös yleisemmällä tasolla, 
tarjoamalla tietoja esimerkiksi juuri harjoitusdatasta.  
Mikäli tällainen oikeus olisi olemassa, olisivat sen vaikutukset koneoppimiseen 
todennäköisesti negatiiviset. Edellä esitetysti jo pelkästään koneoppimisalgoritmin 
toiminnasta tiedon tarjoaminen yleisellä tasolla voi olla hyvinkin haastavaa. Vielä 
vaikeampaa olisi selittää algoritmin toiminta yksittäisessä tapauksessa, etenkin jos kyse on 
black box -algoritmista. Koska käytännössä tämän vaatimuksen täyttäminen voi olla 
mahdotonta, olisi sen asettamisella mahdollisesti hyvinkin haitallisia vaikutuksia 
koneoppimisen hyödyntämiseen.  
Kuten tilastolliset tarkoitukset -poikkeuksenkin suhteen, jättää asetus tässäkin melko 
olennaisen seikan harmittavan epäselväksi. Osaltaan se, ettei oikeutta selitykseen ole selvästi 
otettu varsinaisiin artikloihin, vaan mainittu ainoastaan johdannossa, osoittaa, että oikeutta 
selitykseen yksittäisestä päätöksestä ei ole tarkoitettu myöntää. Myös asetuksen 
säätämishistoria antaa aihetta olettaa näin. Oikeus selitykseen on ollut muun muassa 
Euroopan parlamentin ehdotuksissa artiklaan sijoitettuna, mutta Euroopan unionin neuvosto 
sijoitti vastaavan tekstin ehdotuksessaan nimenomaan johdanto-osaan, johon se myös 
lopulta jäi455. Mikäli lainsäätäjä olisi halunnut nimenomaan myöntää tällaisen oikeuden, olisi 
loogista, että se olisi parlamentin ehdotuksen mukaisesti sisällytetty varsinaiseen artiklaan. 
Oikeuskäytännössä saatetaan kuitenkin tulkita 22(4) artiklaa laajemmin ja sisällyttää myös 
oikeus selitykseen artiklan tarkoittamiin suojatoimiin456. Merkillistä on, ettei WP29-
tietosuojatyöryhmä käyttänyt tilaisuutta hyväkseen ja antanut selvää kannanottoa tähän 
asiaan uusimmassa ohjeistuksessaan vaan jätti tilanteen edelleen tulkinnanvaraiseksi.   
5.4 Mahdolliset seuraukset asetuksen rikkomisesta 
Kuten kappaleessa 2.2 käsittelin, on yksi asetuksen uudistus hallinnollisten sakkojen 
määräämisen mahdollistaminen. Hallinnollinen sakko ei ole ainoa mahdollinen seuraus 
asetuksen rikkomisesta, mutta se on saanut kaikista eniten huomiota ja on taloudellisilta 
                                                             
455 Lainsäädäntöehdotusten vertailu (EDRi) ja Euroopan parlamentti 2013.  
456 Wachter – Mittelstadt – Floridi 2017, s. 91. 
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vaikutuksiltaan rekisterinpitäjille ja henkilötietojen käsittelijöille todennäköisesti 
merkittävin. Kaikista korkeimman sakon voi saada, mikäli rikkoo esimerkiksi käsittelyn 
perusperiaatteita, kuten 5 artiklan periaatteita tai 22 artiklan mukaisia rekisteröidyn 
oikeuksia457. Näissä tapauksissa sakon enimmäismäärä on 20.000.000 euroa tai jos kyseessä 
on yritys, 4 prosenttia sen edeltävän tilikauden vuotuisesta maailmanlaajuisesta 
kokonaisliikevaihdosta sen mukaan, kumpi näistä on suurempi.   
Tässä työssä käsiteltyjen aiheiden perusteella on varsin selvää, että keskeisimmät 
tietosuojaongelmat koneoppimisen suhteen ovat juurikin niitä, joista on asetuksen mukaan 
mahdollista langettaa kaikista suurin hallinnollinen sakko. Ongelmallista on etenkin se, että 
sekä 5 artiklan että 22 artiklan teksti on monitulkinnallista ja monessakin suhteessa 
epäselvää. Tämä johtaa oikeuskäytännön korostuvaan merkitykseen esimerkiksi juuri 5 
artiklan periaatteiden tulkinnassa. Organisaatioiden voi olla hankala ennakoida toimiensa 
riittävyyttä tai laillisuutta, mikä taas on ongelmallista niiden oikeusturvan kannalta.458 
Pahimmassa tapauksessa sakon uhka ja artiklojen epäselvyys johtavat koneoppimisen 
hyödyntämishalukkuuden vähentymiseen. Käytännössä mahdollisen sakon suuruus ja 
koneoppimisen monimutkaisuus todennäköisesti johtavat siihen, että rekisterinpitäjät 
haluavat sisällyttää koneoppimisen toimitusketjun osapuolten kanssa tekemiinsä 
sopimuksiin hyvinkin yksityiskohtaisia ehtoja liittyen algoritmien suunnitteluun, 
opettamiseen, testaamiseen ja niiden tuottamiin lopputuloksiin.459 Tämä taas lisää 
väistämättä koneoppimisen hyödyntämiseen liittyviä kuluja ja voi siten entisestään vähentää 






                                                             
457 Tietosuoja-asetus 83 artiklan 5 kohta. 
458 Toki valvontaviranomisilla on asetuksen mukaan harkintavaltaa sakkoja määrätessään, jolloin tällainen 
epäselvyys voi toimia sakkoa alentavana perusteena. Tästä huolimatta epäselvyys aiheuttaa koneoppimista 
hyödyntäville tahoille merkittävän taloudellisen riskin.  




Olen edellä pyrkinyt esittämään koneoppimisprosessissa mahdollisesti esiintyviä 
tietosuojaongelmia tietosuoja-asetuksen valossa. Tutkimukseni yhtenä tarkoituksena oli 
selvittää, miten asetus vaikuttaa koneoppimisen hyödyntämiseen. Kootusti voidaan todeta, 
että koneoppimisen eri muodot ovat haastavia yhdistää tietosuoja-asetuksen kanssa, etenkin 
kun koneoppimista käytetään tekemään päätöksiä yksilöiden suhteen. Kuten yleisesti big 
data, on myös koneoppiminen helposti ristiriidassa tietosuojan perusperiaatteiden kanssa. 
Nämä ristiriidat ja vaikeudet noudattaa asetusta voivat vähentää halukkuutta käyttää 
koneoppimista ja tietyissä tilanteissa tehdä sen myös mahdottomaksi. Tämän lisäksi 
tutkimuksessani nousi esille kolme muuta huomiota tietosuoja-asetuksen ja koneoppimisen 
välisestä suhteesta, jotka haluan nostaa vielä näin työn lopuksi esille. 
Ensinnäkin tietosuoja-asetus pyrkii hyvin voimakkaasti rajoittamaan henkilötietojen käyttöä 
sekä määrällisesti että laadullisesti. Määrällisesti rajoittaminen ilmenee esimerkiksi tietojen 
minimoinnin ja käyttötarkoitussidonnaisuuden periaatteista. Laadullisesti henkilötietojen 
käyttöä taas rajoitetaan erityisesti asetuksen 9 artiklan erityisiä henkilötietoryhmiä 
koskevalla käsittelykiellolla. Näiden kaikkien rajoitusten funktiona voidaan ymmärtää 
ensisijaisesti rekisteröidyn suojaaminen. Monessa tapauksessa henkilötietojen käytön 
rajoittaminen on tehokas tapa suojata esimerkiksi yksityisyyttä. Koneoppiminen on 
kuitenkin luonteeltaan hyvin erityinen prosessi, jonka toimivuus riippuu merkittävästi 
saatavilla olevasta datasta. Koska koneoppimisen yksi keskeinen käyttökohde on 
automaattinen päätöksenteko, korostuu käytettävissä olevan datan mahdollinen 
puutteellisuus. Tällöin kyse ei ole enää vain siitä, että esimerkiksi markkina-analyysi on 
epätarkka, vaan kyse on yksilön elämään vaikuttavista päätöksistä ja niiden virheistä. 
Tutkielmassani on esimerkiksi syrjivyyden suhteen osoitettu, että asetuksen tavoite suojella 
yksilöitä saattaa koneoppimisen ympäristössä kääntyä päinvastaiseksi: henkilötietojen 
käyttöä rajoittavien artikloiden soveltaminen voikin johtaa muiden perusoikeuksien ja 
asetuksen 5(1) artiklan rikkomiseen. 
Toisekseen asetus on rakenteeltaan osittain epälooginen. Se pyrkii monessa kohtaa 
tukemaan yksilöiden oikeuksia, siten että tällä on samalla teknologioiden hyödyntämistä 
heikentävä vaikutus. Tästä esimerkkinä toimii rajaus tilastolliset tarkoitukset –poikkeuksen 
soveltamisalassa. Toisissa kohdin asetus taas tekee selkeitä kompromisseja yksilöiden 
kustannuksella. Tällainen on esimerkiksi asetuksen 22 artiklan lopullinen sanamuoto, jossa 
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suojaa automaattiselta päätöksenteolta heikennettiin. Asetuksen säätämisvaiheessa on 
jouduttu tasapainottelemaan yksityisyyden ja mahdollisten taloudellisten etujen välillä ja 
siinä suhteessa kompromissit ovat ymmärrettäviä. Kuitenkin vaikuttaa siltä, ettei 
säätämisvaiheessa ole aina tosiasiassa ymmärretty näiden valintojen seurauksia, eikä 
rekisteröityjen oikeuksista ole osattu joustaa järkevissä kohdissa. Esimerkiksi 22 artiklaan 
olisi nähdäkseni ollut perusteltua ottaa tiukempi automaattisuuden määritelmä, eikä se 
välttämättä olisi merkittävästi vaikuttanut esimerkiksi koneoppimisen hyödyntämiseen. Sen 
sijaan, tilastolliset tarkoitukset -poikkeuksella on kiistämättä merkittävä vaikutus 
koneoppimisen soveltamiseen ja yksilön kannalta tämä rajaus saattaa olla jopa haitallinen. 
Yksi tutkimuskysymyksistäni oli, millaisia haasteita koneoppiminen asettaa asetuksen 
soveltamiselle. Mielestäni tämä nimenomaan on keskeisin haaste: asetuksen artikloiden 
sanatarkka soveltaminen koneoppimisen kontekstissa saattaakin kokonaisuutta 
tarkastellessa tosiasiassa johtaa päinvastaiseen lopputulokseen, kuin mihin on pyritty.  
Kolmanneksi, asetus jättää monta merkittävää seikkaa epäselväksi. Artikloiden sanamuodot 
ovat monitulkinnallisia ja johdanto-osiin lisätyt huomautukset aiheuttavat epävarmuutta. 
Oikeuskäytännön ja viranomaisten ohjeistuksen varaan on jätetty monia avainkysymyksiä, 
joihin ratkaisuja ei välttämättä saada kovin pian. Etenkin oikeuskäytännön syntyminen tulee 
kestämään. Ottaen huomioon asetuksen sanktiomekanismi korkeine sakkoineen, ei ole 
lainkaan mahdotonta, että tämä yleinen epäselvyys vaikuttaa negatiivisesti halukkuuteen 
kehittää koneoppimiseen nojaavia ratkaisuja. Tämä on harmillista, sillä koneoppimisen 
potentiaali ei jää vain tehokkaisiin luottopäätöksiin tai työntekijöiden rekrytointeihin, vaan 
sillä on mahdollista saavuttaa merkittäviä tuloksia myös enemmän yleisen hyvän alaan 
luettavilla alueilla, kuten terveydenhuollossa tai koulutuksessa. Lisäksi koneoppiminen voi 
oikein hyödynnettynä merkittävästi vähentää yksilöihin kohdistuvaa syrjintää. Siten on 
kaikkien etu, mikäli koneoppimisen kehittäminen on mahdollista ja siihen myös 
kannustetaan. 
Asetus ei ole edellä esitetyin perustein täysin onnistunut sääntelemään koneoppimista 
henkilötiedoilla. Asetuksen hallitseva pyrkimys on kuitenkin mahdollistaa henkilötietojen 
vastuullinen käyttö erilaisten vastuumekanismien avulla, eikä jo lähtökohtaisesti estää 
henkilötietojen hyödyllisiä käyttömahdollisuuksia460. Nähdäkseni asetusta tuleekin 
ensisijaisesti tulkita tätä lähtökohtaa vasten. Kuten olen tutkielmassa käsitellyt, käytännössä 
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monia asetuksen artikloita on mahdollista tulkita koneoppimiselle suotuisalla tavalla, eikä 
tämä välttämättä tarkoita myöskään merkittävää tinkimistä rekisteröidyn perusoikeuksista.  
Nähtäväksi jää, millainen vaikutus asetuksen tulkintaan on esimerkiksi Euroopan 
tietosuojavaltuutetun perustamalla eettisellä neuvontaryhmällä (eng. Ethics Advisory 
Group), jonka tehtäväksi on asetettu puuttuminen muun muassa koneoppimisen aiheuttamiin 
vaaroihin yksityisyydelle ja ihmisarvolle461. Myös Euroopan tietosuojavaltuutettu on 
strategiassaan todennut viraston pyrkivän antamaan luovaa ohjausta tietosuojaperiaatteiden 
soveltamisesta tekniseen kehitykseen462. Asetuksen abstrakteja sääntöjä esimerkiksi tietyssä 
käsittelykontekstissa tai tietyllä sektorilla on mahdollista selventää myös asetuksen 40 
artiklan käytännesäännöillä463. Kyseisen artiklan mukaan muun muassa yhdistykset voivat 
laatia ja luoda käytännesääntöjä, jotka tietosuojaviranomaisten hyväksynnän jälkeen ovat 
päteviä ohjeistuksia. Siten käytännesäännöt voisivat olla toimiva työkalu koneoppimisen 
hyödyntämisessä, etenkin sen vuoksi, että niitä voidaan luoda myös muiden tahojen kuin 
viranomaisten aloitteesta. 
Jatkossa tietosuojalainsäädäntöä voi olla perusteltua kehittää yhä rohkeammin ja uskaltaa 
arvioida entistä kriittisemmin myös nykyisen tietosuojalainsäädännön perusrakenteita. 
Koneoppimisen riskitekijöiden minimointi edellyttää sen tiedostamista, ettei koneoppiminen 
tuota täysin objektiivisia tuloksia ja että koko algoritmin luomisprosessi on täynnä valintoja, 
jotka väistämättä vaikuttavat lopputulokseen. Myös riski yksilöiden perusoikeuksien 
loukkaamisesta tulee ottaa vakavasti. Kuitenkin liian varovainen ja epäileväinen 
lähestymistapa voi tosiasiassa johtaa jopa huonompaan lopputulokseen. Olennaista onkin 
löytää tasapaino, jossa riskejä ei vähätellä, mutta jossa ei myöskään turvauduta helpolta 
vaikuttaviin tuttuihin ratkaisuihin, jotka eivät tosiasiassa välttämättä toimi enää tehokkaasti. 
De Hert on lainannut artikkelissaan Peter-Paul Verbeekiä, joka on todennut osuvasti, että 
“[t]hey (technologies) are already there so let us try to understand how we want to live with 
them. Instead of looking for risks, out of distrustful motives, we should actively interrogate 
our use and relationships of technologies. Ethics as accompanying technology development 
rather than judging it from a distanced and disconnected vantage point464.” Tämän tulisi 
olla lähtökohtana myös suhtautumisessa koneoppimiseen. 
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