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Abstract
Designing and developing affective dialogue systems have been receiving much interest from the dialogue
research community [1]. Previous work was mainly focused on showing the system’s emotion to the user
in order to achieve designer’s goals such as helping students practice nursing tasks [7] or persuading users
to change their dietary behavior [6]. A more challenging issue is to develop a robust dialogue manager
that can infer the user’s affective state and adapt the system behavior accordingly. For example, in the
automatic call routing domain, if the system detects that the user is irritated, the system should verify the
information provided by the user or forward the call to a human operator [2].
Recent work from the literature [5, 12] has demonstrated that Partially Observable Markov Deci-
sion Processes (POMDPs) are suitable for use in designing this type of dialogue manager for three main
reasons. First, the POMDP model allows for realistic modeling of the user’s affective state, the user’s
intention, and other user’s hidden state components by incorporating them into the state space. Second,
the POMDP-based dialogue manager is able to cope well with uncertainty that can occur at many levels
inside a dialogue system from the automatic speech recognition and natural language understanding to the
dialogue management. Third, the POMDP environment can be used to create a simulated user which is
useful for learning and evaluation of competing dialogue strategies [9].
However, solving the POMDP problem (i.e. finding a near-optimal policy) for realistic dialogue sys-
tems is computationally expensive [4]. Therefore, almost all developed POMDP-based dialogue manage-
ment approaches (mainly for spoken dialogue systems) are limited to frame-based, and almost toy like,
dialogue problems with the size of only a few slots (e.g., two slots in [10], three slots in [13], and four slots
in [8]). Recent work [11] has tried to solve this problem by compressing the POMDP structure. However,
the affective dialogue model requires a more complex POMDP structure than that of the spoken counter-
part. Compressing the POMDP structure prevents us to incorporate a rich model of the user’s affect into
the state space and might loose dependencies between the user’s emotion, goal, and other hidden state
variables.
In this paper [3], we propose a novel approach to developing a tractable affective dialogue management
model for probabilistic frame-based dialogue systems without compressing the POMDP structure. The
model, based on POMDP and Dynamic Decision Network (DDN) techniques, is composed of two main
parts: the slot level dialogue manager and the global dialogue manager. The first part is composed of a
set of slots where each slot is first modeled as a POMDP and then approximated by a set of DDNs. The
second part is handcrafted. The model has two new features: (1) being able to deal with a large number
of slots and (2) being able to take into account some aspects of the user’s affective state in deriving the
adaptive dialogue strategies.
Our implemented prototype dialogue manager can handle hundreds of slots in real time (i.e., process-
ing time is smaller than one second), where each individual slot might have hundreds of values. The
approach is illustrated through a route navigation example in the crisis management domain. We con-
ducted various experiments to evaluate our approach and to compare it with state-of-the-art approximate
POMDP techniques and three handcrafted policies. The results showed that the DDN-POMDP policy
outperforms the handcrafted policies when the user’s action error is induced by stress as well as when the
observation error of the user’s action increases. Further, performance of the one-step look-ahead DDN-
POMDP policy after tuning its internal reward is close to the approximate POMDP counterparts. The
method is not only useful for building affective dialogue systems but also applicable for the development
of robust dialogue managers for multimodal dialogue systems, in particular spoken dialogue systems.
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