In this paper we estimate the impact of local authority infrastructure spending in New Zealand using spatial econometric modelling, with the infrastructure spending itself endogenously determined.
Introduction
Public infrastructural investment has been widely used as a tool for regional economic development, motivated by the view that such infrastructure is an intermediate public good that plays an active role in the production process. It is expected that increasing the stock of public infrastructure in a region will improve the productivity of existing firms and induce new firms to locate in the region.
Consequently, regional output and employment will grow (Lall, 2007) . Endogenous growth suggests that it is even possible that the region's long-run growth rate will increase. Meta-analyses of the empirical research does indeed show that public expenditure on infrastructure benefits economic growth (Nijkamp and Poot, 2004; Bom and Lighthart, 2009) . This is the case at both the national and regional levels.
Given the magnitude of these investments and the policy emphasis on them as tools for regional development, the role of infrastructure in economic growth has been the subject of considerable research in the fields of public policy, economics, and planning, dating back to Nurske (1953) and Hirschman (1958) . The past several decades have seen an intensification of this interest with numerous studies taking their lead from the work of Aschauer (1989) and Biehl (1986) in which infrastructure enters as an input in an aggregate production function.
The earlier studies in this tradition found a strong productive effect of public infrastructure. For example, Aschauer (1989) , Reich (1991) and Deno (1988) all found that the return to private sector economic performance from public investment was greater than from private investment. However, more recent research has raised serious concerns around the robustness of these empirical results (see Sturm et al. (1998) for an overview of this literature). In terms of the specification of regression models that explain the contribution of public infrastructure to regional output, it has been found that, when regional and temporal fixed effects are introduced, the effects of public sector investment on private sector productivity and output are either markedly reduced or disappear completely (Holtz-Eakin,1994; Hulten & Schwab, 1991; Garcia-Mila & McGuire, 1992) . Moreover, when the spatial context in which public infrastructural investment occurs is taken into account, the magnitude and significance of the estimated effect of that investment decreases as well (Kelejian & Robinson, 1997) .
A number of possible avenues exist by which public investment at one location may influence productivity and output at neighbouring locations. For instance:
• Public infrastructural investment in one region may induce mobile production factors to move to that region to avail themselves of the improved infrastructural endowments. This mechanism suggests that the output of a region would depend positively on its stock of infrastructure and negatively on the stock of infrastructure in the surrounding regions.
• Conversely, public infrastructure -especially that related to transportation -may have a positive impact not only in the region where it is located but also on neighbouring regions due to the network characteristic of some infrastructure, in which any piece is subordinate to the entire network. For example, the building or expansion of a port or airport in one region may allow producers in neighbouring regions greater access to markets.
• In addition, the analysis of the effects of public infrastructural investment is usually carried out using data aggregated to administrative boundaries. These boundaries frequently poorly reflect functional economic areas or the networks that connect them. Linkages forward and backward are then not appropriately measured in the data and statistical spillover effects result from this measurement problem.
One approach to measuring the spatially varying impacts of infrastructure is the spatial equilibrium approach suggested by Haughwout (2002) , which has been used to assess the impact of the Auckland northern motorway extension (see Grimes and Liang, 2010) . This approach measures changes in land values at a highly disaggregated level, a mesh block.
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The approach that is adopted in the present paper complements this earlier research and considers the economic impact at a greater spatial level that is also of policy significance, namely that of the Labour Market Area (LMA) (defined below). This paper is therefore in the tradition of the macrolevel impact studies cited above, but with the innovations of, firstly, using spatial econometrics to measure interregional spillover effects and, secondly, of identifying the drivers of local public investment.
The paper is structured as follows: section 2 covers the theoretical framework, the specification of our model and the methodology used to perform the estimation. Section 3 discusses the data used in this paper and outlines the rationale for the use of LMAs as the underlying spatial frame for the analysis. Section 4 reports the results of the standard 3 stage least squares (3SLS) procedure to estimate the parameters of our model and then compares these results with those of a recently developed spatial 3SLS procedure. Section 5 presents conclusions.
Model Specification and Methodology
The approach adopted here is to embed the impact of local infrastructure investment in a model of spatial equilibrium such as developed by Roback (1982) and Haughwout (2002) . Spatial variation in unemployment rates and labour force participation remain in the background. A simple extension of the Roback (1982) model suffices to motivate the empirical relationships that we anticipate.
2 1 A mesh block is the smallest geographic unit for which statistical data is collected and processed by Statistics New Zealand. In urban areas it is about the size of a city block.
In the Roback model, capital and workers are perfectly mobile. However, land availability and amenities are location specific. Following an exogenous shock, workers will migrate between regions until their utility is the same everywhere. Similarly, capital is moved across regions until the rate of return is the same everywhere. In the absence of differences in amenities across regions, wages and rents would also be equal everywhere but, as Roback (1982) shows, different levels of amenities across regions will lead to spatial differences in wages and rents. Amenities may be fixed and natural, such as related to the climate, or varying such as positive or negative externalities associated with population density, or the amenities provided by local government.
In this paper, we interpret local government-provided infrastructure as productive amenities.
However, we will assume that the level of local infrastructure is endogenous. It is easy to show with the Roback model that an exogenous increase in productive amenities leads to higher rents, but has an ambiguous effect on wages. What would drive endogenous infrastructure investment? The simplest explanation is that most publicly provided services and infrastructure are congestible. Consequently, an increase in population leads to a lower quality of public services and greater congestion, and possibly outward migration of residents, unless some infrastructure investment is undertaken. With endogenous infrastructure and local authorities being the third set of behavioural agents in the model, a third equilibrium condition (besides equal utility and equal unit production costs across space) must be imposed. A plausible condition is a balanced budget (over-time) for local government spending, with local infrastructural and other outlays funded by local taxes, usually in the form of a property tax.
If local infrastructure investment is endogenous and productive, wages are expected to increase in response to an increase in infrastructure. This is illustrated in Figure 1 for the impacts of endogenous local authority spending. Consider a particular region in which the initial equilibrium land rent is r 1 and the wage is w 1 (point A). Following a positive productivity shock, the curve C(w,r;s 1 ) will shift to the right, to C'(w,r;s 1 ). Consequently, firms in the region will offer higher wages and rents will increase (point B). However, with endogenous public infrastructure spending this is not the new equilibrium.
The positive productivity shock leads to greater employment, which requires inward migration. To avoid a decline in the quality of public services, the local government responds with increasing public amenities from s 1 to s 2 . This shifts the cost equalization curve from C'(w,r;s 1 ) to C'(w,r;s 2 ). At the same time, there are two influences on the curve V(w,r;s 1 ) that represents wage/rent combinations with spatially equalized utility. The first is that the additional public spending is likely to have spillover benefits for consumers (e.g., road infrastructure lowers travel times). This leads to a shift of V upwards.
On the other hand, the local tax that needs to be raised lowers real disposable income, which shifts V to the right. The combined effect will be that the shift in V will be rather small, say between V u and V l .
The new equilibrium is somewhere along the bold segment in Figure 1 .
The outcome as displayed in Figure 1 leads to the conclusion that a positive productivity shock is expected to raise land rent in spatial equilibrium, increases the population of the region through net inward migration, increases the level of public infrastructure investment, and increases wages. If the greater population subsequently enhances productivity growth further through agglomeration advantages (with the congestion externalities being partly offset by additional local government spending) a positive feedback loop has been created of self-reinforcing growth associated with inward migration.
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The simple endogenous processes described above suggest a growth model of four equations:
one each for growth in public infrastructure capital, change in real income, population change, and lastly change in the real value of land. Each equation is estimated using data for 58 LMAs across two time periods (1996-2001 and 2001-2006 . Roskruge et al (2010) found homeowners tend to be more critical of local authorities than renters, potentially demanding higher provision of services, thus driving local authorities to invest more heavily in public infrastructure. The homeownership variable (%_Homeownership_1996) is used to capture this effect with the value from the start of the period under consideration (1996) being used to avoid problems with endogeneity. As with the other time-interacted variables in the system of equations, the interaction of the homeownership variable with the period dummy allows the coefficient on this variable (Period*Homeown) to vary between periods.
The change in real land value variable (Δ_Landvalue) is of particular significance in the New
Zealand context as nearly 60 percent of local services are funded from property taxes (McLuskey et al, 2006) .
3 A recent meta-analysis suggests that an increase in the rate of net internal migration by one percentage point, raises the rate of real income growth by 0.1 percentage points. This is consistent with the suggested self-reinforcing growth (Ozgen et al. 2010) . 4 Official estimates of sub national GDP are not available for New Zealand.
The equation for change in real income per capita explains economic growth in terms of the growth in public infrastructure capital (Δ_Infrastructure), the percentage change in usually resident population (Δ_Population), the natural logarithm of median income at the beginning of the period (log_Income_1996), the interaction of the period dummy and the income variable (Period*Income), the local unemployment rate (%_Unemployed_1996), the interaction of the local unemployment rate and the period dummy (Period*Unemployed) and a period effect (Period_dummy).
Growth in public infrastructure capital (Δ_Infrastructure) is expected to induce real per capita income growth through both Keynesian demand effects and neoclassical productivity effects, while the inclusion of the percentage change in usually resident population (Δ_Population) is supported by the meta analysis of Ozgen et al (2010) who found that population growth was positively related to income growth when due to net inward migration.
We expect a negative sign on the parameter estimate of the log of real income at the beginning of the period (log_Income_1996) (beta convergence) as the standard neoclassical growth model posits that income growth is inversely related to the initial level of income (Barro & Sala-i-Martin, 1992) .
Assuming an Okun's law like relationship between unemployment and real income growth (Lee, 2000) , real income growth will be reduced as unemployment rises. We therefore expect a negative sign on the local unemployment rate (%_Unemployed_1996) parameter.
The variables growth in public infrastructure capital (Δ_Infrastructure), change in overseas born population (Δ_Overseas_Born),
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It is anticipated that investment in public infrastructure capital (Δ_Infrastructure) will have a positive relationship with population growth as such investment may make an area relatively more attractive to reside in, inducing in-migration.
industry mix (Industry_Mix), the natural logarithm of the median real income (log_Income_1996), the interaction of the period dummy and the income variable (Period*Income), the percentage unemployed (%_Unemployed_1996), the interaction of the local unemployment rate and the period dummy (Period*Unemployed), and the period dummy (Period_dummy) enter into the equation for population growth (Δ_Population).
Population growth through net migration has long been associated with prevailing labour market conditions, with real income levels (log_Income_1996) and employment opportunities (Industry_Mix) being positively related to these flows (see Boyle et al, 1998; Greenwood, 1997; Molho, 1986; Poot, 1986) . Unemployment is also frequently positively associated with net migration, not because migrants perversely wish to lower their probability of employment and earnings but because of high labour turnover in such areas attracting migrants (Poot, 1986) .
The equation for the percentage change in real land value consists of the variables for growth in public infrastructure capital (Δ_Infrastructure), the natural log of the estimated real land value at the beginning of the period (log_landvalue_1996), the interaction of the land value and the period dummy (period*landvalue), percentage change in usually resident population (Δ_Population), and the period dummy (period_dummy).
Real land values are hypothesised to increase with investment in public infrastructure; hence we expect a positive sign on the parameter for growth in public infrastructure capital (Δ_Infrastructure) due to positive externalities stemming from such investments. For instance, accessibility of areas may improve with investment in roading, leading to more demand for land in those areas and hence higher real land values.
Spatial differences in amenities will lead to persistent spatial differences in the value of land.
However, on the long-run growth path there may be neoclassical convergence, in which case we expect a negative sign on the parameter estimate for the natural log of estimated real land value (log_landvalue_1996). Lastly, increases in population (Δ_Population) will lead to increased demand for land for residential purposes.
In a recent article, Wu and Gopinath (2008) examine the causes of spatial disparities in economic development in the United States using a two-step procedure based on the general approach of Kelejian and Prucha (2004) . Firstly, a system of simultaneous equations, being structural equations of demand and supply in the labour and housing markets, is estimated using a 3SLS estimator, thus correcting for endogeneity and contemporaneous correlation. In the second step of the procedure the residuals from the 3SLS estimation were tested for spatial auto-correlation. If spatial auto-correlation is identified in an equation, the 3SLS residuals are used to estimate the spatial correlation parameter (ρ) by means of the generalised moment estimator suggested by Kelejian and Prucha (1999) . The data are then transformed using the matrix (I-ρW) where I is an NxN identity matrix, N being the number of observations, and W a spatial weights matrix. Using the transformed data, each equation is then reestimated using the ordinary least squares estimator (OLS).
In this paper we face a similar problem, the estimation of a system of equations representing the growth path of regional economies in the presence of spatial auto-correlation. We adopt a somewhat different approach from Wu and Gopinath (2008) . Initially the four-equation growth model (one equation each for growth in public infrastructure capital, change in real income, population change and change in the real value of land) is estimated using standard 3SLS. The observations in all models were weighted by the LMA's usually resident population for the beginning of the period in question. Given that many of the variables represent average outcomes for individuals and households within LMAs, such as the percentage of labour force that is unemployed, a control for heteroscedasticity was introduced by means of analytical weights that were equal to the population size of each LMA. 
Data and descriptives
The data used in this paper are drawn from a number of sources covering the two periods These data were aggregated to Labour Market Areas (LMA) which were built up from census area unit 9 7 We also follow this procedure for the inclusion of income and land value in equations that test for regional convergence.
(CAU) level. It has long been recognized that functional economic areas are the most appropriate unit of analysis for examining regional economic activity (Stabler and Olfert, 1996, p. 206) as administrative areas such as Regional Councils or territorial authorities tend to be rather arbitrary in terms of their boundaries in so far as they reflect economic relations. Administrative areas have largely 8 Analytical weights can be used with most Stata regression commands, but not with spatreg. 9 Census area units are the second smallest geographic area used by Statistics New Zealand and are comprised of a number of mesh blocks. In urban areas they usually contain between 3000-5000 persons.
served as the basis for most regional analysis in the past as most official statistics have been gathered or aggregated to administrative boundaries. However, it is now possible to build up regional data with any defined boundaries from very small geographical units of measurement, using GIS and related systems. Moran's I for both periods is significant and positive (1996-2001, I=.200, p<.01; 2001-2006, I=.129, p<.05) though I is considerably smaller in the second period.
The industry mix variable is the industry mix effect calculated by the classical shift share technique (Cochrane and Poot, 2008) . Definitions for all variables used in this analysis can be seen in Table 1 with their accompanying descriptive statistics shown in Table 2 .
Finally, before we turn to the estimation results, we must consider the construction of the spatial weights matrix used to specify the spatial relation between LMAs. Although the selection of the spatial weights matrix is a crucial decision in a spatial econometric analysis, there exists no clear cut means of deciding on which approach to use (Griffith, 1996, p 65) . 10 10 Stetzer (1982) and Florax and Rey (1995) find that over-specification of the spatial weights matrix leads to a loss of statistical power while under-specification induces an increase in power in the presence of positive spatial auto
The difficulties entailed in this decision are compounded by the plethora of different specifications available. Getis and Aldstadt (2004) identified no fewer than eight commonly used methods and a wide range of lesser known ones, while Conley & Topa (2002) expand the number of possibilities to include non-spatial metrics.
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In this paper the weights matrix is constructed on the basis of the reciprocal of the squared travel time between the major urban centres of each LMA. The matrix takes a block diagonal form.
Effectively, LMAs in one time period form an interacting block with no neighbours in another time period. Alternatively this can be interpreted as there being an infinite distance between any LMAs in a specific time period and all other LMAs at other points in time. Before carrying out the spatial regressions, the weights matrix has been row standardized.
Results
The results of the non-spatial 3SLS system are presented in Table 3 .
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In the change in real income (Δ_Income) equation the population change variable (Δ_Population) and the growth in public infrastructure capital (Δ_Infrastructure) variable are significant and positive. Infrastructure growth increases productivity and, consequently, real income, as the work of Aschauer (1989) and others suggested. Moreover, population growth also provides a boost to real income growth, which is consistent with the recent meta-analysis of Ozgen et al. (2010) . Zealand, possibly more determined by funding availability and political factors rather than conventional economic drivers.
Regional population growth is positively affected by investment in public infrastructure (Δ_Infrastructure), international migration (Δ_Overseas_Born), a favourable mix of industries (Industry_Mix), and income in the latter period. In addition, unemployment in the second period is associated with high levels of population growth, perhaps due to greater labour market churn in such correlation and a loss in power in the presence of negative spatial correlation. Both under-and over-specification produce an increase in the mean squared error for spatial econometric models (Griffith, 1996, p 66-67) . 11 Getis and Aldstadt cite bandwidth distance decay, Gaussian distance decline and tri-cube distance decline functions as examples. To this list should be added their own AMOEBA methodology (Getis & Aldstadt, 2004) 12 In Tables 3, 5 and 7 rather than reporting the interaction terms directly, the parameter on the variable of interest in the latter period is reported. For instance in the equation for the percentage change in real land value rather than reporting the parameter on the interaction term for land value and the period dummy (period*landvalue) what is reported is the parameter on land value in the 2001-2006 period. This is simply obtained by adding the parameter estimate obtained for the first period to that of the interacted term. The motivation for this was to assist in interpretation of the results.
areas. The period dummy is negative even though population growth in the latter period was more than in the earlier one (see Table 2 ). However, as the equation includes a term to capture the effects of international migration (Δ_Overseas_Born), this may reflect the fact that natural increase in the population of New Zealand was relatively lower in the second period with overall population growth being driven by international migration.
Lastly, the variable for investment in public infrastructure (Δ_Infrastructure) attains significance for the change in real value of land (Δ_Landvalue), as does the lagged log of real land value in the second period and the period dummy itself. Table 4 shows the Moran's I statistics for the residuals from the non-spatial 3SLS. Except for the inter census change in usually resident population, Moran's I for the residuals of the non-spatial 3SLS estimation are positive and significant at the 5 percent level indicating that spatial auto correlation is a problem in these instances.
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The results of the spatial 3SLS model are shown in Table 5 along with the Moran's I statistics for the residuals (Table 6 ), while Table 7 compares the results of the non-spatial and spatial 3SLS.
Accordingly, the 3SLS system is re-estimated including spatial lags on the dependent variables in the growth in public infrastructure capital (Δ_Infrastructure), change in real income (Δ_Income) and change in real value of land (Δ_Landvalue) equations.
In the public infrastructure capital (Δ_Infrastructure) equation, the percentage change in median income (Δ_Income) variable remains significant and positive, though of a somewhat smaller magnitude. The estimated real land value (Δ_Landvalue) variable is still positive, but no longer significant. In addition, the spatial lag of the growth in public infrastructure capital (Δ_Infrastructure) is significant and positive indicating that growth in infrastructure spending in one region spending spills over into surrounding areas.
For the real income (Δ_Income) equation, the population change variable (Δ_Population) and the growth in public infrastructure capital (Δ_Infrastructure) variable remain significant and positive although the estimated parameter values are between a third and a quarter lower than in the non-spatial 3SLS.
Turning to the regional population growth equation from the spatial 3SLS model, we find that the parameter estimates for public infrastructure (Δ_Infrastructure), international migration (Δ_Overseas_Born), industry mix (Industry_Mix), and the log income term for the latter period all remain significant, positive and of similar magnitude to those obtained in the non-spatial 3SLS. The period dummy (Period_dummy) also remains significant, of a similar magnitude and retains a negative sign.
In the final equation of the system, for the change in real value of land (Δ_Landvalue), the lagged log of real land value in the second period and the period dummy remain significant and of similar magnitude to the estimates obtained in the non-spatial 3SLS while the variable for investment in public infrastructure (Δ_Infrastructure) remains positive but ceases to be significant at 5% (p=0.125). equations has reduced the impact of spatial auto correlation with none of the Moran's I for the 3SLS equations being significant.
Conclusions
In this paper we estimated the impact of local authority infrastructure spending in New Zealand using spatial econometric modelling techniques. Both the spatial and non-spatial 3SLS estimators told a similar story, indicating that the spatial distribution of investment in public infrastructure may be rather haphazard in New Zealand, possibly more determined by funding availability and political factors rather than conventional economic drivers. There is significant spatial dependence in infrastructure with clear evidence that growth in infrastructural spending in an area spills over into surrounding regions.
The results support the presence of self-reinforcing growth processes: real income growth is positively affected by both infrastructure growth and population growth, while real income growth itself contributes to growth in infrastructure spending. The equation for population growth is consistent with theories of migration. Finally, there is some weaker evidence that increased infrastructure investment is reflected positively in land values. These findings are all in accordance with our extensions to Roback's spatial equilibrium model, confirming that positive two-way interactions exist between infrastructure investment and regional economic outcomes. 
