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Reduction of some homological conjectures to excellent unique factorization domains
EHSAN TAVANFAR∗
IN THE MEMORY OF MY FATHER, MANOUCHEHR TAVANFAR,
WHO PASSED AWAY AT THE TIME OF WRITING THIS PAPER
ABSTRACT. In this article, applying the quasi-Gorenstein analogous of the Ulrich’s
deformation of certain Gorenstein rings we show that some homological conjectures,
including theMonomial Conjecture, Big Cohen-Macaulay Algebra Conjecture as well as
the Small Cohen-Macaulay Conjecture reduce to the excellent unique factorization do-
mains. Some other reductions of the Monomial Conjecture are also proved. We, more-
over, show that certain almost complete intersections adhere theMonomial Conjecture.
1 Introduction
Throughout this article, (R,m) denotes a commutative Noetherian local ring of dimension d
with identity wherem denotes the uniquemaximal ideal of R.
In the early seventies, in [29], Hochster proposed the following two equivalent conjec-
tures and proved them for the equicharacteristic rings.
Monomial Conjecture: Suppose that x1, . . . ,xd is a system of parameters for R. Then,
xt1 · · ·x
t
d
∉ (xt+11 , . . . ,x
t+1
d
) for each t ≥ 1.
Direct Summand Conjecture: Suppose that A is a regular local ring and R is a module
finite extension of A. Then the inclusion A→R splits, in the category of A-modules.
The foregoing conjectures have been around for decades in themixed characteristic case.
In the sequel we succinctly review certain substantial advances in the study of the afore-
mentioned conjectures. In the eighties, in his extraordinary paper [28], among other things,
Hochster introduced the following further equivalent forms of theMonomial Conjecture.
Canonical Element Conjecture: Suppose that (F•,∂•) is a free resolutionof R/m and con-
sider the natural projection π : Fd → syz
d
R(R/m) which defines an element,
ǫR := [π] ∈ Ext
d
R
(
R/m, syzdR(R/m)
)
.
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Set, ηR :=φ(ǫR), wherein,
φ : ExtdR
(
R/m, syzdR(R/m)
)
→ lim
−→
n∈N
ExtdR
(
R/mn , syzdR(R/m)
)
=Hdm
(
syzdR(R/m)
)
,
is the natural map. Then ηR 6= 0.
CE Property, also known as the Canonical Element Conjecture: Assume that F• is mini-
mal resolutionof R/m. Consider theKoszul complex K•(x,R) of a systemof parameters x of R.
Then for any lifting,φ : K•(x,R)→ F•, of the natural surjection R/(x)→R/m, we have φd 6= 0.
In [28], Hochster, moreover shows that thementioned equivalent forms of theMonomial
Conjecture imply the following conjecture:
Improved New Intersection Conjecture: Suppose that F• : 0→ Fs → Fs−1 → ··· → F0→ 0
is a complex of finite free modules such that ℓ
(
Hi (F•)
)
<∞ for each i > 1 and H0(F•) has a
minimal generator whose generated R-module has finite length. Then s ≥ d .
The importantpoint here is that a slightly stronger version of the ImprovedNew Intersec-
tion Conjecture, wherein H0(F0) has finite length as well, has been settled in full generality
by Roberts (see,[47]). The validity of this stronger form, which is called the New Intersection
Theorem, itself established a bunch of other old conjectures, most notably the Bass’s ques-
tion regarding the Cohen-Macaulayness of rings having a non-zero finite module of finite
injective dimension (see, [10, Chapter 9.] and [44]). Originally the Improved New Intersect
Conjecture is, implicitly, stated in [16] among the proof of [16, Theorem 1.1]. Subsequently,
miraculously, in [12] Dutta showed that the improved new intersection is, in fact, an another
equivalent form of the Monomial Conjecture. Recently, in [14] Dutta also proved that all of
the equivalent forms of theMonomial Conjecture are in addition equivalent to the following
conjecture which has its origin, again, in [16] (see, [16, Proposition 1.6.]).
Order Ideal Conjecture: Assume that R is a regular ring and M is an R-module. Suppose
that x is a minimal generator of the i th-syzygy of M for some i > 0. Then the ideal,
Osyzi (M)(x)= { f (x) : f ∈HomR
(
syzi (M),R
)
},
has height greater than or equal to i .
An R-module M (algebra A) is said to be a balanced big Cohen-Macaulay module ( big
Cohen-Macaulay algebra) ifmM 6=M (mA 6= A) and any system of parameters x of R is a reg-
ular sequence on M (on A). The existence of balanced big Cohen-Macaulay module (big
Cohen-Macaulay algebra), which is a long standing conjecture, settles the Monomial Con-
jecture affirmatively. In [32] Hochster showed that any equicharacteristic ring has a balanced
big Cohen-Macaualy module. Moreover, in [35] Hochster and Huneke proved that if R is an
excellent domain of prime characteristic, then, R+, the integral closure of R in the algebraic
closure of its fraction field is a big Cohen-Macaulay algebra. Unfortunately, using the trace
map, we can deduce that the analogous statement about R+ in equal characteristic zero does
not hold provided dim(R) ≥ 3. In spite of this obstruction, in [33] Hochster and Huneke es-
tablished the existence of big Cohen-Macaulay algebras in the equicharacteristic case.
Although the Monomial Conjecture is quite easy in dimension less than or equal to two,
but not in dimension three. In [24] Heitmann provided a very complicated proof of the va-
lidity of Monomial Conjecture in dimension three of mixed characteristic. In fact he proved
more, that is, if R is a mixed characteristic excellent normal domain of dimension three then
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H2m(R
+) is almost zero, i.e. R+ is an almost Cohen-Macaulay R-algebra1. Quite obviously, the
existence of almost Cohen-Macaulay algebra is stronger than the existence of big Cohen-
Macaulay algebras. In general the Monomial Conjecture follows from the existence of al-
most Cohen-Macaulay algebra(see, e.g. [49, Proposition 1.3]). In [27] when R has dimen-
sion three andmixed characteristicHochster constructed a big Cohen-Macaulay algebra us-
ing the Heitmann’s result regarding the almost Cohen-Macaulayness of R+. Recently, in [8],
Bhattacharyya showed that the Big Cohen-MacaulayAlgebraConjecture follows from the ex-
istence of almost big Cohen-Macaulay algebras. The question whether R+ is always almost
Cohen-Macaulay inmixed characteristic is open in dimension greater than or equal to 4. Al-
though theMonomial Conjecture, has been proved in equal characteristic zero but the ques-
tion whether R+ is almost Cohen-Macaulay in equal characteristic zero is of self interest and
is open in dimension greater than or equal to 3. But the three dimensional equal characteris-
tic zero case for the Segre product of Cohen-MacaulayN-graded rings has been investigated
in [49], where the authors apply the Albanese varieties to deduce that the image of non-top
local cohomologies of R are almost zero in R+. Recently, in [48] Roberts showed that the im-
age of non-top local cohomologies of R in R+ are almost zero provided R is a Segre product
ofN-graded Cohen-Macaulay rings of mixed characteristic. Moreover, recently, applying the
Almost Purity Theorem, in [52] Shimomoto proved that R has a big Cohen-Macaulay algebra
provided R has mixed characteristic p > 0 such that R[1/p] is an étale extension of A[1/p]
wherein A is a Noether normalization of R.
A finitely generated big Cohen-Macaulay R-module is said to be a small Cohen-Macaulay
module or maximal Cohen-Macaulay module. Hochster’s Small Cohen-Macaulay Conjec-
ture states that every complete ring has a small Cohen-MacaulayModule. This conjecture is
even open in three dimensional equicharacteristic rings.
In Section 2 we prove that for the validity of the Monomial Conjecture it suffices to take
into account only systems of parameters of R which form a part of a minimal basis of m.
This fact will be used in Section 4 to deduce the main result of that section. Here, it is worth
to point out that, since for proving this reduction we descend to a finite free extension of
R with complete intersection fibers, we can merge some of other known reductions of the
Monomial Conjecture with our reduction. For instance, it suffices to confine our attention
only on such system of parameters x := x1, . . . ,xd for almost complete intersections. In view
of [13] theMonomial Conjecture reduces to the almost complete intersections.
In Section 3 we show that the aforementioned homological conjectures reduce to the
class of excellent (homomorphic image of regular) unique factorization domains. The main
idea of the proof is the fact that the Ulrich’s deformation of certain Gorenstein rings to the
class of unique factorization domains, developed in [55], has a quasi-Gorenstein counter-
part. But prior to applying this reduction, for a normal domain Rwith canonical idealωR, we
endowR
⊕
ωRwith a ring structure such that it is a quasi-Gorenstein domainwhich is a com-
plete intersection in codimension 1 (recall that the trivial extension is never a domain). For
the Monomial Conjecture with the aid of Hochster’s first general grade reduction technique
developed in [31], we deduce that the reduction to excellent unique factorization domains
is dimensionwise in the sense that the Monomial Conjecture for d-dimensional local rings
1Here, almost zero means that each element of H2m(R
+) is killed by elements of arbitrary small valuation,
with respect to a fixed rank one valuation which is non-negative on R and positive onm.
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descends to d-dimensional excellent unique factorization local domains. It is noteworthy to
mention that in the light of Heitmann’s remarkable paper, [23], loosely speaking, any com-
plete ring with depth at least 2 is a completion of a unique factorization domain! But, un-
fortunately, Heitmann’s unique factorization domains are neither excellent nor catenary 2.
For instance, his unique factorization domains are not supposed to have a maximal Cohen-
Macaulay module or even a canonical module. So the excellence property can be important
from this point of view. Besides the known good properties of unique factorization domains,
they may have evenmore tacit important properties as we will point out them in the sequel.
The first example of a non-Cohen-Macaulay unique factorization domain was constructed
by virtue of the invariant theory, in Bertin’s paper [7]. In fact at that time, Bertin’s counterex-
ample settled negatively Samuel’s conjecture regarding the Cohen-Macaulayness of unique
factorization domains. In spite of the existence of this counterexample, complete unique
factorization domains at least in equal characteristic zero, have very good properties. For
instance, as stated in [42, Page 539] (see, also [21]), if R is a complete equicharacteristic zero
unique factorization domain of depth ≥ 3, then R satisfies S3. Moreover, if the residue field
is algebraically closed (char 0), then the depth condition is superfluous. Furthermore, in
view of [42, Page 540], any complete unique factorization domain with algebraically closed
residue field of characteristic zero is Cohen-Macaulay provided dim(R) ≤ 4. So it might be,
fairly, more helpful, if we can takemore steps and reduce any of the homological conjectures
to the class of complete unique factorization domains.
In Section 4, we investigate the homological conjectures for almost complete intersec-
tions satisfying m2 ⊆ (x) for some system of parameters x of R. In mixed characteristic we
furthermore assume that x1 = p, the residual characteristic of R. We will see that in this
case R has a balanced big Cohen-Macaulay algebra. In the sequel, we explain our motiva-
tion behind this investigation. As we mentioned before, the Monomial Conjecture is proved
for equicharacteristic rings of arbitrary dimension and for (at most) 3-dimensional rings of
any characteristic. Due to the Goto’s paper [20], another subclass of rings which adhere the
Monomial Conjecture is Buchsbaum rings. In fact any system of parameters x of a Buchs-
baum ring satisfies, m
(
{x}limR
)
⊆ (x), wherein {x}limR =
⋃
t∈N
(
(xt+11 , . . . ,x
t+1
d
) : xt1 · · ·x
t
d
)
. This in-
clusion immediately settles the Monomial Conjecture. Now set A to be the class of rings
consisting of rings R satisfying,
m2
(
{x}limR
)
⊆ (x),
for some system of parameters x of R. Note that A contains, properly, the class of Buchs-
baum rings (see, [54, Theorem 5.12(ii)]). In order to see why this inclusion is proper, note
that in the light of [19], there exists a non-Buchsbaum quasi-Buchsbaum ring R such that
there are exactly twonon-zero non-top local cohomologies of Rwhich both of themare R/m-
vector spaces. Then applying the argument of the proof of [46, Proposition 1.] we can con-
clude that R belongs to the class A . Note also that by [54, Theorem 5.12.(i)], roughly speak-
ing, A is a subclass of generalized Cohen-Macaulay rings. Quite obviously, if the Mono-
mial Conjecture is valid for any system of parameters x of any ring R with m2 ⊆ (x), then
2In fact Heitmann’s construction of such unique factorization domains provided us with an example of a
non-catenary local unique factorization domain. Prior to this counterexample, it was conjectured that any
local unique factorization domain is catenary.
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any member of A satisfies the Monomial Conjecture. Although, at this time, we could not
prove the validity of the Monomial Conjecture in this general setting, but we succeeded to
deduce our desired statement for almost complete intersections satisfyingm2 ⊆ (x) with the
extra assumption that x1 = p in the mixed characteristic p > 0. For justifying our investi-
gation in this restricted case, from another point of view, recall that in the light of Dutta’s
result [13, 1.2 Proposition] in conjunction with [28, (6.1) Theorem]Monomial Conjecture re-
duces to the case where R is an almost complete intersection of mixed characteristic p > 0
and x1, . . . ,xd is a system of parameters for R with x1 = p. The key ingredient of our proof is
the fact that those almost complete intersections have multiplicities up to two in the non-
Cohen-Macaulay case. We give an example of a non-Cohen-Macaulay ring R ∈A such that
its multiplicity is strictly greater than two (so, R is not an almost complete intersection).
In view of the Monomial Conjecture, we end the paper with a question regarding exis-
tence of a particular non-commutative R-algebra.
2 Reduction of the Monomial Conjecture to systems of parameters which
are part of a minimal basis of m
This section is devoted to prove that for the validity of the Monomial Conjecture it suffices
only to check systems of parameters of the ring which can be extended to a minimal set of
generators of themaximal ideal. This result will be used in the Section 4 to prove that certain
almost complete intersections satisfy theMonomial Conjecture.
Remark 2.1. Let a ∈R. Then the free R-module R
⊕
R acquires a ring structure via the follow-
ing rule,
(r, s)(r ′, s ′)= (r r ′+ ss ′a,r s ′+ r ′s).
We use the notation R(a1/2) to denote the forgoing ring structure of R
⊕
R. In fact it is easily
seen that the map, R(a1/2)→ R[X]/(X2− a), which takes (r, s) to (sX+ r )+ (X2− a)R[X] is an
isomorphism of R-algebras. We are given the extension map R→ R(a1/2) by the rule r 7→
(r,0) which turns R(a1/2) into a free R-module with the basis {(1,0), (0,1)}. Consequently this
extension is an integral extension of R and it is subject to the following properties which all
are easy to verify.
(i) dim(R)= dim
(
R(a1/2)
)
and a has a square root in R(a1/2), namely (0,1).
(ii) If a ∈m then R(a1/2) is a local ring with uniquemaximal idealm
⊕
R.
(iii) If a,x2, . . . ,xd is a system of parameters of R then a
1/2,x2, . . . ,xd is a system of parame-
ters for R(a1/2).
(iv) If ϕ : R→ S is an R-algebra wherein, ϕ(a) has a square root in S, then there exists a
natural induced R-algebra homomorphismΨ : R(a1/2)→ S defined by (r, s) 7→ ϕ(r )+
ϕ(s)ϕ(a)1/2, extendingϕ. Moreover, assuming that R and S are domains,Ψ is injective
if and only ifϕ is injective and a does not have a square root in Frac(R).
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(v) If R is a domain, then R(a1/2) is a domain if and only if a does not have a square
root in Frac(R). For one implication we note that if a does not have a square root in
K := Frac(R), then K[x]/(x2−a) is a field extension of R. Therefore, by applying the pre-
ceding part we get an embedding R(a1/2) → K[x]/(x2 − a) which shows that R(a1/2)
is an integral domain. For the reverse implication note that if a has a square root
r /s ∈ Frac(R) then the identity (r, s)(r,−s)= 0 shows that R(a1/2) is not a domain.
The following remark is in fact the proof of Corollary 2.3(i).
Remark 2.2. Let x1, . . . ,xl be a sequence of elements of R contained in the maximal ideal of
R. We, inductively, construct the local ring (Ri ,mi ) by taking a square root of xi in Ri−1. Then
in Rl we have,
x1/2i = ( 0︸︷︷︸
0-th coordinate
,0, . . . ,0,1,0, . . . , 0︸︷︷︸
(2l−1)-th coordinate
),
whose 2(i−1)-th coordinate is 1 and others are zero.
(i) Let 1≤ j ≤ l and 0 ≤ k ≤ 2l −1. We denote the element (0, . . . ,0, 1︸︷︷︸
k−th coordinate
,0, . . . ,0) of Rl
by ek . Then we have,
ekx
1/2
j =
{
ek+2 j−1 , ( j −1)- th digit of k in base 2 is 0
x j ek−2 j−1 , ( j −1)- th digit of k in base 2 is 1.
In order to see why this is the case we induct on the least natural number s ≥ j such that
k ≤ 2s − 1. In the case where s = j it is easily seen that the ( j − 1)-th digit of k in its 2-th
base representation is 0 (is 1) if and only if k ≤ 2 j−1 − 1 (k ≥ 2 j−1). So an easy use of the
multiplication rule of the ring R j :=R j−1
⊕
R j−1 proves the claim (Recall that R j is subring of
Rl ). Now assume that s > j . Then we have,
ekx
1/2
j =
(
0, . . . , 0︸︷︷︸
2s−1−1-th coordinate
,
(
0, . . . ,0, 1︸︷︷︸
(k−2s−1)-th coordinate
,0, . . . ,0
)
x1/2j
)
.
Now set k ′ := k −2s−1. Note that the ( j −1)-th digit of the base 2 representation of k and
k ′ are equal. Consequently the statement follows from our inductive hypothesis.
(ii) We are going to show that for each 1 ≤ i ≤ l the projection map τ2(i−1) :m
2
l
→ R, which is
the projection to the (2(i−1))-th coordinate, is not surjective. In the case where l = 1 we have
m2
l
= (m2+x1R)
⊕
m. So, we assume that l ≥ 2 and the statement is true for smaller values of
l . Then,
m2l =
(
m2l−1+xlRl−1
)⊕
ml−1. (1)
Now, if i = l then 2l−1-th coordinate ofm2
l
is just the first coordinate of,
ml−1 =m
⊕
R
⊕
· · ·
⊕
R.
Hence, clearly, τ2(l−1) is not surjective. On the other hand if i  l then by our inductive hy-
pothesis τ2(i−1) :m
2
l−1 → R is not surjective which, in the light of the equality (1), implies the
statement immediately.
EHSAN TAVANFAR 7
(iii) In continuation of our investigation in the previous part, we need to show, also, that the
projection map τ2(i−1) : x
1/2
j
Rl−1 → R is not surjective unless i = j (1 ≤ i ≤ l − 1 and 1 ≤ j ≤
l −1). Let (rk)0≤k≤2l−1−1 ∈Rl−1. Then we have,
(rk)0≤k≤2l−1−1x
1/2
j
=
2l−1−1∑
k=0
rkekx
1/2
j
=
2l−1−1∑
k=0
( j−1)−th digit of k in base 2 is 0
rkek+2 j−1 +
2l−1−1∑
k=0
( j−1)−th digit of k in base 2 is 1
rkx j ek−2 j−1 .
Thus if i < j then evidently τ2i−1 is not surjective. On the other hand if i > j and there
exits 0 ≤ k ≤ 2l−1−1 with k +2 j−1 = 2i−1 then k = 2i−1−2 j−1 which after a straightforward
computation shows that the ( j−1)-th digit of k in base 2 is 1. This proves the non-surjectivity
of τ2i−1 .
(iv) By means of the arguments of the forgoing part we can, directly, conclude that,
x1/2i ∉m
2
l−1+ (x
1/2
1 , . . . , x̂
1/2
i
, . . . ,x1/2l−1,xl )Rl−1, (i  l )
otherwise we must have τ2(i−1) : (x
1/2
j
)Rl−1 → R for some 1 ≤ j ≤ l − 1 and j 6= i or τ2(i−1) :
m2
l−1→R is surjective.
The above remark yields the following corollary, as claimed before. In the second part
of the subsequent corollary the important point is the equality embdim(R) = d +u which
equals to the embedding dimension of the regular local ring V[[X2, . . . ,Xd ,Y1, . . . ,Yu]].
Corollary 2.3. (i) TheMonomial Conjecture holds if and only if every systemof parameters
x1, . . . ,xd which is a part of aminimal basis for themaximal ideal satisfies theMonomial
Conjecture.
(ii) For the Monomial Conjecture, without loss of generality, we can assume that,
R=
(
(V,p1/2)[[X2, . . . ,Xd ,Y1, . . . ,Yu]]
)
/I,
and the system of parameters x1, . . . ,xd is the image of p
1/2,X2, . . . ,Xd in R where the
discrete valuation ring (V,p1/2) is a subring of R and embdim(R)= d +u.
Proof. (i) Let x1, . . . ,xd be a system of parameters for R. Consider the ring Rd as in Remark
2.2. It suffices to show that x1/21 , . . . ,x
1/2
d
is a part of a minimal basis for the unique maximal
idealmd of Rd . Let (α1,β1), . . . , (αd ,βd ) ∈Rd =Rd−1
⊕
Rd−1 be such that,
d−1∑
k=1
(αk ,βk)x
1/2
k + (αd ,βd )(0Rd−1 ,1Rd−1)︸ ︷︷ ︸
=x1/2
d
∈m2d =
(
m2d−1+ (xd )Rd−1
)⊕
md−1.
Then by a simple computation we get
d−1∑
k=1
αkx
1/2
k +βdxd ∈m
2
d−1+xdRd−1, (2)
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and,
d−1∑
k=1
βkx
1/2
k +αd ∈md−1. (3)
So the identity (3) yields αd ∈ md−1 and thence (αd ,βd ) ∈ md . Moreover, for each 1 ≤ k ≤
d − 1 we must have (αk ,βk) ∈ md = md−1
⊕
Rd−1, otherwise we get αi ∉ md−1 for some 1 ≤
i ≤ d −1 which in view of the identity (2) yields x1/2
i
∈m2
d−1+ (x
1/2
1 , . . . , x̂
1/2
i
, . . . ,x1/2
d−1,xd )Rd−1
violating Remark 2.2 (iv). Consequently, (αk ,βk) ∈md for each 1 ≤ k ≤ d . This implies that
x1/21 +m
2
d
, . . . ,x1/2
d
+m2
d
is a linearly independent subset of md/m
2
d
over Rd/md and thence
x1/21 , . . . ,x
1/2
d
is part of a minimal basis formd .
(ii) By [28, (6.1) Theorem], for the validity of theMonomial Conjecture it suffices to verify
it only for systems of parameters x1, . . . ,xd of R wherein x1 = p is the residual characteristic
and (V,pV) is a coefficient ring of the complete local ring R. So the statement follows from
the argument in the proof of the preceding part.
3 Reduction to excellent unique factorization domains
In this section we show that some homological conjectures reduce to excellent unique fac-
torization domains. Here, by homological conjectures we mean one of the Small Cohen-
MacaulayConjecture,Big-Cohen-Macaulay AlgebraConjecture aswell as theMonomial Con-
jecture.
Lemma 3.1. Suppose that R is a Noetherian local domain which is not a field. Then there
exists a ∈m such that a does not have a square root in F := Frac(R).
Proof. We first claim that there exists a ∈ R without a square root in Frac(R). Assume to the
contrary that each element of R has a square root in F. Then F is square root closed. Let
p be a height one prime ideal of the integral closure R of R which is a Krull domain (see,
[39, Theorem 4.10.5]). Since Rp is an integrally closed domain, so the discrete valuation ring
(Rp,xRp) is square root closed in Frac(R). But then x has a square root in Rp. This observation
violates x ∉ p2Rp.
Hence there exists an element a ∈Rwithout a square root in Frac(R). If a ∈m then we are
done, so suppose that a is an invertible element of R. Then for any 0 6= t ∈m we have, t , or,
ta, does not have a square root in Frac(R).
Remark 3.2. Suppose that R is a domain. Since the trivial extension R⋉ωR R by its canon-
ical module (even the amalgamated duplication ring of R with its canonical ideal3) is not a
domain we will use a different multiplication on R
⊕
ωR. To be more precise, since R is a
domain so [4, (3.1)] implies thatωR is an ideal of R. By applying the preceding lemmawe can
choose a ∈m such that a does not have a square root in Frac(R). We may endow S := R
⊕
ωR
with a ring structure such that,
(r,x)(r ′,x′)= (r r ′+xx′a,r x′+ r ′x),
3See, [6].
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for each (r,x), (r ′,x′) ∈ R
⊕
ωR. In particular, S is a subring of R(a1/2) and it is a domain by
Remark 2.1(v). Furthermore, ηR : R→ S which maps an element r ∈R to (r,0) is an R-algebra
homomorphism. Note that S is a local ringwith themaximal idealn :=m
⊕
ωR and η is a local
monomorphism. As wewill see in the following remark, S endowedwith the aforementioned
multiplication is an integral domainwhich is a complete intersection in low dimension, pro-
vided R is a normal ring. The fact that it is a complete intersection in the low dimension is
essential for reducing the homological conjectures to the subclass of unique factorization
domains.
Lemma 3.3. Suppose that R is a normal domain and that ωR is the canonical ideal of R. Let
a ∈ Frac(R) be an element ofmwithout a square root in Frac(R). Then the following statements
hold.
(i) R(a1/2) is locally complete intersection at codimension ≤ 1.
(ii) The subring R
⊕
ωR of R(a1/2) is locally complete intersection at codimension≤ 1.
Proof. (i) Let p ∈ Spec
(
R(a1/2)
)
be a height one prime ideal and set q := p
⋂
R. Firstly note
that htR(q)= htR(a1/2)p, as we have going down, going up and incomparability. In particular,
p ∈ ass
(
qR(a1/2)
)
. Since R is normal, Rq is a regular local ring. Consequently, Rq[x] is a reg-
ular domain. Hence Rq[x]/(x2−a)Rq[x] ∼= Rq(a1/2) is locally complete intersection. An easy
verification shows that, ⋃
l∈ass
(
qR(a1/2)
) l= {(r, s) ∈R(a1/2) : r 2− s2a ∈ q}. (4)
Note that qR(a1/2) = q
⊕
q. Set, S := R(a1/2)\
⋃
l∈ass
(
qR(a1/2)
) l. Then there exists the natural em-
bedding ϕ : Rq → S−1
(
R(a1/2)
)
defined by a/s → (a,0)/(s,0). On the other hand a does not
have a square root in Frac(Rq)= Frac(R). Thus by Remark 2.1(iv) ϕ induces the injection
Ψ : Rq(a
1/2)→ S−1
(
R(a1/2)
)
,
such that maps any element (a/b,a′/b′) ∈ Rq(a1/2) to (ab′,a′b)/(bb′,0). For each element
(r, s)/(r ′, s ′) ∈ S−1
(
R(a1/2)
)
we have, by(4) , r ′2− s ′2a ∉ q and,
Ψ
(
(r r ′− ss ′a)/(r ′2− s ′2a), (r ′s− r s ′)/(r ′2− s ′2a)
)
= (r, s)/(r ′, s ′).
Hence, Ψ is an isomorphism. So, S−1
(
R(a1/2)
)
, is locally complete intersection. Conse-
quently, as p ∈ ass
(
qR(a1/2)
)
, we have R(a1/2)p ∼= S−1
(
R(a1/2)
)
S−1p is a complete intersection.
(ii) Let p′ ∈ Spec(R
⊕
ωR) be a height one prime ideal. Since R(a1/2) is an integral exten-
sion of R
⊕
ωR, so there exists p ∈ Spec
(
R(a1/2)
)
lying over p′. Let q be the contraction of p′
in R. Note that htR(q) = htR(a1/2)(p), because R(a
1/2) is an integral flat extension of R. On
the other hand, because R is integrally closed so R→ R
⊕
ωR has the going down property.
Hence, htR(a1/2)(p)= htR(q)≤ htR
⊕
ωR(p
′). This shows that htR(a1/2)(p)= 1, as well.
If ωR * q, then it is easily verified that the natural map (R
⊕
ωR)p′ → R(a
1/2)p is an iso-
morphism.
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Now, wedeal with the casewhereωR⊆ q. Note that (R
⊕
ωR)p′ is a localization of (R
⊕
ωR)q.
So, it suffices to show that the latter is (locally) complete intersection. Moreover, (R
⊕
ωR)q is
an Rq-algebra by themap r /t 7→ (r,0)/t and this underlyingRq-module structureof (R
⊕
ωR)q
is the same Rq module (R
⊕
ωR)q ∼= Rq
⊕
Rq. In particular, (R
⊕
ωR)q is a flat Rq-algebra. So it
is sufficient to show that the closed fiber of Rq→ (R
⊕
ωR)q is a complete intersection. Since
(ωR)q ⊆ qRq so it is easily seen that there exists a natural ring isomorphism,
(R
⊕
ωR)q/(q
⊕
qωR)q→Rq/qRq⋉ (ωR)q/q(ωR)q,
such that maps an element (r, s)/t to (r /t , s/t). Now from the fact that (ωR)q ∼= Rq, we can
deduce that Rq/qRq⋉ (ωR)q/q(ωR)q is isomorphic to to the complete intersection ring,
(Rq/qRq)[X]/(X
2).
In [55] the author proves that any Gorenstein ring which is a homomorphic image of
a regular ring and it is a complete intersection at codimension ≤ 1 is a specialization of a
unique factorization domain. The first part of the proof of the following proposition is more
or less repeating the proof of the Ulrich’s result, and is stated here for the convenience of the
reader and also for the sake of completeness.
Proposition 3.4. Suppose that P is a regular ring and R := P/a is a quasi-Gorenstein ring.
Assume, furthermore, that R is locally complete intersection at codimension ≤ 1. Then there
exists a unique factorization domain S (which is of finite type over P) and a regular sequence
y of S such that R∼= S/(y).
Proof. The general idea, here, is similar as given in [55, Proposition 1]. Firstly, we are going
to use the idea of generic linkage presented in [40] to be sure that the almost complete inter-
section linked to a is a prime ideal which is a complete intersection at codimension ≤ 1. To
be more precise, let a1, . . . ,an be a system of generators for a and assume that grade(a) = g .
Set, Q = P[Yi , j : 1 ≤ i ≤ g ,1 ≤ j ≤ n] and ci =
n∑
j=1
Yi , ja j . Then, in the light of, [40, Proposi-
tion 2.9.(b)] and [40, Proposition 2.6], the linked ideal b= (c1, . . . ,cg ) :Q aQ, to aQ, is a prime
almost complete intersection which is a complete intersection at codimension ≤ 1. In par-
ticular, in the light of [38, (5), page 268] one can deduce that b is generated by a d-sequence
and thence [38, Theorem 3.1.] implies that sym(b)∼=R(b) whereinR(b) denotes the Rees al-
gebra of b and sym(b) stands for the symmetric algebra of b. Suppose that, b= (c1, . . . ,cg ,h).
Now, in the light of [37, Theorem 2.2] in conjunctionwith [30, Thoerem 1], the extendedRees
algebra Q[t−1,bt ] is a unique factorization domain and whence so is
U :=Q[t−1,bt ]ht =Q[bt ]ht = sym(b)ht = (Q[Z0, . . . ,Zg ]/d)Z0 ,
wherein, d =< {
g∑
i=0
riZi |r0h +
g∑
i=1
ri ci = 0} >. Now, as stated in [55, Proposition 1], U has an
Z-grading structure such that,
V :=Q[Z0,Z1, . . . ,Zg ]/(d+ (Z0−1)),
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is its degree zero subring and since the unique factorization domain U has an invertible
element of degree one it is easily seen that V is also a unique factorization domain.
The reminder of the proof differs with [55, Proposition 1]. Note that if we localize V at its
maximal ideal n := (m,Y1, . . . ,Yng ,Z1, . . . ,Zg ,Z0−1) then R=Vn/(Y1, . . . ,Yng ,Z1, . . . ,Zg ). Hence
in order to deduce the statement it suffices to show that Z1, . . . ,Zg forms a regular sequence of
V, i.e. Z0−1,Z1, . . . ,Zg is a regular sequence on sym(b). We achieve this with the aid of theory
of Z -complexes which is introduced and investigated in [26]. We use the notation Zi to de-
note the i-th cycles of the Koszul complex of Q with respect to the sequence c := h,c1, . . . ,cg .
Let S =Q[Z0, . . . ,Zg ], be the polynomial ring over Q. Then the Z -complex associated to the
sequence c is the complex,
Z := 0→ Zg
⊗
Q
S(−g )→···→ Z2
⊗
Q
S(−2)→Z1
⊗
Q
S(−1)→ S→ 0,
whose differential is defined by the rule,
∂
(
(
∑
j
q j e j1 ∧·· ·∧e ji )
⊗
f
)
=
∑
j
q j
( i∑
k=1
(−1)ke j1 ∧·· ·∧ ê jk ∧·· ·∧e ji
⊗
Zk f
)
.
It is easily seen that H0(Z )= sym(b)= S/d. Moreover, Z is acyclic by virtue of [26, Theorem
12.5] because any d-sequence is a proper sequence(see, [26, Definition 6.1.]). Using these
two facts and by considering the spectral sequence arising from the double complex,
Z
⊗
S
K•(Z0−1,Z1, . . . ,Zg ;S),
we can deduce that Z0−1,Z1, . . . ,Zg is a regular sequence on sym(b) if and only if,
Z
⊗
S
S/(Z0−1,Z1, . . . ,Zg ),
remains acyclic. Let e0 denotes the basis of K1(h,c1, . . . ,cg ;Q) = Qg+1 corresponding to the
element h. Then each element ζi of Zi can be represented as ζi = zi + z ′i ∧ e0 such that zi ∈⊕
j1 6=0Qe j1∧···∧e ji ( Ki (h,c1, . . . ,cg ;Q) and z
′
i
∈
⊕
j1 6=0Qe j1∧···∧e ji−1 ( Ki−1(h,c1, . . . ,cg ;Q). Note
that,
Z
⊗
S
(
S/(Z0−1,Z1, . . . ,Zg )
)
=
0→Zg
⊗
Q
Q[Z0]/(Z0−1)→···→Z2
⊗
Q[Z0]/(Z0−1)→
→ Z1
⊗
Q
Q[Z0]/(Z0−1)→Q[Z0]/(Z0−1)→ 0,
whose differentials satisfy, ∂
(
(zi + z ′i ∧ e0)
⊗
f
)
= (−1)i−1z ′
i
⊗
f ,4, for each zi + z ′i ∧ e0 ∈ Zi .
Let, α, be a cycle in Zi . Without loss of generality we can say, α = (zi + z ′i ∧ e0)
⊗
1. Thus,
4More precisely, note that Z
⊗
S S/(Z0−1,Z1, . . . ,Zg ) is a subcomplex of the complex,
K := 0→Kg+1
⊗
Q
S/(Z0−1,Z1, . . . ,Zg )→Kg
⊗
Q
S/(Z0−1,Z1, . . . ,Zg )→···→K0
⊗
Q
S/(Z0−1,Z1, . . . ,Zg )→ 0,
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z ′
i
⊗
1 = 0 which implies that, z ′
i
= 0. Hence, α = zi
⊗
1. In particular, zi ∈ Zi (c1, . . . ,cg ;Q).
Now the exactness of K•(c1, . . . ,cg ;Q) implies that there exists ζi ∈Ki+1(c1, . . . ,cg ;Q) such that
∂(ζi )= zi . In particular,−hζi + (−1)i zi ∧e0 ∈ Zi+1. Now using the algebra structure we get,
α= zi
⊗
1= ∂
((
−hζi + (−1)
i zi ∧e0
)⊗
1
)
.
This observation concludes the proof.
Recall that by homological conjectures we mean one of the Small Cohen-Macaulay Con-
jecture, Big-Cohen-Macaulay Algebra Conjecture as well as the Monomial Conjecture. The
first part of the subsequent theorem reduces the homological conjectures to the class of
quasi-Gorenstein domains. As pointed out in the introduction, as the main result of this
section, the second part of the subsequent theorem gives the promised descent to excel-
lent unique factorization domains. The integral closure of a complete quasi-Gorenstein ring
is not necessarily quasi-Gorenstein. Therefore, we could not reduce to the normal com-
plete quasi-Gorenstein domains directly by taking integral closure in the first part. But by
virtue of the second part this is achievable which is stated separately in the third part. Note
that, as stated in [55], the completion of the unique factorization domains in [55] are not
unique factorization domain necessarily. However any possible reduction of the homologi-
cal conjectures to the complete unique factorization domains would be fairly helpful as the
complete unique factorization domains have even more interesting properties at least in
the equal characteristic zero. More precisely, any equal characteristic zero complete unique
factorization domain with algebraically closed residue field of dimension up to 4 is Cohen-
Macaulay. Furthermore,withmild conditions, any complete unique factorization domain of
equal characteristic zero with algebraically closed residue field satisfies the Serre-condition
S3 (see, [42, page 540] or [21] for both of the aforementioned results).
Theorem 3.5. The following statements holds.
(i) If each complete quasi-Gorenstein domain, which is locally complete intersection at
codimension≤ 1, satisfies the homological conjectures then, each local ring satisfies ho-
mological conjectures. This reduction is dimensionwise, in the sense that homological
conjectures for d-dimensional local rings reduce to the d-dimensional complete quasi-
Gorenstein domains.
(ii) The homological conjectures reduce to the excellent (and homomorphic image of regu-
lar) unique factorization domains. This reduction is dimensionwise for the Monomial
Conjecture.
wherein Ki denotes the i -th component of the Koszul complex K•(h,c1, . . . ,cg ;Q). The differential of K is de-
fined by, ∂(e j1∧·· ·∧e ji
⊗
f )=
i∑
k=1
(−1)ke j1∧·· ·∧ê jk∧·· ·∧e ji
⊗
Zk f . The complexK has aDG-algebra structure.
Using this DG-algebra structure of K the identity can be easily verified because in view of the definition of ∂
in conjunction with the fact Zi has zero image in S/(Z0−1,Z1 , . . . ,Zg ) for each 1 ≤ i ≤ g we can conclude that
∂(zi )= ∂(z ′i )= 0. This DG-algebra technique is used in the proof of [22, Lemma 4.3].
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(iii) The homological conjectures reduce to quasi-Gorenstein normal complete domains. This
reduction is dimensionwise for the Monomial Conjecture.
(iv) For the Canonical Element Conjecture it suffices only to consider mixed characteristic
complete normal quasi-Gorenstein rings of minimum possible depth, i.e. depth 2.
Proof. (i) We may suppose that R is a complete normal domain. In particular R satisfies the
S2-condition. Let ωR be the canonical ideal of R and set S := R
⊕
ωR as stated in the Remark
3.2. Note that S is a complete local ring. By [4, Proposition 1.2] we have,
HomR
(
Hdn (S),E(R/m)
)
∼=HomR
(
Hdm(ωR)
⊕
Hdm(R),E(R/m)
)
∼=HomR
(
Hdm(R)
⊗
R
ωR,E(R/m)
)⊕
HomR
(
Hdm(R),E(R/m)
)
∼=HomR(ωR,ωR)
⊕
ωR
∼=R
⊕
ωR = S.
Hence we get an isomorphism, S → HomR
(
Hdn (S),E(R/m)
)
, of R-modules which is an S-
isomorphism too5. In particular, Hdn (S)
∼= HomR(S,E(R/m)), as S-modules because on the
category of S-modules two functors HomR(−,E(R/m)) and HomS(−,E(S/n)) are naturally
equivalent . So,
HomS
(
S/n,Hdn (S)
)
∼=HomS
(
S/n,HomR
(
S,E(R/m)
))
∼=HomR
(
S/n
⊗
S
S,E(R/m)
)
∼=HomR
(
R/m,E(R/m)
)
∼=R/m
∼= S/n.
This observation implies that Hdn (S) has one dimensional socle. Since a does not have a
square root in Frac(R), so Remark 2.1 (v) implies that R(a1/2) and whence its subring S is an
integral domain. Thus, by [54, Theorem 5.7], S is a quasi-Gorenstein domain. Since S is a
finitely generated (as R-module) complete quasi-Gorenstein extension domain of R so the
statement follows.
(ii) Using the previous part in conjunction with Lemma 3.3 and Proposition 3.4 we may
assume that R is a complete quasi-Gorenstein domain such that R= S/yS wherein (S,n) is a
5In order to see why this is also an S-isomorphism, we fix an R-isomorphism,
ϕ :ωR→HomR
(
Hdm(R),E(R/m)
)
.
Then the composition of the above isomorphisms which is the mentioned R-isomorphism S →
HomR
(
Hdn(S),E(R/m)
)
maps an element (r,α) ∈R
⊕
ωR = S to the R-homomorphism defined by the rule,
[(r ′,α′)+ (xn)] ∈Hdn(R
⊕
ωR) 7→
(
ϕ(rα′+ r ′α)
)(
[1+ (xn )]
)
,
wherein x is a system of parameters for R. Then it is easily verified that the map is, moreover, an S-
homomorphism.
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unique factorization domain and y := y1, . . . , yn is a regular sequence contained in S. Clearly,
if S satisfies the homological conjectures then so does R. This proves the first claim. For
proving the second claim we invoke the Hochster’s first general grade reduction technique
developed in [31]. Let a1, . . . ,ad be a system of parameters for R. Assume that the Monomial
Conjecture is valid for everyd-dimensional unique factorizationdomain but, to the contrary,
at1 · · ·a
t
d ∈ (a
t+1
1 , . . . ,a
t+1
d ),
for some t ∈ N. So we get the system of parameters y1, . . . , yn , yn+1, . . . , yn+d for S such that
yi+n is a lift of ai in S for each 1≤ i ≤ d and
y tn+1 · · · y
t
n+d ∈ (y1, . . . , yn , y
t+1
n+1, . . . , y
t+1
n+d ).
Since R satisfies the S2-condition so y1, . . . , yn , y t+1n+1, y
t+1
n+2 is a regular sequence of S. As n+2≥
3 so [31, Theorem. c)] implies that the first general grade reduction,
T = S[X1, . . . ,Xn+2]/(
n∑
k=1
ykXk + y
t+1
n+1Xn+1+ y
t+1
n+2Xn+2),
of S is again a (non-local) unique factorization domain and so is its localization at nT. We
have, dim(TnT)= dim(S)−1. Furthermore, as X1 is invertible in TnT so y2, . . . , yn+d is a system
of parameters for TnT, y2, . . . , yn , y t+1n+1, y
t+1
n+2 is a regular sequence of TnT and
y tn+1 · · · y
t
n+d ∈ (y2, . . . , yn , y
t+1
n+1, . . . , y
t+1
n+d )TnT.
Proceeding in this way, we get a unique factorization domain U with dim(U) = dim(R) = d
such that the image of yn+1, . . . , yn+d in U is a system of parameters for U which does not
satisfy theMonomial Conjecture. This is a contradiction.
(iii) This is followed by taking the completion of the unique factorizations of the second
part, because by [17, Lemma (2.4)] any unique factorization domain with a canonical mod-
ule is quasi-Gorenstein. Note also that the completion remains normal, as the formal fibers
of an excellent ring are regular.
(iv) In order to see why this is the case firstly note that by [28] the Canonical Element
Conjecture for all local rings is valid if and only if all local rings satisfies the Monomial Con-
jecture. Therefore in view of Theorem 3.5 (iii) the Canonical Element Conjecture reduces
to the mixed characteristic normal quasi-Gorenstein complete domains. So let R be such
a quasi-Gorenstein normal domain. Without loss of generality we may assume that R has
infinite residue field. If Depth(R)  2 then applying [43, Theorem 4.4(Local Bertini Theo-
rem)] there exist x ∈ R such that R/xR is a normal domain. In particular R/xR satisfies the
S2-condition and thence R/xR is a quasi-Gorenstein normal domain in view of [54, Corol-
lary 3.4.(i)]. Consequently, [54, Proposition 3.1.] implies that x ∉
⋃
p∈Att
(
Hd−1m (R)
)p. In particular,
if R/xR satisfies the Canonical Element Conjecture then so does R in the light of [28, (5.3)
Theorem]. Proceeding in this fashion the claim follows.
The theory of generic linkage had an important role in the reduction of the homological
conjectures to unique factorization domains. In the second part of the subsequent remark
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we, again, observe that how the linkage theory is related to the homological conjectures. In
the first part we show that the validity of theCanonical Element Conjecture in an open subset
implies the validity in general.
Remark 3.6. (i) The following approach to the Monomial Conjecture might be helpful: The
Canonical Element Conjecture is valid if it is valid, in some sense, in an open dense sub-
set. More precisely, in view of the first part of Theorem 3.5(iii), we can assume that R is a
complete normal quasi-Gorenstein domain of mixed characteristic with Depth(R) ≥ 3. Let
(V,πV ,k) be a coefficient ring of R. Let x0, . . . ,xn be aminimal generating set ofm. If there ex-
ists a dense Zariski open subset O⊆Pd (k) such that for any a = (a0 : · · · : an) in the preimage
of O in Pn(V), as described in [43, Definition 2.1.], we have R/
n∑
i=0
ai xi satisfies the Canonical
Element Conjecture then the Canonical Element Conjecture holds. Indeed, if this is the case
then we can apply [43, Theorem 4.4(Local Bertini Theorem)] to find an element a ∈ R such
that R/aR is a normal domain satisfying the Canonical Element Conjecture. Then [54, The-
orem 3.4(i)] and [54, Propositino 3.1.] in conjunction with [28, (5.3) Theorem] imply that R
satisfies the Canonical Element Conjecture.
(ii) In [53, page 158] the following question is proposed. Suppose a and b are ideals in
a d-dimensional Gorenstein ring R which are geometrically linked w.r.t. the empty regular
sequence. Suppose R possess amaximal Cohen-MacaulaymoduleMwith 0 :R M= a. Does R
possess a maximal Cohen-Macaulaymodule N with 0 :R N= b? We show that if this question
has an affirmative answer then Small Cohen-Macaulay Conjecture is true in dimension 3.
Furthermore if Monomial Conjecture analogous of this question has an affirmative answer
then theMonomial Conjecture holds in any dimension.
By Theorem3.5(i) the Small Cohen-Macaulay Conjecture reduces, dimensionwise, to the
class of complete quasi-Gorenstein domains. Let P be a regular local ring and a be a quasi-
Gorenstein prime ideal of P. As in the proof of [13, 1.2. Proposition] Choose a maximal regu-
lar sequence x1, . . . ,xh contained in a such that aPa = (x1, . . . ,xh)Pa. Then, a and (x1, . . . ,xh) :P
a are geometrically linked and since a is a quasi-Gorenstein ideal so b := (x1, . . . ,xh) :P a is
an unmixed almost complete intersection. Therefore P/b has positive depth and whence
Lemma 4.1(ii) implies that Depth(ωP/b)≥ 3. In particular, in the case of dimension three we
have ωP/b is a maximal Cohen-Macaulay P/b-module and therefore an affirmative answer
to the mentioned question implies the validity of the Small Cohen-Macaulay Conjecture in
dimension 3.
For theMonomial Conjecture analogous of the Strooker and Stückrad’s question assume
in addition that a is a normal quasi-Gorenstein prime ideal of P. Then the claim follows by
[15, step 2., page 238]. In spite of this observation, it is by nomeans clear for us that how the
theory of linkage can be helpful for this type of problems, in this point of view.
Any successful proof of the Monomial Conjecture for the class of generalized Cohen-
Macaulay domains will settle the Monomial Conjecture in dimension three (by means of
a new proof). Although we do not know how to prove the Monomial Conjecture for this
type of rings but we show that again the problem reduces to the class of quasi-Gorenstein
generalized Cohen-Macaulay rings.
Proposition 3.7. The following statements hold.
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(i) If every complete quasi-Gorenstein generalized Cohen-Macaulay ring satisfies theMono-
mial Conjecture then so does every generalized Cohen-Macaulay ring.
(ii) Monomial Conjecture holds for every complete generalized Cohen-Macaulay domain if
and only if every complete generalized Cohen-Macaualy quasi-Gorenstein domain sat-
isfies Monomial Conjecture.
Proof. (i) Let R be a complete generalizedCohen-Macaulay ring. Denote by S the S2-ification
of R. By [3, Corollary 4.3] ωRp , for each p ∈ Spec(R), is either the canonical module of the
Cohen-Macaulay ring Rp or is zero. Hence, for every p ∈ Spec(R)\m either Sp is zero or Sp ∼=
HomRp
(
(ωR)p, (ωR)p
)
∼=HomRp(ωRp ,ωRp)
∼=Rp. On the other hand we have,
AssR(S)=AssR
(
HomR(ωR,ωR)
)
= SuppR(ωR)
⋂
AssR(ωR)=AsshR(R).
Therefore, by [9, 9.5.7 Exercise] S is a generalizedCohen-Macaulay R-module. Let n ∈Max(S)
such that dim(S) = dim(Sn). Now, we show that Sn is a generalized Cohen-Macaulay ring.
Denote the natural map R→ S by η. We know that S is a finitely generated R-module. So
dim(R/ker η) = dim(S). By [28, (4.2) Lemma] we have a := ker(η) ⊆
⋃
p∈Assht(R)
p and whence
dim(S) = dim(R). Since S is integral over R/a so m/a = n
⋂
R/a and thereby mSn is an nSn-
primary ideal by the incomparability property of R/a → S. There exists l ≥ 0 such that
mlHim(S)= 0 (0≤ i ≤ dim(S)−1). So thatm
lHi
mSn
(Sn)= 0 (0 ≤ i ≤ dim(S)−1) for some l ≥ 0.
Thus, (nSn)kHinSn(Sn) = 0 (0 ≤ i ≤ dim(Sn)−1). Hence Sn is a generalized Cohen-Macaulay
ring. We have Sn is S2. Hence by passing to the completion if necessary, we can assume that
R is an S2-complete generalized Cohen-Macaulay ring. Therefore, in view of [3, Theorem
2.11.] the trivial extension T of R by its canonical module is a complete quasi-Gorenstein
ring. We prove that T is a generalized Cohen-Macaulay ring. Clearly if T satisfies the Mono-
mial Conjecture then so does R.
Let q ∈ Spec(T)\{m⋉ω}. Then there exists p ∈ Spec(R)\{m} such that q = p⋉ωR. So
Tq ∼= (R⋉ωR)p⋉ωR
∼= Rp⋉ (ωR)p ∼= Rp⋉ωRp . Hence, Tq is a Cohen-Macaulay ring. As T is
equidimensional, [9, 9.5.7 Exercise] implies that T is generalized Cohen-Macaulay.
(ii) Let R be a complete generalized Cohen-Macaulay domain. Set, S := HomR(ωR,ωR).
Then, by virtue of [34, (3.6)] S is local6. Also we know that S is complete and domain. By
a similar argument as in the preceding part, S is generalized Cohen-Macaulay. Hence, as
stated in the proof of Theorem 3.5(i), T = S
⊕
ωS ⊆ S(a1/2), is a local quasi-Gorenstein com-
plete domain wherein a is an element of S without a square root in Frac(S). It is enough to
show that T is a generalized Cohen-Macaulay ring.
Let p ∈ Spec(S)\{m}. Then (S
⊕
ωS)p ∼= Sp
⊕
(ωS)p ∼= Sp
⊕
ωSp , is a Cohen-Macaulay Sp-
module. On the other hand, AssS(S
⊕
ωS) = AssS(S)
⋃
AsshS(ωS) = AssS(S) = {0}. Hence T is
a generalized Cohen-Macaulay S-module. Now, a similar argument as in the preceding part
shows that T is a generalized Cohen-Macaulay domain.
6Since S is local so we do not need to localize S. This is important because the completion of a domain is
not necessarily a domain.
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4 A class of rings satisfying the Monomial Conjecture
As stated in the introduction for the validity of the Monomial Conjecture it suffices only to
check the almost complete intersections and system of parameters of the form p,x2, . . . ,xd
where p is the residual characteristic. This section is devoted to prove either the Small
Cohen-Macaulay Conjecture or the Big Cohen-Macaulay Algebra Conjecture for an almost
complete intersection R satisfying the extra assumption that,
m2 ⊆ (x)R, (5)
for some system of parameters x1, . . . ,xd of R. In the mixed characteristic case we moreover
assume that x1 = p.
A motivation behind this consideration is that this case seems to be the most simple
non-trivial case of the Monomial Conjecture. For another motivation see the introduction.
But, parallel, to this aim, several other interesting facts about this class of almost complete
intersections are also given. The following lemma is not required for the next theoremwhich
is the main result of the section but it is needed for its subsequent remark.
Lemma 4.1. Assume that (A,n) is a regular local ring. Let a= (x1, . . . ,xd ) (resp. b= (y1, . . . , ys))
be a complete intersection (resp. an almost complete intersection) ideal of A. Suppose fur-
thermore that, x1, . . . ,xd , y1, . . . , ys−1, forms a regular sequence of A and that ht(a)+ht(b) =
d + s−1= dim(A). Set, R := A/b. Then the following statements hold.
(i) There exists an exact sequence,
0→H2(x,R)→ωR/aωR→ωR/a→H1(x,R)→ 0.
(ii) We have Hi (x,R)∼=Hi−2(x,ωR) for each i ≥ 3. In particular,{
Depth(ωR)=Depth(R)+2, Depth(R)≤ d −2
Depth(ωR)= d , Depth(R)≥ d −1.
(iii) The system of parameters x of R satisfies the Monomial Conjecture if and only if,
ℓ
(
H2(x,R)
)
 ℓ
(
ωR/aωR
)
.
Definitely, this is equivalent to say that, ωR → ωR/a, is non-zero in the above exact se-
quence.
Proof. (i) and (ii): We have,
H1(x1, . . . ,xd ;R)∼=Hi
(
K•
(
x1, . . . ,xd ;A/(y1, . . . , ys−1)
)⊗
A
(A/ysA)
)
.
This encouraged us to consider the spectral sequence, K•
(
x;A/(y′)
)⊗
AK•
(
ys ;A
)
, where y′ de-
notes the truncated sequence y1, . . . , ys−1. So we take into account the bicomplex Mp,q :=
Kp
(
x;A/(y′)
)⊗
AKq
(
ys ;A
)
in which here, as usual, p stands for the column p. Note that,{
Hi
(
Tot(M)
)
∼=Hi
(
x, ys ;A/(y′)
)
∼=Hi
(
ys ;A/(x,y′)
)
= 0, i ≥ 2.
Hi
(
Tot(M)
)
∼=Hi
(
x, ys ;A/(y′)
)
∼=Hi
(
ys ;A/(x,y′)
)
∼=ωR/a, i = 1.
(6)
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Furthermore we have,
IIE2p,q =

Hq (x;R), p = 0
Hq
(
x;
((
(y′) : ys
)
/(y′)
))
=Hq(x;ωR), p = 1
0, p 6= 0,1.
Now the desired exact sequence is just the five term exact sequence of this spectral sequence
(see, [50, Theorem 10.31 (Homology of Five-Term Exact Sequence)]).
For the second part note that according to the vanishings of (6) for i ≥ 2, all of the maps,
d2 : Hi+2(x;R)→Hi (x;ωR), (i ≥ 1)
arising from the second page of the spectral sequence are isomorphisms.
(iii): By [13, 1.3. Proposition] our statement is equivalent to the assertion that ℓ
(
H1(x;R)
)

ℓ(R/a). Hence in the light of the exact sequence of the first part we are done once we can
show that,
ℓ(R/a)= ℓ(ωR/a)= ℓ
((
(x,y′) : ys
)
/(x,y′)
)
.
But this is clear from the following exact sequence,
0→
(
(x,y′) : ys
)
/(x,y′)→R/(x,y′)
ys
→R/(x,y′)→R/a→ 0.
In the following examplewe consider a subclass of almost complete intersections satisfy-
ing (5) and we show that they satisfy the Small Cohen-Macaulay Conjecture. The main idea
behind this observation is that this class of almost complete intersections are the same free
square root extensions R(a1/2) of Remark 2.1. This is not the case for themore general setting
of Theorem 4.4. However, in Theorem 4.4, with aid of the multiplicity theory we will again
descend to a similar case of quadratic extensions.
Example 4.2. Suppose that R= (V,pV)[[X2, . . . ,Xd ,Z1,Z2]]/I, such that I= (g1−Z
2
1,g2−Z
2
2,g3−
Z1Z2) wherein g1,g2,g3 ∈ V[[X2, . . . ,Xd ]] are non-zero. Set, (A,n) := V[[X2, . . . ,Xd ,Z1,Z2]]. Pre-
sume that R is an almost complete intersection, i.e. ht(I)= 2. Note that,
p,x2 :=X2+ I, . . . ,xd := Xd + I,
forms a system of parameters for R satisfying (5). In this example we show that R has a maxi-
mal Cohen-Macaulay module. Setting,
S := V[[X2, . . . ,Xd ,Z1]]/(g1−Z
2
1),
then S is a free extension of B := V[[X2, . . . ,Xd ]] wherein Z1 is the square root of g1, i.e. S =
B(g 1/21 ). If g1 has a square root in B then the polynomials g1−Z
2
1 is reducible and therefore any
p ∈ assht(I) contains an element a ∈ n\n2. In particular, then, p/aA is a height one prime ideal
of the regular local ring A/aA which implies that p is generated by two elements and thence
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A/p is a complete intersection and a maximal Cohen-Macaulay R-module. So without loss
of generality we can assume that g1 does not have a square root in B and whence in Frac(B).
Consequently, S is a domain hypersurface by Remark 2.1(v). Next set,
T :=V[[X2, . . . ,Xd ,Z1,Z2]]/(g1−Z
2
1,g2−Z
2
2).
Therefore, T is the free extension of S wherein Z2 is a square root of g2, i.e. T = S(g 1/22 ). In
particular, T is a domain if and only if g2 does not have a square root Frac(S). But since our
almost complete intersection I is an ideal of height two generated by three elements so indeed
g2 has a square root in Frac(S). Therefore by Remark 2.1(iv) there exists an inducedmap fromT
to the integral closure S of S, denoted byΨ. Since the kernel of this map is an associated prime
of the defining ideal of T so, as will be seen later, without loss of generality we can presume
that the kernel ofΨ contains the ideal, I, and thence we get an inducedmap R→ S. Hence it is
enough to prove the statement for S (recall that S is finitely generated as S-module). Note that,
[Frac(S) : Frac(B)]= [Frac(S) : Frac(B)]= 2.
Here the residual characteristic of B is either two or p > 2. In the first case [41, Theorem 3.8.]
implies that R has amaximal Cohen-Macaulaymodule, while in the second case S is a Cohen-
Macaulay ring in the light of [45]7.
It remains to show that why we can assume that, I ⊆ ker Ψ. We claim that T has at most
two associated primes. In order to see why this is the case note that, in the light of [18, The-
orem 1.], E
⊗
S T is an injective T-module provided E is an injective S-module. In particular,
E(S)
⊗
ST, is an injective T-module which contains T and thence contains ET(T). Therefore,
ET(T), as S-module, is an injective submodule of E(S)
⊕
E(S). Since S is a domain so E(S) is an
indecomposable injective module. This observation shows that ET(T) has at most two direct
summands and, as an immediate consequence, T has at most two associated primes. Now
if α1 and α2 are distinct square roots of g2 in Frac(S)8 then it is easily verified that the rules
(r, s) 7→ r + sαi , (1 ≤ i ≤ 2) define distinct ring homomorphisms, Ψi : T → S, with distinct
kernels, p1,p2 ∈ Ass(T). Now the claim, easily, follows from the fact that T has at most two
associated primes.
Example 4.3. It is worth to give a concrete and explicit non-Cohen-Macaulay example of the
class of the rings of the previous example. We do this, but in the equal characteristic case,
where we can use the Macaulay2 system for computations. Set,
R=K[[Y1, . . . ,Y6,Z1,Z2]]/I,
such that,
I= (Y62Y
5
3+Z
2
2,Y
3
3Y
8
4+Z
2
1,Y
3
2Y
4
3Y
4
4+Z1Z2).
Thenwe have, Depth(R)= 4 and dim(R)= 6. In particular, Lemma 4.1 implies thatωR is, also,
a maximal Cohen-Macaulay R-module.
7By an argument as in the proof of Theorem 4.4 we can deduce that S is necessarily Cohen-Macaulay re-
gardless of the residual characteristic, because we have a quadratic extension. This fact is asserted in Theorem
4.5.
8Recall that S has mixed characteristic and therefore Frac(S) has characteristic zero. So we have two distinct
roots.
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Theorem 4.4. Suppose that R is an almost complete intersection satisfying (5). Then R has a
big Cohen-Macaulay algebra. A fortiori, R̂ has a maximal Cohen-Macaulay module which is
an R̂-algebra.
Proof. If R is a Cohen-Macaulay then there is nothing to prove, so assume that R is not
Cohen-Macaulay (and is complete). Themultiplicity theory plays a pivotal role in the proof.
The same idea of the proof of Corollary 2.3 can be applied to impose the extra assumption
that x is a part of minimal generating set of m9. Consider a minimal Cohen-presentation
R= A/I of R so embdim
(
(A,n)
)
= embdim
(
(R,m)
)
and I⊆ n2. Firstly, we have,
ℓ
(
R/(x)
)
= ℓ
(
A/
(
(x)+ I)
))
= ℓ(A/I),
wherein the notation, , means modulo (x). But, I = n2, as n2 ⊆ I+ (x) and I ⊆ n2 simultane-
ously. It turns out that,
ℓ
(
R/(x)
)
= ℓ(A/n2)= embdim(A)+1= embdim(R)−dim(R)+1.
We claim that, embdim(R)−dim(R) ≤ 2, but before proving this claim let us conclude the
statement from it. The above inequality in conjunctionwith our claim implies that ℓ
(
R/(x)
)
≤
3. Now, in the light of [51, Theorem 1, page. 57] together with [51, Corollary , page 90] we
can deduce a very strong implication that e(x,R) ≤ 3. But if e(x,R) = 3 then R is Cohen-
Macaulay by [25, (1.5) Proposition]. Thus we have even stronger condition that e(x,R) ≤ 2.
In the case where e(x,R)= 1 using [25, (1.10.1)] and [25, (6.8) Theorem] there exists a prime
ideal p ∈ Assht(R) such that R/p is regular, hence is s a maximal Cohen-Macaulay R-module.
It remains to deal with the case where e(x,R)= 2. In this case by a similar argument as above
without loss of generality we can assume that there exists p ∈Assht(R) for which R/p satisfies
e(x,R/p) = 2. There exists a regular local subring B of R/p, containing a coefficient field (in
the mixed characteristic case, containing a complete discrete valuation ring whose maximal
ideal is generated by the element p1/2 of R/p and with the same residue field of R), wherein
x forms a minimal basis for its maximal ideal and R/p is module finite over B. Therefore,
[Frac(R/p) : Frac(B)] = 2, in the light of [25, (6.5) Corollary]. Let S be the integral closure
of B in Frac(R/p). Since B is a complete local ring so by [39, Theorem 4.3.4] S is finitely
generated over B. Moreover, by virtue of, [36] the inclusion B→ S splits10. Consequently, we
may assume that S = B
⊕
I for some finitely generated B-module I. Since we have quadratic
extension of fraction fields sowe can deduce that I has rank 1. In particular, wemay presume
that, I is an ideal of B (since S is a domain so I is torsion-free). Using the S2-property of R for
each prime ideal p of B we conclude that Ip ∼= Bp provided Depth(Bp) = dim(Bp) ≤ 1 and
Depth(Ip) ≥ 2 provided Depth(Bp) = dim(Bp) ≥ 2. Consequently, I is a reflexive ideal of B in
the light of [10, Proposition 1.4.1]. Now the result follows from the fact that reflexive ideals of
unique factorization domains are principal.
9Here it is important to point out that the extensions used in the proof of Corollary 2.3 preserves the condi-
tion (5) as well as the almost complete intersection property.
10Hence, the Monomial Conjecture for the system or parameters x of R follows from [36].
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Nowwe are going to prove the above claim, i.e., embdim(R)−dim(R)≤ 2. Let us use a pre-
sentation p1/2,X2, . . . ,Xd for the sequence x in Rwhere R= (V,p
1/2)[[X2, . . . ,Xd ,Z1, . . . ,Zu]]/I
11
is a homomorphic image of the regular local ring (A,n) = (V,p1/2)[[X2, . . . ,Xd ,Z1, . . . ,Zu]]. So,
n2 ⊆ (p1/2,Y2, . . . ,Yd )+ I. Set, I= ( f1, . . . , fl ) where l =µ(I). We denote by f Xi the sum of those
monomials of fi whose power of Xi is non-zero for some 2 ≤ i ≤ d . Subsequently, we set,
f
p1/2
i
, to be the sum of those monomials of fi − f Xi whose coefficients are multiple of p
1/2. It
follows that, f Z
i
:= fi − f Xi − f
p1/2
i
∈ V[[Z1, . . . ,Zu]], and that the coefficients of the monomials
of f Z
i
are all invertible. Now, set ≥3f Zi (resp.,
≤2f Zi ) to be the sum of the monomials of f
Z
i
of
total degree greater than or equal to 3 (resp., less than or equal to 2). Since, I⊆ n2 , so it turns
out that, ≤2f Zi , is an V-linear combination of the elements of the form {ZiZi : 1 ≤ i , j ≤ u}
with invertible coefficients in V. Otherwise, ≤2f Zi and thence fi , would have a summand of
the form kZα
j
where, α ∈ {0,1}, 1≤ j ≤ u and k ∈ V\p1/2V. But this contradicts with fi ∈ n2. In
particular, ≤2f Zi ∈ (Z1, . . . ,Zu)
2.
On the other hand the fact that, ZiZ j ∈ (p1/2,X2, . . . ,Xd )+ ( f1, . . . , fl ) yields,
ZkZs = g1p
1/2
+
d∑
i=2
giXi +
l∑
i=1
hi
≥3f Zi +
l∑
i=1
hi
≤2f Zi ,
for each 1 ≤ k, s ≤ u and power series hi ,gi . Thus an elementary, quite easy, computation
shows that (Z1, . . . ,Zu)2 ⊆ (≤2f Z1 , . . . ,
≤2f Zl ). This in conjunction with the concluding assertion
of the preceding paragraph yields (Z1, . . . ,Zu)2 = (≤2f Z1 , . . . ,
≤2f Zl ).
Since R is an almost complete intersection, so we have, l = µ(I) = ht(I)+ 1 = dim(A)−
dim(R)+1= u+1. Consequently, we get,
u+1= l ≥µ
( l∑
i=1
(≤2f Zi )V[[X2, . . . ,Xd ,Z1, . . . ,Zu]]
)
=µ
(
(Z1, . . . ,Zu)
2)
= u(u+1)/2,
i.e. u ≤ 2.
The proof of the above theorem implies also the following result which is worth stating it
separately as a theorem. Recall that by [45] the integral closure of a regular local ring A in a
finite Galois extension L of K := Frac(A) with Abelian Galois group GalL/K is Cohen-Macaulay
provided the order of GalL/K is not divisible by the characteristic of the residue field of A. In
view of the following theorem for the quadratic extension case there is no restriction on the
characteristic of the residue field, provided A is a complete regular local ring.
Theorem 4.5. Suppose that A is a complete regular local ring and L is a quadratic field exten-
sion of Frac(A). Then the integral closure of A in L is Cohen-Macaulay.
11We choose a presentation of A in themixed characteristic, because theMonomial Conjecture is open in the
mixed characteristic. But the proof is characteristic free and someone can use presentation of A in equicharac-
teristic zero. Furthermore, wewrite p1/2 instead of p, because we applied our square root technique, developed
in the proof of Corollary 2.3, to have the extra assumption that x1, . . . ,xd is a part of a minimal generating set of
m.
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Remark 4.6. In this remark we will state some nice properties as well as several questions
about the class of rings of Theorem 4.4. So we are in the case of the Theorem 4.4 with an
extra assumption that the system of parameters x of (5) is a part of a minimal basis of m
whence embdim(R)−dim(R)≤ 2.
(i) All of the examples of such almost complete intersections that we have computed in
Macaulay2 system had Depth ≥ d − 2. So we guess Depth(R) ≥ d − 2 whence ωR is a
maximal Cohen-Macaulaymodule by Lemma 4.1 (ii). This observation leads us to the
following question.
Question 4.7. Suppose thatU is an almost complete intersection. Then do we have,
Depth(U)≥ dim(U)−e(U)? (7)
Question 4.7 is certainly true in dimension≤ 1. But even in dimension two we need to
use the validity of the Monomial Conjecture for the confirmation of the inequality (7).
Namely, in dimension two we only need to show that if Depth(U) = 0 then e(U) ≥ 2.
But if Depth(U)= 0 then we have H2(y,U) 6= 0, wherein y is a system of parameters for
U. Hence,
e(U)= ℓ
(
U/(y)
)
−ℓ
(
H1(y,U)
)
+ℓ
(
H2(y,U)
)
≥ 2,
as the validity of the Monomial Conjecture implies that, ℓ
(
U/(y)
)
− ℓ
(
H1(y,U)
)
 0 by
[13, 1.3. Proposition].
For another case where inequality (7) holds, consider an almost complete intersection
ideal a of an equicharacteristic complete regular local ring A with infinite residue field
such that Assh(A/a) = {p/a}. Set, U := A/a. Suppose, furthermore, that dim(U) = 3
and S := A/p is an integrally closed domain12. If the inequality (7) fails for U then we
must have Depth(U) = 0 and e(U) ≤ 2. It is easily seen that ωU = ωS . On the other
hand, Lemma 4.1(ii) implies that Depth(ωU)= 2 and thenceωU =ωS is not a maximal
Cohen-Macaulaymodule. In particular, S is not a Cohen-Macaulay ring. By [25, (4.15)
Remark.] there exists a system of parameters x of U such that e(x,U) = 2. Since we
are in the equicharacteristic case so there exists a complete regular local subring B of
S with the same residue field as S such that x forms a minimal basis of the maximal
ideal of B. Consequently, in view of [25, (1.10.1.)], e(x,S)≤ 2. If e(x,S)= 1 then [25, (6.8)
Theorem] implies that S is regular, a contradiction. On the other hand if e(x,S) = 2,
then [25, (6.5) Corollary] implies that [Frac(S) : Frac(B)]= 2. Now S is Cohen-Macaulay
by Theorem 4.5, again, a contradiction.
Note that the inequality (7) does not hold if we relax the almost complete intersection
condition. More precisely, taking into account the Abhyankar’s local domains [1, (3)],
we can construct local domains with multiplicity two and depth 1 of arbitrary dimen-
sion.
12In each prime ideal q of A we can find an almost complete intersection ideal a ⊆ q such that Assh(A/a) =
{q/a} (see, the proof of [13, 1.2 Proposition]). So, indeed, there exists concrete examples of such almost com-
plete intersections.
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(ii) In view of [13, 1.3. Proposition] theMonomial Conjecture for the system of parameters
x := p1/2,X2, . . . ,Xd of R is equivalent to the assertion that,
ℓ
(
H1(x,R)
)
 ℓ
(
R/(x)
)
= ℓ
(
K[[Z1,Z2]]/(Z
2
1,Z
2
2,Z1Z2)
)
= 3.
On the other hand in the light of Lemma 4.1(i) the Monomial Conjecture holds for x if
and only if H1(x,R) is a quotient of (Z1,Z2)/(Z21,Z
2
2) by a non-zero submodule. It is eas-
ily seen that this is equivalent to the assertion that mH1(x,R) = 0. Accordingly, in the
light of [22, Theorem 4.4.], there exists a complex, denoted by, 0Z +• (x,Z1), such that
H0
(
0Z
+
• (x,Z1)
)
= R/m and H1(0Z +• (x,Z1)) = 0 if and only if the Monomial Conjecture
holds for R. Consequently, using Theorem 4.4, we have H1(x,R) is a non-zero at most
two dimensional vector space and H1
(
0Z
+
• (x,Z1)
)
= 0. Here it is noteworthy to men-
tion that, we strongly, guess more, i.e. Z +• (x,Z1) is an acyclic finite complex consisting
of Koszul cycles of x1, . . . ,xd ,Z1 which resolves the residue field of R (This is equivalent
to say thatmHi (x,R)= 0 for each i ≥ 1).
(iii) We claim that the parameter ideal a= (p1/2,x2, . . . ,xd ) of R is a Lech ideal in the sense
that a/a2 is a free R/a-module. Before proving, we wish to clear why this claim sounds
interesting to us. This fact in conjunction with the exact sequence in the paragraph
prior to [11, Proposition 2.6] shows that H1(x,R)∼= δ1(a) wherein,
δ1(a)=
(
Z1(x,R)
⋂
(aRd )
)
/B1(x,R)∼= ker
(
sym2(a)→ a
2),
by [26, Corollary 2.6.]. So [2, XV., Proposition 12] implies that H1(x,R) is the second
André-Quillen homologyD2(R,R/a,R/a). Hence, in viewof the preceding part, it would
be highly desirable to give a proof of the validity of the Monomial Conjecture for the
sequence x of R with aid of the André-Quillen homology avoiding, [36]. The fact that a
is Lech ideal follows from the following two steps.
Step 1: Bearing in mind the notations of the proof of Theorem 4.4, this step is devoted
to prove that, without loss of generality, we can assume that f Z1 = Z
2
1, f
Z
2 = Z
2
2 and f
Z
3 =
Z1Z2. Recall that R is a homomorphic image of (A,n)= (V,p1/2V)[[X2, . . . ,Xd ,Z1,Z2]], by
the ideal ( f1, f2, f3). As we have seen in the proof of Theorem4.4, ( f Z1 , . . . , f
Z
3 )⊆ (Z1,Z2)
2.
On the other hand, by our hypothesis, ZiZ j =
d∑
k=2
Xkgk +p
1/2h+
3∑
k=1
f Z
k
lk , for some,
g2, . . . ,gd ,h, l1, l2, l3 ∈ A.
We use a similarmethod as in the case of fi andwriteh = hX+hZ,p
1/2
and ls = lXs +l
Z,p1/2
s
for each 1≤ s ≤ 3, so that hZ,p
1/2
, lZ,p
1/2
1 , . . . , l
Z,p1/2
3 ∈V[[Z1,Z2]]. Therefore,
ZiZ j −p
1/2hZ,p
1/2
−
3∑
k=1
l
Z,p1/2
k
f Zk =
d∑
k=2
Xkgk +p
1/2hX+
3∑
k=1
f Zk l
X
k ,
which implies that,
ZiZ j = p
1/2hZ,p
1/2
+
3∑
k=1
l
Z,p1/2
k
f Zk ∈ ( f
Z
1 , f
Z
2 , f
Z
3 ,p
1/2).
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Set, B := A/p1/2 = k[[X2, . . . ,Xd ,Z1,Zu]] where k is the residue field of V. By the above
argument we have ( f Z1 , f
Z
2 , f
Z
3 ) = (Z1,Z2)
2 in B. Thus there exists a square matrix H =
[hst ] such that H[ f Z1 , f
Z
2 , f
Z
3 ]
τ = [Z21,Z
2
2,Z1Z2]
τ, in B. Let us to denote the maximal ideal
of B by nB. In particular, H := [hst ], is the change of basismatrix with respect to the two
basis { f Z1 , f
Z
2 , f
Z
3 } and {Z
2
1,Z
2
2,Z1Z2} of the K-vector space (Z1,Z2)
2/nB(Z1,Z2)2. Whence,
det(H) 6= 0, in K. Let Y = [yi j ] be a squarematrix which lifts thematrix H. Then det(Y) ∉
n. So Y is invertible. Hence, if we put, Y[ f1, f2, f3]τ = [ f ′1, f
′
2, f
′
3]
τ, then I = ( f ′1, f
′
2, f
′
3).
Moreover for each 1≤ i ≤ 3 we have the identity,
f ′i =
3∑
j=1
yi j f
X
j +
3∑
j=1
yi j f
p1/2
j
+
3∑
j=1
yi j f
Z
j . (8)
On the other hand, since H[ f Z1 , f
Z
2 , f
Z
3 ]
τ = [Z21,Z
2
2,Z1Z2] in B, so we get
3∑
j=1
y1 j f
Z
j ≡ Z
2
1,
3∑
j=1
y2 j f
Z
j ≡ Z
2
2 and
3∑
j=1
y3 j f
Z
j ≡ Z1Z2, mod p
1/2A. (9)
So our claim follows from (8) and (9).
Step 2: In this step we assume that
d∑
i=1
ri xi = 0 ∈R and we prove that,
ri ∈ a= (p
1/2,x2, . . . ,xd ),
for each 1≤ i ≤ d (x1 = p1/2)13. If so, then there are s1, . . . , sd ∈ (A,n) such that,
d∑
i=1
(ri + si )Xi = Z
2
1h1+Z
2
2h2+Z1Z2h3, (10)
because f Z1 = Z
2
1, f
Z
2 = Z
2
2, and f
Z
3 = Z1Z2. Clearly, we must have, hi ∈ n, for each 1 ≤
i ≤ 3. Hence, si ∈ n2, for every 1 ≤ i ≤ d , because f Xj + f
p1/2
j
∈ n2 (1 ≤ j ≤ 3). On the
other hand, (10) shows that,
d∑
i=1
(ri + si )Xi + (Z21,Z
2
2,Z1Z2) = 0 in the Cohen-Macaulay
ring A/(Z21,Z
2
2,Z1Z2) whence ri + si ∈ (X1, . . . ,Xd ,Z
2
1,Z
2
2,Z1Z2), for each 1 ≤ i ≤ d . Con-
sequently,
ri ∈ (X1, . . . ,Xd ,Z
2
1,Z
2
2,Z1Z2)= (X1, . . . ,Xd , f1, f2, f3),
for each 1≤ i ≤ d , because si ∈ n2.
Example 4.8. We give an example to show that, in general, the inclusionm2 ⊆ (x) in conjunc-
tionwith the non-Cohen-Macaulayness does not imply that e(x,R)= 2 (without assuming that
R is an almost complete intersection). Set,
R=Q[X1, . . . ,X4,Z1,Z2,Z3],
13This, immediately, shows that a is a Lech ideal.
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wherein X1,X2,X3 have degree 1 and X4,Z1,Z2,Z3 have degree 2. Let,
I := (Z21+X
2
3Z2+X4Z2,Z
2
2−X1X2Z3+X4Z3,Z
2
3,Z1Z2,Z1Z3,Z2Z3).
Then, in S = R/I the image of the sequence x := X1,X2,X3,X4 forms a system of parameters
satisfying (5) while e(x,R)= 3. Note that Depth(R)= 3 and R is not Cohen-Macaulay.
5 A question
We end the paper with the following question.
Question 5.1. In prime characteristic, Hdm(R) = lim
−→
n∈N
R/(xn), is a cyclic module over the Frobe-
nius Skew Polynomial ring R[x; f ], which is generated by [1/(x)]. This shows, in particular,
that, [1/(x)] 6= 0, by the Grothendieck’s non-vanishing theorem, i.e. the Monomial Conjecture
holds. In characteristic zero also the Frobenius-like endomorphism exists in a faithfully flat
extension with aid of the Schoutens’s Lefschetz extensions (see, [5]). Hence probably the same
strategy works in the equal characteristic zero. Here it seems to be natural to ask whether in
the mixed characteristic there exists an R-algebra S such that Hdm(R) is a cyclic S-module gen-
erated by [1/(x)]? It is worth to point out that if this question has an affirmative answer then
S is necessarily a non-commutative ring. To be more precise suppose that there exists such
an R-algebra S, but to the contrary S is commutative. Then since Hdm(R) is a cyclic S-module
by our assumption so Hdm(R) carries a commutative R-algebra structure. In particular there
exists a surjective map Hdm(R)
⊗
RH
d
m(R)→ H
d
m(R) induced by the multiplication. But on the
other hand Hdm(R)
⊗
RH
d
m(R)
∼=Hdm
(
Hdm(R)
)
= 0which contradicts with the Grothendieck’s non-
vanishing theorem (here, we assume that d > 0).
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