Abstract -Data mining models are extensively used in the field of disease diagnosis. Gene expression data are a main factor for the success of disease diagnosis. With thousands of gene expression data, gene selection is being a big challenge prior to classification. The proposed method incorporates two stages in gene selection. In the first stage pair wise gene selection was performed using a popular statistical technique. In the second stage the gene pairs that achieved 100% Cross Validation (CV) accuracy of those genes selected in first stage were used for classification. The testing results were compared with the single stage method and improvement on the computational burden was also proven to be the best in the proposed two-stage method. The paper also compares the performances of the three different classifiers Support Vector Machines (SVM), K Nearest Neighbour (KNN), Linear Discriminant Analysis (LDA) and promising results have been achieved.
INTRODUCTION
One of the principal features of microarray is the volume of quantitative data that they generate and the challenge is to interpret and use the data. Applying data mining algorithms and statistical techniques can ensure to the challenges [4] . Many classification methods and gene selection techniques are been computed for better use of classification algorithm in microarray gene expression data [7, 8] . Generally classification of microarray data in machine learning is to train the classifier to accurately recognise the genes from training sample and to classify the test samples with trained classifier [10] . Once such predictive model is built, it can be used to predict the class of objects.
The issue of gene selection has become a central challenge in the field of microarray data analysis. With thousands of gene expression data many genes contain irrelevant information out of which only a small number of genes may be important. Therefore, there should be techniques capable of selecting the appropriate subset of genes from the entire set of microarray data [1] . Selection of important genes using statistical technique was carried out in various papers such as Fisher Criterion, Signal-to-Noise, traditional t-test, and Mann-Whitney rank sum statistic [17] , chi-squared test, Euclidean distance [20] and the some of the classification algorithms used were SVMs, k-nn [18] , Genetic algorithms (GA) [9] Naive bayes (NB) [2] .In 2003, Tibshirani [16] successfully classified the lymphoma data set with only 48 genes by using a statistical method called nearest shrunken centroids and used 43 genes for SRBCT data. In the first stage all genes were ranked and in the second stage fixed number of gene subsets were ranked using particle swam optimisation and those gene subsets were classified. This paper proposes an efficient classification model using statistical model for individual gene ranking and data mining models for finding minimum number of gene rather than thousands of genes in two stages, which can be used to give good classification accuracy. In preprocessing stage, all genes are ranked and in the first stage of gene selection all possible top ranked gene pairs were ranked .In the second stage top ranked gene pairs were used to train the classifier. The gene pairs that achieved 100% accuracy were used to retrain the classifier and testing was performed. The results were well compared with the previous results and proved for best accuracies. Furthermore, the paper compares the SVM, KNN and LDA classifiers using three publicly available databases Lymphoma, Liver and Leukemia. Their performances are compared with their respective accuracies. 
METHODOLOGY & DATASET USED

C .K-Nearest Neighbour (KNN)
K-Nearest neighbour is the simplest method for deciding the class to which a sample belongs and a popular nonparametric method. KNN classifies a new object based on attributes and training samples. To classify an unclassified vector X , the KNN algorithm ranks the neighbours of X amongst a given set of N data (Xi Ci),i=1,2…N and uses the class labels Cj (j=1,2..k) of the K most similar neighbours to predict the class of the new vector X. The classes of these neighbours are weighted using the similarity between X and each of its neighbours measured by the Euclidean distance metric. Then X is assigned the class label with the greatest number of votes among K nearest class labels.
D.Algorithm
Step1: Randomly divide the dataset for training and testing
Step2: For the training dataset, rank all genes Step3: (Gene selection Stage 1) Perform pair wise gene ranking from the top ranked genes
Step 4: (Gene selection Stage 2) Use the Gene pairs selected from stage 1 for training.
Step 5: Validate the classifier using 5 fold cross validation method
Step 6: Use the gene pairs that achieved 100% CV accuracy and retrain the classifier.
Step 7: Use the classifier to predict the samples in the testing database
III RESULTS AND DISCUSSION
The proposed methodology was applied to the publicly available cancer database namely Liver, Lymphoma and Leukaemia cancer databases. The description of the database is shown in the Table. 1. This section reports the experimental results of all the datasets exhibiting the SVM, KNN and LDA classifiers. The dataset was with few missing data. The KNearest neighbour algorithm as used by [15] with k=3 was used and the missing data were filled. Half of the samples were picked randomly for training and all the samples for testing. For the training dataset with m x n dimensions ANOVA p-value was calculated for each gene and the top ranked genes were selected .All possible combinations of the top n genes were generated. For n number of top genes all possible combinations are n (n+1)/2. All these combinations were ranked ANOVA p-values. The gene pairs that were above the threshold value were used to train the classifier. The performance of the classifier was validated using cross validation (CV) technique with 5-folds. For 5 folds, the samples in the training dataset was randomly divided into 5 equal parts, classification was performed for 5 runs, using the 4 parts as training and the other as testing. Each time the classifier was trained, a different test set was used, so that over 5 runs of the classifier, all the samples were used as test set. The average 5-fold accuracy for each run was calculated and average error rate in training were calculated. Fig.(1) memory. Using the selected gene pairs, SVM classifier was trained and cross validated. The gene pairs that achieved 100% CV accuracy i.e., no errors in training were chosen for classification. From the Table. 3, for the lymphoma dataset the gene pairs filtered were 6 out of 45 pairs using two-stage method. Then the training time would be just 0.96 seconds (6* 0.16). Class labels were assigned for the testing data comprising all samples. The best testing prediction accuracy using the two-stage was 100% using the lymphoma dataset. The testing results for all the three datasets are shown in Table. Fig (3) shows a clear separation of all the three subtypes of lymphoma cancer for the gene pair (4,6). The figure plots the gene pairs that achieved 100% CV accuracy in training. The results in Table.5 and table.6 show the importance of pair wise gene selection. Table .5 shows the average testing accuracy of the three datasets for the top ranked genes without pair wise ranking. As indicated in Table. 5 the average performance was 89.6% using the method without pair wise gene ranking and Table. 6 showing an average performance of 93.53% for proposed two stage method thus improving the performance by 3.93%. Furthermore Table. 7 illustrates the maximum accuracy achieved by previous methods and the proposed method. Although the proposed two-stage method could achieve a maximum accuracy of 100% like the method with 3 gene combination [14] , the computational burden in training all gene pairs is reduced in the proposed method because most of the uninteresting gene pairs are filtered.
CONCLUSION
The paper focussed on finding the best gene pair, which can give better prediction accuracy with less computational burden for three publicly available dataset. In particular the paper also investigated the performance of the classifiers: SVM, KNN, LDA and proved SVM to be the best classifier for the proposed model. Comparative studies have been performed between the methods without pair wise gene ranking and two-stage gene selection methods and proved for an improved classification performance of 3.93%. Finally, amongst all methods the best prediction accuracy is achieved in the two-stage method using just two genes and effective results with the previous work were well proven. 
