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Abstract
Common approaches to statistical inference for structural and reduced-form parame-
ters in empirical economic analysis are based on the root-n asymptotic normality of the
GMM and M estimators. The canonical root-n asymptotic normality for these classes
of the estimators requires at least the second moment of the score to be bounded. In
this article, we present a method of testing this condition for the asymptotic normality
of the GMM and M estimators. Our test has a uniform size control over the set of data
generating processes compatible with the root-n asymptotic normality. Simulation studies
support this theoretical result. Applying the proposed test to the market share data from
the Dominick’s Finer Foods retail chain, we find that a common ad hoc procedure to deal
with zero market shares results in a failure of the root-n asymptotic normality.
Keywords: extreme value theory, GMM and M estimators, likelihood ratio test, root-n
asymptotic normality
JEL-Code: C12
1 Introduction
Many estimators of interest in economic analysis are GMM or M estimators. They include, but
are not limited to, the ordinary least squares (OLS) estimators, the generalized least squares
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(GLS) estimators, the quasi maximum likelihood estimators (QMLE), and the two stage least
squares (TSLS) estimators. Under random sampling, the root-n asymptotic normality of these
estimators is usually established via Lindeberg-Le´vy Central Limit Theorem (CLT), which re-
quires a bounded second moment of the score. Under non-identical distributions, versions of the
relevant CLTs require even stronger conditions, such as Lindeberg’s condition and Lyapunov’s
condition, e.g., a norm of the score has a bounded (2 + δ)-th moment for some δ > 0. These
conditions are usually taken for granted by the authors of empirical economics papers that
report standard errors, report confidence interval, and/or conduct hypothesis testing based on
the limit normal distribution.
However, this assumption is not necessarily plausibly satisfied in applications. There are
two possible scenarios in which the score may not have a bounded second moment. First, some
dependent variables (e.g., infant birth weight1 and murder rate2 as well as wealth and stock
returns) are reported to exhibit heavy tailed distributions. Second, suppose that a dependent
variable is the logarithm of a variable, as is the case with market share data for example. Rich
data sets contain information about many products, and the large number of products makes
it more likely to contain some products with infinitesimal market shares. These infinitesimal
market shares translate into absolutely large values in the logarithm, thus enlarging tails of
the distribution of the residuals. The lack of the second moment in either of these raw or
transformed dependent variables usually entails unbounded second moments of the score.
In doubt about the assumption of the bounded second moment of the score in certain
applications, we naturally desire to acquire a method of testing this assumption for the root-n
asymptotic normality. This article is motivated by this objective, and we therefore propose a
method of testing this assumption. With our proposed test, researchers can assess whether the
condition for the root-n asymptotic normality is satisfied for past and future empirical studies.
In the event that the test supports the root-n asymptotic normality for a selected study, the
test result will reinforce the credibility of the inference results reported by that study. On the
other hand, in the event that the test fails to support the root-n asymptotic normality for a
1See Chernozhukov and Ferna´ndez-Val (2011, Section 6.2) for example.
2See Gandhi, Lu, and Shi (2017, Appendix A) for example.
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selected study, researchers would like to substitute robust inference methods that do not rely
on the root-n asymptotic normality – see the related literature ahead. In this way, our proposed
method of testing the root-n asymptotic normality is expected to contribute to enhancing the
credibility of empirical economic studies.
Our proposed method is based on the Extreme Value (EV) Theory, and works in the fol-
lowing simple manner. First, sort the square norm of the estimated score in descending order.
Second, pick the largest k of these order statistics and self-normalize them. We show that
these self-normalized statistics asymptotically follow a known joint distribution up to the un-
known tail index. A sub-unit (respectively, super-unit) value of this tail index indicates a
bounded (respectively, unbounded) square norm of the score. Lastly, using these dichotomous
characteristics, we construct a likelihood ratio test based on the limit joint distribution of the
self-normalized statistics. We establish a uniform size control of the proposed test over the set
of data generating processes with bounded squared moments of the scores. This uniformity
property of the test is attractive since researchers do not ex ante know the true distribution of
the norm of the score.
Simulation studies support the theoretical result of the uniform size control property. Ap-
plying the proposed method of testing to the widely used market share data from Dominick’s
Finer Foods retail chain, we find that the common ad hoc treatment of zero market shares by
adding an infinitesimal positive value results in a failure of the root-n asymptotic normality.
Relation to the Literature: We are not aware of any existing paper that develops a
test of the bounded moment condition for the root-n asymptotic normality for GMM and M
estimators, as we do in this paper. A different but related topic is a set of tools to test non- and
weak-identification (e.g., Wright, 2003; Stock and Yogo, 2005; Inoue and Rossi, 2011; Sanderson
and Windmeijer, 2016). These are related to our framework on one hand because non- and
weak-identification also results in a failure of the canonical root-n asymptotic normality, and
therefore these testing methods serve for a related objective. On the other hand, these are
different from our framework because the non- and weak-identification concerns about non-
and weak-invertibility of the expected gradient of the score,3 whereas the issue of our concern
3For general matrix rank tests, see e.g., Gill and Lewbel (1992); Cragg and Donald (1996, 1997); Robin and
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is instead about the boundedness of moments of the score as the condition for the CLTs. In
this sense, the purposes of our method of test are different from those of the preceding methods
of tests of non- and weak-identification, while they indeed play complementary roles.
Also related is the paper by Shao, Yu, and Yu (2001) that proposes a test of bounded
variance. On one hand, our test is also based on the test of bounded second moments, similarly
to Shao, Yu, and Yu (2001). On the other hand, our objective of testing the asymptotic
normality for the GMM and M estimators requires to take into account that the score is not
directly observed in data, but has to be estimated via the GMM or M estimation. With these
similarities and differences, our proposed method also contributes to this existing literature on
testing bounded moments by allowing for generated data.
For scalar locations and single equation models, an unbounded second moment of the score of
the OLS is often imputed to outliers. Recognizing this issue, Edgeworth (1887) proposes to use
the absolute loss instead of the square loss for robust estimation of the equation parameters.
This idea later extends and generalizes to other robust methods based on the check losses
(Koenker and Bassett Jr, 1978) and the Huber loss (Huber, 1992). While we propose a test of
bounded second moment of a norm of the score for the root-n asymptotic normality of GMM
and M estimators in general, there are existing papers that establish limit distribution theories
(which are not necessarily root-n or normal) without requiring the bounded second moment
condition in these frameworks (e.g., Davis and Resnick, 1985, 1986; Davis, Knight, and Liu,
1992; Hill and Prokhorov, 2016). In the event where our test fails to support the bounded second
moment condition, a researcher can resort to one of these alternative robust methods instead
of relying on the standard methods of inference based on the root-n asymptotic normality.
We in particular highlight the cases of market share data and trade data as motivating
examples, where the dependent variable in linear models is often defined as the logarithm of a
variable that may occasionally take infinitesimal values. Our concern is about these infinitesimal
values making their logarithms absolutely large, and therefore failing a bounded second moment
of the score as the condition for the root-n asymptotic normality. Very closely related to this
idea are topics on the logarithms of exact zeros. There exist robust procedures to deal with
Smith (2000); Kleibergen and Paap (2006).
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the logarithms of exact zeros, such as Santos Silva and Tenreyro (2006) for analysis of trade
data and Gandhi, Lu, and Shi (2017) for analysis of market share data. Researchers sometimes
trim observations with exact zeros, but the root-n asymptotic normality may still fail even
after the trimming if the score has an unbounded second moment with respect to the trimmed
distribution. Researchers also sometimes add infinitesimal positive values to zeros in order to
avoid the logarithm of zero, but this practice may also entail unbounded second moments of the
score – see our empirical application in Section 6. In the event where our test fails to support
the bounded second moment condition with respect to these artificially modified distributions,
a researcher can resort to the robust methods cited above.
Our method is based on recent developments in the extreme value theory. We refer readers
to De Haan and Ferreira (2006) for a very comprehensive review of this subject. In particular,
our inference approach is based on fixed-k asymptotics, and takes advantage of and extends the
technique developed by Mu¨ller and Wang (2017). The fixed-k approach is useful in practice,
because the asymptotic size control is valid for any predetermined fixed number k, unlike
traditional increasing-k approaches that require a sequence of changing tuning parameters as
the sample size grows for which a sensible choice rule is difficult to obtain in finite sample.
2 Econometric Frameworks and Objective
In this section, we introduce the general frameworks of the GMM and M estimators for which
we propose the test of the root-n asymptotic normality. A couple of concrete empirical examples
will follow the presentation of the general frameworks. After introducing a unifying notation
for the key object across multiple econometric frameworks, we then state our objective based
on the unifying notation.
2.1 GMM and M Estimators
M-Estimation: Consider the class of estimators defined by
θˆ = arg max
θ∈Θ
Qˆn(θ),
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where the criterion function Qn takes the form of Qˆn(θ) = n
−1∑n
i=1 gi(θ). Under regularity
conditions for this class, the influence function representation takes the form of
√
n
(
θˆ − θ
)
= −Hˆn(θ)−1 · 1√
n
n∑
i=1
g′i(θ) + op(1)
where Hˆn(θ) = n
−1∑n
i=1D
2
θgi(θ) and g
′
i(θ) = ∇θgi(θ). The asymptotic normality (via multivari-
ate Lindeberg-Le´vy CLT) requires E
[‖g′i(θ)‖2] <∞. Common examples include the following
two classes of estimators:
1. (OLS) g′i(θ) = Xi (Yi −Xᵀi θ) ⇒ Ai(θ) = ‖g′i(θ)‖2 = (Yi −Xᵀi θ)ᵀXᵀi Xi (Yi −Xᵀi θ)
2. (QMLE) g′i(θ) = ∇θ`(Yi, Xi; θ) ⇒ Ai(θ) = ‖g′i(θ)‖2 = ∇θ`(Yi, Xi; θ)ᵀ∇θ`(Yi, Xi; θ)
In this paper, we propose a test of the null hypothesis that E [Ai(θ)] <∞, the condition that is
required for establishing the asymptotic normality of
√
n
(
θˆ − θ
)
via multivariate Lindeberg-
Le´vy CLT.
GMM: Next, consider the class of estimators defined by
θˆ = arg min
θ∈Θ
Qˆn(θ),
where the criterion function Qˆn takes the form of Qˆn(θ) = [n
−1∑n
i=1 gi(θ)]
ᵀ
Wˆ [n−1
∑n
i=1 gi(θ)] .
Under regularity conditions for this class, the influence function representation takes the form
of
√
n
(
θˆ − θ
)
= −
(
Gˆn(θˆ)
ᵀWˆ Gˆn(θ)
)−1
Gˆn(θˆ)
ᵀWˆ
1√
n
n∑
i=1
gi(θ) + op(1)
where Gˆn(θ) = n
−1∑n
i=1∇θgi(θ) and Wˆ
p→ W. The asymptotic normality (via multivariate
Lindeberg-Le´vy CLT) requires E
[‖gi(θ)‖2] <∞. A common example is:
3 (2SLS) gi(θ) = Zi (Yi −Xᵀi θ) ⇒ Ai(θ) = ‖gi(θ)‖2 = (Yi −Xᵀi θ)ᵀ Zᵀi Zi (Yi −Xᵀi θ)
Similar as the previous case, we propose a test of the null hypothesis that E [Ai(θ)] <∞, which
is required for establishing the asymptotic normality of
√
n
(
θˆ − θ
)
via CLT.
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2.2 Examples
In applications, Ai(θ) may not have a bounded moment in the presence of outliers in the
dependent variable. This may occur, for example, when the dependent variable is the logarithm
of a variable that occasionally takes infinitesimal values. Here are two concrete examples drawn
from popular empirical frameworks.
Example 1 (Demand Analysis). Demand estimation with market share data4 in the logit case
is based on GMM with the moment function defined by
gjt(θ) = Zjt (ln(Sjt)− ln(S0t)− Pjtθ1 −Xᵀitθ−1) ,
where j indexes products, t indexes markets, Sjt denotes the share of product j in market t,
Pjt denotes the price, Xjt denotes product characteristics, and Zjt denotes instruments. In this
case,
Ajt(θ) = (ln(Sjt)− ln(S0t)− Pjtθ1 −Xᵀitθ−1)ᵀ ZᵀjtZjt (ln(Sjt)− ln(S0t)− Pjtθ1 −Xᵀitθ−1)
may not have a bounded moment because there are in general many products with infinitesimal
market shares Sjt, making ln(Sjt) absolutely large. Furthermore, in the presence of zero mar-
ket shares, there is a common ad hoc practice of replacing zero shares by infinitesimal shares
in order to avoid the log of zeros, but only to artificially produce absolutely large dependent
variables. Such a practice can also result in a failure of the root-n asymptotic normality – see
our empirical applications in Section 6. In the event where one rejects the root-n asymptotic
normality, a researcher can still resort to robust inference procedures (e.g., Gandhi, Lu, and
Shi, 2017) specialized in this empirical framework. 4
Example 2 (Gravity Analysis). Estimation of a log-linearized gravity model5 is based on panel
4This framework is drawn from the literature on the estimation of demand for differentiated products (Berry,
1994; Berry, Levinsohn, and Pakes, 1995). See Ackerberg, Benkard, Berry, and Pakes (2007) for a survey.
5This framework is drawn from the literature on gravity analysis. See Head and Mayer (2014) for a survey of
this extensive subject. Among many other frameworks in this literature, we focus on the log-linearized gravity
model to highlight a part of its problem concerning zero trade flows.
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GMM with the moment function defined by
gijt(θ) = Zijt
(
ln(Yijt)−Xᵀijtθ
)
where i indexes origins, j indexes destinations, t indexes time, Yijt denotes bilateral trade
volumes, Xijt denotes bilateral observed characteristics, and Zijt denotes instruments. In this
case,
Aijt(θ) =
(
ln(Yijt)−Xᵀijtθ
)ᵀ
ZᵀijtZijt
(
ln(Yijt)−Xᵀijtθ
)
may not have a bounded moment because there are in general many trade pairs with infinitesimal
bilateral trade volumes Yijt, making ln(Yijt) absolutely large. Furthermore, in the presence of
zero trade volumes, there is a common ad hoc practice of replacing zero shares by infinitesimal
numbers in order to avoid the log of zeros, but only to artificially produce absolutely large
dependent variables. In the event where one rejects the root-n asymptotic normality, a researcher
can still resort to robust approaches (e.g., Santos Silva and Tenreyro, 2006) specialized in this
empirical framework. 4
2.3 Objective
We thus far introduced general econometric frameworks with a unifying notation for the key
object, namely the square norm of the score denoted by A(θ). Uniformly across the multiple
frameworks, our objective is thus to test the null hypothesis that A(θ) has a bounded moment,
as the condition for the root-n asymptotic normality of the relevant estimator. The next section
presents our proposed method to this end.
3 The Test
We first provide an informal overview of the procedure of our proposed test. Formal theoretical
justifications for why this method works will be presented in Section 4.
Our test is a likelihood ratio test with a likelihood function that describes the tail behavior
of the distribution of A(θ). Since θ is unknown in general, we use its consistent estimator of
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θ, denoted by θˆ. Let A(1)(θˆ) ≥ A(2)(θˆ) ≥ . . . ≥ A(n)(θˆ) denote the order statistics by sorting
{Ai(θˆ)}ni=1 in the descending order. For a pre-determined integer k ≥ 3, collect the k-order
statistics as
A
(
θˆ
)
=
[
A(1)(θˆ), A(2)(θˆ), . . . , A(k)(θˆ)
]ᵀ
.
Then, construct the self-normalized statistics
A∗
(
θˆ
)
=
 A
(
θˆ
)
− A(k)
(
θˆ
)
A(1)
(
θˆ
)
− A(k)
(
θˆ
)
ᵀ .
Let ε > 0 be a small positive constant. We require ε > 0 in theory, but one can let ε = 0
practically. (In our simulations and empirical application, we use ε = 0.01.) Our proposed test
rejects the null hypothesis that Ai(θ) has a bounded moment if∫ 2
1−ε fV∗
(
A∗
(
θˆ
)
; ξ
)
dW (ξ)∫ 1−ε
0
fV∗
(
A∗
(
θˆ
)
; ξ
)
dΛ (ξ)
> 1,
where
fV∗ (v
∗; ξ) = Γ (k)
∫ ∞
0
sk−2 exp
(
(−1− 1/ξ)
k∑
i=1
log (1 + ξv∗i s)
)
ds, (3.1)
W (·) denotes a weight chosen to reflect the importance of rejecting different alternatives, and
Λ (·) is some pre-determined weight that is computed using the algorithm by Elliott, Mu¨ller,
and Watson (2015) – see Appendix B.
Figure 1 plots oracle rejection probabilities of the test with V∗ generated from the joint
extreme value distribution (3.1) and the nominal size of 0.05. The plots are based on simulations
with 10000 iterations. (Full-blown Monte Carlo simulation studies with concrete econometric
models will be conduct and presented in Section 5.) Observe that the rejection probabilities
for ξ ∈ [0, 1) are uniformly dominated by the nominal size, 0.05. In other words, the test
has the uniform size control property. This uniformity property is useful in practice, because
researchers do not ex ante know the true value of ξ in models of their interest. The following
section formally presents the formal asymptotic theory to guarantee this important property
of the test.
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Figure 1: Rejection probabilities of the test with V∗ generated from the joint extreme value
distribution (3.1) and the nominal size of 0.05. The plots are based on numerical simulations
with 10000 iterations.
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4 Asymptotic Theory
In this section, we present a formal theory to guarantee that our proposed test works in large
samples. To this end, we introduce some notations and definitions.
Denote by Di the i-th observation so that we can write Ai (θ) = A (θ;Di). For example,
Di = (X
ᵀ
i , Yi)
ᵀ in the context of the OLS, and Di = (X
ᵀ
i , Z
ᵀ
i , Yi)
ᵀ in the context of the 2SLS. Let
FA(θ) denote the cumulative distribution function (CDF) of Ai (θ) and θ0 denote the (pseudo-)
true value of θ. Let Bηn (θ0) denote an open ball centered at θ0 with radius ηn → 0. Let
fA(θ0) and QA(θ0) be the probability density function (PDF) and quantile function of Ai (θ0),
respectively.
We say that a distribution F is within the domain of attraction of the extreme value dis-
tribution, denoted by F ∈ D (ξ), if there exist sequences of constants an and bn such that for
every v,
lim
n→∞
F (anv + bn) = Gξ(v),
where
Gξ(v) =
exp
(−(1 + ξv)−1/ξ) 1 + ξv > 0, ξ 6= 0
exp (−e−v) v ∈ R, ξ = 0.
This condition characterizes the tail shape of the underlying distribution, which is mild and
satisfied by many commonly used distributions. In particular, the case with a positive ξ covers
the distributions with a regularly varying tail, including Pareto, Student-t, and F distributions.
The case with ξ = 0 covers the thin tailed distributions, such as the Gaussian family. The case
with a negative ξ covers the distribution with a bounded right end-point, such as the uniform
distribution. See De Haan and Ferreira (2006, Ch. 1) for a review. With these notations and
definitions, we impose the following regularity conditions.
Condition 1. The following conditions are satisfied.
(i) Di is i.i.d.
(ii) FA(θ0) ∈ D (ξ) with ξ ≥ 0 and QA(θ0) (1) =∞.
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(iii) θˆ − θ0 = op (1). If ξ > 0, then supi supθ∈Bηn (θ0)
∣∣∣∣∣∣∂Ai(θ)∂θ ∣∣∣∣∣∣ = Op (nξ). If ξ = 0, then
supi supθ∈Bηn (θ0)
∣∣∣∣∣∣∂Ai(θ)∂θ ∣∣∣∣∣∣ = Op (nfA(θ0) (QA(θ0) (1− 1/n))).
Condition 1 (i) requires random sampling. Condition 1 (ii) requires that the distribution
of A(θ0) falls in the domain of attraction of the extreme value distribution, and that it has
an unbounded support.6 The first part of Condition 1 (iii) requires that θˆ is consistent for
θ0. Note that this in general only requires the identification and bounded first moments of the
score. The second part of Condition 1 (iii) requires that the gradient of Ai(θ) grows not too
fast. Since the last piece of the condition is a high-level statement, it will be useful to consider
stronger lower level conditions in a specific example. Since we focus on the case of the GMM
in our application, we do so in the context of the GMM.
Discussion of Condition 1 (iii) – Case of GMM: Recall that we defined Ai (θ) =
(Yi −Xᵀi θ)ᵀ Zᵀi Zi (Yi −Xᵀi θ) . Thus,
∂Ai (θ)
∂θ
= −2XiZᵀi Zi (Yi −Xᵀi θ)
= −2XiZᵀi Ziui + 2XiZᵀi ZiXᵀi
(
θˆ − θ
)
.
The triangle inequality and Cauchy-Schwartz inequality yield
sup
i
sup
θ∈Bη(θ0)
∣∣∣∣∣∣∣∣∂Ai (θ)∂θ
∣∣∣∣∣∣∣∣ ≤ 2 sup
i
||XiZᵀi Ziui||+ 2 sup
i
||XiZᵀi ZiXᵀi || · sup
θ∈Bηn (θ0)
∣∣∣∣∣∣(θˆ − θ)∣∣∣∣∣∣
≤ 2 sup
i
||XiZᵀi ||
(
sup
i
||Ai (θ0)||
)1/2
+ 2
(
sup
i
||XiZᵀi ||
)2
· sup
θ∈Bηn (θ0)
∣∣∣∣∣∣(θˆ − θ)∣∣∣∣∣∣ . (4.1)
Condition 1 (ii) implies that supi ||Ai (θ0)|| → ∞ so that (supi ||Ai (θ0)||)1/2 is of a smaller order
than supi ||Ai (θ0)|| . Therefore, a sufficient condition for Condition 1 (iii) is that supi ||XiZᵀi ||
is of a smaller order than (supi ||Ai (θ0)||)1/2 . An even stronger sufficient condition for this
sufficient condition is that Xi and Zi have bounded supports, which is satisfied by the typical
applications in the demand analysis, in particular the one that we consider in our empirical
application in Section 6. 
6The boundedness of E[Ai(θ0)] is trivially satisfied if ξ is negative.
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Since Ai is non-negative, whether its moment is bounded is fully determined by its right tail
behavior. Given Condition 1 (ii), the boundedness of the r-th moment of Ai is equivalent to the
condition that ξ is less than than 1/r (cf. De Haan and Ferreira, 2006, Ch. 5.3.1). Therefore,
the two competing hypotheses for which we propose a test can be written as
H0 : ξθ0 ∈ [0, 1− ε] against H1 : ξθ0 ∈ (1− ε, 2) for some ε > 0. (4.2)
Now, recall the following notations from Section 3. Let A(1)(θˆ) ≥ A(2)(θˆ) ≥ . . . ≥ A(n)(θˆ)
denote the order statistics by sorting {Ai(θˆ)}ni=1 in the descending order, and
A
(
θˆ
)
=
[
A(1)(θˆ), A(2)(θˆ), . . . , A(k)(θˆ)
]ᵀ
.
The following lemma shows that these order statistics asymptotically follows the joint extreme
value distribution.
Lemma 1. Under Condition 1, there exist sequences {an} and {bn} of constants depending on
FA(θ0) such that, for any fixed k,
A
(
θˆ
)
− bn
an
d→ V ≡ (V1, ..., Vk)ᵀ ,
where V is jointly distributed with the density given by fV|ξ(v1, ..., vk) = Gξ(vk)
∏k
i=1 gξ(vi)/Gξ(vi)
on vk ≤ vk−1 ≤ . . . ≤ v1, and gξ(v) = dGξ(v)/dv.
A proof is provided in Appendix A.1.
Since an and bn are unknown, we would like to eliminate them in constructing feasible test
statistics. We do so by the self-normalized statistic
A∗
(
θˆ
)
=
 A
(
θˆ
)
− A(k)
(
θˆ
)
A(1)
(
θˆ
)
− A(k)
(
θˆ
)
ᵀ .
By the continuous mapping theorem, change of variables, and Lemma 1, we have
A∗
(
θˆ
)
d→ V∗ ≡
(
V − Vk
V1 − Vk
)ᵀ
,
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where the density function fV∗ of the limit V
∗ is given by
fV∗ (v
∗; ξ) = Γ (k)
∫ ∞
0
sk−2 exp
(
(−1− 1/ξ)
k∑
i=1
log (1 + ξv∗i s)
)
ds. (4.3)
With this density function, we construct the likelihood ratio test
ϕ (V∗) = 1
[∫ 2
1−ε fV∗ (V
∗; ξ) dW (ξ)∫ 1−ε
0
fV∗ (V∗; ξ) dΛ (ξ)
> 1
]
, (4.4)
where W (·) denotes a weight chosen to reflect the importance of rejecting different alterna-
tives and Λ (·) is some pre-determined weight that is computed using the algorithm by Elliott,
Mu¨ller, and Watson (2015) – see Appendix B for details. The following theorem establishes the
asymptotic uniform size control of our test (4.4), which is the main theoretical result of this
article.
Theorem 1. Suppose Condition 1 holds. For any fixed k,
lim
n→∞
sup
ξ∈[0,1−ε]
Eξ
[
ϕ
(
A∗
(
θˆ
))]
≤ α.
A proof is provided in Appendix A.2.
5 Simulation Studies
Using Monte Carlo simulations, we demonstrate that the proposed test has the claimed uniform
size control property. We consider two of the most popular econometric models, namely the
linear regression model and the linear IV model, for data generating designs.
First, consider the linear regression model:
Yi =θ0 + θ1Xi + Ui
where θ = (θ0, θ1)
ᵀ = (1, 1)ᵀ. The independent variable is generated according to Xi ∼ N(0, 1).
The the error Ui is generated according to the zero symmetric Pareto distribution with tail
index ξ/2, independently from Xᵀi . We vary ξ across sets of simulations. The test is based on
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the score in squared norm: Ai(θ) = (1 + X
2
i ) · (Yi − θ0 − θ1Xi)2. Since we do not know θ, we
replace θ by the OLS θˆ. We thus use k order statistics of
Ai(θˆ) = (1 +X
2
i ) · (Yi − θˆ0 − θˆ1Xi)2
to construct our test, following the procedure outlined in Section 3.
Second, consider the linear IV model:
Yi =θ0 + θ1Xi + Ui + Vi
Xi =pi0 + pi1Zi +Wi
where θ = (θ0, θ1)
ᵀ = (1, 1)ᵀ and pi = (pi0, pi1)
ᵀ = (1, 1)ᵀ. The instrument is generated according
to Zi ∼ N(0, 1) independently of the tri-variate error components (Ui, Vi,Wi)ᵀ. The heavy-
tailed part of the error Ui is generated according to the zero symmetric Pareto distribution
with tail index ξ/2, independently from (Vi,Wi)
ᵀ. We vary ξ across sets of simulations. The
endogenous part of the error components (Vi,Wi)
ᵀ is generated according to (Vi,Wi)
ᵀ ∼ N(~0,Σ)
where Σ = (1, 0.5; 0.5, 1). The test is based on the score in squared norm: Ai(θ) = (1 + Z
2
i ) ·
(Yi − θ0 − θ1Xi)2. Since we do not know θ, we replace θ by the IV estimator θˆ. We thus use k
order statistics of
Ai(θˆ) = (1 + Z
2
i ) · (Yi − θˆ0 − θˆ1Xi)2
to construct our test, following the procedure outlined in Section 3.
For both of the linear regression model and the linear IV model introduced above, we
experiment with sample sizes of n = 104, 105 and 106, which are similar to the sample size
that we actually encounter in our empirical application in Section 6. We also experiment with
the tail index values of ξ/2 = 0.09, 0.19, 0.29, 0.39, 0.49, 0.59, 0.69, 0.79, 0.89 and 0.99. Note
that ξ/2 ∈ {0.09, 0.19, 0.29, 0.39, 0.49} satisfy the condition for the asymptotic normality, but
ξ/2 ∈ {0.59, 0.69, 0.79, 0.89, 0.99} fail to satisfy it. We also experiment with various numbers
k = 50, 100, and 200 of order statistics for construction of the test. Each set of simulations
consists of 5000 Monte Carlo iterations.
Tables 1 and 2 show Monte Carlo simulation results for the linear regression model and the
linear IV model, respectively. In both of the two tables, we can see that the simulated rejection
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probabilities are dominated by the nominal size 0.05 for all of ξ/2 ∈ {0.09, 0.19, 0.29, 0.39}
in the null region, and those are approximately the same as the nominal size 0.05 near the
boundary, i.e., ξ/2 = 0.49, of the null region. These results support the uniform size control
property of the test that is established in Theorem 1 as the main result of this paper. The
asymptotic normality holds for any of ξ/2 < 0.5, but a researcher does not know which exact
value ξ/2 takes for a specific application even under the consideration of the null hypothesis.
For this reason, this uniform size control property is important.
6 Application to Demand Estimation
In this section, we present an empirical application of our proposed test procedure. Recall the
demand estimation framework introduced in Example 1. The dependent variable is defined
by the logarithm of the market share of a product relative to that of an outside product. In
rich data sets, we often encounter zero empirical market shares. Since the logarithm of zero is
undefined, empirical practitioners often use ad hoc procedures to deal with observations with
zero market share. One common way is to simply remove observations with zero empirical
market shares. Another common way is to replace zeros with a small positive value. Both of
these two ad hoc treatments result in biased estimates in general, as demonstrated through
Monte Carlo simulation studies by Gandhi, Lu, and Shi (2017). In implementing the second
approach, empirical researchers often substitute infinitesimal positive values ∆ for zeros, per-
haps in efforts to mitigate such biases. In this paper, we show that substitution of infinitesimal
positive values ∆ may in fact result in a failure of the root-n asymptotic normality, in addition
to biased estimates.
Following preceding papers on market analysis, we use scanner data from the Dominick’s
Finer Foods (DFF) retail chain.7 The unit of observation is defined by the product of UPC
(universal product code), store, and week. Our analysis, as described below, follows that of
Gandhi, Lu, and Shi (2017). We focus on the product category of canned tuna. Empirical
7We thank James M. Kilts Center, University of Chicago Booth School of Business for allowing us to use
this data set. It is available at https://www.chicagobooth.edu/research/kilts/datasets/dominicks.
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n = 104 n = 105 n = 106
ξ/2 k =50 k =100 k =200 k =50 k =100 k =200 k =50 k =100 k =200
0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.39 0.01 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.00
0.49 0.07 0.05 0.06 0.07 0.05 0.04 0.06 0.05 0.03
0.59 0.19 0.27 0.47 0.18 0.25 0.41 0.17 0.24 0.39
0.69 0.44 0.59 0.81 0.43 0.59 0.78 0.43 0.58 0.77
0.79 0.60 0.85 0.98 0.60 0.84 0.98 0.60 0.83 0.98
0.89 0.81 0.95 0.99 0.81 0.95 1.00 0.80 0.95 1.00
0.99 0.87 0.98 0.99 0.88 0.99 1.00 0.88 0.99 1.00
Table 1: Rejection probabilities of the test (4.4) for the linear regression model. The results
are based on 5000 simulation draws. The significance level is 0.05.
17
n = 104 n = 105 n = 106
ξ/2 k =50 k =100 k =200 k =50 k =100 k =200 k =50 k =100 k =200
0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.39 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00
0.49 0.07 0.06 0.06 0.07 0.05 0.04 0.06 0.05 0.03
0.59 0.18 0.29 0.48 0.18 0.25 0.41 0.18 0.25 0.39
0.69 0.44 0.61 0.81 0.43 0.60 0.79 0.43 0.57 0.77
0.79 0.61 0.83 0.98 0.59 0.83 0.98 0.60 0.82 0.98
0.89 0.81 0.95 0.99 0.81 0.95 1.00 0.80 0.95 1.00
0.99 0.87 0.98 0.98 0.88 0.99 1.00 0.88 0.99 1.00
Table 2: Rejection probabilities of the test (4.4) for the linear IV model. The results are based
on 5000 simulation draws. The significance level is 0.05.
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market shares are constructed by using quantity sales and the number of customers who visited
the store in the week. Control variables include the price, UPC fixed effects and a time trend.
We instrument the possibly endogenous prices by the whole sale costs by inverting the gross
margin.
The number of observations is approximately 106. This feature of the data allows us to
use a reasonably large number k of order statistics to enhance the power of our proposed test.
Among this large number of observations, approximately 44% of the observations are recorded
to have the zero empirical market share. The smallest non-zero empirical market share is
approximately 10−5. Therefore, it is sensible to replace the zero empirical market share by
an infinitesimal positive number ∆ that is no larger than 10−5. In our analysis, therefore, we
consider the following numbers to replace zero: ∆ = 10−5, 10−6, ..., 10−19, 10−20.
Table 3 summarizes p-values of the test. For the sake of transparency, we show results
for various numbers of k that are as small as 50. Before discussing these results, first note
that small numbers k of order statistics in general entail short power. Note also that the
number k = 100 corresponds to only 0.01 percent of the whole sample. However, observe in the
simulation results reported in Table 3 that, even for a small k as k ' 65, we can start to reject
the null hypothesis. In other words, we reject the root-n asymptotic normality of the demand
estimator that is based on the ad hoc practice of replacing the zero empirical market share by
any of the infinitesimal positive values ∆ = 10−5, 10−6, ..., 10−19, 10−20.
We conclude this section by discussing the implications of our test results and practical
suggestions in light of them. Rich market share data often include zero empirical market
shares. Since the logarithm of zero is undefined, empirical researchers often employ the ad
hoc practice of replacing the zero by an infinitesimal positive value ∆. This practice has been
already known to incur biased estimates (see Gandhi, Lu, and Shi, 2017), but can also result in
a failure of the root-n asymptotic normality in addition. As such, both the point estimates and
their standard errors may be incredible. Empirical researchers may, therefore, want to resort to
alternative methods that are robust against zero market shares, such as the method proposed
by Gandhi, Lu, and Shi (2017).
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∆ k =50 k=55 k =60 k =65 k =70 k =100
10−5 0.96 0.79 0.46 0.12 0.00 0.00
10−6 0.98 0.83 0.30 0.02 0.00 0.00
10−7 0.98 0.81 0.24 0.00 0.00 0.00
10−8 0.98 0.79 0.20 0.00 0.00 0.00
10−9 0.98 0.77 0.16 0.00 0.00 0.00
10−10 0.98 0.76 0.14 0.00 0.00 0.00
10−11 0.98 0.76 0.13 0.00 0.00 0.00
10−12 0.98 0.76 0.12 0.00 0.00 0.00
10−13 0.98 0.76 0.12 0.00 0.00 0.00
10−14 0.98 0.76 0.12 0.00 0.00 0.00
10−15 0.98 0.75 0.12 0.00 0.00 0.00
10−16 0.98 0.75 0.12 0.00 0.00 0.00
10−17 0.98 0.75 0.12 0.00 0.00 0.00
10−18 0.98 0.75 0.12 0.00 0.00 0.00
10−19 0.98 0.75 0.12 0.00 0.00 0.00
10−20 0.98 0.75 0.11 0.00 0.00 0.00
Table 3: P-values of the test (4.4) with the market share data from DFF for the product
category of canned tuna data, where zero empirical market shares are replaced by ∆ = 10−5,
10−6, ..., 10−19, 10−20.
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7 Summary and Discussions
Many empirical studies in economics rely on the GMM and M estimators including, but not
limited to, the OLS, GLS, QMLE, and TSLS. Furthermore, they usually rely on the root-n
asymptotic normality of these estimators when drawing scientific conclusions via statistical
inference. Although the condition for the root-n asymptotic normality is usually taken for
granted as such, it may not be always plausibly satisfied. In this light, this paper proposes a
method of testing the hypothesis of a bounded second moment of scores, which serves as the
main condition of the root-n asymptotic normality.
There are two desired properties of our proposed test in practice. First, unlike other ap-
proaches in the extreme value theory that require a sequence of tuning parameter values that
change as the sample size grows, our test is valid for any predetermined fixed number k of
order statistics to be used to construct the test. This is a useful property in practice because
it relieves researchers from worrying about a ‘valid’ data driven choice of tuning parameters
for the purpose of size control. Second, our test has the uniform size control property over the
set of data generating processes for which the asymptotic normality holds. This uniform size
control property is useful in practice, because researchers usually do not ex ante know the true
tail index ξ. Monte Carlo simulation studies indeed support this theoretical property for two
of the most commonly used econometric frameworks, namely the linear regression model and
the linear IV model.
A failure of the root-n asymptotic normality may be caused by the following two cases
among others. First, some dependent variables (e.g., wealth, infant birth weight, murder rate)
are reported to exhibit heavy tailed distributions, and they can induce unbounded second
moments of the score of an estimator. Second, when a dependent variable is the logarithm
of a variable, infinitesimal values of this variable translate into absolutely large logarithmic
values, and they can induce unbounded second moments of the score of an estimator. In our
empirical application, we highlighted the second case, where infinitesimal values are artificially
introduced through a commonly employed ad hoc procedure to circumvent the issue of zero
empirical market shares in demand analysis. Using scanner data from the Dominick’s Finer
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Foods (DFF) retail chain, we reject the root-n asymptotic normality for demand estimators
with such an ad hoc practice.
Finally, we conclude this paper by remarking that the test can be used to enhance the
quality and credibility of past and future empirical studies. On one hand, if our test supports
the root-n asymptotic normality for a selected empirical work, then the test result reinforces
the credibility of scientific conclusions reported by that work. On the other hand, if our test
fails to support the root-n asymptotic normality for a selected empirical work, a researcher may
want to consider one of the alternative robust approaches for more credible empirical research.
Appendix
The appendix consists of two sections. Appendix A contains proofs of the main results, namely
Lemma 1 and Theorem 1. Appendix B contains additional computational details to implement
the test.
A Proofs
A.1 Proof of Lemma 1
Proof of Lemma 1 First, By the EV theory, Condition 1.1 (Di is i.i.d.) and Condition 1.2
(FA(θ0) ∈ D (ξ)) imply (
A (θ0)− bn
an
)ᵀ
d→ V, (A.1)
where V is jointly EV distributed with tail index ξ. By Corollary 1.2.4 and Remark 1.2.7 in
de Haan and Ferreira (2007), the constants an and bn can be chosen as follows. If ξ > 0, we
choose an = QA(θ0) (1− 1/n) and bn = 0. If ξ = 0, we choose an = 1/
(
nfA(θ0) (bn)
)
and bn =
QA(θ0) (1− 1/n). By construction, these constants satisfy that 1− FA(θ0) (any + bn) = O (n−1)
for every y > 0 in both of the cases.
Now, let I = (I1, . . . , Ik) ∈ {1, . . . , T}k be the k random indices such that A(j) (θ0) =
AIj (θ0), j = 1, . . . , k, and let Iˆ be the corresponding indices such that A(j)
(
θˆ
)
= AIˆj
(
θˆ
)
.
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Then, the convergence of A
(
θˆ
)
follows from (A.1) once we establish |AIˆj(θˆ)−AIj (θ0) | = op(an)
for j = 1, . . . , k. We present the case of k = 1, but the argument for a general k is similar.
Denote εi ≡ Ai(θˆ)− Ai (θ0).
First, consider the case with ξ > 0. The part of Condition 2.3 for the case of ξ > 0 yields
that
sup
i
|εi| = sup
i
∣∣∣Ai(θˆ)− Ai (θ0)∣∣∣
≤ sup
i
sup
θ∈Bη(θ0)
∣∣∣∣∣∣∣∣∂Ai (θ)∂θ
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣θˆ − θ0∣∣∣∣∣∣
= op(an).
Given this result, we have that, on one hand, AIˆ(θˆ) = maxi{Ai (θ0) + εi} ≤ AI (θ0) + supi |εi| =
AI (θ0) + op(an); and, on the other hand, AIˆ(θˆ) = maxi{Ai (θ0) + εi} ≥ maxi{Ai (θ0) +
mini{εi}} ≥ AI (θ0) + mini{εi} ≥ αI − supi |εi| = αI − op(an). Therefore,
∣∣∣AIˆj(θˆ)− AIj (θ0)∣∣∣ ≤
op(an) holds.
Next, consider the case with ξ = 0. The part of Condition 2.3 for the case of ξθ0 = 0 implies
that supi supθ∈Bη(θ0)
∣∣∣∣∣∣∂Ai(θ)∂θ ∣∣∣∣∣∣ = Op (an). The rest of the proof is identical to the case with
ξ > 0. 
A.2 Proof of Theorem 1
Proof of Theorem 1 By Lemma 1 and the continuous mapping theorem, we have A∗
(
θˆ
)
d→
V∗. Write Λ (ξ) = cΛ˜ (ξ) for some constant c > 0 and Λ˜ (ξ) a positive measure on [0, 1− ε].
Since the density fV∗ is continuous, Eξ [ϕ (V∗)] as a function of ξ and c is also continuous
in both arguments for any given Λ˜ (·). Therefore, we can choose a large enough c so that
supξ∈[0,1−ε] Eξ [ϕ (V∗)] ≤ α. 
Remark 1. Since Λ˜ in the last part of the above proof can be arbitrary in theory, we provide an
empirical guide for determining a nearly optimal Λ˜ in the following section.
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B Additional Computational Details
This section provides computational details about constructing the test (4.4), which is based
on the limiting observation V∗. The density of V∗ is given by (3.1), which is computed by
Gaussian Quadrature. To construct the test (4.4), we specify the weight W to be the uniform
distribution for expositional simplicity. The weight W reflects the importance attached by the
econometrician to differenat alternatives, which can be easily changed. Then, it remains to
determine a suitable candidate for the weight Λ. We do this by the generic algorithm provided
by Elliott, Mu¨ller, and Watson (2015).
To be specific, we use the same notation as in the proof of Theorem 1 and consider Λ = cΛ˜,
where Λ˜ is some probability distribution function with support on Ξ = [0, 0.99]. Suppose
that ξ is randomly drawn from Λ˜ and c satisfies that
∫
Pξ(ϕ(V
∗) = 1)dΛ˜(ξ) = α, where we
slightly abuse the notation so that the subscripts ξ and Λ emphasize that they determine the
test. Denote the W -weighted average power as PΛ =
∫
(1−ε,2) Pξ(ϕΛ(V
∗) = 1)dW (ξ). Since
the uniform size constraint for all ξ ∈ Ξ implies the Λ˜-weighted average size control for any
probability distribution Λ˜ and ϕcΛ˜ maximizes the W -weighted average power by the Neyman-
Pearson lemma, VΛ˜ essentially provides an upper bound for the W -weighted average power
among all tests ϕ that satisfy the uniform size constraint.
Now, suppose that we obtain some Λ˜∗ on Ξ and the constant c∗ such that
Pξ(ϕc∗Λ˜∗(V
∗) = 1) ≤ α for all ξ ∈ Ξ, (B.1)
and ∫
(1−ε,2)
Pξ(ϕc∗Λ˜∗(V
∗) = 1)dW (ξ) ≥ (1− ε)VΛ˜∗ . (B.2)
Then, the test ϕc∗Λ˜∗ will have a W -weighted average power no less than 100ε% lower than any
other test of the same level. We set ε = 0.01 for our test (4.4).
The idea of identifying a suitable choice of Λ˜∗ and c∗ is as follows. First, we can discretize
Ξ into a grid Ξa and determine Λ˜ accordingly as the point masses. Then we can simulate
N random draws of V∗ from ξ ∈ Ξa and estimate Pξ(ϕΛ(V∗) = 1) by sample fractions. By
iteratively increasing or decreasing the point masses as a function of whether the estimated
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Pξ(ϕΛ(V
∗) = 1) is larger or smaller than the nominal level, we can always find a candidate Λ˜∗.
Note that such Λ˜∗ always exists since we allow Pξ(ϕΛ(V∗) = 1) < α for some ξ. We determine
c∗ so that (B.2) is satisfied. The continuity of fV∗ entails that Pξ(ϕΛ(V∗) = 1) as a function of
ξ is also continuous. Therefore, (B.1) is guaranteed as we consider |Ξa| → ∞ and N/ |Ξa| → ∞,
where |Ξa| denotes the cardinality of Ξa.
In practice, we can determine the point masses by the following concrete steps.
Algorithm:
1. Simulate N = 10,000 i.i.d. random draws from some proposal density with ξ drawn
uniformly from Ξa, which is an equally spaced grid on [0, 0.99] with 50 points.
2. Start with Λ˜(0) = {1/50, 1/50, . . . , 1/50} and c∗ = 1. Calculate the (estimated) coverage
probabilities Pξj(ϕc∗Λ˜(0)(V
∗) = 1) for every ξj ∈ Ξa using importance sampling. Denote
them by P = (P1, ..., P50)
′.
3. Update Λ by setting Λ(s+1) = Λ(s) + ηΛ(P − 0.05) with some step-length constant ηΛ > 0,
so that the j-th point mass in Λ is increased/decreased if the coverage probability for ξj
is larger/smaller than the nominal level.
4. Keep the integration for 500 times. Then, the resulting Λ(500) is a valid candidate.
5. Numerically check if ϕΛ(500) indeed controls the size uniformly by simulating the rejection
probabilities over a much finer grid on Ξ. If not, go back to step 2 with a finer Ξa.
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