On the one hand, the inclusion problem for nonerasing and erasing pattern languages is undecidable (see 6]). On the other hand, the language equivalence problem for nonerasing pattern languages is trivially decidable (see 1]) but the question of whether the same holds for erasing pattern languages is still open. It has been conjectured by Jiang et al. 6] that the language equivalence problem for erasing pattern languages is also decidable. In this paper, we introduce a new normal form for patterns and show, using the normal form, that the language equivalence problem for erasing pattern languages is decidable in many special cases. We conjecture that our normal form procedure decides the problem in the general case, too. If the conjecture holds true, then the normal form is the shortest pattern generating a given erasing pattern language.
Introduction
A pattern is a word over two disjoint alphabets V , where is an alphabet of terminals and V is an alphabet of variables. The language L E; ( ) generated by the pattern is obtained in the obvious way: One takes all words obtained by substituting words over for the variables in . Since variables may be replaced with the empty word , such patterns will be referred to as erasing or E-patterns, in the sequel. If the replacement of a variable with the empty word is forbidden, then the generated language will be denoted by L NE; ( ) and we speak of a non-erasing or NE-pattern.
It is known that the inclusion problem (is the language generated by a pattern included in the language generated by another pattern?) for nonerasing and erasing pattern languages is undecidable; see 6] . However, the language equivalence problem (do two patterns generate the same language?) for nonerasing patterns is trivially decidable: Two patterns and generate the same NE-language if and only if they are identical up to variable renaming. It is very easy to see that this does not hold for E-patterns. Jiang et al. 6 ] conjectured that the language equivalence problem for erasing pattern languages is decidable (cf. also 10]).
In this paper, we investigate the E-language equivalence problem and show that the conjecture is true in many cases. Our \decision procedure" is based on a decidable and length-decreasing reduction relation ! r ( V ) + ( V ) + .
Roughly speaking, pattern reduces to another pattern 0 (which will be denoted by ! r 0 ) if 0 can be obtained from the pattern by deleting certain variables from and = ( 0 ), where is a (linear) morphism. Since ! r is length-decreasing, every reduction sequence starting from a pattern must end in an irreducible pattern, a so-called normal form. Moreover, ! r is languagepreserving, that is, if ! r 0 , then L E; ( ) = L E; ( 0 ). We conjecture that reduction to normal form yields a decision procedure: Conjecture 1: Two E-patterns de ne the same language over an alphabet with card( ) 3 if and only if their normal forms with respect to ! r are identical, up to renaming of variables.
Note that in Conjecture 1, the restriction card( ) 3 is essential. This is witnessed by the following example from 5]. Example 1.1 Let = f0; 1g, = x01y0z, and = x0y10z. Both and are in normal form w.r.t. ! r ; see Section 4. Although L E; ( ) = L E; ( ), and are not identical up to renaming of variables.
We will prove in Section 4 that the conjecture can be paraphrased as follows:
If ; 2 ( V ) + are patterns and card( ) 3, then L E; ( ) = L E; ( ) if and only if there are morphisms f : var( ) ! var( ) and g : var( ) ! var( ) such that f( ) = and g( ) = . Also note that if Conjecture 1 holds true, then the normal form is the shortest pattern that generates a given E-pattern language. This is because ! r is a lengthdecreasing reduction relation. Hence we conjecture, in fact, that our normal form is a minimal description of the corresponding language. We will prove in Sections 3 and 5 that the equivalence problem for E-pattern languages can in many cases be decided by this procedure, for instance whenever: the underlying alphabet contains two constants that do not occur in the patterns (this is always true if is in nite), card( ) exceeds the number of terminal segments in one pattern by at least two, the normal form of one pattern has independent variable segments, the normal form of one pattern is linear, the normal form of one pattern is a one-variable pattern, the normal form of one pattern does not contain consecutive variables. It is interesting to note that the rst two special cases can already be proved by further developing a proof technique used in 6]; see Section 3. However, we will indicate why this technique is not su cient to prove the general case. Furthermore, we will pose two open questions. An a rmative answer to one of them would prove decidability of E-language equivalence.
For a nice introduction to patterns and reasons why they are of interest in formal language theory, the reader is referred to 10, 11] . Aspects of inductive inference and the theory of learning { although closely related to patterns { will not be discussed in this paper, details can be found in 2, 4, 7], for instance.
The paper is organized as follows. In Section 2, basic de nitions are recalled and in Section 3 our rst results are presented. Section 4 explains the normal form approach, while Section 5 contains decidability results based on normal forms. Finally, in Section 6 it is shown that in contrast to what has been claimed in 3], the recent approach of D anyi and F ul op does not solve the problem.
Basic de nitions
Given an alphabet , the set of all words over is denoted by , whereas + stands for the set of all nonempty words over . The length of a word 2 is denoted by j j. The empty word will be denoted by , its length is zero. For an arbitrary set S, card(S) denotes its cardinality.
In the sequel, and V are two disjoint alphabets. Elements of are called terminals (or constants) and elements of V are called variables. Usually, 0; 1; a; b; c will denote constants, whereas x; y; z; x 0 ; y 0 ; z 0 ; x 1 ; : : : will stand for variables. Any word over the union V is said to be a pattern. The number of occurrences of a letter x 2 V in is denoted by j j x . The set of variables of V appearing in will be denoted by var( ).
A mapping h : ( V ) ! ( V ) with h( ) = and h(w 1 w 2 ) = h(w 1 )h(w 2 ) is called a morphism. A morphism h is said to be terminal-preserving if h(a) = a for every a 2 . Every mapping from V to ( V ) extends uniquely to a terminal-preserving morphism h : ( V ) ! ( V ) , where h(x) = (x) for every x 2 V . Thus, whenever we speak of a morphism : V ! ( V ) in the sequel, its corresponding terminal-preserving morphism is meant. Henceforth ; ; f; g; h will denote morphisms. A bijective morphism : V ! V is called a variable renaming. Two patterns and are said to be identical up to variable renaming if and only if there is a variable renaming such that = ( ). A pattern with card(var( )) = k+1 is in canonical form if the variables occurring in are precisely fx 0 ; x 1 ; x 2 ; : : : ; x k g and for every i with 0 i < k, the leftmost occurrence of x i in is to the left of the leftmost occurrence of x i+1 in . Clearly, every pattern has a canonical form 0 , and furthermore and 0 are identical up to variable renaming. Moreover, the canonical form of a pattern can be computed in linear time. Thus, it can be tested in linear time whether or not two patterns are identical up to variable renaming. The language L E; ( ) generated by an E-pattern 2 ( V ) + is de ned by L E; ( ) = fw 2 j w = ( ) for some morphism : V ! g: The language L NE; ( ) generated by an NE-pattern 2 ( V ) + is de ned as L NE; ( ) = fw 2 j w = ( ) for some morphism : V ! + g:
Given two E-patterns and , it is not di cult to prove that if there is a terminal-preserving morphism h with h( ) = , then L E; ( ) L E; ( ). The same statement holds for NE-patterns. These observations will be used freely in the sequel. Let be a pattern. has a unique representation 0 u 1 1 u 2 : : : m?1 u m m , where 0 ; m 2 V , i 2 V + for 1 i < m, and u i 2 + for 1 i m, m 0. We call the subwords u i the terminal segments of . Furthermore, the i are called the variable segments of . By imposing syntatic restrictions, we obtain special patterns. We say that has independent variable segments if for all 1 i < j m we have var( i ) \ var( j ) = ;. Pattern is linear if every variable x 2 var( ) occurs exactly once in . Obviously, every linear pattern has independent variable segments. Pattern is said to be terminal free if no terminal occurs in it. Pattern is a one-variable pattern if it contains occurrences of one variable only. Finally, there is the more semantic notion of unambiguity.
A pattern is unambiguous if, for every word w 2 L E; ( ), there is a unique terminal-preserving morphism such that ( ) = w. It is decidable whether or not a pattern is unambiguous; see 8] . Moreover, every one-variable pattern is unambiguous; see also 8].
Preliminary results
On the one hand, Jiang et al. 6 ] have shown that the inclusion problem for E-pattern languages is in general undecidable. On the other hand, this problem is decidable for terminal free patterns; see 6] . Consequently, the E-language equivalence problem for terminal free patterns is decidable. Despite the fact that the inclusion problem for general E-pattern languages is undecidable, it might be the case that the decidability of the equivalence problem for general E-pattern languages can be proved by showing the decidability of the inclusion problem for certain E-patterns. This follows from the following theorem owing to Jiang et al. 5, 6] . Theorem 3.1 Let ; 2 ( V ) + . Moreover, let = 0 u 1 1 u 2 : : : m?1 u m m and = 0 v 1 1 v 2 : : : n?1 v n n be their unique representations, that is to say, 0 ; 0 ; m ; n 2 V , i 2 V + for 1 i < m, j 2 V + for 1 j < n, u i 2 + for 1 i m, v j 2 + for 1 j n, m; n 0. If L E; ( ) = L E; ( ) and card( ) 3, then m = n and u i = v i for 1 i m. If card( ) 4, then it further follows L E; ( i ) = L E; ( i ) for 0 i m.
Again, the assumption card( ) 3 is crucial; see Example 1.1. It is unknown whether the restriction card( ) 4 can be weakened to card( ) 3 in the last statement of Theorem 3.1. In view of the above theorem, we introduce the following notion. It is important to note that the undecidability of the inclusion problem for general E-pattern languages does, a priori, not imply the undecidability of the inclusion problem for similar E-patterns. This is because the patterns used in the undecidability proof of 6] are not similar. And in fact, we can prove that the inclusion problem for similar E-patterns is decidable provided that the alphabet contains two constants not occurring in the patterns. This can already be done by using the technique Jiang et al. 6] employed for deciding the language equivalence problem for terminal free E-patterns.
De nition 3.3 Let V = fx 1 ; : : : ; x n g be a set of variables and be an alphabet with card( ) 2. For every pair of letters a; b in , a 6 = b, and an integer k > 0, we de ne a morphism k;a;b : V ! fa; bg by k;a;b (x i ) = ab k i+1 aab k i+2 a : : : ab k (i+1) a; 1 i n: Proof: The if part is trivially true. The only if part can be proved analogous to Lemma 7.1 of 6] as follows. Let var( ) = fx 1 ; : : : ; x n g and k = j j. Since k;a;b ( ) 2 L E; ( ), there is a : var( ) ! such that ( ) = k;a;b ( ). For every x 2 var( ), k;a;b (x) consists of k segments of the form ab j a. Thus, for every x i 2 var( ), there is at least one segment ab j i a, k i + 1 j i k (i + 1), such that none of the appearance(s) of this segment in ( ) is split by any partition of ( ) into ( 0 ) and ( 00 ) where = 0 00 . For every x 2 var( ), we choose one such segment to be the anchor segment of x in k;a;b ( ) w.r.t. . We also say that this segment anchors x.
Suppose there is a variable y 2 var( ) such that (y) contains a terminal di erent from a and b, say c, occurring in . Let c occur l-times in . Then c appears more than l-times in ( ). Apparently, c also occurs l-times in k;a;b ( ). This, however, contradicts the equality ( ) = k;a;b ( ). So for any variable y 2 var( ), it follows (y) 2 fa; bg . Suppose that y occurs in i , 0 < i < m (the cases i = 0 and i = m are similar and simpler). Let c be the last letter of u i and d the rst letter of u i+1 (c = d is possible). Let the last letter of u i be the pth appearance of c and the rst letter of u i+1 be the qth appearance of d in . Since (y) does not contain any letter from a terminal segment, (y) is in between the pth appearance of c and the qth appearance of d in ( ). This observation plays a key rôle in the proof.
We de ne a morphism h : var( ) ! var( ) as follows. For each y 2 var( ), let ab j i 1 aab j i 2 a : : : ab j ir a; r 0; be the word obtained from (y) by deleting all the incomplete segments and segments that are not anchor segments. Note that the indices i 1 ; i 2 ; : : :; i r are not necessarily distinct. Hereby a segment ab j is a anchors a variable x is 2 var( ), 1 i s n. Then we de ne h(y) = x i 1 x i 2 : : : x ir . Clearly, h( ) = because each appearance of x in has exactly one anchor segment w.r.t. . 2 Now we are in a position to prove the rst decidability results. Theorem 3.5 Let be an alphabet and let ; 2 ( V ) + be similar patterns.
If contains two distinct constants a and b not occurring in and , then the following statements are equivalent:
3. There exists a morphism h : var( ) ! var( ) such that h( ) = . Proof: The implications (1) ) (2) and (3) ) (1) are trivially true. (2) ) (3) has been proved in Lemma 3.4. 2 Corollary 3.6 For two similar patterns and an alphabet with a; b 2 , where a and b do not appear in and , it is decidable whether L E; ( ) L E; ( ). Proof: By Theorem 3.5, it su ces to show the decidability of the membership problem. It is not very di cult to prove that the membership problem for Epatterns is decidable (in fact, it is NP-complete); see 1, 5]. 2 Corollary 3.7 If card( ) 3, then the equivalence problem for E-pattern languages is decidable whenever the underlying alphabet contains two terminals that do not occur in the patterns.
Proof: This follows from Theorem 3.1 and Corollary 3.6. 2
Notice that the inclusion problem (and hence the equivalence problem) for E-pattern languages is particularly decidable if is in nite.
We next discuss the limits of the above proof technique. Clearly, we would like to get rid of the annoying condition \ has to contain two distinct constants a and b that do not occur in and ". The crucial point is that this condition enabled us to infer the second implication below (cf. Lemma 3.4) L E; ( ) L E; ( ) ) j j;a;b ( ) 2 L E; ( ) ) 9h : h( ) = :
However, if there are no extra constants, then it is not clear at all which encoding j j;l 1 ;l 2 ( ) should be taken, i.e., which constants l 1 ; l 2 2 ; l 1 6 = l 2 should be chosen to encode the variables in . A possible solution would be to generalize the above method: Find a nite test set F L E; ( ) such that F L E; ( ) implies the existence of a terminal-preserving morphism h such that h( ) = .
A very natural candidate would be the set of all encodings, i.e., the set F = f j j;l 1 ;l 2 ( ) j l 1 ; l 2 2 ; l 1 6 = l 2 g:
But the next example shows that this set is not su cient when card( ) = 3 (the situation might be di erent for card( ) 4). Example 3.8 Let = fa; b; cg, = y 1 a y 2 b y 3 y 2 y 4 and = z 1 a z 2 b z 3 z 2 . There is a morphism f : var( ) ! var( ) such that f( ) = . Hence L E; ( ) L E; ( ). The opposite inclusion does not hold because cacbcb 2 L E; ( ) but cacbcb 6 2 L E; ( ). And indeed, there is no morphism g : var( ) ! var( ) such that g( ) = . Despite this fact, we have j j;l 1 ;l 2 ( ) 2 L E; ( ) for all l 1 ; l 2 2 ; l 1 6 = l 2 . We exemplify this by showing (i) j j;a;b ( ) 2 L E; ( ) and (ii) j j;c;a ( ) 2 L E; ( ). First of all note that j j;l 1 ;l 2 (y i ) starts with a pre x l 1 l 2 and ends with a su x l 2 l 1 . Hence j j;l 1 ;l 2 (y i ) = l 1 l 2 w y i l 2 l 1 for some subword w y i of j j;l 1 ;l 2 (y i ).
(i) j j;a;b ( ) = abw y 1 ba a abw y 2 ba b abw y 3 ba abw y 2 ba abw y 4 ba: De ne the morphism by (z 1 ) = (z 2 ) = and (z 3 ) = w y 1 ba a abw y 2 ba b abw y 3 ba abw y 2 ba abw y 4 ba:
Then clearly ( ) = j j;a;b ( ), hence j j;a;b ( ) 2 L E; ( ).
(ii) j j;c;a ( ) = caw y 1 ac a caw y 2 ac b caw y 3 ac caw y 2 ac caw y 4 ac: Now de ne the morphism by (z 1 ) = caw y 1 ac a caw y 2 , (z 2 ) = c and (z 3 ) = caw y 3 ac caw y 2 ac caw y 4 a.
Note that the condition of having two extra constants could be dropped in Again, the condition card( ) 3 is essential (cf. Example 1.1). Note moreover that the only if part is the crucial one as the if part holds trivially.
By variations of the above proof technique, we are able to show that Elanguage inclusion (hence E-language equivalence) is also decidable in other special cases. Proof: Let l 1 be a constant in u 1 , l 2 be a constant in u 2 (l 1 = l 2 is possible) etc. Since card(fl 1 ; l 2 ; : : :; l m g) m, there are two distinct constants a and b in the set n fl 1 ; l 2 ; : : : ; l m g. It follows as in the proof of . For E-patterns, however, this is not true at all. Jiang et al. 5] write that: \Two very di erent looking E-patterns may generate the same language. For instance, if a terminal-free pattern contains exactly one occurrence of some variable, then is equivalent to the pattern x". The fact that an E-pattern may contain many super uous variables seems to be the major problem in deciding whether two E-patterns generate the same language. We call a variable x in an E-pattern 2 ( V ) + super uous, if the E-pattern 0 obtained from by deleting all occurrences of x still generates L E; ( ). We next tackle the equivalence problem of two E-patterns and by eliminating super uous variables in and . The rst di culty one encounters in this approach is of course the decidability of whether a variable is super uous or not. Since we do not know how to decide this in general, we by-pass the problem by de ning a Here is called linear if it has the form = fx i 7 ! i x i 0 i j x i 2 var( 0 ); i ; 0 i 2 V d ; 1 i ng; where var( 0 ) = fx 1 ; : : :; x n g. If ! r 0 , then we say that reduces to 0 (by deleting the variables V d = var( ) n var( 0 )). Pattern is said to be reducible if there exists a pattern 0 such that ! r 0 .
We illustrate the de nition by a small example which also shows that sometimes it is necessary to eliminate more than one variable in one reduction step. Given and 0 , it is decidable whether ! r 0 : Condition (1) can be checked in linear time and condition (2) is decidable because it su ces to check the equality ( 0 ) = merely for the nitely many linear morphisms which satisfy P n i=1 j i 0 i j = j j ? j 0 j (since P n i=1 j i 0 i j 6 = j j ? j 0 j implies ( 0 ) 6 = already). Hence it is also decidable whether is reducible because there are only nitely many non-empty proper subsets V d of var( ). Proof: In order to prove that ! r is a partial ordering, we have to show irre exivity and transitivity. Irre exivity of ! r follows from V d 6 = ;. We show transitivity: Suppose ! r 0 and 0 ! r 00 , i.e., there are deletion morphisms d 0 ; d 00 and linear morphisms 0 ; 00 such that d 0 ( ) = 0 , 0 ( 0 ) = , d 00 ( 0 ) = 00 and 0 ( 00 ) = 0 . De ne d = d 00 d 0 and = 0 00 . Obviously, d( ) = 00 and 00 ( 00 ) = . It is not too di cult to prove that is linear, hence transitivity of ! r follows. It is obvious that ! r 0 implies j j > j 0 j, thus ! r is length-decreasing. 2
De nition 4.5 A pattern is said to be in normal form (w.r.t. ! r ), if there is no pattern 0 such that ! r 0 . Since ! r is length-decreasing, the successive reduction of a pattern must end 2. The partition is unique.
3. For every i 2 f1; : : : ; kg, either i 2 or i 2 V + . Moreover, if i 2 V + , then it contains exactly one variable x such that ( ) h(x) = 1 x 2 ; where 1 ; 2 2 (var( i ) n fxg) and i = 1 1 x 2 2 for some 1 ; 2 2 (var( i ) n fxg) : 4 . If x is a variable such that h(x) = 1 x 2 , where 1 ; 2 2 (var( i ) n fxg) , and x occurs in some i and j , i 6 = j, then i = j . Proof: (1) We scan symbol by symbol from left to right. Since is a xpoint, there is a smallest pre x of which is a xpoint of h, this is 1 . If there were a proper subword of 1 (i.e., 1 = 0 , where and 0 are nonempty) with h( ) = , then it would follow that either h q+1 ( ) h q ( ) or h q+1 ( ) h q ( ) for all q 2 IN. On the other hand, neither h q+1 ( ) > h q ( ) nor h q+1 ( ) < h q ( ) can hold for all q 2 IN. Thus there is a q 2 IN such that h q+1 ( ) = h q ( ). Hence h q ( ) is a xpoint of h. If h q ( ) = 1 , then we infer 1 = h q ( ) h q ( 0 ) = 1 h q ( 0 ) which is impossible. Otherwise h q ( ) is a smaller pre x of than 1 . This, however, contradicts our minimality assumption.
Let us resume the construction of the partition of . Let 0 be the pattern such that = 1 0 . Since h( ) = h( 1 )h( 0 ) = 1 h( 0 ) = , the equation h( 0 ) = 0 must hold. Now we repeat the process described above with 0 and obtain 2 . After a nite number of repetitions of the process, we obtain a partition of which obviously meets the requirements.
(2) Let = 1 2 : : : l be any partition of into minimal xpoints w.r.t. h. We compare 1 2 : : : k and 1 2 : : : l from left to right. If 1 6 = 1 , then either 1 is a proper pre x of 1 or vice versa. The former contradicts the minimality of 1 and the latter the minimality of 1 . Thus 1 = 1 . Repeated application of this argument leads to k = l and i = i for every i 2 f1; : : : ; kg. jh(x 1 x 2 : : : x l?1 )j < l ? 1 and jh(x 1 x 2 : : : x l?1 x l )j l:
Now let x j be the rst variable (from left to right) satisfying ( ). It is not difcult to prove that jh(x 1 x 2 : : : x l )j < l for every l 2 f1; : : :; j ? 1g (otherwise there would be a minimal l such that jh(x 1 x 2 : : : x p )j < p for all 1 p < l and jh(x 1 x 2 : : :x l )j > l, hence there would be a variable left to x j satisfying ( )). If h(x j ) = 1 x j , then x 1 x 2 : : :x j?1 x j is a xpoint of h. Since i is minimal, it follows n = j and the assertion is proved in this case. Otherwise, h(x j ) = 1 x j 2 , where 2 2 V + . Then h(x 1 x 2 : : :x j?1 x j ) = x 1 x 2 : : : x j?1 x j 2 and jh(x 1 x 2 : : : x j?1 x j )j > j. Next we show that for every l 2 fj + 1; : : :; n ? 1g, we have jh(x 1 x 2 : : :x j : : :x l )j > l. Clearly, jh(x 1 x 2 : : :x j : : :x l )j 6 = l because i is a minimal xpoint. So suppose for an indirect proof that there is an l 2 fj+1; : : :; n?1g such that jh(x 1 x 2 : : :x j : : :x l )j < l. Since jh(x 1 x 2 : : :x j )j > j, there must be an index p, j < p l with jh(x 1 x 2 : : : x p?1 )j > p ? 1 and jh(x 1 x 2 : : : x p )j < p. This is evidently impossible, so the claim is proved. It further follows from h( i ) = i that h(x n ) = . So there cannot be a second variable in var( i ) which is di erent from x j and satis es ( ). Proof: According to Lemma 4.6, has a unique partition = 1 2 : : : k into minimal xpoints w.r.t. h such that either i 2 or i 2 V + where i contains exactly one variable x i which occurs in h(x i ). Let i 1 ; : : :; i p be exactly those indices for which i j 2 V + and let x i j be the corresponding variables satisfying ( ). Let V nd = fx i 1 ; : : : ; x ip g (note that x i j = x iq , i j 6 = i q , is possible) and V d = var( ) n V nd . Suppose that V d 6 = ; and let 0 be the pattern obtained from by deleting all the variables from V d , i.e., 0 = d( ) where d = fx 7 ! j x 2 V d g. Note that var( 0 ) = V nd . De ne g : var( 0 ) ! var( ) by g(x i j ) = i j According to Lemma 4.6, g is well-de ned because x i j = x iq implies i j = iq . Furthermore, we claim g( 0 ) = . In order to prove this claim, it su ces to show g(d( i j )) = i j for all 1 j p. We have d( i j ) = x i j because x i j is the only variable from V nd in i j . Hence g(d( i j )) = g(x i j ) = i j and the claim is proved.
Since i j has a representation 1 1 x i j 2 2 , where 1 ; 2 ; 1 ; 2 2 V d , g is a linear morphism. Thus it follows ! r 0 . This, however, contradicts the fact that is in normal form. So V d = ;. It further follows that i j = x i j and therefore h(x i j ) = x i j for 1 j p. Hence h is the identity on var( ) = fx i 1 ; : : :; x ip g. 2
The simple example = xy, h(x) = xy and h(y) = shows that in Theorem 4.7 the normal form requirement on cannot be dropped because h( ) = but h is not the identity on var( ). Corollary 4.8 If a pattern 2 ( V ) + reduces to two distinct normal forms 0 and 00 , then there is a variable renaming h : var( 0 ) ! var( 00 ) such that h( 0 ) = 00 .
Proof: Consider two reductions of to normal forms 0 and 00 : 0 = 0 n r : : : r 0 1 r 0 0 = = 00 0 ! r 00 1 ! r : : : ! r 00 m = 00 :
Since ! r is transitive, we obtain 0 r ! r 00 . By de nition of reduction, there are morphisms d 0 ; d 00 and 0 ; 00 such that d 0 ( ) = 0 , d 00 ( ) = 00 , 0 ( 0 ) = and 00 ( 00 ) = . De ne f : var( 0 ) ! var( 00 ) by f = d 00 0 . Analogously, de ne g : var( 00 ) ! var( 0 ) by g = d 0 00 . Then f( 0 ) = 00 and g( 00 ) = 0 .
Hence f(g( 00 )) = 00 and g(f( 0 )) = 0 . By Theorem 4.7, f g is the identity on var( 00 ) and g f is the identity on var( 0 ). Thus f and g are bijections, or in other words, variable renamings. 2
Thus the normal form of pattern w.r.t. ! r is unique (up to variable renamings); from now on it will be denoted by #. Next, we derive equivalent formulations of Conjecture 1 of Section 1. Proof: The implication (1) ) (2) holds trivially. The converse implication (2) ) (1) is a consequence of Theorem 4.7 (cf. also proof of Corollary 4.8). The equivalence (2) We have not investigated yet whether reduction to normal form is less complex than solving the membership problem which is NP-complete.
Equivalence tests based on normal forms
We next show the bene ts of our normal form approach. 2. For any i , there is a g i : var( i ) ! var( i ) such that g i ( i ) = i and moreover g i (x) = whenever x also occurs in j , j 6 = i .
3.
The local morphisms f i can be combined into a global morphism f such that f( #) = #. 4 . The local morphisms g i can be combined into a global morphism g such that g( #) = #.
In order to prove (1) and (2), we consider only the case 0 < i < m (the cases i = 0 and i = m are similar and simpler). Let c be the last letter of u i and d be the rst letter of u i+1 . We choose a; b 2 n fc; dg such that a 6 = b. #). Since cannot introduce the constants c and d, it follows ( i ) = j #j;a;b ( i ) and ( j ) = for every j 6 = i. As in the proof of Lemma 3.4, we obtain a morphism g i : var( i ) ! var( i ) such that g i ( i ) = i . Moreover g i (x) = whenever x 2 var( i ) \ var( j ) for some j 6 = i. 3 . Let x 2 var( #). Since # has independent variable segments, there is exactly one index i such that x 2 var( i ). De ne f(x) = f i (x). The morphism f obtained in this manner is well-de ned and moreover f( #) = #.
The morphism g is well-de ned and moreover g( #) = #. It has already been shown by Jiang et al. 5 ] that the inclusion L E; ( ) L E; ( ) is decidable if is a one-variable pattern and card( ) 2 (the same result for NE-patterns is contained in 1]). Thus our next result is not surprising. Its proof, however, is much more complicated than expected because only one normal form is assumed to be a one-variable pattern. It is not di cult to prove that (x) = j #j;a;b (x i 1 ) j #j;a;b (x i 2 ) : : : j #j;a;b (x i l ), where i 1 ; i 2 ; : : : i l 2 f1; : : : ; kg, because 0 contains only x's. Suppose ( 1 ) contains a pre x w of u 2 (w = u 2 is possible). Then w must be of the form j #j;a;b (x j 1 ) j #j;a;b (x j 2 ) : : : j #j;a;b (x j l 0 ), where j 1 ; j 2 ; : : : j l 0 2 f1; : : : ; kg. This contradicts the fact that j j #j;a;b (x j )j > ju 2 j for every x j 2 var( #). Repeated application of this argument yields ( i ) = w i = j #j;a;b ( i ). As in Lemma 3.4, we obtain a morphism f : fxg ! var( #) such that f( #) = #, namely f(x) = x i 1 x i 2 : : : x i l . Moreover, if j i j x = r, then i = f(x) : : :f(x), where f(x) occurs r times in i . Thus every variable x j 2 var( #) occurs at least as often in # as x in #. Now consider j #j;a;b ( #). Again, there is a morphism such that ( #) = j #j;a;b ( #) and furthermore ( 0 ) = 0 . Let x j be a variable of var( 0 ) such that (x j ) contains an anchor segment of x. It follows that j #j x = j #j x j . Since # is in normal form, we infer j = k = 1, that is to say, # contains only the variable x 1 . Obviously, # and # are identical up to variable renaming. 2 It remains to be investigated whether Proposition 5.3 extends to unambiguous patterns (recall that every one-variable pattern is unambiguous). We next derive a result similar to Proposition 5.3. Let y be the variable in var( i ) such that (y) contains the anchor segment of x. It is clear that y occurs exactly once in i ; in the sequel we call y the anchor variable of x. Furthermore, it follows j #j y j #j x . Now consider j #j;a;b ( #) = v 0 u 1 v 1 : : : v m?1 u m v m , where v k = j #j;a;b ( k ). Since L E; ( #) = L E; ( #), there is a morphism such that ( #) = v 0 u 1 v 1 : : : v m?1 u m v m . Clearly, ( i ) = (x) = v i = j #j;a;b ( i ). Hence j #j x j #j y . Both inequalities yield j #j x = j #j y . As a further consequence, we observe that if y occurs in j , 0 j m, then j = i . Let us compare the equal words ( #) and ( #) again. Firstly, by a length argument, we see that (z) = for all z 2 var( #) n var( i ). Secondly, the same length argument has the following consequence: if y 0 2 var( i ), y 0 6 = y and (y 0 ) 6 = , then j #j y 0 = j i j y 0 j #j y . In other words, y 0 occurs solely within the context i in #. Now it is relatively easy to show that j = x, 0 j m, implies y 2 var( j ) and j j j y = 1, and j 6 = x, 0 j m, implies y 6 2 var( j ). Just compare the equal words ( #) and ( #) from left to right. Suppose there is another index k 2 f0; 1; : : : ; mg, k 6 = i, such that k = x. It follows from the above that k = i . Since i was chosen arbitrarily, we can interchange i and k. This yields i = 0 k 0 . Hence ; ; 0 and 0 must be empty. Therefore, k = i . We apply the above construction to every variable x 2 var( #). So every x 2 var( #) has an anchor variable y 2 var( #). This anchor variable is uniquely determined by the above construction. Moreover, di erent variables from var( #) have di erent anchor variables. Finally, if y 2 var( #) is the anchor variable of x 2 var( #), then y occurs in j if and only if j = x.
With these preparatory considerations, we are now able to de ne morphisms f : var( #) ! var( #) and g : var( #) ! var( #) such that f( #) = # and g( #) = #. For every x 2 var( #), there is an i such that i = x. De ne f by f( i ) = i . Since i = j implies i = j , f is well-de ned and obviously f( #) = #. On the other hand, de ne g by g(y) = ( x if y is the anchor variable of some x 2 var( #); otherwise: g is well-de ned, too, and the equality g( #) = # holds true. This proves the proposition. 2
Note that if a pattern in normal form is linear, then its canonical form is x 0 u 1 x 1 u 2 : : : x m?1 u m x m . Thus Proposition 5.4 also generalizes Corollary 5.2, (3) and (4).
Related Work
In this paper, we did not investigate the cases card( ) 2. In 3], it is shown that the equivalence of E-patterns is decidable for card( ) = 1 and a necessary condition for the equivalence of E-patterns in case card( ) = 2 is given. Moreover, D anyi and F ul op 3] claim that for card( ) 2 the inclusion and hence the equivalence problem for similar E-patterns is decidable by testing membership of a certain word; see below for the exact claim. However, Example 3.8 refutes the claim. To see this, let us rst recall the de nition of the morphism k;a;b in 3] (which is a modi cation of De nition 3.3).
De nition 6.1 Let = 0 u 1 1 u 2 : : : m?1 u m m 2 ( V ) + , V = fx 1 ; : : :; x n g, and card( ) 2. Moreover, let max = maxfju i j j 1 i mg. Let and be as in Example 3.8 and note that 6;a;b (y i ) = abw y i ba for some subword w y i 2 fa; bg + . It follows as in Example 3.8 that 6;a;b ( ) 2 L E; ( ) but there is no morphism h with h( ) = .
