ABSTRACT. Let A 1 , . . . , A d be a d-tuple of commuting dissipative operators on a separable Hilbert space H. Using the theory of operator vessels and their associated systems, we give a construction of a dilation of the multi-parameter semigroup of contractions on H given by e
INTRODUCTION
The question of dilating a contraction to a unitary was considered first in 1953 by B. Sz.-Nagy in [40] (P. Halmos constructed a dilation in [21] , but it was not a power dilation); the first explicit construction of a unitary dilation was given by J. Schäffer in [34] . In [40] Sz.-Nagy has also constructed dilations of one-parameter semigroups of contractions. Nagy's dilation theorem was extended to pairs of commuting contractions by T. Ando in [3] . However, in 1970 S. Parrot provided a counterexample to the existence of commuting unitary dilations for three commuting contractions in [29] . More examples appeared later, see for example [43] . In [8] and [6] W. Arveson generalized dilation theory to the setting of arbitrary operator algebras and their representations. More historical background and details are available in [7] and [41] .
Our goal in this paper is to give an explicit construction of commutative unitary dilations of certain multi-parameter commutative semigroups of contractions. To be more precise, given a d-tuple of commuting dissipative operators on a separable Hilbert space H, we consider the multiparameter semigroup S of contractions that they generate; we provide conditions on A 1 , . . . , A d , such that S admits a dilation to a commutative group of unitaries. This paper is partially based on the results appearing in the Ph. D. thesis of E. S. written under the supervision of V. V. in the Ben-Gurion university of the Negev. Both authors were partially supported by US-Israel BSF grant 2010432.
As was already implicit in the works of M. S. Livsic (see [13] ) and P. Lax and R. Phillips ( [24] ) and became explicit later ( [1] , [9] , [22] and [23] ), the construction of a unitary dilation has a simple system-theoretic interpretation: we embed the contraction into a conservative discrete-time input/state/output (i/s/o) linear system and consider the Hilbert space of square-summable trajectories with the natural shift operator. See also Sarason's Lemma [33, Lem. 0] that shows that any unitary dilation is obtained in this way, the works of B. Pavlov [31] and [30] , and [10] for a survey of various mutlidimensional cases. We review these ideas in Section 7 (see Lemma 7.1 and Proposition 7.2). Motivated by this we construct an overdetermined multidimensional conservative (continuous-time) i/s/o system and consider a Hilbert space of certain trajectories of this system with a natural unitary representation of R d on it by shifts. We expect that any commutative unitary dilation of a commutative semigroup of contractions arises in this way, so that the sufficient conditions on the operators A 1 , . . . , A d , that we describe, are necessary; we plan to address this question in a future work. For other sufficient conditions for the existence of a commutative unitary dilation in the discrete-time case, see [4] , [5] , [12] , [16] , [17] and [18] .
In Section 2 we introduce the main tool in the construction, namely commutative operator vessels and their associated systems. More concretely, if A 1 , . . . , A d is a d-tuple of commuting bounded operators on a separable Hilbert space H, we associate to them a collection of spaces and operators:
ere E is an auxiliary separable Hilbert space, Φ : H Ñ E is a bounded operator and for every j, k " 1, . . . , d, σ j , γ jk and γ˚j k are selfadjoint bounded operators on E satisfying some conditions described in detail in the text (see (2.1) and (2.2)). The study of operator vessels was initiated by M. S. Livsic (see for example the papers [13] , [28] , [25] and [26] and the book [27] ). A functional model for two commuting dissipative operators with finite-dimensional imaginary parts was constructed by J. Ball and the second author in [11] using frequency domain methods. We briefly recall the relevant notions of the associated overdetermined multidimensional system, the adjoint system and the input and output compatibility conditions in both the continuous and the discrete-time setting. We introduce all the necessary background, notions and results. Some of the results are proved for the sake of completeness. In particular we show that there is a natural way, given a d-tuple of commuting operators, to embed them in a so-called strict vessel.
In Section 3 we consider the system of input and output compatibility conditions in the analytic case. If d ě 3 this system is itself overdetermined. We find therefore necessary and sufficient conditions on the vessel, so that the system of input (or output) compatibility conditions admits a solution for any initial condition along one of the axes analytic in some neighborhood of the origin. We call these conditions very reasonable conditions or V R for short. We then show in Section 4 that the V R conditions are independent of the choice of the axis and they hold at the input if and only if they hold at the output. We also show that in the case of a doubly commuting d-tuple of operators, we have the V R conditions automatically for the strict vessel embedding.
We proceed in Section 5 to show that if the V R conditions hold and the system of continuous-time compatibility conditions is hyperbolic, then it has a weak solution in tempered distributions for every initial condition along one of the axes. We proceed to show that under certain assumptions the distribution is in fact a function that is in L 2 on lines with respect to a twisted inner product. We write a transform taking the initial condition along the t 1 axis into a condition along the t j axis and demonstrate some of its properties. This section forms the technical toolbox for the proof of the main dilation theorem.
In Section 6 we state the main dilation theorem: if a d-tuple of commuting dissipative operators A 1 , . . . , A d possesses the dissipative embedding property, namely if they can be embedded into a vessel satisfying the V R conditions and such that σ 1 , . . . , σ d ě 0, then the semigroup of contraction generated by A 1 , . . . , A d admits a dilation to a commutative group of unitaries. In particular since the V R conditions are vacuous when d " 2 we obtain a version of Ando's dilation theorem for the continuous-time case. There are some technical restrictions, since we are dealing with bounded generators, however our construction of the unitary dilation is completely explicit and thus should allow a further geometric analysis, similarly to the one dimensional case.
We prove the main dilation theorem, i.e., we construct the dilation space and the group of unitaries in Section 7 using the tools developed in Section 5. We conclude by demonstrating a necessary and a sufficient condition for the dilation thus obtained to be minimal.
LIVSIC COMMUTATIVE OPERATOR VESSELS
In this section we recall briefly the notion of Livsic commutative operator vessels, for more information see [27] . Definition 2.1. Let H be a separable Hilbert space and A 1 , . . . , A d a d-tuple of commuting non-selfadjoint bounded operators on H. We fix an auxiliary separable Hilbert space E, a bounded operator Φ : H Ñ E and a d-tuple of bounded selfadjoint operators on E, σ 1 , . . . , σ d , satisfying the colligation condition, namely for every k " 1, . . . , d:
We also fix two collections of bounded selfadjoint operators, γ jk and γ˚j k , for j, k " 1, . . . , d on E, satisfying the following set of conditions:
The collection of operators and spaces satisfying the above conditions is called a Livsic commutative operator vessel.
Given a Livsic commutative vessel one can associate to it an energy preserving linear time invariant overdetermined system in continuous-time. Let u, y : R d Ñ E be smooth functions, we call them the input and output signals, respectively, and let x : R d Ñ H be a smooth function that we call the state, then we define the system:
y " u´iΦx.
We will assume for now that u, y P C 1 pR d , Eq and x P C 2 pR d , Hq. We will discuss latter on various relaxations of this assumption.
For d ą 1 the above system is overdetermined and hence requires input and output compatibility conditions. It follows from the vessel conditions (2.2) (for details see [27, Thm. 3.2.1] ) that the necessary and sufficient input compatibility conditions are given by:
We define the strict input compatibility conditions by:
Similarly at the output we get the following system of compatibility conditions and strict compatibility conditions:
When d ą 2 we note that the system of input compatibility conditions (2.4) is itself overdetermined. The goal of the current paper is to understand the additional compatibility conditions on (2.4) required for the system to have "enough" solutions in the hyperbolic case, i.e., when the operators A 1 , . . . , A d are dissipative and σ 1 , . . . , σ d ě 0. We then use these solutions to construct a unitary dilation for the semigroup of contractions generated by A 1 , . . . , A d . One can show that if u solves the system of input compatibility conditions, then for each initial condition xp0q " h P H, there exists a unique state x solving the system and the output y then satisfies the output compatibility conditions, see [11] for the d " 2 case and [27, 36] for the general case. The formula for x is then:
We also have the adjoint vessel:
he adjoint system, namely the associated system of the adjoint vessel, is given by:
It is proved in [11] , [27] and [36] that pu, x, yq is a system trajectory for the associated system of V if and only if py, x, uq is a system trajectory for the adjoint system. Using this we deduce the energy balance equations ( [36, Cor. 1.
2.8]).
Namely for a trajectory pu, x, yq of the associated system we have for every t " pt 1 , . . . , t d q P R d :
xσ j upt`pe j q, upt`pe j qydp´ż s 0 xσ j ypt`pe j q, ypt`pe j qydp.
We briefly recall the proof for the sake of completeness:
xipA j´Aj qx, xy´ixu, σ j Φxy`ixσ j Φx, uy " xu, σ j pu´yqy`xσ j pu´yq, uy´xσ j Φx, Φxy " xσ j u, uy´xσ j y, yy.
Now all that remains is to integrate with respect to t j to get the desired result. Note that it follows from this proof that if pu, x, yq is a system trajectory, with u and y locally integrable on every line parallel to one of the axes and such that the system still admits a solution x that is absolutely continuous on every such line and thus almost everywhere differentiable on it (as a function of one variable), then the energy balance equations still hold. We will use this comment in the following sections.
Definition 2.2.
We will say that a vessel V is strict if:
We will say that V is weakly strict if X d j"1 ker Φ˚σ j " 0. Clearly, if V is strict it is weakly strict; the converse is not necessarily true. It was shown in [27] that every d-tuple of commuting operators admits an embedding into an essentially unique strict vessel (see [36] for a non-commutative case). The embedding is given as follows:
ImpA j´Aj q,
The subspace E is called the non-Hermitian subspace of the d-tuple A 1 , . . . , A d .
SOLUTION IN THE ANALYTIC CASE
Assume that u is a real analytic function with a convergent power series expansion around the origin:
uptq "
Then plugging the power series into (2.4) we get the following difference equation on the coefficients of the power series:
σ k apn`e j q´σ j apn`e k q`iγ jk apnq " 0.
Remark 3.1. Consider a collection of operators and spaces satisfying the vessel conditions (2.2), i.e., a vessel in the more general sense of [11] and [27, Part III] (without the colligation condition (2.1)). We can associate to such a general vessel a linear overdetermined discrete-time i/s/o system, such that the corresponding system of input compatibility conditions is the system of difference equations obtained above.
We will assume from now on that σ 1 is invertible. Denote by d j the shift operator in the j-th coordinate, namely pd j aqpnq " apn`e j q, for every n P N d . We would like to be able to solve the system for every initial condition along the n 1 axis. Consider an equation that contains σ 1 , and multiply it by σ´1 1 to get:
apn`e k q " σ´1 1 σ k apn`e 1 q`iσ´1 1 γ 1k apnq.
Applying first d j and then d k we get:
apn`e k`ej q " σ´1 1 σ k apn`e j`e1 q`iσ´1 1 γ 1k apn`e j q "
1 γ 1k σ´1 1 γ 1j apnq. Since the shift operators along different axes commute we get that:
Now if we take n " 0 and use the fact that we require the system to be solvable for every initial condition along the n 1 -axis we get the following set of necessary conditions:
There are more necessary conditions, since we have a lot of equations that do not involve σ 1 . We take such an equation and use (3.1) to get:
If we apply now the necessary conditions (3.2) and use again the fact that for n " 0 the vector ap0q is arbitrary we get that:
Then the following proposition is almost immediate: 
Here α j " σ´1 1 σ j and β j " σ´1 1 γ 1j . [37] we require E to be finite-dimensional and we also require generic semisimplicity, whereas in the case at hand we do not need either.
We now use (3.2) and (3.3) to describe the solution in the continuous-time case when the initial condition is an E-valued analytic function in a neighbourhood of 0. Recall, that a function f : p´r, rq Ñ E is strongly analytic at 0 if there exist tξ n u 8 n"0 Ă E, such that f ptq "
n"0 ξ n t n , where the series converges in norm for every t in a neighborhood of 0. This condition is in fact equivalent to weak analyticity, namely that for every ξ P E the function xf ptq, ξy is real analytic in a neighbourhood of 0. Proof. First note that as in the discrete-time case, (3.3) allows us to eliminate all of the equations that do not involve σ 1 , hence we are left with the system (j " 2, . . . , d):
Here α j " σ´1 1 σ j and β j " iσ´1 1 γ 1j . We write an expansion for the initial condition f and the solution u in a polydisc around the origin and solve for the coefficients. This reduces the problem to the discrete-time case that we have already seen, except that we have to verify that the series for u is locally convergent. If the radius of convergence of the series of f pt 1 q " ř 8 m"0 bpmqt m 1 around 0 is R, then for every 0 ă r ă R, there exists a constant M ą 0, such that }bpmq} ď M r m . Now we note that we can obtain the coefficients of u in terms of the bpmq using Equation 3.4. If we set C " maxt}α j }, }β j } | j " 2, . . . du, then we get that:
Therefore, the series for u will converge in the closed polydisc around the origin with polyradius pr, r Cpr`1q , . . . , r Cpr`1q q. Since this is true for every 0 ă r ă R, we see that the series for u will converge in the polydisc around the origin with polyradius pR, R CpR`1q , . . . , R CpR`1q q.
VERY REASONABLE CONDITIONS
In this Section we will discuss the conditions (3.2) and (3.3) that we will call very reasonable conditions or V R conditions for brevity. We have defined the V R conditions in the case of the input compatibility system. A similar set of conditions arises at the output, namely for j, k " 2, . . . , d:
Let us call this system of conditions V R˚conditions. We will now investigate the relation between the V R and V R˚conditions.
Proposition 4.1. Given a vessel V, it satisfies the V R conditions if and only if it satisfies the V R˚conditions.
Proof. It suffices to prove only one implication, since the proof of the other will be symmetric. Assume that the V R conditions hold and thus the first condition of the V R˚conditions is automatically satisfied.
From the linkage vessel condition, we get:
To prove that the fourth compatibility condition of (4.1) holds, we use the linkage condition to obtain:
Then equation (3.3) yields:
Now using (4.2), we get:
Plugging in the equations of (4.4) into (4.3), and using the first condition of (3.2), we obtain the fourth equation of (4.1).
Similarly we consider the third equation of (3.2). We use (4.4) and obtain immediately the third condition of (4.1).
Using the vessel conditions one obtains the following equation:
Using (4.4) on the second condition of (3.2). we get:
Now using the fourth equation of (4.1) and (4.5), we see that all the terms cancel, but for the first two. Thus we have obtained the second equation of (4.1) and the proposition is proved.
Now that we know that the V R conditions fit naturally into the framework of vessels, we ask a question about invariance under coordinate changes. Namely, we assume that σ 2 is invertible as well and we can write a system of V R conditions for σ 2 , for j, k " 1, 3, 4, . . . , d:
We will call this system of conditions V R conditions in the direction of e 2 and we refer to the original V R conditions as V R conditions in the direction of e 1 . Proof. Let us assume that the V R conditions in the direction of e 2 hold. Then for every k " 3, . . . , d we have that:
Premultiplying by σ´1 1 we get:
Hence for every j, k " 3, . . . , d we get:
Now using the first V R condition for σ 2 we get:
This gives us the first V R condition in the direction of e 1 , namely the first equation of (3.2) for j, k " 3, . . . , d. We only need to check for j " 2 and k " 3, . . . , d:
We get the second equation of (3.2) in exactly the same way. Combining the two we get easily the third equation of (3.2). Now we use the fourth equation of (4.7) to get that for every k " 3, . . . , d:
Therefore for j, k " 2, . . . , d:
Here we have used the first equation of (3.2) and the fourth equation of (4.7) for j, k " 3, . . . , d. For j " 2 and k " 3, . . . , d we get:
Hence we proved that (3.3) holds.
Given a vessel V we can consider as in [36] the linear maps ρ :
ρpe j q " A j , σpe j q " σ j , γpe j^ek q " γ jk .
Then for every T P GL d pRq we can define:
Thus we get a vessel V
T , we call this the coordinate change corresponding to T . We will say that V satisfies the V R conditions in the direction of T e 1 if V T satisfies the V R conditions in the direction of e 1 , generalizing (4.7). Proof. We can take T P GL d pRq, such that T ξ " e 1 and T η " e 2 and apply Proposition 4.2. To obtain the second part of the statement we note that since the invertible matrices are an open set, for η P R d , such that }ξσ´ησ} is small enough, we have that ησ is invertible.
This corollary allows us to treat V R conditions without mentioning the direction. For definiteness we will assume for the rest of this section that the V R conditions in direction e 1 are satisfied. Proof. Since γ jk and σ j are selfadjoint we get by taking the adjoint of (3.3) that:
Now subtract it from (3.3) to get the third equation of (3.2).
The following is a strong converse to Proposition 4.5 and provides a way to construct V R vessels from partial data: A j´Aj " iΦ˚σ j Φ.
Then there exists a V R vessel V with the above data.
Proof. We define γ jk using (3.3), namely:
Then using the same computation as in the preceding Proposition we see that γ jk is selfadjoint. Now to see that it satisfies the input vessel condition we check:
The last equality follows from the first condition of (3.2). Now we define γ˚j k using the linkage condition to get a vessel V. It is obvious that this vessel satisfies the V R conditions.
Recall that from Definition 2.2 a strict vessel is a vessel, such that Φ is surjective and X d j"1 ker σ j " 0. Since we assume that σ 1 is invertible, the second condition holds automatically. The strict vessels are slightly easier to work with as the following claim shows: Proposition 4.7. Assume that V is a strict vessel that satisfies the first condition of (3.2), namely σ j σ´1 1 σ k " σ k σ´1 1 σ j . Then V satisfies the V R conditions. Proof. Since the vessel is strict Φ is surjective and Φ˚is injective. We can assume without loss of generality that ΦΦ˚" I E . Hence from the vessel conditions we get that:
Now postmultiplying by Φ˚we obtain:
In particular (3.3) follows from the first condition of (3.2). Next we compute:
Similarly we get:
Now since the A j commute we obtain after premultiplying by Φ and postmultiplying by Φ˚that:
In particular the second condition of (3.2) follows from the first. Now using Proposition 4.5 we get the result. Proof. From the formulae (2.10) it follows that the σ j commute and our assumption implies that there exists ξ P R d , such that ξσ is invertible. Now apply Proposition 4.7 to get the result. 
SOLUTION IN THE HYPERBOLIC CASE
In this section we study the hyperbolic case and thus from now on we assume that there exists an ą 0, such that σ 1 ą I. Let us write again α j " σ´1 1 σ j and β j " σ´1 1 γ 1j and set α 1 " I E and β 1 " 0. In this case α j and β j are selfadjoint with respect to the σ 1 -inner product on E. Without loss of generality we may assume that σ 1 " I E , since otherwise we can simply replace the inner product on E by the σ 1 -inner product and then the σ j will be replaced by α j and γ 1j will be replaced by β j . For x P R d let us write αpxq " ř d j"1 x j α j and similarly βpxq " ř d j"1 x j β j . Since α 1 " I there exists j ą 0 small enough such that α 1` j α j ą δI for every j " 2, . . . , d and some δ ą 0. Hence by changing coordinates we may assume that α j ą δI for every j " 2, . . . , d. The following definition describes the future cone of our system: Definition 5.1. Let V be a vessel, define the following set in R d :
Note that PospVq is either empty or an open convex cone in R d .
Recall that by a theorem of Grothendieck a function with values in E is smooth if and only if it is weakly smooth (cf. [19, Sec. 3.8] or [20] ). Denote by SpR, Eq the Schwarz space of E-valued rapidly decreasing smooth functions on R. Namely, SpR, Eq is the space of smooth E-valued functions, such that for every two polynomials P and Q we have that }P ptqQp B Bt qf } is bounded on R. . We also consider the space of tempered E-distributions on R, namely the topological dual of SpR, Eq, that we will denote by S 1 pR, Eq. Since our goal is to discuss operators on Hilbert spaces we will use an anti-linear pairing between tempered distributions and Schwarz functions. We note that we can endow S 1 pR, Eq with the strong topology of uniform convergence on bounded subsets and that by [42, Prop. 50 
Similarly, if α is an invertible positive-definite operator on E we will define the space L 2 pR, E, αq as the set of all weakly measurable functions f : R Ñ E, such that:
Then in particular we have that
where p b H is the tensor product of Hilbert spaces. We have a continuous embedding SpR, Eq ãÑ L 2 pR, Eq and its image is dense. We can define the Fourier transform by considering the continuous linear map F b I E on SpRq p bE. This is equivalent to:
Here the integral is considered as a Gel'fand-Pettis integral and by the same consideration as in the classical Plancherel theorem it extends to an isometric automorphism of L 2 pR, Eq. Let us assume now that the input signal is a Schwarz E-valued function on R d and assume that the initial condition is u " f on the t 1 -axis. Let us then apply the Fourier transform along the t 1 -axis to u and write F 1 puq " p u. Then we get a system of equations (j " 2, . . . , d):
Here τ 1 is the variable in the frequency domain. The initial condition is p u " p f on the τ 1 -axis. Each of these equations has a solution of the form:
where C j is an E-valued function. One then can proceed plugging one solution into the other equations and then using the initial condition. Since the equations are compatible and the pencils in the exponent commute by (3.2), we will get a solution:
Hence a solution to the system of input compatibility equations is:
This computation makes sense for Schwarz functions. We will show below (see Corollary 5.5) that for every f P SpR, Eq the above formula defines a smooth Evalued function on R d (not necessarily Schwarz) that is a solution of our system. Next we would like to extend it to a wider class of functions on R.
Note that R d acts on SpR, Eq by pte j¨ϕ qpsq " e itpsαj`βj q ϕpsq. This function is clearly Schwarz since both α j and β j are selfadjoint and hence the exponent is a unitary operator on E. We can conjugate this action by the Fourier transform, namely we get a representation of Note that if u P SpR d , Eq, that solves the system of input compatibility conditions and f is its restriction to the t 1 -axis, then (5.1) implies that up¨, t 2 , . . . , t d q " L f pt 2 , . . . , t d qp¨q. Note also, that in general the function L f solves the input compatibility conditions in the following sense: The last inequality is due to the fact that for every function ϕ P SpR, Eq we have that:
For the derivative of the exponent applied to a Schwarz function we have the following bound (here we write η " F´1pp1`B We use here the fact that the exponent is a unitary operator for every choice of real s. Now we have the following well known equality:
Thus we obtain the inequality:
Notice that in the expression Bη Bs we can push B Bs into F´1 replacing it by´it 1 .
Using estimate (5.4) we can then get rid of the Fourier transform. Applying these considerations to every monomial in P we eventually get that there exist a constant C ą 0 and polynomialsP ,Q P Crt 1 , . . . , t d s, such that: Proof. We want to show that for every f P S 1 pR, Eq and every ψ P SpR, Eq, we have:
Since α k and β k are selfadjoint, by taking the adjoint we see that the desired equality becomes: 
Now we apply f and integrate on R d´1 to get:
It remains to note that the left hand side is zero since ψ is a Schwarz function on R d and f is a distribution on R.
Lemma 5.5. If f P SpR, Eq then u f is a smooth function on R d that solves the system of input compatibility equations. Furthermore, u f is given by the formula (5.1).
Proof. Let f P SpR, Eq and note that by definition:
Here π is the representation defined in (5.2). Therefore, the associated u is the smooth function given by (5.1) and since it is a weak solution it is a solution. Proof. Since both α j and β j are selfadjoint for every j " 1, . . . , d and t j and s are real, the multiplication by e i ř d j"1 tj psαj`βj q is a unitary operator.
To better understand the solutions we will study their behavior on lines. Consider the formula (5.1). If we fix a line τ x`y in R d , then we define for every f P SpR, Eq the following operator: (5.5) pΛpx, yqf qpτ q " pπpτ x`yqf q p0q " 1 ? 2π
Notice that by Lemma 5.5 we have that u f is defined by the formula (5.1) and thus, for every x, y P R d and τ P R, we have:
Let us summarize the discussion above in the following theorem: In particular if y " 0 and x 1 " e 1 , then we get that Λpx, 0q is a causal isometric isomorphism from L 2 pR, Eq to L 2 pR, E, αpxqq. ‚ If f is a twice continuously differentiable function on R, such that f, f 1 , f 2 P L 2 pR, Eq, then u f is a locally integrable function given by the formula (5.1) and for every x, y P R d , such that x P PospVq, the restriction of u f to the line τ x`y is given by Λpx, yqf , namely: 
xpΛpξ, ηqf qpsq, ψpξs`ηqydsdη.
Proof. We have already proved the first claim of the theorem (see Lemma 5.5) . To prove the second we note that by virtue of Lemma 5.5, if f P SpR, Eq then Λpx, yqf is a smooth function on R and is a restriction of a solution for the system of input compatibility equations to the line τ x`y (see (5.6) ). Now we recall that αpxq ą 0 and hence we can apply [11, Prop. 2.1] ((the proof given there in the case d " 2 extends verbatim to the case of an arbitrary d) to get that the equations (5.7) hold in this case. Now we can extend Λpx, yq as an isometry from L 2 pR, Eq to L 2 pR, E, αpxqq. We will prove the third and the fourth claims together. The proof follows similar lines to [14, Thm. 7.3.5] . We note that by assumption there exists a function g P L 2 pR, Eq and a constant C ą 0, such that for every s P R, we have:
Hence for every t P R d , we have:
We conclude that:
Hence we have L f pt 2 , . . . , t d qpt 1 q "
Thus u f is just integrating L f against ϕ, and therefore we can conclude that u f is a function and we can identify u f pt 1 , . . . , t d q " L f pt 2 , . . . , t d qpt 1 q. Furthermore, it is now clear that the restriction of u f to lines is given by Λpx, yqf .
Let now 0 ă |h| ă 1, we write:
e isx dx, we can use the integral mean value theorem to obtain:
Here c lies between t 1 and t 1`h . Therefore:
The integral thus converges, since }s p f psq} ď C|s|p1`|s| 2 q´1}p gpsq} and the same argument as above applies. Now applying the dominated convergence theorem we can deduce that Bu f Bt 1 exists and is continuous. A similar argument applies to every
If f is a Schwartz function, then u f is a smooth function and we have the desired equality by the definition of u f and Fubini's theorem. Now we approximate f P L 2 pR, Eq be a sequence of Schwartz functions and since Λpξ, ηq is an isometry from L 2 pR, Eq to L 2 pR, E, αpξqq, we get that }Λpξ, ηqf } ď Cpξq}f }. Thus for M sufficiently large:
The last inequality follows from the fact that:
Now applying the same consideration to the case when ξ " e 1 we get that for every ψ P SpR d , Eq we have xu fn , ψy Ñ xu f , ψy and additionally:
xpΛpξ, ηqf qpsq, ψpξs`ηqydsdη Remark 5.8. In fact, the third and fourth statements of the preceding theorem is true for functions in the Sobolev space W 2,2 pR, Eq. For more details on Sobolev spaces of Banach space valued functions, see [2] .
Remark 5.9. Note that for every f P SpR, Eq it is immediate from (5.5) and the definition of π that for every t P R d :
Λpx, yqpπptqf q " Λpx, y`tqpf q Thus, in particular, if x " e j one of the vectors in the standard basis of R d , then:
pΛpe j , 0qpπpt j e j qf qqpτ q " pΛpe j , t j e j qf qpτ q " pΛpe j , 0qf qpτ`t j q.
The last equality follows from Equation (5.5). We conclude that if α j ą I for some ą 0, then Λ j " Λpe j , 0q intertwines the action of R on L 2 pR, E, α j q by translations with the action of R on L 2 pR, Eq by the restriction of π to the one parameter subgroup generated by e j .
UNITARY DILATION OF SEMIGROUPS
In order to apply the results of the previous section to dilation theory we need a definition Definition 6.1. Let A " pA 1 , . . . , A d q be a d-tuple of commuting dissipative operators on a separable Hilbert space H. We say that A has the dissipative embedding property if A can be embedded in a vessel V satisfying the V R conditions and such that PospVq ‰ H and for every j " 1, . . . , d the standard basis vector e j P PospVq. in a vessel V, such that for every j " 1, . . . , d, we have σ j ě 0, ř d j"1 Im σ j " E and the vessel satisfies the V R conditions, then A has the dissipative embedding property.
Proof. If there is a point ξ P PospVq, then there exists ą 0, such that for every u P E, we have:
Since each σ j is positive semi-definite, if we omit the terms with ξ j ď 0 from the above sum, then we just increase it. Hence:
This implies that the operator ř ξj ą0 ξ j σ j ě I and is in particular invertible, hence
Since the σ j are positive semidefinite, they admit selfadjoint square roots. We have that for every j " 1, . . . , d, Im σ j Ď Im ? σ j and hence
is strictly surjective, therefore there exists ą 0, such that for every u P E:
But since } ? σ j u} 2 " xσ j u, uy, we have that the point p1, . . . , 1q P PospVq. From the above discussion we have that PospVq X R d ą0 ‰ H. On the other hand for every ξ P R d ą0 , we replace σ j with a ξ j σ j in the above argument and get that the point ξ P PospVq.
Theorem 6.3. If a d-tuple A of commuting dissipative operators on a separable Hilbert space H has the dissipative embedding property, then the semigroup of contractions generated by A admits a commutative unitary dilation.
This theorem is a corollary of the following slightly more general theorem, that we will prove in the next section. We shall now deduce a few corollaries from Theorem 6.3. We first note that we have the following weak form of Ando's theorem (see also [32] , [38] and [39] ): Corollary 6.5. Let A 1 and A 2 be two commuting dissipative operators, such that ImpA 1´A1 q`ImpA 2´A2 q is closed. Then the semigroup they generate admits a commutative unitary dilation Proof. Note that every vessel of a pair of commuting operators satisfies the V R conditions vacuously. Furthermore, by our assumption we can embed A 1 and A 2 into a strict vessel that satisfies the conditions of Lemma 6.2. Therefore, they have the dissipative embedding property and we are done.
Recall that given a strongly continuous one-parameter semigroup C of contractions on a Hilbert space H, by a theorem of Hille and Yosida, it has a generator, namely Cptq " e iAt , where A is a dissipative (generally unbounded) operator on H. If we apply the Cayley transform to A we obtain a contractive operator T " pA´iIqpA`iIq´1, that is called the cogenerator of the semigroup. Note that the semigroup can be recovered from T via exponentiation of the inverse Cayley transform, namely Cptq " expptpT´IqpT`1q´1q. We can also recover the cogenerator from the semigroup directly by the following formula (see [41] for details):
Furthermore, it was proved by Sz.-Nagy that T is unitary if and only if C is a unitary semigroup. Now if we have a multi-parameter commutative group of unitaries, its generators are strongly commuting selfadjoint operators (in the sense that the associated projection valued measures commute). Therefore, applying the Cayley transform we get a commuting d-tuple of unitaries. Using (6.1) and (6.2) we conclude that for a commutative semigroup of contractions that admit a commutative unitary dilation, the cogenerators of the unitary group are commuting dilations of the cogenerators of the original semigroup. This discussion leads us to the following negative result: Proof. Consider the Parrot example described in [29] . The example is three commuting contractive matrices with spectrum concentrated at 0. Hence we can apply the Cayley transform to obtain three commuting dissipative operators, A " pA 1 , A 2 , A 3 q. If A had the dissipative embedding property then by Theorem 6.3 the semigroup they generate would have had a commutative unitary dilation. Thus the cogenerators of this dilation would have been commuting unitary dilations of the original Parrot example and that is a contradiction.
The following corollary is also well known, see for example [32] and [35] . We are given a d-tuple of dissipative operators A " pA 1 , . . . , A d q on a separable Hilbert space H embedded in a commutative vessel V that satisfies the V R conditions and such that PospVq ‰ H. We will construct a Hilbert space K, an isometric embedding ι : H ãÑ K and a unitary representation ρ : R d Ñ BpKq, such that for every t P PospVq and every h P H we have ι˚ρptqιphq " e itA h. Notice that by passing to the SOT-limit we see that the result still holds for t P PospVq.
We assume without loss of generality that e 1 P PospVq. As in Section 5 we may (changing the inner product on E) assume that σ 1 " I E . Recall from [27] and [36, Prop. 1.3 .1] that given a u P C 1 pR d , Eq that satisfies the input compatibility conditions, we can solve the time domain system of equations for any initial condition xp0q " h P H using formula (2.7). In particular:
This idea allows us to decompose the space of "nice" trajectories of the associated system into a direct sum of the form W out ' H ' W in . Here H represents the initial condition. We then introduce using the theory developed in Section 5 a unitary representation of R d on this space, such that the compression of its PospVq semigroup to H is our initial semigroup of contractions restricted to PospVq.
Let us consider first the case of a single operator with σ 1 " I E . This is a classical construction one can find for example in [23] , [24] , [41] , [30] and [34] . Note that in this case the one-parameter semigroup T ptq " e itA1 for t ą 0 is a semigroup of contractions on H. Set K " L 2 pR ă0 , Eq ' H ' L 2 pR ą0 , Eq and we are going to describe a dilation of T to K. To do this we need the following lemma: Lemma 7.1. Given a triple py, h, uq P K there exists a unique (strongly) absolutely continuous function x : R Ñ H, such that for t ą 0:
and for t ă 0:
We then extend y toỹ : R Ñ E by defining for t ą 0:
yptq " uptq´iΦxptq and we extend u toũ : R Ñ E by defining for for t ă 0:
uptq " yptq`iΦxptq.
Then we haveỹ,ũ P L 2 pR, Eq.
Proof. We define x in terms of u using (7.1) for t ą 0 and in terms of y using the analog of (7.1) for the adjoint system (see (2.8)) for t ă 0:
Then clearly x is an absolutely continuous H-valued function on R. Now from the energy conservation equations (2.9) we get that for t ą 0:
Thereforeỹ P L 2 pR, Eq and similarly forũ.
Notice that the trajectory pỹ, x,ũq is the unique trajectory of the system (equivalently pũ, x,ỹq is a unique trajectory of the adjoint system), such thatỹ| Ră0 " y, xp0q " h andũ| Rą0 " u . The following proposition provides a dilation of the one parameter semigroup of contractions generated by A 1 .
Proposition 7.2.
There exists a unitary representation ρ of the Lie group R on K, such that if P is the projection onto H, then:
Proof. Let py, h, uq P K, let pỹ, x,ũq be the unique trajectory of the system associated to our triple, where x is defined by (7.2). Denote byỹ t psq "ỹps`tq and similarlỹ u t psq "ũps`tq, for every t P R. Now we define our representation as follows:
Using the energy balance equations we obtain for t ą 0:
xupsq, upsqyds´ż 0 t xỹpsq,ỹpsqyds.
Therefore for t ą 0: Hence ρ is a unitary representation of R. Now note that from (7.2) we have that for the triple p0, h, 0q the associated x is:
Hence for positive t we obtain that P ρptqp0, h, 0q " p0, xptq, 0q " p0, e itA1 h, 0q.
This idea leads us to consider the following construction. We construct weak solutions of the system of input and output compatibility equations fromũ and y and we plug these weak solution, more precisely the functions Λpξ, ηqpũq and Λpξ, ηqpỹq, into the formula (2.7) to get a state function x on R d that is absolutely continuous on lines ξt`η, such that ξ P PospVq. However, first we need a dense subspace to work with. Proof. First note that since bothũ andỹ are twice continuously differentiable, we have that x is thrice continuously differentiable and h " xp0q. Using (7.2) we get that h is independent of u and y (it is in fact the initial condition). We must require that lim tÑ0`u ptq and lim tÑ0´y ptq exist and we denote them byũp0q andỹp0q, respectively. Similarly for their derivatives. Furthermore, we have the following condition on the values at 0 and the derivatives:
Therefore, a choice of h P H forces three conditions on both u and y. However, a standard argument shows that twice continuously differentiable functions, with boundary conditions on them and their derivatives are dense in L 2 pR`, Eq and L 2 pR´, Eq.
This lemma allows us to define for every t P R d an operator on K 0 . Let us denote by y f the weak solution for the system of output compatibility equations with the initial condition f on the t 1 -axis and by Λ˚px, yqf the associated linear map. Given py, h, uq P K 0 , we constructũ andỹ. We then apply the transform u and y, respectively, to get (by Theorem 5.7) continuously differentiable functions u : " uũ and y : " yũ on R d , that solve the system of input and output compatibility conditions. Since these functions are continuously differentiable we can solve the associated system of our vessel with initial condition h, using (2.7) to obtain a twice continuously differentiable function x. Using the second equation of the system we obtain an output function z, that solves the system of output compatibility equations and coincides withỹ on the t 1 -axis, thus by uniqueness z " y : . We define:
ρptqpy, h, uq " py : p¨, t 2 , . . . , t d q| ăt1 , xptq, u : p¨, t 2 , . . . , t d q| ąt1 q.
Note that it is immediate that ρp0q is the identity on K 0 .
Remark 7.4. Note that it is possible to use Equation (2.7) to construct the state signal for all t P R d , since the operators A 1 , . . . , A d are bounded and thus generate a group. In case these operators were unbounded one could run the adjoint system first to go back and then run the original system to obtain the value of the state signal. One of course would have in that case to show the commutation of the two actions. Proof. The first claim follows from the uniqueness part of Theorem 5.7. Namely, since u : and y : were determined uniquely by their restriction to any line with direction vector in PospVq and additionally restriction commutes with shifts, the claim follows.
For t P R d we write Λptq " Λpt, 0q and σptq " ř d j"1 t j σ j . To prove the second claim we apply (2.9) (modified to the straight line segment from 0 to t) to get that for every t P PospVq we have: Another application of Theorem 5.7 gives us that both Λpt, tqΛpe 1 , tq˚and Λ˚pt, tqΛ˚pe 1 , tqå re causal isometric isomorphisms and hence:
}py, h, uq} " }ρptqpy, h, uq}.
The third claim is identical to the second but we exchange the roles of u and y. Since for t P PospVq Y´PospVq we have that ρptqρp´tq " ρp´tqρptq " 1 by the first part of the lemma, we conclude that ρptq is a surjective isometry and hence a unitary and that ρp´tq " ρptq˚. And thus for every line ξs`η, with ξ P PospVq, we have: dx ds " iξAx´iΦ˚σpξqpΛpξ, ηqũq.
Proof. For every ą 0 we choose py 0 , h, u 0 q P K 0 , such that }py, h, uq´py 0 , h, u 0 q} ă . Then for every t P R d we get }x 0 ptq´P H ρptqpy, h, uq} ă , since P H ρptq is a contraction. Since x 0 is continuous a standard {3 argument shows that x is continuous.
If we prove that xpξs`ηq has the form described in (7.3), then we immediately see that x is absolutely continuous on those lines. Let us fix ξ P PospVq, then:
x 0 pξsq " e iξA h`i ż s 0 e ipξ´wξqA Φ˚σpξqpΛpξqpũ 0 qpwqdw.
We note that for every 0 ď w ď 1, we have 1´w ě 0 and thus e ipξ´wξqA is a contraction. Hence: Now using functional calculus we note that there is a constant C 1 , such that for every ξ P E the inequality }σptqξ} 2 ď C 1 xσptqξ, ξy holds. We thus conclude that: Letting tend to 0 we get the desired result.
Remark 7.7. For every line ξs`η, with ξ P PospVq, we have that:
pΛpξ, ηqỹqpsq " pΛpξ, ηqpũqpsq`iΦxpξs`ηq.
Proof of Theorem 6.3. First we note that by Lemma 7.5 and the fact that PospVq spans R d we get that ρ is a unitary representation of R d on K. Now we need to check that if P H : K Ñ H is the orthogonal projection, then P H ρptqp0, h, 0q " e itA h, for every h P H. This, however, follows immediately from Lemma 7.6.
Lastly, we discuss the minimality of the unitary dilation that we have constructed. Recall that the dilation ρ is minimal if SpantρptqH | t P R d u " K or equivalently that there exists no ρ-invariant subspace of H K . For simplicity we shall assume that A 1 , . . . , A d have the dissipative embedding property. Composing with the projection onto E{W we get a continuous function that is 0 almost everywhere and thus is identically 0.
So assume V is not weakly strict and write W " X d j"1 ker Φ˚σ j . Assume that there exists a vector w P W, such that for every j " 1, . . . , d we have that α j w P W and β j w Ă W . Fix some compact set K " ra, bs Ă R ą0 and setũ " F´1p1 K wq. Now the last expression belongs to W by our assumption. Then if we construct the associated state x for an initial condition h we get that x " 0 identically. Therefore, the triple pu| Ră0 , 0, u| Rą0 q is a non-zero vector orthogonal to L, the space defined in the Lemma above. 
