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摘 要: 本文针对传统的基于启发式搜索的多标记特征选择算法时间复杂度高的问题，提出一种简单、快速、有效的多
标记特征选择方法（Easy and Fast Multi-Label Feature Selection, EF-MLFS）。该方法首先使用互信息衡量每个维度的
特征与每一维标记之间的相关性，然后将所得相关性相加并排序，最后按照总的相关性大小进行特征选择。本文与六种现有
的比较有代表性的多标记特征选择方法，例如最大依赖性最小冗余性（Max-Dependency and Min-Redundancy, MDMR）算法，
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Abstract: Aiming at the high time complexity of traditional heuristic search-based multi-label feature selection algorithm, A
simple, fast and effective multi-label feature selection method (EF-MLFS) is proposed. Firstly, mutual information is used to measure
the correlation between the features of each dimension labels of each dimension, Then, adds up and ranks the correlations, and makes
feature selection according to the total correlation. Six representative multi-label feature selection methods are selected for comparing,
Such as Max-Dependency and Min-Redundancy (MDMR) algorithm, Multi-Label Naive Bayes (MLNB) method which based on Naive
Bayes, and so on. The experimental results show that the average accuracy (Average Precision), Coverage (Coverage), Hamming Loss
(Hamming Loss) and other common multi-label classification indicators are optimal after feature selection and classification using our
method. At the same time, the method does not need to perform global search, so the time complexity is significantly reduced compared
with MDMR, PMU and other methods, which can greatly reduce the time complexity.
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其中 Ri，j为相关性矩阵的每一个元素，fi表示第 i维特征
向量，lj表示第 j维标记向量。假设所选数据集中有 N维特





















为了评测 EF-MLFS 算法的性能，本文将在 6 个真实数
据集上与其它 4种特征选择算法进行对比实验，采用多标记











数据集，包含 2417例提取好的 103维特征。表格 1列出所使
用数据集的详细信息。同时，为比较 EF-MlFS算法的性能，
实 验 将 与 MLNB[27] 、 PMU[16] 、 MDDMspc(Mutli-lable
Dimensionality Reduction via Dependecnce Maximization with
Uncorrelated Feature Constraint) [28]、MDDMproj(Multi-label
Dimension Reduction via Dependence Maximization with
Uncorrelated Projection Constraint)[28] 、 MDMR[15] 以 及
COMI(Convex Optimization and Mutual-Information)[29]6 种多
标记特征选择算法在上述评价指标上进行比较，其中 COMI






Tab.1 The detail information of multi-label data
4.2 实验结果与分析
Data Samples Features Classes Training Test Domains
Arts 5000 462 26 2000 3000 Text
Business 5000 438 30 2000 3000 Text
Education 5000 550 33 2000 3000 Text
Health 5000 612 32 2000 3000 Text
Science 5000 743 40 3000 2000 Text








Fig.1 Experimental comparison result of each method for Average Precision
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图 2每种方法在覆盖率指标上的实验结果对比
Fig.2 Experimental comparison result of each method for Coverage
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图 3每种方法在海明损失指标上的实验结果对比
Fig.3 Experimental comparison result of each method for Hamming loss
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图 4每种方法在 1-错误率指标上的实验结果对比
Fig.4 Experimental comparison result of each method for One Error
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图 5每种方法在排序损失指标上的实验结果对比
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