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Abstrat
We study Frobenius 1-morphisms ι in an additive biategory C satisfying the depth 2 ondition.
We show that the 2-endomorphism rings C
2(ι × ι¯, ι × ι¯) and C2(ι¯ × ι, ι¯ × ι) an be equipped with
dual Hopf algebroid strutures. We prove also that a Hopf algebroid appears as the solution of the
above abstrat symmetry problem if and only if it possesses a two sided non-degenerate integral.
1 Introdution
In the lassiation of extensions of von Neumann algebras `quantum groups' and `quantum groupoids'
play important role.
The starting point was the result of [27, 12℄ proving that an irreduible nite index depth 2 (or D2 for
short) extension of von Neumann fators an be realized as a rossed produt with a nite dimensional
C∗-Hopf algebra  that is the symmetry of the extension is desribed by a nite dimensional C∗-Hopf
algebra. About related results see also [20, 7, 8, 30, 19℄. The D2 property means that the derived tower
of relative ommutants N ′ ∩M ⊂ N ′ ∩M1 ⊂ N
′ ∩M2 ⊂ . . . of the Jones tower N ⊂M ⊂M1 ⊂M2 . . .
is also a Jones tower [10℄.
Allowing for reduible nite index D2 extensions of II1 von Neumann fators in [15℄ and of von
Neumann algebras with nite enters in [18℄ the symmetry of the extension was shown to be desribed
by a nite dimensional C∗-weak Hopf algebra introdued in [4, 17, 3℄. A Galois orrespondene has been
established in [16℄ in the ase of nite index nite depth extensions of II1 fators. The innite index
D2 ase has been treated in [9℄ for arbitrary von Neumann algebras endowed with a regular operator
valued weight.
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In [11℄ the analysis was extended to extensions of rings N → M . The D2 ondition has been
generalized as
i) the N -M bimodule NMN ⊗N NMM is a diret summand in a nite diret sum of opies of NMM ,
ii) the M -N bimodule MMN ⊗N NMN is a diret summand in a nite diret sum of opies of MMN .
A D2 extension of von Neumann algebras is D2 in this sense.
The symmetry of a D2 ring extensionN →M was shown in [11℄ to be desribed by a nite bialgebroid.
That is the step 2 entralizer rings A: = EndNMN  the endomorphism ring of the bimodule NMN 
and B: = (M ⊗
N
M)N  the enter the bimodule NMN ⊗N NMN with multipliation (b1 ⊗ b2)(b
′
1 ⊗ b
′
2): =
b′1b1 ⊗ b2b
′
2  arry dual bialgebroid strutures over the basis CN (M)  the entralizer of N in M . The
bialgebroid A has a natural left ation on M . Under the additional assumption that the module MN is
balaned, the A-invariant subalgebra of M was shown to be N . Also B ats naturally on EndNM with
the invariant subalgebra isomorphi to M .
The bialgebroid  or Takeuhi ×L- bialgebra  is a generalization of the bialgebra in the sense that
instead of being an L-algebra it is a bimodule over a non-ommutative base ring L. The bialgebroid
denitions [28, 13, 29, 21, 25℄ were shown to be equivalent in [5℄. The bialgebroid A over the base L is
nite if the L-module strutures on A are nitely generated projetive. By the results in [11℄ in this ase
the L-duals of A also arry bialgebroid strutures. We summarize the basi denitions of the theory of
bialgebroids in Setion 2.
In the Setion 3 of [2℄ the D2 ring extension N → M was supposed to be also Frobenius . This
means the existene of a Frobenius map Φ : NMN → N possessing a quasi-basis xj , yj ∈ M satisfying∑
j yjΦ(xjm) = m =
∑
j Φ(myj)xj for all m ∈ M . Under this assumption the above rings A and
B arry more struture then just being bialgebroids. Namely, xing a Frobenius map M → N the
bialgebroids A and B an be equipped with antipodes, making them dual Hopf algebroids.
It is important to emphasize that we use the term Hopf algebroid in the sense of [2℄ and not in the
sense of [13℄. Though  roughly speaking  both denitions an be summarized as a `bialgebroid with
antipode', the two denitions are not equivalent  as it is illustrated by an example in [2℄. In [2℄ we give
some equivalent denitions of the Hopf algebroid. These are all ommon in the feature that the axioms
are formulated without referene to a partiular setion of the anonial projetion A ⊗
Z
A → A ⊗
L
A,
whih has played important role in the denition of [13℄. The most appropriate form of the denition
for the purposes of this paper involves two, left and right bialgebroid strutures on the same ring that
are onneted by the antipode. In Setion 2 we ite the denition and some properties of the Hopf
algebroid from [2℄.
A further step of generalization of the `symmetry reonstrution problem' was done in [25℄ where
the symmetry of abstrat D2 extensions was studied. A 1-morphism ι in an additive biategory C is
an abstrat extension if it possesses a left dual ι¯. In the original paper [25℄ the D2 property of ι was
introdued as
i) the 1-morphism (ι× ι¯)× ι is a diret summand in a nite diret sum of opies of ι.
In later publiations (see [11℄ for example) this property has been renamed as left D2 property. The
ondition that
ii) the 1-morphism (ι¯× ι)× ι¯ is a diret summand in a nite diret sum of opies of ι¯
was alled right D2 property. The 1-morphism ι is D2 in this later sense if both the left and right D2
onditions hold true. In this paper we use this latter terminology.
The name `abstrat extension' is motivated by the basi example: Observe that for a ring extension
N → M the bimodule NMM is a 1-morphism in the biategory of bimodules possessing a left dual
MMN . If the extension N → M is also D2 then the orresponding 1-morphism NMM satises the D2
ondition. Hene a D2 ring extension determines a D2 1-morphism in an additive biategory  alled
an abstrat D2 extension.
Motivated by this example in [25℄ the 1-morphism ι in C possessing a left dual ι¯ is assumed to satisfy
the left D2 ondition. Then (denoting the horizontal omposition in C by ×) the ring A: = C2(ι× ι¯, ι× ι¯)
of 2-endomorphisms is shown to arry a left bialgebroid struture. (The right D2 property of ι implies
the existene of a right bialgebroid struture on B: = C2(ι¯ × ι, ι¯ × ι).) The ase when the nite index
property and irreduibility of ι is required and C is semisimple and k-linear  leading to semisimple and
osemisimple Hopf algebra symmetry  is spelled out in detail in [14℄.
In this paper we generalize the analysis of the Setion 3 of [2℄ to abstrat extensions. That is we
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suppose that ι is a D2 Frobenius 1-morphism in an additive biategory C with two sided dual ι¯. Under
this assumption we show that the rings A = C2(ι × ι¯, ι × ι¯) and B = C2(ι¯ × ι, ι¯ × ι) arry dual Hopf
algebroid strutures with non-degenerate two sided integrals in the sense of [2℄. We also prove that a
Hopf algebroid appears as a solution of this abstrat symmetry problem if and only if it possesses a two
sided non-degenerate integral.
It is disussed in [2, 1℄ that  in ontrast to (weak) Hopf algebras  the Hopf algebroid struture on
a given left bialgebroid is not unique. The hoie of the antipode maps in Subsetion 3.1 is a anonial
onstrution tting to the Frobenius struture of ι. However, this anonial onstrution is responsible
for the existene of the two sided non-degenerate integral.
This result raises the question how typial it is that we an nd two sided non-degenerate integrals in
Hopf algebroids. As a partial answer, it is proven in Proposition 5.13 in [2℄ that for any Hopf algebroid
A possessing a non-degenerate left integral ℓ there exists another Hopf algebroid whih is isomorphi to
A as a left bialgebroid and in whih ℓ is a two sided non-degenerate integral. In partiular, it follows by
ombining the Proposition 5.13 in [2℄ with the Theorem 4.2 in [1℄ that for any nite dimensional (weak)
Hopf algebra there exists a twisted antipode [6℄ leading to a Hopf algebroid with two sided non-degenerate
integral. It is not known, however, whether any nite Hopf algebroid possesses a non-degenerate left
integral, i.e. no generalization of the Larson-Sweedler theorem on bialgebroids is known.
The paper is organized as follows: In the Setion 2 we shortly review some results from [24, 25, 11℄
on bialgebroids and from [2℄ on Hopf algebroids that we are going to use later on.
In the Subsetion 3.1 we analyse the strutures of the rings A = C2(ι× ι¯, ι× ι¯) and B = C2(ι¯× ι, ι¯× ι)
if only the Frobenius property of the 1-morphism ι in the additive biategory C is assumed. Analogously
to Setion 3 of [2℄ already in this general situation  i.e. without assuming the D2 property  one an
do `Fourier analysis'. That is onvolution produts an be introdued both on A and B together with
`Fourier transformations' A → B relating the original and the onvolution produts. At this level of
generality one an introdue the maps that are going to be the antipodes in the D2 ase.
In the Subsetion 3.2 we impose also the D2 ondition on the 1-morphism ι. Applying the results
of [25℄ this implies the bialgebroid strutures on A and B. We prove that these bialgebroid strutures
together with the antipodes of Subsetion 3.1 amount to dual Hopf algebroids in the sense of [2℄ both
of them possessing two sided non-degenerate integrals.
In the Subsetion 3.3 we address the question what Hopf algebroids appear as symmetries of absratt
D2 Frobenius extensions. Being given a Hopf algebroidA possessing a two sided non-degenerate integral,
we onstrut a D2 Frobenius 1-morphism X in the additive biategory of internal bimodules in its module
ategory. We show that the symmetry of X is desribed by A. Combining this result with the one in
Subsetion 3.2 we onlude that the existene of a two sided non-degenerate integral [2℄ in the Hopf
algebroid is a suient and neessary ondition for it to appear as the symmetry of an abstrat D2
Frobenius extension.
In the Appendix we sketh briey the onstrution of the biategory of internal bimodules in a
monoidal ategory  used as a tool in Subsetion 3.3.
All rings appearing in the paper are assoiative and unital. The ategory of left/right/bi- modules
over the ring R is denoted by RM/MR/RMR.
2 Preliminaries: Bialgebroid and Hopf algebroid
In this setion we summarize our notations and the basi denitions of bialgebroids and Hopf algebroids
that will be used later on. For more about bialgebroids we refer to the literature [28, 22, 5, 11, 23, 25, 26℄
and about Hopf algebroids to [2, 1℄.
The bialgebroid [13, 29, 25℄ or Takeuhi ×L-bialgebra [28℄ is a generalization of the bialgebra to the
ase of a non-ommutative base ring ring L:
Denition 2.1 A left bialgebroid AL onsists of the data (A,L, sL, tL, γL, πL). The A and L are
assoiative unital rings, the total and base rings, respetively. The sL : L → A and tL : L
op → A
are ring homomorphisms suh that the images of L under the soure map sL and target map tL in A
ommute making A an L-L bimodule:
l · a · l′: = sL(l)tL(l
′)a. (2.1)
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The bimodule (2.1) is denoted by LAL. The triple (LAL, γL, πL) is a omonoid in LML. Introduing
the Sweedler's notation γL(a) ≡ a(1) ⊗ a(2) ∈ AL ⊗ LA the identities
a(1)tL(l)⊗ a(2) = a(1) ⊗ a(2)sL(l) (2.2)
γL(1A) = 1A ⊗ 1A (2.3)
γL(ab) = γL(a)γL(b) (2.4)
πL(1A) = 1L (2.5)
πL (asL ◦ πL(b)) = πL (ab) = πL (atL ◦ πL(b)) (2.6)
are required for all l ∈ L and a, b ∈ A. The requirement (2.4) makes sense in view of (2.2).
If AL = (A,L, sL, tL, γL, πL) is a left bialgebroid then so is the o-opposite AL cop = (A,L
op, tL, sL, γ
op
L ,
πL) where γ
op
L denotes the opposite oprodut a 7→ a(2)⊗a(1). The oppositeA
op
L = (A
op, L, tL, sL, γL, πL)
is a right bialgebroid in the sense of [11℄:
Denition 2.2 A right bialgebroid AR onsists of the data (A,R, sR, tR, γR, πR). The A and R are
assoiative unital rings, the total and base rings, respetively. The sR : R → A and tR : R
op → A
are ring homomorphisms suh that the images of R under the soure map sR and target map tR in A
ommute making A an R-R bimodule:
r · a · r′: = asR(r
′)tR(r). (2.7)
The bimodule (2.7) is denoted by
RAR. The triple (RAR, γR, πR) is a omonoid in RMR. Introduing
the Sweedler's notation γR(a) ≡ a
(1) ⊗ a(2) ∈ AR ⊗ RA the identities
sR(r)a
(1) ⊗ a(2) = a(1) ⊗ tR(r)a
(2)
γR(1A) = 1A ⊗ 1A
γR(ab) = γR(a)γR(b)
πR(1A) = 1R
πR (sR ◦ πR(a)b) = πR (ab) = πR (tR ◦ πR(a)b)
are required for all r ∈ R and a, b ∈ A.
The L-ations of the bimodule LAL are given by left multipliation and the R-ations of the bimodule
RAR are given by right multipliation. We an dene further bimodules:
LAL : l · a · l′: = atL(l)sL(l
′) (2.8)
RAR : r · a · r
′: = sR(r)tR(r
′)a. (2.9)
In the ase of left/right bialgebroids the ategory (AM, L, l, r, a)/(MA, R, l, r, a) of left/right A-
modules has the monoidal struture inherited from the bimodule ategory LML/RMR. For left/right
A-modules M and N the A-module struture on M ⊗LN/M ⊗R N is given by a · (m⊗ n): = a(1) ·m⊗
a(2) · n/(m⊗ n) · a: = m · a
(1) ⊗ n · a(2)  for a ∈ A, m ∈ M and n ∈ N . The monoidal unit is the left
A-module on L: a · l: = πL(asL(l))/ the right A-module on R: r · a: = πR(sR(r)a)  for a ∈ A, l ∈ L
and r ∈ R. The forgetful funtor ΦL : AM→ LML/ΦR : MA → RMR is strong monoidal [25℄.
The homomorphisms of bialgebroids we use in this paper are the bialgebroid maps of [26℄:
Denition 2.3 A left bialgebroid homomorphism AL → A
′
L is a pair of ring homomorphisms (Φ : A→
A′, φ : L→ L′) suh that
s′L ◦ φ = Φ ◦ sL
t′L ◦ φ = Φ ◦ tL
π′L ◦ Φ = φ ◦ πL
γ′L ◦ Φ = (Φ⊗ Φ) ◦ γL.
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The last ondition makes sense sine by the rst two onditions Φ⊗Φ is a well dened map AL⊗LA→
AL′⊗L′A. The pair (Φ, φ) is an isomorphism of left bialgebroids if it is a left bialgebroid homomorphism
suh that both Φ and φ are bijetive.
A right bialgebroid homomorphism (isomorphism) AR → A
′
R is a left bialgebroid homomorphism
(isomorphism) (AR)
op → (A′R)
op
.
Let AL be a left bialgebroid. The equation (2.1) desribes two L-modules AL and LA. Their L-duals
are the additive groups of L-module maps:
A∗: = {φ∗ : AL → LL} and ∗A: = {∗φ : LA→ LL}
where LL stands for the left regular and LL for the right regular L-module. Both A∗ and ∗A arry
left A module strutures via the transpose of the right regular ation of A. For φ∗ ∈ A∗,∗φ ∈ ∗A and
a, b ∈ A we have:
(a ⇀ φ∗) (b) = φ∗(ba) and (a ⇁∗φ) (b) =∗φ(ba).
Similarly, in the ase of a right bialgebroid AR  denoting the left and right regular R-modules by
RR
and RR, respetively,  the two R-dual additive groups
A∗: = {φ∗ : AR → RR} and ∗A: = {∗φ : RA→ RR}
arry right A-module strutures:
(φ∗ ↼ a) (b) = φ∗(ab) and (∗φ ↽ a) (b) =∗φ(ab).
The omonoid strutures an be transposed to give monoid (i.e. ring) strutures to the duals. In the
ase of a left bialgebroid AL
(φ∗ψ∗) (a) = ψ∗
(
sL ◦ φ∗(a(1))a(2)
)
and (∗φ∗ψ) (a) = ∗ψ
(
tL ◦∗φ(a(2))a(1)
)
(2.10)
for ∗φ, ∗ψ ∈ ∗A, φ∗, ψ∗ ∈ A∗ and a ∈ A.
Similarly, in the ase of a right bialgebroid AR
(φ∗ψ∗) (a) = φ∗
(
a(2)tR ◦ ψ
∗(a(1))
)
and (∗φ∗ψ) (a) =∗φ
(
a(1)sR ◦
∗ψ(a(2))
)
(2.11)
for φ∗, ψ∗ ∈ A∗, ∗φ, ∗ψ ∈ ∗A and a ∈ A.
In the ase of a left bialgebroid AL also the ring A has right A∗- and right ∗A- module srutures:
a ↼ φ∗ = sL ◦ φ∗(a(1))a(2) and a ↽∗φ = tL ◦∗φ(a(2))a(1)
for φ∗ ∈ A∗, ∗φ ∈ ∗A and a ∈ A.
Similarly, in the ase of a right bialgebroid AR the ring A has left A
∗
- and left
∗A strutures:
φ∗ ⇀ a = a(2)tR ◦ φ
∗(a(1)) and ∗φ ⇁ a = a(1)sR ◦
∗φ(a(2))
for φ∗ ∈ A∗, ∗φ ∈ ∗A and a ∈ A.
As it was proven in [11℄, if the L (R) module struture on A is nitely generated projetive then the
orresponding dual has also a bialgebroid struture.
The total ring of a Hopf algebroid arries eight anonial module strutures over the base ring 
modules of the kind (2.1), (2.7), (2.8) and (2.9). In this situation the standard notation for the tensor
produt of modules, e.g. A ⊗
R
A, would be ambigous. For this reason we put marks on both modules as
in AR ⊗ RA, for example, to indiate the module strutures taking part in the tensor produts.
For oproduts of left bialgebroids we use the Sweedler notation in the form γL(a) = a(1) ⊗ a(2) and
of right bialgebroids γR(a) = a
(1) ⊗ a(2).
The Hopf algebroid introdued in [2℄ has both left and right bialgebroid strutures and an antipode
relating the two
1
:
1
Atually the original denition in [2℄ was formulated in terms of the pair (AL, S) onsisting of a left bialgebroid and an
antipode. It was proven that there exists a right bialgebroid AR together with whih the triple A = (AL,AR, S) satises
the Denition 2.4 below. The right bialgebroid AR is unique up to an irrelevant isomorphism.
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Denition 2.4 The triple A = (AL,AR, S) is a Hopf algebroid if AL = (A,L, sL, tL, γL, πL) is a left
bialgebroid and AR = (A,R, sR, tR, γR, πR) is a right bialgebroid suh that the base rings are related to
eah other via R ≃ Lop and
i) sL(L) = tR(R) tL(L) = sR(R) (2.12)
as subrings of A,
ii) (γL ⊗ idA) ◦ γR = (idA ⊗ γR) ◦ γL
(γR ⊗ idA) ◦ γL = (idA ⊗ γL) ◦ γR (2.13)
as maps A→ AL ⊗ LA
R ⊗ RA and A→ AR ⊗ RAL ⊗ LA, respetively.
The map S : A→ A is a bijetion of additive groups suh that
iii) S(tL(l)atL(l
′)) = sL(l
′)S(a)sL(l) S(tR(r
′)atR(r)) = sR(r)S(a)sR(r
′) (2.14)
for all l, l′ ∈ L, r, r′ ∈ R and a ∈ A. The requirement (2.14) makes the expressions S(a(1))a(2) and
a(1)S(a(2)) meaningful. The axioms
iv) S(a(1))a(2) = sR ◦ πR(a) a
(1)S(a(2)) = sL ◦ πL(a) (2.15)
are required for all a in A.
We emphasize that this notion of Hopf algebroid is dierent from the one introdued in [13℄.
Denition 2.5 A Hopf algebroid homomorphism (AL,AR, S) → (A
′
L,A
′
R, S
′) is a left bialgebroid
homomorphism (Φ, φ) : AL → A
′
L.
Sine it is proven in [2℄ Proposition 4.3 that both (S, πR ◦ sL) and (S
−1, πR ◦ tL) are left bialgebroid
isomorphisms AL → (AR)
op
cop, for a Hopf algebroid homomorphism (Φ, φ) : (AL,AR, S)→ (A
′
L,A
′
R, S
′)
both (S′ ◦ Φ ◦ S−1, π′R ◦ s
′
L ◦ φ ◦ πL ◦ tR) and (S
′−1 ◦ Φ ◦ S, π′R ◦ t
′
L ◦ φ ◦ πL ◦ sR) are right bialgebroid
homomorphisms : AR → A
′
R.
A Hopf algebroid isomorphism is a Hopf algebroid homomorphism (Φ, φ) suh that both maps Φ and
φ are bijetive.
A Hopf algebroid homomorphism (Φ, φ) : (AL,AR, S)→ (A
′
L,A
′
R, S
′) is strit if Φ ◦ S = S′ ◦Φ.
The existene of non-strit isomorphisms of Hopf algebroids is a new feature ompared to (weak) Hopf
algebras.
In the rest of this subsetion letA = (AL,AR, S) be a Hopf algebroid whereAL = (A,L, sL, tL, γL, πL)
is the left bialgebroid and AR = (A,R, sR, tR, γR, πR) is the right bialgebroid underlying A. The left
and right integrals in a Hopf algebroid are introdued as the invariants of the left and right regular
modules, respetively:
Denition 2.6 The left integrals are the elements of the right ideal:
IL(A): = {ℓ ∈ A|aℓ = sL ◦ πL(a)ℓ ∀a ∈ A}.
The right integrals are the elements of the left ideal:
IR(A): = {Υ ∈ A|Υa = ΥsR ◦ πR(a) ∀a ∈ A}.
The following lemma is ited from [2℄ Lemma 5.2 and it will be of importane in the onsiderations of
this paper:
Lemma 2.7 The following haraterizations of right/left integrals are equivalent:
i) Υ ∈ IR(A) / ℓ ∈ IL(A)
ii) Υa = ΥtR ◦ πR(a) / aℓ = tL ◦ πL(a)ℓ for all a ∈ A
iii) S(Υ) ∈ IL(A) / S(ℓ) ∈ IR(A)
iv) S−1(Υ) ∈ IL(A) / S−1(ℓ) ∈ IR(A)
v) Υ(1)a⊗Υ(2) = Υ(1) ⊗Υ(2)S(a)) / ℓ
(1) ⊗ aℓ(2) = S(a)ℓ(1) ⊗ ℓ(2)
as elements of AL ⊗ LA as elements of A
R ⊗ RA for all a ∈ A.
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The left integral ℓ was alled non-degenerate in [2℄ if the maps
ℓR : A
∗ → A φ∗ 7→ φ∗ ⇀ ℓ and
Rℓ :
∗A → A ∗φ 7→ ∗φ ⇁ ℓ
are bijetive. It follows that introduing λ∗: = ℓR
−1(1A) the inverses of the maps ℓR and Rℓ are written
as
ℓR
−1(a) = λ∗ ↼ S(a) Rℓ
−1(a) = λ∗ ◦ S ↽ S−1(a).
Analogously, the right integral Υ is non-degenerate if the maps
LΥ : ∗A → A ∗φ 7→ Υ ↽∗φ and
ΥL : A∗ → A φ∗ 7→ Υ ↼ φ∗
are bijetive. Introduing ∗ρ: = LΥ
−1(1A) the inverses of the maps LΥ and ΥL are written as
LΥ
−1(a) = S(a) ⇁ ∗ρ ΥL
−1(a) = S−1(a) ⇀ (∗ρ ◦ S).
It is proven in [2℄ Theorem 5.5 that the existene of a non-degenerate left integral ℓ in the Hopf algebroid
A implies that all ring extensions sL : L→ A, tL : L
op → A, sR : R→ A and tR : R
op → A are Frobenius
extensions. In partiular the modules LA, AL, A
R
and
RA are nitely generated projetive hene all
rings ∗A, A∗ A
∗
and
∗A arry bialgebroid strutures. The right bialgebroids ∗AR and A∗R and also the
left bialgebroids A∗L and
∗AL were shown to be isomorphi. Furthermore, the left bialgebroid A
∗
L and
the right bialgebroid ∗AR turned out to be anti-isomorphi.
What is more, xing a non-degenerate left integral ℓ in A, one an onstrut an (ℓ-dependent) Hopf
algebroid struture A∗ℓ on the ring A
∗
with two sided non-degenerate integral ℓ−1R (1A).
The Hopf algebroids A∗ℓ and A
∗
ℓ′  orresponding to dierent hoies of the non-degenerate left
integral  are isomorphi but not stritly isomorphi.
Assuming the existene of a two sided (i.e. both left and right) non-degenerate integral i 2 , the Hopf
algebroid A∗i an be interpreted as the dual Hopf algebroid of A in the following sense:
Theorem 2.8 [2℄ Let A be a Hopf algebroid with two sided non-degenerate integral i. Then the following
data dene a Hopf algebroid A∗i: The left bialgebroid over the base R and the right bialgebroid over the
base L on the ring A∗ given by
s∗L(r)(a) = rπR(a) s
∗
R(l)(a) = πR(sL(l)a)
t∗L(r)(a) = πR(sR(r)a) t
∗
R(l)(a) = λ
∗(S(itL(l))a)
γ∗L(φ
∗) = φ∗ ↼ i(1) ⊗ iR
−1(i(2)) γ∗R(φ
∗) = φ∗ ↼ S2(i(2))⊗ iR
−1(i(1))
π∗L(φ
∗) = φ∗(1A) π
∗
R(φ
∗) = πL ◦ sR ◦ (λ
∗φ∗)(i)
where λ∗ = iR
−1(1A), and the antipode S
∗ ≡ iR
−1 ◦ S ◦ iR : A
∗ → A∗. By iterating the onstrution the
seond dual Hopf algebroid (A∗i)
∗
i
−1
R
(1A)
is stritly isomorphi to A.
The above Theorem 2.8 is a variant of [2℄ Theorem 5.17.
3 Hopf algebroid symmetry of abstrat D2 Frobenius extensions
3.1 Some harmoni analysis
We adopt a graphial notation for biategories using planar diagrams similar to that has been used
e.g. by Yetter for sovereign monoidal ategories in [32℄. The only dierene is that now also the planar
regions arry labels, the objets of the biategory. As an experiment, we will also employ a notation
for the oherene isomorphisms at the prie of introduing some metrial information into the diagrams
whih, of ourse, destroys the topologial nature of 2-ategorial diagrams.
2
For a two sided integral i the non-degeneray as a left and as a right integral are equivalent.
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Let (C, s0, t0, s1, t1, ◦,×, l, r, a) be a biategory. We use the following graphial rules. For a 1-ell a
we draw a vertial line. The area right to the line is labelled by the soure 0-ell s0(a) and the area
left to the line by the target t0(a). For the 2-ell x we draw a box with upper `leg' its soure s1(x)
and lower `leg' the target t1(x). The vertial omposition x ◦ y is represented by a piture in whih x
is plaed under y. The horizontal omposition x × y is represented by a piture in whih x is plaed
left to y. Sine the horizontal omposition is not stritly assoiative we take are about the horizontal
distanes between two lines or boxes. The suessive braketing is represented by growing distanes.
For the oherene natural isomorphisms we use the graphial notation
,,
PSfrag replaements
aa,b,c = la = ra =
t0(a) s0(a)a a ab c
where the dashed line emphasizes that we have a 0-ell here.
Let ι be a Frobenius 1-morphism of C  that is suppose that ι has a two sided dual ι¯. The Frobenius
property means the existene of 2-morphisms
evR ∈ C
2(ι× ι¯, t0(ι)) coevR ∈ C
2(s0(ι), ι¯ × ι)
evL ∈ C
2(ι¯ × ι, s0(ι)) coevR ∈ C
2(t0(ι), ι × ι¯) (3.1)
satisfying the relations
rι ◦ (ι× evL) ◦ aι,ι¯,ι ◦ (coevL × ι) ◦ l
−1
ι = ι
lι¯ ◦ (evL × ι¯) ◦ a
−1
ι¯,ι,ι¯ ◦ (ι¯× coevL) ◦ r
−1
ι¯ = ι¯
lι ◦ (evR × ι) ◦ a
−1
ι,ι¯,ι ◦ (ι× coevR) ◦ r
−1
ι = ι
rι¯ ◦ (ι¯× evR) ◦ aι¯,ι,ι¯ ◦ (coevR × ι¯) ◦ l
−1
ι¯ = ι¯. (3.2)
In the graphial notation we draw a vertial line direted downwards for ι, upwards for ι¯ and
=R
coev
=L
coevev ev= =R L
In this language the relations (3.2) read as
= = = =
It follows from oherene that the meanderings of the lines as well as the dashed lines may be
forgotten if equality of two 2-ells is to be proven graphially.
From now on we assume that the biategory C is enrihed over Ab, i.e., the hom sets are Abelian
groups, written additively, and both the vertial and the horizontal ompositions are group homomor-
phisms. In this situation both isomorphi additive groups A: = C2(ι × ι¯, ι × ι¯) and B: = C2(ι¯ × ι, ι¯ × ι)
arry two ring strutures. The multipliation in A: = (A, ◦) and B: = (B, ◦) is given by the vertial
8
omposition ◦ of C while Aˆ: = (A, ∗) and Bˆ: = (B, ∗) an be dened  by xing the 2-morphisms (3.1) 
as
a1 ∗ a2 = (rι × ι¯) ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ a
−1
ι×ι¯,ι,ι¯ ◦ (a1 × a2) ◦
◦ aι×ι¯,ι,ι¯ ◦ (a
−1
ι,ι¯,ι × ι¯) ◦ [(ι× coevR)× ι¯] ◦ (r
−1
ι × ι¯) (3.3)
b1 ∗ b2 = (ι¯× lι) ◦ [ι¯× (evR × ι)] ◦ (ι¯× a
−1
ι,ι¯,ι) ◦ aι¯,ι,ι¯×ι ◦ (b1 × b2) ◦
◦ a−1ι¯,ι,ι¯×ι ◦ (ι¯× aι,ι¯,ι) ◦ [ι¯× (coevL × ι)] ◦ (ι¯× l
−1
ι ). (3.4)
In the graphial language
PSfrag replaements
a1 ∗ a2 = a1 a2
b1 ∗ b2 =
b1
b2
PSfrag replaements
a1 ∗ a2 =
a1
a2
b1 ∗ b2 = b1 b2
By oherene Aˆ and Bˆ are assoiative with units iA: = coevL◦evR and iB: = coevR◦evL, respetively.
This way we have four assoiative unital rings A, B, Aˆ and Bˆ. We laim that A is isomorphi to Bˆ and
B is isomorphi to Aˆ. Let us dene the Fourier transformations
F : A → B a 7→ rι¯×ι ◦ [(ι¯× ι)× evL] ◦ aι¯×ι,ι¯,ι ◦ (a
−1
ι¯,ι,ι¯ × ι) ◦ [(ι¯× a)× ι] ◦
(aι¯,ι,ι¯ × ι) ◦ a
−1
ι¯×ι,ι¯,ι ◦ [coevR × (ι¯× ι)] ◦ l
−1
ι¯×ι
F˙ : A → B a 7→ lι¯×ι ◦ [evL × (ι¯× ι)] ◦ a
−1
ι¯,ι,ι¯×ι ◦ (ι¯× aι,ι¯,ι) ◦ [ι¯× (a× ι)] ◦
(ι¯× a−1ι,ι¯,ι) ◦ aι¯,ι,ι¯×ι ◦ [(ι¯× ι)× coevR] ◦ r
−1
ι¯×ι (3.5)
In piture:
PSfrag replaements
aa
PSfrag replaements
a a
Both F and F˙ are bijetions with inverses
F−1 : B → A b 7→ lι×ι¯ ◦ [evR × (ι× ι¯)] ◦ a
−1
ι,ι¯,ι×ι¯ ◦ (ι× aι¯,ι,ι¯) ◦ [ι× (b × ι¯)] ◦
(ι× a−1ι¯,ι,ι¯) ◦ aι,ι¯,ι×ι¯ ◦ [(ι× ι¯)]× coevL] ◦ r
−1
ι×ι¯
F˙−1 : B → A b 7→ rι×ι¯ ◦ [(ι× ι¯)× evR] ◦ aι×ι¯,ι,ι¯ ◦ (a
−1
ι,ι¯,ι × ι¯) ◦ [(ι× b)× ι¯] ◦
(aι,ι¯,ι × ι¯) ◦ a
−1
ι×ι¯,ι,ι¯ ◦ [coevL × (ι× ι¯)] ◦ l
−1
ι×ι¯ (3.6)
They relate the produts ◦ and ∗ as follows:
F(a1 ◦ a2) = F(a2) ∗ F(a1)
F˙(a1 ◦ a2) = F˙(a1) ∗ F˙(a2)
F(a1 ∗ a2) = F(a1) ◦ F(a2)
F˙(a1 ∗ a2) = F˙(a2) ◦ F˙(a1). (3.7)
The equations (3.7) imply that the dierenes of the Fourier transformations give ring anti-automorphisms
SA: = F˙
−1 ◦ F : Aop → A and SB: = F ◦ F˙
−1 : Bop → B. (3.8)
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They are to be the antipodes in the ase when ι satises the D2 ondition disussed in the next subsetion.
Let us investigate some bimodule map properties of the maps SA and SB. Both additive groups A
and B arry four ommuting ations of the anti-isomorphi rings L: = C2(ι, ι) and R: = C2(ι¯, ι¯)  given
by `omposition on the four legs'. That is we have the ring isomorphisms
µ : L → Rop l 7→ lι¯ ◦ (evL × ι¯) ◦ [(ι¯× l)× ι¯] ◦ a
−1
ι¯,ι,ι¯ ◦ (ι¯ × coevL) ◦ r
−1
ι¯
ν : L → Rop l 7→ rι¯ ◦ (ι¯ × evR) ◦ [ι¯× (l × ι¯)] ◦ aι¯,ι,ι¯ ◦ (coevR × ι¯) ◦ l
−1
ι¯ (3.9)
whih read in the graphial language as
PSfrag replaements
µ(l) = ν(l) = ll
With the help of the maps µ and ν we an dene the bimodules LAL and
RAR as follows:
l · a = (l × ι¯) ◦ a a · l = (ι× µ(l)) ◦ a
a · r = a ◦ (ι× r) r · a = a ◦ (ν−1(r) × ι¯). (3.10)
Sine
F(l · a) = (ι¯ × l) ◦ F(a) F(a · l) = F(a) ◦ (ι¯× l)
F(a · r) = F(a) ◦ (r × ι) F(r · a) = (r × ι) ◦ F(a) (3.11)
and
F˙(l · a) = F˙(a) ◦ (µ(l)× ι) F˙(a · l) = (µ(l)× ι) ◦ F˙(a)
F˙(a · r) = (ι¯× ν−1(r)) ◦ F˙(a) F˙(r · a) = F˙(a) ◦ (ι¯× ν−1(r)) (3.12)
the map SA is ompatible with the bimodule strutures (3.10) that is it is a twisted bimodule map [2℄
LAL →
RAR and also RAR → LAL:
SA(l · a · l
′) = ν(l′) · a · ν(l) SA(r · a · r
′) = µ−1(r′) · a · µ−1(r). (3.13)
3.2 The depth 2 ase
The notion of depth 2 or shortly D2 property in the ontext of biategories was introdued in [25℄
3
:
Let C be an Ab-enrihed biategory losed under diret sums of 1-morphisms and possessing zero 1-
morphisms for any pair of objets. Suh biategories will be alled additive. Let ι be a 1-morphism
in C possessing a left dual ι¯. Then ι is said to satisfy the left D2 ondition if (ι × ι¯) × ι is a diret
summand in a nite diret sum of ι's. In this ase  under the additional assumption that s0(ι) is a
diret summand in ι¯× ι, whih an be relaxed  it was proven in [25℄ that for suh a 1-morphism ι the
ring A = (C2(ι× ι¯, ι× ι¯), ◦) has a anonial left bialgebroid struture over the base L = C2(ι, ι).
It is lear that if (ι¯× ι)× ι¯ is a diret summand in a nite diret sum of ι¯'s (right D2 ondition) then
the ring B: = (C2(ι¯× ι, ι¯× ι), ◦) has a right bialgebroid struture.
In the sequel we will see that if ι is a D2 Frobenius 1-morphism
then so is ι¯. In this ase the rings A = (C2(ι × ι¯, ι × ι¯), ◦) and B = (C2(ι¯ × ι, ι¯ × ι), ◦) arry left as
well as right bialgebroid strutures suh that together with the antipodes SA and SB in (3.8) they are
dual Hopf algebroids in the sense of [2℄.
Throughout the subsetion let (C, s0, t0, s1, t1, ◦,×, l, r, a) be an additive biategory. Let ι be a
Frobenius 1-morphism in C. In this ase one an reformulate the D2 ondition as follows:
3
Reall that the terminology of [25℄ is somewhat dierent from the later publiations. The ondition that was alled
D2 property in [25℄ we all left D2 property, as it is explaned in the Introdution.
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Proposition 3.1 The ι satises the left D2 ondition if and only if there exists an element
∑
i yi⊗xi ∈
AL ⊗ LA suh that
(yi × ι) ◦ a
−1
ι,ι¯,ι ◦ (ι× coevR) ◦ (ι × evL) ◦ aι,ι¯,ι ◦ (xi ⊗ ι) = (ι× ι¯)× ι (3.14)
where AL is the right L module dened as a · l: = a ◦ (l × ι¯). In the graphial notation (3.14) reads as
=
PSfrag replaements
xi
yi
The element
∑
i yi ⊗ xi ∈ A
L ⊗ LA is alled a D2 quasi-basis for ι.
Proof: The property that (ι× ι¯)× ι is a diret summand in a nite diret sum of ι's means the existene
of nite sets of 2-ells
{βi}i=1...n ⊂ C
2((ι× ι¯)× ι, ι)
{β′i}i=1...n ⊂ C
2(ι, (ι× ι¯)× ι) (3.15)
satisfying
∑
i β
′
i◦βi = (ι× ι¯)×ι. By the Frobenius property of ι this is further equivalent to the existene
of the sets
{xi: = (βi × ι¯) ◦ a
−1
ι×ι¯,ι,ι¯ ◦ [(ι× ι¯)× coevL] ◦ r
−1
ι×ι¯}i=1...n ⊂ C
2(ι× ι¯, ι× ι¯)
{ yi: = rι×ι¯ ◦ [(ι× ι¯)× evR] ◦ aι×ι¯,ι,ι¯ ◦ (β
′
i × ι¯) }i=1...n ⊂ C
2(ι× ι¯, ι× ι¯) (3.16)
PSfrag replaements
xi =
yi =
βi
β ′i
PSfrag replaements
xi =
yi =
βi
β ′i
satisfying (3.14).
If
∑
i yi ⊗ xi is a D2 quasi-basis for ι then
∑
i F ◦ F˙
−1 ◦ F(xi)⊗ F(yi) ∈ B
R ⊗
R RB  where RB is
the left R-module dened as r · b: = (r× ι) ◦ b and BR is the right R-module b · r = b ◦ (r× ι)  is easily
heked to be a D2 quasi-basis for ι¯. Sine, owing to the Frobenius property of ι, the right D2 ondition
on ι oinides with the left D2 ondition on ι¯ we onlude that ι is D2 if and only if it is left D2 and if
and only if ι¯ is D2.
From now on let ι be a D2 Frobenius 1-morphism in C with D2 quasi-basis yi ⊗ xi. We omit the
summation symbol for summing over the D2 quasi-basis. The next Proposition shows that yi ⊗ xi is
really a quasi-basis in the sense of [33℄:
Proposition 3.2 The map
sAL : L→ A l 7→ l × ι¯ (3.17)
is a Frobenius extension.
Proof: We onstrut the Frobenius map
φL : A→ L a 7→ rι ◦ (ι× evL) ◦ aι,ι¯,ι ◦ (a× ι) ◦ a
−1
ι,ι¯,ι ◦ (ι× coevR) ◦ r
−1
ι (3.18)
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φL(a) = a
and show that it has the quasi basis yi ⊗ xi. Making use of the oherene axioms in C and the relations
(3.2) and (3.14) we have
sAL ◦ φL(a ◦ yi) ◦ xi = (rι × ι¯) ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ [(a× ι) × ι¯] ◦ [(yi × ι)× ι¯] ◦ (a
−1
ι,ι¯,ι × ι¯) ◦
[(ι× coevR)× ι¯] ◦ (r
−1
ι × ι¯) ◦ xi =
= (rι × ι¯) ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ [(a× ι) × ι¯] ◦ [(yi × ι)× ι¯] ◦ (a
−1
ι,ι¯,ι × ι¯) ◦
[(ι× coevR)× ι¯] ◦ (r
−1
ι × ι¯) ◦ (ι× lι¯) ◦ [ι× (evL × ι¯)] ◦ (ι× a
−1
ι¯,ι,ι¯) ◦
[ι× (ι¯× coevL)] ◦ (ι× r
−1
ι¯ ) ◦ xi =
= (rι × ι¯) ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ [(a× ι) × ι¯] ◦ [(yi × ι)× ι¯] ◦ (a
−1
ι,ι¯,ι × ι¯) ◦
[(ι× coevR)× ι¯] ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ [(xi × ι)× ι¯] ◦ a
−1
ι×ι¯,ι,ι¯ ◦
[(ι× ι¯)× coevL] ◦ r
−1
ι×ι¯ = a.
Analogously,
PSfrag replaements
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L ◦ φL(xi ◦ a) =
a
xi
yi
=
PSfrag replaements
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A
L ◦ φL(xi ◦ a) =
a
xi
yi
==
PSfrag replaements
yi ◦ s
A
L ◦ φL(xi ◦ a) =
a
a
xi
yi
=
The following lemma ollets some useful properties of the quasi-basis yi ⊗ xi:
Lemma 3.3 For any elements a, a1, a2, a3 in A the following hold true:
i) a ◦ yi ⊗ xi = yi ⊗ xi ◦ a as elements of A
L ⊗ LA (3.19)
ii) yi ⊗ xi ∗ a = yi ∗ SA(a)⊗ xi as elements of A
L ⊗ LA (3.20)
iii) a1 ∗ (a2 ◦ a3) = [(a1 ◦ yi) ∗ a2] ◦ (xi ∗ a3) as elements of A. (3.21)
Proof: The part i) is a standard onsequene of Proposition 3.2.
In order to prove the part ii) use the identity φL(a1 ◦ (a2 ∗ SA(a3))) = φL((a1 ∗ a3) ◦ a2)  following
from (3.2) and the oherene axioms in C  holding true for any a1, a2, a3 ∈ A and Proposition 3.2 to
show that in AL ⊗ LA we have
yi ⊗ xi ∗ a = yi ⊗ sAL ◦ φL((xi ∗ a) ◦ yj) ◦ xj = yi ◦ s
A
L ◦ φL((xi ∗ a) ◦ yj)⊗ xj =
= yi ◦ sAL ◦ φL(xi ◦ (yj ∗ SA(a)))⊗ xj = yj ∗ SA(a)⊗ xj .
The part iii) is heked by diret alulation making use of the denition (3.3), the quasi-basis
property (3.14) and the oherene axioms in C.
We are ready to onstrut the various ingredients of the Hopf algebroid struture on A. In addition
to the map sAL in (3.17)  that is going to be the soure map of the left bialgebroid struture  with the
help of the map µ in (3.9) introdue the map that is going to be the target map as
tAL : L
op → A l 7→ ι× µ(l). (3.22)
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It is obviously a ring homomorphism. The relations (3.2) imply that the element iA = coevL ◦ evR ∈ A
satises
sAL ◦ φL(a ◦ iA) ◦ iA = a ◦ iA = t
A
L ◦ φL(a ◦ iA) ◦ iA (3.23)
for any element a in A and for the map φL introdued in (3.18).
Dening the ring homomorphisms that are to be the soure and target maps of the right bialgebroid
struture on A as
sAR : R→ A r 7→ ι× r (3.24)
tAR : R
op → A r 7→ ν−1(r) × ι¯ (3.25)
and the maps that are going to be the ounits as
πAL : A→ L a 7→ φL(a ◦ iA)
πAR : A→ R a 7→ ν ◦ φL(S
−1
A (a) ◦ iA) (3.26)
we an prove
Lemma 3.4 The maps πAL and π
A
R together with the maps (3.17), (3.22) and (3.24-3.25) satisfy
i) (a ◦ iA) ∗ 1A = sAL ◦ π
A
L(a)
ii) 1A ∗ (a ◦ iA) = tAL ◦ π
A
L(a)
iii) 1A ∗ (iA ◦ a) = sAR ◦ π
A
R(a)
iv) (iA ◦ a) ∗ 1A = tAR ◦ π
A
R(a)
for all a ∈ A.
Proof: Using (3.18) and (3.2) one omputes that
πAL(a) = φL(a ◦ iA) = rι ◦ (ι× evL) ◦ aι,ι¯,ι ◦ [(a ◦ coevL ◦ evR)× ι] ◦ a
−1
ι,ι¯,ι ◦ (ι× coevR) ◦ r
−1
ι =
= rι ◦ (ι × evL) ◦ aι,ι¯,ι ◦ [(a ◦ coevL)× ι] ◦ l
−1
ι (3.27)
PSfrag replaements
apiAL(a) =
Then i) follows by
(a ◦ iA) ∗ 1A = (rι × ι¯) ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ a
−1
ι×ι¯,ι,ι¯ ◦ [(a ◦ coevL ◦ evR)× (ι× ι¯)] ◦ aι×ι¯,ι,ι¯ ◦
(a−1ι,ι¯,ι × ι¯) ◦ [(ι× coevR)× ι¯] ◦ (r
−1
ι × ι¯) =
= (rι × ι¯) ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ [((a ◦ coevL ◦ evR)× ι)× ι¯] ◦ (a
−1
ι,ι¯,ι × ι¯) ◦
[(ι× coevR)× ι¯] ◦ (r
−1
ι × ι¯) =
= (rι × ι¯) ◦ [(ι× evL)× ι¯] ◦ (aι,ι¯,ι × ι¯) ◦ [((a ◦ coevL)× ι)× ι¯] ◦ (l
−1
ι × ι¯) =
= πAL(a)× ι¯ = s
A
L ◦ π
A
L(a).
Analogously, ii) follows by
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PSfrag replaements
a
=1A ∗ (a ◦ iA) =
= tAL ◦ pi
A
L(a)
PSfrag replaements
a
=
1A ∗ (a ◦ iA) =
= tAL ◦ pi
A
L(a)
The identities iii) and iv) are proven analogously using
πAR(a) = rι¯ ◦ (ι¯ × evR) ◦ (ι¯× a) ◦ aι¯,ι,ι¯ ◦ (coevR × ι¯) ◦ l
−1
ι¯ (3.28)
PSfrag replaements
apiAR(a) =
In the following theorem we give the expliit form of the bialgebroid strutures on the ring A the
existene of whih follows by Theorem 3.5 in [25℄:
Theorem 3.5 The ring A arries a left bialgebroid struture AL over the base L and a right bialgebroid
struture AR over R with the strutural maps
sAL(l) = l× ι¯ t
A
L(l) = ι× µ(l)
γAL (a) = a ∗ S
−1
A (yi)⊗ xi = S
−1
A (yi)⊗ xi ∗ a π
A
L(a) = φL(a ◦ iA)
sAR(r) = ι× r t
A
R(r) = ν
−1(r) × ι¯
γAR(a) = a ∗ SA(xi)⊗ yi = SA(xi)⊗ yi ∗ a π
A
R(a) = ν ◦ φL(S
−1
A (a) ◦ iA).
(3.29)
Proof: The equality of the two forms of γAL given in (3.29) follows from (3.20) and the fat that by
(3.7) we have SA(a1 ∗ a2) = SA(a2) ∗ SA(a1).
Sine
(sAL(l) ◦ a1) ∗ a2 = s
A
L(l) ◦ (a1 ∗ a2) and a1 ∗ (t
A
L(l) ◦ a2) = t
A
L(l) ◦ (a1 ∗ a2) (3.30)
the γAL is an L-L bimodule map. The left L-module map property of π
A
L follows from the left L-module
property of φL. Its right L-module map property follows by the use of the identity evL ◦ (µ(l) × ι) =
evL ◦ (ι¯× l) and the relations (3.2):
πAL(t
A
L(l) ◦ a) = φL(t
A
L(l) ◦ a ◦ iA) =
= rι ◦ (ι × evL) ◦ aι,ι¯,ι ◦ [(ι× ι¯)× l] ◦ (a× ι) ◦ (coevL × ι) ◦ l
−1
ι =
= rι ◦ (ι × evL) ◦ aι,ι¯,ι ◦ (a× ι) ◦ (coevL × ι) ◦ l
−1
ι ◦ l = π
A
L(a) ◦ l.
The oassoiativity of γAL follows by using both forms of it:
(γAL ⊗ idA) ◦ γ
A
L (a) = S
−1
A (yj)⊗ xj ∗ a ∗ S
−1
A (yi)⊗ xi = (idA ⊗ γ
A
L ) ◦ γ
A
L (a).
The relations (3.11-3.12) imply that SA ◦ tAL(l) = s
A
L(l). Sine by Proposition 3.2 and (3.23) we have
yi ◦ sAL ◦ π
A
L(xi) = iA = s
A
L ◦ π
A
L ◦ S
−1
A (yi) ◦ xi and iA is the unit for Aˆ, the π
A
L is the ounit for γ
A
L .
Using (3.19) we have the identity in AL ⊗ LA for any a ∈ A and l ∈ L:
a(1) ◦ t
A
L(l)⊗ a(2) = S
−1
A (yi) ◦ t
A
L(l)⊗ xi ∗ a = S
−1
A (yi)⊗ (xi ◦ s
A
L(l)) ∗ a =
= S−1A (yi)⊗ (xi ∗ a) ◦ s
A
L(l) = a(1) ⊗ a(2) ◦ s
A
L(l).
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Sine a ∗ 1A = sAL ◦ φL(a) for all a ∈ A, also
γAL (1A) = S
−1
A (yi)⊗ xi ∗ 1A = S
−1
A (yi)⊗ s
A
L ◦ φL(xi) = t
A
L ◦ φL(xi) ◦ S
−1
A (yi)⊗ 1A = 1A ⊗ 1A.
It follows from (3.21) that
γAL (a1)γ
A
L (a2) = S
−1
A (yi) ◦ S
−1
A (yj)⊗ (xi ∗ a1) ◦ (xj ∗ a2) =
= S−1A (yk ◦ s
A
L ◦ φL(xk ◦ yj ◦ yi))⊗ (xi ∗ a1) ◦ (xj ∗ a2) =
= S−1A (yk)⊗ s
A
L ◦ φL(xk ◦ yj ◦ yi) ◦ (xi ∗ a1) ◦ (xj ∗ a2) =
= S−1A (yk)⊗ [(xk ◦ yj) ∗ a1] ◦ (xj ∗ a2) = S
−1
A (yk)⊗ xk ∗ (a1 ◦ a2) = γ
A
L (a1 ◦ a2).
Finally, using (3.23) we have
πAL(a1◦s
A
L ◦π
A
L(a2)) = φL(a1◦s
A
L ◦φL(a2◦iA)◦iA) = φL(a1◦a2◦iA) = π
A
L(a1◦a2) = π
A
L(a1◦t
A
L ◦π
A
L(a2)).
This nishes the proof of the statement that AL = (A,L, sAL, t
A
L, γ
A
L , π
A
L) is a left bialgebroid.
In order to prove that AR = (A,R, sAR, t
A
R, γ
A
R, π
A
R) is a right bialgebroid observe that (SA, ν) is a left
bialgebroid isomorphism AL → (AR)
op
cop i. e.
SA ◦ sAL = s
A
R ◦ ν SA ◦ t
A
L = t
A
R ◦ ν
SA⊗LA ◦ γ
A
L = γ
A
R ◦ SA ν ◦ π
A
L = π
A
R ◦ SA
where the map SA⊗LA : AL ⊗ LA→ A
R ⊗ RA is dened as a1 ⊗ a2 7→ SA(a2)⊗ SA(a1) and ν : L→ R
op
has been introdued in (3.9).
Theorem 3.6 The left and right bialgebroid strutures (3.29) on the ring A and the map SA in (3.8)
form a Hopf algebroid A.
Proof: It is obvious from (3.17), (3.22) and (3.24-3.25) that
sAL(L) = t
A
R(R) t
A
L(L) = s
A
R(R)
as subrings of A.
Using the expliit forms (3.29) of the oproduts γAL and γ
A
R we have
(γAL ⊗ idA) ◦ γ
A
R(a) = S
−1
A (yj)⊗ xj ∗ a ∗ SA(xi)⊗ yi = (idA ⊗ γ
A
R) ◦ γ
A
L (a)
(γAR ⊗ idA) ◦ γ
A
L (a) = SA(xj)⊗ yj ∗ a ∗ S
−1
A (yi)⊗ xi = (idA ⊗ γ
A
L ) ◦ γ
A
R(a).
The map SA is bijetive by the bijetivity of the maps F and F˙ . It is anti-multipliative by (3.7) and
(3.11-3.12) imply SA ◦ tAL = s
A
L and SA ◦ t
A
R = s
A
R. Hene
SA(tAL(l) ◦ a ◦ t
A
L(l
′)) = sAL(l
′) ◦ SA(a) ◦ sAL(l) SA(t
A
R(r) ◦ a ◦ t
A
R(r
′)) = sAR(r
′) ◦ SA(a) ◦ sAR(r).
By (3.21), the iii) and the ii) of Lemma 3.4 also
SA(a(1)) ◦ a(2) = yi ◦ (xi ∗ a) = 1A ∗ (iA ◦ a) = s
A
R ◦ π
A
R(a)
a(1) ◦ SA(a
(2)) = SA ((yi ∗ a) ◦ xi) = SA (1A ∗ (a ◦ iA)) = SA ◦ tAL ◦ π
A
L(a) = s
A
L ◦ π
A
L(a).
Theorem 3.6 above generalizes the result proven in the Proposition 6.19 in [14℄. There ι is assumed to
be a nite index and irreduible D2 Frobenius 1-morphism in a semisimple k-linear biategory. Then
the endomorphism rings A of ι× ι¯ and B of ι¯× ι are equipped with dual nite dimensional semisimple
and osemisimple Hopf algebra strutures.
Interhanging the roles of the 1-morphisms ι and ι¯, Theorem 3.6 implies that also the ring B arries a
Hopf algebroid struture B = (BL,BR, SB). The left bialgebroid BL has R as the base and the strutural
maps
sBL(r) = r × ι t
B
L(r) = ι¯× ν
−1(r)
γBL (b) = b ∗ F(xi)⊗F(yi) ≡ F(xi)⊗F(yi) ∗ b π
B
L (b) = ν ◦ φL ◦ F
−1(b).
(3.31)
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The right bialgebroid BR has L as the base and the strutural maps
sBR(l) = ι¯× l t
B
R(l) = µ(l)× ι
γBR(b) = b ∗ F˙(yi)⊗ F˙(xi) ≡ F˙(yi)⊗ F˙(xi) ∗ b π
B
R(b) = φL ◦ F˙
−1(b).
(3.32)
In the rest of this subsetion we are going to prove that the Hopf algebroid B is stritly isomorphi to
the dual of A.
Lemma 3.7 The four rings ∗A and A∗ in (2.10), A
∗
and
∗A in (2.11) are all isomorphi to B.
Proof: We onstrut the isomorphism
α∗ : B → A∗ b 7→ ν ◦ φL(S
−1
A (−) ◦ F
−1(b)) (3.33)
with inverse
α∗−1 : A∗ → B φ∗ 7→ F (yi ◦ tAR ◦ φ
∗ ◦ SA(xi)) . (3.34)
As a matter of fat
α∗−1 ◦ α∗(b) = F
(
yi ◦ tAR ◦ ν ◦ φL(xi ◦ F
−1(b))
)
= b
α∗ ◦ α∗−1(φ∗) = ν ◦ φL
(
S−1A (−) ◦ yi ◦ t
A
R ◦ φ
∗ ◦ SA(xi)
)
= ν ◦ φL
(
S−1A (−) ◦ yi
)
◦ φ∗ ◦ SA(xi) =
= φ∗ ◦ SA
(
sAL ◦ φL(S
−1
A (−) ◦ yi) ◦ xi
)
= φ∗
(α∗(b1)α
∗(b2)) (a) = ν ◦ φL
(
S−1A [(yi ∗ a) ◦ t
A
R ◦ ν ◦ φL(xi ◦ F
−1(b2))] ◦ F
−1(b1)
)
=
= ν ◦ φL
(
[S−1A (a) ∗ S
−1
A ◦ F
−1(b2)] ◦ F
−1(b1)
)
=
= ν ◦ φL
(
S−1A (a) ◦ [F
−1(b1) ∗ F
−1(b2)]
)
= ν ◦ φL
(
S−1A (a) ◦ F
−1(b1 ◦ b2)]
)
=
= α∗(b1 ◦ b2)(a).
Analogously, one heks that
∗α : B → ∗A b 7→ ν ◦ φL(F
−1(b) ◦ −)
∗α−1 : ∗A → B ∗φ 7→ F (tAR ◦
∗φ(yi) ◦ xi)
∗α : B → ∗A b 7→ φL(− ◦ F˙
−1(b)
∗α
−1 : ∗A → B ∗φ 7→ F˙ (yi ◦ sAL ◦ ∗φ(xi))
α∗ : B → A∗ b 7→ φL(F˙
−1(b) ◦ SA(−))
α∗
−1 : A∗ → B φ∗ 7→ F˙
(
sAL ◦ φ∗ ◦ S
−1
A (yi) ◦ xi
)
dene isomorphisms of rings.
Theorem 3.8 The element iA: = coevL◦evR is a two sided non-degenerate integral in the Hopf algebroid
A.
Proof: The element iA is a left integral by (3.23) and the denition (3.27) of the map πAL . Sine it is
invariant under SA it is also a right integral. It remains to hek non-degeneray. As a matter of fat
α∗(b) ⇀ iA = yi ◦ tAR ◦ ν ◦ φL(xi ◦ F
−1(b)) = F−1(b)
hene the map
(iA)R = F
−1 ◦ α∗−1 (3.35)
is bijetive. Analogously, R(iA) = F˙
−1 ◦ ∗α−1 is bijetive.
Interhanging the roles of the 1-morphisms ι and ι¯, Theorem 3.8 implies that iB = coevR ◦ evL is a
two sided non-degenerate integral in the Hopf algebroid B.
Remark 3.9 With the help of the two sided non-degenerate integral iA = coevL ◦ evR the onvolution
produt (3.3) takes the forms
a1 ∗ a2 = (iA)R
(
(iA)
−1
R (a1)(iA)
−1
R (a2)
)
≡ R(iA)
(
R(iA)
−1
(a2)R(iA)
−1
(a1)
)
≡
= (iA)L
(
(iA)
−1
L (a2)(iA)
−1
L (a1)
)
≡ L(iA)
(
L(iA)
−1
(a1)L(iA)
−1
(a2)
)
(3.36)
where iR : A
R → A, Ri :
RA→ A, Li : LA→ A and iL : AL → A are bijetions of additive groups.
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By Theorems 3.8 and 2.8 there exists a Hopf algebroid struture A∗iA on the ring A
∗
with strutural
maps listed in the Theorem 2.8.
Theorem 3.10 The Hopf algebroid A∗iA is stritly isomorphi to B.
Proof: Let α∗ : B → A∗ be the ring isomorphism (3.33). We laim that (α∗, idR) is a strit
isomorphism of Hopf algebroids B → A∗iA . Use (3.11) and (3.35) to hek that
α∗−1 ◦ s∗L(r) = F (yi ◦ t
A
R[r ◦ π
A
R ◦ SA(xi)]) = F (yi ◦ s
A
L ◦ π
A
L(xi) ◦ t
A
R(r)]) =
= F(iA ◦ tAR(r)) = r × ι = s
B
L(r)
α∗−1 ◦ t∗L(r) = F (yi ◦ t
A
R ◦ π
A
R(s
A
R(r) ◦ SA(xi))) = F (t
A
R(r) ◦ yi ◦ s
A
L ◦ π
A
L(xi)) =
= F (tAR(r) ◦ iA) = ι¯× ν
−1(r) = tBL(r)
(α∗−1 ⊗ α∗−1) ◦ γ∗L ◦ α
∗(b) = α∗−1 (α∗(b) ↼ SA(xi))⊗ α
∗−1 ◦ (iA)
−1
R (yi) =
= F
(
xi ◦ yj ◦ tAR ◦ ν ◦ φL(xj ◦ F
−1(b))
)
⊗F (yi) =
= F
(
xi ◦ F
−1(b)
)
⊗F(yi) = γBL (b)
π∗L ◦ α
∗(b) = α∗(b)(1A) = ν ◦ φL ◦ F
−1(b) = πBL (b)
α∗−1 ◦ S∗ ◦ α∗ = α∗−1 ◦ (iA)
−1
R ◦ SA ◦ (iA)R ◦ α
∗ = F ◦ SA ◦ F
−1 = F ◦ F˙−1 = SB.
Example 3.11 Let N →M be a D2 Frobenius extension of rings. Then the N -M bimodule NMM is
a D2 Frobenius 1-morphism in the additive biategory of bimodules. Applying the above onstrution
we obtain the Hopf algebroid desribed in Setion 3 of [2℄.
3.3 The inverse onstrution
In this subsetion we address the question what Hopf algebroids arise as symmetries of abstrat D2
Frobenius extensions in the way explaned in Subsetion 3.2. By Theorem 3.8 the existene of a two
sided non-degenerate integral is a neessary ondition. The main result of this subsetion states that it
is also suient.
Throughout this subsetion let H = (HL,HR, S) be a Hopf algebroid with a non-degenerate right
integral i. We use the notation HL = (H,L, sL, tL, γL, πL) and HR = (H,R, sR, tR, γR, πR) . In
what follows we assoiate a biategory and a D2 Frobenius 1-morphism of it to the pair (H, i). The
onstrution is built on the generalization of the result in [31℄ desribed in the Appendix. We arrive to
the statement that if i is a two sided non-degenerate integral then the Hopf algebroid symmetry of the
D2 Frobenius 1-morphism onstruted is isomorphi to H.
Reall that for a right bialgebroid HR the right regular H-module HH is the objet part of a
omonoid. That is the triple (HH , γR, πR) is a omonoid in the monoidal ategory MH . Now we laim
that for a Hopf algebroid H possessing a non-degenerate right integral the HH has more struture then
just being a omonoid. The following proposition generalizes the result of [14℄ on Hopf algebras:
Proposition 3.12 Let H be a Hopf algebroid with a non-derenerate right integral i. Dene the onvo-
lution produt on the additive group H underlying the ring H as
h1 ∗ h2 = Li(Li
−1(h1)Li
−1(h2)) (3.37)
and the map
η : R→ H r 7→ isR(r) ≡ itR(r). (3.38)
Then (HH , ∗, η, γR, πR) is a Frobenius algebra in the ategory MH .
Proof: Let ∗ρ: = Li
−1(1H). We use the notation γL(h) = h(1) ⊗ h(2) and γR(h) = h
(1) ⊗ h(2) for
h ∈ H . Using the Hopf algebroid identity h ↽ Li
−1(k) = k ↼ iL
−1(h) for all h, k ∈ H  see [2℄ Lemma
5.11  the onvolution produt (3.37) has the equivalent forms
h ∗ k = h ↽ Li
−1(k) ≡ tL ◦ ∗ρ
(
h(2)S(k)
)
h(1) =
= k ↼ iL
−1(h) ≡ sL ◦ ∗ρ
(
hS(k(1))
)
k(2). (3.39)
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First we show that (HH , ∗, η) is a monoid inMH . Both ∗ and η areH-module maps as for all h, k, k
′ ∈ H
and r ∈ R we have
kh(1) ∗ k′h(2) = tL ◦ ∗ρ
(
k(2)h
(1)
(2)S(k
′h(2))
)
k(1)h
(1)
(1) = tL ◦ ∗ρ
(
k(2)sL ◦ πL(h(2))S(k
′)
)
k(1)h(1) =
= tL ◦ ∗ρ
(
k(2)S(k
′)
)
k(1)h = (k ∗ k
′)h
η ◦ πR (sR(r)h) = isR ◦ πR (sR(r)h) = isR(r)h = η(r)h.
Using (3.39), the onvolution produt ∗ an be seen to be assoiative: for h, k, l ∈ H we have
(h ∗ k) ∗ l = tL ◦ ∗ρ
(
k(3)S(l)
)
sL ◦ ∗ρ
(
hS(k(1))
)
k(2) = h ∗ (k ∗ l).
As i is the unit for the ring (H, ∗), the map η is the unit for ∗:
h ∗ η(r) = h ∗ (isR(r)) = (h ∗ i)sR(r) = hsR(r) = rH(h⊗ r)
η(r) ∗ h = (itR(r)) ∗ h = (i ∗ h)tR(r) = htR(r) = lH(r ⊗ h).
The ompatibility of the monoid (HH , ∗, η) and the omonoid (HH , γR, πR) follows by
γR(h ∗ k) = γR(h ↽ Li
−1(k)) = h(1) ⊗ h(2) ↽ Li
−1(k) = h(1) ⊗ h(2) ∗ k
= γR(k ↼ iL
−1(h)) = k(1) ↼ iL
−1(h)⊗ k(2) = h ∗ k(1) ⊗ k(2).
It is obvious from (3.39) that also
γL(h ∗ k) = h(1) ⊗ h(2) ∗ k = h ∗ k(1) ⊗ k(2). (3.40)
Let BIM(MH) denote the additive biategory of internal bimodules in the monoidal ategoryMH
of right H-modules. (For the denition of the biategory of internal bimodules see the Appendix.)
Denote the trivial monoid orresponding to the monoidal unit RH ofMH by U = (RH , lR = rR, R) and
the monoid (3.37-3.38) by Q = (HH , ∗, η). Then by Proposition 4.1 the X : = (HH , lH , ∗) is an internal
U-Q bimodule and X : = (HH , ∗, rH) is an internal Q-U bimodule in MH . Furthermore, X is the two
sided dual of X in BIM(MH).
Proposition 3.13 The Frobenius 1-morphism X of the biategory BIM(MH) satises the D2 ondi-
tion.
Proof: The 1-morphism X ⊗
Q
X of BIM(MH) is the internal U-U bimodule (HH , lH , rH). Introdue
the left multipliation map
Λ : H →M1H(HH , HH) ≡ BIM(MH)
2(X ⊗
Q
X ,X ⊗
Q
X ) Λ(h)k: = hk. (3.41)
We onstrut the D2 quasi-basis
Λ
(
S(i(1))
)
⊗ Λ
(
i(2)
)
. (3.42)
Using the expliit forms of the oherene isomorphisms
lX (r ⊗ h) = htR(r) lX (h⊗ k) = h ∗ k
rX (h⊗ k) = h ∗ k rX (h⊗ r) = hsR(r)
a
X ,X ,X
(h⊗ k ⊗ l) = h⊗ k ⊗ l a
X ,X ,X
(h⊗ k ⊗ l) = h⊗ k ⊗ l
(3.43)
for r ∈ R, h, k, l ∈ H and the 2-morphisms (4.45) and (4.46) one heks that
(Λ
(
S(i(1))
)
⊗
U
X ) ◦ γR ◦ ∗ ◦ (Λ
(
i(2)
)
⊗
U
X )(h⊗ k) =
= S(i(1))[(i(2)h) ∗ k]
(1) ⊗ [(i(2)h) ∗ k]
(2) =
= hS(i(1))i(2)
(1) ⊗ i(2)
(2) ∗ k = hsR ◦ πR(i
(1))⊗ i(2) ∗ k =
= h⊗ (i(2) ∗ k)tR ◦ πR(i
(1)) = h⊗ k
whih is the D2 quasi-basis property (3.14).
Proposition 3.13 together with Theorem 3.6 implies that the ring A: = BIM(MH)
2(X ⊗
Q
X ,X ⊗
Q
X )
arries a Hopf algebriod struture A.
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Theorem 3.14 If the non-degenerate right integral i used to dene the onvolution produt (3.37) is
invariant under the antipode then the Hopf algebroid A is isomorphi to H.
Remark 3.15 The non-degenerate right integral is also a left integral if and only if it is invariant under
SA. The if part follows from iii) of Lemma 2.7, and the only if part follows by
S−1A (i) = i ↽ (i ⇁ ∗ρ) = tL ◦ ∗ρ(i(2)i)i(1) = tL ◦ ∗ρ(sL ◦ πL(i(2))i)i(1) = tL ◦ ∗ρ(i)tL ◦ πL(i(2))i(1) = i.
Proof of the Theorem: The total ring of the Hopf algebroid A is
A: = BIM(MH)
2(X ⊗
Q
X ,X ⊗
Q
X ) ≡M1H(HH , HH) ≃ H
via the ring isomorphism dened by the left multipliation map Λ : H → A as in (3.41).
The base ring of the left bialgebroid underlying A is LA = BIM(MH)
2(X ,X ) that is
LA = {κ ∈ M1H(HH , HH) | κ(h1 ∗ h2) = κ(h1) ∗ h2 ∀h1, h2 ∈ H } ≃ L
via the ring isomorphism Λ ◦ sL : L→ L
A
.
We laim that (Λ : H → A,Λ ◦ sL : L→ L
A) is a strit isomorphism of Hopf algebroids. Denote the
onvolution produt (3.37) by ∗ and the one in (3.3) by ∗A. Also write S for the antipode in H and SA
for the one in A. Substituting the 2-morphisms (3.43), (4.45) (4.46) we obtain for all h, k,m ∈ H the
identities
SA ◦ Λ(h)(m) = i
(1)sR ◦ πR
(
(hi(2)) ∗m
)
= Λ(S(h))(m)
[Λ(h) ∗A Λ(k)] (m) = hm
(1) ∗ km(2) = Λ(h ∗ k)(m), (3.44)
where in the seond step of the rst line we used the left integral property of i. The identities (3.44)
imply
γAL ◦ Λ(h) = Λ(h) ∗A S
−1
A ◦ Λ(S(i(1)))⊗ Λ(i(2)) = Λ(h ∗ i(1))⊗ Λ(i(2)) = (Λ ⊗ Λ) ◦ γL(h).
Computing the value of µA introdued in (3.9) on the element Λ◦sL(l) of L
A
, we have µA(Λ◦sL(l))(h) =
tL(l)h for all h ∈ H , hene
sAL ◦ Λ ◦ sL(l) = Λ ◦ sL(l)
tAL ◦ Λ ◦ sL(l) = µA ◦ Λ ◦ sL(l) = Λ ◦ tL(l).
Finally, for h, k ∈ H
[πAL ◦ Λ(h)] (k) = hi ∗ k = [Λ ◦ sL ◦ πL(h)] (k).
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4 Appendix: The biategory of internal bimodules
Let (M,⊗, U, l, r, a) be a monoidal ategory with oequalizers s.t. the monoidal produt preserves the
oequalizers. Then there is a biategory BIM(M) of internal bimodules onstruted as follows.
The 0-morphisms are the monoids in M, the 1-morphisms with soure N and target M the M -N
bimodules in M and the 2-morphisms the bimodule maps in M. The vertial omposition is given by
the omposition in M. The horizontal omposition is the tensor produt of bimodules dened with the
help of a oequalizer.
Let R = (R,mR, ηR), S = (S,mS , ηS) and T = (T,mT , ηT ) be monoids, (M,λM , ρM ) an R-S and
(N, λN , ρN ) an S-T -bimodule inM. As an objet inM theM ⊗S N be the objet part of the oequalizer
(τM,N ,M ⊗S N):
PSfrag replaements
M ⊗ (S ⊗N) M ⊗N M ⊗
S
N
(ρM ⊗N) ◦ a
−1
M,S,N
M ⊗ λN
τM,N
The objet M ⊗
S
N an be equipped with an R-T bimodule struture using the universal property
of the oequalizer:
PSfrag replaements
R ⊗ (M ⊗ (S ⊗N)) R⊗ (M ⊗N) R⊗ (M ⊗
S
N)
M ⊗
S
N
R⊗ (ρM ⊗N) ◦ a
−1
M,S,N
R⊗ (M ⊗ λN )
R⊗ τM,N
τM,N ◦ (λM ⊗N) ◦ a
−1
R,M,N
λ
M⊗
S
N
PSfrag replaements
R ⊗ (M ⊗ (S ⊗N))
R⊗ (M ⊗N)
R⊗ (M ⊗
S
N)
M ⊗
S
N
R⊗ (ρM ⊗N) ◦ a
−1
M,S,N
R⊗ (M ⊗ λN )
R⊗ τM,N
τM,N ◦ (λM ⊗N) ◦ a
−1
R,M,N
λ
M⊗
S
N
(M ⊗ (S ⊗N))⊗ T (M ⊗N)⊗ T (M ⊗
S
N)⊗ T
M ⊗
S
N
(ρM ⊗N) ◦ a
−1
M,S,N ⊗ T
(M ⊗ λN )⊗ T
τM,N ⊗ T
τM,N ◦ (M ⊗ ρN ) ◦ aM,N,T
ρ
M⊗
S
N
One heks that (M ⊗
S
N, λ
M⊗
S
N
, ρ
M⊗
S
N
) is an R-T bimodule in M.
For the 2-morphisms p : M → M ′ and q : N → N ′ the S-module produt p ⊗
S
q is onstruted also
using the universality of the oequalizer:
PSfrag replaements
M ⊗ (S ⊗N) M ⊗N M ⊗
S
N
M ′ ⊗
S
N ′
(ρM ⊗N) ◦ a
−1
M,S,N
M ⊗ λN
τM,N
τM ′,N ′ ◦ (p⊗ q)
p ⊗
S
q
It is straightforward to hek that
⊗
S
is funtorial in both arguments and that the hosen oequalizer
τM,N beomes a natural transformation from ⊗ to ⊗S .
The oherene natural isomorphisms a, l and r are onstruted also using the universality of the
oequalizer:
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PSfrag replaements
M ⊗ (S ⊗ S) M ⊗ S M ⊗
S
S
M
(ρM ⊗ S) ◦ a
−1
M,S,S
M ⊗mS
τM,S
ρM
rM
PSfrag replaements
M ⊗ (S ⊗ S)
M ⊗ S
M ⊗
S
S
M
(ρM ⊗ S) ◦ a
−1
M,S,S
M ⊗mS
τM,S
ρM
rM
S ⊗ (S ⊗N) S ⊗N S ⊗
S
N
N
(mS ⊗N) ◦ a
−1
S,S,N
S ⊗ λN
τS,N
λN
lN
PSfrag replaements
(((M ⊗ S)⊗N)⊗ T )⊗Q (M ⊗N)⊗Q
(M ⊗
S
N) ⊗
T
Q
M ⊗
S
(N ⊗
T
Q)
((M ⊗ ρN )⊗Q) ◦ (aM,N,T ⊗Q) ◦ (((ρM ⊗N)⊗ T )⊗Q)
((M ⊗N)⊗ λQ) ◦ aM⊗N,T,Q ◦ (((M ⊗ λN )⊗ T )⊗Q) ◦ ((aM,N,S ⊗ T )⊗Q)
τ
M⊗
S
N,Q
◦ (τM,N ⊗Q)
τ
M,N⊗
T
Q
◦ (M ⊗ τN,Q)) ◦ aM,N,Q
aM,N,Q
One heks that all rM , lN and aM,N,Q are iso's, they are natural and satisfy the oherene axioms.
This nishes the onstrution of the biategory BIM(M). If the monoidal ategoryM is additive then
so is the biategory BIM(M).
Proposition 4.1 Let (M,⊗, U, l, r, a) be a monoidal ategory with oequalizers s.t. the monoidal prod-
ut preserves the oequalizers. Then
i) U = (U, lU = rU , U) is a monoid in M
ii) For any objet X of M the UXU = (X, lX , rX) is an U-U bimodule in M. Any morphism of M is
an U-U bimodule map. The tensor produt over U in BIM(M) oinides with the monoidal produt of
M.
iii) For a monoid Q = (Q,m, η) in M the
a) QQQ = (Q,m,m) is a Q-Q bimodule in M
b) UQQ = (Q, lQ,m) is a U-Q bimodule in M
) QQU = (Q,m, rQ) is a Q-U bimodule in M
d) The 1-morphism QQU is the left dual of UQQ in the biategory BIM(M)
iv) For a Frobenius algebra (Q, δ, ǫ) in M the 1-morphism QQU is the two sided dual of UQQ in the
biategory BIM(M).
The part iv) is a generalization of Yamagami's analogous result [31℄ where the same laim is proven
under the additional assumption of split separability of the Frobenius algebra (Q, δ, ǫ).
Proof: The only non-trivial part of the statement is d) of iii) and iv). In order to prove d) of iii) we
onstrut the 2-morphisms
BIM(M)2(QQU ⊗U UQQ,QQQ) ∋ evL : = m
BIM(M)2(UUU , UQQ ⊗Q QQU ) ∋ coevL : = t
−1 ◦ η (4.45)
where t is the 2-morphism r
QQQ
= l
QQQ
regarded as a 2-morphism in BIM(M)(UQQ ⊗Q QQU , UQU ).
The evL = m is a Q-Q bimodule map by the assoiativity of m.
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By the unit property of η the rst two relations in (3.2) hold true.
Similarly, iv) follows by the existene of 2-morphisms
BIM(M)2(UQQ ⊗Q QQU , UUU) ∋ evR : = ε ◦ t
BIM(M)2(QQQ,QQU ⊗U UQQ) ∋ coevR : = δ. (4.46)
The coevR = δ is a Q-Q bimodule map by the Frobenius algebra property. By the ounit property of ε
the last two relations in (3.2) hold true.
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