Abstract-This paper presents a novel filled function approach for a general non-smooth box constrained global optimization problem. The idea of the filled function approach is that by utilizing a transforming function constructed at the given local minimizer of the objective function, the original problem could escape from the current local minimizer and identify an improved one. The proposed filled function contains two parameters, which can be readily adjusted at each iteration. The properties of the filled function are discussed, and a corresponding filled function algorithm is designed. Numerical experiments on several testing problems are implemented, and the preliminary computational results are also reported.
I. INTRODUCTION
A variety of transforming function approaches have been developed to solve box constrained smooth global optimization problem (P): min ( ), x X f x  where X is a box set. By applying any local search procedure to the proposed transforming function, the original problem is allowed to leave from one local minimizer and to identify a better one. This kind of methods include TRUST, the filled function method and the tunnelling method. In this paper, we focus on the filled function method. The filled function method was proposed initially by Ge [1] for continuous smooth global optimization problem ( ).
P The idea behind the filled functions is to construct an auxiliary function that allows us to escape from a given local minimum * . x The filled function method contains two phases. In phases 1, the problem ( ) P searches for one of its local minimizer by using any extant local minimization procedure. When the phase 1 finished, the filled function method switches to phase 2. Phase 2 constructs a filled function and then minimize it to obtain an initial point for phase 1. The aforementioned process is repeated until the original problem could never find its better minimizer. Later, the filled function was reconsidered by [2, 3, 4, 5] . Note that all the above mentioned filled functions require the objective function to be smooth. In practice, however, the smoothness assumption is not always satisfied. In this paper, we extend the filled function method to include non-smooth case and construct a new filled function. The new filled function contains two parameters which can be easily adjusted at each iteration.
This paper is organized as follows: In Section 2, we make some assumptions on our problem and give the definition of filled function. In Section 3, we construct a novel filled function and discuss its properties. In Section 4, we state our algorithm based on the proposed filled function. In Section 5, we make a numerical test. Last, in Section 6, we give our conclusion.
II. ASSUMPTIONS AND DEFINITION
In this section, we first make some assumptions on the objective function and then define a filled function for nonsmooth global optimization.
To introduce the concept of a filled function approach for non-smooth global optimization, we need the following assumptions: The main tool used in the non-smooth filled function method is Clark generalized gradient. For the details about the Clark generalized gradient and its properties, the readers may refer to the literature [8] .
Definition. A function * ( , ) P x x is called a filled function of ( ) f x at a local minimizer * , x if it has the following properties:
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III. A NEW FILLED FUNCTION AND ITS PROPERTIES
In this section, we will present a filled function. Let ( ) t  be a function which has the following properties: (0) 0
be a function which meets the conditions below: 
( 1 ) 
By the properties of both ( ) t  and ( ), The function value of the k th initial point.
* ( ):
k f x The function value of the k th local minimizer.
VI. CONCLUSIONS
This paper developed a computational method based on a new filled function for both non-smooth and smooth box constrained global optimization. The proposed filled function contains two parameters which can be easily adjusted at each iteration. Moreover, we make a numerical test. From our numerical studies, we observe that the proposed filled function approach is promising. 
