Abstract-A dual neural network is presented for the real-time joint torque optimization of kinematically redundant manipulators, which corresponds to global kinetic energy minimization of robot mechanisms. Compared to other computational strategies on inverse kinematics, the dual network is developed at the acceleration level to resolve redundancy of limited-joint-range manipulators. The dual network has a simple architecture with only one layer of neurons and is proved to be globally exponentially convergent to optimal solutions. The dual neural network is simulated with the PUMA 560 robot arm to demonstrate effectiveness.
torque minimization is balanced against the solution of joint velocity minimization through a weighting factor. Unfortunately, a systematic and efficient procedure to select the damping gain or the weighting factor was not found and such damping/balancing schemes (via trial and error) entails extra computation. Nedungadi and Kazerounian [6] presented an approach that locally minimizes joint torque weighted by the inverse of inertia matrix, which corresponds to global kinetic energy minimization, and the local solutions are thus optimal and internally stable.
In recent years, neural network approaches have been developed for the redundancy resolution of robot manipulators [2] , [13] [14] [15] [16] . In particular, Ding and Tso [14] incorporated the Tank-Hopfield neural network into the NS algorithm for a redundancy solution which locally minimizes joint torques in the Chebyshev sense. Tang and Wang [10] , [15] proposed two neural networks, namely, the Lagrangian network and the primal-dual network, to explicitly minimize the joint torque weighted by inertia inverse via torque-based formulation.
Among the aforementioned torque-minimization computational strategies (including the modified NS, pseudoinverse numerical algorithms, and the neural network-based schemes), it is always assumed implicitly that there exists no joint limit when solving such inverse kinematic problems. However, joint limits are physical constraints of the work space of a robot and they do exist for all kinds of robot. If a solution exceeds the mechanical joint rotation limits, the desired path becomes impossible to follow and the solution is then inapplicable.
To reduce scheme complexity and increase computational efficiency, Xia and Wang [16] proposed a dual neural network capable of solving equality-constrained optimization problems and then applied to the inverse kinematics problem at the velocity level. In this correspondence, as an extension of [16] , our aim is to extend the dual neural network model to solve equality and bound-constrained optimization problems and then apply it to minimize the joint torque instantaneously at the acceleration level with joint limits considered. The proposed dual neural network model is simulated on the limited-joint-range 6-DOF PUMA 560 robot arm with effectiveness shown.
II. PROBLEM FORMULATION
Consider a forward kinematics equation
where r 2 R m position and orientation vector of the end-effector in the Cartesian space; 2 R n joint variable vector (m < n in redundant manipulators);
f (1) continuous nonlinear mapping function with a known structure and parameters for a given manipulator. Differentiating (1) with respect to time gives the linear relation between the Cartesian velocity _ r and joint velocity _ _ r = J() _
where J() 2 R m2n is the Jacobian matrix defined as J() = @f ()=@. Differentiating (2) with respect to time yields the relation between the joint acceleration and Cartesian acceleration r 
Different from other reports on torque optimization, (7) resolves redundancy at acceleration level and simultaneously takes into account the feature of joint limit avoidance. In the next section, our attention will focus on the conversion of (7) to a time-varying quadratic programming problem in terms of and then the development of a general dual neural network model for solving the problem.
III. A DUAL NEURAL NETWORK
Before developing a dual neural network, the limited-joint-range [ 0 ; + ] in (7) has to be converted to some kind of dynamically-updated bound constraints on joint acceleration variables. The proposed effective conversion scheme is to replace 0 (t) + with 0 (t) (t) + (t) (8) Now, the real-time torque minimization problem (7) for joint-constrained redundant manipulators can be reformulated as the following time-varying quadratic program: At any time instant, the above problems may be viewed as parametric optimization problems. Now we consider the equivalent formulation for the optimal solution to (9) . By the Karush-Kuhn-Tucker condition [17] , we know that is a solution to (9) which is equivalent to the system of piecewise equations J E = P(J E 0 u) [18] [19] [20] , where the projection operator P(u) = [P 1 (u 1 ); . . . ; P m+n (u m+n )] T is illustrated in Fig (11) which gives rise to the proposed dual neural network for solving (9) with the following dynamics:
where J H := J E H 01 and c 2 R is a strictly positive capacitive parameter to scale the convergence rate of the proposed network. The dynamic equation described in (12) shows that the dual neural network, even with the extra n joint bound constrained torque minimization problem, is composed of only one layer of m + n neurons and without any multiplier, penalty parameter, or high-order terms. Compared to the dual neural network approach for solving (7), the Lagrange neural network or the prime-dual neural network [10] , [13] [14] [15] has more complicated dynamics and structure in terms of high-order terms and the number of neurons/layers. In comparison, the dual neural network proposed in [16] handles equality constraint only and solve inverse kinematics problem at velocity level without considering any joint limits.
IV. THEORETICAL RESULTS
In this section, we prove the global convergence of the proposed dual neural network (12) for torque minimization of redundant manipulators.
Some related definitions and a lemma are first presented. A neural network is said to be globally convergent if, starting from any initial point taken in a given domain of the whole associated Euclidean space, every trajectory of the corresponding dynamic system converges to an equilibrium point that depends on the initial state of the trajectory. Furthermore, the system is said to be globally exponentially convergent if every trajectory starting from any initial point x(t 0 ) in a given domain satisfies kx(t)0x 3 k kx(t 0 )0 x 3 k exp(0(t 0t 0 )); 8t t 0 0 where and are strictly positive constant; x 3 is an equilibrium point depending on initial states,; and k 1 k denotes hereafter the Euclidean norm of a vector or the Frobenius norm of a matrix. The following projection property is often used in optimization literature [16] , [18] , [21] .
Lemma 1: Assume that the set R m is a closed convex set, then the following two inequalities hold: 3 ) satisfies the Lagrangian optimality condition (including the Karush-Kuhn-Tucker complementary condition) and thus is an optimal solution to the original minimization problem (9) .
At u 3 , we have the following inequality property [16] , [20] :
which can be obtained by discussing the following three cases: where > 0 and is proportional to the reciprocal of capacitive parameter c. Thus, we have V (u(t)) = O(exp(0(t 0 t 0 ))), 8t t 0 and hence ku(t) 0 u 3 k = O(exp(0(t 0 t 0 )=2)), 8t t 0 , which completes the exponential convergence of the proposed dual neural network (12) .
Since the exponential convergence rate =2 is proportional to 1=c, we can expedite the convergence of dual neural network (12) sufficiently quickly by decreasing c and assume that the associated manipulator matrices J(), H(), and r d are time-varying in a time scale sufficiently slower than that of (12) . Specifically, starting from any t1 2 [0; t f ] and within some small time interval 1t, the maximal variation of (J; H; r d ) is sufficiently small, while the proposed dual neural network (12) has been asymptotically convergent to the corresponding theoretical solution u 3 with a sufficiently small relative error; that is, for t 2 [t 1 ; t 1 +1t], 9 > 0, ku(t)0u 3 k exp(0t=2) and thus 
As shown in Fig. 2 , for the finite-time path-following task, the worst case of k (t) 0 3 From the previous results of position error estimation, we know that the error can be made smaller by decreasing the design parameter c to expedite the convergence of neural network (12); whereas, although a smaller value of t f makes the position error decrease faster, it may cause large joint acceleration or velocity. The ensuing simulation results will verify the soundness of the proposed error estimation.
V. SIMULATION RESULTS BASED ON PUMA 560 ROBOT
The Unimation PUMA 560 robot arm has six joints [24] . When both the Cartesian position and orientation are considered, the PUMA 560 arm is not a redundant robot. However, if we consider only the positioning of the end-point of its attached tool, the PUMA 560 arm, as shown in Fig. 3 , becomes a redundant manipulator and the associated Jacobian matrix J() 2 R 326 . Table I shows the Denavit and Hartenberg parameters of the system with joint limits 6 expressed in radians. 
A. Circular Paths
In this subsection, by applying the proposed dual network model (12) to the PUMA 560 robot arm with the capacitive parameter c = 10 06 , we discuss the torque minimization problem of redundant manipulators when its end-effector tracks circular paths. The first desired motion of the end-effector is a circle of radius r = 10 cm with the revolute angle about the x axis =6. The task time of the motion is 10 s and the initial joint variables (0) = [0; 0; 0; 0; 0; 0] T . Figs. 4(a) and 5 illustrate the simulated motion of the PUMA 560 manipulator in the three-dimensional (3-D) workspace and its projection trajectories onto the xy, yz, and xz planes, which is sufficiently close to the desired one. As shown in Fig. 6 , the maximal Cartesian position and acceleration tracking errors at the tool tip of PUMA 560 robot arm are less than 0.09 mm and 0.021 mm/s 2 , respectively, where e x , e y , and e z denote, respectively, the x-, y-, and z-axis components of position error with respect to the base frame and similarly ex, ey, and ez denote acceleration error components. Figs. 7(a) and 8 show the transient behaviors of the dual neural network and the robot: joint rotations (t) in radians, joint torques (t) in Newton 1 meters, dual decision variables u(t) in Newton 1 meters.
Another circular simulation, for comparison, has been conducted with the same specifications except for the desired radius r = 20 cm, which is shown in Figs. 4(b) and 7(b) , and the maximal position error is less than 0.13 mm. Similar to the human arm motion trajectories, for a smaller radius circular motion [e.g., in Fig. 4(a) ], the base and shoulder joints rotate with less amplitude to reduce power consumption, while the elbow and wrist joints rotate as far as needed to perform the tracking task. However, for a bigger radius circular motion [e.g., in Fig. 4(b) ], the base and shoulder joints are also required to rotate with sufficiently large amplitude, since only the elbow and wrist rotation is not enough to perform such a desired path.
Incidentally, the solution vectors (t) of joint rotation variables depicted in Fig. 7 never exceed any joint boundary 6 and thus are feasible, which demonstrates the capability of the proposed dual neural network model (12) for online optimization of joint torques by exploiting the extra DOF for redundant manipulators.
B. Straight Lines
Such a practical problem of avoiding joint limits arises when planning a straight-line Cartesian path starting/ending with zero velocity (the angles between the desired line and xy, yz, zx-planes are all =4 and the end-point motion length is 30 cm). The first simulated results of using the proposed dual neural network (12) but ignoring joint limits are illustrated in Fig. 9(d Table I joint limits considered ( = 20, = 0:9), dual network (12) is simulated to control PUMA 560 for the path-following torque minimization task. Fig. 9(a) 4 and the ratio can be tuned larger to expedite the escaping from such a critical area. Clearly, due to the inertia, the original fourth-joint movement continues until the velocity changes its sign at t = 7:73 s and then leaves the critical area at t = 8:13 s, which accomplishes the avoidance of joint limits effectively. Moreover, as seen from Fig. 11 , the path-following task has been completed satisfactorily, with the maximal position and acceleration errors less than 0.127 mm and 0.124 mm/s 2 , respectively.
It is worth mentioning that, as shown in the subplots of Fig. 9 , when the intensity coefficient increases, the robot leaves the associated critical area (also known as the buffering area of a joint limit) within a shorter time. However, more actuator power might be consumed to provide the deceleration of larger magnitude. Thus, from the viewpoint of torque minimization, a smaller value of is preferable, and as a tradeoff, a larger critical area has to be prescribed [e.g., = 0:8 when selecting = 2:0 as in Fig. 9(c) ]. In summary, performance of the presented examples demonstrates the effectiveness of the proposed dual neural network model (12) on the path-following and torque minimization task of redundant manipulators with limited joint ranges.
VI. CONCLUDING REMARKS
The one-layer dual neural network model provides a new parallel distributed computational approach to real-time torque minimization of limited-joint-range redundant manipulators in real-time. Compared with other studies on torque optimization, the proposed formulation resolves redundancy at the acceleration level and simultaneously considers the joint limit avoidance. Different from other recurrent neural network approaches, the proposed dual neural network is developed for avoiding robot joint limits during the path-following torque optimization task. Future works include the neural network implementation on a dedicated hardware such as ASIC, and then experimental verifications on different manipulators.
