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Abstract
In this thesis, an efficient procedure to compute electronic excitation spectra of molecular sys-
tems is presented, focusing particularly on the computation of electronic circular dichroism
(ECD) spectra. ECD spectroscopy is commonly used to distinguish between the two enan-
tiomers of a chiral compound. Due to a strong sensitivity to the three-dimensional structure,
reliable simulation of ECD spectra of solvated molecules by quantum chemical methods requires
the knowledge of the relevant conformers along with the corresponding ECD signals (i.e., the
individual transition intensities and energies) and Boltzmann populations.
The latter point can be addressed by an established thermochemical protocol. It combines
electronic energies computed in gas phase by dispersion-corrected density functional theory
(DFT-D) with nuclear ro-vibrational and solvation contributions to yield the free energies in
solution. This model is applied to study the association of two intermolecular frustrated Lewis
pairs (FLPs). Though this case study does not aim at computing an ECD spectrum, it provides
insight on whether such a scheme could also be suited to rank conformers in solution. Compar-
ison to high-level reference methods and partially available experimental data suggests that the
largest uncertainty can be attributed to the implicit solvation model. The errors for different
dimer arrangements, however, appear to be within the order of 1 kcal mol−1, which is encourag-
ing for the pursued computation of conformer free energies. In combination with a quadruple-ζ
basis set, hybrid DFT-D methods like the PW6B95-D3 are almost converged with respect to a
complete basis and provide satisfactory results for the electronic energy contribution. Hence,
they are recommended choices for the final electronic structure level to rank different conformers
in routine calculations.
The major part of this thesis deals with the development and application of cost-efficient
excited state methods. The current state-of-the-art to compute ECD spectra for systems with
roughly 100 atoms is the time-dependent density functional theory (TD-DFT) approach. Based
on the latter, the simplified TD-DFT (sTD-DFT) method is developed. The excited state treat-
ment is accelerated by at least three orders of magnitude, resulting from semiempirically ap-
proximated two-electron integrals and a significant reduction of the involved matrix dimensions.
The introduced approximations are in line with the ones in the previously presented simplified
Tamm-Dancoff approximated TD-DFT (sTDA-DFT). It is shown that the sTD-DFT and the
sTDA-DFT approaches provide roughly the same accuracy for vertical excitation energies, as
well as absorption and ECD spectra, as their parental schemes, i.e., TD-DFT and Tamm-Dancoff
approximated TD-DFT (TDA-DFT), respectively. Thus, sTD-DFT is an efficient approach that
is suitable for the computation of ECD spectra.
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Abstract
Furthermore, sTD-DFT calculations conducted on “snapshots” from molecular dynamics
(MD) simulations offer an appealing way to effectively incorporate vibronic effects without a
quantum mechanical (QM) treatment of the nuclei. Such a treatment is exemplified for [16]he-
licene (102 atoms) and a di-substituted derivative (164 atoms).
While the feasibility of applying sTDA-DFT to very large systems is demonstrated for two
palladium(II) metallosupramolecular spheres (822 and 1644 atoms, respectively), it is also shown
that this method produces ECD spectra of incorrect sign in the origin-independent dipole veloc-
ity formalism for extended pi-systems. This behavior is due to the Tamm-Dancoff approximation
(TDA) and, therefore, it is also present in TDA-DFT and the related configuration interaction
singles (CIS) approach. Based on the insights obtained from this study, the A+B/2 correction is
developed, which corrects the (simplified) TDA eigenvectors affording origin-independent dipole
velocity ECD spectra of roughly (s)TD-DFT quality, while retaining the lower computational
cost of the (s)TDA excited state treatment. Combination with a newly developed, purpose-
specific extended tight-binding procedure for the ground state yields the ultra-fast sTDA-xTB
approach. Due to different adjustments of the atomic orbital basis and the tight-binding Hamil-
tonian, the method is on a par with TDA-PBE0/def2-SV(P) for vertical excitation energies. The
entire computation of an ECD spectrum (< 9 eV) for [16]helicene is finished in 10 s with sTDA-
xTB, while the analogous calculation with sTD-BHLYP/def2-SV(P) takes more than one hour.
Along with the availability of the required parameters for most elements of the periodic table,
the extremely low computational cost of this newly developed method allows routine calculation
of spectra for large systems (with roughly 1000 atoms), even if many different conformers need
to be considered.
The last part of this thesis reports on another purpose-specific extended tight-binding scheme,
GFN-xTB, which provides molecular geometries, harmonic vibrational frequencies, and non-
covalent interaction energies with comparable or better accuracy than existing semiempirical
methods. Since parameters are available for all elements with Z ≤ 86, the method offers great
potential to sample the conformational space of almost arbitrary molecules with up to a few
hundred atoms. In combination with the ultra-fast sTDA-xTB approach, ECD spectra can
be computed in an almost “black box” manner, e.g., by computing spectra on MD snapshots.
Together with the established thermochemistry protocol mentioned above, the newly developed
architecture sets the stage for a fully automatic multi-level ECD procedure to be developed in
the near future.
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Zusammenfassung
Diese Dissertation stellt einen effizienten Ansatz zur Berechnung von elektronischen Anregungs-
spektren molekularer Systeme vor, wobei der besondere Fokus auf der Berechnung von elek-
tronischen Circulardichroismus-(ECD-)Spektren liegt. Die ECD-Spektroskopie wird typischer-
weise verwendet, um zwischen den beiden Enantiomeren einer chiralen Verbindung zu unter-
scheiden. Aufgrund der hohen Sensibilita¨t fu¨r die ra¨umliche Struktur des Moleku¨ls wird zur
zuverla¨ssigen Simulation von ECD-Spektren die Kenntnis der relevanten Konformere inklusive
ihrer Boltzmann-Populationen und der jeweiligen ECD-Signale (d.h. deren energetische Lage
und Intensita¨ten) beno¨tigt.
Die Populationen ko¨nnen mithilfe eines literaturbekannten Thermochemieprotokolls unter
Verwendung der dispersionskorrigierten Dichtefunktionaltheorie (DFT-D) na¨herungsweise berech-
net werden. In der vorliegenden Arbeit wird dieses Modell verwendet, um die Komplexbildung
von zwei intermolekularen frustrierten Lewispaaren (FLPs) zu untersuchen. Obwohl diese Fall-
studie keine Berechnung eines ECD-Spektrums zum Ziel hat, geben die gewonnenen Erkenntnisse
durchaus Aufschluss daru¨ber, ob sich der gewa¨hlte Ansatz auch dazu eignet, die Populationen
verschiedener Konformere zu bestimmen. Der Vergleich mit hochwertigen Vergleichsrechnungen
auf der einen und mit zum Teil verfu¨gbaren experimentellen Daten auf der anderen Seite legt
nahe, dass der gro¨ßte Unsicherheitsfaktor in den Solvatationsbeitra¨gen vorliegt, welche mithilfe
eines impliziten Lo¨sungsmittelmodells bestimmt werden. Allerdings liegen deren gescha¨tzte
Fehler fu¨r unterschiedliche ra¨umliche Anordnungen des Komplexes, d.h. bei einer gleichbleiben-
den Systemgro¨ße von ca. 50–100 Atomen, lediglich bei etwa 1 kcal mol−1. Fu¨r die Berechnung
von freien konformellen Enthalpien ist mit a¨hnlich großen Fehlern zu rechnen. Kombiniert mit
Quadruple-ζ-Basissa¨tzen weisen Hybrid-DFT-Methoden bereits nahezu konvergierte elektroni-
sche Energien auf und ko¨nnen bei gleichzeitiger Verwendung einer Dispersionskorrektur relativ
genaue Gasphasenenergiebeitra¨ge (so z.B. PW6B95-D3) zu den freien Enthalpien in Lo¨sung
beitragen.
Der Großteil dieser Dissertation bescha¨ftigt sich mit der Entwicklung und Anwendung von
kosteneffizienten Methoden zur Berechnung angeregter Zusta¨nde. Die gegenwa¨rtig am ha¨ufig-
sten verwendete Methode zur Berechnung von ECD-Spektren ist die zeitabha¨ngige Dichtefunk-
tionaltheorie (TD-DFT). Von dieser ausgehend wird die vereinfachte TD-DFT Methode (sTD-
DFT) entwickelt. Aufgrund der semiempirischen Na¨herung der Zweielektronenintegrale und der
deutlichen Reduzierung der relevanten Matrixdimensionen wird die Berechnung der angeregten
Zusta¨nde um mindestens drei Gro¨ßenordnungen beschleunigt. Diese Na¨herungen sind konsistent
zu jenen, die bereits in dem vereinfachten Tamm-Dancoff-gena¨herten TD-DFT (sTDA-DFT)
xv
Zusammenfassung
Ansatz eigefu¨hrt wurden.
Im Vergleich zu den Ausgangsmethoden, also TD-DFT und seiner Tamm-Dancoff-Na¨herung
(TDA-DFT), ist weder eine signifikante Beeintra¨chtigung der senkrechten Anregungsenergien
noch eine Verschlechterung der Absorptions- und ECD-Intensita¨ten bemerkbar. Insbesondere die
sTD-DFT Methode eignet sich zur effizienten und zuverla¨ssigen Berechnung von ECD-Spektren.
Die Effizienz der sTD-DFT Methode ermo¨glicht unter anderem die Berechnung von Spektren auf
Nichtminimumsstrukturen, die aus einer Molekulardynamik-(MD)-Simulation stammen. Somit
ko¨nnen vibronische Effekte na¨herungsweise erfasst werden, ohne dass ein quantenmechanischer
(QM) Ansatz fu¨r die Kerne verwendet werden muss. Exemplarisch wird dieses Verfahren fu¨r
das [16]Helicen (102 Atome) und einem disubstituierten Derivat (164 Atome) angewandt.
Die Anwendbarkeit der sTDA-DFT Methode auf sehr große Systeme wird am Beispiel von zwei
Palladium(II)-metallosupramolekularen Komplexen (822 und 1644 Atome) verdeutlicht, doch
zeigt eine weitere Studie, dass Tamm-Dancoff-gena¨herte (TDA) Methoden fu¨r die ECD Spek-
tren von ausgedehnten, delokalisierten pi-Systemen im Impulsformalismus das falsche Vorzeichen
liefern. Gleiches gilt fu¨r den verwandten Konfigurationswechselwirkungs-Ansatz mit Einfachan-
regungen (CIS). Basierend auf den Erkenntnissen dieser Studie ist es gelungen, die sogenannte
A+B/2-Na¨herung zu entwickeln, welche die entsprechenden Fehler in den TDA Eigenvektoren
behebt, ohne die Kosten der Methode sichtlich zu erho¨hen. Durch die Kombination des so
korrigierten vereinfachten TDA-Ansatzes mit einer speziell optimierten semiempirischen Tight-
Binding-Methode fu¨r den Grundzustand wird die a¨ußerst schnelle sTDA-xTB-Methode erhalten.
Aufgrund verschiedener Modifikationen der Atomorbitalbasis und des Tight-Binding-Potentials
erreicht diese Methode eine a¨hnliche Genauigkeit fu¨r senkrechte Anregungsenergien wie z.B.
eine DFT-basierende Rechnung auf TDA-PBE0/def2-SV(P) Niveau. Die beachtliche Effizienz
der Methode wird im Vergleich zum bereits effizienten sTD-BHLYP/def2-SV(P) Ansatz fu¨r das
[16]Helicen (alle Anregungen bis 9 eV) deutlich: Wa¨hrend letzterer Ansatz etwas mehr als eine
Stunde Rechenzeit beno¨tigt, ist das ECD-Spektrum mit sTDA-xTB bereits nach 10 s verfu¨gbar.
Da die Parametrisierung nahezu das gesamte Periodensystem abdeckt, werden Standardrech-
nungen von Spektren großer Systeme (mit ca. 1000 Atomen) ermo¨glicht, selbst wenn mehrere
Konformere beru¨cksichtigt werden.
Im letzten Teil der Arbeit wird eine weitere spezialisierte Tight-Binding-Methode vorgestellt
(GFN-xTB), die wiederum auf die Berechnung von Geometrien, harmonischen Frequenzen und
nichtkovalenten Wechselwirkungen ausgelegt ist und hierfu¨r bessere Ergebnisse liefert als ver-
gleichbare semiempirische Methoden. Die Verfu¨gbarkeit von Parametern fu¨r alle Elemente mit
Z ≤ 86 ermo¨glicht das Absuchen des konformellen Raums fu¨r unterschiedliche Systeme mit
wenigen hundert Atomen. Zusammen mit sTDA-xTB sind in ku¨rzester Zeit Berechnungen von
Sprektren z.B. entlang von MD-Trajektorien mo¨glich. Vereint mit den bereits existierenden
Thermochemieprotokollen sind somit die ersten Voraussetzungen fu¨r eine vo¨llig automatische
Prozedur zur Berechnung von ECD-Spektren geschaffen worden.
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Part I.
Introduction and Theoretical
Background
1

1. Introduction
The main purpose of theoretical models in chemistry is to rationalize experimental findings,1–3
i.e., to explain the reactivity or spectroscopic properties of compounds. Quantum mechanical
(QM) models are often employed to complement experimental studies but can also provide
predictive power and guide experimental work.1,3–7 Along with the availability of more powerful
computers,8 the development of efficient methods has established computational chemistry as a
fundamental part of chemistry.
Knowledge about the three-dimensional structure of molecular compounds remains an im-
portant task, since the geometry is directly linked to the chemical and physical properties of
the respective system.9 Experimentally, the three-dimensional structure information, e.g., of
organic and biomolecular compounds is typically obtained from X-ray crystallography of the
corresponding molecular crystal. The latter are often not accessible experimentally and, fur-
thermore, it remains questionable whether the conformation in the crystalline sample is also
representative for the molecular geometry adopted in solution.10 In that case, simulations can
be used to determine the three-dimensional structure of the respective compound. In particular,
accurate structure simulation of large biomolecules like proteins still remains one of the “Holy
Grails” of computational chemistry.1 When attempting to simulate chemical systems in solu-
tion, it is important to have some kind of feedback between the simulation and the experiment
in order to assess the employed level of approximation in the calculation. More specifically, the
following questions need to be answered: does the simulation reflect the experimental conditions
properly and is the suggested structure in solution meaningful? The necessary feedback is of-
fered by spectroscopic methods, ideally the combined use of different spectroscopic techniques.
Therefore, based on the simulated structures, the spectroscopic quantities are computed and
then compared to the experimentally recorded spectra.
A spectroscopic method that is particularly sensitive to the three-dimensional arrangement is
electronic circular dichroism (ECD) spectroscopy.11,12 ECD refers to the differential absorption
of left- and right-circularly polarized light in the visible to ultraviolet energy (UV-Vis) range
(see Figure 1.1 for schematic depiction).11 As in UV-Vis absorption spectroscopy, the system
undergoes an electronic transition to an excited electronic state upon absorbing the energy of
the incoming photon. Different from UV-Vis absorption, ECD is exhibited only by chiral com-
pounds∗ and ECD spectroscopy is in frequent use to assign their absolute configuration.11,12,14–19
Furthermore, supramolecular structures can also be studied by ECD spectroscopy, provided
∗Chiral molecules possess no improper rotation axis. A chiral molecule and its mirror image form a pair of
enantiomers. Many pharmaceuticals are chiral, and even though both enantiomers have identical chemical
composition and bond distances, their physiological and toxicological properties can be tremendously different.13
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Figure 1.1.: Schematic depiction of electronic circular dichroism (ECD). In this example, the
chiral sample exhibits stronger absorption of right- than of left-circularly polarized
light (drawn in red and blue, respectively), thus, affording a negative ECD signal
at this particular wavelength.
that they comprise chiral components and absorb light in the UV-Vis spectral region. A promi-
nent example from supramolecular biochemistry are proteins, which exhibit different ECD spec-
tra depending on their secondary structure.20–23 In this context, ECD spectroscopy is very
sensitive to changes in the polypeptide backbone structure, e.g., induced by mutations or the
formation of complexes.24 Folding processes can also be monitored by ECD spectroscopy.25–27
Since the differential absorption of light occurs instantaneously, the resulting ECD signal can
be measured directly. This, along with the high sensitivity to structural changes, has triggered
the development of chiral sensoring materials in recent years.18,28–31 The chiral sensor consists
of a non-chiral chromophore that can form a non-covalent complex with a chiral species. Since
the formed assembly is also chiral, a so-called induced ECD signal of the chromophore can be
recorded. In principle, this allows real-time monitoring of chemical reactions involving chiral
compounds, even if the latter themselves do not exhibit strong ECD in the UV-Vis spectral
range.
The theory for the simulation of ECD spectra can be divided in three parts, as essentially
pointed out in 1975 by Schellman:32
1. The connection between the experimentally observed macroscopic ECD and the quantum
mechanical quantity needs to be established.
2. Feasible electronic structure methods that provide the QM quantity need to be developed.
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3. ECD signals are highly sensitive to the three-dimensional structure of the molecule. Hence,
the latter needs to be computed accurately. Possibly, different conformers have to be
considered and the individual ECD spectra need to be averaged.
The first problem was essentially solved at that time, i.e., for ECD in the UV-Vis spectral region
the rotatory strength R is required, which is computed from electric and magnetic transition
dipole moments.32,33 The other points can be addressed sufficiently well for small and rigid
molecules, however, they remain non-trivial until today for many chemical systems, due to the
size and complexity of the latter. In particular the aforementioned supramolecular systems pose
a huge challenge for theory.
The focus of this thesis is the development and assessment of methods to address the third and
in particular the second point mentioned above. Given that ECD involves electronic transitions,
a QM treatment is required for their computation.11 Depending on the size and electronic struc-
ture of the considered molecule, a large number of excited states has to be computed to obtain a
reasonable electronic spectrum. Highly accurate methods based on correlated wave function the-
ory are restricted to systems containing about 10–15 non-hydrogen atoms, due to the unfavorable
scaling of the computational demands with the system size.11,14,15 To treat larger systems, more
approximate methods need to be employed. In particular, the advent of time-dependent density
functional theory (TD-DFT) has allowed the routine calculation of ECD spectra for small to
moderately sized systems (< 100 atoms) with reasonable accuracy.11,16,17,19,34 This enabled an
increased synergy between theory and experiment in the past 10–20 years.11,17,19
If flexible systems are studied, more than just a single structure needs to be considered in
the excited state calculation. This becomes prohibitive even with TD-DFT, especially if a full
electronic spectrum in the UV-Vis range is to be computed. Meanwhile, the availability of
intense synchrotron radiation sources has enabled the measurement of ECD spectra down to
about 160 nm (7.75 eV) also for large systems like proteins.24,26 In order to benefit from this
progress in spectroscopy and to be able to study realistic flexible systems (e.g., chiral sensor
systems), the development of fast excited state methods is necessary. The mostly sufficient
accuracy of TD-DFT34,35 should be retained, as well as the general applicability to systems
containing arbitrary elements. The latter is an issue in so-called semiempirical QM (SQM)
methods due to the use of element-specific or even element pair-specific parameters.36–38
Furthermore, the structures to be considered in the excited state treatment have to be de-
termined (see also Figure 1.2). In order to sample the conformational space of chemical and
biochemical systems, often SQM methods38,39 or classical force-fields are employed.40,41 Though
being significantly faster than ab initio QM methods, the accuracy of SQMs and force-fields is
much lower and lacking element parameters can preclude their use. Having obtained an ensemble
of structures, these need to be ranked by their free energy, which gives rise to the Boltzmann dis-
tribution. From the respective probabilities, the relevant conformers are then determined. The
applied protocol needs to be efficient, yet, accurate, because small errors in the conformational
free energies can have severe effects on the Boltzmann distribution.
5
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Figure 1.2.: Flowchart for the computation of ECD spectra. The central steps (indicated by
bold lines) include obtaining and optimizing the relevant structures and the com-
putation of the ECD spectrum. While these steps are sufficient for rigid molecules,
conformer sampling and/or performing molecular dynamics (MD) simulations is
required for flexible systems. This rather elaborate task can be performed with
fast classical force-field or semiempirical quantum mechanical methods. The final
structure optimization, the free energy ranking, and the excited state calculations
typically require a sophisticated semiempirical QM or an ab initio QM approach.
The overall procedure to face the challenge of computing accurate ECD spectra in solution is
schematically depicted in Figure 1.2.
In the upcoming chapter of the present part, an overview of well-established QM methods,
which are relevant for the present work, is given. Part II deals with dispersion-corrected den-
sity functional theory and its ability to describe free energies in solution in combination with
a multi-level scheme that includes a solvation and thermostatistical treatment.42 This scheme
is employed in Chapter 3 to describe the association of two intermolecular frustrated Lewis
pair (FLP) systems in solution. FLPs have caught attention in the past ten years due to their
catalytic ability to activate small molecules like H2.
43,44 The investigated intermolecular FLP
systems share the same type of Lewis acid, namely B(C6F5)3, which then associates with two
comparably similar Lewis bases, i.e., trimesitylphosphine (PMes3) and tri-tert-butylphosphine
(PtBu3), respectively. For the former, an association free energy estimated from nuclear mag-
netic resonance (NMR) experiments is available,45 which is used to assess the employed method-
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ology. The study highlights the importance of London dispersion interactions and their efficient
treatment by means of computationally simple dispersion corrections. Since the investigated sys-
tems are non-chiral, the particular study does not aim for the subsequent computation of ECD
spectra. Nevertheless, the same procedure can, e.g., be applied to model the aforementioned
chiral sensors and also to rank different conformers of flexible systems.
Part III is devoted to the development and application of simplified variants of TD-DFT. In
Chapter 4, the previously developed simplified Tamm-Dancoff approximated TD-DFT (sTDA-
DFT) method46 is applied in a collaborative work to compute the ECD spectra of two large
metallosupramolecular complexes containing 822 and 1644 atoms, respectively. These complexes
are synthesized by the Lu¨tzen group at the University of Bonn. The ECD spectra simulated this
way serve as an additional proof for the existence of the self-assembled structures in solution.
The sTDA-DFT approach incorporates drastic approximations, which accelerate the excited
state calculation by several orders of magnitude, enabling this simulation in the first place.
Though the two-electron integrals occurring in the excited state treatment are treated in a
semiempirical monopole approximation, this method was shown to mostly retain the accuracy
of the parental approach, i.e., Tamm-Dancoff approximated TD-DFT (TDA-DFT).46
Chapter 5 presents the development, initial implementation and assessment of the simplified
TD-DFT (sTD-DFT) method. The approximations leading from TDA-DFT to sTDA-DFT are
transferred to the TD-DFT framework. While being computationally slightly more demanding
than sTDA-DFT, the method is several orders of magnitude faster than regular TD-DFT, but
produces electronic spectra of similar quality. In fact, it is apparent that the Tamm-Dancoff
approximation (TDA) has a more severe effect than the integral approximations in sTD(A)-DFT.
It is well-known that TDA methods are gauge-variant and less reliable for ECD spectra.47
Chapter 6 follows up on this topic: the dramatic failure of TDA methods in the computation
of dipole-velocity rotatory strengths for delocalized pi-systems is demonstrated. While initially
observed for sTDA-DFT, it turns out that this problem is more fundamental and present in
all TDA based approaches. By contrast, the sTD-DFT method does not exhibit this problem.
In the course of this work, the sTD-DFT approach is implemented into the ORCA program
package,48 and furthermore, sTD-DFT is combined with a range-separated hybrid functional.
Chapter 7 presents an sTD-DFT study of the absorption and ECD spectra of [16]helicene and
a di-substituted triisopropylsilyloxy (TIPSO) derivative. This helicene derivative is the largest
helicene to be synthesized so far and the computed spectra are compared to the experimentally
available data. As a proof-of-principle, we go beyond the minimum structure approximation
by running force-field49 based molecular dynamics (MD) simulations including explicit solvent
molecules and periodic boundary conditions. sTD-DFT is then applied on 100 structures to
compute MD averaged spectra for these fairly large systems (102 and 164 atoms, respectively).
It turns out that a major bottleneck of this procedure is the ground state calculation that
precedes the sTD-DFT treatment.
Part IV deals with the development of two purpose-specific SQM methods, more precisely
extended tight-binding schemes. Both approaches have in common that a purely element-specific
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parametrization strategy is employed. This way, empirical parameters for the largest part of the
periodic table can be provided. The first approach presented in Chapter 8 aims at circumventing
the current computational bottleneck of sTDA-DFT/sTD-DFT treatments. Instead of a Kohn-
Sham density functional ground state, the orbital information from the tight-binding procedure
is now used in a subsequent simplified TDA treatment, leading to the sTDA-xTB method. In
this study, a correction scheme for the otherwise flawed dipole-velocity rotatory strengths from
TDA treatments is developed. This faster excited state treatment in combination with the
semiempirically approximated ground state treatment now enables the ultra-fast calculation of
electronic spectra including ECD. In Chapter 9, a related semiempirical tight-binding method
(GFN-xTB) is presented, which is designed to provide good molecular geometries and reasonable
non-covalent interaction energies. This approach provides excellent prospects to be used in multi-
level schemes to scan the conformational space of almost arbitrary molecules. The performance
of both purpose-specific tight-binding methods is assessed on benchmark sets. In both studies,
a superior performance compared to other SQM methods for the respective purpose is observed.
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2.1. Methodological Overview
Spectroscopic measurements are mostly carried out in solution at room temperature. Given
that solute concentrations of several mmol L−1 are common, even the simulation of all solute
molecules in a 1 mL droplet would require to consider about 1017 molecules (excluding sol-
vent molecules). Instead of simulating this unmanageable macroscopic system explicitly, one
assumes the individual solute molecules to be non-interacting and quantum chemical treatments
mostly focus on a single solute molecule (or molecular complex) that is stable under the am-
bient conditions. The investigation might be restricted to a single molecular geometry or to a
set of representative conformations. Based on the assumption that each conformation is clearly
separated from the others by an energetic barrier, the considered set of structures represents a
microstate ensemble of the thermodynamic system. With the aid of statisticial mechanics, quan-
tum chemical methods can then be used to determine the population of these microstates under
the ambient conditions.50 This is equivalent to knowing the structures that are representative for
the ensemble of solute molecules. Observable properties, such as spectra, can be computed for
the set of representative structures, which, along with the corresponding microstate populations,
give rise to the respective properties of the macroscopic system.
Even though the corresponding experiment is mostly conducted in solution, quantum chemical
methods generally treat molecules in gas phase. The importance of the neglected solvation effects
on energies and properties can be quite different and depends on the solvent and the solute. A
commonly used approach in quantum chemistry is to employ implicit solvation models that
incorporate the electrostatic screening effects due to solvation. Furthermore, such approaches
can straightforwardly be augmented with empirical corrections, which describe the free energy
changes associated with the replacement of a volume fraction of solvent by the solute. The
theory of these methods is beyond the scope of this work and an extensive review is given in
Ref. 51. Of importance for the present work is the fact that implicit solvation models offer an
efficient way to consider changes in the electronic structure due to solvation and, furthermore,
to efficiently compute (relative) free energies in solution if combined with an electronic structure
approach and a thermostatistical treatment.42 Such a treatment is employed in Chapter 3 and
may also be used for the (free) energetic ranking of different conformers.
In principle, the ab initio quantum mechanical (QM) methods, which are summarized in Sec-
tion 2.2, could be used to scan the conformational space. However, such QM calculations are
typically too demanding for chemically interesting systems and one needs to resort to signifi-
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cantly faster semiempirical quantum mechanical (SQM) methods or classical force-fields for that
purpose. A plethora of different SQMs and force-fields exist, but these are not discussed here. A
comprehensive review on SQM methods can be found in Ref. 38. It is however relevant to note
that the applicability of SQMs and force-fields is hampered by their lower accuracy compared
to ab initio calculations and, furthermore, by the limited number of parametrized elements.
In Chapter 9, a new SQM method is presented, which is designed to provide good molecular
geometries and is parametrized for a large part of the periodic table. This approach provides
excellent prospects to be used in multi-level schemes to scan the conformational space of almost
arbitrary molecules.
In the next section, an overview of quantum mechanical electronic structure methods is given.
The discussed methods include approaches that can be applied in the computation of energies
and structures, as well as methods to compute properties like electronic absorption and ECD
spectra.
2.2. Electronic Structure Methods
2.2.1. Definition of the Electronic Hamiltonian
Molecular systems consist of bonded atoms, and therefore comprise negatively charged electrons
and positively charged nuclei. Indices e and n refer to electrons and nuclei, respectively, in the
following. The relevant interaction in such a system is the Coulomb interaction.∗ In the Born-
Oppenheimer approximation the nuclei are described as classical particles, while the significantly
lighter electrons are treated as quantum mechanical particles. In the absence of an external
potential, the non-relativistic electronic Hamiltonian for the electronic system is
Hˆ ≡ Hˆe = Tˆe + Vˆee + Vˆne . (2.1)
Tˆe is the electronic kinetic energy operator, while Vˆee and Vˆne denote the Coulomb operator
for the electron-electron and electron-nucleus interactions, respectively (see Appendix A1 for
the mathematical definition of the operators). If not noted otherwise, atomic units are used
throughout. The total energy of the system is obtained by adding the classical Coulomb in-
teraction between the nuclei Enn, which is a constant for a given geometry, to the electronic
energy.
While for systems comprising heavier elements relativistic effects of the core electrons become
important,50 such effects are typically small for the valence electrons. The latter play the central
role in chemistry, i.e., in low-energy (< 8 eV) electronic absorption spectroscopy, as well as in
chemical bonding and chemical reactivity. Unless one is interested in properties of the core
∗Due to the small mass of the involved particles, gravitational interactions are significantly smaller in magnitude
compared to the Coulomb interactions (e.g., for two protons by roughly a factor of 10−36). The strong and weak
forces are important within the nuclei themselves, but are too short-ranged (< 10−15 m)50 to be relevant for
the interactions within a molecule (cf. the Bohr radius a0 corresponding to the most probable electron-proton
separation in the hydrogen atom has a value of 5.2918 · 10−11 m).52
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electrons, the following procedure has become common practice for heavier elements (atomic
number Z > 36):53 the core electrons are removed from the quantum mechanical treatment,
while the valence electrons are described by the non-relativistic electronic Hamiltonian (see
Eq. 2.1). The non-negligible electrostatic and exchange (vide infra) interactions between core
and valence electrons are then absorbed in an effective core potential (ECP) acting on the valence
electrons.
For a time-independent Hamiltonian Hˆ the electronic system is described in the Schro¨dinger
picture of quantum mechanics54 as a time-dependent (TD) wave ΨK(t) that is given by
ΨK(t) = ΨKe
−iEKt . (2.2)
Here, the phase factor e−iEKt refers to the TD part of the wave function, while the amplitude
of the wave ΨK corresponds to a particular stationary electronic state K.
50 EK corresponds to
the energy of the wave function in state K (see below), while t is the time. ΨK is independent
of time but depends on the spatial and spin coordinates of the electrons, which are omitted
here for clarity. The time evolution of the electrons is given by the TD electronic Schro¨dinger
equation (SE)50,52
HˆΨK(t) = i
∂ΨK(t)
∂t
. (2.3)
Since Hˆ is time-independent, the TD part of the wave function vanishes for stationary states.†
This way, the time-independent Schro¨dinger equation is obtained
HˆΨK = EKΨK . (2.4)
EK is the electronic energy of the stationary electronic state K with corresponding wave function
ΨK . These are the eigenvalue and eigenfunction, respectively, of the non-relativistic electronic
Hamiltonian Hˆ. This yields the electronic energy as the expectation value of the electronic
Hamilton operator∫
Ψ∗KHˆΨKda ≡
〈
ΨK
∣∣∣Hˆ∣∣∣ΨK〉 ≡ HKK = EK 〈ΨK | ΨK〉 = EK . (2.5)
The integration on the left hand side of Eq. 2.5 is done over all variables (condensed within
the variable a). Here, the short hand notation for expectation values is introduced (see also
Appendix A1). If the functions on the left and the right hand side of the operator are different,
this integral is often called matrix element.52 We adapt a notation that assumes the integration
to be performed over the entire space (−∞ to ∞) if not noted differently. The overlap integral
on the right hand side of Eq. 2.5 vanishes, since the wave functions ΨK are orthonormalized,
†The electronic system is still oscillatory in the stationary state K. However, the electronic state, i.e., the
corresponding wave amplitude ΨK and all observables associated with it remain the same.
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i.e.,
〈ΨK | ΨL〉 = δKL . (2.6)
The Kronecker delta δKL gives values of one and zero if K = L and K 6= L, respectively. The
exact eigenfunctions to the electronic Hamiltonian Hˆ are typically not known a priori, but the
variational principle may be exploited
E˜K =
〈
Ψ˜K
∣∣∣Hˆ∣∣∣ Ψ˜K〉〈
Ψ˜K
∣∣∣ Ψ˜K〉 ≥
〈
ΨK
∣∣∣Hˆ∣∣∣ΨK〉 = EK . (2.7)
This principle states that any trial wave function Ψ˜K will result in an energy expectation value
E˜K that is higher than the energy EK of the true wave function ΨK .
2.2.2. Rayleigh-Schro¨dinger Perturbation Theory
Since the solution of the SE for a fully interacting many-electron system is not accomplishable in
practice, it is important to employ approximate treatments for the many-body problem. Though
not restricted to this problem, it is convenient to introduce the concept of perturbation theory
(PT) for this purpose. Here, the full Hamiltonian Hˆ is expressed as55,56
Hˆ = Hˆ0 + λHˆ
′ . (2.8)
Hˆ0 refers to an effective zeroth order Hamiltonian with eigenfunctions Φ
(0). Hˆ ′ is the perturbation
operator and λ the perturbation parameter. λ may have a physical meaning, but is typically
a parameter ranging from zero (unperturbed case) to one (perturbed case). The basic idea
followed in Rayleigh-Schro¨dinger perturbation theory (RS-PT) is that the dominant part of the
total energy is already obtained by solving the time-independent zeroth order problem. Based
on this assumption, the following procedure is applied:50,56
• A feasible time-independent zeroth order problem Hˆ0Φ(0)K = E(0)K Φ(0)K is set up and solved
instead of the non-feasible HˆΨK = EKΨK .
• The neglected contributions in Hˆ0 (with respect to Hˆ) are transferred to Hˆ ′, i.e., Hˆ ′ =
Hˆ − Hˆ0.
• The energy EK and wave function ΨK of the fully interacting system are expressed in a
power expansion around the unperturbed solution, i.e., at λ = 0:
EK =
∞∑
n=0
λnE
(n)
K (2.9)
ΨK =
∞∑
n=0
λnΦ
(n)
K (2.10)
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• Within the convergence radius of these expansions, Eqs. 2.9 and 2.10 can be applied in
the time-independent SE (Eq. 2.4) in combination with the Hamiltonian in Eq. 2.8.
• Equating terms of identical order of λ yields (shown up to second order):
λ0 :
(
Hˆ0 − E(0)K
)
Φ
(0)
K = 0 (2.11a)
λ1 :
(
Hˆ0 − E(0)K
)
Φ
(1)
K +
(
Hˆ ′ − E(1)K
)
Φ
(0)
K = 0 (2.11b)
λ2 :
(
Hˆ0 − E(0)K
)
Φ
(2)
K +
(
Hˆ ′ − E(1)K
)
Φ
(1)
K − E(2)K Φ(0)K = 0 (2.11c)
• These can be consecutively solved for the energy up to a given order by projecting onto
the zeroth order state Φ
(0)
K :
E
(0)
K =
〈
Φ
(0)
K
∣∣∣Hˆ0∣∣∣Φ(0)K 〉 (2.12a)
E
(1)
K =
〈
Φ
(0)
K
∣∣∣Hˆ ′∣∣∣Φ(0)K 〉 (2.12b)
E
(2)
K =
〈
Φ
(0)
K
∣∣∣Hˆ ′∣∣∣Φ(1)K 〉 (2.12c)
Here, it is exploited that PT employs an intermediate normalization of the wave function: the
higher order wave function corrections are generally assumed to be small, such that
〈Ψk| Φ(0)K
〉
≈ 1. Furthermore, the former are orthogonal to the zeroth order wave function
(i.e.,
〈
Φ
(0)
K
∣∣∣ Φ(n)K 〉 = 0, for all n 6= 0).
Possible variants of Hˆ0 and Φ
(0) are described in the upcoming Sections 2.2.3 and 2.2.4 on
Hartree-Fock (HF) and Kohn-Sham (KS) density functional theory, respectively. In RS-PT, the
first order corrections Φ
(1)
K , which are, e.g., required for the second order energy correction in
Eq. 2.12c, are expressed in terms of linear combinations of the eigenfunctions obtained at zeroth
order56
Φ
(1)
K =
∑
L6=K
cLKΦ
(0)
L . (2.13)
cLK are the linear combination coefficients and determine how much Φ
(0)
L contributes to state K
at first order of the perturbation. These can be determined similar to the procedure described
above by projection onto a state Φ
(0)
M (with M ∈ {L}). This way, the total energy of the
perturbed system (i.e., λ = 1) in state K up to second order is then given as
EK ≈ E(0)K +
〈
Φ
(0)
K
∣∣∣Hˆ ′∣∣∣Φ(0)K 〉+ ∑
M 6=K
cMK
〈
Φ
(0)
K
∣∣∣Hˆ ′∣∣∣Φ(0)M 〉 (2.14a)
= E
(0)
K +H
′
KK +
∑
M 6=K
H ′KMH
′
MK
E
(0)
M − E(0)K
. (2.14b)
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Typically, K refers to the electronic ground state (i.e., K = 0). The summation then runs over all
excited states M , which are solutions to the zeroth order Hamiltonian Hˆ0. Since most employed
perturbation operators Hˆ ′ at most act on two electrons (cf. Coulomb operator Eq. A1.8), the
summation is typically restricted to singly and doubly excited states.
2.2.3. Hartree-Fock Theory and Electron Correlation
In HF theory, a solvable zeroth order problem is obtained, by using a single Slater determi-
nant52,57,58 as wave function ΨK ≈ Φ(0)K ≡ ΦK
ΦK ≡ ΦK(1, 2, · · · ,N) = 1√
N !
∣∣∣∣∣∣∣∣∣∣
ψ1σ(1) ψ2τ (1) · · · ψNυ(1)
ψ1σ(2) ψ2τ (2) · · · ψNυ(2)
...
...
. . .
...
ψ1σ(N) ψ2τ (N) · · · ψNυ(N)
∣∣∣∣∣∣∣∣∣∣
. (2.15)
ΦK denotes the wave function of a system containing N electrons, while ψiσ(k) denotes the i
th
molecular orbital (MO) with spin σ. For clarity, the spin of the MO is labeled by the respective
extra subscript (σ, τ, υ ∈ {α, β}). The MO ψiσ(k) is occupied by the kth electron, respectively
(i, k ∈ {1, 2, · · ·, N}). A molecular orbital itself is defined as the wave function of a single particle
system.
The electronic many-electron system is a fermionic system (i.e., Ψ(1, 2) = −Ψ(2, 1)).50 Hence,
the anti-symmetrized product of one-particle functions (see Appendix A1), which is an equivalent
representation of the determinant, is an appropriate wave function approximation and is exact in
the case of non-interacting particles. The orbitals ψiσ(1) (depending on all variables of electron
1) in turn consist of a spin part σi (i.e., an α or β spin function) and a spatial MO ψi(r1)
(depending only on the position in Cartesian space of electron r1)
ψiσ(1) = σiψi(r1) . (2.16)
The spin MO ψiσ(1) and the spatial MO ψi(r1) are both expressed by the Greek letter ψ in the
following. They are distinguished by the variables they depend on and the additional/missing
index σ. In HF theory, the energy of the N -electron wave function ΦK is determined by the
orbitals. Since the orbitals are unknown initially, the variational principle is exploited and a
trial wave function Φ˜K (with trial orbitals ψ˜iσ(1) = σiψ˜i(r1)) needs to be employed. Insertion
of Φ˜K into the time-independent SE (as in Eq. 2.7) and minimization of E˜
(0)
K by variation of the
orbitals subject to the constraint
〈
ψ˜iσ
∣∣∣ ψ˜jτ〉 = δστδij (using Lagrange’s method of undetermined
multipliers) leads to an effective one-electron problem known as the canonical Hartree-Fock
equations (see Ref. 52, Chapter 3.2)
fˆ(r1)ψiσ(1) =
hˆ(r1) + N∑
j
(
Jˆj(r1)− Kˆjτ (r1)
)ψiσ(1) = iσψiσ(1) . (2.17)
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hˆ(r1) is the one-electron operator, which contains the kinetic energy and the nuclear Coulomb
interaction operator, depending on the spatial coordinates r1 of one electron (see also Ap-
pendix A1). Jˆj(r1) and Kˆjτ (r1) are the electron-electron Coulomb interaction (also called
Hartree term) and (Fock-)exchange operator (see Appendix A1 for the definitions). As can
be seen from Eq. A1.12, the exchange interaction is only non-zero for electrons of the same spin.
Different from the other terms, the exchange term has no classical counterpart and originates
from the anti-symmetry of the fermionic wave function. The eigenvalue of the Fock operator
fˆ(r1) corresponds to the energy iσ of the molecular orbital ψiσ(1), in the mean field of the other
electrons. Since the Fock operators themselves depend on the orbitals (via Jˆj(r1) and Kˆjτ (r1)),
the Hartree-Fock equations are solved iteratively in a self-consistent field (SCF) procedure. For
this purpose, one starts with a set of trial orbitals ψ˜iσ and minimizes the HF energy, which for
a system of N electrons is then given by50,52
EHF =
N∑
i
〈ψi ∣∣∣hˆ∣∣∣ψi〉+ 1
2
N∑
j
(〈
ψi
∣∣∣Jˆj∣∣∣ψi〉− 〈ψiσ ∣∣∣Kˆjτ ∣∣∣ψiσ〉)
 (2.18a)
=
N∑
i
hii +
1
2
N∑
i,j
[(ii|jj)− δστ (ij|ji)] . (2.18b)
Here, we have introduced the chemist’s notation52 for two-electron integrals
(ij|kl) =
x
ψ∗i (r1)ψj(r1)
1
r12
ψ∗k(r2)ψl(r2)dr1dr2 , (2.19)
with r12 = |r2 − r1|. For the total energy of the system, the classical nuclear-nuclear repulsion
energy Enn needs to be added to EHF . Variation of the orbitals to minimize the energy auto-
matically yields a ground state Slater determinant Φ0 with orbital occupations that follow the
“Aufbau” principle (see Figure 2.1).
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Figure 2.1.: Schematic depiction of the electronic eigenstate spectrum to the electronic Hamilto-
nian (left). The eigenstates ΨK are ranked according to their energy. The energetic
ground state Ψ0 is approximated by a single determinant Φ0 in HF theory. Here,
the many-electron wave function is described as a set of independent one-particle
functions, the orbitals. Variational ground state methods such as HF theory and
Kohn-Sham density functional theory (see below) lead to an electron configuration
that follows the “Aufbau” principle (right).
In HF theory, the N electron system is described as a system of N non-interacting electrons
each experiencing the average or mean field of the remaining (N − 1) electrons.‡ In molecular
systems, this amounts to about 99% of the true total energy.55 The difference between the HF
energy and the non-relativistic energy E of the fully interacting system is defined as the electron
correlation energy
Ecorr. = E − EHF . (2.20)
While the correlation contribution is small in terms of total energies, its contribution to rela-
tive energies and molecular properties is larger.55 Thus, the inclusion of electron correlation is
highly important to accurately describe covalent binding.50,52,55 Furthermore, at long interelec-
tronic separations the electron correlation is responsible for the London dispersion interaction,
which is crucial for the proper description of non-covalently interacting systems. Hence, London
dispersion forces are missing in HF theory.
In wave function theory (WFT), electron correlation can, e.g., be included by means of many-
body RS-PT (MB-PT) as outlined in Section 2.2.2. The most commonly employed RS-PT vari-
ant is the Møller-Plesset (MP) approach, which defines Hˆ
(0)
MP =
N∑
i
fˆ(i) with the HF Slater deter-
minant as zeroth order eigenfunction. Consequently, the zeroth order in Møller-Plesset perturba-
tion theory (MP-PT) solution then equals the summed energies of all occupied orbitals and not
‡The exchange integral is identical to the Coulomb integral if i = j, thus, canceling the electron interaction with
itself.
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the HF energy. However, one arrives at the HF solution by choosing the fluctuation potential 50,55
to be the perturbation operator (cf. Eq. 2.8) H ′MP =
1
2
N∑
i
[
Vˆee(ri)−
N∑
j
(
Jˆj(ri)− Kˆjτ (ri)
)]
.
The fluctuation potential corresponds to the difference of the true and the mean field electron-
electron interaction. This way the energy obtained up to first order then coincides with the
HF energy (i.e., EHF ≡ EMP1 = E(0)MP + E(1)MP ). Electron correlation first appears at second
order and the corresponding MP2 approach59 is the least involved electron correlation method
based on a HF reference. One may consider higher orders in the perturbation, however, the
method then becomes computationally more expensive (by an order of N for each additional
order of λ). Furthermore, the MP series does not necessarily converge55 and non-perturbative
methods are often used instead. Noteworthy examples for the latter are the configuration inter-
action (CI)52,55 and the coupled cluster (CC)55,60 approaches. In a nutshell, these approaches
approximate the wave function ΨK as a combination of electron configurations and optimize
the respective amplitudes. Starting from the HF determinant, the excited configurations are
obtained by transferring electrons from the occupied to the virtual space (see Figure 2.1). Due
to the tremendously growing computational demands, the respective expansions generally need
to be truncated. Compared to the HF method, all mentioned electron correlation methods
(MPx (x≥2), CI, and CC) are formally higher in the computational demands by at least one
order of N (i.e., with the number of electrons). For example, the computational costs of a CC
treatment including singles, doubles and perturbative triples, shortly denoted as CCSD(T) and
often termed the “gold standard” of quantum chemistry,50,55 grow with N7 (cf. the N4 scaling
of HF and N5 of MP2). Hence, the use of correlated WFT methods becomes prohibitive for
large scale calculations and it would be beneficial to improve the zeroth order description of
the (non-interacting) electronic system. A possible pathway for this is provided by Kohn-Sham
density functional theory.
2.2.4. Kohn-Sham Density Functional Theory
The electron density ρ(r) is a three dimensional, observable property. For a system of non-
interacting particles, it corresponds to the summed probability densities of the individual or-
bitals50,61
ρ(r) =
∑
σ=α,β
ρσ(r) =
∑
σ=α,β
Nσ∑
i
|ψi (r)|2 . (2.21)
Here, the density has been split into its different spin components, which in turn are given by the
summed probability densities of the occupied orbitals of the corresponding spin. Nσ corresponds
to the total number of electrons with spin σ (N = Nα + Nβ). It was established
9,62 that
the electron density determines the potential and, therefore, the many-electron wave function.
As pointed out by Kohn and Sham,63 the true electron density of the interacting system can
be provided by a system of non-interacting fermionic particles if the corresponding mean field
potential was known. Formally, replacing the sum over exchange operators Kˆjτ (r1) in Eq. 2.17 by
a potential vˆXC [ρ] that solely depends on the electron density yields the corresponding equations
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for Kohn-Sham (KS) density functional theory (KS-DFT or simply DFT§).50,63 Likewise, in the
corresponding HF energy expression (Eq. 2.18) the sum over δστ (ij|ji) is replaced by an electron
density dependent functional EXC [ρ], which is linked to the potential by vˆXC [ρ] = δEXC [ρ]/δρ.
This exchange-correlation (XC) functional is composed of an exchange (EX [ρ]) and a correlation
(EC [ρ]) functional part, though these are not necessarily separable.
69,70 If the exact functional
was known, EXC [ρ] would yield the correct exchange (X) and correlation (C) energy.
9,71 In this
case, a system of non-interacting fermionic particles would yield the same density and energy as
the fully interacting N -electron system.63,69 This way, KS-DFT offers an appealing alternative
to treat electron correlation within a mean field or non-interacting particle approach. Since the
exact functional of an arbitrary density is unknown, density functional approximations (DFAs)
are used. This fact results in the existence of a plethora of different DFAs,72,73 purely empirical
ones and others that are derived from physical constraints. In this section, no specific functional
form is explicitly given, but rather the fundamental categories of DFAs are presented. The local
spin density approximation (LSDA), which is derived from a uniform electron gas (UEG, here
∇ρ(r) = 0 at all possible r),50,66,74 yields a functional at position r that solely depends on the
electron density at this position, hence, the term “local”.
In a general form, the (semi-)local density dependent exchange-correlation energy EXC [ρ] can
be given by50,61
EXC [ρ] ≡ EXC [ρα, ρβ] =
∫
εXC [∇aρ(r)] (ρα(r) + ρβ(r)) dr . (2.22)
Typically, εXC = εX + εC , thus, it consists of different expressions to describe the exchange
and correlation part, respectively. Generally, εXC depends on the individual α and β densities
(and their derivatives). For brevity, this is not explicitly denoted here, but implied by the
dependence on ∇aρ(r). Both incorporate different order derivatives of the respective (α and β)
electron densities, while in the LSDA, εX and εC only depend on the α and β electron densities
at position r (i.e., a = 0 in Eq. 2.22). LSDA performs poorly for non-homogeneous densities,
as found in molecules, thus, more sophisticated approximations for EXC have been proposed.
Along with the the local density ρ(r), these consider density derivatives:
• local spin density approximation (LSDA): ρ(r)
• generalized gradient approximation (GGA): ρ(r), ∇ρ(r)
• meta-GGA: ρ(r), ∇ρ(r), ∇2ρ(r), τ(r)
DFAs belonging to the family of GGAs and meta-GGAs are often denoted as semi-local func-
tionals, as they incorporate some non-local density information via derivatives of the electron
§Density functional theory was initially formulated purely in terms of the density.50,64–66 In the KS approach,63
the density is constructed from orbitals (see Eq. 2.21), which are furthermore used to compute the kinetic energy
in an independent particle model (like HF). The significant improvement over previous orbital-free formulations
is partly responsible for the success story of density functional theory (Kohn was awarded the Nobel Prize in
1998)67 and has become the de-facto standard way of employing density functional theory.68 Hence, DFT refers
to its KS formulation in the following, while explicit reference to KS (or KS-DFT) may occur to point out the
independent particle nature and conceptual similarity to HF theory.
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density, yet, at a single position r. τ(r) is the kinetic energy density, which is given by
τ(r) =
1
2
∑
σ=α,β
Nσ∑
i
|∇ψi (r)|2 (2.23)
for a system of non-interacting particles. It is preferentially employed in meta-GGA DFAs
instead of the second order derivative (or Laplacian) of the density, which typically introduces
some numerical noise to the functional.72
Among the appealing features of DFT are the use of the electron density, which is an experi-
mentally observable object, and the theoretical possibility of describing electron correlation in a
mean field approach.50 Unfortunately, local and semi-local DFAs suffer from the self-interaction
error (SIE), which refers to the Coulomb interaction of an electron with itself. Note that the sum
in Eq. 2.17 runs over all occupied orbitals j including orbital i. In HF theory, the exchange term
exactly cancels the corresponding Coulomb contribution if j = i and, hence, removes the self-
interaction. In (semi-)local DFT, this is not the case and the SIE can become quite pronounced,
generally favoring delocalized electron densities. Becke introduced the concept of hybrid DFAs
in 1993.69 In the so-called global hybrid DFAs, some fraction ax of the (semi-)local exchange
energy is replaced by the Fock exchange contribution from HF theory. Initially this approach
was physically motivated to interpolate between the exchange energy of the non-correlated HF
system and the correlated DFT system (adiabatic connection). In most hybrid DFA develop-
ments, however, ax is simply a fit parameter and varies depending on the property the DFA was
fitted to reproduce.72 Introducing Fock exchange reduces the SIE and hybrid functionals gen-
erally perform better than the respective semi-local DFAs for thermochemistry and excitation
energies.34,35,73,75 The expression of the global hybrid KS-DFT energy is then given by
EhybridKS =
N∑
i
hii +
1
2
N∑
i,j
[(ii|jj)− δστax(ij|ji)] + (1− ax)EX + EC , (2.24)
while the corresponding KS operator is given by
fˆ(r1) =hˆ(r1) +
N∑
j
[
Jˆj(r1)− axKˆjτ (r1)
]
+ (1− ax)vˆX [ρ] + vˆC [ρ] (2.25a)
=hˆ(r1) + vˆMF (r1) . (2.25b)
Eqs. 2.24 and 2.25 are valid for the case of a global hybrid DFA and HF (in that case vˆC [ρ] = 0
and ax = 1, cf. Eqs. 2.18 and 2.17). The corresponding equations for a semi-local functional of
LSDA, GGA, or meta-GGA type are obtained if ax = 0. vˆMF (r1) is the mean field potential
generated by the electrons.
Due to the local nature of the Coulomb operator, the computation of the (ii|jj) terms can
generally be accelerated in practical calculations,76 leading to a formal scaling of the compu-
tational costs with N3 (N being the number of electrons). Since this is not efficiently possible
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for the (ij|ji) terms, the inclusion of Fock exchange in hybrid DFAs makes the functionals
computationally more involved.
The classification of DFAs and the connection to their accuracy and computational cost is sum-
marized best by the “Jacob’s ladder” metaphor coined by Perdew and Schmidt.61 A schematic
representation is given in Figure 2.2.
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Figure 2.2.: Adapted schematic depiction of Perdew and Schmidt’s “Jacob’s ladder”61 of DFAs.
The different spacings between the rungs indicate the different degree of improve-
ment in terms of the accuracy.
The least sophisticated approximation for exchange and correlation, the LSDA, shows insuf-
ficient accuracy for molecular calculations.50 Including first (GGA) and second (meta-GGA)
local derivatives of the density (or τ) one can climb up the ladder with the expressions for εXC
becoming slightly more involved. Since the expressions for GGA and meta-GGA still depend
only on one point in space, they still work in a semi-local approximation and, hence, retain N3
scaling. Inclusion of Fock exchange (i.e., of non-local occupied orbital information) leads to a
N4 scaling of the method and significantly increased accuracy of the method.73,77 The highest
rung on the ladder is not extensively discussed here. It corresponds to a non-local treatment
of both exchange and correlation. The latter is then achieved by also including virtual orbital
information,78–83 e.g., by means of (modified) Møller-Plesset PT84 as in WFT. Hence, these
so-called double-hybrid functionals are no longer pure mean field approaches and go beyond the
zeroth order term in the many-body perturbation series (see Section: 2.2.2).85 Typical variants
can be regarded to be the corresponding KS counterpart to MP2, thus, having similar computa-
tional demands. Nevertheless, they typically provide a higher accuracy than the respective HF
based counterpart.73,81,82,86
The best description of the electronic structure by a mean field approach is consequently
achieved at the hybrid DFT level (fourth rung on the “Jacob’s ladder”), which typically surpasses
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the accuracy of HF and semi-local DFAs.34,35,73,75 For the present work, it is important to
consider another variant of the hybrid DFA, more specifically the range-separated hybrid (RSH)
DFA. Here, the Coulomb operator used in the exchange part Kjτ,iσ of HF is first separated into
a short-range (SR) and a long-range (LR) part,87 which are then treated separately88–90
1
r12
=
a′x + a′′xerf(µr12)
r12︸ ︷︷ ︸
LR→non-local Fock
+
1− a′x − a′′xerf(µr12)
r12︸ ︷︷ ︸
SR→(semi-)local DFA
. (2.26)
The SR part is replaced by a possibly adjusted91–93 semi-local DFA from the LSDA, GGA,
or meta-GGA class, while the LR part is exactly evaluated, yielding a regular Fock exchange
term (scaled by a′x) and a modified one (scaled by a′′x), which includes the error function term
erf(µr12). The latter is used to smoothly interpolate between the SR and LR part with µ being
a parameter controlling the steepness of the interpolation. a′x defines the amount of constantly
or globally employed Fock exchange (note that Eq. 2.26 corresponds to the global hybrid case
if a′′x = 0). If a′x + a′′x = 1, the XC potential correctly decays with 1/r12 at LR, while it
incorrectly decays with aX/r12 in global hybrid DFAs (vˆXC decays exponentially).
92 Thus, SIE
related effects are more pronounced in semi-local and global hybrid DFAs with small ax. Such
functionals show underestimated gaps between occupied and virtual orbitals and, hence, lead
to an inconsistent description of Rydberg and charge transfer (CT) excitations with respect to
valence excitations (see also Section 2.2.6).34,94–96 RSH functionals reduce the SIE and extenuate
this inconsistency, though to a varying degree depending on the parameters a′x, a′′x, and µ.97
Consequently, they have become of significant importance in the computation of excited states
and related properties.34,98 In Table 2.1, the DFAs mentioned in this thesis are listed.
Table 2.1.: Density functional approximations appearing in this work. The corresponding key
references are given in the brackets that follow the DFA abbreviation.
GGA BLYP [99,100], BP86 [99,101,102], B97
a [103], PBE [104]
meta-GGA TPSS [105]
global hybrid
BHLYP [69], B3LYP [106,107], M06 [108,109],
PBEh-3cb [110], PBE0 [111], PW6B95 [112]
range-separated hybrid CAM-B3LYP
c [92], ωB97X [113], ωB97X-D3 [114]
double-hybrid B2PLYP [84]
a Originally a global hybrid DFA,115 this work refers to the pure GGA reparametrization from Ref. 103.
b Composite scheme employing modified PBE0, a double-ζ basis set, and atom pairwise corrections.
c This RSH is not asymptotically correct, since a′x + a
′′
x = 0.65 6= 1.
While the self-interaction is exactly canceled for occupied orbitals in HF, unoccupied or virtual
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orbitals experience the full potential from the N electrons of the system.¶ Therefore, occupied
and virtual orbitals are not described on equal footing in HF and the latter rather correspond to
a configuration with (N+1) electrons. As a result, the energy gap between the highest occupied
MO (HOMO) and lowest unoccupied MO (LUMO) is not a good first guess for excitation
energies. Since the XC potential in semi-local functionals lacks MO information, occupied and
virtual orbitals are treated on equal footing, hence, providing a better guess for valence excitation
energies.116
2.2.5. Roothaan-Hall Formalism
Hartree-Fock and Kohn-Sham theory simplify the non-solvable multi electron problem by an
effective one-electron problem that is solved by minimizing the total HF/KS energy with respect
to the orbitals. So far, the HF/KS equations (Eqs. 2.17 and 2.25, respectively) represent a set
of integro-differential equations, which remain practically non-solvable for molecular systems.52
However, they can efficiently be solved in the Roothaan-Hall formalism.52,117,118 Here, the spatial
part of the molecular orbitals is described as an orthonormal linear combination of atom-centered
orbitals (LCAO-MO)
ψi(r1) =
NAO∑
µ
Cµiφµ(r1) . (2.27)
NAO is the number of atomic orbitals (AOs) provided in the calculation. Since the spin part
of the spin MOs ψiσ guarantees orthogonality to spin MOs ψjτ of different spin (σ 6= τ), the
same AO expansion in Eq. 2.27 may be employed for the spatial part of α and β spin MOs.
Expressing the spatial part of ψiσ in Eqs. 2.16 by Eq. 2.27, the HF/KS equations can be solved
as an algebraic general eigenvalue problem by variation of the LCAO-MO coefficients Cµi
FC = SC . (2.28)
F is the Fock matrix with elements Fµν = δσσ′
〈
φµ
∣∣∣fˆ ∣∣∣φν〉 = δσσ′Fµνσ, with fˆ being the
effective one-electron Fock operator from Hartree-Fock or Kohn-Sham theory. It is seen that F
has only non-zero elements if φµ and φν are AOs that are used to span the spatial MO space of
spin MOs with identical spin (i.e., σ = σ′). C is the corresponding LCAO-MO coefficient matrix
with one eigenvector per column, and S is the atomic orbital (AO) overlap matrix with elements
Sµν = δσσ′ 〈φµ | φν〉.  is a diagonal matrix containing the MO eigenvalues iσ on the diagonal.
For a fixed set of AO functions (called a basis) located on the atoms, this reduces the solution of
the HF/KS equations to a variational optimization of the LCAO-MO coefficients. The non-zero
elements of the Fock matrix (with φµ,φν ∈ ψiσ, φκ,φι ∈ ψjτ ) are given in the general form by
Fµνσ = hµν+
NAO∑
κ,ι∈j
Pκιτ [(µν|κι)− δστax(µι|κν)]+(1−ax) 〈φµ |vˆX [ρ]|φν〉+〈φµ |vˆC [ρ]|φν〉 . (2.29)
¶If fˆ(r1) acts on a virtual orbital ψaσ(1) (cf. Eq. 2.17), the orbital j in the summation, which runs over all
occupied orbitals, can never become equal to a.
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Here, the density matrix Pσ is introduced with matrix elements given by
Pµνσ =
Nσ∑
i
niC
∗
µiCνi . (2.30)
ni is the occupation number and equal to one for an occupied spin MO ψiσ. Eq. 2.29 is generally
valid for semi-local and global hybrid KS-DFT but also for HF (if ax = 1 and vˆC = 0). Due
to the dependence of the Fock matrix elements on the coefficients via the density (in the XC
potential) and the density matrix, the Roothaan-Hall equations are solved iteratively until the
energy is converged, corresponding to the SCF procedure. The Roothaan-Hall approach has
become the standard way to solve the SCF HF and KS-DFT equations. Thus, in any upcoming
reference to HF theory or KS-DFT, even if not explicitly mentioned, it is implied that these are
treated in the Roothaan-Hall formalism. It should be noted that the Roothaan-Hall formalism
is equivalent to the exact HF or KS-DFT solution if an infinitely large and complete basis set
(CBS) of AOs is provided. In practice, this is not possible as the matrix sizes and computational
demands grow with the number of basis functions.
Since only the coefficients are optimized during the SCF procedure, it is obvious that the
quality of the final wave function Φ0 is constricted by the finite set of employed AOs. This
introduces some empiricism, since the proper orbital shape of an “atom-in-a-molecule” remains
unknown. Typically identical elements in a molecule are provided with the same set of AOs and
a large number of basis sets for different elements has been presented.50 Without going into too
much detail, it should be noted that most AO basis sets are given in terms of normalized linear
combinations (contractions) of primitive Gaussian-type orbitals (GTOs), which is the preferred
choice in molecular systems, due to the analytic form and efficient calculation of the involved
integrals.55 The number of contracted GTOs per “physical” AO shell (the latter corresponding
to the occupied orbital shells of the free atom) defines the cardinal number ζ of the basis set.
For example, providing one, two, or three s-type AOs per hydrogen atom corresponds to a
single-ζ (or minimal), double-ζ, or triple-ζ basis for this atom, respectively. For an accurate
description of molecules, AOs that are “formally unoccupied” in the free atom need to be
provided. Typically, these have a higher angular momentum l than the “physical” AOs and
are called polarization functions. They yield an improved description of the polarized atom
inside the molecule. Fortunately, the total energies computed by mean field methods are almost
converged with respect to the CBS limit with polarized quadruple-ζ basis sets.55 Correlated
WFT methods converge significantly slower to the CBS limit, which additionally hampers their
application for large systems. See Refs. 119–122 for reviews on basis sets and basis set related
errors.
In passing, it is noted that established semiempirical methods generally work with minimal
basis sets and apply approximations to the corresponding HF/KS Roothaan-Hall equations, in
particular the computation of the two-electron integrals, while element-specific parameters are
typically provided for the one-electron parts.38
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2.2.6. Linear Response Theory
The SCF procedure in HF theory and KS-DFT generally converges to a variational wave function
that corresponds to the ground state. Since absorption of electromagnetic radiation in the visible
to ultraviolet (UV-Vis) energy range involves the transition from the electronic ground state to
an excited state,‖ we need a way to compute excited states as well. For this purpose, the concepts
of PT can be applied: having determined a time-independent zeroth order wave function, we
can compute its response to a small (external) perturbation that has initially been neglected in
the zeroth order Hamiltonian H0 (cf. Eq. 2.1). In the case of light, the system is perturbed by
an oscillating electric (and/or magnetic) field
Vˆ (r1, t) = Vˆ (r1)
1
2
(
e−iωt + eiωt
)
︸ ︷︷ ︸
cos(ωt)
. (2.31)
Here, ω is the energy of the incoming light wave. In principle, one can introduce this external
perturbation and follow the work flow as in Section 2.2.2 for the orbitals, now working with
the TD-SE. However, this would neglect that the zeroth order Hamiltonian, more precisely the
mean field potential vˆMF in the Fock operator, changes upon perturbation of the wave function.
Neglecting this dependency corresponds to an uncoupled treatment. Attempting to be on an
equal footing with the variational ground state procedure, we need to take into account the
changes in the zeroth order Hamiltonian due to the changing wave function (coupled PT). Thus,
the effective one-particle Hamiltonian is then given by
hˆeff(r1, t) = fˆ(r1) + λvˆ
′(r1, t) = fˆ(r1) + λ
[
Vˆ (r1, t) + vˆ
′
MF (r1, t)
]
. (2.32)
vˆ′MF (r1, t) corresponds to the change in the mean field potential due to the changed wave
function. In analogy to Eqs. 2.2 and 2.13, we can express the TD orbital as
ψiσ(1, t) = ψiσ(1)e
−iiσt (2.33)
and the first order correction of the TD orbital
ψ
(1)
iσ (1, t) =
∑
a
cai(t)ψaτ (1, t) . (2.34)
The letter a indicates that this summation runs over all virtual orbitals (not explicitly written
as an upper limit) with spin τ , while i corresponds to an occupied orbital with spin σ. In
principle, the summation would go over all orbitals, but for particle conserving perturbations,
such as excitations, the terms involving occupied orbitals will cancel, when density perturbations
‖There is also a contribution from the changes in the nuclear wave functions.15 They are responsible for the
vibrational fine structure and broadening of absorption signals in electronic spectroscopy. Their explicit treatment
is neglected in the present work and, instead, their effect on spectra is typically simulated by an empirical
broadening of the vertically computed intensities.
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are to be computed. The coefficients cai(t) are determined analogously to Section 2.2.2, now
by projection of the first order terms in the TD Schro¨dinger equation onto a possible time-
independent solution ψaτ (1) and solving the resulting first order differential equation
cai(t) = −iδστ
x
Θ(t− t′)ψ∗a(r1)vˆ′(r1, t)ψi(r1) · ei(a−i)t
′
dr1dt
′ (2.35)
The integration over t′ is performed with upper bound t, as enforced by the Heaviside function
Θ(t − t′). The theory outlined here is called linear response theory, which gives rise to density
(and expectation value) changes to first order of the perturbation (thus the term “linear”), A
first order TD change in the electron density is given by
ρ(1)(r1, t) =
∑
i
ni
[
ψ∗iσ(1, t)ψ
(1)
iσ (1, t) + ψ
(1)∗
iσ (1, t)ψiσ(1, t)
]
. (2.36)
Here, ni = 1 is the occupation of the occupied orbital i with corresponding spin σ. Investigating
the change in the density is equivalent to studying a change of an expectation value. Once
we know the change in the density, we can insert the respective operator (e.g., electric dipole
operator) acting on r1 and integrate over r1 to obtain its response. In fact, derivation of linear
response theory often starts from a electric dipole moment response.11,50,123 Inserting Eqs. 2.33,
2.34, and 2.35 in Eq. 2.36 followed by a Fourier transformation yields the frequency-dependent
density change to first order123,124
ρ(1)(r1, ω) = 2
∫ ∑
i
∑
a
δστψ
∗
i (r1)ψa(r1)ψ
∗
a(r2)ψi(r2)
iσ − aτ
(iσ − aτ )2 − ω2
vˆ′(r2, ω)dr2 (2.37a)
=
∫
χ0 (r1, r2, ω) vˆ
′(r2, ω)dr2 (2.37b)
!
= 2
∫ ∑
K 6=0
ω0K
Ψ∗0(r1)ΨK(r1) ·Ψ∗K(r2)Ψ0(r2)
ω20K − ω2
Vˆ (r2, ω)dr2 (2.37c)
=
∫
χ (r1, r2, ω) Vˆ (r2, ω)dr2 . (2.37d)
In Eq. 2.37b, the frequency dependent response function of the independent particle system
χ0 (r1, r2, ω) is introduced. It describes the change in the electron density at position r1 due
to a TD perturbation at position r2 with frequency ω. Neglecting changes in the mean field
potential (in that case vˆ′MF(r2, ω) = 0) χ0 (r1, r2, ω) then corresponds to the response function
of an uncoupled treatment. If the change in the mean field potential is properly accounted for,
the first order density change of the KS system resembles the true density response χ (r1, r2, ω)
(assuming the exact functional EXC [ρ] was known).
62,125 Since vˆ′MF(r2, ω) is absent in the inter-
acting system, the true response function is solely induced by the external perturbation Vˆ (r2, ω)
(cf. Eq. 2.37c and 2.37d).∗∗ Equating the expressions for the density change of the true interact-
∗∗In the static limit (i.e., ω → 0), the response coincides with the second order energy correction in RS-PT
(compare Eq. 2.37c and 2.14b). The additional factor of two in Eq. 2.37c is absent in Eq. 2.14b, since the power
series term E(2) is equivalent to the corresponding second order term of the Taylor expansion, i.e., E(2) ≡ 1
2
∂2E
∂λ2
,
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ing and the KS independent particle system (Eq. 2.37d and Eq. 2.37b, respectively) then yields
χ (r1, r2, ω) =χ0 (r1, r2, ω) +
x
χ0 (r1, r3, ω)
[1− axPˆ (3, 4)
r34
+ (1− ax) fXC(r3, r4, ω)
]
χ (r4, r2, ω) dr3dr4.
(2.38)
The terms in brackets result from vˆ′MF(r2, ω), with the first term corresponding to the anti-
symmetrized Coulomb operator. Pˆ (3, 4) exchanges the electron variables of electron 3 and 4 in
two orbitals, thus affording the exchange component of the Coulomb interaction. In the global
hybrid DFA case, the latter is scaled by ax. The last term in brackets is a condensed notation for
the XC potential response, which in the so-called adiabatic local density approximation (ALDA)
is given by
(1− ax) fXC(r3, r4, ω) ≈ δ (r3 − r4)
[
(1− ax) vˆX(r3)
∂ρ(r3)
+
vˆC(r3)
∂ρ(r3)
]
. (2.39)
The ALDA approximation is assumed to work well for slowly oscillating perturbations, i.e.,
ω → 0.124 Eq. 2.38 can be interpreted in the following way: the density response to a TD
external perturbation in the true interacting system (left hand side) is also reflected by the
independent KS particle system (right hand side). In the latter, the equivalent TD external
perturbation at position r2 leads to an uncoupled density response at r1 (first term), which
is augmented with a coupling response. The same TD external perturbation at r2 induces a
change in the density at position r4. This density response at position r4 due to an external
field at r2, is described correctly by the true response function (Eq. 2.37). Integration over
r4, affords the change in the mean field potential, which is experienced at position r3. The
change of the mean field experienced at position r3 then also affects the KS response at r1. The
induced oscillation at position r1 is thus equivalently described by the true response function
χ (r1, r2, ω) “directly” reacting to Vˆ (r2, ω) and also by χ0 (r1, r2, ω) reacting to vˆ
′(r2, ω) as
given by Eq. 2.38. χ0 (r1, r2, ω) only depends on the orbitals and their respective energies and
is thus easily computable for a given perturbation, which is different for χ (r1, r2, ω). Since
the latter appears on both sides of the equation, a self-consistent treatment is necessary for
each perturbation frequency. However, we will find in the following that such a treatment is not
required to compute the perturbation independent excited eigenstates of the system. Before this
is shown, it is noteworthy that the (true) response function gives rise to any property changes
due to an external TD perturbation. For example, if the TD perturbation is an oscillating
electric field, the induced first order change of the electric dipole moment µ, i.e., the dynamic
while Eq. 2.37d rather correspond to the double partial derivative without the factor 1/2. Hence, the result
obtained in the TD framework equals the one obtained from a time-independent treatment.
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polarizability, is accessible
αuv(ω) = 2
∑
K 6=0
ω0K
〈Ψ0 |µˆu|ΨK〉 · 〈ΨK |µˆv|Ψ0〉
ω20K − ω2
. (2.40)
Starting from the true response function in Eq. 2.37, we have inserted the electric dipole moment
operator (see Eq. 5.16 in Chapter 5) in the Cartesian direction u (acting on the coordinate r1) and
set the external perturbation (acting on r2) equal to an oscillating electric dipole, e.g., the electric
field of a photon oscillating in direction v, followed by an integration over r1. Being an energy
correction term of second order of the perturbation (cf. Eq. 2.14), this sum-over-states (SOS)
expression runs over all excited states K. Since µˆ(r1) is a one-electron operator, the summation
only includes singly excited states. Absorption of the photon energy occurs if the perturbation
frequency ω equals the excitation energy ω0K . The residual of the diagonal elements αuu of the
3 × 3 polarizability tensor then provides the probability for the electronic transition, which is
observable as a signal in the absorption spectra. Since we are mostly interested in systems in
solution, the average of the three Cartesian components defines the so-called oscillator strength
f0K =
2
3
∑
u=x,y,z
ω0K〈Ψ0 |µˆu|ΨK〉 · 〈ΨK |µˆu|Ψ0〉 = 2
3
ω0K~µ0K · ~µK0 . (2.41)
Optical activity is related to a change in the electric dipole moment due to a magnetic dipole
perturbation (and vice versa), hence
βuv(ω) = 2c
∑
K 6=0
Im (〈Ψ0 |µˆu|ΨK〉 · 〈ΨK |mˆv|Ψ0〉)
ω20K − ω2
. (2.42)
Here, mˆ is the magnetic moment operator (see Eq. 5.15 in Chapter 5). The imaginary part of
the residual corresponds to the observed ECD intensity from the particular photon absorption
with energy ω = ω0K .
32 The analogue to the oscillator strength is the so-called rotatory strength
(see Eq. 5.14 in Chapter 5).
The eigenstates ω0K and transition moments in Eqs. 2.40 and 2.42 are given for the true system
of interacting particles. We have established the connection of its TD response to the response
of the non-interacting particle system in Eq. 2.38. Hence, we should be able to compute these
entities by means of our non-interacting particle system. To achieve this, we can alternatively
express the density change in Eq. 2.37 in terms of changes in the density matrix
ρ(1)(r1, ω) =
∑
ia
P ′ia(ω)ψ
∗
i (r1)ψa(r2) . (2.43)
Just like the response function, P ′ia(ω) is again a function of itself. Equating with Eq. 2.37,
assuming real orbitals only, and solving for the expectation value of the external TD perturbation
yields two sets of linear equations, one for Via(ω) = 〈ψi
∣∣∣Vˆ (ω)∣∣∣ψa〉 and another one for its adjoint
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Wia(ω) = Vai(ω). These can be written in a matrix notation as[(
A B
B* A*
)
− ω
(
1 0
0 −1
)](
X(ω)
Y(ω)
)
=
(
V(ω)
W(ω)
)
, (2.44)
with matrix elements
Aiaσ,jbτ = δστδijδab(aτ − iσ) + (ia|jb)− axδστ (ij|ab)
+ (1− ax)(ia|fXC |jb)
(2.45)
and
Biaσ,jbτ = (ia|bj)− axδστ (ib|aj) + (1− ax)(ia|fXC |bj) . (2.46)
X(ω) and Y(ω) describe the excitation and de-excitation contributions to the density matrix
change, since Xia(ω) = P
′
ia(ω) and Yia(ω) = P
′
ai(ω). From Eq. 2.44 it becomes obvious that the
response of the electronic system depends only on the perturbation frequency, not on the type
of perturbation itself. If we let the strength of the external perturbation strength tend to zero,
the right hand side of Eq. 2.44 vanishes. Apart from the trivial solutions, i.e., X(ω) = Y(ω)
= 0, the left hand side becomes zero for all perturbation frequencies that correspond to the
excitation energies of the electronic system, i.e., if ω = ω0K . Solving the resulting eigenvalue
problem (generically referred to as LR-TD in the following) affords the excitation energies ω0K
for the transition from the ground to an excited state K of the coupled HF/KS system. This is
equivalent to knowing the poles of the response function of the coupled HF/KS system in Eq. 2.38
and, in turn, the poles of the true response function, provided the correct density functional
(and its TD response) were known. The eigenvectors X and Y then allow the computation
of the respective transition moments. For a purely real perturbation operator Vˆ (r) (e.g., the
electric dipole moment), the respective transition moment is given by V
(r)
0K =
∑
ia
V
(r)
ia (X
K
ia +Y
K
ia ),
while V
(i)
0K =
∑
ia
V
(i)
ia (X
K
ia − Y Kia ) is the expression for a purely imaginary perturbation operator
Vˆ (i), e.g., a magnetic field perturbation. In the HF case, the LR-TD problem is referred to
as time-dependent Hartree-Fock (TD-HF), while it is termed time-dependent density functional
theory (TD-DFT) if the underlying orbitals come from a KS-DFT calculation. A more general
derivation of linear response theory based on variational perturbation theory is given in Ref. 126
(chapters 2, 11, and 12). The matrix elements of A connect two singly excited configurations
Φai and Φ
b
j , which are obtained from an i→ a and j → b orbital excitation, respectively, based
on the ground state determinant Φ0 (see right-hand side of Figure 2.1). In the case of a HF
reference, the matrix A is identical to the one employed in configuration interaction singles
(CIS) calculations.50,126 Matrix B contains elements that connect the ground state determinant
Φ0 with the corresponding doubly excited configuration Φ
ab
ij
50 as a result from the mean field
response.123 The computational bottlenecks in TD-DFT and TD-HF calculations are typically
the computation of the two-electron integrals and the solution of the non-standard eigenvalue
problem, which is complicated by the huge matrix dimensions of Nocc. ×Nvirt.. Neglecting the
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matrix B corresponds to the so-called Tamm-Dancoff approximation (TDA)127 and leads to the
CIS problem in HF. In the DFT context,128 this will be abbreviated by TDA-DFT. If Fock
exchange is present, this approximation speeds up the calculation by roughly a factor of two.
Typically, it has only minor effects on excitation energies, but can have severe effects on the
transition moments as will be discussed in Chapter 6. Part III of this thesis is devoted to the
development and application of simplified TD-DFT and TDA-DFT variants in which the matrix
dimensions are reduced and the involved computation of two-electron integrals is approximated.
Due to the smaller HOMO-LUMO gap, TD(A)-DFT generally provides better valence excita-
tion energies than TD-HF or CIS.15,34,35,129 As mentioned above, its performance for Rydberg
or CT states depends primarily on the amount of Fock exchange in the DFA. In particular,
asymptotically correct RSH DFAs have become popular to avoid CT-related problems, since
they provide the asymptotically correct Coulomb attraction (resulting from the Fock exchange
response in Eq. 2.45) in the excited state.15,129
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II. Dispersion-Corrected Density Functional Theory in Free Energy Calculations
This part deals with the application of dispersion-corrected density functional theory in a
multi-level scheme to compute free energies in solution. Since HF and semi-local DFAs are
devoid of long-range Coulomb correlation, they fail to describe the non-negligible London dis-
persion (also called “van der Waals”) interactions.50,56,130 In particular the preferential orien-
tation of flexible or rotatable groups, which can lead to visible bands in the UV-Vis and ECD
spectra, is influenced by these interactions. The importance for ECD spectra is exemplified in
Figure 2.3 for two conformers of an Ace-Ala-Gly-Ala-NMe tetrapeptide. It is obvious that the
ECD spectra of both structures are quite different and reasonable comparisons with experimen-
tal data can only be made if it is known which one is more stable. The hybrid density functional
B3LYP69,99,100,106,107 erroneously describes the unfolded structure to be the energetically more
stable one, but this situation is remedied if London dispersion interactions are taken into ac-
count.130 Hence, their proper description is of vital importance also for the simulation of ECD
spectra.
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Figure 2.3.: Computed ECD spectra of the Ace-Ala-Gly-Ala-NMe tetrapeptide in an unfolded
(red) and folded (blue) conformation. The geometries from Ref. 130 are used and the
spectra are computed with the sTDA-xTB method that is presented in Chapter 8.
Both spectra are obtained by broadening of the vertically computed ECD signals
by Gaussian functions with a full width at 1/e maximum of 0.4 eV.
The inherent local nature of the Coulomb operator, which dominates the asymptotic region
(i.e., r12 →∞) enabled the development of efficient correction schemes to account for dispersion
interactions130 without having to resort to elaborate correlated wave function methods. The
basic procedure can be derived from perturbation theory (see Section 2.2.2). At long-range, the
correlation energy from second order many-body perturbation theory (MB-PT, cf. Eq. 2.14) is
33
II. Dispersion-Corrected Density Functional Theory in Free Energy Calculations
given by
lim
r12→∞
E
(2)
MB-PT = −
∑
i,a∈A
∑
j,b∈B
(ia|jb)2
E
(0)
ij→ab − E(0)0
. (2.47)
Here, ij denote occupied and ab denote virtual molecular orbitals, respectively, whereas the
denominator corresponds to the excitation energy for the double excitation ij → ab. While
the orbitals i and a belong to fragment A, the orbital j and b are located on fragment B. For
convenience, we will assume these fragments to be two atoms from the very beginning, as it is a
commonly employed partitioning of the dispersion energy.130 The atoms themselves may be part
of the same, as well as of different molecules. If the integral (ia|jb) is expressed in a multipole
expansion, the dipole-dipole term is obtained at lowest order. Assuming spherical particles
and averaging over all possible orientations, the well-known Casimir-Polder equation56,131,132 is
obtained
EABdisp ≈ −
3
piR6AB
∞∫
0
αA (iω)αB (iω) dω = −C
AB
6
R6AB
. (2.48)
We have introduced the dispersion coefficient CAB6 of the two atoms A and B. RAB is
the interatomic distance and αA (iω) is the isotropic dynamic dipole-dipole polarizability at
imaginary frequencies iω (cf. Eq. 2.40). Many dispersion corrections simply approximate the
dispersion coefficient CAB6 in Eq. 2.48 and furthermore, introduce a damping function to avoid
double counting of correlation effects, as well as divergence of EABdisp at short distances.
One of the most widely employed dispersion corrections is the D3 scheme.133,134 For each ele-
ment pair, the CAB6 are pre-computed for reference systems (free atoms and hydrides) employing
first principles time-dependent density functional theory. The reference systems reflect the atom
within a given molecular environment corresponding to different hybridizations. In addition to
the dipole-dipole contribution, the D3 model also includes pairwise dipole-quadrupole, and op-
tionally the Axilrod-Teller-Muto dipole-dipole-dipole three-body contributions. If the latter is
included, the superscript “ATM” will be used for the method abbreviation (i.e., D3ATM) in the
following. The respective dispersion coefficients CAB8 and C
ABC
9 are empirically derived from
the non-empirical CAB6 coefficients.
133
The total D3ATM dispersion energy is then given by
ED3
ATM
disp =−
∑
n=6,8
atoms∑
A<B
CABn
RnAB
f
(n)
damp (RAB)
−
atoms∑
A<B<C
CABC9 (3cosθacosθbcosθc + 1)
(RABRACRBC)
3 f
(9)
damp(RABC) .
(2.49)
f
(n)
damp (RAB) is a damping function that prevents the dispersion energy from diverging at small
34
II. Dispersion-Corrected Density Functional Theory in Free Energy Calculations
RAB (RABC =
3
√
RABRACRBC). The damping function is a key ingredient of any dispersion
correction130,134 and the damping parameters typically need to be adjusted for any DFA that
is to be combined with the respective dispersion correction. The initial version of D3, denoted
as D3(0) in the following, employs damping functions that damp the individual contributions
to zero for small RAB.
133 In the most recent version of D3, the two-body terms are rationally
damped.134 The latter damping function130,134 is more physically sound and inspired by the
work of Johnson and Becke.135 Its use is abbreviated by either D3(BJ) or simply D3. If the
three-body term (last term in Eq. 2.49) is used, it is always combined with the original zero
damping function.
The D3 method is among the fastest and, at the same time, most accurate dispersion cor-
rections.130,136,137 Other conceptually different, as well as atom pairwise, dispersion corrections
exist, which are not discussed here (see Ref. 130 and 138 for recent reviews). The performance of
DFAs in combination with the D3 dispersion correction for reaction energies, reaction barriers,
and non-covalent interactions was previously assessed on different benchmark sets.73
In this part, the performance of dispersion-corrected density functional theory is demonstrated
in the computation of association energies of two bimolecular frustrated Lewis pair (FLP) em-
ploying a supramolecular approach.42 The obtained results are compared to contemporary cor-
related wave function theory and if possible to binding energies derived from experimental data.
The computed association (free) energies imply a slightly different reactivity of the two FLPs
for the reaction with small molecules such as H2. It is shown that dispersion-corrected DFAs
can properly describe the important non-covalent interactions along with intramolecular relax-
ation effects. Furthermore, these methods suffer much less from the basis set superposition error
(BSSE) than the computationally more demanding correlated WFT approaches. In agreement
with other studies,139–141 the largest uncertainty in the computation of binding free energies
seems to arise from the solvation contribution. The methodology applied in this part to FLPs
may likewise be employed in a multi-level scheme to determine the absolute configuration of
chiral compounds. In this context, dispersion-corrected DFT serves as a suitable method to
obtain reasonable molecular geometries and conformational energies. The efficient computation
of excited states (including absorption and ECD spectra) is discussed in Part III. In Part IV, two
semiempirical low-cost methods are presented: one is designed to further accelerate the compu-
tation of electronic spectra, while the other method can be used in the context of free energy
calculations for the conformational sampling, fast geometry optimizations, and the computation
of ro-vibrational contributions.
35

3. The Association of Two “Frustrated” Lewis
Pairs by State-of-the-Art Quantum Chemical
Methods
Christoph Bannwarth,∗ Andreas Hansen,∗ and Stefan Grimme∗
Received 29th of September 2014, Published online 10th of February 2015
Reprinted (adapted) with permission from†
Bannwarth, C.; Hansen, A.; Grimme, S. Isr. J. Chem. 2015, 55, 235–242.
— Copyright c© 2015, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
DOI 10.1002/ijch.201400138
Own manuscript contribution
• Performing the calculations except for the HF, MP2, and DLPNO-CCSD(T) calculations
with the aug-cc-pVDZ and aug-cc-pVTZ basis sets
• Interpretation of the results
• Writing the manuscript
∗Mulliken Center for Theoretical Chemistry, Institut fu¨r Physikalische und Theoretische Chemie, Rheinische
Friedrich-Wilhelms-Universita¨t Bonn, Beringstraße 4, 53115 Bonn, Germany
†Permission requests to reuse material from this chapter should be directed to WILEY-VCH.
37
3. The Association of Two “Frustrated” Lewis Pairs
Abstract State-of-the-art quantum chemical methods have been applied to describe the associ-
ation of two frustrated Lewis pairs (FLPs) B(C6F5)3/PR3 (1: R=2,4,6-Me3C6H2; 2: R=CMe3)
with different steric demands of the base component. Interaction energies are calculated at the
dispersion-corrected DFT, MP2 (second-order Møller-Plesset), and DLPNO-CCSD(T) (domain-
based local pair natural orbital-coupled cluster, including single, double and perturbative triple
excitations) levels of theory, combined with extended triple- or quadruple-ζ AO (atom-centered
orbital) basis sets. Thermostatistical contributions to the free binding energy are calculated from
harmonic frequencies at the efficient HF-3c (minimal basis Hartree-Fock with three corrections)
level, while solvation effects in benzene are accounted for by the COSMO-RS (conductor-like
screening model for realistic solvents) continuum model. Comparison to the recently measured
experimental value for the free association energy of the FLP 1 reveals agreement between
theory and experiment within the estimated error bars. The computed gas phase interaction
energies for both FLPs are similar (about −13 kcal mol−1) with only small variations (about
±3 kcal mol−1) for various quantum chemical methods when London dispersion interactions are
accounted for properly. The association of the more “frustrated” FLP 1 is mainly driven by
non-directional dispersion forces resulting in non-preferential orientations which is in agreement
with experimental results. On the other hand, in FLP 2 with the “smaller” base the boron
and phosphorus atoms face each other in the favored complex structure indicating a weak P-B
donor-acceptor interaction. This conformation of 2 seems to be more suitable for small molecule
(e.g., H2) activations.
3.1. Introduction
The electrophilic borane B(C6F5)3 (3) is known for about 50 years
142,143 and has found tremen-
dous attention in the past decade with the upcoming of the so-called “frustrated” Lewis pair
(FLP) chemistry.44,144 This is the chemistry of Lewis acid/base pairs (intra- or intermolecular)
which are hindered from forming covalent bonds, e.g., due to “sterical hindrance”. An avalanche
of studies in this field has been triggered by a landmark paper in 2006, where the ability of a
FLP to activate molecular hydrogen was discovered.43 As a result, a variety of intra- and inter-
molecular FLPs and their ability to activate small molecules, such as H2, CO2, and NO, have
been studied both experimentally145–147 and theoretically.148–155
The catalytic activity of intermolecular FLPs containing 3 is generally thought to be related
to the “degree of frustration” of the FLP, i.e., the reduced ability to form the covalently bound
Lewis pair. Recently, the association of FLP 1 (alternatively dubbed B(C6F5)3/PMes3) in d6-
benzene was studied by nuclear Overhauser effect spectroscopy (NOESY) measurements.45 The
association was found to be slightly endergonic (∆Gexptl.=+0.4 kcal mol
−1, at T=298 K) and no
preferential orientation of B(C6F5)3 and PMes3 in the complex was observed. This experimental
reference opens up the possibility to assess the quality of different quantum chemical methods
in describing this FLP association. Since many of these approaches were previously used to
theoretically describe, e.g., H2 activation by FLPs, the present study is also important to judge
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their applicability to FLPs in general.150,156,157 Aside from 1, the respective formation of FLP
2 (dubbed B(C6F5)3/PtBu3) will be studied and the associations of both systems are compared
to each other.
3.2. Theoretical Background
For the association of the FLPs, which is assumed to occur under equilibrium conditions, the
calculated free energy ∆GTR(X) is given in our physically motivated partitioning scheme
42 as
∆GTR(X) = ∆E + ∆G
T
RRHO + ∆δG
T
solv.(X) . (3.1)
Here, for the FLP complex and its separate acid and base components, ∆GTRRHO is the difference
of their ro-vibrational gas phase free energies and ∆δGTsolv.(X) is the difference in solvation free
energies. T is a given temperature and X a given solvent, i.e., in the present study 298 K and
benzene (bz), respectively. ∆E is the difference in electronic, zero point vibrational exclusive gas
phase energies obtained by the respective quantum chemical (QC) method (including fragment
structure relaxation and optionally dispersion corrections).
Instead of calculating free energies and to compare them to experimental values, it is also
possible to back-correct experimentally measured free reaction energies to “experimental” energy
differences, ∆Eexptl.
∆Eexptl. = ∆G
T
exptl.(X)−∆GTRRHO −∆δGTsolv.(X) . (3.2)
This allows to evaluate exclusively the description of the changing electronic structure by the
different methods and to conveniently benchmark approximate electronic structure methods.
Since an experimental value for the association of FLP 1 has been measured recently, we perform
a back-correction with the methods presented below and compare the calculated ∆E values to
the “experimental” ∆Eexptl.. We use the experimentally determined ∆G
298 K
exptl.(bz) by Rocchigiani
et al. to derive ∆Eexptl. according to Eq. 3.2.
45
For the interaction energies of supramolecular systems, which have some similarities to the
association of the FLPs considered here, this procedure provided a valuable benchmark data set
which agrees well with high-level quantum chemical results.42,158 In the 2013 SAMPL4 blindtest
on predicting free energies of supramolecular host-guest binding reactions,159 this protocol per-
formed excellent for cucurbit[7]uril host-guest associations (among the top three out of 20 sub-
missions by all statistical measures employed).140 Furthermore, the methods to obtain ∆GTRRHO
and ∆δGTsolv.(X) have successfully been applied in previous studies to study the thermochemistry
of different reactions in solution, including reactions catalyzed by FLPs.42,152,157,160,161
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1a 1b
Figure 3.1.: Ball-and-stick depiction of 1a and 1b. Geometries are optimized at the TPSS-
D3/def2-TZVP level (color code: B=pink, C=gray, F=green, H=white, P=orange).
3.3. Technical Details of the Calculations
3.3.1. Geometry Optimizations
All geometries were fully optimized at the TPSS-D3/def2-TZVP level105,133,134,162,163 using the
TURBOMOLE suite of programs.164a, 165 The appended “-D3” denotes our standard atom-
pairwise D3 dispersion correction combined with the Becke-Johnson damping scheme.133,134
The resolution-of-the-identity (RI) approximation has been used to speed up the calculation
of Coulomb integrals (dubbed RI-J)76,166 using matching auxiliary basis sets.167,168 For the
numerical integration of the exchange-correlation potential, the m5 grid was applied.
For both complexes 1 and 2, two orientations of the Lewis base PR3 are considered here: The
phosphorus of the Lewis base may point “toward” (appended a) or “away from” (appended b)
the boron of the Lewis acid. Each of these were optimized at the above-mentioned level of theory
and studied by the methods described below. The resulting structures of 1 and 2 are depicted
in Figure 3.1 and 3.2, respectively. Every geometry was verified as a minimum structure by
performing a normal coordinate analysis at the HF-3c169 level (vide infra) after re-optimizing
the geometries at this level of theory.
3.3.2. Single-Point Energy Calculations
These geometries were used to perform single-point energy calculations at higher levels of the-
ory in combination with the extended def2-QZVP atom-centered orbital (AO) basis set.163,170
Among these are the hybrid (meta) functionals PBE0104,111, PW6B95112, B3LYP99,100,106,107
and M06,108,109 as well as the B2PLYP84 double-hybrid functional. Dispersion interactions
are accounted for by applying the D3 correction (with Becke-Johnson damping, zero-damping
for M06).73,133,134 In addition, the B3LYP functional was combined with the density-dependent,
non-local (NL) van-der-Waals correction by Vydrov and Van Voorhis (VV10, dubbed B3LYP-NL
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2a 2b
Figure 3.2.: Ball-and-stick depiction of 2a and 2b. Geometries are optimized at the TPSS-
D3/def2-TZVP level (color code: B=pink, C=gray, F=green, H=white, P=orange).
here) in the post-SCF fashion.171,172 The applied wave function methods include (dispersion-
corrected) Hartree-Fock (HF), as well as second-order Møller-Plesset theory (MP2)59 and its
spin-component-scaled (SCS-MP2)173 variant which performs better for thermochemistry,174 as
well as for aromatic stacking interactions.173
The method of highest accuracy applied here is domain-based local pair-natural-orbital coupled-
cluster including single, double and perturbative triple excitations, dubbed DLPNO-CCSD(T).175
The default settings for the local cutoff thresholds were used. Since the computations on the
complexes with the def2-QZVP basis are too demanding with this method, a triple-zeta basis set
was used instead. In order to ensure that London dispersion interactions are treated properly,
the larger and diffuse aug-cc-pVTZ (aTZ) basis set176,177 was preferred over the smaller def2-
TZVP. Unfortunately, the aTZ basis set is not properly converged with respect to the complete
basis set (CBS) limit and is particularly prone to basis set superposition error (BSSE).178,179 To
account for these, an aDZ/aTZ basis set extrapolation according to Halkier et al.180 at the coun-
terpoise (CP) corrected181 MP2 level was performed (aDZ=aug-cc-pVDZ). Using CP corrected
values, the D/T extrapolation is more robust and expected to approach the CBS limit faster.
Unfortunately, a HF calculation using the larger aug-cc-pVQZ basis set is not practicable due to
near linear dependencies (for a similar problem already encountered with a TZVP basis set in
solids see Ref. 182). Given that the association hardly changes the geometry of the individual
components, the deformation contribution has been neglected in the CP treatment.
Based on this extrapolation, the association energy at the DLPNO-CCSD(T)/δCBS was ob-
tained from a focal point analysis according to Eq. 3.3:
∆EDLPNO-CCSD(T)/δCBS =∆EMP2/CBS-CP
+ (∆Ecorr.DLPNO-CCSD(T)/aTZ −∆Ecorr.MP2/aTZ-CP) .
(3.3)
Here ∆EMP2/CBS-CP is the association energy at the CP corrected aDZ/aTZ-extrapolated
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MP2 level. For the association reaction, ∆Ecorr.MP2/aTZ-CP refers to the difference in the MP2
correlation energies with the aTZ basis set. ∆Ecorr.DLPNO-CCSD(T)/aTZ is the respective difference in
the non-CP corrected DLPNO-CCSD(T)/aTZ correlation energies. This scheme was employed
since BSSE is not well defined for the local correlation treatment of DLPNO-CCSD(T). It
shall be pointed out that the underlying HF part of ∆EDLPNO-CCSD(T)/δCBS, for which BSSE
is well defined, is counterpoise-corrected as this is contained within ∆EMP2/CBS-CP. By adding
the difference written in parentheses in Eq. 3.3, we corrected the correlation contribution of
the MP2/CBS-CP energy by DLPNO-CCSD(T), assuming that when combined with aTZ, the
BSSE of DLPNO-CCSD(T) is less pronounced than in canonical MP2. The discrepancy between
the CP corrected MP2 association energy with aTZ and the extrapolated value (rounded to the
nearest larger multiple of 0.5 kcal mol−1) will be used as an estimate for the basis set errors
in ∆EDLPNO-CCSD(T)/aTZ. Adding to this 0.5 kcal mol
−1 to take into account possible locality
errors, this yields the error estimate of ∆EDLPNO-CCSD(T)/δCBS.
The above mentioned RI-J approximation76,166 has been used in all SCF treatments em-
ploying the def2-QZVP basis set. Calculation of two-electron integrals in MP2 (also as part
of the B2PLYP functional) were sped up by exploiting density fitting (dubbed RI-C).76,183 In
the correlation part of (SCS)-MP2 and DLPNO-CCSD(T), the core orbitals were kept frozen.
The ORCA suite of programs (version 3.0) was used for the M06, B3LYP-NL as well as the
MP2/aDZ, MP2/aTZ and DLPNO-CCSD(T)/aTZ calculations.48 All other calculations were
done with TURBOMOLE.164a, 165 In the hybrid DFT calculations with ORCA, i.e., for M06 and
B3LYP-NL, the exchange-correlation energy was evaluated using grid7. Furthermore, calcula-
tions of exchange integrals were accelerated using the chain-of-sphere approximation (COSX)
with gridx5.184,185
In all single-point calculations, the SCF convergence criterion was set to 10−7Eh. In all TUR-
BOMOLE calculations, C3 point group symmetry of each system studied here (D3 for B(C6F5)3
(3)) has been exploited. As an error estimate for the employed dispersion-corrected density
functionals, HF as well as (SCS)-MP2, we used the weighted total mean absolute deviation from
Ref. 73 (Ref. 172 for B3LYP-NL) for non-covalent interactions rounded to the nearest larger
multiple of 0.5 kcal mol−1. The differences in the association energies obtained from plain (i.e.,
without dispersion correction) B3LYP/def2-QZVP in TURBOMOLE (RI-J) and ORCA (RI-J-
COSX) were in good agreement (maximum deviation of 0.16 kcal mol−1 for FLP 1a) and thus,
we consider the introduced errors by COSX to be negligible in the present study.
3.3.3. Ro-Vibrational Contributions
The thermostatistical contribution to the free energy was calculated by a modified ideal gas,
rigid-rotor, harmonic-oscillator (RRHO) approach.42 Therein, entropy contributions arising from
vibrational frequencies smaller than about 100 cm−1 are obtained from an interpolated scheme
that treats them partially as a free rotor and a harmonic oscillator. This has proven to improve
results for thermochemistry, particularly for supramolecular complexes where such small vibra-
tional frequencies are common.42 The elaborate calculation of the required harmonic frequencies
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is carried out with an efficient, corrected small basis set HF approach, termed HF-3c,169 on ge-
ometries re-optimized at this level of theory. For the frequencies, we use the scaling factor of 0.86
as recommended in Ref. 169. Since the (scaled) frequencies are relatively insensitive to the cho-
sen method,42,186,187 this should yield sufficiently accurate results within about ±1 kcal mol−1
for ∆GTRRHO.
3.3.4. Solvent Contributions
Calculating accurate solvation free energies for large systems is still a challenging task. Typically
employed methods based on continuum solvation models are the so-called COSMO-RS188 and
SMD approaches.189 The solvation contribution to the free energy is generally considered to
be less accurate compared to ∆GTRRHO
42,141 although they are in the present case numerically
much smaller. Here we applied the COSMO-RS(2012) approach which uses the conductor-like-
screening model (COSMO)190 (based on BP86/TZVP99,101,102,162 data) as implemented in the
COSMOtherm program.191
For further comparison, we have applied the COSMO-based SMD implementation within the
development version of ORCA48,189 at the BP86/def2-TZVP99,101,102,162,163 level.
From experience and given that SMD was originally developed for the polarizable continuum
model,51,189 we consider the COSMO-RS values to be more reliable. However, we will use the
difference between both corrections (rounded to the nearest larger multiple of 0.5 kcal mol−1) as
error estimates for ∆δG298 Ksolv. (bz).
3.4. Results and Discussion
3.4.1. Association of B(C6F5)3PMes3
The NMR experiments by Rocchigiani et al. do not indicate a preferential occurrence of the 1a
or 1b form.45 Instead their results are compatible with a rather fluxional system with no well-
defined intermolecular orientation. Hence to estimate the “experimental” association energy
∆Eexptl. according to Eq. 3.2, the same experimental value ∆G
298 K
exptl.(bz) = +0.4 kcal mol
−1 has
been used for both structures 1a and 1b in the back correction scheme. The two structures
represent models with “extreme” orientations of the B and P atoms, respectively.
Table 3.1 contains the ∆E values for the association reaction of B(C6F5)3 and PMes3 to 1a
and 1b obtained at different levels of theory along with the back-corrected experimental value.
From the results of plain and dispersion-corrected HF and B3LYP, it is obvious that the
formation of FLP 1 in both orientations a and b is mainly driven by London dispersion forces.
Without dispersion correction, both methods compute an unrealistic, endothermic formation in
the gas phase of at least +4.8 kcal mol−1.
On the other hand, the experimental values suggest an exothermic reaction with ∆E <
−10 kcal mol−1. Applying dispersion corrections in an atom-pairwise (-D3) or a density-de-
pendent (-NL) flavor to the B3LYP functional improves the results leading to agreement with
43
3. The Association of Two “Frustrated” Lewis Pairs
Table 3.1.: Theoretical and “experimental” ∆E for the association of 1a and 1b in kcal mol−1.
Unless noted otherwise, all theoretical results are obtained with the def2-QZVP basis
set.
Method 1a 1b estimated errord
exptl.a −13.8±2.5b −13.2±3.0c
B3LYP 5.5 4.8 n.a.
B3LYP-D3 −10.5 −10.7 ±1.5
B3LYP-NL −11.7 −12.2 ±1.5e
M06 −6.3 −6.1 n.a.
M06-D3(0) −13.3 −13.4 ±1.0
PW6B95-D3 −9.8 −10.9 ±1.0
PBE0-D3 −9.7 −10.2 ±1.5
B2PLYP-D3 −11.6 −11.7 ±1.0
HF 7.7 6.0 ±7.0
HF-D3 −10.2 −10.6 ±1.0
MP2 −14.9 −14.6 ±1.0
SCS-MP2 −10.3 −10.3 ±1.5
DLPNO-CCSD(T)/aTZ −15.0 −15.9 n.a.
MP2/CBS(aDZ/aTZ)-CP −13.4 −12.9 n.a.
DLPNO-CCSD(T)/δCBS −15.4 −15.0 ±1.0f
a Back-corrected from ∆G298Kexptl.(bz) = +0.4 kcal mol
−1 45 using Eq. 3.2.
b ∆G298KRRHO = 14.6± 1.0 kcal mol−1, ∆δG298Ksolv. (bz) = −0.4± 1.5 kcal mol−1.
For comparison: ∆δG298Ksolv. (bz) from SMD is +0.9 kcal mol
−1.
c ∆G298KRRHO = 14.8± 1.0 kcal mol−1, ∆δG298Ksolv. (bz) = −1.2± 2.0 kcal mol−1.
For comparison: ∆δG298Ksolv. (bz) from SMD is +0.8 kcal mol
−1.
d Estimated error for non-covalent interactions from Ref. 73.
e Estimated error for non-covalent interactions from Ref. 172.
f Estimated error from discrepancy according to Section 3.3.
n.a. = not attempted.
experiment within the estimated error bars. In the association reaction of FLP 1 and FLP 2
(vide infra), neither the Lewis base nor the Lewis acid undergo large conformational changes
or electronic reorganization. Therefore, it is mainly the dispersion interactions that make up
for the largest part of the overall association energy. This is the reason why even dispersion-
corrected HF provides good results for these reactions. Nevertheless, the latter should not be
the method of choice if conformational changes and bond breaking or formation occur as it does
not explicitly account for generally important short- and medium-range correlation effects.
M06, which was constructed to also account for medium-range correlation effects, describes
the reaction as being exothermic, but still quantitatively wrong. Including long-range corre-
lation by means of the D3(0) correction accounts for the missing London contributions to the
association energy, which seem to be crucial in these “flexibly” bound FLPs. Methods that have
previously proven to be quite reliable in thermochemistry applications (i.e., dispersion-corrected
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density functionals, SCS-MP2),73,172,174 yield association energies that lie reasonably within (or
negligibly above as, e.g., for 1a with PW6B95-D3) the upper error range of the experimental
value.
MP2, which generally overestimates pi-pi interactions, yields association energies that also
agree with the experiment within the error range. Yet, it shall be noted that the system is
overbound compared to the other methods applied with this AO basis set. Further increase of the
basis will make the binding in MP2 even stronger (roughly estimated by 1−2 kcal mol−1) thereby
increasing the deviation from the reference value, while the opposite would hold for SCS-MP2.
Notably, in particular the methods without a known tendency to overbind pi-pi stacking, are
systematically closer to the upper error range. This indicates that in this association reaction,
the errors in ∆G298 KRRHO and ∆δG
298 K
solv. (bz) do not cancel each other but may add up instead.
Tentatively from the behavior of the electronic structure methods, we would favor a value
more at the lower side of the experimental ∆E value. Being the highest-level wave function
method applied, the DLPNO-CCSD(T)/δCBS results match nicely (within the error ranges)
with the results of the other well-performing QC methods, as well as with the back-corrected
experimental value. Yet, the somewhat larger association energies might suggest some residual
BSSE contained in the correlation part of DLPNO-CCSD(T)/δCBS∗.
In agreement to the other QC methods, the association energies of both orientations 1a and
1b are predicted to be identical within < 1 kcal mol−1. The good performance of the recently
proposed DLPNO-CCSD(T) methodology is in agreement with recently reported results for an
organometallic reaction.141
Comparison of the computed association energies of 1a and 1b shows that with any of the
employed QC methods, there is no orientational preference. This is in agreement with the
recently obtained data from NOESY experiments45 and explained by the fact that the associ-
ation is predominantly London dispersion-driven. This also demonstrates that “frustration” in
this sterically hindered system is almost complete and no significant directional P-B interaction
occurs. To achieve agreement with the experimental association energy, correctly accounting
for London dispersion interactions, in particular for atomic separations > 5 A˚ (vide infra), is
crucial which becomes obvious from comparing the pure HF, B3LYP and M06 results to their
dispersion-corrected counterparts.
3.4.2. Comparing the Association of B(C6F5)3PMes3 and B(C6F5)3PtBu3
A similar, inter-molecular FLP that has been used in hydrogen activation is B(C6F5)3PtBu3
(2).44 FLP 1 and 2 differ only in their Lewis base. Rocchigiani et al. performed NOESY experi-
ments also on FLP 2 which indicate a more directive association.45 Nevertheless, no quantitative
data for the association of this system exists and hence, no comparison with experimental (free)
energies is possible.
∗Recent DLPNO-CCSD(T) studies130,192 suggest that the DLPNO-CCSD(T)/δCBS estimate in the present work
is too large in magnitude by about 4–5 kcal mol−1 for ∆E of 1a. This overestimation could be due to BSSE
and may contribute to the residual deviation from the DFT-D3 results.
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Table 3.2.: Association energies (free energies in benzene solution in parentheses) of 2a and 2b
in kcal mol−1. Unless noted otherwise, all theoretical results are obtained with the
def2-QZVP basis set.
Method 2a 2b estimated errorc
∆G298KRRHO
a 14.3 13.5 ±1.0
∆δG298Ksolv. (bz)
b −0.9± 2.0 −2.2± 3.0
B3LYP 2.8 2.7 n.a.
B3LYP-D3 −11.2 (2.3) −7.7 (3.6) ±1.5
B3LYP-NL −12.7 (0.7) −8.7 (2.6) ±1.5d
M06-D3(0) −13.7 (−0.2) −8.8 (2.4) ±1.0
PW6B95-D3 −12.0 (1.4) −7.6 (3.7) ±1.0
PBE0-D3 −10.5 (2.9) −7.3 (4.0) ±1.5
B2PLYP-D3 −11.9 (1.6) −8.2 (3.1) ±1.0
HF-D3 −11.3 (2.1) −7.9 (3.4) ±1.0
MP2 −14.1 (−0.6) −9.8 (1.5) ±1.0
SCS-MP2 −10.3 (3.2) −7.1 (4.2) ±1.5
DLPNO-CCSD(T)/aTZ −13.4 (0.0) −10.5 (0.8) n.a.
MP2/CBS(aDZ/aTZ)-CP −13.0 (0.4) −8.7 (2.6) n.a.
DLPNO-CCSD(T)/δCBS −13.1 (0.3) −9.9 (1.4) ±1.0e
a Harmonic frequencies are obtained at the HF-3c level.
b ∆δG298Ksolv. (bz) is calculated by the COSMO-RS solvation model.
For comparison: ∆δG298Ksolv. (bz) from SMD is +1.0 kcal mol
−1.
For comparison: ∆δG298Ksolv. (bz) from SMD is +0.4 kcal mol
−1.
c Estimated error for non-covalent interactions from Ref. 73.
d Estimated error for non-covalent interactions from Ref. 172.
e Estimated error from discrepancy according to Section 3.3.
n.a. = not attempted.
In this section, we apply the same levels of theory as in Section 3.4.1 (apart from plain HF
and M06) to calculate the association (free) energy of FLP 2 in both orientations a and b (see
Figure 3.2). The results are listed in Table 3.2.
All methods predict the orientation in FLP 2a to be more favorable than the one in 2b by
approximately 3−5 kcal mol−1 (1−2 kcal mol−1 in free energies). This is different compared to
the association of FLP 1 indicating that in the case of 2, the process is slightly less dispersion
driven and some P-B bonding interaction is present (this is discussed in Ref. 193 in terms of
frontier orbitals). Given that the corrections to the free energy are of similar magnitude for 1
and 2, the ∆E values are discussed in the following. The preferred association to complex 2a
is about as exothermic as is the association to 1 (either a or b). The DLPNO-CCSD(T)/δCBS
values for the association energy agree well with the other QC methods exhibiting a similar
difference between 2a and 2b. Furthermore, the association to 2a is described as being about
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as exothermic as the formation of 1a/1b which is also in agreement with the other QC methods†.
Therefore, also the computationally less expensive, dispersion corrected QC methods have
proven to work quite well in describing the association of this FLP. Furthermore, the good
mutual agreement of the conceptually different NL(VV10) and D3 dispersion correction schemes
is noteworthy. Vice versa, DLPNO-CCSD(T) provides high-level reference energies for a system
that is beyond the applicability of canonical CCSD(T).
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Figure 3.3.: Comparison of the distance-dependent, London dispersion contributions to the as-
sociation energy of 1a and 2a. The dispersion energies were calculated using the
atom pair-wise D3 method (B3LYP parametrization for Becke-Johnson damping)
and distributed to the different distances.
In Figure 3.3, the contributions of the dispersion interaction to the association energy of
the complexes 1a and 2a are plotted against the inter-atomic distance regime they originate
from. While in the range up to 5 A˚, the London dispersion interactions are not systematically
larger for either of the two, it can clearly be seen that for FLP 1a, the long-range regime
(> 5 A˚) contributes more to the association energy, summing up to additional −1.5 kcal mol−1
compared to 2a. The total contribution to the association energy from this part is approximately
−7 kcal mol−1. From Table 3.1, it is evident that this more or less corresponds to the contribution
that is missing in the plain M06 functional (which only accounts for the short- and medium-
range correlation effects). These observations also suggest the use of an augmented basis in
the DLPNO-CCSD(T) calculations. A test calculation on the association energy of 1a at the
DLPNO-CCSD(T)/def2-TZVP level results in association energies severely underestimated in
†Recent DLPNO-CCSD(T) studies130,192 suggest that the DLPNO-CCSD(T)/δCBS estimate in the present work
is too large in magnitude by about 2–3 kcal mol−1 for ∆E of 2a. This overestimation could be due to BSSE
and may contribute to the residual deviation from the DFT-D3 results.
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magnitude (−5.4 kcal mol−1).
From Figure 3.3, one can understand that this def2-TZVP basis set does not provide enough
diffuse AOs to allow an asymptotically correct description of London dispersion interactions that
make up a significant part of the association energy.
With respect to the performance of routinely employed QC methods to study FLPs,150 we
emphasize that these interactions were correctly described by either the NL or the D3 dispersion-
corrected DFT methods at lower cost. In particular, this allowed the use of a polarized
quadruple-zeta basis sets but at the same time, the delicate handling of diffuse basis func-
tions was avoided in such realistic systems without sacrificing the accuracy in the long-range
regime.
3.4.3. Structural Implication for the Reactivity
The distance between the phosphorus and the boron atoms in complexes 1a and 2a are sig-
nificantly different (4.74 A˚ compared to 4.22 A˚). Taking the phosphorus-boron separation as a
measure, the FLP 2a can be considered as being less “frustrated” than 1a, although we note
in passing that P-B distances > 4 A˚ are rather large in absolute values compared to those in
similar but non-frustrated Lewis pairs (2− 2.5 A˚, see Ref. 194).
A possible implication of our results might be a different activity of the two systems in
reactions with H2 or other small molecules. In order to cleave the H2 bond, the phosphorus
and boron atoms need to be oriented towards each other,148 i.e., as is the case in the 1a and
2a. For this orientation, both FLPs show the same, slightly positive association free energy in
solution. While the b orientation of FLP 1 is just as stable as the a oriented one, this is not
the case for 2. All of the well-suited QC methods yield the same relative stabilities therefore
drawing a uniform picture of a more directed association of FLP 2 in contrast to a more random
orientation in 1.
If a hydrogen molecule approaches a FLP complex 2, it is more likely that it is present in the
a orientation enabling a fast reaction with H2. In the case of hydrogen approaching complex 1,
the Lewis base and Lewis acid of this FLP may be oriented to each other in any possible way
(with the two extrema 1a and 1b). Thus, the probability of a reaction with hydrogen would be
lower compared to FLP 2. To our knowledge, no quantitative experiments were carried out so
far that studied the different reaction rates of both systems. Some qualitative support of our
conclusions can be taken from the different yields in the reaction of H2 with either FLP 1 or
2. Under identical reaction conditions, 74% of the former reacted to the respective zwitterion,
while the reaction with the latter yielded 90% of the hydrogenated species.144
3.5. Conclusion
In this work, we were able to reproduce the experimentally determined association free energy
of B(C6F5)3/PMes3 (1) in benzene solution using state-of-the-art quantum chemistry methods
from the realms of density functional and wave function theory. According to Eq. 3.2, an
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“experimental” value for the gas phase association energy was obtained from back-correcting
the experimentally obtained association free energy from Ref. 45. High-level CCSD(T) based
methods (the current quantum chemistry “gold standard”) extrapolated to the basis set limit
were applied to these large FLP systems for the first time and the results agree within the
estimated error limits with the experimental value.
All electronic structure methods which describe London dispersion interactions asymptotically
correct, gave very similar results for the association energies of B(C6F5)3/PMes3 (1) and good
agreement with the experimental value. Additionally, these QC methods compute the complexes
1a and 1b to be equally stable which is in agreement with recent NOESY experiments.45
The association of B(C6F5)3/PtBu3 (2) was studied as well. While the association en-
ergy to form complex 2a appears to be similar in magnitude to the association energy of
B(C6F5)3/PMes3, this is different to the formation of the oppositely oriented complex 2b which
is disfavored by a few kcal mol−1. This implies a more directive complexation involving some co-
valent P-B bonding interaction in the case of B(C6F5)3/PtBu3 than for B(C6F5)3/PMes3 where
London dispersion interactions are the major driving force for binding. A possible consequence
might be a different activity in the reaction with small substrate molecules like H2. Analyzing
the validity of this hypothesis, e.g., by molecular dynamics simulations will be the subject of
upcoming efforts.
It was also pointed out that for wave function-based local correlation methods like DLPNO-
CCSD(T), the use of a sufficiently large AO basis set including diffuse functions is necessary
for a correct description of the association. It is encouraging that in DFT calculations of such
systems, the correct physical behavior is captured at lower computational cost by the additive
dispersion corrections allowing replacement of the technically inconvenient diffuse basis sets
by semi-diffuse but larger basis sets such as def2-QZVP. Nevertheless, the DLPNO-CCSD(T)
method has proven to be applicable to chemically realistic problems and therefore seems to
qualify as a reference method when systems are beyond the applicability of canonical CCSD(T).
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III. Simplified Time-Dependent Density Functional Theory
In Part II, dispersion-corrected DFT was introduced and its good performance in the compu-
tation of non-covalent interaction energies, as demonstrated in Chapter 3, suggests its usefulness
for the ranking of conformers in future electronic circular dichroism (ECD) studies of flexible
systems.
The present part deals with the development and application of simplified methods for the
fast computation of electronic absorption and circular dichroism spectra. In 2013, the simplified
Tamm-Dancoff approximated time-dependent density functional theory (sTDA-DFT) approach
was presented. Starting from a TDA-DFT treatment (see Section 2.2.6), the involved com-
putation of two-electron integrals is approximated in a semiempirical fashion and the matrix
dimensions are drastically reduced. As described in Refs. 46 and 195, these simplifications
hardly affect the accuracy compared to regular TDA-DFT.
In Chapter 4, the sTDA-DFT method is used in a collaborative study with the Lu¨tzen group
(University of Bonn) to compute ECD spectra for large metallosupramolecular complexes with
more than 800 atoms. The computed spectra are composed of more than 5000 states and, along
with the experimental spectra, provide additional support for the presence of the self-assembled
structures, which have been suggested based on other analytical techniques.
The approximations of the sTDA-DFT method are transferred to a linear response time-
dependent (LR-TD) DFT treatment in Chapter 5, affording the simplified time-dependent den-
sity functional theory (sTD-DFT) approach. While being computationally only slightly more
involved compared to its Tamm-Dancoff approximated counterpart, sTD-DFT provides more
accurate absorption and, in particular, ECD intensities than sTDA-DFT. In this respect, both
approaches behave very similar to their parental methods.
ECD spectra of very delocalized pi-systems are identified as worst cases for Tamm-Dancoff
approximated methods in Chapter 6. (s)TDA-DFT and CIS methods compute ECD intensities
of incorrect sign in the origin-independent velocity formalism and a full LR-TD treatment as in
sTD-DFT is inevitable for these systems.
Due to the drastically reduced cost of the excited state treatment compared to a regular TD-
DFT calculation, sTD-DFT is suitable to be applied on structures (or “snapshots”) extracted
from a molecular dynamics (MD) simulation. The latter may be used for conformational sam-
pling and also to go beyond the commonly employed minimum structure approach. Such a
treatment is conducted in Chapter 7 to compute the electronic absorption and ECD spectra of
the [16]helicene and a substituted derivative. For the latter, the computed spectrum is compared
to an experimental one. While the spectra computed on the minimum geometries show slight
differences between [16]helicene and the derivative, the two spectra become almost identical in
the sTD-DFT//MD treatment. The bias due to a single, possibly arbitrary structure is “washed
out” in the latter treatment, which provides a more realistic simulation of the dynamic system
in solution.
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Abstract Coordination-driven self-assembly is one of the most powerful strategies to prepare
nanometer-sized discrete (supra)molecular assemblies. Herein, we report on the use of two
constitutionally isomeric BINOL-based bis(pyridine) ligands for this purpose. Upon coordina-
tion to PdII ions these self-assemble into enantiomerically pure endo- and exo-functionalized
hexa- and dodecanuclear metallosupramolecular spheres with a chiral skeleton depending on
the substitution pattern of the BINOL core. These aggregates were characterized by nuclear
magnetic resonance (NMR), mass spectrometry (MS), dynamic light scattering (DLS), trans-
mission electron microscopy (TEM), and electron energy loss spectroscopy (EELS), as well as
ECD. Furthermore, experimental ECD data could be compared to those obtained from theo-
retical simulations using a simplified Tamm-Dancoff approximation to time-dependent DFT to
rationalize the extraordinary high molar circular dichroisms. Despite the rotational freedom
around the central aryl-aryl bond of these ligands, the self-assembly process happens completely
selective in a “narcissistic” self-recognition manner.
4.1. Introduction
Coordination-driven self-assembly has proven to be one of the best strategies to prepare discrete
(supra)molecular assemblies with dimensions in the 1–10 nm regime.196–219 Usually these are
highly symmetrical metal-organic polygons or polyhedra that are formed from highly directional
bridging organic ligands and geometrically prefixed metal containing nodes. Among the over-
whelming number of different combinations of metal centers and ligands that has been used for
this purpose to date,196–219 the combination of palladium and platinum metal centers and lig-
ands containing pyridine groups has become one of the most successful and popular coordination
motifs in supramolecular coordination chemistry.220–227 The use of tetravalent PdII and PtII ac-
ceptors and rigid ditopic bridging N-donor ligands, for instance, has been demonstrated to give
rise to three dimensional [MnL2n] assemblies
228–246 with n ranging from two up to even twenty
four in a relatively reliable manner following the general assumption that the smallest assembly
forms in which all the coordination sites on the metal centers and the ligands are occupied (the
maximum occupancy rule) that does not experience too much steric strain. According to the
beautiful examples of Fujita and co-workers the outcome of the self-assembly process in terms
of both composition and size of the closed 3D-assemblies critically depends on the bend angle
of the bridging ligand.242–246 However, this approach is not only interesting from a conceptual
point of view but it is also very attractive for a number of applications because functionalized
ligands can lead to endo- or exo-functionalized assemblies with interesting properties.247–260
What has not been established yet is the construction of a palladium- or platinum-containing
metallosupramolecular assembly with six or more metal atoms and an inherently chiral ligand
leading to a chiral spherical metallosupramolecular framework rather than a non-chiral sphere
with chiral groups on the endo- or exo-side of the assembly.250,254,256–259 Hence, we decided
to prepare two constitutionally isomeric bis(pyridine) ligands 1 and 2 based on a chiral 2,2’-
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1
2
Scheme 4.1: Synthesis of the optically pure ligands 1 and 2. dba = dibenzylidene acetone,
MOM = methoxymethyl, Cy = cyclohexyl.
dihydroxy1,1’-binaphthyl (BINOL) core, both in enantiomerically pure P - and M -forms and
racemic forms, and study their self-assembly to metal–organic [MnL2n] polyhedra upon coor-
dination to [Pd(CH3CN)4](BF4)2. Knowing that the angle between the two pyridine nitrogen
atoms is greater than or equal to 90◦ we expected the formation of metallosupramolecular as-
semblies that contain at least six metal atoms. However, BINOL derivatives can adopt several
conformations due to the rather unrestricted rotation around the aryl–aryl bond. Thus, another
aim of this study was to elucidate how this rotational freedom would affect the selectivity of the
self-assembly process in terms of the assemblies’ composition.
4.2. Methodological Overview
The synthesis of the chiral ligands starts from (M)- or (P )-3,3’- or -6,6’-diiodo-2,2’-bis(meth-
oxymethoxy)-1,1’-binaphthyl, which were prepared according to literature methods.261,262 From
these compounds the target ligands could be obtained by Suzuki cross coupling in good yield
(68–84%) (Scheme 4.1).263
The enantiomerically pure ligands were then mixed with [Pd(CH3CN)4](BF4)2 in a 2:1 ratio
in dimethyl sulfoxide (DMSO) or acetonitrile and heated for 3 h at 80◦C and the resulting
oligonuclear complexes were examined by NMR and ECD spectroscopic, mass spectrometric,
dynamic light scattering (DLS), and transition electron microscopic means as well as theoretical
density functional theory (DFT) methods.
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d) [Pd(CH3CN)4](BF4)2 + ligand 2 (1:2)
c) ligand 2
b) [Pd(CH3CN)4](BF4)2 + ligand 1 (1:2)
a) ligand 1
δ [ppm]
Figure 4.1.: 1H NMR spectra (400.1 MHz in [D6]DMSO at 293 K) of a) 1, b) a 2:1 mixture of 1
and [Pd(CH3CN)4](BF4)2, c) 2, and d) a 2:1 mixture of 2 and [Pd(CH3CN)4](BF4)2.
4.3. Results and Discussion
First we measured the 1H NMR spectra (Figure 4.1) and observed a strongly shifted set of
signals for both cases. The signals show the same symmetry as the free ligand indicating the
formation of symmetrical coordination compounds. Although, signal broadening was observed
in both cases, the broadening was rather small in case of the complex from ligand 1 indicating
the formation of a discrete species. On comparison of the data with that of similar [M6L12]
or even larger assemblies, even the more severe signal broadening in the spectrum of ligand 2
complex is still in accordance with a discrete oligonuclear species.
To obtain more evidence for the postulated large assemblies we performed diffusion-ordered
NMR spectroscopy, i.e., 2D-1H-DOSY measurements and compared the results with the the-
oretically calculated size of the molecules. For the ligand 1 complex, we obtained diffusion
coefficients D = 6.00 × 10−11m2 s−1 in [D6]DMSO (Figure 4.2) and D = 4.29 × 10−10m2 s−1
in [D3]acetonitrile (see Supporting Information
∗), which corresponds to an object with a radius
of 13.0–15.1 A˚ according to the Stokes–Einstein equation. This size fits very well to the cal-
culated dimensions of a truncated cube-shaped structure of a [Pd6(1)12](BF4)12 aggregate of
10.5 < rcalcd. < 16.2 A˚.
†
∗Supporting information for the quantum chemical study is included in Appendix A3. The complete supporting
information is available online at http://dx.doi.org/10.1002/anie.201308651.
†Please note that the truncated cube-like shape of the [Pd6(1)12] assembly deviates considerably from an ideal
sphere. Hence, we gave the calculated distances between two opposite palladium atoms and between the two
most-remote hydrogen atoms of opposite naphthyl units as minimum and maximum distances.
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Figure 4.2.: 2D-1H-DOSY-NMR (500.1 MHz in [D6]DMSO at 293 K) of the Pd
II complex of
ligand 1.
The DOSY spectra (see Supporting Information∗) of the PdII complex of ligand 2, however,
gave considerably lower diffusion coefficients of D = 3.29 × 10−11m2 s−1 in [D6]DMSO and
D = 2.04 × 10−10m2 s−1 in [D3]acetonitrile which both indicate a considerably larger object
with a hydrodynamic radius of rH = 27.6 A˚. Such a large size matches the calculated size of
an almost spherical [Pd12(2)24](BF4)24 aggregate of ligand 2 (rcalcd. = 26.7 A˚) extremely well.
These two assemblies are depicted in Figure 4.3.
Both structures were optimized imposing O symmetry at the dispersion- and geometrically
counterpoise-corrected DFT level using the PBE functional and the def2-SV(P) basis
set.104,133,134,163,264 The optimizations were performed with the TURBOMOLE suite164a, 165
and applying the COSMO solvation model ( = 35.7).190 We will refer to this level of computa-
tion as PBE-D3-gCP/def2-SV(P) (see Supporting Information for details).
To get further support for the composition of our assemblies, electrospray ionization (ESI)
mass spectra of the two complex solutions were recorded. Unfortunately, we did not succeed in
obtaining an ESI mass spectrum under ambient conditions showing an ion of an intact metallo-
supramolecular assembly of ligand 2 with accurately resolved isotopic pattern.‡
However for the complex of ligand 1, we were able to get an ESI spectrum that clearly shows
the pattern expected for a hexanuclear complex in six different charge states with different
number of counterions, which confirms our NMR spectroscopic results (Figure 4.4). In fact, this
is one of the very first ESI mass spectra of such a large kind of oligonuclear complexes that could
‡We observed a series of lower molecular-weight fragments of our assembly such as [Pd6(2)11]F66+,
[Pd7(2)12](BF4)7
7+, [Pd7(2)13]F7
7+, [Pd8(2)13]F8
8+, [Pd9(2)17]F9
9+, or [Pd11(2)20]F11
11+ (see Supporting In-
formation∗).
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[Pd6{(M)-1}12]12+ [Pd12{(P )-2}24]24+
Figure 4.3.: DFT-optimized structures of the O-symmetric complexes [Pd6{(M)-1}12]12+ (left)
and [Pd12{(P )-2}24]24+ (right; color code: petrol=Pd, red=O, blue=N, and
gray=C; hydrogen atoms are omitted for clarity).
be recorded under ambient conditions without using cold-spray ionization.
Additional information about the size of nanoscopic objects in solution can be obtained by
dynamic light scattering (DLS) experiments.265 These DLS experiments confirmed the results
of the DOSY NMR and ESI-MS studies for both complexes, and hence provide additional
independent support of the size, and therefore, the composition of our assemblies (see Supporting
Information∗), especially because these techniques could also be used to correctly characterize
a [M12L24] aggregate from Fujita et al.
§
We were also able to grow quite well formed crystals from our complexes but owing to the
very large voids in the crystal filled with disordered anions and solvent molecules, the X-ray
scattering power of the crystals was so weak that not even a unit cell could be obtained.¶
We also performed transmission electron microscopy (TEM) measurements to visualize the
metallosupramolecular spheres. We prepared samples of the metallosupramolecular aggregates
on a perforated carbon foil supported by a Cu grid by wetting the grid with solutions of the
complexes. Quickly recorded TEM bright field images of the dried samples revealed particles
with a weak contrast embedded in the thin film formed by the dried solvent (Figure 4.5).
Given the fact that the metallosupramolecular spheres contain only 6 or 12 palladium atoms,
respectively, we expected such low contrasting objects and their size of about 3 or 5 nm fits the
size of the hexa- and dodecanuclear [Pd6(1)12] and [Pd12(2)24] complexes very well.
When the sample is exposed to the electron beam for a longer time the film breaks and does
not protect the assemblies anymore. We observe a fast reduction of the palladium(II) complexes
§Note that we referenced our analytical methodology by characterizing one of Fujita’s [M12L24] metallosupramolec-
ular assemblies (see Ref. 243) whose composition has unambiguously been assigned by different analytical tools.
In fact our DOSY, ESI-MS, and DLS approach perfectly matched these results (see Supporting Information∗).
¶ Note that the unknown amount of solvent molecules that fill the voids of our spheres also prevented adequate
elemental analysis data from being obtained.
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{[Pd(CH3CN)4](BF4)}+
{[Pd(CH3CN)2](BF4)}+
{[Pd(CH3CN)3](BF4)}+
{1+H}+
{[Pd6(1)12](BF4)3}9+
{[Pd6(1)12](BF4)4}8+
{[Pd6(1)12](BF4)5}7+
{[Pd6(1)12](BF4)6}6+
{[Pd6(1)12](BF4)7}5+
{[Pd6(1)12](BF4)8}4+
Figure 4.4.: Positive ESI-MS spectrum of the [Pd6(1)12](BF4)12 complex solution in acetonitrile.
to crystalline palladium(0) nanoparticles in a couple of minutes (see Supporting Information∗).
This effect has also been described for other palladium complexes under TEM conditions.266
To confirm that these are really the palladium complexes we measured EELS spectra, which
showed the characteristic ionization edges for palladium, boron, and fluorine as well as oxygen,
nitrogen and omnipresent carbon (see Supporting Information∗).
All of the results obtained from the different and complementary analytical techniques clearly
demonstrate the selective formation of two different types of metallosupramolecular spheres by
using the constitutional isomeric ligands 1 and 2. This result is especially interesting because
both ligands contain a rather freely rotatable aryl–aryl bond that allows both compounds to
markedly change the relative orientation of the two naphthyl groups. Nevertheless, it seems
that the 6,6’-disubstituted ligand 2 adopts a conformation with a larger nominal bend angle
between the coordinating pyridine moieties than the more concave one of its 3,3’-disubstituted
isomer 1. Clearly, the difference has to be substantial since we observe a completely size-selective
assembly in both cases. To study this phenomenon further we studied the behavior of a 1:1:1
mixture of [Pd(CH3CN)4](BF4)2, (P )-1, and (P )-2.
‖Interestingly, the 1H NMR spectrum of the
equilibrated mixture (3 h at 80◦C in [D6]DMSO) revealed the completely selective formation of
the two homoleptic complexes [Pd6(1)12](BF4)12 and [Pd12(2)24](BF4)24 but no mixed species.
Hence, the self-assembly process proceeds with complete self-sorting in a “narcissistic” self-
recognition manner.267–269
‖We also studied the stereoselectivity of the self-assembly process by using the ligands in racemic form. How-
ever, the processes were not diastereoselective in a self-sorting manner although the overall composition of the
aggregates did not change.
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Figure 4.5.: TEM image of [Pd6(1)12] complexes.
Finally, we turned our attention to ECD spectroscopy (Figure 4.6 and Supporting Informa-
tion∗) since our assemblies are the first metallosupramolecular spheres of this kind with an
enantiomerically pure O-symmetric skeleton. Besides some new bands that result from the for-
mation of metal–ligand bonds, the intensities of the bands are considerably larger than the sum
of 12 or 24 bands of the pure ligands. To our knowledge, the ECD spectra of these assemblies
show the highest ∆ε values (up to 4000 L mol−1 cm−1) recorded for well-defined molecular en-
tities. Clearly, the relative orientation of the chromophores changes and gets more ordered in
the metallosupramolecular complexes which is another excellent indication for the formation of
structurally very-well defined assemblies. Interestingly, this effect is more pronounced in the
smaller assembly indicating that the conformational change of the binaphthyl core seems to be
greater in 1 than in 2. This assumption is also supported by the comparison of the calculated
dihedral angles between the two naphthyl groups in the free ligands 1 and 2 and in their metal
complexes (see Supporting Information).
For further confirmation of our structural assignment, we performed a computational study
at the hybrid DFT level to calculate the ECD spectra of the [Pd6{(M)-1}12]12+ and [Pd12{(P )-
2}24]24+ ions. These highly positively charged complexes contain 822 and 1644 atoms, respec-
tively, and hence, represent the largest systems of this kind that have been modeled at a high
first principles level of theory up to date. Even though the huge size of the molecules forced
us to make certain approximations in the DFT treatments (see Supporting Information), the
spectra calculated using a simplified Tamm–Dancoff approximation to time-dependent DFT
(sTDA-DFT)46 are in very good agreement both in terms of position and absolute intensity of
the individual bands with the experimental ones (see Figure 4.6b). The observed blue-shift for
bands below 250 nm is attributed to various effects (used BHLYP hybrid functional, incom-
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plete basis set and solvation treatment; see Supporting Information for a thorough discussion
also of geometry and conformational effects and UV/CD spectra). However, the deviations are
systematic and acceptable concerning the size and complexity of the aggregates. These sTDA-
DFT calculations set new standards in the field of theoretical ECD spectroscopy what can be
investigated nowadays. They provide further support for the aggregates composition and their
structure and the self-assembly of just one enantiomer.
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Figure 4.6.: a) ECD spectra of the enantiopure complexes of ligands 2 compared to the ones
of (M)- and (P )-2 in acetonitrile. (for a better view of the ligand spectra see Sup-
porting Information∗). b) Experimental and calculated ECD spectra of [Pd6{(M)-
1}12](BF4)12 in acetonitrile.
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4.4. Conclusion
In conclusion we have shown that BINOL-based bis(pyridine) ligands form hexa- and dode-
canuclear enantiomerically pure metallosupramolecular spheres with a chiral skeleton upon co-
ordination to PdII ions depending on the substitution pattern of the BINOL core. Despite
the relatively high rotational freedom around the central aryl–aryl bond of these ligands the
self-assembly process happens completely selective in a narcissistic self-recognition manner. In
this way we are able to prepare endo- and exo-functionalized chiral nanoscopic supramolecular
objects that show extraordinary high molar circular dichroisms.
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Abstract We present a simplified time-dependent density functional theory approach (sTD-
DFT) that allows fast computation of electronic ultraviolet (UV) or circular dichroism (ECD)
spectra of molecules with 500–1000 atoms. The matrix elements are treated in the same way
as in the recently proposed simplified Tamm-Dancoff approach (sTDA-DFT: Grimme, S. J.
Chem. Phys. 2013, 138, 244104) but instead of applying the Tamm-Dancoff approximation, the
standard linear-response density functional theory problem is solved. Compared to sTDA-DFT,
the method leads to an increase in computation time (typically a factor of 2–5 compared to
the corresponding sTDA-DFT) which is justified since the resulting transition dipole moments
are in general of higher quality. This becomes important if spectral intensities (e.g., single-
photon oscillator and rotatory transition strengths) are of interest. Comparison of electronic
UV absorption and ECD spectra obtained from sTD-DFT and sTDA-DFT for some typical
systems employing standard hybrid functionals shows that both yield very similar excitation
energies but the advantage of using the former approach for transition moments. In order to
show the applicability of sTD-DFT to systems which are far beyond the scope of conventional
TD-DFT, we present the ECD spectrum of a substituted, chiral fullerene over a range of almost
1200 excited states. We propose this method as a more reliable alternative for the prediction
especially of the more challenging ECD spectra.
5.1. Introduction
Kohn-Sham density functional theory (KS-DFT) is now the most widely used method for elec-
tronic structure calculations of larger molecules in the electronic ground state. For the calcula-
tion of excited state properties and electronic spectra of fairly large systems (about 100 atoms),
time-dependent density functional theory (TD-DFT)124,125,270,271 based on a KS-DFT ground
state determinant has become the most important method (see, e.g., Refs. 15,129,272–274 for
reviews). For TD-DFT calculations of ground state properties like dispersion coefficients, see,
e.g., Refs. 275 and 276.
It is generally assumed in TD-DFT that the density changes only slowly with time. For this
reason, the time-dependent exchange-correlation (XC) kernel is replaced by a time-independent
one which is then evaluated using the time-dependent density. This so-called adiabatic approx-
imation125,270 allows one to make use of ground state XC potentials in TD-DFT. The states of
common interest are often valence states far below the first ionization potential for which this
approximation works fairly well.124
The accuracy of TD-DFT for vertical excitation energies is roughly comparable to that of
KS-DFT for relative ground state energies (about 0.2–0.3 eV for TD-DFT, 2–5 kcal mol−1for
KS-DFT).73,75 There are some well-known deficiencies of TD-DFT such as the description of
excitations with double excitation or multiplet character which are problematic for any single-
reference method. Density functionals of the general gradient approximation (GGA) type, have
an XC potential of an incorrect asymptotic form129 and suffer also from the self-interaction
error (SIE)277–280 and the related integer discontinuity problem.280,281 General implications are
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underestimated ionization potentials, overestimated electron affinities and too small energy gaps
between Kohn-Sham orbitals. Due to these deficiencies TD-DFT/GGA severely underestimates
charge-transfer (CT) and Rydberg excitations.94,95,129,281,282 This artificially introduces many
states with low oscillator strength (“ghost states”) to the low energetic part of the spectrum.
Even though they are often not observed in a simulated ultraviolet-visible (UV-Vis) spectrum,
they may cause artificial mixing of configurations and “contaminate” the bright states which
can then corrupt spectra considerably.
Since Hartree-Fock (HF) does not suffer from SIE and exhibits the correct asymptotic poten-
tial, admixing certain amounts of non-local Fock exchange to the GGA exchange, as done in
global hybrids (e.g., B3LYP69,106,107), partially alleviates the SIE as well as the CT problem in
TD-DFT. Such functionals are more reliable in an excited state treatment than pure GGAs on
the one hand and HF based single-excitation methods on the other. The advantage of (hybrid)
TD-DFT over the latter are the implicitly “correlated” Kohn-Sham orbitals. Since semiempirical
methods are typically less reliable and wave-function based methods, which include double and
higher excitations, are too costly to be applied to large systems, hybrid TD-DFT has become
one of the most widely used methods to describe excited states of systems up to about 100
atoms.
The amount of non-local Fock exchange for typical hybrid functionals lies in the range of
10-25%, but can be as high as 50% like in the BHLYP functional.69 In a systematic study, it has
been found that on average admixing 40% of non-local Fock exchange yields the best excitation
energies of fairly large organic molecules,283 although the correct treatment of some larger
systems required higher amounts of Fock exchange up to 50% or more. A commonly applied
class of functionals in TD-DFT calculations nowadays are the range-separated-hybrid (RSH)
functionals that, starting with no or low amounts of Fock exchange, asymptotically employ 100%
non-local Fock exchange (65% in the case of CAM-B3LYP).88–90,92 With these functionals, the
correct asymptotic behavior is achieved. Nevertheless, we will employ exclusively global hybrids
in this work and make use of the BHLYP functional in large systems where the description of CT
states may become problematic. The extension of the here proposed method to RSH functionals
is straightforward (see below) and will be discussed elsewhere.
Even though TD-DFT can deal with systems beyond the scope of traditional wave function
based methods, the theoretical treatment of an entire UV-Vis electronic spectrum in a typical
excitation energy range from 2 to 7 eV for systems with several hundreds up to about 1000
atoms remains a challenge. Recently, a simplified Tamm-Dancoff approach to time-dependent
density functional theory (sTDA-DFT) has been proposed which allows routine computations of
electronic absorption or circular dichroism (ECD) spectra of such large systems.46 The drastic
simplifications are on the one hand, the evaluation of the two-electron integrals as short-range
damped Coulomb interactions between (transition) charge density monopoles and a massive
truncation of the single excitation expansion space on the other. Solving the Tamm-Dancoff
approximated (TDA) problem127,128 instead of the TD-DFT equation requires the solution of
only one eigenvalue problem and, along with the simplifications mentioned above, this makes
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the sTDA-DFT approach extremely fast even for large molecules.
While the TDA-DFT typically gives quite similar excitation energies as TD-DFT, it suffers
from the fact that it is not gauge invariant and oscillator and rotatory strengths obtained from
TDA-DFT do not satisfy the respective sum rules.47,129,271 These shortcomings can become
particularly problematic if one is interested in calculating rotatory strengths for ECD spectra.
TD-DFT, on the other hand, does not suffer from these shortcomings. Therefore, a simplified
time-dependent density functional theory approach (sTD-DFT) is presented here which makes
use of the same simplifications as made in sTDA-DFT while the full TD-DFT problem is solved.
This paper is structured in the following way: after a brief outline of the basic theory followed
by a short summary of the sTDA-DFT method, we will recapitulate the dipole length and the
dipole velocity formalisms for transition moments. Then the sTD-DFT is discussed. Finally, we
will compare the performance of sTD-DFT to sTDA-DFT and conventional TD-DFT for the
computation of excitation energies, as well as absorption and ECD spectra, for various systems.
5.2. Theory
5.2.1. TD-DFT and TDA-DFT
The full TD-DFT response problem is given by the following non-Hermitian eigenvalue prob-
lem125,129 (
A B
B* A*
)(
X
Y
)
=
(
ω 0
0 −ω
)(
X
Y
)
, (5.1)
where A and B are the so-called orbital rotation Hessian matrices with eigenfunctions X and Y
and ω is a vector with the dimension of the number of roots (nroots) that contains the respective
eigenvalues. In wave function theory, this equation corresponds to time-dependent Hartree-Fock
(TD-HF, also called random-phase approximation, RPA). For a global hybrid density functional
in the spin-restricted case, the elements of the matrices A and B take the form
Aia,jb = δijδab(a − i) + 2(ia|jb)− ax(ij|ab)
+ (1− ax)(ia|fXC |jb)
(5.2)
and
Bia,jb = 2(ia|bj)− ax(ib|aj) + (1− ax)(ia|fXC |bj). (5.3)
Here, a and i are the orbital energies of the virtual and occupied orbitals obtained from
the respective ground state calculation. The two-electron integrals are given in the so-called
chemists’ notation, i.e., (ia|jb) = s ψi(r1)ψa(r1) 1r12ψj(r2)ψb(r2)dr1dr2 (ij stand for occupied,
ab for virtual orbitals), ax is the amount of non-local Fock exchange that is mixed into the XC
functional69 such that
EhybridXC = (1− ax)EGGAX + axEFockX + EGGAC (5.4)
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where EGGAX and E
Fock
X denote semi-local GGA and non-local Fock exchange terms, respectively
and EGGAC is the GGA correlation energy. For ax = 1 the above equations correspond to
the HF/RPA case.124 The other extreme (i.e., ax = 0) corresponds to semi-local TD-DFT
equations.125 The terms 2(ia|jb) and 2(ia|bj) in the matrix elements of A and B, respectively,
are of exchange type and result from the response of the Coulomb integrals in the ground state.
The response of the XC functional is given by the terms (ia|fXC |jb) and (ia|fXC |bj), respectively,
and its contribution is scaled by the amount of (semi-)local density functional exchange used in
the ground state (first term on the right-hand side of Eq. 5.4). Accordingly, the terms scaled by
ax correspond to the response of the non-local Fock exchange. While this term is of exchange
type in the B matrix elements, it is of Coulomb type in the A matrix elements. This term
alleviates the incorrect description of CT states by GGA-based TD-DFT.
Since the used orbitals are usually real, instead of the non-Hermitian eigenvalue problem in
Eq. 5.1, the Hermitian one
(A−B) 12 (A+B) (A−B) 12 Z = ω2Z (5.5)
with
Z = (A−B)− 12 (X+Y) (5.6)
can be solved.124,125 The matrix (A−B) is diagonal in the case of a pure GGA129,284 but not in
TD-HF and hybrid TD-DFT. Thus, in order to take the square-roots a unitary transformation
needs to be performed which involves a diagonalization in the full configuration space. To cir-
cumvent this step, Hirata and Head-Gordon have applied the Tamm-Dancoff approximation127
to TD-DFT in which the contribution of the B matrix is neglected.128 Instead of solving two
eigenvalue problems as in hybrid TD-DFT, only one eigenvalue problem needs to be solved:
At = ωTDAt (5.7)
The solution vector X has been replaced by t and ω by ωTDA to point out that the eigenfunctions
and eigenvalues, respectively, are different from the ones in Eq. 5.1. In the case of ax = 1, TDA-
DFT corresponds to the configuration interaction approach for single excitations (CIS).129 It
has been shown that excitation energies obtained from TDA-DFT are usually only slightly larger
than the respective ones obtained from TD-DFT but come at a much lower cost.128 For a recent
comparison of TDA-DFT and TD-DFT treatments for valence states see Ref. 285, for an early
precursor to TDA-DFT derived from the CI formalism (DFT/CIS) see Ref. 286.
5.2.2. The sTDA-DFT Approach
Starting from the TDA-DFT equation (Eq. 5.7), three simplifications lead to the recently pub-
lished sTDA-DFT approach.46 The response term of the (semi)-local density functional (last
term in Eq. 5.2) is neglected to avoid expensive numerical integration.
The second simplification concerns the remaining two-electron integrals of the A matrix. They
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are approximated by short-range damped Coulomb interactions of (transition) charge density
monopoles. These (transition) charge densities qApq are obtained from a Lo¨wdin population
analysis287
qApq =
∑
µ∈A
C ′µpC
′
µq (5.8)
where the sum is over AO functions (index µ) centered on atom A (indices pqrs denote molecular
orbitals that can be either occupied or virtual). The matrix C′ denotes orthogonalized MO
coefficients obtained from C′ = S1/2C where C are the coefficients in the original basis. It
should be noted that
∑Nbf
µ |C ′µp|2 = 1 for all p (Nbf is the number of AOs). The two-electron
integrals are then approximated by
(pq|rs) ≈
N∑
A
N∑
B
qApqq
B
rsγAB (5.9)
with γAB being the Mataga-Nishimoto-Ohno-Klopman
288–290 damped Coulomb operator. If Eq.
5.9 is used to replace a Coulomb type integral (superscript J), γAB is given by:
γJAB =
(
1
(RAB)β + (axη)−β
) 1
β
(5.10)
Here, RAB is the interatomic distance, β is a parameter, and η is the arithmetic average of
the chemical hardness of the two atoms A and B, η(A) = ∂
2E(A)
∂n2
, where n is the number of
electrons and E is the total atomic electronic energy. The tabulated η(A) values consistent for
all elements of the periodic table from Ref. 291 are used. The respective expression of γAB for
exchange type integrals is then:
γKAB =
(
1
(RAB)α + η−α
) 1
α
(5.11)
The values of the parameters β in Eq. 5.10 and α in Eq. 5.11 are taken from Ref. 46. These are
proportional to the amount of non-local Fock exchange ax, but independent of the chosen XC
functional.
The approximated A matrix (denoted as A′) then has elements of the form
A′ia,jb = δijδab(a − i) +
Natoms∑
A,B
(2qAiaγ
K
ABq
B
jb − qAijγJABqBab). (5.12)
Note that the prefactor ax is dropped, but its effect is accounted for in the γ
J
AB. Since the
parameters α and β are empirically adjusted, it can be argued that the response of the XC
functional is actually not completely neglected. Rather, its contribution is absorbed into the
fitted parameters. In the orignal paper, it has been shown that sTDA-DFT yields the correct
asymptotic behavior that is required to correctly describe CT states.46,195
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The last simplification applied in sTDA-DFT concerns the truncation of the single excitation
space. Truncation of CI spaces has been applied successfully at only minor loss of accuracy
already in other approaches.292–295 We refer to the original sTDA-DFT paper for details and
only state here that configuration spaces are typically reduced to about 1% of the full value and
that A′ matrices of dimension of a few thousand are treated even in large cases.
These three simplifications along with the simple eigenvalue problem (Eq. 5.7) allow extremely
fast computations for a fairly large number of roots which is desirable when one is interested
in predicting spectra.46 Due to its correct description of CT states, it is also applicable to very
large systems as long as ax = 1 or RSH functionals are applied.
195
5.2.3. Transition Dipole Moments, Oscillator and Rotatory Strengths
The sTDA-DFT method uses transition dipole moments which are not integral-approximated.
This implies that transition dipole integrals between CSF are identical in sTDA-DFT and con-
ventional TDA-DFT. On the other hand, the transition dipole moments between states are
different, since the simplifications in the A′ matrix compared to A lead to different amplitudes
tai . Except for very local excitations (e.g., npi
∗), the differences are comparably small.46
A more important problem can be the TDA formalism itself as it is not gauge invariant271
which can lead to severe inaccuracies. For a state ν to be visible in the UV-Vis absorption
spectrum, it must have a non-zero oscillator strength296
f0ν =
2
3
ω0ν~µ0ν · ~µν0 (5.13)
with ~µ0ν being the electric dipole transition moment. The respective condition for a state to
show ECD, is a non-vanishing rotatory strength33
R0ν = Im{~µ0ν · ~mν0} (5.14)
with ~mν0 being the magnetic dipole transition moment (atomic units are used throughout)
~mν0 =
i
2
〈
ν
∣∣∣~r × ~∇∣∣∣ 0〉 (5.15)
There are two formalisms to describe the electric dipole transition moment which then also lead
to different expressions for the oscillator and particularly the rotatory strength. One is the
so-called dipole length formalism
~µL0ν = 〈0 |~r| ν〉 , (5.16)
the other one is the dipole velocity formalism
~µV0ν =
~∇0ν
ω0ν
=
〈
0
∣∣∣~∇∣∣∣ ν〉
ω0ν
. (5.17)
For exact wave functions, Eqs. 5.16 and 5.17 are equivalent and the oscillator and rotatory
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strengths obtained from either of these formalisms will be identical.54 In the complete basis set
limit, this will be the case for TD-DFT, but not for the TDA-DFT.
To understand the implications of this, it is necessary to understand the effect of shifting the
origin (i.e., ~r → ~r+ ~R). For orthonormal MOs, both expressions of the electric dipole transition
moments (Eqs. 5.16 and 5.17) will remain unaltered, i.e., they are origin-independent.297 This
is not the case for the magnetic dipole transition moment which then is given by
~mν0 =
i
2
〈
ν
∣∣∣(~r + ~R)× ~∇∣∣∣ 0〉
=
i
2
~m′ν0 +
i
2
(
~R× ~∇ν0
)
,
(5.18)
with ~m′ν0 being the origin-independent part of the magnetic dipole transition moment which is
given in Eq. 5.15 (prefactor excluded). The second term carries the origin dependence. Plugging
this into Eq. 5.14 yields
RL0ν =
1
2
~µL0ν · ~m′ν0 +
1
2
~µL0ν ·
(
~R× ~∇ν0
)
(5.19)
for the dipole length formalism. In the dipole velocity formalism, the origin-dependent term
vanishes:
RV0ν =
1
2ω0ν
~∇0ν · ~m′ν0 +
1
2ω0ν
~∇0ν ·
(
~R× ~∇ν0
)
︸ ︷︷ ︸
=0
=
1
2ω0ν
~∇0ν · ~m′ν0
(5.20)
This expression is therefore always origin-independent.298,299 One can easily see that in the
dipole length case, RL0ν is only origin-independent if ~µ
L
0ν is parallel to
~∇ν0. That is the case
if the dipole length and dipole velocity formalisms are equivalent. Since this does not hold in
the TDA formalism, the calculated values of R0ν will always be flawed in a way, either by the
origin-dependence (in RL0ν) or the incorrect description of the electric dipole transition moment
in the dipole velocity formalism. Since the oscillator strength is always positive and due to
the fact that both expressions for the electric dipole transition moment are origin-independent,
oscillator strengths are in general less affected. Nevertheless, the magnitude of f0ν can be quite
different for both formalisms. Since we are interested in producing reliable UV-Vis absorption
and ECD spectra for the large systems that are targeted by sTDA-DFT, we apply the same
simplifications made in the sTDA-DFT method to the TD-DFT formalism (Eq. 5.1) in order to
improve the description of transition moments in general.
5.2.4. The Simplified Time-Dependent DFT (sTD-DFT) Approach
The starting point for the sTD-DFT approach is Eq. 5.1. The matrix A is replaced by the
approximate matrix A′ from sTDA-DFT (with elements given by Eq. 5.12). The configuration
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selection is the same as in sTDA-DFT (see Ref. 46). Because the TD-DFT problem needs to
be solved, the matrix B has to be set up in a consistent, simplified manner. Just like in sTDA-
DFT, the response term of the density functional (last term in Eq. 5.3) is neglected and the
first term of the right-hand side will be approximated by the exchange-type Mataga-Nishimoto-
Ohno-Klopman damped Coulomb interaction (see Eq. 5.11). As mentioned above, the term
originating from the non-local Fock exchange is of Coulomb type in matrix A, but of exchange
type in matrix B. Since we do not want to fit another set of parameters, we will also use the
exchange-type Mataga-Nishimoto-Ohno-Klopman damped Coulomb interaction for this integral
but keep the scaling factor ax. The elements of the approximated matrix B
′ are then given by
B′ia,jb =
Natoms∑
A,B
(2qAiaγ
K
ABq
B
bj − axqAibγKABqBaj). (5.21)
We stress here that neither any of the parameters presented in Ref. 46 has been refitted nor
any additional parameters have been introduced. Solving the Hermitian eigenvalue problem in
Eq. 5.5 yields the solution vectors X and Y. In the spin-restricted case, the transition moments
from the ground to an excited state are then obtained from47
~µL0ν =
√
2
NCSF∑
ia
〈ψi |~r|ψa〉 (Xia,ν + Yia,ν) (5.22)
~∇0ν =
√
2
NCSF∑
ia
〈
ψi
∣∣∣~∇∣∣∣ψa〉 (Xia,ν − Yia,ν) (5.23)
~m0ν =
√
2
NCSF∑
ia
〈
ψi
∣∣∣~r × ~∇∣∣∣ψa〉 (Xia,ν − Yia,ν) (5.24)
based on excitations from orbitals ψi to ψa.
5.3. Technical Details of the Calculations
We used the TURBOMOLE suite of programs164a, 165 (version 6.5) to perform all ground state
DFT calculations. The sTD-DFT was implemented into our group-intern sTDA code which
is a stand-alone program that is compatible with TURBOMOLE. All of the sTDA-DFT or
sTD-DFT excited state calculations presented here were carried out with this version of the
program. We employ standard integration grids (m4 if not noted otherwise) and typical SCF
convergence criteria (10−7Eh). With the exception of Section 5.4.2, the resolution of the identity
(RI) integral approximation76,166–168 was used in all SCF calculations. Structures were fully
optimized at the TPSS-D3/def2-TZVP level.105,133,134,163 In the excited state treatments, either
the atom-centered SV(P)300 or TZVP162 basis sets are used that were successfully applied in the
sTDA-DFT treatments.46 Since Rydberg states are not of interest here, we do not use diffuse
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basis functions. For large systems, augmented basis sets or basis sets with cardinal number
higher than three can become problematic as they might lead to near linear dependencies (for
the related problem even with TZVP in solids see Ref. 182).
Since the effect of the chosen XC functional is by far less important than the amount of
non-local Fock-exchange in the hybrid density functional, we will restrict our calculations to
standard hybrid functionals such as PBE0104,111 and BHLYP69 (see also footnote∗). All exci-
tation energies refer to vertical singlet states for the optimized ground state geometry (TPSS-
D3/def2-TZVP). The default configuration selection threshold of tp = 10
−4Eh is used.46 The
Emax value which specifies desired spectral range will be individually given for each calculation.
The active occupied and virtual MOs are automatically selected according to the chosen Emax
value and their number is typically only about 20-30% of the full MO space. For comparison,
conventional TDA-DFT or TD-DFT calculations were performed using the escf module301 from
TURBOMOLE.
As stated above, the one-electron transition moments are calculated without any further
approximation from the exact moment integrals in the Cartesian AO basis.
In order to simulate the vibrationally broadened experimental UV absorption or ECD bands,
we summed oscillator or rotatory strengths weighted Gaussian curves with a full width at 1/e-
height of σ = 0.4 eV for each calculated electronic transition. If not stated otherwise, we will
use the dipole length formalism for oscillator strengths in UV absorption spectra and the origin-
independent dipole velocity formalism for rotatory strengths in ECD spectra.
5.4. Results and Discussion
5.4.1. Rotatory Strengths from Conventional and Simplified TDA-DFT and
TD-DFT in the Biphenyl Molecule
In this section, the inherent deficiency of TDA-DFT in obtaining reliable rotatory strengths as
well as oscillator strengths will be demonstrated using the biphenyl molecule as a test case. As
a measure of internal consistency of each method, we consider the difference of the rotatory
strengths obtained from the length and velocity formalism (Eqs. 5.19 and 5.20). We will thus
use the modulus of the difference ∆R =
∣∣RV0ν −RL0ν∣∣, which is zero for exact wave functions.
For biphenyl as a test case (Figure 5.1), single-point calculations were done at the BH-
LYP/TZVP and BHLYP/SV(P) levels and used in the corresponding sTDA-DFT/TDA-DFT
and sTD-DFT/TD-DFT treatments.
Based on these Kohn-Sham determinants, in the conventional TD-DFT and TDA-DFT 50
roots were taken within the B1, B2 and B3 irreducible representations which have non-vanishing
rotatory strengths. For TDA-DFT and TD-DFT, the Table 5.1 shows the mean absolute devi-
∗From our experience, among the global hybrid density functionals, BHLYP is the most reliable for larger systems.
Test calculations on a photoactive protein with almost 2000 atoms yield a large number of ghost states with the
PBE0 and especially the B3LYP functional. BHLYP was still able to correctly yield the dipole allowed state as
the lowest one and is hence our global hybrid default for very extended systems.
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Figure 5.1.: Ball-and-stick depiction of the biphenyl (D2 symmetry) molecule used in the
calculations.
ation ∆R for the considered 150 states.
It can be seen that TDA-DFT yields relative deviations that are an order of magnitude larger
than in the case of TD-DFT (see column 5 in entries 1 and 2 or 5 and 6, respectively). The
large deviations between the dipole length and the velocity expressions in TDA-DFT indicate
that this approach is not very reliable for the computation of ECD spectra. This is different in
TD-DFT which gives small deviations between both formalisms even for the comparably small
SV(P) basis set (entry 6 in Table 5.1).
Table 5.1.: Mean absolute deviations (MAD) between length and velocity formalism rotatory
strengths (∆R), average magnitude of RV (in 10−40 erg · cm3) and relative MADs
∆Rrel. for conventional and simplified TDA-DFT and TD-DFT for 150 excited states
of biphenyl.
entry method ∆R
∣∣∣RV ∣∣∣ ∆Rrel.
BHLYP/TZVP
1 TDA-DFT 14.64 23.74 0.62
2 TD-DFT 2.13 39.04 0.05
3 sTDA-DFT 9.16 41.66 0.22
4 sTD-DFT 2.16 49.11 0.04
BHLYP/SV(P)
5 TDA-DFT 10.62 25.63 0.42
6 TD-DFT 1.84 35.85 0.05
7 sTDA-DFT 8.33 29.10 0.29
8 sTD-DFT 1.75 34.95 0.05
Entries 3 and 7 show the results obtained for sTDA-DFT and 4 and 8 for sTD-DFT, respec-
tively. To be comparable to the conventional methods, 150 lowest states which showed non-zero
rotatory strengths were selected. An interesting point is that on average both sTDA-DFT and
sTD-DFT show similar (the former even smaller) absolute ∆R than their respective conventional
counterparts. For sTDA-DFT, even the relative deviation ∆Rrel. = ∆R/
∣∣∣RV ∣∣∣ is smaller by a
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factor of approximately 1.5–3 compared to TDA-DFT.
It can be seen that conventional TD-DFT and sTD-DFT show comparably larger RV values
than the respective TDA approaches. This behavior seems to be the result of underestimated
magnitudes of ~µV0ν in the TDA formalism since it is also observable for the oscillator strengths,
see, e.g., the UV-Vis absorption spectrum of indigo in Figure 5.2(a). The magnitudes of ~µL0ν on
the other hand seem to be overestimated in the TDA formalism. This difference in magnitudes
then leads to the comparably large deviations ∆R for TDA-DFT and sTDA-DFT which, in
addition, can increase if ~µL0ν and ~µ
V
0ν are differently oriented.
The very encouraging result from this study is the extremely small deviation ∆R obtained
from the sTD-DFT which are almost identical to the deviations for TD-DFT and thus lower
than ∆R from either of the TDA approaches. Taking into account the different magnitudes
of RV in all four approaches, a fairer comparison is the relative deviation ∆Rrel.. For this
measure, sTD-DFT also outperforms TDA-DFT and sTDA-DFT showing relative deviations
that are equivalent to conventional TD-DFT. Therefore, it seems that sTD-DFT can function
as a reliable method to produce spectra even for larger molecules. In the following sections, this
will be demonstrated for ECD, but also for UV absorption spectra.
5.4.2. Comparison of Vertical Excitation Energies in sTDA-DFT and sTD-DFT
In Ref. 46, the empirical parameters α and β have been fitted to 26 valence singlet excitation
energies. Here we have reduced the number to 20 valence states since some systems seemed less
well suited for comparison due to various reasons (e.g., multi-reference character, questionable
reference data). The used molecules along with the respective vertical excitation energies are
given in Table 5.2. We calculated the respective vertical excitation energy (VEE) by both sTDA-
DFT and sTD-DFT. The results and the respective mean signed deviation (MSD) and mean
absolute deviation (MAD) are also given in Table 5.2.
As can be seen, the excitation energies obtained by sTD-DFT are always slightly smaller than
the respective sTDA-DFT ones. This is expected and known from a comparison of conventional
TDA-DFT and TD-DFT.128 In comparison to sTDA-DFT, the VEEs from sTD-DFT show
slightly larger deviations. This results from the fact that the parameters α and β have been
fitted partially on this test set but are not adjusted here. Nevertheless, the MAD of 0.26 eV for
sTD-DFT is negligibly larger than the MAD for sTDA-DFT (0.21 eV) on this test set and very
small regarding the drastic approximations made. These MAD values are of about the sizes as
changes induced by varying the amount of Fock exchange in the functional by 10-20%.46
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Table 5.2.: Comparison of calculateda sTDA-DFT and sTD-DFT singlet excitation energies (in
eV) with respective experimental values.
entry molecule state sTDA-DFT sTD-DFT exptl.
1 CH2S 1
1A2 2.09 2.09 2.24
2 tetrazine 11B1u 2.08 2.08 2.29
3 CH2O
b 11A2 4.01 4.01 3.88
4 uracil 11A” 4.70 4.70 4.8
5 P4 1
1T1 5.31 5.31 5.6
6 acetamide 11A” 5.73 5.73 5.69
7 porphyrine 11B2u 2.10 2.08 2.0
8 ” 11B3u 2.30 2.26 2.4
9 azuleneb 11B1 2.45 2.39 2.19
10 perylene 21B2u 2.87 2.69 3.44
11 coumarin153b 21A 3.17 3.04 3.51
12 anthracene 11B3u 3.35 3.18 3.7
13 t-azobenzene 11Bu 3.84 3.68 3.9
14 DMABNb 11B1 4.47 4.41 4.3
15 ” 11A1 4.84 4.67 4.6
16 octatetraene 11Bu 4.39 4.01 4.66
17 hexatriene 11Bu 5.24 4.83 5.10
18 norbornadiene 11A2 5.21 5.11 5.34
19 benzene 11B1u 5.52 5.51 5.08
20 ” 11B2u 6.61 6.44 6.54
MSDc −0.05 −0.15 –
max-mind 1.00 1.18 –
MADe 0.21 0.26 –
a Based on PBE0/TZVP using a TPSS-D3/def2-TZVP optimized geometry.
b Deviation of sTDA-DFT VEEs to values from Ref. 46 results from a different geometry.
c Mean (signed) deviation. A negative value corresponds to a systematic underestimation
of the excitation energy.
d Difference between largest and smallest deviation.
e Mean absolute deviation.
The excitation energies for local excitations (entries 1−6) are identical in sTDA-DFT and sTD-
DFT while differences appear for rather delocalized excitations (entries 7−20). This behavior is
reasonable as the elements of matrix B consist of exchange type terms only (see Eq. 5.3). Within
the monopole approximation as applied in sTDA-DFT and sTD-DFT, the transition charge
densities qAia in Eq. 5.21 will vanish for very local transitions such as npi
∗. For the exchange
terms in matrix A′, this has already been discussed in the original sTDA-DFT paper.46 In the
case of sTD-DFT, this means that the respective elements of matrix B′ are vanishingly small
and thus, the description of the resulting states is more or less identical in sTD-DFT and sTDA-
DFT. Even in the conventional, non-approximated case, the exchange type terms are in fact
comparably small. Therefore, a similar behavior is already observed for conventional TDA-DFT
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and TD-DFT (see Table 1 in Ref. 46 for the VEEs from the respective conventional approaches).
At this point, it should be noted that the MADs as well as the differences between largest and
smallest deviation (max-min) for sTD-DFT on this test set are quite similar to TD-DFT on the
slightly larger test set (from Ref. 46: MAD = 0.28 eV, max-min = 1.39 eV). Only the negative
MSD is slightly more pronounced for sTD-DFT than for conventional TD-DFT (from Ref. 46:
MSD = −0.08 eV) which results from using parameters that were fitted for sTDA-DFT.
From the comparison of excitation energies, one can draw the conclusion that sTD-DFT can be
employed without a re-fit of the parameters α and β. This is a useful result since the sTD-DFT
approach can be combined with RSH functionals and the respective sTDA-DFT parameters (see
Ref. 195) in the same straightforward way.
Concerning the computation time, there is hardly any noticeable difference between sTD-DFT
and sTDA-DFT for the comparably small systems treated so far. This changes with system size
and the increased number of configurations and will be noticeable, e.g., for the system treated
in Section 5.4.5.
5.4.3. UV Spectrum of Indigo
The quite close resemblance of UV spectra obtained from sTDA-DFT to TDA-DFT spectra has
been shown for both, indigo and 9-(N-carbazolyl)-anthracene.46 Nevertheless for both molecules,
there have been some differences concerning the intensities of certain bands in the sTDA-DFT
(and TDA-DFT) spectra and the respective ones obtained from TD-DFT. As has been discussed
in Section 5.4.1, sTD-DFT and TD-DFT showed comparable reliability in calculating rotatory
strengths. It is thus expected, that a similar behavior is observed for oscillator strengths. We
will use the indigo dye in order to examine the performance of sTD-DFT in calculating UV
spectra. In Figure 5.2 (a), the electronic absorption spectrum of indigo is given for sTDA-DFT
and sTD-DFT obtained from both the length and velocity form for the oscillator strength. We
used the PBE0 functional to allow easy comparison with the spectrum from Ref. 46 (please see
footnote† for a comment on the intensities). For sTDA-DFT, the intensities of bands throughout
the whole spectrum are quite different for the two representations while sTD-DFT on the other
hand, exhibits excellent agreement between both representations. This is in agreement with the
results in Section 5.4.1 for the rotatory strengths. As expected, the agreement of sTD-DFT with
TD-DFT is better than with sTDA-DFT. Especially in the region between 7 and 9 eV one can
find an improved description compared to sTDA-DFT. As can be seen in Ref. 46, the spectrum
obtained from sTDA-DFT resembles more the conventional TDA-DFT spectrum. Thus, both
simplified approaches show good agreement with their respective conventional counterparts. The
†In the previous version (1.1) of the stda program, there was an error in the conversion factors for the oscillator
and rotatory strengths. Oscillator strengths were too small by a factor of
√
2, while rotatory strength were too
small by a factor of two. Hence, correct absolute intensities of the spectra published in Refs. 46,195, and 302
require a multiplication by the respective factors. Since the relative intensities were correct, the interpretations
drawn in these publications are still valid. In Ref. 46, a mixed form for the rotatory strength was used in
which RV is scaled by the ratio fL/fV . Due to their different magnitudes in the sTDA-DFT approach (see
Section 5.4.3), this compensated somewhat artificially for the missing factor of two.
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Figure 5.2.: (a) Comparison of computed (PBE0/TZVP) UV-Vis spectra for indigo at sTDA-
DFT (gray) and sTD-DFT levels (black). Dashed lines refer to the velocity rep-
resentation. (b) Respective sTDA-DFT (gray, solid) and sTD-DFT (black, solid)
spectra compared to conventional TD-DFT spectrum (black, dashed, from Ref. 46).
Spectra are in the length representation.
better agreement between sTDA-DFT and TD-DFT which is observed for excitation energies
(see Figure 5.2 (b)) is due to the fit of the α and β parameters to experimental excitation
energies. The sTD-DFT spectrum is slightly red-shifted which has already been observed for
the VEEs in Section 5.4.2.
From the observations made so far, the sTD-DFT combines the advantages of both sTDA-
DFT and TD-DFT which will be further demonstrated for the calculation of ECD spectra.
5.4.4. ECD Spectrum of (P )-[11]Helicene
Helicenes are interesting systems for theoretical ECD spectroscopy as they are chiral on the
one hand, but have a comparably rigid structure on the other. This allows the calculation of
ECD spectra based on a single geometry without averaging over different conformations and
has been done for [4]-, [5]-, [6]-, [7]- and [12]helicene at the GGA/TD-DFT level of theory some
time ago.303 Except for the missing negative bands at 280–290 nm, the sTDA-DFT method
successfully reproduced the experimental ECD spectrum of (P )-[7]helicene. To our knowledge,
the largest helicene for which an experimental ECD spectrum has been measured so far is
the (P )-[11]helicene.304 Its spectrum exhibits a similar negative band as (P )-[7]helicene in the
region of 290–340 nm (band II in Figure 5.3). In a very recent publication, it could be shown
that sTDA-DFT is not able to produce this part of the spectrum in combination with a global
hybrid functional (PBE0) while for a RSH functional the negative ECD was obtained in this
region of the spectrum.195
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Figure 5.3.: Computed sTDA-DFT (dotted,gray) and sTD-DFT (solid,black) ECD spectra of
(P )-[11]helicene at the BHLYP/TZVP level. The dashed black line shows the ex-
perimental spectrum from Ref. 304. The calculated spectra are blue-shifted by
0.2 eV.
Here, we want to approach this problem from a different direction. In Section 5.4.2, it was
pointed out that VEEs from sTDA-DFT and sTD-DFT differ more for strongly delocalized
states. One can thus infer that sTD-DFT will also affect and, based on the preliminary results,
improve the ECD spectra for a large helicene with a conjugated pi-system. We will use the
BHLYP functional together with the TZVP basis set69,162 which should provide similar results
as RSH functionals for such a system (see also footnote∗). The ECD spectra obtained from
sTDA-DFT and sTD-DFT are compared to the experimental one304 in Figure 5.3.
The computed spectra exhibit a red-shift and are therefore blue-shifted by 0.2 eV for a conve-
nient comparison with the experimental spectrum. For sTDA-DFT, we obtain a similar result
as published in Ref. 195. Just like with PBE0, the sTDA-DFT together with the global hybrid
functional BHLYP also fails to describe the negative band between 290–340 nm. However, by
applying sTD-DFT the negative ECD in the respective region is observed although still with
insufficient intensity. This finding suggests that especially for delocalized states, the sTD-DFT
leads to better results than the respective sTDA-DFT calculation and that improved transition
moments are of particular importance in ECD spectroscopy.
5.4.5. ECD Spectrum of (S,S,f,sA)-C60
As a final “show case” for the importance of using the gauge-invariant TD-DFT formalism
instead of the TDA formalism, we consider the ECD spectrum of a functionalized, chiral C60
fullerene (labeled as (S,S,f,sA)-C60, see Figure 5.4), synthesized by Diederich and coworkers.
305
In the previous section, the improvement of spectra involving delocalized excitations has been
demonstrated already and similar states are expected to be important here. In Figure 5.5, we
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Figure 5.4.: (a) Lewis structure of (S,S,f,sA)-C60 and (b) ball-and-stick depiction of the geom-
etry used in the computation of the ECD spectra.
compare the computed ECD spectra obtained from a BHLYP/SV(P)//TPSS-D3/def2-TZVP
treatment to the experimental one from Ref. 305.
Albeit from a slight blue-shift in the high energy region of the spectrum, we find very good
agreement between the sTD-DFT and the experimental spectrum concerning both position and
the relative intensities. sTDA-DFT does not only fail to reproduce the relative intensities in the
high energy region, but even exhibits bands of incorrect sign for the transitions above 400 nm.
When comparing to the experimental spectrum, the bands from sTD-DFT are overpronounced
which is likely the result of using only a single geometry for the calculation of the ECD spectrum.
Nevertheless, the excellent agreement concerning the positions and relative intensities of bands,
which is observed between the sTD-DFT spectrum and the experimental one, on the one hand
and the much larger deviations for sTDA-DFT on the other, is a convincing support of our
approximations in general and sTD-DFT in particular.
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Figure 5.5.: Computed sTDA-DFT (dotted,gray) and sTD-DFT (solid,black) ECD spectra for
(S,S,f,sA)-C60 at the BHLYP/SV(P) level. The dashed black line shows the experi-
mental spectrum (redrawn from Ref. 305). The inset displays the enlarged spectrum
above 350 nm.
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While possible for the non-functionalized, achiral C60 (Ih symmetry), applying conventional
TD-DFT becomes very expensive for (S,S,f,sA)-C60 since this derivative does not exhibit any
symmetry. The sTD-DFT calculation itself only takes about 6 minutes on a single processor
and the SCF procedure remains the time-determining step. However, it is more expensive than
the sTDA-DFT method which only took 0.5 minutes on the same machine but the improved
results justify the additional time needed, especially since a conventional TD-DFT calculation
with the same number of required roots (1190) is not feasible in a reasonable period of time.
5.5. Conclusion
A simplified approach to TD-DFT has been presented which is based on the same simplifications
as in the recently published sTDA-DFT method.46 Without refitting of parameters, reliable
UV and ECD spectra can now routinely be obtained for systems with up to 1000 atoms. The
compatibility of sTDA-DFT parameters with sTD-DFT was shown by examining VEEs obtained
from sTD-DFT. This makes sTD-DFT a valuable and (parameter) consistent extension to sTDA-
DFT, which we recommend to be used in order to obtain higher quality absorption and ECD
spectra, i.e., when intensities are of paramount interest.
The sTD-DFT is computationally more expensive than sTDA-DFT, but even the computation
of 1200 roots as done for (S,S,f,sA)-C60 finished in a few minutes of computation time, which
is still extremely fast given that the respective conventional calculation would be out of reach
on a conventional desktop computer.
Just like its conventional counterpart, sTD-DFT is only weakly dependent on the basis set
used and yields reliable oscillator and rotatory strengths even with a small SV(P) basis set. This
has been demonstrated by comparing rotatory strengths obtained from the dipole length and
dipole velocity representations. This is the major improvement over the sTDA-DFT method
which shows comparably large deviations between both representations as a result of the gauge-
variant Tamm-Dancoff formalism.
Since our program is developed as an add-on for the TURBOMOLE suite of programs in
which RSH functionals are not implemented yet, our calculations were restricted to global hybrid
functionals. While for small systems, hybrid functionals with small amounts of non-local Fock
exchange typically yield good results, this is not the case when going to larger systems. In the
near future, the sTD-DFT code will be implemented into the ORCA program and can then be
combined with RSH functionals as has been done with sTDA-DFT already195 and which might
lead to further improvement of computed spectra.
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Abstract In the present work we show that the electronic circular dichroism (ECD) of delocal-
ized pi-systems represents a worst case scenario for Tamm-Dancoff approximated (TDA) linear
response methods. We mainly consider density functional theory (TDA-DFT) variants together
with range-separated hybrids but the conclusions also apply for other functionals, as well as
the configuration interaction singles (CIS) approaches. We study the effect of the TDA for the
computation of ECD spectra in some prototypical extended pi-systems. The C76 fullerene, a
chiral carbon nanotube fragment and [11]helicene serve as model systems for inherently chiral,
pi-chromophores. Solving the full linear response problem is inevitable in order to obtain accu-
rate ECD spectra for these systems. For the C76 fullerene and the nanotube fragment, TDA/CIS
approximated methods yield spectra in the origin-independent velocity gauge formalism of in-
correct sign which would lead to the assignment of the opposite (wrong) absolute configuration.
As a counterexample we furthermore study the ECD of an α-helix polypeptide chain. Here, the
lowest energy transitions are dominated by localized excitations within the individual peptide
units and TDA methods perform satisfactorily. The results may have far-reaching implications
for simple semiempirical methods which often employ TDA/CIS for huge molecules. Our re-
cently presented simplified TD-DFT (sTD-DFT) approach proves to be an excellent low-cost
linear response method, which together with range-separated density functionals like ωB97X-D3,
produces ECD spectra in very good agreement with experiment.
6.1. Introduction
Kohn-Sham density functional theory (KS-DFT) is now the most widely used method for elec-
tronic ground state calculations of molecules and solids. Due to the moderate computational
cost and reasonable accuracy, time-dependent density functional theory (TD-DFT)124,125,270,271
based on a KS-DFT reference has become the leading method used to calculate excited state
properties and electronic spectra (see, e.g., Refs. 15,129,272–274 for reviews, for TD-DFT cal-
culations of ground state properties like dispersion coefficients see, e.g., Refs. 276 and 275).
It is routinely applicable to large systems (about a few hundred atoms) where correlated wave
function based methods of similar accuracy are not feasible. The calculation of a few excited
states by TD-DFT in very large systems with about 2000 atoms applying special software on
graphics processing units has also been reported.307
However, the theoretical treatment of an entire electronic spectrum in a typical excitation
energy range (e.g., up to 7 eV) for systems with several hundred atoms is still too demanding, in
particular if hybrid TD-DFT is used. Applying the Tamm-Dancoff approximation to TD-DFT
(TDA-DFT) reduces the computational cost but sacrifices the gauge-invariance of TD-DFT. It
is well known that the sum rules for the oscillator and rotatory strengths are no longer fulfilled
by TDA-DFT.11,47 Oscillator strengths are unsigned quantities, therefore only their magnitude
changes when going from TD-DFT to TDA-DFT. The resulting discrepancy between TD-DFT
and TDA-DFT is often beyond the accuracy necessary for comparison of experimental and
theoretical UV absorption spectra. For rotatory strengths, which are the signed quantities
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required for electronic circular dichroism (ECD) spectra, the consequence of the Tamm-Dancoff
approximation (TDA) is more severe. Thus, TDA-DFT is generally not used to compute ECD
spectra, as long as a TD-DFT calculation is still feasible. For an overview on current state-of-
the-art computation of ECD spectra, see Refs. 11,14,308,309.
To our knowledge, it has not been studied yet where TDA-DFT might still be applicable
or how bad its performance actually is for so-called “worst cases”. Similar considerations also
hold for the configuration interaction singles (CIS) approach, which is equivalent to Tamm-
Dancoff approximated time-dependent Hartree Fock (TD-HF).129 It is often used in combination
with semiempirical variants of Hartree-Fock (HF). Typically applied semiempirical approaches
employ the zero differential overlap (ZDO) approximation310,311 and have been particularly
parametrized for the calculation of electronic spectra such as CNDO/S,312–314 INDO/S,315,316
or MSINDO-sCIS.317–319 For a very recent variant (dubbed INDO/X) particularly designed for
electronic excited states see Ref. 320. The CIS formalism has been used in previous studies
to calculate the ECD spectra of various systems either in combination with an independent
chromophore approach (then often termed “matrix method”)12,298,321–323 or in combination
with the above mentioned semiempirical methods.324–326 However, the limited applicability of
these approaches to particular systems due to the use of the TDA/CIS approximation is rarely
discussed. It is shown here that TDA/CIS methods can lead to computed ECD spectra of
reasonable shape but with an almost mirror-image relation to the correct ones which would lead
to incorrect absolute configuration assignments.
6.1.1. Suitable Methods to Compute Full Range ECD Spectra for Large Systems
There are only a few gauge-invariant approaches that are capable of computing a whole spectrum
up to, e.g., 7 eV, in particular for large molecules with several hundred or even more than a
thousand atoms. The fastest variant is the time-dependent density functional tight-binding
(TD-DFTB) approach by Elstner and coworkers.327 In terms of the computational cost, it is
comparable to the semiempirical ZDO approaches, due to the use of a minimal basis set as well as
integral approximations. In contrast to the HF-based semiempirical CIS approaches, the linear-
response time-dependent (LR-TD) eigenvalue problem is solved instead of the Tamm-Dancoff
approximated (TDA) one, retaining the gauge-invariance. The benefit from using a DFT-derived
(i.e., from density functional tight-binding, dubbed DFTB) reference is the diagonal nature of
the A - B matrix (see below), considerably reducing the computational cost. Some significant
drawbacks are however, the small basis set (as in most semiempirical methods) and particularly
the lack of exact Fock-exchange. The semi-local exchange results in a wrong description of
charge-transfer (CT) and Rydberg states. For a discussion of the same problem in semi-local
TD-DFT see Refs. 94 and 95. Attempts have been made to remove these spurious “ghost
states” by removing configuration state functions (CSFs) with small electric transition dipole
moments.328 Such an approach may lead to removal of electrically forbidden, yet physically
important CSFs as well (e.g., npi∗ transitions). It should also be noted that such a criterion
is not applicable for ECD as the rotatory strength depends on both the electric and magnetic
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transition dipole moment. As for most semiempirical methods, the parametrization of (TD-
)DFTB is non-trivial and is thus restricted to a certain small set of elements.
Another method suited to compute entire ECD spectra for large systems is the simplified TD-
DFT (sTD-DFT) approach that has recently been proposed by our group.329 Similar to regular
TD-DFT, it uses a (hybrid) KS-DFT reference but is orders of magnitude faster in the post-SCF
procedure than TD-DFT, due to a drastic simplification of the two-electron integrals as well as
a massive reduction of the single excitation configuration space (vide infra). The computational
bottleneck is the preceding KS-DFT procedure to obtain the ground-state orbitals. It could be
shown that this method produces electronic excitation spectra of similar quality as spectra from
TD-DFT while the earlier reported simplified TDA-DFT variant (sTDA-DFT)46 behaves like its
non-simplified counterpart TDA-DFT.329 Due to its good and representative performance and
the possibility to combine it with common hybrid density functionals, this method will be used
in this present work. For another approach to facilitate the computation of entire absorption
spectra see Ref. 330.
6.1.2. Systems under Consideration
In the present work, we study the effect of the Tamm-Dancoff approximation (TDA) on the
computed ECD spectra of three inherently chiral and structurally rigid chromophores. The first
is the D2 symmetric C76 fullerene, the second is a cutout from a the chiral (11,7) carbon nan-
otube. The smallest chromophore studied is the [11]helicene. All systems are highly conjugated
pi-systems with delocalized orbitals.
We first noticed a discrepancy between ECD spectra from sTDA-DFT and sTD-DFT for a
substituted, chiral C60 derivative in our original paper on the sTD-DFT method.
329 Therein, the
spectra (obtained from the velocity form, vide infra) computed by both approaches differed in
sign over a wide energy range. Therefore, a further study of this phenomenon seems appropriate.
In the present study, C76 was chosen because, due to its rigidity, we can ignore conformational
effects on the ECD spectrum. In that respect, substituted chiral C60 derivatives (see, e.g., Ref.
305) are less suited. Furthermore, we may exploit its symmetry allowing us to additionally
perform standard TD-DFT/TDA-DFT and TD-HF/CIS calculations on this system. According
to the isolated pentagon rule,331 there is only one chiral isomer of the C76 fullerene allowing
direct comparison to the experimental ECD spectrum based on a single structure. This is a
big advantage compared to the previously studied C84 fullerene where the occurrence of other
isomers might have caused differences in the calculated and experimental ECD intensities.332
The second model system is a cutout from a chiral (11,7) carbon nanotube which has a
diameter of about 13 A˚.333 It contains 180 carbon atoms and the edges are capped by hydrogens
(18 on each edge), we will shortly denote it as (11,7)-hCNTh. This system is different compared
to fullerenes since the pi-system is non-continuous in one direction. The second difference is the
connectivity within the pi-system. Fullerenes contain hexagonic as well as pentagonic structural
motifs, while carbon nanotubes contain only hexagons.
[11]helicene is the third inherently chiral chromophore to be studied here. An experimental
86
6.2. Theoretical Background
ECD spectrum has been presented a few years ago.304 In our previous work, we have shown that
most of the ECD bands are reproduced correctly by either sTDA-DFT with a range-separated
hybrid (RSH)195 or sTD-DFT with a global hybrid (BHLYP).329 Even though the negative
bands in the range of 280−340 nm were qualitatively reproduced, the ECD at 250−280 nm was
improperly described. In the present study, we investigate this system by combining a gauge-
invariant method (i.e., sTD-DFT) with an RSH functional.
Another conceptually different case to be studied is a polypeptide. Our model system is
Ace-(Ala)19-NMe, i.e., an N -terminus acylated, C-terminus methylated poly-Ala chain (in a
right-handed α-helix conformation) containing in total 20 peptide chromophores. Here, the
chromophores are not conjugated and instead separated by the α-carbons. The low-lying exci-
tations may therefore be constructed from coupled, localized states.334 This system with rather
high-lying excitations (<300 nm) shall serve as a counterexample to highly delocalized pi-systems.
We apply the sTDA-DFT and sTD-DFT approaches to these four systems. It has been
shown that these methods produce spectra which are of similar quality as their conventional
counterparts.46,329 For further validation we compare the sTDA-DFT/sTD-DFT results to con-
ventional TDA-DFT/TD-DFT for C76. The ECD of C76 has previously been studied by means
of semiempirical CIS,325,326,335 as well as semi-local336,337 and hybrid TD-DFT.338 However, in
the mentioned studies it was neither compared how well the length (RL) and velocity (RV ) rep-
resentations of the rotatory strengths match, nor was it studied how the TDA influences these
entities. This is the focus of the present work. Before discussing the results, a brief summary of
the underlying theory is given, followed by computational details.
6.2. Theoretical Background
6.2.1. Time-Dependent DFT and HF
The linear response TD-DFT equation is given by the following non-Hermitian eigenvalue prob-
lem125,129 (
A B
B* A*
)(
X
Y
)
=
(
ω 0
0 −ω
)(
X
Y
)
, (6.1)
where A and B are the orbital rotation Hessian matrices. X and Y are their eigenfunctions,
and ω is a diagonal matrix with the respective excitation energy on the diagonal. In wave
function theory, this equation corresponds to time-dependent Hartree-Fock (TD-HF, also called
random-phase approximation, RPA). Whenever we discuss general features of methods relying
on Eq. 6.1, i.e., being valid for both TD-HF and TD-DFT, we will simply refer to these methods
as LR-TD (for time-dependent DFT/HF from linear-response theory). The matrix elements of
A and B in the spin-restricted case are given by
Aia,jb = δijδab(a − i) + 2(ia|jb)− ax(ij|ab)
+ (1− ax)(ia|fXC |jb)
(6.2)
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and
Bia,jb = 2(ia|bj)− ax(ib|aj) + (1− ax)(ia|fXC |bj). (6.3)
Here, a and i are the orbital energies of the virtual and occupied orbitals, respectively, as
they are obtained from the HF or KS-DFT ground state treatment. The two-electron integrals
are abbreviated by the Mulliken notation, i.e., (ia|jb) = s ψi(r1)ψa(r1) 1r12ψj(r2)ψb(r2)dr1dr2.
Here, ij represent occupied and ab virtual orbitals. ax is the amount of non-local Fock exchange
that is mixed into the XC functional.69 If ax = 1, the above equations correspond to the TD-HF
case.129 Otherwise if ax = 0, it corresponds to the semi-local TD-DFT equation.
125 The term
2(ia|jb) in Aia,jb (2(ia|bj) in Bia,jb) results from the response of the Coulomb part in the ground
state and is thus identical in the HF and KS-DFT case. The terms in Aia,jb and Bia,jb which are
scaled by ax, correspond to the response of the non-local Fock exchange. Within the adiabatic
approximation, the response of the density functional is given by the terms (ia|fXC |jb) and
(ia|fXC |bj), in Aia,jb and Bia,jb, respectively. Due to the missing (ij|ab) term in Aia,jb, pure
semi-local TD-DFT severely underestimates Rydberg and CT state energies.
For real orbitals, the non-Hermitian LR-TD eigenvalue problem in Eq. 6.1 can be solved as
the following Hermitian one124,125
(A−B) 12 (A+B) (A−B) 12 Z = ω2Z . (6.4)
Here, Z is given by
Z =
√
ω (A−B)− 12 (X+Y) . (6.5)
In semi-local DFT, the matrix (A−B) is diagonal significantly reducing the computational
cost. Including non-local Fock exchange, as done in hybrid density functionals, generally im-
proves the accuracy of excitation energies but at the expense of the non-diagonal nature of
(A−B).
Hirata and Head-Gordon introduced the TDA127 to TD-DFT (TDA-DFT) into the quantum
chemistry community128 (for a related precursor see Ref. 286). Here, the B matrix is neglected.
This then leads to the simple eigenvalue problem
AXTDA = ωTDAXTDA . (6.6)
The eigenvector X and ω from Eq. 6.1 are replaced by XTDA and ωTDA, respectively, to clarify
that these are not identical in TDA and LR-TD. For ax = 1 with a HF reference, TDA is identical
to the configuration interaction singles approach (CIS).129 Whenever we discuss general features
of methods relying on Eq. 6.6, i.e., CIS and TDA-DFT, we will simply refer to this as TDA.
The excitation energies obtained from TDA are in general similar to the ones from LR-TD,
in particular for KS-DFT. In the hybrid DFT and HF case, TDA leads to some speed-up over
solving the LR-TD equation since the matrix (A−B) does not need to be diagonalized.128
For hybrids with a large amount of Fock exchange (and HF), TDA is more robust to triplet
instabilities.97,339 While TDA-DFT and TD-DFT are both widely used to simulate UV-spectra,
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the former is typically not applied in computations of ECD spectra due to the missing gauge
invariance. This is different in most semiempirical ZDO approaches. Due to the large computa-
tional cost associated with solving the LR-TD equation when Fock exchange is present, CIS has
mostly replaced TD-HF as low-cost excited state method and it has also been used to compute
ECD spectra in the past.324–326 For an old semiempirical pi-SCF based LR-TD approach for
large chromophores see Ref. 340.
6.2.2. Simplified TDA-DFT and TD-DFT
In the recently proposed simplified approaches to TDA-DFT (sTDA-DFT)46 and TD-DFT
(sTD-DFT),329 the following approximations lead to a significant reduction in the computa-
tional cost:
1. The response of the density functional (last term in Eqs. 6.2 and 6.3, respectively) is ne-
glected,
2. the remaining two-electron integrals are approximated by atom-centered charge/transition
density monopole interactions, and
3. the single excitation space is restricted to include all excitations up to a certain energy thresh-
old.
The matrix elements of the approximated (denoted by a prime) matrices A′ and B′ (for
sTD-DFT only) are given by (spin-restricted case)
A′ia,jb = δijδab(a − i)
+
Natoms∑
C,D
(2qCiaγ
K
CDq
D
jb − qCijγJCDqDab)
(6.7)
B′ia,jb =
Natoms∑
C,D
(2qCiaγ
K
CDq
D
bj − axqCibγKCDqDaj). (6.8)
The transition/charge densities qCpq (located on atom C, the indices pq may refer to occupied
or virtual orbitals) are obtained from a Lo¨wdin population analysis.46,287 γK,JAB are the Mataga-
Nishimoto-Ohno-Klopman288–290 damped Coulomb operators used to replace exchange (K) and
Coulomb (J) type integrals, respectively. These contain the global parameters of the method
(in total four general parameters for global hybrids and three functional-specific parameters for
RSH functionals).46,195 For more details on these methods, we refer to the original papers on
sTDA-DFT,46 its extension to RSH functionals195 and on sTD-DFT.329
6.2.3. Rotatory Strengths: Length and Velocity Form
The condition for a transition to be visible in an ECD spectrum, is a non-vanishing rotatory
strength33
R0ν = −Im{~µ0ν · ~m0ν} (6.9)
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with ~µ0ν being the electric and ~m0ν the magnetic dipole moment (atomic units are used through-
out) for the transition 0→ ν.
~m0ν =
i
2
〈
0
∣∣∣~r × ~∇∣∣∣ ν〉 (6.10)
For the electric dipole transition moment, two formalisms are in use. The dipole length form is
given by
~µL0ν = 〈0 |~r| ν〉 , (6.11)
while the dipole velocity form is
~µV0ν =
~∇0ν
ω0ν
=
〈
0
∣∣∣~∇∣∣∣ ν〉
ω0ν
. (6.12)
Here, ω0ν is the excitation energy of the transition 0 → ν. For gauge-invariant wave functions,
Eqs. 6.11 and 6.12 are identical (e.g., see p. 427 of Ref. 54). This holds in the complete basis
set (CBS) limit for LR-TD, however, not for TDA. Consequently, rotatory strengths from both
formalisms are different in TDA. Being a signed property, the effect of TDA on the rotatory
strengths may be severe.
The length form is generally thought to converge faster to the CBS limit, yet unfortunately,
the rotatory strength derived from it (dubbed RL) is not necessarily origin independent. The
velocity form (RV ) ensures an origin independent expression of the rotatory strength (for both
TDA/LR-TD with any basis set, for a proof see Refs. 297 or 329). Clearly, origin independence
is a prerequisite for studying molecules with large spatial dimensions like proteins. Therefore,
the velocity form of the rotatory strength is typically preferred.297,299
The quality of RV is improved if the LR-TD equation is solved,11,329 but the quality of RV in
the TDA case may highly depend on the molecule or excitation of interest. To assess the quality
of RV , a sole comparison with the experimental ECD spectrum is insufficient. For “smaller”
systems, in which the origin dependence of RL is not pronounced, RV needs to be compared to
RL as well. Relying purely on comparisons with experiment might lead to an assignment of the
incorrect enantiomer which will be demonstrated in Section 6.4.
6.3. Computational Details
We used the TURBOMOLE suite of programs164a, 165 (version 6.5) for all geometry optimiza-
tions employing symmetry restrictions if possible.
For the D2 symmetric C76 fullerene, we used the (
s,fA)-C76 enantiomer ((
fC)-C76 in the
old nomenclature)341,342 such that our computed spectra are directly comparable to the ones
from Refs. 325,326,336–338. In the starting geometry of Ace-(Ala)19-NMe, we used the Ra-
machandran angles reported in Ref. 343 for the right-handed α-helix (φ = −62◦, φ = −41◦).
Both structures were fully optimized at the TPSS level employing the atom-centered, spherical
def2-TZVP basis set.105,163 London dispersion interactions were treated by means of the atom-
pairwise D3 dispersion correction133 in combination with the rational damping scheme according
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to Becke and Johnson.134 This combined level will be denoted as TPSS-D3(BJ)/def2-TZVP.
The (P )-[11]helicene structure from Ref. 329 had already been optimized at the TPSS-
D3(BJ)/def2-TZVP level and was taken as is. The geometry of (11,7)-hCNTh was fully opti-
mized at the efficient, minimal basis Hartree-Fock level with three corrections (HF-3c).169 Since
the HF-3c and TPSS-D3(BJ)/def2-TZVP geometries for pi-systems tend to be quite similar,169
we do not expect any significant effect on the ECD spectrum from using an HF-3c geometry.
All structures used can be found in the Supporting Information∗.
The atom-centered, spherical def2-SV(P)163,300 basis set has been used in the single-point
calculations on (s,fA)-C76, (11,7)-hCNTh and Ace-(Ala)19-NMe. This basis set was successfully
employed in different studies,46,302 and yields similar accuracy as, e.g., TZVP162 for rotatory
strengths in large molecules.329 Due to the size of the studied systems, we prefer the use of
RSH density functionals or global hybrid functionals with a large amount of Fock-exchange. In
this study, we employ the ωB97X-D3 functional,114 which is available in the ORCA program.48
This functional shows the correct long-range behavior (i.e., 100% Fock-exchange at large inter-
electronic separations). For the sTDA-DFT and sTD-DFT calculations with this functional, a
development version of the ORCA program is used with the parameters previously reported in
Ref. 195 (note however that α(1) given in Table 1 therein should actually be β(1) and vice versa).
Comparison with conventional TDA-DFT and TD-DFT was done for (s,fA)-C76 using the
global hybrid functional BHLYP69,99,100 (i.e., 50% of Fock-exchange) as implemented in the
TURBOMOLE suite of programs.164a, 165 The escf module301 allows to exploit the symmetry
of the D2-symmetric fullerene. Within each of the irreducible representations B1, B2, and B3,
30 roots were calculated. The simplified methods use the same ground-state reference deter-
minant as the conventional ones, but symmetry is not exploited in the sTDA-DFT/sTD-DFT
calculations. Similarly, for (s,fA)-C76, ab initio CIS and TD-HF computations were conducted.
The behavior of sTDA-DFT and sTD-DFT for (11,7)-hCNTh is studied at the ωB97X-D3/def2-
SV(P) level. For Ace-(Ala)19-NMe, sTDA-DFT and sTD-DFT calculations are performed on a
ωB97X-D3/def2-SV(P) as well as a BHLYP/def2-SV(P) reference. The computed ECD spectra
of the somewhat smaller (P )-[11]helicene were obtained from sTDA-DFT and sTD-DFT on a
ωB97X-D3/def2-TZVP reference. For comparison, we also give the respective ECD spectra at
the ωB97X-D3/def2-SV(P) level in the Supporting Information.
In all sTDA-DFT/sTD-DFT calculations, the primary configuration space (P-CSF space, see
Ref. 46 for details) included all configurations with uncoupled one-electron excitation energies
smaller than 10 eV. Beyond that energy, configuration state functions (CSF) were included if
their perturbatively estimated net coupling to the P-CSFs is larger than 10−4 Hartree.
The computed rotatory strengths were always broadened by Gaussian functions with a full
width at 1/e maximum of 0.4 eV to empirically simulate vibronic effects in the computed spec-
tra.11 All computations were performed with the origin located at the geometric center.
∗Cartesian coordinates of all studied compounds and the ECD spectrum of (P )-[11]helicene at the ωB97X-
D3/def2-SV(P) level: this material is available online at http://dx.doi.org/10.1021/acs.jpca.5b01680. The ECD
spectrum of (P )-[11]helicene at the ωB97X-D3/def2-SV(P) level is included also in Appendix A4.
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6.4. Results and Discussion
6.4.1. The (s,fA)-C76 Fullerene
Figure 6.1a shows the ECD spectra as obtained from the length (RL) and velocity (RV ) expres-
sions computed by TD-DFT125 and TDA-DFT128 employing the BHLYP69,99,100 functional.
The respective spectra from the simplified variants, sTD-DFT329 and sTDA-DFT,46 respec-
tively, are given in Figure 6.1b. Our TD-DFT and sTD-DFT spectra agree well with the one
obtained from TD-BHLYP/6-31G∗ 344,345 as reported in Ref. 338.
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1Figure 6.1.: (a) Comparison of calculated ECD spectra obtained from the velocity (RV , solid
lines) and length (RL, dashed lines) forms of the rotatory strengths. The black
lines refer to the TD-DFT and the blue lines to the TDA-DFT results obtained for
(s,fA)-C76. The spectrum is blue-shifted by 0.35 eV. (b) The same as in (a) but for
sTD-DFT (black) and sTDA-DFT (blue) with a blue-shift of 0.90 eV.
For both TD-DFT and sTD-DFT, the spectra obtained via RL and RV are almost identical.
With TDA-DFT and sTDA-DFT, RL leads to qualitatively the same ECD spectrum as either
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Figure 6.2.: Comparison of calculated ECD spectra obtained from the velocity (RV , solid lines)
and length (RL, dashed lines) forms of the rotatory strengths. The black lines refer
to the TD-HF and the blue lines to the CIS results obtained for (s,fA)-C76. The
computed spectra are red-shifted by −0.25 eV.
form of the rotatory strength obtained from an LR-TD procedure. RV , however, yields a
spectrum with almost exactly the opposite sign in the studied spectral range. Since TDA-
DFT and sTDA-DFT behave very similar in that aspect, this error can solely be attributed to
the TDA. This result would lead to an incorrect assignment of the absolute configuration and
is thus considered as a disastrous TDA failure.
Since semiempirical CIS variants were used for this system in the past,325,326 we also study
the ECD of this fullerene by the corresponding Hartree-Fock based methods (CIS and TD-HF).
As semiempirical variants like CNDO, INDO, etc. are approximations to HF, the insights gained
from this comparison may apply in the same way to the semiempirical approaches like the former.
In Figure 6.2, the ECD spectra (both RL and RV ) calculated by TD-HF and CIS are given. It
is apparent that similar to the DFT case, solving the LR-TD equation is necessary to obtain
conclusive results. Like TD-DFT, TD-HF produces almost identical ECD spectra from either
RL or RV . CIS exhibits the same problem as TDA-DFT, namely prediction of the incorrect
enantiomer by RV .
Even though the RL formalism works well in this particular case, we emphasize that its
use is generally not recommended to study the ECD of extended systems as it is not origin-
independent. An inherently chiral chromophore like C76 is apparently a worst case scenario where
the matrix B is non-negligible and the TDA is not valid. This can be explained by considering
the matrix elements of B (Eq. 6.3) and B′ (Eq. 6.8) containing two-electron integrals exclusively
of exchange-type. Only if the orbitals i and a are of similar type (e.g., pi and pi∗) and spatially
close, the respective exchange-type integrals are significant. This is the case for systems with
delocalized orbitals.
93
6. Electronic Circular Dichroism of Highly Conjugated pi-Systems
-400
-300
-200
-100
 0
 100
 200
 300
 400
 500
 300  400  500  600  700  800
∆ ε
 
/  c
m
-
1  
M
-
1
λ / nm
 
sTD-DFT (velocity)
sTDA-DFT (velocity)
exptl.
ωB97X-D3/def2-SVP
A
B
C
D
1
Figure 6.3.: Comparison of calculated ECD spectra of (s,fA)-C76 computed with ωB97X-D3.
The spectra are obtained from the velocity (RV , solid lines) representation of the
rotatory strengths. The black line refers to sTD-DFT and the blue line to sTDA-
DFT. Both computed spectra are blue-shifted by 0.25 eV. The experimental curve
(gray points) has been redrawn from Ref. 325.
In Figure 6.3, the ECD spectra of (s,fA)-C76 computed by sTD-DFT and sTDA-DFT (both
RV ) based on a ωB97X-D3 ground-state are presented together with the experimental spectrum
measured by Diederich and coworkers.325 Over the whole spectral range, the major experimental
bands are nicely reproduced by sTD-DFT. Only the computed bands C and D are slightly red-
shifted compared to the experiment. Thus, sTD-DFT in combination with a RSH functional like
ωB97X-D3 is well-suited to determine the absolute configuration of inherently chiral, conjugated
chromophores. The sTDA-DFT spectrum with the incorrect, almost opposite ECD is shown for
completeness.
Diederich and coworkers325 assigned the absolute configuration by comparing with computed
ECD spectra via the pi-electron SCF-CI-DV MO (self consistent field-configuration interaction-
dipole velocity molecular orbital) method,335 i.e., a semiempirical CIS variant relying on RV .
Somewhat unexpected regarding the observations made above, their assignment of the absolute
configuration agrees with ours based on TD-DFT/TD-HF/sTD-DFT.
Our spectra are shifted such that the energetically lowest experimental and computed bands
align energetically. This way, the negative ECD beyond 650 nm as well as the bands A, B, and
C in Figure 6.3 are reproduced by the respective LR-TD spectrum (i.e., from sTD-DFT/TD-
DFT/TD-HF). The energetically lowest band is always displayed in our spectra. It can only
be speculated why the original assignment is correct, despite of the fact that a TDA approach
relying on RV has been used. Just to mention one possible explanation, we note that the
calculated spectrum in Ref. 325 is not shifted and the lowest energy band is either truncated or
might not be visible at all. It is therefore difficult to trace whether the positive band at 281 nm,
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which seems to be used in Ref. 325 for the assignment, does correspond to the experimental
band C (in Figure 6.3) or whether it is a neighboring band produced with opposite sign due to
the use of RV from CIS.
In any case, based on the LR-TD results, our assignment of the absolute configuration agrees
with the original assignment made in Ref. 325. Our study is, however, supposed to serve as
a guide for future works and as a reminder that TDA-DFT/CIS based ECD spectra need to
be judged carefully. sTD-DFT proves to be a reasonable alternative as long as the preceding
KS-DFT ground-state calculation is still feasible.
6.4.2. The Carbon Nanotube Model
The computed ECD spectra for the carbon nanotube model, dubbed (11,7)-hCNTh, are given
in Figure 6.4. As there is no experimental spectrum to compare with, we plot the computed
spectra on a linear energy scale.
The lowest vertical excitation energy is very small (sTD-DFT: 0.2 eV, sTDA-DFT: 0.5 eV),
thus we applied a shift of 0.5 eV to the sTD-DFT spectrum (0.2 eV to the sTDA-DFT spectrum)
to make the Gaussian-broadened, first band entirely visible (see Figure 6.4a). Notably, the length
and velocity forms obtained from sTD-DFT yield almost identical spectra over the whole studied
energy range. Only the two lowest bands show differences in intensity, in particular the lowest
one. The velocity form of the electric dipole moment ~µV0ν is reciprocally proportional to the
respective excitation energy ω0ν (see Eq. 6.12). The small excitation energies for the two lowest
transitions lead to an overestimated magnitude of ~µV0ν , and consequently of R
V
0ν as well. Since
~µV0ν is just scaled by
1
ω0ν
, its direction remains unchanged. Therefore, the length and velocity
forms from sTD-DFT both allow a definite absolute configuration assignment.
sTDA-DFT in the velocity form (see Figure 6.4b) yields an opposite sign for the two lowest
bands similar to the behavior observed for the C76 fullerene. Up to about 4 eV, the R
V spectrum
is also considerably different from the RL-based and the sTD-DFT spectra. Beyond 4 eV, the
mutual agreement between the length and velocity forms from sTDA-DFT is good, likely due
to the fact that these transitions are more localized involving σ/σ∗ orbitals. However, the
agreement with the sTD-DFT spectra especially beyond 6 eV is still not satisfactory.
The ECD of the chiral nanotube is badly described by TDA, especially in the energy range
where experimental measurements are typically carried out (>200 nm, <6 eV). It is therefore
necessary to apply methods that solve the full LR-TD problem to obtain reliable results.
6.4.3. (P )-[11]Helicene
Another class of inherently chiral, aromatic chromophores are the helicenes. Their ECD was
studied in detail by semi-local TD-DFT303 and INDO/S.324 The largest helicene with an ex-
perimental ECD spectrum available is [11]helicene (comprising eleven phenyl rings). Previous
studies of our group showed that most of its ECD bands are well reproduced by either sTDA-
DFT or sTD-DFT.195,329 However, the overall negative ECD in the region of 250−340 nm could
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1Figure 6.4.: (a) Calculated sTD-DFT ECD spectra (black) obtained from the velocity (RV , solid
line) and length (RL, dashed line) forms of the rotatory strengths. These spectra are
blue-shifted by 0.5 eV. (b) The sTDA-DFT ECD spectra (blue) from the velocity
(RV , solid) and length (RL, dashed line) forms are blue-shifted by 0.2 eV.
not be reproduced entirely. Up to this point, the best qualitative agreement was obtained from
sTD-DFT based on the global hybrid functional BHLYP. In a recent sTDA-DFT study, RSH
functionals in the length representation (RL) showed improved spectra in this region compared
to global hybrids.195
Here, we re-compute the ECD spectrum of this helicene by sTD-DFT/ωB97X-D3. In Figure
6.5, the experimental ECD spectrum is given along with the calculated spectra from sTD-DFT
(and sTDA-DFT for comparison).
The sTD-DFT spectrum is in very good agreement with the experiment over the complete
displayed range. Only band D (in Figure 6.5) is not produced with a slightly positive ECD
but as a distinguishable local maximum between two neighboring negative bands which may
be identified as band C and E, respectively. Comparing with the corresponding sTDA-DFT
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Figure 6.5.: Calculated ECD spectra of (P )-[11]helicene computed with ωB97X-D3 in the veloc-
ity representation (RV ). The black line refers to sTD-DFT and the dotted blue line
to sTDA-DFT. The experimental curve (gray points) has been redrawn from Ref.
304.
spectrum, it is apparent that band C is of opposite sign leading to significant positive ECD
(enhanced by the neighboring band D). Even though the effect of the TDA is less severe compared
to the previous two cases, a large part of the spectrum is incorrectly described by sTDA-DFT.
Thus, apart from employing an asymptotically correct functional, solving the LR-TD eigenvalue
problem is necessary to obtain reliable ECD spectra of this inherently chiral chromophore. To
our knowledge, the computed sTD-DFT/ωB97X-D3 ECD spectrum shows the best agreement
to the experimental spectrum outperforming previous approaches.195,329
6.4.4. α-Helical Ace-(Ala)19-NMe
The last system considered is Ace-(Ala)19-NMe in the right-handed α-helix conformation. The
ECD spectrum of polypeptides in the range of 180−250 nm is governed by coupled npi∗ and
pipi∗ excitations localized on the inherently non-chiral peptide chromophores.26,297,334 Being a
representative example for polypeptides in general, the ECD spectrum of Ace-(Ala)19-NMe in
the range of 180−250 nm can therefore be considered to be conceptually different situation
compared to the previously discussed, inherently chiral compounds.
For two singly excited electronic configurations which are located on two different chro-
mophores, the exchange type integrals found in the off-diagonal elements of matrix B (and
B′), are expected to be vanishingly small. In such a case, the TDA should be reasonable.
Comparison of the sTDA-DFT and sTD-DFT spectra (RV as well as RL) obtained from a
ωB97X-D3 (Figure 6.6a) or BHLYP (Figure 6.6b) reference shows that this is indeed true. All
bands (corresponding to the experimental bands A, B, and C) are well reproduced within both
representations by sTD-DFT as well as sTDA-DFT. With sTDA-DFT and ωB97X-D3 (Figure
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6.6a) however, the intensity of band A is too small if RV is used.
The experimental spectrum given in Figure 6.6 does not refer to the Ace-(Ala)19-NMe model
used in the computations but was obtained from α-helical poly-γ-methyl glutamate measured
in hexafluoro-propanol.346 As the three bands A, B, and C are quite distinctive and common
for any α-helical polypeptide (see Ref. 26 for the ECD spectrum of myoglobin), this spectrum
serves as a reference for the ECD exhibited by a perfect α-helix in this region. The computed
intensities were scaled by the number of peptides in Ace-(Ala)19-NMe yielding the mean peptide
ECD.
This example shows that the ECD of polypeptides in the considered energy regime is well
described by TDA methods. That explains why independent chromophore approaches298 applied
in a TDA manner (often termed “matrix method” in that context), were successfully applied for
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decades322,323,347,348 to study the ECD of polypeptides (for a very recent review on protein ECD
see Ref. 349). Nevertheless, these methods introduce further approximations and empiricism.
As long as the KS-DFT single-point calculation is still feasible, sTDA-RSH/SV(P) based studies
on related systems may be a viable alternative to independent chromophore approaches.
6.5. Conclusion
In this work we demonstrated that for large pi-systems, Tamm-Dancoff approximated (TDA)
variants of TD-DFT or TD-HF (i.e., TDA-DFT and CIS, respectively) fail dramatically. The
computed ECD spectra obtained from the length (RL) and velocity (RV ) forms of the rota-
tory strengths with TDA methods are more or less of opposite sign. In particular, the origin
independent RV based results are incorrect. This was demonstrated by comparison with re-
sults obtained from solving the full time-dependent linear response (LR-TD) equation as well
as by comparison with experimental spectra. Due to its origin-dependence, the RL form from
TDA-DFT/CIS is no alternative when spatially extended systems are of interest. For LR-TD
methods like TD-HF and TD-DFT, both RL and RV lead to almost identical ECD spectra and
one can infer that the contribution from the B matrix, which is neglected in TDA-DFT/CIS, is
non-negligible.
The simplified TD-DFT approach (sTD-DFT)329 shows the same behavior as regular TD-
DFT. In combination with the range-separated hybrid (RSH) functional ωB97X-D3, sTD-DFT
provides excellent agreement between the computed and experimental spectra at drastically
reduced computational cost.
Three inherently chiral pi-chromophores were studied by means of sTD-DFT and its TDA
variant sTDA-DFT:46 The (s,fA)-enantiomer of the C76 fullerene, a cutout from the chiral
(11,7) carbon nanotube and (P )-[11]helicene. In the experimentally accessible energy range
(>200 nm, <6 eV), the ECD spectra (RV form) of the former two systems are computed mostly
with opposite (wrong) sign by sTDA-DFT. sTD-DFT provided excellent spectra with its RL and
RV forms always in agreement to each other. For the C76 fullerene, our findings were verified
against conventional TD-DFT/TD-HF and TDA-DFT/CIS calculations. While TDA-DFT/CIS
exhibited the same dramatic failure as sTDA-DFT, the TD-DFT/TD-HF showed the same good
performance as sTD-DFT.
For the (P )-[11]helicene, the effect of TDA is less pronounced. However, by combining a range-
separated hybrid functional (ωB97X-D3) with sTD-DFT, the ECD spectrum of (P )-[11]helicene
was reproduced with an unprecedented agreement to the experimental spectrum.304 In disagree-
ment to the experiment, the respective ECD spectrum computed by sTDA-DFT shows bands
of opposite sign in the range of 250−280 nm.
For comparison, the ECD of a long α-helical polypeptide chain was studied by sTD-DFT
and sTDA-DFT. In contrast to the previous compounds, the low-lying excitations are relatively
localized on the peptide chromophores and the TDA is valid. Hence, the ECD spectra obtained
from sTDA-DFT by either RL or RV are quite similar to each other and also similar to the
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respective sTD-DFT ones.
Whenever solving the LR-TD equation is prohibitive, one should be very careful when using
TDA approaches to study ECD. The discrepancy between the length and velocity formalisms
of the rotatory strengths must be considered, for example, if semiempirical variants of CIS are
applied.
For broad range spectra of the systems studied here, the sTD-DFT329 approach has proven
to yield reliable results similar to regular TD-DFT. Being significantly faster, sTD-DFT is also
applicable to quite large systems as long as the preceding KS-DFT ground-state calculation is
computationally feasible.
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Abstract The electronic circular dichroism (ECD) spectrum of the recently synthesized [16]he-
licene and a derivative comprising two triisopropylsilyloxy protection groups is computed by
means of the very efficient simplified time-dependent density functional theory (sTD-DFT) ap-
proach. Different from many previous ECD studies of helicenes, non-equilibrium structure ef-
fects are accounted for by computing ECD spectra on “snapshots” obtained from a molecular
dynamics (MD) simulation including solvent molecules. The trajectories are based on a molecule
specific classical potential as obtained from the recently developed quantum chemically derived
force field (QMDFF) scheme. The reduced computational cost in the MD simulation due to
the use of the QMDFF (compared to ab initio MD), as well as the sTD-DFT approach make
realistic spectral simulations feasible for these compounds that comprise more than 100 atoms.
While the ECD spectra of [16]helicene and its derivative computed vertically on the respective
gas phase, equilibrium geometries show noticeable differences, these are “washed” out when non-
equilibrium structures are taken into account. The computed spectra with two recommended
density functionals (ωB97X and BHLYP) and extended basis sets compare very well with the
experimental one. In addition we provide an estimate for the missing absolute intensities of
the latter. The approach presented here, could also be used in future studies to capture non-
equilibrium effects, but also to systematically average ECD spectra over different conformations
in more flexible molecules.
7.1. Introduction
Time-dependent density functional theory (TD-DFT)124,125,270,271 is the most popular method
for the computation of excited states in medium sized molecules (up to ≈ 100 atoms). In or-
der to compute electronic spectra in a broad energy range for these and even larger molecules,
our group developed the simplified TD-DFT (sTD-DFT) approach.46,195,329 Like regular TD-
DFT, it computes excited states from a (hybrid) Kohn-Sham reference state, but is orders of
magnitude faster due to a reduced matrix eigenvalue problem size and drastic integral simplifi-
cations (monopole approximation) in the TD-DFT treatment. In the present work, we apply the
sTD-DFT approach to compute the electronic circular dichroism (ECD) spectrum of a recently
reported [16]helicene350 derivative.
Helicenes, or more precisely carbohelicenes,351 are screw-symmetric, chiral isomers of acenes.
They represent a class of inherently chiral, conjugated chromophores and consequently, their
ECD is of particular interest. The very first one, [5]helicene, was already synthesized in 1918.352
Newman et al. were the first to synthesize the chirally resolved [6]helicene and report on its opti-
cal rotation353,354 and ECD.355 Since then, the optical properties of different carbohelicenes were
studied both experimentally356–358 and theoretically.303,324,359 We refer the interested reader to
recent review articles on helicenes.360,361
The ECD spectrum of [11]helicene (one of the largest experimentally described ones) was
reported in 2009.304 It has been studied by sTD-DFT329,362 and its Tamm-Dancoff approxi-
102
7.1. Introduction
mated variant (sTDA-DFT)195,362 in our group. It turned out that for good agreement with the
experimental ECD spectrum, sTD-DFT needs to be combined with a range-separated hybrid
(RSH) density functional with asymptotically 100% of non-local Fock exchange (e.g., the ωB97
class).362 With sTDA-DFT or global hybrid functionals, the ECD spectrum between 250 and
340 nm (3.6–5.0 eV) was not or at most only qualitatively reproduced. Very recently, the synthe-
sis of [16]helicene ([16]H) has been reported350 which – to our knowledge – represents the largest
synthesized carbohelicene. For a derivative comprising two triisopropylsilyloxy (TIPSO) protec-
tion groups (at positions 3 and 34), an experimental absorption as well as an ECD spectrum
were recorded. However, for the latter, only the relative intensities were given. In this study,
we compute the ECD spectrum of [16]H (and its TIPSO derivative, denoted as [16]H-tipso)
with sTD-DFT.329 Together with a RSH functional, this approach already performed very well
for the smaller [11]helicene.362 The [16]H consists of 102 and the [16]H-tipso of 164 atoms.
They comprise 16 annulated benzene rings and a screw with roughly 2.5 turns (see Figure 7.1).
Figure 7.1.: Ball-and-stick representations of the minimum structures of a) (P )-[16]H-tipso and
b) (P )-[16]H optimized at the PBEh-3c level.
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7.2. Results and Discussion
One aspect of this study is to provide an estimate for the lacking experimental absolute intensities
by comparison of the relative ECD spectrum from Ref. 350 with our computed spectrum. For
this purpose we go beyond the single (minimum) structure approach that is typically applied to
rigid pi-systems like helicenes.46,195,303,324,329,362 This is accomplished by calculating ECD spectra
on non-equilibrium structures (“snapshots”) from a molecular dynamics (MD) trajectory. For
earlier works in which ECD was computed on a MD trajectory, see Refs. 363–369. Since the
helicene framework itself shows only one energetically low-lying minimum, the intention is not to
consider other conformers but to study the effect of non-equilibrium structures (i.e., elongated
bonds and ring torsions/twisting).
First, the effect of the employed density functional for the sTD-DFT calculation is to be tested.
This is done for a single minimum geometry. Therefore, the ground state geometry of (P )-[16]H-
tipso is optimized at the accurate and efficient PBEh-3c level.110 In this geometry, the carbons
at position 3 and 34 are separated by 11.79 A˚. After verifying the geometry as a minimum, the
absorption and ECD-spectra including all singly excited states up to 10 eV are computed verti-
cally by sTD-ωB97X/def2-TZVP162,163,370 and sTD-BHLYP/def2-TZVP69,99,100,162,163 (≈ 1000
and 2100 states, respectively). The spectra are given in Figure 7.2 along with the experimental
ones (note that the absolute intensities for the experimental ECD spectrum were estimated as
described below). Throughout this work, the length form of the electric dipole transition mo-
ment is used for oscillator strengths (i.e., absorption spectra), while the velocity form is used
the rotatory strengths (ECD spectra) always guaranteeing gauge origin independence.47,297 The
TURBOMOLE164c, 165,371 suite of programs (version 7.0) is used for all geometry optimiza-
tions and harmonic frequency calculations. A development version (based on the 3.0 release)
of the ORCA48 program is used for the sTD-DFT (and preceding ground state) single-point
calculations.
Both computed spectra are shifted such that the computed distinctive absorption bands
roughly match the experimental one at 4.8 eV. The computed intensities for this band agree
nicely with the experiment. In the shifted sTD-BHLYP spectrum, the lower lying bands are
red-shifted compared to the experiment (at 3.2 and 3.9 eV). For sTD-ωB97X, the same can be
seen for the lowest lying band, however, the absorption band corresponding to the experimental
one at 3.9 eV occurs at slightly higher energies. Therefore the sTD-ωB97X absorption spectrum
below 4.4 eV appears to be “stretched” compared to the experiment. This might be a conse-
quence of the range-separation parameter (0.3 a.u.) which was found to be suboptimal for large
pi-conjugated systems.372,373
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Figure 7.2.: Calculated absorption and ECD spectra of (P )-[16]H-tipso computed with sTD-
DFT on an ωB97X (black solid line) and BHLYP (blue dashed line) reference.
The def2-TZVP basis set has been used throughout. The individual transition
strengths are broadened by Gaussians with a full width at 1/e maximum of 0.5 eV
and the spectra are red-shifted by 1 eV and 0.3 eV, respectively. The oscillator
and rotatory strengths from the sTD-ωB97X calculation are depicted as red sticks.
The experimental curves (gray dotted line) are taken from Ref. 350 and refer to a
solution of (P )-[16]H-tipso in CHCl3. The absolute intensities of the experimental
ECD spectrum are not given therein but are estimated in this work.
The observations made for the absorption spectra also hold for the ECD spectra. In addition,
it can be seen that the energetically lowest, positive feature in the experimental ECD spectrum
seems to consist of two bands, a shoulder towards lower energies (around 2.8 eV) and a maximum
around 3.2 eV. While the sTD-BHLYP spectrum shows only one band in this region, a double
band feature is present for sTD-ωB97X, however, with reversed relative intensities compared
to the experiment. Overall, the agreement with the experimental ECD spectrum is better for
sTD-ωB97X, which is used in the following. However, it should be noted that apart from shifts
sTD-BHLYP qualitatively reproduces all bands in the spectrum, which is different from the
previously studied [11]helicene.329 In Figure 7.2, we have also plotted the individual oscillator
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and rotatory strengths from the sTD-ωB97X/def2-TZVP calculation which reveal two dominant
transitions in the low energy range of the ECD spectrum. It is in principle possible to analyze
these in more detail (e.g., plotting transition densities)374, however, this is beyond the scope of
this study.
To go beyond the minimum structure approach, the PBEh-3c computed Hessian matrix (scaled
by 0.95110) of (P )-[16]H-tipso is used to parametrize a force field following the procedure de-
scribed in Ref. 49. This quantum mechanically derived force field (QMDFF) is then used in a
standard NPT MD simulation of (P )-[16]H-tipso inside a box of 250 CHCl3 molecules with
periodic boundary conditions. The in-house program QMSIM375 is used for this purpose. After
equilibrating at 300 K, an MD run is performed for 0.5 ns with a timestep of 0.5 fs (more de-
tails can be found in the Supporting Information∗). All C–H bond lengths are kept constrained
during the simulation using the SHAKE algorithm.376,377 From this MD trajectory, 100 equidis-
tantly selected structures are considered for sTD-DFT calculations (vertical excitations) at the
ωB97X/def2-TZVP level. Because the vibrational line broadening is explicitly included in these
calculations, the width of the Gaussian intensity distributions used to simulate the ECD spectra
are reduced to 0.35 eV in this case. The resulting absorption and ECD spectra are given in
Figure 7.3 along with the computed minimum structure and experimental spectra.
It can be seen that in the computed absorption spectrum based on the MD structures all
bands are red-shifted (0.1–0.3 eV) relative to the spectrum on the minimum geometry. The
intense absorption band around 4.8 eV is split into two separate bands. Concerning the ECD
spectrum, no severe changes (i.e., in sign) are observed. Yet, the splitting of the positive double
band at low energies is enhanced by the dynamics. Furthermore, the relative ratio of the positive
ECD band at 4.3 eV to the intense negative one at 5 eV decreases, which is in better agreement
with the relative ratio in the experiment. An overlay of the individual spectra for all MD
structures can be found in the Supporting Information.
∗The supporting information (excluding the Cartesian coordinates of [16]H-tipso and [16]H) is included in Ap-
pendix A5. The complete supporting information may be found online at http://dx.doi.org/10.1002/chir.22594.
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Figure 7.3.: Calculated absorption and ECD spectra of (P )-[16]H-tipso computed with sTD-
ωB97X/def2-TZVP on the minimum geometry (black solid line) and 100 structures
from an MD trajectory (blue dashed line). All individual transition strengths are
broadened by Gaussians with a full width at 1/e maximum of 0.5 eV (0.35 eV in the
MD case) and the spectra are red-shifted by 1 eV. The experimental curves (gray
dotted line) are taken from Ref. 350. The absolute intensities of the experimental
ECD spectrum are not given therein but are estimated in this work.
Given that the computed and experimental intensities in the absorption spectrum match,
the absolute intensities of the ECD spectrum may be estimated using our calculations. In the
computation, however, one does observe an overestimation of the absolute absorption intensities
of about 30–40% and our ECD estimate needs to be corrected for this factor.† For this purpose,
the very first, positive ECD signal at low energies is numerically integrated (as the summed area
of trapezoids between the data points) for both the computed and the experimental spectrum.
Then the experimental intensities are scaled by the ratio of the two integrals (corrected by
the overestimation factor observed in the absorption spectrum†).This procedure is chosen for
†By numerical integration of the experimental and computed (sTD-ωB97X on the MD “snapshots”) absorption
spectra up to the local minimum above 5 eV, we obtained a factor to correct for overestimation. The intensities
in the computed absorption spectrum are overestimated by 37%. To arrive at the final estimate for the ECD
spectrum, we therefore scaled it by a factor of 0.73.
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two reasons: the low-lying part of the spectrum results only from a small number of states
(only two very intense ones in the minimum geometry, see Figure 7.2) and is most likely to be
free from spurious states arising from errors in the calculation (e.g., from the applied density
functional, missing double excitations) which are present in energetically higher lying parts of
the spectrum.129 Furthermore, the reversed intensity ordering for the two lowest positive ECD
bands does not allow for a clear assignment of the individual bands. Thus, it is more appropriate
to take the summed intensities in the lowermost part of the spectrum.
The resulting scaled experimental ECD spectrum is the one which is plotted as experimen-
tal reference curve throughout this work (Figures 7.2, 7.3, and 7.4). This estimate seems to
be reasonable when compared to the absolute intensities of other well-studied helicenes. For
example, the maximum ECD found in the lowest energy band for [6]helicene and [7]helicene is
190 and 240 cm−1 M−1,303 respectively, in magnitude. Extrapolating by the number of benzene
rings, a value of 500–550 cm−1 M−1 for the ECD maximum of (P )-[16]helicene can be expected,
which is in agreement with our estimate for this band (513 cm−1 M−1). We have checked for
a few differently sized helicenes (see Figure A5.2 in the Supporting Information) that a linear
relationship between the number of benzene rings and the (computed) ECD seems is reason-
able. Nevertheless, it should be stressed that we can only give an estimate for the absolute ECD
intensity of an enantiopure solution.
The negative ECD signal at 4.8 eV is very large in magnitude (about 900 cm−1 M−1) for a
system of this size and if a similar intensity was present also for the TIPSO devoid [16]H, this
would – to the best of our knowledge – correspond to one of the most intense ECD signals per
number of atoms (102 for the latter) ever observed. To investigate this, the ECD spectrum
is computed by sTD-ωB97X/def2-TZVP on the PBEh-3c minimum structure of (P )-[16]H as
well as on 100 structures from an MD trajectory which is obtained as described above. The
resulting ECD spectra are given in Figure 7.4 (the absorption spectra are found in the Supporting
Information).
As anticipated, the spectra of [16]H-tipso and [16]H resemble each other already for the
respective minimum geometries (Figure 7.4a). Nevertheless, the spectrum of [16]H is slightly
shifted to lower energies, in particular in the energy range of 3.4–4.2 eV. Furthermore, all com-
puted ECD intensities are smaller by up to 10% compared to [16]H-tipso. Aside from an
electronic substituent effect (e.g., oxygen lone pairs participating in the pi-system) this can be
at least partially attributed to different minimum geometries of the pi-framework. Attractive
London dispersion forces with the TIPSO protection groups at the far ends of [16]H-tipso
(see Figure 7.1) lead to a slightly compressed gas phase minimum structure compared to the
TIPSO devoid derivative [16]H (C3-C34 distance of 11.79 vs. 11.86 A˚) which may cause the
slight change in the excitation energies and ECD intensities. From Figure 7.4b, it becomes
obvious that these effects are “washed” out on the MD trajectories and the ECD spectra for
both compounds are remarkably similar.
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Figure 7.4.: Calculated ECD spectra of (P )-[16]H-tipso (black solid line) and (P )-[16]H (blue
dashed line) computed with sTD-ωB97X/def2-TZVP on a) the minimum geometry
and b) 100 structures from a MD trajectory. All rotatory strengths are broadened
by Gaussians with a full width at 1/e maximum of 0.5 eV (0.35 eV in the MD case)
and the spectra are red-shifted by 1 eV. The experimental curves (gray dotted line)
for (P )-[16]H-tipso are taken from Ref. 350.
7.3. Conclusion
In this study, the ECD spectra of the largest, experimentally resolved [16]helicene and its deriva-
tive containing two TIPSO protection groups were computed. By employing efficient, state of
the art quantum chemical approaches, non-equilibrium structure effects on the ECD spectrum
of these moderately sized systems (102 and 164 atoms, respectively) could be studied. It was
found that the ECD spectra of [16]helicene and its TIPSO derivative differed slightly at the
respective minimum geometries but turned out to be almost identical when derived from the
MD trajectories. As a by-product of these investigations, an estimate for the missing absolute
experimental ECD intensities of [16]H-tipso/[16]H was given.
The approach presented makes use of the recently presented QMDFF49 in the MD simu-
lation. This is advantageous as it mimics the underlying accurate quantum chemical method
(PBEh-3c110 in our case) but energies and gradients come at a drastically lower cost compared
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to an ab initio MD treatment. Furthermore, the sTD-DFT approach allows for a highly effi-
cient calculation of a large number of excited states. It was shown in previous studies46,329,362
that particularly for pi-chromophores the absorption and ECD spectra computed via sTDA-
DFT and sTD-DFT resemble, apart from a small overall energy shift, the spectra obtained by
regular Tamm-Dancoff approximated and full TD-DFT, respectively, while being significantly
faster. For a single [16]H-tipso geometry, the excited state treatment by sTD-DFT for about
1000 states takes 20–30 min. The bottlenecks of the overall approach presented here are the
calculation of the Hessian (which is required to parametrize the QMDFF), the MD simulation
itself (including solvent, equilibration etc.), and the ground state self-consistent field calculations
(with ωB97X/def2-TZVP) on each of the selected MD structures. Once the MD trajectory is
obtained, however, the latter step is straightforwardly parallelized. At this point we accounted
for solvent effects by explicit inclusion of CHCl3 molecules in the MD simulation (and hence their
effects on structure) but excluded their electronic effect on the spectra which will be the topic
of future work. An approach like the one presented here is in principle applicable to similarly
sized and moderately more flexible systems to determine their ECD spectrum without manually
sorting conformers. Such a (semi)automatic procedure will be investigated further in the near
future.
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IV. Purpose-Specific Tight-Binding Based Approaches
Part III was devoted to the development and application of simplified excited state approaches
with the focus on fast, yet accurate computation of electronic circular dichroism (ECD) spectra.
The simplified TD-DFT (sTD-DFT) method was introduced in Chapter 5 and was shown to
yield accurate ECD spectra, at a fraction of the computational cost required for regular TD-
DFT calculations. The efficiency of the sTD-DFT scheme allowed to go beyond the single rigid
structure approximation and to compute the ECD spectrum of a [16]helicene derivative ([16]H-
tipso, with 164 atoms) on 100 structures (“snapshots”) obtained from a classical molecular
dynamics (MD) simulation (Chapter 7). The overall computational cost is mostly dominated by
the ground state SCF calculations, each of which takes more than 15 hours, while the subsequent
sTD calculation takes less than one hour.‡
The present part deals with the development and assessment of purpose-specific, semiempirical
tight-binding (TB) methods. TB methods make use of solved electronic structures (orbitals and
orbital energies) of the free atoms, which are stored as empirical input parameters. The covalent
binding is then entirely described by an overlap-dependent term in the TB Hamiltonian, while
electrostatic interactions are treated in the monopole approximation.
In the first chapter of this part, a purpose-specific extended tight-binding (xTB) procedure
is presented, which provides orbitals for the simplified excited state calculation. With this
method, the computational bottleneck of sTDA-DFT and sTD-DFT, i.e., the KS-DFT ground
state calculation, is replaced by a significantly faster xTB approach. The subsequent excited
state treatment, which now becomes the rate-determining step, is then conducted with the
orbitals from the xTB procedure instead of the KS-DFT orbitals. To achieve an extremely fast
scheme for the computation of electronic absorption and ECD spectra, the simplified Tamm-
Dancoff approximation (sTDA) is used in the excited state calculation and the final method is
called sTDA-xTB in the following. Already in combination with a preceding DFT calculation,
(i.e., sTDA-DFT), the sTDA scheme was shown to be applicable to very large systems with
more than 1000 atoms (see Chapter 4). However, as demonstrated in Chapter 6, Tamm-Dancoff
approximated methods may yield unreliable rotatory strengths in the origin-independent dipole
velocity formalism RVTDA, which prohibits their general use in the computation of ECD spectra.
Therefore, a significant contribution to sTDA-xTB is the development of a novel scheme to
correct the flawed RVTDA. The development of this so-called A+B/2 correction along with the
semiempirical xTB procedure enables ultra-fast calculations (20 s in total for one [16]H-tipso
structure) of ECD spectra with only minor loss of accuracy compared to hybrid sTD-DFT
treatments. The sTDA-xTB method is presented and assessed in Chapter 8.
In Part II, the good applicability of dispersion-corrected DFT in a multi-level scheme was
demonstrated for the computation of free energies in solution. However, for larger and more
complex systems, conformational sampling and even MD simulations (e.g., done with a classical
force-field as shown in Chapter 7) may be required. Furthermore, full geometry optimizations for
systems like very large metallosupramolecular complexes, e.g., which are studied in Chapter 4
‡The timings refer to sTD-BHLYP/def2-TZVP calculations on 8 CPUs in ORCA (development version based on
the stable version 3.0).
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(with up to 1644 atoms), take several days even with a GGA functional and comparably small
(double-ζ) basis sets. Therefore, a much more efficient, yet, still reliable method is needed for
such studies. In Chapter 9, a second tight-binding approach (GFN-xTB) is presented, which
has the specific purpose to yield reasonable geometries, harmonic frequencies, and non-covalent
interaction energies in a fraction of the computation time that is typically required for low-cost
DFT methods. For the aforementioned purposes, GFN-xTB can have a significant impact on
multi-level procedures, including MD simulations in solutions, whereas the sTDA-xTB method
presented in Chapter 8 can then be used to compute spectra on the respective MD structures.
Both TB approaches presented in this part have in common that no element pair-specific
parametrization is employed. As a result, parameters for most chemical elements are available.
Along with their higher accuracy for the respective target properties, the broad applicability
distinguishes both approaches from existing state-of-the-art semiempirical methods which, for
comparison, are considered in the respective assessments of both methods.
114
8. Ultra-Fast Computation of Electronic
Spectra for Large Systems by Tight-Binding
Based Simplified Tamm-Dancoff
Approximation (sTDA-xTB)
Stefan Grimme∗ and Christoph Bannwarth∗
Received 24th of May 2016, Published online 1st of August 2016
Reproduced (adapted) with permission from†
Grimme, S.; Bannwarth, C. J. Chem. Phys. 2016, 145, 054103.
— Copyright c© 2016 AIP Publishing.
DOI 10.1063/1.4959605
Own manuscript contribution
• Development of the A+B/2 correction
• Contributing to the development of the sTDA-xTB procedure
• Implementation of the sTDA-related features into the stda standalone program and in-
terfacing to the xtb standalone program
• Cross-check calculations for excitation energies with sTDA-xTB, TDA-PBE0, OM2-CIS,
and MSINDO-sCIS (see Table 8.5) and interpretation of the respective results
• Calculation of the specific optical rotations and interpretation of the respective results
• Calculation of the absorption and ECD spectra and interpretation of the respective results
• Writing large parts of the manuscript
∗Mulliken Center for Theoretical Chemistry, Institut fu¨r Physikalische und Theoretische Chemie, Rheinische
Friedrich-Wilhelms-Universita¨t Bonn, Beringstraße 4, 53115 Bonn, Germany
†Permission requests to reuse material from this chapter should be directed to AIP Publishing.
115
8. Ultra-Fast Spectra by Tight-Binding Based Simplified Tamm-Dancoff Approximation
Abstract The computational bottleneck of the extremely fast simplified Tamm-Dancoff ap-
proximated (sTDA) time-dependent density functional theory procedure (Grimme, S. J. Chem.
Phys. 2013, 138, 244104) for the computation of electronic spectra for large systems is the
determination of the ground state Kohn-Sham orbitals and eigenvalues. This limits such treat-
ments to single structures with a few hundred atoms and hence, e.g., sampling along molecular
dynamics trajectories for flexible systems or the calculation of chromophore aggregates is often
not possible. The aim of this work is to solve this problem by a specifically designed semiempir-
ical tight-binding (TB) procedure similar to the well established self-consistent-charge density
functional TB scheme. The new special purpose method provides orbitals and orbital energies of
hybrid density functional character for a subsequent and basically unmodified sTDA procedure.
Compared to many previous semiempirical excited state methods, an advantage of the ansatz is
that a general eigenvalue problem in a non-orthogonal, extended atomic orbital basis is solved
and therefore correct occupied/virtual orbital energy splittings as well as Rydberg levels are ob-
tained. A key idea for the success of the new model is that the determination of atomic charges
(describing an effective electron-electron interaction) and the one-particle spectrum is decoupled
and treated by two differently parametrized Hamiltonians/basis sets. The three-diagonalization-
step composite procedure can routinely compute broad range electronic spectra (0–8 eV) within
minutes of computation time for systems composed of 500–1000 atoms with an accuracy typi-
cal of standard time-dependent density functional theory (0.3–0.5 eV average error). An easily
extendable parametrization based on coupled-cluster and density functional computed reference
data for the elements H–Zn including transition metals is described. The accuracy of the method
termed sTDA-xTB is first benchmarked for vertical excitation energies of open- and closed-shell
systems in comparison to other semiempirical methods and applied to exemplary problems in
electronic spectroscopy. As side products of the development, a robust and efficient valence
electron TB method for the accurate determination of atomic charges as well as a more accurate
calculation scheme of dipole rotatory strengths within the Tamm-Dancoff approximation (TDA)
are proposed.
8.1. Introduction
Electronically excited molecules play important roles in many areas of chemistry and physics.
Large organic molecules which absorb or emit in the visible region of the electromagnetic radi-
ation spectrum are used as dyes or fluorescent markers in biological processes. The photochem-
istry of living systems, namely photosynthesis and the vision process, is currently under intense
investigation and chiral electronic spectroscopy is used to elucidate protein structure. All these
phenomena require at least initially a detailed consideration of the spectral properties of excited
states. The ability of electronic structure theory to make reliable predictions for excitation
energies (∆E) and transition moments (spectral intensities) has advanced extraordinarily in
recent years. By using time-dependent density functional theory (TD-DFT), linear-response or
equation-of-motion (EOM) coupled-cluster (CC), or multi-reference perturbation theory (MR-
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PT) even relatively large molecules now can be investigated routinely.378–384
For fairly large systems (about 100 atoms or more) for which traditional wave function based
methods are usually not feasible, TD-DFT124,125,270,271 has emerged as the “work-horse” of com-
putational chemistry for the calculation of electronic spectra (see, e.g., Refs. 15,129,273, and
274 for reviews). However, even with TD-DFT, the computation of an ultraviolet-visible (UV-
Vis) electronic spectrum in a typical energy range from 0 to 7 eV for several hundreds of atoms
still remains a challenge. Even with efficient algorithms385,386 routine calculation of absorption
spectra of small proteins with about 1000 atoms is currently out of reach (see Ref. 307 for cor-
responding calculations of a few low-lying states). When averaging along a molecular dynamics
(MD) trajectory, possibly including explicit solvent molecules, is necessary, the required compu-
tational resources grow tremendously so that such studies on larger systems in fact do no exist.
This problem has been partially addressed in Ref. 46 where the simplified Tamm-Dancoff ap-
proximation (sTDA∗) has been introduced. This method employs a regular Kohn-Sham ground
state determinant as in standard Tamm-Dancoff approximated TD-DFT127,128 (TDA-DFT or
just TDA) but truncates the singles expansion space and uses drastic two-electron integral
approximations (for details see below) leading to computational savings of more than two to
three orders in magnitude. It has recently been extended to the full linear response case (sTD-
DFT329), combined with range-separated hybrid functionals195, and applied to various chemical
problems387–391 including electronic circular dichroism (ECD).302,362,392–397.
The computational bottleneck of sTDA-DFT (or sTD-DFT) calculations is the solution of the
self-consistent field (SCF) equations for the electronic ground state which provide the molecular
orbital (MO) and orbital energy input for sTDA/sTD-DFT. This critical step is addressed in
the present work by introducing a modified tight-binding (TB) Hamiltonian based semiempirical
method. For the closely related time-dependent calculations of vertical excitation energies via
the self-consistent charge (SCC) density functional tight-binding (DFTB) method, see Refs. 327
and 398, and a ∆SCF extension has been described very recently in Ref. 399.
The new method proposed here termed sTDA-xTB, where x stands for “extended” (or sTD-
xTB when the sTD-DFT equations are solved) uses an extended atomic orbital (AO) basis set,
provides higher accuracy than existing semiempirical approaches for a wider range of systems,
and is computationally faster than any existing scheme with similar accuracy. Within a TB
treatment, the sTDA procedure becomes the computation time determining step of the whole
procedure. The necessary empirical parameters are easily determined by fitting to reasonably
accurate SCS-CC2400,401 or (TD-)DFT/PBE0111 data so that already in this first paper the
most important chemical elements H–Zn including the 3d-transition metals are covered.
The method described herein has the following fundamental characteristics:
• Extended AO basis set: in order to simultaneously and consistently describe energetically
low-lying valence states in, e.g., pi-systems and saturated molecules with dominantly Ry-
dberg (valence shell expanding) states, diffuse basis functions (i.e., an sp-set for hydrogen
∗If based on a Kohn-Sham DFT ground state reference, the abbreviation sTDA-DFT is preferred in this thesis.
117
8. Ultra-Fast Spectra by Tight-Binding Based Simplified Tamm-Dancoff Approximation
and main group non-metals) are added to a standard minimal valence basis. In order to
keep the method fast and robust (i.e., avoiding SCC convergence problems and unphysical
solutions), a “one-shot” diagonalization procedure is proposed. The atomic charge depen-
dent term in the SCC Hamiltonian is evaluated only once for given, preferably accurate
input atomic charges. We previously had very good experience with the so-called CM5
charge model402 which seems to provide the most physical atomic charges currently avail-
able49. They are derived approximately from another special purpose TB Hamiltonian
that employs geometric Gasteiger type model charges403 as input.
• The spectra of open-shell systems are considered from the very beginning and are treated
with a standard unrestricted formalism. The unrestricted (U) input orbitals can be ob-
tained following the corresponding U-SCC-DFTB scheme404 which requires as additional
input only atomic spin constants. They can straightforwardly be computed by spin-
polarized atomic DFT calculations as occupation number derivatives of valence orbital
energies.
• We follow a minimal empirical strategy regarding the number of method parameters. Pair-
specific potentials are entirely avoided and only a few global as well as element specific
parameters are employed. For example for the second row elements B–Ne only three
atomic energy levels (2s/2p/3s3p) and two Slater atomic orbital (AO) exponents need
to be determined (2s/2p, Rydberg exponents are taken from Ref. 405). The method is
thus easy to parametrize and from the very beginning designed to cover to many chemical
elements.
• The method should be applicable on MD “snapshots”, i.e., for non-equilibrium geome-
tries. For consistency we therefore try to approximately include the correct curvature
around equilibrium (Re) structures of excited state PES. This can only be achieved if
theoretical reference data (excitation energies) for well defined molecular geometries are
used to determine the empirical parameters. Beside mainly ground state Re structures,
also excited state Re as well as bond compressed or bond elongated model geometries
are employed in the parametrization process. Because of the inherent accuracy limita-
tions of the method, the supplied reference data have to have only medium accuracy
(excitation energy errors of about 0.3 eV or less). Thus, efficient excited state methods
like resolution-of-the-identity (RI), spin-component-scaled (SCS), coupled-cluster second-
order model (CC2)174,380,400,401 or TD-DFT/hybrid-functional with (for Rydberg states
augmented) triple-zeta quality AO basis sets can be applied. This allows the inclusion of
molecules with realistic size (e.g., typical organic dyes) in the reference data set.
• It has been shown that sTDA yields the correct asymptotic electronic potential that is
required to correctly describe charge-transfer (CT) states.46,195 Because the new xTB
Hamiltonian does not suffer from the well-known self-interaction error of typical semi-local
density functionals95,129,278,279, the proposed sTDA-xTB combination is asymptotically
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correct for large molecule-electron distances and hence is able to yield reasonable CT as
well as Rydberg transitions.
After a brief recapitulation of the sTDA/sTD-DFT approach46,329 in sections 8.2.1 and 8.2.2,
the details of the xTB Hamiltonian and its parametrization will be given in Section 9.2.1. Be-
cause the method should be applied routinely in the context of chiral spectroscopy, e.g., for
ECD, the computation of coordinate origin independent transition moments is important. For
this purpose we furthermore introduce here a new, accurate, and efficient so-called A+B/2
correction to TDA (or sTDA) which is described in section 8.2.4. Comparisons of the perfor-
mance for excitation energies are made with four semiempirical excited state methods, namely
TD-DFTB,327 OM2-CIS,406,407 PM6-CI,408 as well as MSINDO-sCIS.317,319
8.2. Theory
8.2.1. TD-DFT and TDA-DFT
The full TD-DFT response problem is given by the following non-Hermitian eigenvalue prob-
lem125,129 (
A B
B* A*
)(
X
Y
)
=
(
ω 0
0 −ω
)(
X
Y
)
(8.1)
where A and B are the so-called orbital rotation Hessian matrices with eigenfunctions X and
Y and the corresponding eigenvalues ω. For a global hybrid density functional in the singlet,
spin-restricted case (see Ref. 128 for extensions to the unrestricted formalism), the elements of
the matrices A and B take the form
Aia,jb = δijδab(a − i) + 2(ia|jb)− ax(ij|ab)
+ (1− ax)(ia|fXC |jb)
(8.2)
and
Bia,jb = 2(ia|bj)− ax(ib|aj) + (1− ax)(ia|fXC |bj). (8.3)
Here, the indices a and i refer to the virtual and occupied orbitals obtained from the respective
ground state calculation and ax is the amount of non-local Fock exchange that is mixed into the
XC functional69. Two-electron integrals are given in the charge-cloud (or Mulliken) notation.
The terms (ia|jb) and (ia|bj) in the matrix elements of A and B, respectively, are of exchange
type and result from the response of the Coulomb integrals in the ground state. The response
of the XC functional is given by the terms (ia|fXC |jb) and (ia|fXC |bj), respectively, and its
contribution is scaled by the amount of (semi-)local density functional exchange used in the
ground state. Accordingly, the terms scaled by ax correspond to the response of the non-local
Fock potential. While this term is of exchange type in the B matrix elements, it is of Coulomb
type in the A matrix elements.
Since the orbitals used are usually real, instead of the non-Hermitian eigenvalue problem in
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Eq. 8.1, the Hermitian one
(A−B) 12 (A+B) (A−B) 12 Z = ω2Z (8.4)
with
Z =
√
ω (A−B)− 12 (X+Y) (8.5)
can be solved.124,125 Thus, in order to take the square-roots a unitary transformation needs to
be performed which involves a diagonalization of the full configuration singles space for hybrid
functionals129,284. To circumvent this step, Hirata and Head-Gordon have applied the Tamm-
Dancoff approximation127 to TD-DFT in which the contribution of the B matrix is neglected.128
Instead of solving two eigenvalue problems as in hybrid TD-DFT, only one eigenvalue problem
needs to be solved
At = ωTDAt . (8.6)
Here, the solution vector X has been replaced by t and ω by ωTDA to emphasize that the
eigenfunctions and eigenvalues, respectively, are different to the ones in Eq. 8.1. In the case
of ax = 1, TDA corresponds to the configuration interaction singles (CIS) approach.
129 It has
been shown that excitation energies obtained from TDA-DFT are usually only slightly larger
than the respective ones obtained from TD-DFT but come at a much lower cost.128 For a recent
comparison of TDA-DFT and TD-DFT treatments for valence states, see Ref. 285, for an early,
related precursor to TDA-DFT termed DFT/CIS see Ref. 286.
8.2.2. The Simplified TDA-DFT and TD-DFT Approaches
Starting from the TDA-DFT equation (Eq. 8.6), three simplifications lead to the recently pub-
lished sTDA-DFT approach.46 First, the response term of the (semi)-local density functional
(last term in Eq. 8.2) is neglected to avoid expensive numerical integration. The second simpli-
fication concerns the two-electron integrals in the A matrix which are approximated by short-
range damped Coulomb interactions of transition density monopoles. The transition charge
densities qApq are obtained from a Lo¨wdin population analysis
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qApq =
∑
µ∈A
C ′µpC
′
µq (8.7)
where the sum is over AO functions (index µ) centered on atom A (indices pqrs denote molecular
orbitals that can be either occupied or virtual). The matrix C′ denotes orthogonalized MO
coefficients obtained from C′ = S1/2C where C are the coefficients in the original basis and S
is the AO overlap matrix. The two-electron integrals are then approximated by
(pq|rs) ≈
N∑
A
N∑
B
qApqq
B
rsΓAB (8.8)
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with the Mataga-Nishimoto-Ohno-Klopman288–290 damped Coulomb operator ΓAB. If Eq. 8.8
is used to replace a Coulomb type integral (superscript J), ΓAB is given by
ΓJAB =
(
1
(RAB)yJ + (axη)−yJ
) 1
yJ
(8.9)
where RAB is the interatomic distance, yJ is a parameter, and η is the arithmetic average of
the chemical hardness for the two atoms A and B, η(A) = ∂
2E(A)
∂N2
, where N is the number of
electrons and E is the total atomic energy. Tabulated η(A) values consistent for all elements
of the periodic table from Ref. 291 are used. While the Fock-exchange mixing parameter ax
in standard sTDA-DFT is defined by the basic density functional used, it is a free parameter
in sTDA-xTB. Interestingly, the best performance of the entire model is obtained for values
around ax =
1
2 which is the theoretical value from the adiabatic connection theorem
69. This
intriguing observation is related to the fact that globally best excitation energies from TD-DFT
are obtained by hybrid functionals with a large amount (40-50%) of Fock-exchange133,283.
The respective expression of ΓAB for exchange type integrals is given by
ΓKAB =
(
1
(RAB)yK + η−yK
) 1
yK
. (8.10)
The values of the parameters yJ in Eq. 8.9 and yK in Eq. 8.10 (named β and α, respectively,
in the original publication) are determined here specifically for the xTB case as in Ref. 195
for range-separated functionals, i.e., each functional in sTDA/sTD is specified by these two
parameters plus an “effective” Fock-exchange mixing parameter ax.
In summary, the approximated A matrix (denoted as A′) is given by
A′ia,jb = δijδab(a − i) +
Natoms∑
A,B
(2qAiaΓ
K
ABq
B
jb − qAijΓJABqBab). (8.11)
The last simplification applied in sTDA concerns the reduction of the single excitation space.
Truncation of CI spaces has been applied successfully at only minor loss of accuracy already in
other approaches.292,294,295 We refer to the original sTDA-DFT paper for details and only state
here that the space is typically reduced to about 1% of the full size and that A′ matrices of
dimension of a few thousand are typically diagonalized.
These three simplifications along with the simple eigenvalue problem (Eq. 8.6) allow extremely
fast computations for a fairly large number of roots as required for broad energy range spectra.
Due to the inherently correct description of CT states (see Ref. 46 for details), it is also applicable
to very large systems.
The modifications described above are consistently applied also in the sTD-DFT approach329.
The matrix A in Eq. 8.1 is replaced by the approximate matrix A′ from sTDA-DFT (with
elements given by Eq. 8.11) and the matrix B is set up in a consistent, simplified manner. The
configuration selection is the same as in sTDA-DFT (see Ref. 46). Just like in sTDA-DFT, the
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response term of the density functional (last term in Eq. 8.3) is neglected and the first terms of
the right-hand side are approximated by the exchange-type Mataga-Nishimoto-Ohno-Klopman
damped Coulomb interaction (see Eq. 8.10). As mentioned above, the term originating from
the non-local Fock exchange is of Coulomb type in matrix A, but of exchange type in matrix
B. The same Eq. 8.10 for this integral is used but keeping the scaling factor ax. The elements
of the approximated matrix B′ are then given by
B′ia,jb =
Natoms∑
A,B
(2qAiaΓ
K
ABq
B
bj − axqAibΓKABqBaj). (8.12)
Solving the Hermitian eigenvalue problem in Eq. 8.4 yields the solution vectors X and Y. The
electronic transition moments from the ground to an excited state are then obtained from47
~µL0ν =
√
2
NCSF∑
ia
〈ψi |~r|ψa〉 (Xia,ν + Yia,ν) (8.13)
~∇0ν =
√
2
NCSF∑
ia
〈
ψi
∣∣∣~∇∣∣∣ψa〉 (Xia,ν − Yia,ν) (8.14)
~m0ν =
√
2
NCSF∑
ia
〈
ψi
∣∣∣~r × ~∇∣∣∣ψa〉 (Xia,ν − Yia,ν) (8.15)
in terms of orbital excitations from ψi to ψa.
Except for one xTB specific modification, which is described in the next subsection, the above
sTDA and sTD methods are applied in an unaltered fashion with xTB input using our existing
code.
8.2.3. Correction for Monopole Approximation Errors in sTDA/sTD-DFT
Within the monopole approximation applied in Eq. 8.8, one center exchange integrals (ia|ia)
(i, a are atomic or localized molecular orbitals) are incorrectly very small or even zero and
hence localized, atom-like transitions of, e.g., n → pi∗ type in carbonyl compounds or d →
d type in transition metal complexes are computed systematically too low in energy. The
corresponding integrals are 0.5-1 eV for light atoms409 and such errors are actually observed in
the corresponding excitation energies46. This problem can be cured in principle by inclusion
of higher-order dipole and quadrupole terms in the multipole expansion but, however, at a
significantly increased cost. Instead we propose a simple correction term ∆K(ia) which is added
to the diagonal elements of Eq. 8.2 and that should correct for the missing (ia|ia) term. It reads
∆K(ia) =
∆max
1 + [(ia|ia)/σK ]4 (8.16)
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where ∆max is the maximum value of the correction and σK is a damping parameter which
determines up to which magnitude of the exchange integral the correction is applied. The idea
is that the problematic configurations are indicated by a vanishing value of (ia|ia), while, e.g.,
delocalized pi → pi∗ excitations for which (ia|ia) is large are essentially unaffected. At this
point we propose to apply this correction only for sTD(A)-xTB. Whether this correction is also
beneficial for DFT-based sTDA/sTD will be the subject of future work and is not considered
here. In the course of the xTB parametrization process for singlet excitation energies (see below),
we determined optimum values of ∆max = 0.5 eV and σK = 0.1 eV, respectively. In the xTB
case the correction also compensates for errors in the Hamiltonian which appear to be larger for
localized than for de-localized orbitals. If orbitals i or a belong to the manifold of open-shell
(OS) orbitals (see below), an additional shift ∆OSK with two other parameters ∆
OS
max and σ
OS
K is
used.
8.2.4. A+B/2-Approximation in TDA for Rotatory Strengths
The sTDA method uses transition dipole moments which are not approximated. Consistently,
such approximations are neither applied for xTB and all magnetic and electric dipole integrals
in the AO basis are computed in analogy to standard DFT. As mentioned above, the time-
determining step in sTDA/sTD-DFT calculations is not the excited state treatment but the
preceding SCF procedure. Due to the negligible cost of the xTB calculation the situation is
different for sTD(A)-xTB where the excited state treatment dominates the computational cost.
It is thus preferable to combine xTB with the computationally more efficient sTDA instead
of solving the full linear response problem as in sTD. There remains, however, the problem
of the lacking gauge invariance of Tamm-Dancoff approximated wave functions resulting in
non-equivalent expressions of the rotatory strengths in the length (RL) and the strictly origin
independent velocity representation (RV ).11,47 In a recent study,362 we demonstrated the drastic
failure of using RV values within TDA approaches in the calculation of ECD spectra of inherently
chiral, extended pi-systems.
Based on the satisfactory performance of the origin dependent RL expression in TDA, a cor-
rection scheme for RV is presented in the following which fixes the problem for TDA, while
retaining the origin independence. This yields an origin independent, yet well performing repre-
sentation for the rotatory strength in (s)TDA. In Eqs. 8.13–8.15, the expressions for the electric
position, velocity, and magnetic dipole transition moments in the (s)TD framework are given,
which lead to the following expressions of the rotatory strengths:
RLTD =
1
2
∑
a=x,y,z
〈
~µLa |X + Y
〉 〈X − Y |~ma〉 (8.17)
RVTD =
1
2ω
∑
a=x,y,z
〈
~∇a|X − Y
〉
〈X − Y |~ma〉 (8.18)
For each state, the inner products in Eqs. 8.17 and 8.18 refer to the contraction of the con-
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figurational transition moments (for electronic excitations i → a, see Eqs. 8.13–8.15) with the
respective linear combination coefficients. Different from (s)TDA where X = t and Y = 0,
the eigenvector combinations differ for the length and velocity representation. Since the Kohn-
Sham reference is the same in TDA and TD, the observed differences in the rotatory strengths
are solely due to the different contraction with the eigenvectors. From Ref. 362 we gained the
experience that there occur cases where RVTDA differs even in sign compared to R
V
TD (and R
L
TD)
while RLTDA performs reasonable. Thus, the length expression from (s)TD is mimicked much
better by the (s)TDA eigenvectors and consequently, we approximate RLTDA ≈ RLTD or by
|t〉 〈t| ≈ |X + Y 〉 〈X − Y | . (8.19)
The right hand side (rhs) of the above equation refers to the outer product of the eigenvectors
in (s)TD used for RL (see Eq. 8.17) while the left hand side (lhs) corresponds to the (s)TDA
case. Since the lhs is symmetric, the same approximate equivalency is true for a transposed rhs.
It is well known271 from TD-DFT that
|X − Y 〉 = (A+B)
ω
|X + Y 〉 . (8.20)
If applied to the rhs of Eq. 8.19, this yields the outer product used for RVTD. Due to the
comparable excitation energies, one can furthermore assume that ω ≈ ωTDA and transform |t〉 〈t|
with (A+B)/ωTDA. This would, however, result in a non-symmetric matrix in (s)TDA, i.e., the
outer product is formed of two different vectors. To maintain the strict origin independence of
RV , the outer product must yield a symmetric matrix and thus, the transformation in Eq. 8.20
is applied symmetrically.
1
2
(
(A+B)
ωTDA
|t〉 〈t|+ |t〉 〈t| (A+B)
T
ωTDA
)
≈ 1
2
(
(A+B)
ω
|X + Y 〉 〈X − Y |+ |X − Y 〉 〈X + Y | (A+B)
T
ω
) (8.21)
Here, we have used the fact that the assumption in Eq. 8.19 should also hold for the transposed
rhs. By factorizing out and exploiting that |t〉 is an eigenfunction of A, we obtain
|t〉 〈t|+ 1
2ωTDA
B |t〉 〈t|+ |t〉 〈t|BT 1
2ωTDA
≈ |X − Y 〉 〈X − Y | . (8.22)
Using the short hand notation |t′〉 = − 12ωTDAB |t〉 we can rewrite this as
|t〉 〈t| − ∣∣t′〉 〈t| − |t〉 〈t′∣∣ ≈ |X〉 〈X| − |X〉 〈Y | − |Y 〉 〈X|+ |Y 〉 〈Y | . (8.23)
Since the last contribution of the rhs (i.e., |Y 〉 〈Y |) is comparably small, the henceforth called
A+B/2 transformation yields an expression that resembles the outer product used for RV in
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(s)TD. The corrected version R′VTDA is the given as
R′VTDA =
s(ωTDA)
2
∑
a=x,y,z
[〈
~∇a
∣∣∣ t〉 〈t| ~ma〉 − 〈~∇a∣∣∣ t′〉 〈t| ~ma〉 − 〈~∇a∣∣∣ t〉 〈t′∣∣ ~ma〉] (8.24)
with
s(ωTDA) =
(
1
ωTDA
)1−exp(−150·ω2TDA)
. (8.25)
The factor 1/ωTDA is replaced by s(ωTDA) to counteract the overestimation of ECD intensities
for small excitation energies. s(ωTDA) is constructed such that s(0) = 1 (resembling the length
expression of the rotatory strength), while it yields the standard factor of 1/ωTDA for excitation
energies ωTDA >3 eV. An alternative way of writing Eq. 8.24 more closely resembling Eq. 8.18
is given by
R′VTDA =
s(ωTDA)
2
∑
a=x,y,z
〈
~∇a
∣∣∣ t− t′〉 〈t− t′∣∣ ~ma〉 , with ∣∣t′〉 〈t′∣∣ = 0. (8.26)
It should be noted that the A+B/2 correction does not deteriorate the results for cases where
the Tamm-Dancoff approximation is valid, since B and likewise t′ are then in fact close to zero.
The above described approximation is the default for the computation of ECD spectra with
sTDA-xTB while for UV spectra, the uncorrected TDA vector and the dipole length formalism
(Eq. 8.13 with X = t and Y = 0) is applied.
8.2.5. The xTB Composite Procedure
General
The basic idea of the present approach is to take orbitals and orbital energies for sTDA/sTD
from a fast TB calculation which should mimic the ones from a hybrid DFT treatment in a
reasonable AO basis set. This similarity requires that the general eigenvalue problem
FC = SC (8.27)
has to be solved where the matrix F denotes the Fock (Kohn-Sham) matrix representation in
the AO basis, S is the AO overlap matrix, and C are the MO coefficients with eigenvalues .
We first outline the procedure for the restricted closed-shell case and extend it to the open-shell
case later.
The valence MOs ψ are expanded as usual in atom centered Slater type orbitals φ (STO)
which are approximated by Stewart’s Gaussian expansions410 with usually m = 4 primitives per
AO (three for diffuse functions) according to
ψi =
NAO∑
µ
Cµiφµ(ζ,STO-mG) (8.28)
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Table 8.1.: Description of the AO basis sets used. n denotes the principal quantum number of
the valence shell of the element.
treatment
element VTB XTB
H-He ns ns, (n+1)sp
group I/II nsp nsp
B-Ne nsp nsp, (n+1)sp
Al,Ga,In,Zn,Cd,Hg nsp nsp
remaining group
IV-VII non-metals nsp, (n+1)d nsp, (n+1)sp
d-block elements nd, (n+1)sp nd, (n+1)sp
where C is an MO coefficient and ζ is the STO exponent of the corresponding AO. Core electrons
are neglected as usual in semiempirical theories and spherical functions are used throughout.
These AOs are made partially flexible in a sense that depending on the geometric molecular
structure, they are spatially contracted or expanded. The geometric D3 coordination number133
CN of the corresponding atom in the molecule is used for this purpose and the element specific
base exponent ζ0 changes linearly according to
ζ = ζ0(1 + kζCN) (8.29)
where kζ is a global parameter. This scaling it not applied to the exponents ζD of diffuse AO
functions.
Two different basis sets are used in the xTB composite scheme: a minimal valence (plus
polarization functions on the third and higher row main group non-metals) termed VBS for the
atomic charge calculation and a minimal valence plus diffuse functions on hydrogen and main
group non-metals (termed XBS). The corresponding Hamiltonians which employ these sets are
termed XTB and VTB in the following. The complete xTB method uses both XTB and VTB
as outlined below. The type and composition of the functions is given in Table 8.1.
Note that for electronegative main group elements of third and higher rows which can form
hypervalent electronic structures an additional single d-polarization function is provided within
the VBS (but not for the XBS). In the XBS, diffuse basis functions are added only to non-metal
main group elements for which Rydberg states are most important. These diffuse functions
are atom-wise Schmidt-orthonormalized to the existing valence functions in order to minimize
artificial couplings by the approximate Hamiltonian (i.e., pure atomic levels enter the XTB
calculation).
The matrix elements of the XTB and VTB Hamiltonians in their respective bases are com-
puted similar to the second-order SCC-DFTB method411
〈φµ|F |φν〉 = 〈φµ|H0|φν〉+ kq 1
2
Sµν
∑
κ
(Γακ + Γβκ)qκ (µ ∈ α, ν ∈ β) (8.30)
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where H0 is the zeroth-order part, q is an atomic charge, kq an empirical scaling parameter, and
the inter-electronic repulsion function Γ is similar to the one used in sTDA
Γαβ =
1
Rαβ +
2
η(α)+η(β)
. (8.31)
In the following, the small Greek symbols α, β, and κ index atoms while µ and ν denote AO
basis functions. The atomic charges q in the above equation refer to CM5 charges402 based
on Mulliken populations from the VTB calculation. The VTB treatment uses geometry only
dependent electronegativity charges as starting point and then two SCC iterations are conducted.
The H0 part is given by a sum of overlap proportional terms and scaled kinetic energy integrals
according to
〈φµ|H0|φν〉 = 1
2
(klµ + k
l′
ν )
1
2
(hlµ + h
l′
ν )Sµν − kT 〈φµ|Tˆ |φν〉 (8.32)
where kl are the usual “Hu¨ckel” constants taken here as free parameter for each angular momen-
tum l, kT is another global scaling parameter, and h
l are the effective atomic energy levels. For
diffuse-diffuse (D-D) and diffuse-valence (D-V) AO interactions, two special parameters kD−D
and kD−V replace the average 12(k
l
µ + k
l′
ν ) in the above equation. The h
l also depend linearly on
the geometric D3 coordination number CN 133 according to
hlµ = H
l
µ(1 + kCNCNα) (µ ∈ α ) (8.33)
where kCN is a global scaling parameter. This modification is applied only for the valence
levels of non-metals. For all other diagonal elements, just the base atomic levels H l are taken.
For the diffuse levels, only one element parameter HD (“D” indicating a diffuse AO) needs to
be specified while the s-p level splitting is globally described by the the parameter ∆HD, i.e.,
HsD = HD −∆HD and HpD = HD + ∆HD.
In order to start the partial SCC procedure, approximate non-electronic charges of Gasteiger
type403 are employed. They are based on distance weighted atomic electronegativities EN
NENα = Z
val
α +
atoms∑
β
ENα − ENβ
R6αβ
(8.34)
where Zval is the valence atomic charge, and R is an interatomic distance. The electron numbers
N computed this way are properly normalized to yield the desired atomic charges according to
qα = (N
EN
α − Zvalα )
Ntot∑
β N
EN
β
(8.35)
where Ntot is the total number of electrons in the system.
At this point, we can already outline the complete algorithm to obtain xTB orbitals and
eigenvalues for sTDA:
1. For given input coordinates, approximate atomic charges are calculated by Eqs. 8.34 and
127
8. Ultra-Fast Spectra by Tight-Binding Based Simplified Tamm-Dancoff Approximation
8.35.
2. They are used to construct an initial VTB Hamiltonian matrix using Eq. 8.30. With the
resulting density matrix, Mulliken atomic charges are computed which accounts for basic
and important quantum effects on the charge distribution. In order to handle orbital
near-degeneracy cases automatically, the Fermi-smearing technique (fractional occupation
numbers obtained at finite electronic temperature412, T=300 K in our case) is used in the
VTB scheme.
3. The Mulliken charges are taken as approximate substitute for Hirshfeld charges413 which
serve as input to compute CM5 charges402 that are used in the next step.
4. A second VTB Hamiltonian matrix is constructed and diagonalized. The SCC procedure
is stopped at this (first-order correction) point and the resulting new CM5 charges and
orbitals correspond to the final VTB result. The global parameters of the VTB Hamilto-
nian including the atomic electronegativities are determined by minimizing the root-mean-
square difference between VTB based CM5 and “true” CM5 charges (based on charges
from a PBE0/TZVP162 Hirshfeld analysis) for a large number of reference molecules.
5. The CM5(VTB) charges are used to construct the XTB Hamiltonian matrix from Eq.
8.30 which is diagonalized only once and the resulting MOs and eigenvalues are supplied
to the existing (slightly modified) stda code. The empirical global and element-specific
parameters in XTB are different from the ones in VTB and fitted to reproduce reference
excitation energies.
Already at this point it is important to mention that the computed sTDA-xTB excitation
energies are sensitive to the quality of the input atomic charges. We speculate that the relative
large excitation energy errors of many semiempirical methods (see below) are directly related
to errors in the charge distribution. This problem is alleviated in our approach because the
two steps (charge generation and use of their potential) are decoupled and handled by two
different special purpose Hamiltonians in two different basis sets (for previous special purpose
semiempirical methods see, e.g., Refs. 414,415, and 416). Mulliken charges computed in the
XBS are ill-defined due to the use of diffuse basis functions and hence they cannot be taken
which furthermore motivates the proposed two-step procedure. Note that it requires only three
diagonalizations (two in the smaller VBS, one in the XBS) which is much less than in normal self-
consistent procedures. Furthermore, the basically non-iterative nature of the method introduces
robustness as convergence failures or convergence to unphysical solutions is avoided. In fact,
for hundreds of molecules tested in the development stage including radicals, biradicals, and
open-shell transition metal complexes, practically no fundamentally incorrect MO occupations
and derived charges were observed. Electronically difficult, multi-reference type systems are
normally detected as such and indicated by significant non-integer occupation numbers in the
VTB calculation and resulting small or negative excitation energies in sTDA-xTB. Hence, the
method (in particular the VTB part) is recommended as a quick routine or even automatic
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check for the correctness of geometry, number of electrons, or electronic state in large and
complex molecules with hundreds or thousands of atoms. As will be discussed later in the
results section, not only are the CM5(VTB) charges extremely accurate but also, e.g., computed
Wiberg/Mayer417 bond orders or atomic spin densities compare very well with corresponding
DFT data. A disadvantage of the scheme is that very polar (ionic) situations may not be well
described compared to regular SCC-DFTB because of the incomplete SCF procedure.
The HOMO-LUMO gaps from the XTB procedure somewhat resemble the gaps obtained from
(semi-)local density functional calculations. In order to obtain accurate excitation energies in the
XTB step, the procedure needs further modification. Because of the incomplete account of inter-
electronic repulsion and correlation in a TB treatment, good absolute and relative excitation
energies can only be obtained if the virtual and singly occupied orbitals are shifted relative to
the doubly occupied orbital space. The virtual orbitals obtained from XTB are generally, i.e.,
in restricted as well as unrestricted treatments shifted by a constant ∆V
xTBvirt = 
XTB
virt + ∆V . (8.36)
This yields the final xTB orbitals which then enter the sTDA treatment. In the case of open-shell
(OS) systems (see below) another shift ∆OS is used for the OS orbitals
xTBOS = 
XTB
OS ±∆OS (8.37)
where the minus sign holds for up-spin (↑) levels (we assume N↑tot > N↓tot) which are energetically
down-shifted while the opposite applies to down-spin. The correction in 8.37 is applied only to
open-shell orbitals, i.e., those which would be singly occupied in a restricted OS formalism. In
our unrestricted treatment, the up-spin MOs become singly occupied while they are empty in
the down-spin manifold. Note that Eq. 8.36 is not applied to the latter case.
For OS systems as usual two eigenvalue problems are solved
F↑C = ↑SC↑ , (8.38)
F↓C = ↓SC↓ . (8.39)
The elements of the two Fock matrices are given by404
〈φµ|F ↑,↓|φν〉 = 〈φµ|F |φν〉 ± 1
2
Sµν
∑
l∈κ
(wκll′′ + wκll′)pl (µ, ν ∈ κ) (8.40)
where the plus and minus signs correspond to spin-up and spin-down electrons, respectively, AO
µ has angular momentum l, AO ν has angular momentum l′, and pl is a diagonal element of the
AO spin-density matrix P↑ − P↓. The last term on the right-hand side of the above equation
splits only intra-atomic levels between up- and down-spin electrons. We exclude contributions
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from diffuse as well as polarization functions in the sum. The atomic spin constants w are
computed as described in Ref. 404 from spin-polarized, atomic PBE104/QZV170 treatments as
numerical derivatives of Kohn-Sham (KS) eigenvalues with respect to occupation number. These
constants increase with increasing amount of Fock-exchange, e.g., by a factor of 2–3 when going
from PBE to BHLYP69. We found best agreement between VTB computed atomic spin densities
and atomic charges in comparison to DFT calculations when the PBE computed wll′ values are
scaled by a factor ksc. In the VTB calculation where two diagonalizations are conducted, the p
values are initially zero which hence corresponds to a restricted open-shell treatment, i.e., the
spin density is the simple sum over all OS orbitals. The corresponding p values are then used in
the second diagonalization. For the unrestricted XTB part, we just take the p values from the
preceding VTB treatment similar to the treatment of the atomic charges.
All global empirical parameters for sTDA-xTB as obtained from non-linear fitting to reference
data (see next section) are gathered in Table 8.2. For the VTB part there are only eight free
parameters (seven for closed-shell cases) and 27 parameters are required for the entire sTDA-
xTB approach (23 for closed-shell cases). This intermediate degree of empiricism is typical for
many semiempirical methods like PM6408 or MSINDO317 which rely on atomic parametrization.
The element-specific parameters are listed in the supplementary material†.
Note that no pair potential (effective nuclear-nuclear repulsion) is defined, and hence the
method cannot be used to compute reasonable energy differences for different molecular geome-
tries. For excited state treatments, it is assumed that these contributions are the same in ground
and excited states and hence cancel. A qualitatively correct description of the excitation energy
for structural distortions not too far away from the equilibrium situation can thus be expected
which is actually observed when spectra are averaged along MD trajectories (see Section 8.3.6).
A central and critical issue of the whole approach is its speed in typical applications and
we want to give a brief impression of the necessary computational effort for a few examples in
Table 8.3 (timings of the corresponding (s)TD-DFT treatments for the three smallest systems
are given in the supplementary material).
As can be seen, the computation of the VTB(CM5) charges is extremely fast and takes
an insignificant fraction of the entire computation time. It is dominated by the sTDA part
and strongly dependent on the required energy range as discussed in the original reference46.
Note that the above timings are upper limits because some parts of the code are not well
parallelized and the others are not fully optimized. In any case from the above data, it is clear
that averaging spectra along MD trajectories with typically 100–300 “snapshots” is routinely
possible for systems with several hundreds of atoms.
†The supplementary material is available online under http://dx.doi.org/10.1063/1.4959605. Except for the
element-specific VTB and XTB parameters and the Cartesian coordinate data, this supporting information
is also included in Appendix A6.
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Table 8.2.: Global empirical parameters defining the sTDA-xTB method. Parameters are di-
mensionless if not noted otherwise.
parameter VTB XTB
ks 1.80000 1.600
kp 2.83500 2.180
kd 2.08600 1.950
kD−V – 2.275
kD−D – 1.765
kT 0.3300 0.2580
kq 0.3910 1.0
kζ 0.0650 0.0343
kCN 0.0030 0.0270
ksc 2.6000 2.600
∆V – 3.1 eV
∆OS – 0.20 eV
∆HD – 0.70 eV
a
sTDA/sTD part
yJ = 4
yK = 2
asTDAx =
1
2
σK = 0.1 eV
∆max = 0.5 eV
σOSK = 0.5 eV
∆OSmax = 1.0 eV
a ∆HD = 0 and 2.25 eV for H and He, respectively.
Table 8.3.: Wall-clock timings t in seconds for the VTB/XTB parts and the entire sTDA-xTB
calculation on a (single-core) laptop computer. The spectral energy range Emax (in
eV) considered is also given.
molecule number number Emax t / s
of atoms of states /eV VTB XTB sTDA
indigo 30 84 9 0.02 0.1 0.4
[16]helicene 102 628 9 0.1 2 7
poly-alanine20 203 466 9 0.3 3 13
poly-thiophene40 282 1902 9 1.9 5 127
poly-methylglu20 383 683 9 1.9 12 69
protein-ligand complexa 624 1022 7 5.5 36 232
(H2O)265 795 1222 9 4.6 49 547
DNA fragment 1052 298 7 37 156 568
a 6 A˚ cut-out from PDB structure (code 2W26) with coagulation enzyme Factor Xa.418
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Parametrization and Technical Details
The parametrization involves determination of the global parameters in Table 8.2 and the atomic
parameters Hs, Hp, Hd, ζ
0
s , ζ
0
p , ζ
0
d , ζD, HD, and EN . The actual number depends on the
element and type of basis set (VBS or XBS) and varies between four and six. In order to keep
the total number of unknowns minimal, the values of the p-exponents were also used for the
d-polarization functions. All atomic parameters of the transition metal blocks were obtained
by linear interpolation with nuclear charge Z where only the start (Z = 21, Sc) and end points
(Z = 29, Cu) are freely fitted which reduces the number of unknowns from 54 to 12. For the
group IIb elements Zn-Hg the d-electrons were not treated as valence (sp-shell only).
Generally, a minimization of the root-mean-square deviation (RMSD) between the calculated
and reference data using the Levenberg-Marquardt (LM) algorithm419,420 was conducted. All
molecular structures used were optimized at the PBEh-3c level110 which yields very accurate
equilibrium (Re) structures for a wide range of systems and which is the geometry optimization
default level in our group. The following procedure was applied:
1. Global and atomic parameters were simultaneously determined for the elements H, C,
N, O. The other atomic parameters were optimized element-wise while keeping all other
already existing parameters fixed. Typically, 5–10 (50–100 for VTB) reference data points
are used per parameter.
2. All initial fits were conducted for closed-shell molecules and the four additional parame-
ters for open-shell cases were determined subsequently without re-adjusting already fitted
values. A special set of open-shell main-group molecules was used for this purpose.
3. The VTB part was determined first by fitting on PBE0/TZVP computed CM5 charges.
4. The XTB part was subsequently determined by fitting mainly on SCS-CC2/aug-cc-pVTZ
computed vertical excitation energies. For some larger molecules, the diffuse f (d on
H) functions were discarded in the SCS-CC2 calculations. For some open-shell or metal
containing systems, TD-DFT(PBE0)/def2-TZVP163 data were used as reference.
5. Only lowest (or second-lowest), clearly assignable electronic states with definite corre-
spondence between reference and sTDA-xTB calculation were taken. Computed dipole
oscillator strengths were partially used for assignment.
6. Parameters with small influence on the RMSD were fixed at some point of the entire
procedure and their numerical value rounded to a significant figure.
The quality of the reference data is crucial for any empirical scheme. The SCS-CC2 or
TD-DFT-PBE0 excitation energies are typically accurate to 0.2–0.3 eV for closed-shell sys-
tems401,421,422 (about 0.3–0.5 eV for open-shell cases423,424). This is sufficient for sTDA-xTB
which inherently cannot be more accurate due to the various approximations employed. Note
that we fit to ∆E values for the same ground state geometry in the gas phase. Thus, if the
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reference data have no systematic deviation and the final mean signed deviation (MSD) is small
(which is the case), the excitation energies from sTDA-xTB should be correct (on average) for
a given gas phase structure. Solvent as well as geometrical relaxation effects are not included
implicitly and in comparison with experimental spectra where those effects are present, one can
expect blue-shifted theoretical bands when gas phase vertical transition energies are used in
the comparison. These typical shifts are 0.2–0.4 eV. However, in MD runs and when including
explicit solvent molecules in the treatment, more or less the absolutely correct band positions
should be obtained. Note that systematic variations in covalent bond lengths on the order of
0.01–0.02 A˚ which are typical when different quantum chemical methods are used (e.g., DFT
vs. HF-3c169 or DFTB411 optimized structures) can lead to changes in sTDA-xTB excitation
energies of about 0.1–0.2 eV.
The VTB fit to the CM5 charges is unproblematic because no state assignment has to be
made and an order of magnitude of more reference data points is available. The human working
time required to parametrize a new element is about 1–2 working days.
We used the TURBOMOLE suite of programs164c, 165,371 (version 7.0) to perform most of
the ground state DFT calculations. For the calculation of the CM5 charges with PBE0 the
ORCA code48 was used. All of the sTDA or sTD excited state calculations presented here
were carried out with a stand-alone program which is available on our website306. We employ
standard exchange-correlation functional integration grids (m4 if not noted otherwise), typical
SCF convergence criteria (10−7Eh), and the resolution of the identity (RI) integral approxima-
tion76,167,168 in the DFT calculations. Structures were fully optimized at the PBEh-3c composite
level if not mentioned otherwise.110
Comparative calculations were conducted with the MOPAC12425 (PM6-CI408), ADF426,427
(TD-DFTB327,428), MSINDO317 (MSINDO-sCIS319), and MNDO99407 (OM2-CIS406) codes. In
the PM6-CI treatments, a full CI within an active orbital window of eight around the Fermi
level was used while the CIS treatments as well as the TD-DFTB procedure are expanded in
the full orbital space.
All excitation energies refer to vertical singlet states for a given (usually ground state equi-
librium) geometry. The default configuration selection threshold of tp = 10
−4Eh is used in
sTDA/sTD.46 The Emax value which specifies the desired spectral range was set to 10 eV if not
mentioned otherwise. The active occupied and virtual MOs are automatically selected according
to the chosen Emax value and their number is typically only about 10-20% of the full MO space.
Conventional TDA-DFT or TD-DFT calculations were performed using the escf module301 of
TURBOMOLE. For the SCS-CC2 calculations, the efficient ricc2 module from TURBOMOLE
was used400 utilizing matching auxiliary basis sets in the RI treatment429 of the CC2 equations
but not using any RI in the SCF step.
As noted above, the one-electron transition moments are calculated without any further ap-
proximation from the exact electronic moment integrals in the Cartesian AO basis. In order
to simulate the vibrationally broadened experimental UV or ECD bands, we summed oscillator
or rotatory strengths weighted Gaussian curves with a full width at 1/e-height of σ = 0.4 eV
133
8. Ultra-Fast Spectra by Tight-Binding Based Simplified Tamm-Dancoff Approximation
-1.5 -1 -0.5 0 0.5 1 1.5
PBE0 (reference)  / e-
-1.5
-1
-0.5
0
0.5
1
1.5
VT
B 
/ e
-
H,B-F
Li, Be,Na-Ca, Sc-Zn, Br, I
a) CM5 charges
-0.5 0 0.5 1 1.5 2
PBE0 (reference) / e-
-0.5
0
0.5
1
1.5
2
VT
B 
/ e
-
H,B-F,P-Cl
 b) Mulliken spin populations
0 0.5 1 1.5 2 2.5 3
PBE0 (reference) 
0
0.5
1
1.5
2
2.5
3
VT
B 
H,B-F
Li, Be,Na-Ca, Sc-Zn, Br, I
c) Wiberg bond orders
Figure 8.1.: Comparison of VTB and PBE0/TZVP data for a) CM5 atomic charges (2863 and
2585 comparisons, respectively), Mulliken atomic spin populations for open-shell
systems (952 comparisons), and c) Wiberg bond orders (4761 and 2590 comparisons,
respectively). For bond orders, only values >0.1 are compared. The solid line
denotes a one to one correspondence of the two data sets.
for each calculated electronic transition. In MD runs, this line-width is reduced to 0.1 eV. We
employ the dipole length formalism for oscillator strengths for UV absorption spectra and the
origin-independent A+B/2 corrected dipole velocity formalism for rotatory strengths in ECD
spectra.
8.3. Results and Discussion
8.3.1. Charges, Spin Populations, and Bond Orders from the VTB Hamiltonian
The fitting sets of molecules comprise 203 closed-shell systems for H,B-F (termed “organic”
elements), 179 for Li,Be,Na-Cl,K,Ca,Zn,Br,I, and 86 molecules for the 3d-block elements Sc–Cu.
In total 76 open-shell molecules (with elements H,B-F,Si-S and one- to three unpaired electrons)
were used in the determination of the open-shell related parameters. In Figure 8.1 we show the
results for these fit sets regarding properties which are computed with VTB, i.e., CM5 charges,
spin populations (SP), and Wiberg bond orders (WBO)417. Note that only the CM5 charges
were used in the fitting process as reference data. Therefore, comparison of SP and WBO values
from VTB with the reference (PBE0/TZVP always) corresponds to a detailed cross-checking of
the empirical model.
The reference charges are very well reproduced by the VTB approach and this holds for the
electronically simpler organic as well as for the third-row elements and metals for which only
slightly worse results are found. Because the mean deviations in all cases are close to zero
(i.e., no systematic deviations are found), we only discuss mean absolute deviation (MAD) and
standard deviation (SD) as statistical performance measure in units of electron charge. For
the organic CM5 charges we observe tiny deviations (MAD=0.01, SD=0.02) with a maximum
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absolute deviation (MAXD) of only 0.28. The corresponding values for the rest of the elements
(MAD=0.03, SD=0.05, MAXD=0.58) are somewhat larger but one has to consider that the
charges are also larger on average for these typically more polar molecules. In the course of the
method development, we observed that the second VTB diagonalization significantly improves
in particular polar and charged molecules while further SCC steps sometimes lead to divergence
of the procedure or incorrect charge distributions. The present scheme is in our opinion the best
compromise between accuracy and robustness at a minimum of computational effort.
The open-shell molecules have similarly small deviations for the charges (MAD=0.02, SD=0.03)
and in addition, the spin populations are described almost equally well (MAD=0.05, SD=0.07).
This indicates a reasonable parametrization of the unrestricted part of the Hamiltonian (see
supplementary material for a correlation plot of
〈
S2
〉
expectation values). The WBO values,
which indicate the quality of the covalent bonding patterns, are typically accurate to about 0.1
or 5–10% (organic: MAD=0.05, SD=0.07, MAXD=0.46, other elements: MAD=0.08, SD=0.11,
MAXD=0.55) which is also acceptable. Overall, the simple VTB Hamiltonian can provide rather
accurate charges and bond orders robustly for chemically diverse systems including general main
group and transition metal complexes. This is intriguing because TB Hamiltonians with an in-
complete account of inter-electronic repulsion and no “true” SCF are expected to be problematic
for polar/metallic cases. Although there are indeed a few outliers, they are not large and rela-
tively rare so that we can recommend the VTB method as a general tool in quantum chemistry
for the extremely fast generation of atomic charges and bonding information. By construction
it can handle any system including charged and open-shell species. Furthermore, for the several
hundreds of molecules tested so far, we basically never observed an incorrect electronic state
(wrongly occupied orbitals) which qualifies its use for SCF start orbital generation. Another
application are automatic tests for correctness of electronic (charge) state and geometry of com-
plex molecules as they are clearly indicated by large occupied/virtual orbital energy gaps and
close to integer occupation numbers. This will be investigated in future studies.
Because other semiempirical methods are not constructed to yield CM5 charges, a direct
method comparison is not possible. A few comparisons of Mulliken type PM6 charges with
CM5(PBE0) ones, however, indicate much larger systematic as well as randomly distributed
deviations compared to VTB.
In the original paper presenting the D3 dispersion correction,133 a hypothetical molecule
was used to illustrate the concept of coordination numbers. In Figure 8.2, the same molecule
is used for a direct comparison of the CM5 charges derived from either VTB(Mulliken) or
PBE0/TZVP(Hirshfeld). For most atoms in this example, the differences compared to
PBE0/TZVP are less than 0.1 electrons and only for the central iron atom a larger differ-
ence of 0.26 electrons is obtained. However, even for such a model system with a variety of
elements and a relatively complicated electronic structure no real outliers (i.e., incorrect sign)
are found.
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Figure 8.2.: Comparison of VTB (bottom, in italics) and PBE0/TZVP (top) derived CM5
atomic charges for the hypothetical molecule from Ref. 133.
8.3.2. Excitation Energies for the Fit Sets
In this section we first want to discuss the results for the fit sets using statistical measures. In a
second step we evaluate sTDA-xTB in comparison to other semiempirical methods for molecules
that were not considered in the fit (i.e., cross-checking, see Section 8.3.4). The molecules used
in the element wise parametrization of the XTB part are basically the same for XTB and VTB
except that in the former case roughly 10–20 % had to be removed because of unclear excited
state assignment or large deviations between SCS-CC2 and TD-DFT results which can be taken
as a reliability criterion of the reference value. The final data are shown graphically in Figure
8.3 for organic and the other elements as well as for the open-shell set. As noted before, the
accuracy of the reference excitation energies is about 0.2–0.3 eV which limits the ultimately
achievable accuracy MAD/SD values to this range.
Overall, the sTDA-xTB method performs excellently with MAD and SD values of only 0.34
and 0.44 eV, respectively, for the organic set. For the other elements (see part b) in Figure 8.3)
the deviations are somewhat larger because of the electronically more complicated structures
(MAD=0.40 eV, SD=0.52 eV) but still we consider these results as reasonably good and useful
for many applications. This also holds for the open-shell cases for which unrestricted sTDA-xTB
performs well (MAD=0.48 eV, SD=0.59 eV). The MAXD value in all sets is about 1.0–1.9 eV.
One should note, however, that the method covers a wide energy range from 0 to 11 eV. For an
average excitation energy of about 5 eV the typical deviation of 0.3–0.5 eV corresponds to less
than 10% error. As will be shown below, the errors of sTDA-xTB for low energy transitions (<5
eV) in organic chromophores and dyes are often only about 0.2–0.3 eV which is similar to that
of TD-DFT with hybrid functionals. We think that this is really encouraging considering the
inherent speed of the method which is at least 105 times faster in the orbital generating part
compared to a medium basis set, hybrid DFT calculation.
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Figure 8.3.: Comparison of sTDA-xTB and reference excitation energies for organic (a) and
other elements (b) and for closed- as well as open-shell molecules. The data corre-
spond to the fit sets and the solid line denotes a one to one correspondence of the
two data sets.
8.3.3. Rydberg States
One of the special features of the xTB Hamiltonian is the inclusion of the small exponent
basis functions which allows consistent treatment of diffuse high energy states. They are often
characterized as Rydberg, i.e., atom-like valence shell-extending states. They dominate the
absorption spectra of small molecules as well as medium sized systems if no clear chromophoric
groups (e.g., pi or carbonyl groups) are present430. In Table 8.4 we compare sTDA-xTB results
for a few typical cases with corresponding SCS-CC2/aug-cc-pVTZ results which have an error
of less than 0.2 eV for such states.
As can be seen from Table 8.4, the agreement with the reference excitation energies is excellent.
Furthermore, the relatively small oscillator strengths which are typical for Rydberg transitions
are well reproduced by the semiempirical method. This is very encouraging and supports the use
of the specially orthogonalized diffuse AO basis functions. Note, however, that diffuse d as well
as higher principal quantum number describing functions are missing in xTB, and hence, the
results (in particular for smaller molecules) are expected to deteriorate with increasing excitation
energies. The only notable difference for the oscillator strengths is observed for methane (TD-
DFT calculations also yield f values around 0.1).
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Table 8.4.: Comparison of sTDA-xTB and reference vertical singlet-singlet excitation energies for
a few states with dominant Rydberg character and corresponding oscillator strengths
f (dipole lengths form).
SCS-CC2/aTZ sTDA-xTB
state ∆E / eV f ∆E / eV f
H2O
n-3s 7.39 0.057 7.52 0.042
n-3p 9.08 0 9.06 0
N2H4
n1-3s 6.10 0.022 6.19 0.016
n2-3s 6.16 0.024 6.28 0.026
CF4
n-3s 12.59 0 12.25 0
C2F4
pi-3s 7.53 0 7.29 0
pi-3s 8.24 0.033 7.30 0.007
acetone
n-3s 6.41 0.031 6.71 0.019
trans-1,2-dimethyloxirane
n-3s 7.08 0.012 7.12 0.009
n-3p 7.35 0.014 7.87 0.041
CH4
σ-3sa 10.73 0.14 10.35 0.020
propane
σ-3s 9.04 0.0006 9.09 0.0013
a Only one component of the T state given for f .
8.3.4. Cross-Checking of Excitation Energies and Comparison to TD-DFT and
Other Semi-Empirical Methods
Here we consider a more or less randomly selected set of closed-shell molecules for cross-checking
purposes of the new method (see supplementary material for the respective chemical structures
and Cartesian coordinates†) The excited states considered always correspond to the lowest ex-
cited singlet state in the SCS-CC2 reference calculation, and in unclear cases, state assignments
based on computed oscillator strengths are made.
In the cross-check, sTDA-xTB performs similarly well as for the fitting set with small MSD,
MAD, and SD values (see Table 8.5). For this set which includes one charge-transfer complex and
some larger dyes, the semiempirical method actually performs better than TD-DFT with a semi-
local functional. At this TD-PBE level, the excitation energies are systematically underestimated
(MSD=-0.66 eV) but also the scatter of the data is somewhat larger than with sTDA-xTB (SD
of 0.44 vs. 0.41 eV). TD-DFTB which represents an approximation to TD-PBE does not exhibit
the systematic underestimation of the excitation energies (MSD=0.09 eV), and hence yields a
better MAD of 0.42 which is, however, higher than that of sTDA-xTB (MAD=0.27 eV). Because
of the considerable number of larger deviations for TD-DFTB, the SD value is worse compared
to TD-PBE or sTDA-xTB. For a few cases, we also tested another more organic molecule specific
138
8.3. Results and Discussion
DFTB parametrization431. This leads to somewhat different values but overall not to better
statistical data.
Table 8.5.: Comparison of vertical singlet-singlet excitation energies (in eV) for states with dom-
inant valence character. SCS-CC2 values (oscillator strengths f for assignment of
transitions in parentheses) are taken as reference and all ground state structures were
optimized at the PBEh-3c level.
entry molecule state SCS-CC2a sTDA-xTB TD-PBEb TDA-PBE0c TD-DFTB OM2-CISd PM6-CI MSINDO-sCIS
1 MePC2H4 1A” 6.53 (0.0399) 6.56 6.28 7.11 6.23 – 5.27 5.92
2 P2H4 2A 6.25 (0.0498) 5.91 5.71 6.53 5.66 – 6.19 6.09
3 CF3COOH 1A” 5.95 (0.0003) 5.95 5.45 5.80 7.12 4.53 4.83 4.80
4 Si4H8 A2 5.22 (0.0000) 6.65 4.63 5.09 4.26 – 2.86 6.19
5 saccharin 2A’ 4.91 (0.0045) 4.86 4.33 5.18 4.21 – 4.03 3.73
6 hexatriyne 1Σ−u 4.85 (0.0000) 5.04 3.76 3.93 5.89 4.18 3.71 4.78
7 ASS 2A 4.80 (0.0219) 4.62 3.98 4.93 4.56 4.68 3.90 4.93
8 purine 1A” 4.69 (0.0029) 4.49 3.60 4.32 5.20 4.19 3.31 3.85
9 dithiacyclohexane 1B 4.52 (0.0088) 4.50 3.99 4.50 4.17 – 1.61 4.09
10 fluorisochinoline 2A’ 4.50 (0.0282) 4.44 4.07 4.68 5.23 4.61 3.46 4.61
11 bisthiophene 1Bu 4.48 (0.3949) 4.21 3.81 4.49 4.41 – 3.27 4.37
12 c-propenone 1B2 4.42 (0.0001) 3.89 3.40 4.25 4.47 4.41 2.57 4.04
13 terpyridine 1A2 4.23 (0.0000) 4.69 2.84 3.86 4.41 4.45 3.62 4.13
14 silabenzene 1B1 4.23 (0.0595) 4.64 4.39 4.80 4.90 – 2.67 4.68
15 B(C6F5)3 1A2 4.10 (0.0224) 4.30 2.78 3.69 3.00 – 4.25 4.76
16 corannulene 1E2 3.86 (0.0000) 3.56 3.25 3.77 4.21 4.09 3.40 3.67
17 S0904 dye 2A’ 3.81 (0.7251) 3.72 2.97 3.70 3.99 3.87 3.52 4.10
18 S2127 dye 2A 3.66 (0.9637) 3.49 2.62 3.41 3.50 3.78 3.24 3.99
19 acenaphthene 1B1 3.65 (0.0002) 2.74 2.89 3.34 3.66 4.91 2.84 4.59
20 proflavine 1B1 3.54 (0.2342) 3.30 3.01 3.61 3.85 3.85 2.93 3.85
21 S2408 dye 2A 3.64 (0.8379) 3.52 3.18 3.90 4.21 3.63 3.08 4.15
22 HCSOH 1A” 3.57 (0.0000) 3.49 3.34 3.59 3.56 – 1.52 3.77
23 S2153 dye 2A 3.48 (1.0045) 3.36 2.86 3.54 3.75 – 3.04 3.91
24 CT5 system 2A 3.33 (0.0170) 2.91 1.58 2.19 3.53 3.98 3.19 5.03
25 S0491 dye 1B 2.70 (1.5478) 2.75 2.56 3.09 3.25 2.69 2.69 3.18
26 S2084 dye 1Bu 2.37 (1.4233) 2.60 2.42 2.98 2.33 2.11 2.22 1.94
27 thioindigo 1Bu 1.84 (0.3255) 1.92 1.64 2.29 1.96 – 1.78 2.71
MSD – −0.04 −0.66 −0.02 0.09 0.00 −0.89 0.10
MAD – 0.27 0.67 0.31 0.42 0.37 0.90 0.52
SD – 0.41 0.44 0.42 0.55 0.58 0.76 0.66
a aug-cc-VXZ AO basis (X=T, X=D for the larger molecules). b def2-TZVP AO basis. c def2-SV(P) AO basis.
d Incomplete data set due to missing parameters for B, Si, P, and S.
Furthermore encouraging is the fact that on average sTDA-xTB performs remarkably similar
to Tamm-Dancoff approximated TD-DFT based on a PBE0/def2-SV(P) reference. The standard
ground state oriented PM6 method performs badly for excitation energies showing systemati-
cally too small ∆E values together with a large error spread (SD=0.76 eV). This behavior is
typical for standard zero-differential-overlap (ZDO) methods like MNDO, AM1, or PM6 and
well documented in the literature432. In fact it is clear from the above data that overlap based
or corrected methods (xTB, DFT, DFTB, OM2) perform better than the ZDO schemes like
PM6 (or MSINDO which partially employs orthogonalization corrections). Due to missing pa-
rameters for the third row elements, OM2-CIS can only be applied to a subset of the molecules.
On this subset, the method performs quite well with no systematic deviation and an SD of
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0.58 eV. The MSINDO-sCIS approach319 is a modified and partially re-parametrized version
of MSINDO,317 designed to calculate excited states. While the method shows on average only
a slight overestimation tendency (MSD=0.1 eV), the error spread is the second largest of the
methods considered (SD=0.66 eV). Note that of all the methods tested sTDA-xTB yields the
best agreement with the reference. Even on this test set (which was not used for fitting) it shows
almost no systematic underestimation tendency and the smallest error spread of all methods.
As any semiempirical method, sTDA-xTB is, however, not free of outliers. Known cases
are described here and some general comments are given. Systematic deviations are observed
for anions with relatively localized electronic structure, e.g., OH−, acetate, or phenolate for
which the sTDA-xTB ∆E values are too large by 1–2 eV compared to SCS-CC2. This is not
unexpected because the further simplified SCC scheme using just atomic charges as well as the
monopole approximation in sTDA should be more problematic for highly charged systems. In
zwitter-ionic amino acids, however, we do not observe such errors. Not unexpectedly, small
molecules with a somewhat complicated electronic structure seem to be problematic, notably
Me-NO, SF6, or O3. The first allowed σ → σ∗ excited state of H2 also has a large error (∆E =9.5
eV instead of 12.8 eV with SCS-CC2) but this is attributed to an inaccurate valence-Rydberg
mixing. A related problem is observed for N2 (error of −2 eV), but not for CO. In general,
fluorine containing molecules show somewhat larger errors than expected from the MAD/SD
but except for FHF−, no “true” outliers (errors > 2 eV) have been observed so far. Empirically
it seems that the method overall performs very well for the large target systems while small
molecules are described less accurately.
8.3.5. Test of the A+B/2 Vector Approximation for ECD and Optical Rotations
Before ECD spectra are to be discussed, the quality of the A+B/2 correction scheme described in
Section 8.2.4 is first examined in combination with Kohn-Sham DFT orbitals in order to remove
effects from the semiempirical approximations in xTB. For this purpose, the ECD spectrum of
C76 in the velocity formalism is computed from sTD-DFT, regular and the A+B/2 corrected
sTDA-DFT (Figure 8.4a). Furthermore, specific optical rotations (ORs) based on a sum-over-
states treatment and a PBE0/TZVP reference are computed and given in Figure 8.4b.
In Ref. 362, C76 served as a prototypical example where Tamm-Dancoff approximated meth-
ods in the velocity representation fail dramatically in the computation of ECD spectra. Thus,
this system is used here to assess the quality of the newly proposed A+B/2 correction. The
BHLYP/def2-SVP69,163,300 Kohn-Sham ground state determinant (based on a TPSS-D3(BJ)/def2-
TZVP105,133,134,162,163 geometry) already used in Ref. 362 is used as reference. To be comparable
with Refs. 362 and 325, the computed spectra in Figure 8.4 are blue-shifted by 0.9 eV. Com-
pared to sTD-DFT, the ECD spectrum from sTDA-DFT is of opposite sign over the entire
energy range considered, thus suggesting an incorrect assignment of the absolute configuration.
Employing the A+B/2 correction yields an origin-independent, sTDA-DFT derived ECD spec-
trum showing the overall correct sign in close resemblance to the sTD-DFT one. The former
calculation is, however, faster by a factor of about 10 which becomes very significant when xTB is
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used instead of a Kohn-Sham DFT reference. As a cross-check for a system where non-corrected
sTDA-DFT already performs well, the ECD spectrum of an α-helical oligopeptide is given in
the supplementary material.
a) ECD spectrum of C76 (BHLYP/def2-SVP)
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Figure 8.4.: a) Computed ECD spectra of (s,fA)-C76 based on a BHLYP/def2-SVP reference.
The sTD-DFT (gray dashed) and sTDA-DFT (blue dotted) spectra are identical to
the ones in Ref. 362. The A+B/2 corrected sTDA-DFT spectrum is given as red
solid line. The origin independent velocity representation is used throughout and all
spectra are shifted by 0.9 eV. b) Specific optical rotations at 589 nm (excluding the
Lorentz pre-factor) of 33 molecules computed via the sum-over-states expression for
the isotropic optical rotation. The sTD(A) calculations are based on a PBE0/TZVP
reference. The specific rotations from sTD-DFT are given as gray bars, while the
ones from non-corrected sTDA-DFT are given in blue. Specific rotations computed
from A+B/2 corrected sTDA-DFT are given in red. The origin independent velocity
representation is used throughout and all excitations up to 60 eV were considered.
Changes in sign due to the A+B/2 correction are indicated by asterisks.
Based on a PBE0/TZVP reference, the OR at 589 nm is computed for 33 molecules using
the sum-over-states expression and by considering all excitations up to 60 eV (Figure 8.4b, see
supplementary material for the molecules considered). The Lorentz factor (n2+2)/3 is excluded
in these values. Here sTD-DFT always yields the same sign of the OR as regular TD-DFT and
only differences in the absolute values are observed (see supplementary material). To investigate
the effect of the Tamm-Dancoff approximation and the new correction scheme only, we therefore
compare the latter to specific rotations from sTD-DFT. It is seen that for the selected systems,
sTDA-DFT yields the correct sign for most systems as well as reasonable magnitudes compared
to sTD-DFT. However, for six cases, the Tamm-Dancoff approximation results in a sign change
and thus to qualitative differences with (s)TD-DFT. A+B/2 corrected sTDA-DFT yields the
correct sign in these six cases. Furthermore, the otherwise good performance of sTDA-DFT for
the other systems is retained, except for the case of E-cyclooctene (system 8 in Figure 8.4b). As
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the ECD spectrum of E-cyclooctene reveals (see supplementary material), the agreement with
sTD-DFT is actually much better for A+B/2 corrected sTDA-DFT and the only significant
difference is the slightly overestimated excitation energy of the lowest transition which results
from the Tamm-Dancoff approximation. Non-corrected sTDA-DFT seems to yield the correct
(positive) sign in this case, simply due to error cancellation (i.e., underestimated magnitudes for
the rotatory strengths between 7 and 9 eV).
While the original eigenvectors from the Tamm-Dancoff approximated eigenvalue problem
serve as a good approximation to linear-response RL intensities (see section 8.2.4), they require
an appropriate correction to compute reasonable RV . The A+B/2 correction to the (s)TDA (or
CIS) eigenvectors is such an approximation and it performs very well at a drastically lower cost
compared to solving the full (s)TD problem as demonstrated in this section.
8.3.6. UV and ECD Spectra in Comparison to Experiment
In this section direct comparisons of sTDA-xTB computed and experimental UV and ECD
spectra are given to illustrate the applicability for typical problems.
Large organic dyes play an important role in the construction of light-emitting diodes and
recently promising new phenazine chromophores for efficient electroluminescence have been pro-
posed433. A related pyrazine group containing system434 (for structure see Figure 8.5) consisting
of 192 atoms is investigated here as a first example. The geometry optimization of this com-
pound was conducted at the DFTB level with third-order charge density fluctuation correction
and self-consistent charge redistribution435 as implemented in the DFTB+ program.436 Disper-
sion interactions were accounted for by means of the atom pair-wise DFT-D3 correction133,437.
This ground state structure was taken for the xTB treatment which took about 10 seconds
of computation time for the orbital generation step on a single-core desktop computer. For
comparison the sTDA-DFT computed UV spectrum with the range-separated hybrid functional
ωB97X-D3114/TZVP162 is shown in Figure 8.5 together with the experimental one.434 The SCF
for this DFT calculation runs for about six hours on a single-core desktop computer.
Inspection of Figure 8.5 reveals a very close similarity between the DFT and xTB spectra
which both agree well with the experiment. The lowest-lying broad signal actually consists of
two overlapping bands A and B corresponding to two transitions with strongly mixed excited
configurations. This mixing is somewhat underestimated by sTDA-xTB leading to a lower state
with too small intensity. However, small changes in the structure can change such a mixing in
large multi-chromophoric systems considerably and hence we do not consider this as a major
error. Note that no artificial low-lying CT states appear in sTDA-xTB, which plague TD-DFT
with semi-local (or low Fock-exchange containing hybrid) density functionals for such large
systems (see below and, e.g., Ref. 438 for another example).
As mentioned above, sTDA-xTB is free of the charge-transfer problem which occurs in TD-
DFT with approximate functionals129,439 and likewise in TD-DFTB.328 We consider here a
dual-chromophore perylene-zinc-porphyrine compound440 as an exemplary system (Figure 8.6).
In order to illustrate the problem, we conducted TD-DFT calculations (30 states) with the
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Figure 8.5.: Comparison of sTDA-xTB, sTDA-ωB97X-D3/TZVP, and experimental UV spectra
(in dichloromethane) for the dye shown. The calculated intensity was scaled by a
factor of 0.25 (0.5 for ωB97X-D3) and the theoretical spectra are shifted by −0.35
eV (−0.2 eV for ωB97X-D3). The black sticks indicate the relative intensity of the
individual transitions (oscillator strengths) obtained by sTDA-xTB.
semi-local PBE functional104 for comparison.
As can be seen from the experimental spectrum, there are three distinct low-lying electronic
transitions with substantial absorption probability in the 2–3 eV range. They are well reproduced
by sTDA-xTB with the reservation that the splitting between A and B is too small and that
transition B is too low in intensity. Nevertheless, the computed spectrum is qualitatively correct
and no artificial “ghost” states occur. This is different in TD-DFT(PBE) which incorrectly
computes 11 low-lying states with vanishing intensity below the first bright one. Furthermore,
the three bands A–C in fact occur as higher-lying roots but obviously are too weakly coupled
and hence their splitting is worse than with sTDA-xTB.
The computation of electronic spectra for open-shell species is less common in the literature
and in particular semiempirical methods are less well tested. Nevertheless, such compounds
are interesting as reaction intermediates or low-energy absorber/emitter and electronic spectra
are often an important tool for characterization. Figure 8.7 shows measured low-energy UV
spectra for two typical cases (one cation and anion, experimental data from Refs. 441 and 442)
in comparison to results of a vertical sTDA-xTB treatment.443
As can be seen, the agreement between theory and experiment is excellent regarding band
positions and intensities. For the oligothiophene radical cation, we observe a somewhat larger
absolute error of about 1 eV (theoretically blue-shifted bands) while the value of 0.4 for the
anionic dye is typical considering the neglected solvent as well as geometry relaxation effects.
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Figure 8.6.: Comparison of sTDA-xTB, TD-DFT(PBE/def2-TZVP) and experimental UV spec-
tra for a perylene-Zn-porphyrine type charge-transfer system. The positions and
relative intensity of the calculated transitions are indicated by bars (if f > 0.1) and
circles. The theoretical energies are not shifted. Note the absence of any artificial
low-lying “ghost” states for sTDA-xTB.
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Figure 8.7.: Comparison of sTDA-xTB and experimental UV spectra for a hexathiophene rad-
ical cation (left, in dichloromethane) and a radical anion of the perylene bisimide
derivative shown (right, in dichloromethane). The absolute experimental intensities
are scaled by a factor of four for the former. For the perylene bisimide derivative,
absolute experimental intensities were not measured and the values are scaled to
approximately match the theoretical data. The theoretical spectra are shifted by
−1 eV and −0.4 eV, respectively.
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Figure 8.8.: Comparison of sTDA-xTB and experimental ECD spectra for an Ala20 polypeptide
model (left) and the bis-titanium complex shown (right, in dichloromethane). The
theoretical spectra are shifted by −0.4 eV. The experimental polypeptide ECD
spectrum does not refer to Ala20, but to poly-γ-methyl glutamate (in hexafluoro-2-
propanol) showing the prototypical ECD features of an α-helix.
The good performance of sTDA-xTB in the unrestricted form for these examples supports the
good results found for the smaller open-shell molecules in the fitting set.
Chiral molecules are important in nucleic acid, peptide, and sugar chemistry and the de-
termination of the absolute configuration of, e.g., natural products is an important task for
quantum chemistry. Electronic circular dichroism (ECD) is sensitive to molecular conformation
and furthermore a routine tool for the characterization of the secondary structure of proteins.
For an overview of recent theoretical work for very large systems which usually refers to a
semiempirical exciton-coupling model, see Refs. 20,444, and 349. The different interaction of
the left- and right-handed enantiomers with left- and right-handed circularly polarized light,
respectively, is theoretically more complicated because the relative orientation of electric and
magnetic transition moments is involved.11,15 It represents a challenging test for any quantum
chemical method.
Two closed-shell examples are shown in Figure 8.8. Two oligo-alaninen (n=10, 40) chains in
the α-helix conformation have already been investigated in Ref. 46 at the sTDA-BHLYP level.
The experimental spectrum corresponding to poly-γ-methyl glutamate in hexafluoro-propanol346
is used here for comparison but, e.g., the one of myoglobin445 (large α-helix content) in water
looks rather similar. The structure of Ala20 was optimized at the HF-3c level
169. As usual the
intensities are normalized to the number of residues. The second example is a helical bis-titanium
complex from Ref. 446.
The theoretical description of the poly-peptide ECD spectrum is almost perfect and only the
band D is computed with too small intensity. Further studies will have to show if this holds also
for other secondary structure types and if this excellent performance persists on an MD level
(see below), it would open new possibilities for the elucidation of protein structure by combined
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Figure 8.9.: Comparison of sTDA-xTB and experimental ECD spectra for the M -helical cop-
per (left) and nickel complex shown (right). The theoretical spectra are shifted
by −1 and −0.8 eV, respectively, and the experimental intensities were scaled to
approximately match the computed data.
experimental and theoretical ECD. The agreement of the experimental and sTDA-xTB spectra
for the bis-titanium complex (optimized at the TPSS-D3/def2-TZVP level)105,133,134,162,163 is
also remarkable considering its more complicated electronic structure. In particular, local tran-
sitions involving the metal d-orbitals with large magnetic but weak electric moments represent
a challenge for any theoretical method. Although the computed spectrum is not fully correct
(bands C and F), a clear assignment of absolute configuration could still be made on the basis
of the sTDA-xTB calculation.
The last ECD examples, i.e., two large, chiral bis-metallo-porphyrin compounds (M -enantiomers)
as recently synthesized in the group of Bringmann397 are even more challenging (see Figure 8.9).
Here we investigate the same ligand framework but with different metals in the porphyrin core
(Cu vs. Ni) leading to an open-shell triplet case (two doublet-coupled copper-porphyrins) and a
closed-shell system for nickel, respectively. This tests the consistency of our modifications of the
unrestricted Hamiltonian in a complex setting. Unfortunately, the experimental spectra were
recorded only in the small energy range between 2 and 3.5 eV and absolute intensities are not
available so that more detailed comparisons are not possible at this point.
The two experimental spectra show some similarities but also distinct differences which are
qualitatively reproduced by the sTDA-xTB calculations. The relative splittings of the individual
bands B and C are correctly described. The excitations in this range originate from coupled
pipi∗ transitions on the porphyrin moieties (corresponding to the Soret bands). The energy of
band A in the copper complex is underestimated relative to bands B and C, but produced with
correct sign. In the nickel complex, negative rotatory strengths are present around band A,
however, they are quenched by neighboring positive bands. For both systems we obtain a few
more lower-lying states in the (non-shifted) range 1.3–2 eV which are, however, not observed
because of tiny rotatory strengths (< 1−2 ·10−40 cgs units). Considering the complex molecular
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Figure 8.10.: Comparison of sTDA-xTB/MD and experimental UV spectra for benzene (gas
phase449) and C60 (in n-hexane
450). The black sticks indicate the relative oscil-
lator strengths of the vertical transitions from a single ground state equilibrium
structure. Dipole forbidden transitions are indicated by circles. The 0.25 ns MD
trajectories refer to gas phase, NVT conditions (at about 300 K) from which 250
equidistant snapshots were taken. For C60, a shift of −0.35 eV was applied to the
computed transition energies.
structure and the difficulties arising from the coupling of two large chromophores in a close to
achiral (orthogonal) arrangement, we consider this example, and in particular, the copper case
(with the difficulty attributes: open-shell, large, 3d-transition metal, ECD) as a convincing show
case for the method.
In the last examples, we want to demonstrate the effect of averaging spectra along molecular
dynamics trajectories. For highly symmetric molecules, this should provide realistic absorption
intensities also for vertically forbidden transitions. Note, however, that such treatments do not
involve the proper quantum mechanical, vibronic coupling which can routinely be calculated on
a TD-DFT level283,447,448 for smaller systems. Instead it should provide a reasonable account of
the nuclear dynamics for low-frequency modes (conformational sampling) and eventually should
be used to automatically treat rather flexible systems. Here we consider benzene and the rather
rigid aromatic C60 fullerene with Ih symmetry. For both molecules the low-energy part of the
vertical UV spectrum is dominated by dipole-forbidden transitions. In the case of benzene, all
excitations up to 20 eV were computed. The MD (250 ps production run time) is based on a
PBEh-3c derived QMDFF force-field.49
The comparison to the experimental spectra in Figure 8.10 shows that sTDA-xTB/MD repro-
duces all major features of the measurements regarding relative intensity and band position fairly
well. For C60, the computed spectrum is of similar quality as that obtained at the computation-
ally much more involved sTDA-PBE0 level.46 In general, the peak maxima are red-shifted by
0.2–0.3 eV in the MD compared to the vertical treatment mostly improving agreement between
theory and experiment. This is consistent because our reference structures used in the param-
eter fitting refer to the ground state equilibrium structures. The lower energy part of the C60
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spectrum seems to consist of two close-lying bands A and B which are dipole-forbidden vertically
and that gain the correct intensity by the MD averaging over many distorted structures. The
intensities of the so-called Lb and La vertically dipole forbidden transitions in benzene (bands
A and B) are reproduced well in the MD. For the La band (B) we note some red-shift of 0.3 eV
compared to the experiment while the intense band C (transition to E1u state) improves its
position considerably in the MD. Energetically low-lying artifacts which may occur by excited
state potentials with incorrect shape are not observed in both simulations.
8.4. Conclusion
The main aim of this work was to develop a robust and broadly applicable semiempirical quantum
chemical method for the computation of electronic absorption spectra. The size of the target
systems is around 500-1000 atoms for which reasonably accurate spectra should be computable
in minutes on standard desktop computers. High computational efficiency is also mandatory for
the envisaged spectral averaging along molecular dynamics trajectories which requires hundreds
of computations.
The goals could be achieved by combining the well established and extremely fast sTDA pro-
cedure with a newly developed semiempirical tight-binding based approach. The entire method
is dubbed sTDA-xTB. The existing sTDA scheme was modified slightly only in two aspects,
namely the more accurate calculation of dipole rotatory strengths applying a newly developed
A+B/2 vector correction and an exchange integral correction for monopole approximation in-
duced errors for very localized states. Importantly, the new approach does not suffer from the
well-known charge-transfer state problem in TD-DFT with semi-local (or low Fock-exchange
fraction) density functionals.
The xTB is represented by a composite scheme which employs two different basis sets and
differently parametrized Hamiltonians for the calculation of atomic charges and the one-particle
spectrum, respectively. It uses slightly modified matrix element expressions from the well-known
self-consistent charge (SCC) density functional tight-binding (DFTB) scheme in restricted as well
as unrestricted (open-shell) implementations. Empirical parameters for 32 elements including
3d-transition metals are provided. The remaining atomic parameters for the rest of the periodic
system can be determined in a simple and straightforward way and will be reported in future
work. As input for the parametrization, only theoretical reference data (CM5 atomic charges
and vertical excitation energies) from DFT, TD-DFT, and SCS-CC2 treatments were employed.
Two new key features make the method accurate and robustly applicable. First, in order
to simultaneously and consistently describe energetically low-lying valence states in, e.g., pi-
systems and saturated molecules with dominantly Rydberg states, diffuse (small exponent)
basis functions are added to a standard minimal valence basis. This ensures that the empirical
parametrization process does not artificially need to describe diffuse components in the excited
states as they are correctly covered by the AO basis set. In this way, electronic spectra of, e.g.,
water, alkanes, or per-fluorinated compounds can be investigated even at high excitation energies
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around 10 eV. Comparisons with SCS-CC2 calculations show that also the dipole oscillator
strengths for these Rydberg transitions are described reasonably well by sTDA-xTB. The second
point concerns the calculation of the atomic charges which are required in the TB Hamiltonian
and that describe the effective electronic Coulomb interaction in the system. Here we follow a
new strategy which involves a specially parametrized TB version in a partially polarized minimal
valence basis set to compute just these charges which are then used as subsequently to define
a second, extended basis set Hamiltonian. In total 23 global empirical parameters define the
method while each element requires 9-15 additional parameters. As usual only a molecular
structure, the molecular charge, and total spin state are required for an sTDA-xTB calculation
which is furthermore specified by the spectral excitation energy range of interest (usually 0–8
eV).
We presented results for a few hundred molecules in comparison to ab initio reference data for
atomic charges, spin populations, bond orders, and most importantly vertical excitation energies
which is our main target quantity. Relatively simple organic and main group molecules as well as
electronically more complicated metal and transition metal complexes were thoroughly tested.
Overall, the new semiempirical method performs excellently providing robust atomic charges
and bond orders of roughly DFT quality with typical deviations of only 5–10%. We propose
(independently from the sTDA excited state treatment) to use these data in various large scale
theoretical chemistry applications (e.g., as reactivity or polarity descriptors).
The sTDA-xTB excitation energies are of good quality with typical deviations of 0.3–0.5 eV.
The consistently good performance for low-energy valence (0–5 eV) as well as high-energy (5–11
eV) Rydberg transitions is impressive and unprecedented at the semiempirical level. For elec-
tronically not too complicated systems, the accuracy of the model is roughly of TD-DFT/hybrid
functional quality or even better for Rydberg or charge-transfer transitions. Other semiempiri-
cal methods are clearly outperformed. The computed UV and ECD spectra for a few examples
compare well with experimental spectra indicating that the transition moments (which were not
included in the reference data sets/fitting procedure) are also evaluated rather accurately. In
two cases, we conducted an averaging of spectra along molecular dynamics trajectories. This
yields realistic absorption intensities also for vertically forbidden transitions and shows that
the sTDA-xTB excited state nuclear potential near the equilibrium structure is reasonable. A
combined sTDA-xTB/MD approach thus opens new possibilities for the computation of ECD
spectra, e.g., for peptides and DNA/RNA which require a dynamical treatment due to their
flexibility.
Further work will complete the xTB parametrization for the largest part of periodic system
of elements (i.e., up to Z = 86). We hope that this provides a robust and useful routine
computational tool for the quantum chemistry of large and very large systems. Executables of
the xtb and stda computer codes can be downloaded from the authors’ web page.306
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Abstract We propose a novel, special purpose semiempirical tight-binding (TB) method for the
calculation of structures, vibrational frequencies, and non-covalent interactions of large molec-
ular systems with 1000 or more atoms. The functional form of the method is related to the
self-consistent density functional TB scheme and mostly avoids element pair-specific parame-
ters. The parametrization covers all spd-block elements and the lanthanides up to Z=86 using
reference data at the hybrid density functional theory level. Key features of the Hamiltonian
are the use of partially polarized Gaussian-type orbitals, a double-ζ orbital basis for hydrogen,
atomic-shell charges, diagonal third-order charge fluctuations, coordination number-dependent
energy levels, a non-covalent halogen-bond potential, and the well-established D3 dispersion
correction. The accuracy of the method, called Geometry, Frequency, Non-covalent, eXtended
TB (GFN-xTB), is extensively benchmarked for various systems in comparison with existing
semiempirical approaches, and the method is applied to a few representative structural prob-
lems in chemistry.
9.1. Introduction
In quantum chemistry, geometry optimizations, vibrational frequency calculations, and molec-
ular dynamics simulations are currently dominated by Kohn-Sham density functional theory
(DFT) for system sizes up to a few hundred atoms. These computations serve as a start-
ing point for investigations of various spectroscopic and/or thermochemical properties, possibly
with higher-level wave function theory (WFT) methods. For fairly large systems with 1000
or more atoms, however, even simplified schemes such as the PBEh-3c hybrid DFT110,451 and
Hartree-Fock/minimal basis set (HF-3c169) composite methods, which we have proposed in the
past few years, become computationally unfeasible. For instance, many interesting proteins
with 2000–5000 atoms are out of reach for routine DFT optimizations and such investigations
are conducted at the force-field (FF) level.452–454 The disadvantages of the FF treatment are
numerous, including difficulties with metals, proton transfer and protonation states, polariza-
tion and chemical reactions, and can only be circumvented by a quantum mechanical (QM)
treatment of the electrons.
Semi-empirical quantum-mechanical (SQM) methods37,38,455 provide a well-known alternative
route because they are at least two orders of magnitude faster than conventional DFT treat-
ments. SQM methods approximate single-reference Hartree-Fock (HF) or first principles DFT
theory and have been investigated extensively in the 1980s and 1990s. The development of
SQM methods has recently seen a renewed interest triggered primarily by the advent of the
density functional tight-binding (DFTB) method pioneered by Seifert, Elstner, and Frauen-
heim.327,404,411,435,456,457 In the most recent self-consistent-charge (SCC) form with third-order
charge fluctuation terms,435 the method is relatively accurate for a wide range of chemical sys-
tems437,458–463 and has been implemented in several quantum chemical codes.426,427,436,464,465
SQM methods derived from HF theory neglect to a varying degree the differential overlap be-
tween atomic basis functions, which results in vanishing classes of one- and two-electron integrals
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and thus substantial computational savings. Depending on the extent of approximations, these
SQM methods fall into various categories such as complete or intermediate neglect of differential
overlap (CNDO or INDO). We refer the reader to Ref. 38 for an excellent review of SQM meth-
ods, including non-covalent interactions (NCI). Other notable recent developments in the field
of SQM methods include modifications of PM6408,466–470 and OM2,406,471–474 and the devel-
opment of PM7,475 INDO/X,320 and MSINDO-sCIS.319 For a recently proposed semiempirical
minimal-basis scheme in between DFT and DFTB employed in embedding approaches, see Ref.
476. Recently we have also proposed an extended special purpose TB variant, which uses an
augmented atomic orbital (AO) basis set, for the fast computation of electronic spectra.477 The
encouraging performance of this method, called sTDA-xTB, has stimulated the current work.
The objective of the paper is to propose a new semiempirical TB method, called GFN-xTB,
where GFN indicates the design of the approach to yield reasonable Geometries, vibrational
Frequencies, and Non-covalent interactions, and “x” stands for extensions in the AO basis set
and the form of the Hamiltonian. In general, GFN-xTB provides for molecules from the whole
periodic table higher accuracy for the target properties than existing “general-purpose” semiem-
pirical approaches. It is applicable to a wider range of systems and is computationally and nu-
merically more robust than other schemes with comparable accuracy. The premise is that SQM
methods cannot provide the same level of accuracy for a broad range of chemical properties,
such as molecular structures and chemical reaction energies. Thus, the compromise established
in conventional SQM methods is often inaccurate and likely limits their use in many applica-
tions. This has led to the poor reputation of SQM methods in the 1990s, which were eventually
surpassed by the successful performance of DFT. Special purpose SQM methods that aim at a
specific chemical or physical property from the outset have been pioneered by Truhlar and co-
workers for computing reaction dynamics,416 atomic charges414 (see also Ref. 478), and solvation
free energies.415 Along these lines, we found recently that certain SQM methods can be useful
in gas phase reaction dynamics to simulate electron-impact mass spectra (QCEIMS474,479), and
the applications to this problem have fueled the current development.
The method described herein has the following characteristics:
• Structural properties around equilibrium, such as vibrational frequencies and non-covalent
interactions, are the main target quantities. These are difficult to obtain with ab initio
procedures for systems with more than 1000 atoms and are important in many chemical
problems. Chemical reaction energies are not part of the training set and are thus less
accurate than with general purpose SQM methods. However, some relevant thermochem-
ical properties outside of the training set (dissociation energies, relative proton affinities
(PA), and relative ionization potentials (IP)) are obtained reasonably accurately such that
potential energy surfaces (PES) are useful for high-temperature molecular dynamics calcu-
lations in modeling mass spectra. Furthermore, reasonable enthalpies of formation can be
obtained by correcting the computed atomization energies with a sum over atom-specific
terms. The accuracy for conformational energies is comparable or better than existing
SQM methods.
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• Most semiempirical methods employ minimal AO basis sets, which limit the accuracy and
can lead sometimes to unphysical results, especially for heavier elements. The GFN-xTB
basis set consists of a minimal basis set of atom centered, approximate Slater functions
augmented with a second s-function for hydrogen to improve the description of hydrogen
bonding and d-polarization functions for higher row elements to facilitate the description
of hyper-valent bonding arrangements. The Slater functions are approximated as contrac-
tions of standard primitive Gaussian functions (STO-mG).410
• The number of parameters is kept to a minimum. Thus, pair-specific potentials, which are
characteristic of DFTB, are avoided, and mainly global and element-specific parameters
are employed. For example, for each of the second row elements B–F only 11 parameters
need to be determined, the two atomic energy levels (2s/2p) and corresponding Slater AO
exponents, two repulsion parameters, two off-diagonal Hamiltonian polynomial factors,
two chemical hardness parameters, and one shell-charge scaling parameter. The method is
therefore easy to parametrize using reference data generated by hybrid DFT calculations.
This parametrization scheme is flexible and can be adjusted to specific systems or chemical
properties.
• The method is applicable to diverse chemical systems composed of elements from differ-
ent corners of the periodic table and ranging from organic molecules to inorganic main
group compounds and (transition-)metal complexes. Biochemical systems like (metallo-
)proteins, RNA and DNA, and their inter- and intramolecular interactions are of primary
interest. Electronically degenerate (multi-configurational) situations are handled by a fi-
nite electronic temperature approach,412 which allows the qualitatively correct description
of biradicals, orbital-symmetry forbidden reactions, and dissociation processes.474,480
The paper is organized as follows: A detailed description of the GFN-xTB Hamiltonian is
provided in Section 9.2.1, and the parametrization procedure is outlined in Section 9.2.2. The
GFN-xTB performance for structures and NCIs is compared to contemporary semiempirical
methods in Section 9.3.
9.2. Theory
9.2.1. The GFN-xTB Hamiltonian
In the following, atomic units are used, if not stated otherwise. The total GFN-xTB energy
expression consists of electronic (el), atom pair-wise repulsion (rep), dispersion (disp), and
halogen-bonding (XB) terms
E = Eel + Erep + Edisp + EXB . (9.1)
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The electronic energy Eel is given by
Eel =
occ.∑
i
ni〈ψi|H0|ψi〉+ 1
2
∑
A,B
∑
l(A)
∑
l′(B)
pAl p
B
l′ γAB,ll′ +
1
3
∑
A
ΓAq
3
A − Tel Sel , (9.2)
where ψi are the valence molecular orbitals (MOs) with occupation numbers ni (which may
be fractional, see Eq. 9.6), and H0 is the zero-order Hamiltonian. The electronic free energy
Tel Sel term is discussed below. The SCC contributions are represented by a second-order term
and a third-order diagonal contribution (the second and third term in Eq. 9.2), where qA is the
Mulliken charge of atom A and ΓA is the charge derivative of the atomic Hubbard parameter
ηA. The summation in the second-order term is over all shells l and l
′ located on atoms A and
B with pAl the charge distributed over the orbital shells with angular momenta l on atom A
pAl = p
A0
l −
NAO∑
ν
∑
µ∈A,µ∈l
SµνPµν . (9.3)
Here, NAO is the total number of AOs and p
A0
l is the reference shell occupation of the free
atom (e.g., for carbon pA02s = 2, p
A0
2p = 2). Instead of the ground state shell occupations of the
free atoms, the canonical ones are chosen that result from the “Aufbau” principle together with
ignoring well-known exceptions (e.g., for Cr we take a 3d44s2 instead of the ground state 3d54s1
occupation). The shell atomic charges sum to the partial atomic charges,
∑
l∈A
pAl = qA. Please
refer to Ref. 481,482 for more details of the DFTB treatment of d-block elements. The third-
order density fluctuations terms are described in Refs. 456 and 435. Our approach is restricted
to a diagonal third-order term, which reduces the numerical complexity but keeps the most
essential part. The combination of l-dependent second-order and diagonal third-order density
fluctuation terms is used for the first time in a DFTB context.
The distance dependence of the Coulomb interaction is described by the generalized Mataga-
Nishimoto-Ohno-Klopman46,288–290 formula, which is given by:
γAB,ll′ =
(
1
R
kg
AB + η
−kg
)1/kg
. (9.4)
Here, RAB is the interatomic distance, kg is a global parameter, and the average chemical
hardness η of the two atoms A and B is defined as
η = 2
(
1
(1 + κlA)ηA
+
1
(1 + κl
′
B)ηB
)−1
, (9.5)
where ηA and ηB are taken as element-specific fit parameters, and the parameters κ
l
A and κ
l′
B
are element-specific scaling factors for spd-levels.
In case of fractional orbital occupations, an electronic temperature times entropy term, −TelSel
enters the electronic energy (see Eq. 9.2). The electronic temperature serves as an adjustable
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Table 9.1.: Description of the Slater type AO basis sets. n denotes the principal quantum number
of the valence shell of the element.
element basis functions
H ns, (n+1)s
He ns
Be-F,group I, Zn, Cd, Hg, Tl-Bi nsp
group II-VIII nsp, (n+1)d
transition metals and lanthanides (n−1)d,nsp
parameter (default: Tel = 300 K), and the so-called Fermi smearing is employed to achieve
fractional occupations for systems with near-degenerate orbital levels. The orbital occupations
for the spin orbital ψi are given by
412
ni(Tel) =
1
exp[(i − F )/(kBTel)] + 1 , (9.6)
where i is the orbital energy of the spin orbital ψi and F – the Fermi level. Higher temper-
atures may be used in certain cases, e.g., to investigate thermally forbidden reaction pathways
(see Section 9.3.4). In this way, an electronic free energy, including an entropy contribution, is
variationally minimized in the SCC procedure. This should not be confused with a true thermo-
statistical treatment because the Fermi smearing technique is used only as a way to take static
correlation into account.
Expressing the molecular orbitals ψi in Eq. 9.2 as a linear combinations of atom-centered
orbitals (LCAO),117,118
ψi =
NAO∑
µ
Cµiφµ(ζ,STO-mG) , (9.7)
and variational minimization of the energy expression in Eq. 9.2 with respect to the linear
coefficients Cµi leads to the general eigenvalue problem
FC = SC, (9.8)
where F denotes the approximate TB Fock/Kohn-Sham matrix in the AO basis, S is the AO
overlap matrix, and C are the MO coefficients with eigenvalues . For reasons of computational
efficiency and robustness, open-shell systems are treated in a restricted manner by a fractional
occupation of a single set of spatial orbitals (see below). The spherical Slater type AOs φ
are approximated by Stewart’s Gaussian expansions410 with m = 4 − 6 primitives per AO.
They are available up to principal quantum number n = 6 (for l = 2 up to n = 5). The
exponents ζ are element-specific, fitted parameters. A description of the AO basis is given in
Table 9.1. For most main group elements of third and higher rows, which can form hypervalent
electronic structures, an additional single d-polarization function is provided. The same holds
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for earth alkaline metals, which require d-functions in certain bonding situations (e.g., bent MX2
molecules where X is a halogen). Polarization functions on elements H to F do not substantially
improve the results and increase the computational cost considerably (by a factor of 5–10). For
the group IIb elements, Zn-Hg, the d-electrons are not treated as valence (sp-shell only). As we
do not focus on magnetic and electronic spectroscopic properties, the lanthanides are treated as
4d transition metals without explicit consideration of the f-electrons (i.e., all lanthanides have
three valence electrons). This “f-in-core” approximation is rather accurate according to ab initio
pseudo-potential calculations.483 The actinides, for which this approximation is not possible, are
presently not covered.
The matrix elements of the GFN-xTB Hamiltonian are computed similarly to the second- and
third-order SCC-DFTB3 methods411,456,481
〈φµ|F |φν〉 =〈φµ|H0|φν〉+ 1
2
Sµν
∑
C
∑
l′′
(γAC,ll′′ + γBC,l′l′′)p
C
l′′
+
1
2
Sµν(q
2
AΓA + q
2
BΓB), (µ ∈ l(A), ν ∈ l′(B)),
(9.9)
where indices µ and ν label the AOs with corresponding angular momenta l and l′ and the
second sum runs over all atoms C and their shells l′′. The H0 elements are given by
〈φµ|H0|φν〉 =KAB 1
2
(kl + kl′)
1
2
(hlA + h
l′
B)Sµν(1 + kEN∆EN
2
AB)
×Π(RAB,ll′), (µ ∈ l(A), ν ∈ l′(B)),
(9.10)
where kl and kl′ are the well-known “Hu¨ckel” constants taken as free parameters for each angular
momentum (l for A, l′ for B). hlA and h
l′
B are effective atomic energy levels. For s-p interactions
and those with the hydrogen 2s function, two parameters ksp and k2s,H replace the average
1
2(kl + kl′) in Eq. 9.10. The electronegativity difference of the two atoms, ∆ENAB = ENA −
ENB, computed with standard Pauling values modifies the matrix elements with the global
parameter kEN as a coefficient of proportionality. KAB is a scaling constant, which differs from
unity only for a limited number of element pairs. We observed that after the optimization of
element-specific and global parameters, the bond strength between certain elements was slightly
unbalanced, and we introduced eight element-pair specific and intermetallic KAB parameters
(see Table 9.2). We would like to emphasize that we avoided element pair-specific parameters in
general and introduced the ones listed in Table 9.2 to fine tune the accuracy for properties such
as conformational energies, which were significantly improved by reducing the value of KHH .
In our opinion, the element-specific parameters form a reasonably accurate parametrization
suitable for general chemistry and users can customize the Hamiltonian by varying certain KAB
parameters.
Π(RAB,ll′) is a distance and l-dependent function given by:
Π(RAB,ll′) =
(
1 + kpolyA,l
(
RAB
Rcov,AB
) 1
2
)(
1 + kpolyB,l′
(
RAB
Rcov,AB
) 1
2
)
(9.11)
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where Rcov,AB = rcov,A + rcov,B is the covalent distance, rcov is the covalent atomic radius,
484
and kpolyA,l and k
poly
B,l′ are element-specific parameters. Finally, the effective atomic energy levels
of non-metals, hlA, depend linearly on the geometric D3 coordination number, CN ,
133 of atom
A
hlA = H
l
A(1 + kCN,lCNA), (l ∈ A ) (9.12)
where kCN,l are three global scaling parameters for spd-shells. The dependence of the zero-order
Hamiltonian on Π(RAB,ll′), ∆EN and CNA/CNB, with the latter two contributions specific to
our TB scheme and at variance with the widely used DFTB3, introduces more flexibility in
the covalent binding part without the need for element pair-specific parametrization. A larger
∆EN will reduce the extent of “covalent” binding and effectively increase the ionic character
for element pairs with a non-zero ∆EN . The dependence of hlA on the coordination number
CNA changes the energetic gap between the different l shells of atom A. This is of particular
importance for the s and p levels as this affects the hybridization in different bonding situations
(thus the dependency on the CNA).
For the repulsion energy in Eq. 9.1, we employ an atom pairwise potential similar to the one
proposed in Ref. 49.
Erep =
∑
AB
ZeffA Z
eff
B
RAB
e−(αAαB)
1
2 (RAB)
kf
, (9.13)
where Zeff are effective nuclear charges, kf is a global parameter, and α are element-specific
parameters. Zeff are fitted parameters and the optimized values deviate by <20–30% from the
nuclear charge, Z, for most elements. An exception from this general trend are the lanthanides,
for which the difference is about 50%.
The dispersion energy in Eq. 9.1 is computed by the well-established D3 method133 in the
BJ-damping scheme135 without three-body terms (see Ref. 130 for a recent review). The two
short-range damping parameters a1, a2, and also s8 are adjusted to yield good non-covalent
interaction energies and geometries.
Halogen-bonding (XB) interactions are described poorly38 by the point charge approximation
of electrostatic interactions in all standard DFTB schemes. This holds also, e.g., for PM6, for
which corrections have been developed to account for the deficiencies.469,485 We use a pairwise
repulsive correction of a modified Lennard-Jones form
EXB =
∑
XB
fAXBdmp kX
(
1 +
(
Rcov,AX
RAX
)12
− kX2
(
Rcov,AX
RAX
)6)
/
(
Rcov,AX
RAX
)12
, (9.14)
where Rcov,AX = kXR(rcov,A + rcov,X) is an effective covalent distance and kXR and kX2 are
global parameters. The correction takes into account the halogens Br, I, and At, and N or O
atoms are the donors B. The atom A closest to the halogen defines the AXB angle θ. The
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damping function fAXBdmp is given by
fAXBdmp =
(
1
2
− 1
4
cos θAXB
)6
(9.15)
such that the correction vanishes for non-linear arrangements, and the magnitude of the inter-
action is determined by the parameter kX .
The values of 16 global parameters for GFN-xTB, as obtained from a non-linear fit to reference
data (see Section 9.2.2) are gathered in Table 9.2. The roughly 1000 element-specific parameters
for the periodic table up to Z = 86 are listed in the Supporting Information∗. This intermediate
degree of parametrization is typical for many SQM methods, such as PM6408 or MSINDO,317
which rely on element-specific parameters. The KAB values deviating from one are given in
Table 9.2.
The new method is implemented in a standalone general quantum chemical program, called
xtb. It features analytical nuclear gradients, shared memory parallelization, an efficient geom-
etry optimizer486 based on approximate normal coordinates (ANC) from Lindh’s model Hes-
sian,487 molecular dynamics, conformational searches, and reaction path optimization modules.
It has been tested in full protein structure optimizations with up to 3000 atoms, a few hundred
ps dynamics for about 500 atoms, and in single-point computations of the fractional orbital
density (FOD480) of about 10000 atoms. In addition, an efficient and computationally inexpen-
sive solvation model supplemented with analytical nuclear gradients is developed. It is based on
the generalized Born model for the dielectric response of the solvent,488 a term proportional to
the solvent accessible surface area (SA),489 and a short-range hydrogen bonding contribution.
Details of the new solvation model together with applications to (bio)chemical systems will be
provided in a separate publication.490 The complete program can be obtained upon request.491
9.2.2. Parametrization and Technical Details
The parametrization involved the determination of the global parameters in Table 9.2 and the
element-specific parameters. To keep the total number of parameters to a minimum, the values
for the lanthanides were obtained by linear interpolation with the nuclear charge Z, where only
the start (Z = 58, Ce) and end points (Z = 71, Lu) were fitted.
The parameters were determined by a minimization of the root-mean-square deviation (RMSD)
between calculated and reference data using the Levenberg-Marquardt algorithm.419,420 Most
molecular structures were optimized at the PBEh-3c hybrid DFT level,110 which yields very ac-
curate equilibrium (Re) structures for a wide range of systems. PBE0-D3(BJ)/def2-TZVP
111,163
was the reference structure level for the rare gas systems. Global and atomic parameters were
simultaneously optimized for the elements H, C, N, O. The rest of the atomic parameters were
optimized element-wise while keeping all existing parameters fixed.
∗The full supporting information is available online at http://dx.doi.org/10.1021/acs.jctc.7b00118. The detailed
results obtained on the considered test sets (except for the G3/99 and the heat of formation set from Figure 9.6)
are also included in Appendix A7.
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Table 9.2.: Global empirical parameters defining the GFN-xTB method. The parameters are
either dimensionless or in atomic units.
parameter value
ks 1.85
kp 2.25
kd 2.00
ksp 2.08
k2s,H 2.85
kg 2.0
kf 1.5
kCN,s 0.006
kCN,p −0.003
kCN,d −0.005
kEN −0.007
a1(D3) 0.63
a2(D3) 5.0
s8(D3) 2.4
kXR 1.3
kX2 0.44
KHH
a 0.96
KBH
a 0.95
KNH
a 1.04
KPB
a 0.97
KSiB
a 1.01
KNiH
a 0.90
KReH
a 0.80
KPtH
a 0.80
K3d−3d a,b 1.10
K4d/5d/4f−4d/5d/4f a,b 1.20
a Special H0 scaling parameters KAB (see
Eq. 9.10) for certain element pairs and inter
transition metal interactions (for 3d and 4d/5d/4f
block elements).
b K3d−4d/5d/4f = 12 (K4d/5d/4f−4d/5d/4f +K3d−3d).
The fitting for the periodic table was thus continued with the halogens, after which elements
were treated in more or less canonical order while trying to minimize inter-dependencies. About
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50–100 reference data points (see below) were used on average per fitted parameter. The ref-
erence molecules were predominantly of closed-shell character and covered common bonding
situations. The human work time required to parametrize an element, including the generation
of reference molecular structures, was about 1–2 days.
Five types of reference data were employed in the parametrization: a) equilibrium struc-
tures, b) distorted geometries with energies with respect to the equilibrium of a few kcal mol−1,
c) harmonic vibrational frequencies (mainly for small molecules with <10 atoms), d) CM5402
atomic charges, and e) non-covalent interaction (NCI) energies and structures. For a) and b)
a force matching procedure was applied where all atomic force components of the reference
molecule were fitted. This procedure was not sufficient to determine the NCI related param-
eters. Therefore, full structure optimizations were carried out for a few small complexes from
the S22 benchmark set492,493 and the all-atom-structure RMSD from the reference was included
in the fit. Spline-interpolated CCSD(T) data (minima and interaction energies) for the S66x8
NCI benchmark set494 and interaction energies for the L7 set495 were also used. The Mulliken
charge-derived CM5 atomic charges were obtained by GFN-xTB as described previously.477 The
charges were used to stabilize the fit and to detect physically inconsistent parameter sets. Their
relative contribution to the training set RMSD was within about 10% or less, which was smaller
than the contribution of parts a)-c). It was observed during optimization that reasonably ac-
curate charges (mean relative deviation from absolute PBE0/def-TZVP based reference values
<10–20%) were obtained when reference structures and frequencies were described well. All
global parameters in Table 9.2 except those related to halogen bonding were obtained by fit-
ting to the HCNO training set. It comprised about 260 molecules ranging from diatomics to
systems with about 100 atoms. The kXR and kX2 halogen bond parameters were determined
by fitting to energies and forces of the XB18 benchmark set.496 The GFN-xTB harmonic vibra-
tional frequencies were not scaled and were fitted to the corresponding PBEh-3c values scaled
by 0.95.110
We used the TURBOMOLE suite of programs164c, 165,371 (version 7.0) to conduct most of
the ground state DFT calculations and geometry optimizations. For the calculation of the Hir-
shfeld413 based CM5 charges at the PBE0/def-TZVP level the ORCA code48 was used. We
employed standard exchange-correlation functional integration grids (grid2 and finalgrid4 in
ORCA and m4 in TURBOMOLE if not noted otherwise), typical self-consistent field (SCF)
convergence criteria (10−7Eh), and the resolution of the identity (RI) integral approxima-
tion76,167,168 in the DFT calculations.
Calculations for comparisons were conducted with the DFTB+436 (DFTB3435 with the 3OB
parametrization431,497,498), MOPAC16499 (PM6-D3H4X408,468,469), MSINDO317 (version 3.6), and
MNDO99407 (OM2406) codes. The DFTB3 method was used in its self-consistent version, which
we refer to as DFTB3. Other DFTB parametrizations500 comprising some 3d-transition metal
elements501 are available; however, since we are focusing on organic systems, we employed the
3OB parametrization431,497,498 throughout. PM6-D3H4X is applied as implemented (with the
identical keyword) in the MOPAC16 code with the D3 correction in the zero-damping scheme.133,468
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The electronic energies obtained from DFTB3, MSINDO, and OM2 were corrected by the D3133
approach using the rational/Becke-Johnson damping function.134 For clarity, we use the suffix “-
D3(BJ)” for these rationally damped schemes. The same correction is used in GFN-xTB, which
is an integral part of the new method, and therefore no suffix is used here. For MSINDO, we used
the neglect of diatomic differential overlap (NDDO) Hamiltonian and augmented it with the H+
hydrogen bond correction502 (denoted by the “H+” suffix) as implemented in the MSINDO code.
The D3(BJ) and H+ parameters for DFTB3-D3(BJ), OM2-D3(BJ), and MSINDO-D3(BJ)H+
were taken from Refs. 503, 474, and 437, and are listed in the Supporting Information∗. Our
standalone dftd3 code306 was used for the calculations of the D3(BJ) corrections. As in GFN-
xTB, the Fermi smearing technique (Tel = 300 K) was employed in the DFTB3 and MSINDO
procedures, which did not affect energies or structures of most of the systems considered here.
Structures of systems that do not belong to established benchmark sets were compared to PBEh-
3c,110 if not stated otherwise. In these cases, the grid in TURBOMOLE was reduced to m3,
and g-functions were removed from the auxiliary basis sets for the PBEh-3c calculations.
9.3. Results and Discussion
In this section, the performance of the GFN-xTB approach is benchmarked for structures, non-
covalent interaction energies, and conformational energies. Existing SQM methods are assessed
on the same sets and compared to the performance and computational cost of GFN-xTB. The
discussion continues with an exploration of characteristic features of a number of potential
energy surfaces and concludes with a demonstration of the efficiency of GFN-xTB in geometry
optimizations of large chemical systems.
9.3.1. Structures
The geometry optimization of structures is one of the most important tasks for SQM methods,
in particular for large systems, where it becomes prohibitively expensive at a first principles
level such as DFT. We assess the performance of GFN-xTB for the computation of structures
of systems consisting of main group elements and some organometallic complexes.
Organic and Main Group Molecules
We choose ROT34, LB12, and HMGB11 test sets to assess the performance for molecular struc-
tures of systems containing only main group elements. The ROT3477,504,505 set consists of the
experimentally derived rotational constants, Be, of 12 small organic molecules.
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Table 9.3.: Comparison to experimental data of optimized geometries with different semiem-
pirical methods. Relative deviations in the rotational constants of medium sized
molecules (ROT34)a, as well as deviations in the bond lengths of very long in-
tramolecular bonds (LB12)c and covalent bonds of heavy main group elements
(HMGB11)f are considered.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c
ROT34 (deviations in %)a
MRD: 0.4 −1.6b 1.8 1.6b −1.3 −1.4
MURD: 1.1 2.5b 3.1 2.3b 1.5 1.4
SRD: 1.5 2.5b 3.7 2.8b 1.3 1.0
MAXR: 5.8 6.1b 11.7 8.5b 4.6 4.5
LB12 (deviations in pm)c,g
MSD: −10.9 −5.5d −17.6e - - −5.2
MAD: 13.2 20.5d 27.7e - - 14.1
SD: 18.8 30.0d 31.9e - - 23.6
MAX: 55.7 64.2d 74.6e - - 61.1
HMGB11 (deviations in pm)f,g
MSD: −0.5 −3.8 −12.0 - - 5.5
MAD: 3.0 10.1 18.3 - - 5.8
SD: 3.9 17.3 25.7 - - 5.3
MAX: 8.5 42.6 71.7 - - 15.7
a Rotational constants Be (excluding vibrational effects) from Ref. 504 with an estimated reference error of
0.2%.
b Statistical data discarding the isoamyl-acetate for which a wrong conformer is obtained.
c Bond lengths of long bonds as used in Ref. 110.
d Statistical data discarding the transition metal containing systems HAPPOD110 and KAMDOR and . In
both cases, the optimization resulted in cleavage of the metal-metal bond.
e Statistical data discarding the transition metal containing system HAPPOD110 where the optimization
yielded a structure with dissociated (and reordered) ligands.
f Bond lengths of covalent bonds comprising heavy main group elements (nval ≥ 3) as used in Ref. 110.
g The reference bond lengths have an estimated uncertainty of 2 pm possibly resulting from crystal packing
and/or vibrational effects.
MRD=mean relative deviation, MURD=mean unsigned relative deviation, SRD=standard relative deviation,
MAXR=maximum unsigned relative deviation, MSD=mean signed deviation, MAD=mean absolute deviation,
SD=standard deviation, MAX=maximum absolute deviation.
The ROT34 set is a sensitive measure for the accuracy of chemical structures because small
changes in the bond lengths and angles can result in significant deviations from accurately
measured rotational constants. Overestimated values indicate underestimated bond lengths,
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owing to the reciprocal dependence of Be on the moment of inertia. The performance of
GFN-xTB is compared to other dispersion-corrected semiempirical methods, including DFTB3-
D3(BJ),431,435,503 HF-3c,169 MSINDO-D3(BJ)H+,317,437 PM6-D3H4X,408,468,469 and
OM2-D3(BJ),406,474 and the results are listed in Table 9.3. Well-performing density functional
methods, such as PBE0-D3(BJ)/def2-TZVP,104,111,133,134,162,163 yield a mean unsigned relative
deviation (MURD) and standard relative deviation (SRD) of less than 0.5%.77,110,504 The er-
ror obtained for semiempirical methods is naturally larger. The performance of GFN-xTB is
very good, owing partly to the fact that a few systems of this set were part of the training
set. The MURD of GFN-xTB is the lowest one (1.1%), even outperforming HF-3c. There is no
large systematic shift of the bond lengths with a mean relative deviation (MRD) of only 0.4%.
DFTB3-D3(BJ) gives a slightly lower SRD than GFN-xTB at the expense of systematically elon-
gated bonds. This behavior has been discussed before77,110 and is shared by DFTB, (semi-)local
density functionals, and HF-3c. The NDDO-based methods PM6-D3H4X, MSINDO-D3(BJ)H+,
and OM2-D3(BJ) show MURDs and SRDs ≥ 2.5% and give less reliable geometries compared
to DFTB3-D3(BJ), HF-3c, and GFN-xTB.
The LB12110 (a set of 12 molecules each containing a single long bond between two atoms)
and HMGB11110 (11 heavy main group bond) sets are sensitive to the performance for heavier
elements and bonding features that were not included in the training set. The molecules in each
set can be found in Ref. 110 (see Supporting Information for detailed results). We restrict the
comparison to GFN-xTB, PM6-D3H4X, MSINDO-D3(BJ)H+, and HF-3c, which have available
parameters for all elements. The semiempirical methods underestimate the bond lengths in
both LB12 and HMGB11 (see Table 9.3) sets. GFN-xTB produces the smallest mean absolute
deviation (MAD) in both sets (MAD=13.2 pm and 3.0 pm) surpassing PM6-D3H4X, MSINDO-
D3(BJ)H+, and even HF-3c. The GFN-xTB mean signed deviation (MSD) is close to zero
in the HMGB11 set, and the bond lengths in the LB12 set are on average underestimated by
10.9 pm. The errors are systematic because the standard deviation (SD) is the lowest of all
methods (SD=18.8 pm and 3.9 pm). HF-3c performs similarly and only slightly worse than
GFN-xTB (MADs and SDs are larger by 1–3 pm and 1–5 pm). PM6-D3H4X gives two outliers
in the LB12 set, where the metal-metal bond dissociates during optimization, and these values
are excluded from the statistical analysis.
Overall, GFN-xTB performs similarly or even better in all three sets compared to the sig-
nificantly more expensive HF-3c approach. GFN-xTB furthermore has the advantage of being
applicable to transition metals, which we demonstrate in the following subsection.
Transition Metal Complexes
The computation of transition metal and organometallic complex geometries is a challenge for
both single reference QM and SQM methods. As a benchmark for 3d-transition metal systems,
we use a set of 32 complexes with 50 bond distances compiled by Bu¨hl and Kabrede, dubbed
TMC32.506 The complexes are: Sc(acac)3, TiCl4, TiMeCl3, TiMe2Cl2, Ti(BH4)3, VOF3, VF5,
VOCl3, V(NMe2)4, V(Cp)(CO)4, CrO2F2, CrO2Cl2, CrO2(NO3)2, Cr(C6H6)2, Cr(C6H6)(CO)3,
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Table 9.4.: Comparison of calculated and experimental ground state equilibrium bond distances
Re (in pm) for 3d-Transition metal complexes (TMC32)
a.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+
MSD: −2.7 −1.0 −12.7
MAD: 5.1 6.6 12.7
SD: 5.9 10.7 7.4
MAX: 16.5 44.8 28.3
a The set is taken from Ref. 506.
MSD=mean signed deviation, MAD=mean absolute
deviation,
SD=standard deviation, MAX=maximum absolute deviation.
Cr(O)4, MnO3F, MnCp(CO)3, Fe(CO)5, Fe(CO)3, Fe(CO)2(NO)2, FeCp2, Fe(C2H4)(CO)4,
Fe(C5Me5), CoH(CO)4, Co(CO)3(NO), Ni(CO)4, Ni(acac)2, Ni(PF3)4, CuCH3, CuCN, and
Cu(acac)2. OM2-D3(BJ) and DFTB3-D3(BJ) are excluded in the comparison because of missing
parameters, and HF-3c is not considered either due to SCF convergence problems.
Table 9.4 contains the statistical data on the TMC32 set obtained with GFN-xTB, PM6-
D3H4X, and MSINDO-D3(BJ)H+. All methods have a negative MSD indicating underesti-
mated bond lengths. The MSDs and MADs of PM6-D3H4X and GFN-xTB are much smaller
in magnitude compared to MSINDO-D3(BJ)H+. GFN-xTB gives on average slightly shorter
bonds with more systematic deviations than PM6-D3H4X. This good performance of GFN-xTB
is not due to the finite temperature Fermi smearing because orbital occupations remain integral.
TM1 (RMSD=0.05) TM2 (RMSD=0.24) TM3 (RMSD=0.17) TM4 (RMSD=0.94) TM5 (RMSD=0.34)
TM6 (RMSD=1.01) TM7 (RMSD=0.40) TM8 (RMSD=0.30) TM9 (RMSD=0.06) TM10 (RMSD=0.40)
1
Figure 9.1.: Overlay of 10 larger transition metal complex49 structures optimized with PBEh-3c
(transparent cyan) and GFN-xTB (color coded atoms). The root-mean-square-
deviation (RMSD) for an all-atom best fit is given in A˚.
The structures of 10 transition metal complexes49 computed with GFN-xTB and PBEh-
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3c110 as reasonably accurate DFT reference are overlaid in Figure 9.1. The agreement between
both methods is very good with root-mean-square-deviations (RMSDs) ranging between 0.05–
0.40 A˚. Two structures (TM4 and TM6) show larger RMSDs of about 1 A˚ . In TM4, this is
due to rotated phenyl groups. TM6 is a flexible binuclear complex with separate, non-covalently
interacting ligands. The hydrogen bonds between the oxalate and diaminocyclohexane make this
a challenging case. PM6-D3H4X shows smaller RMSDs for TM4 and TM6 (0.51 and 0.54 A˚), but
yields larger RMSDs than GFN-xTB for all the other complexes (see Supporting Information).
Notable cases are TM5 and TM10. Here the RMSDs with PM6-D3H4X are larger by a factor
of four and five, respectively, compared to GFN-xTB. In all complexes, the overall structure of
the transition metal complexes is reproduced by GFN-xTB without significant reorganization
or dissociation.
Together with the TMC32 set (Table 9.4), this shows that GFN-xTB is able to capture the
bonding situations in organometallic systems rather reasonably and significantly better than
NDDO-type methods without being specifically modified for such systems. The Fermi smearing
technique (see Eq. 9.6) also allows the treatment of systems with small HOMO-LUMO gaps,
which are problematic for standard single reference treatments. More detailed tests on transition
metal complexes will follow in a separate paper. We also discuss a few cases where static electron
correlation is important in Section 9.3.4.
9.3.2. Non-Covalent Interactions
Non-Covalent Interaction Energies
A number of test sets to assess the performance of quantum chemistry methods for London
dispersion interactions,130,507 which are missing in mean-field methods like HF and semilocal
DFT, have been developed in the past decade. Here, we apply uniformly all SQM methods
in combination with the atom-pairwise D3(BJ)133,134 correction (D3 with zero damping133 for
PM6-D3H4X) for London dispersion interactions. The SQM methods, however, differ in the way
they account for the electrostatic, Pauli exchange repulsion, and induction interactions, which
contribute together to the total non-covalent interaction. Different approaches to improve the
treatment of hydrogen bonds are also applied. PM6-D3H4X and MSINDO-D3(BJ)H+ use a force
field-type hydrogen bonding potential, and DFTB3 and GFN-xTB incorporate modifications in
the electronic Hamiltonian, such as modified Coulomb interaction for hydrogen atoms in DFTB3
and additional 2s function for hydrogen in GFN-xTB.
The S22492 set consists of 22 non-covalently bound, small size complexes and serves as a
measure for the accuracy of quantum chemistry methods to describe non-covalent interactions
that are dominated by London dispersion and hydrogen bonding. We use the most recent
reference values for association energies.493
Well-performing, dispersion-corrected DFT methods typically give MADs of≤0.5 kcal mol−1.130
HF-3c and PM6-D3H4X provide similar accuracies with no significant systematic deviations (Ta-
ble 9.5). Most of the other studied SQM methods yield MADs close to 1.0 kcal mol−1.
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Table 9.5.: Association energies of non-covalently bound complexes. The sets are S22a and
S12Lb, as well as sets with emphasis on hydrogen bonding, such as the WATER27e,
C15f , and PL24g. Deviations of association energies are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c
S22a
MSD: 1.3 0.3 0.4 0.8 0.7 −0.1
MAD: 1.3 0.6 1.6 0.9 1.0 0.5
SD: 1.1 0.7 2.0 1.2 1.5 0.7
MAX: 3.6 2.1 3.6 3.9 5.0 1.4
S12Lb
MSD: −2.5 −6.0 −7.9 −4.4c −3.6d −3.8
MAD: 7.5 6.8 8.6 4.5c 4.7d 5.3
SD: 9.4 8.5 7.5 4.3c 5.4d 5.5
MAX: 23.2 21.8 19.1 12.8c 13.0d 10.2
WATER27e
MSD: −0.4 0.1 −4.0 0.2 0.1 −4.4
MAD: 1.4 0.9 4.0 0.9 0.8 4.4
SD: 1.9 1.3 3.3 1.2 1.0 4.3
MAX: 6.1 4.2 12.1 4.3 1.9 14.8
C15f
MSD: 2.1 0.7 0.2 1.8 3.9 −3.7
MAD: 2.1 1.3 1.8 1.8 4.1 3.7
SD: 1.5 1.5 2.3 1.2 3.5 2.5
MAX: 5.2 3.6 4.0 4.6 12.5 8.3
PL24g
MSD: −1.7 −7.9 −4.6 - −1.0 1.2
MAD: 3.5 8.2 5.5 - 3.0 1.7
SD: 4.5 7.8 6.1 - 3.8 1.9
MAX: 12.5 23.2 16.7 - 8.8 5.3
a Reference data taken from Ref. 493.
b Reference structures are taken from Ref. 42, while the reference energies are taken from Refs. 130,139.
c Excluding systems 3b and 7a due to missing parameters.
d Excluding system 7a due to missing parameters.
e Reference energies taken from Refs. 508 and 509. Energies are given per water (hydronium/hydroxide)
molecule.
f Charged H-bonded dimers. Reference data taken from Ref. 468.
g 24 protein-ligand interactions with reference data taken from Ref. 510.
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This holds also for GFN-xTB where the deviation indicates a systematic underbinding ten-
dency. GFN-xTB shows the largest relative deviations for pi-stacked structures (see Supporting
Information), such as benzene·cyanide and ethene dimer, which results from the monopole ap-
proximation and the poor description of benzene and ethene quadrupole moments. The NDDO-
based methods PM6-D3H4X and OM2-D3(BJ), and also HF-3c, perform much better for these
systems because of the more accurate electrostatic interactions. GFN-xTB describes rather
well the hydrogen bonded systems with largest deviation observed for the stacked uracil dimer
(3.5 kcal mol−1, 16%) and the best overall performer of GFN-xTB – the formic acid dimer
(>0.2 kcal mol−1, >1%). Therefore, the description of hydrogen bonds facilitated by an addi-
tional s-basis function on hydrogen performs reasonably well. The S22 (or the related S66494)
set was used as a fitting set for most of the considered methods and their performance has to
be assessed for larger system.437
To this end, we use the S12L42 set, which consists of large, experimentally accessible supra-
molecular complexes. The magnitudes of the association energies, derived from experimental
free association energies, are in the range of 20–35 kcal mol−1 for the neutral complexes, and the
values for the charged complexes are significantly larger – about 80 kcal mol−1 for 6a and 6b, and
133 kcal mol−1 for 7a. Complex 7a (see Supporting Information) is excluded from the statistical
analysis for DFTB3-D3(BJ) and OM2-D3(BJ) due to missing parameters for iron. The chlorine
containing complex 3b is also neglected for OM2-D3(BJ) for the same reason. Given that the
S12L energies are close to 5 times larger than the S22 ones, the performance of DFTB3-D3(BJ)
and OM2-D3(BJ) with MADs of 4.7 and 4.5 kcal mol−1 is consistent throughout the two sets.
When the 7a complex is included in the statistics, the average S12L energy becomes 6 to 7 times
larger than the S22 energies. Therefore, the performance of the remaining SQM methods is also
uniform throughout, except PM6-D3H4X and HF-3c, which show somewhat larger deviations
for S12L. GFN-xTB demonstrates the smallest MSD of all methods, which approaches zero if
system 7a is excluded from the analysis. The MAD values indicate consistent deviations for
the S22 and S12L sets. The relatively larger standard deviation of GFN-xTB is due to complex
7a, which is overstabilized by ≈23 kcal mol−1 (14%). If we exclude this system the SD goes
down to 7.2 kcal mol−1. The effect of the monopole approximation is less pronounced for the
more charge delocalized systems of S12L, and neither HF-3c nor the NDDO methods perform
systematically better than GFN-xTB or DFTB3-D3(BJ).
We consider next the association energies of neutral and also charged water clusters. The well
established WATER27 set508 is used for this purpose, including the revised reference energies for
the (H2O)20 subset.
509 Due to the varying cluster sizes, we normalize the association energies
to the number of water (and hydronium/hydroxide) molecules (see Supporting Information).
The electrostatic interactions and hydrogen bonding are very important for these highly polar
complexes. MSINDO-D3(BJ)H+ and the computationally more demanding HF-3c approach
show relatively large systematic overestimation of the binding energy, as the magnitudes of the
MSDs are equal to the MADs throughout. The largest part of these errors result from the subset
of charged clusters incorporating either hydronium or hydroxide. In agreement with Ref. 437,
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DFTB3-D3(BJ) performs best with an MAD and SD less or equal to one. PM6-D3H4X and
OM2-D3(BJ) yield negligibly larger MAD and SD values. The respective values are larger by
about 0.5 kcal mol−1 for GFN-xTB, which performs worse for the anionic clusters. Excluding
these systems from the statistical analysis, GFN-xTB shows similar deviations as PM6-D3H4X
and OM2-D3(BJ) on this subset (MAD and SD of 0.6− 0.7 kcal mol−1).
The C15 set contains charged hydrogen bonded systems. PM6-D3H4X shows the best overall
performance with an MAD of 1.3 kcal mol−1 and a relatively small MSD and SD. OM2-D3(BJ)
gives the smallest SD but with MSD and MAD equal to 1.8 kcal mol−1 is only slightly better
than GFN-xTB. GFN-xTB demonstrates a bit larger systematic deviation, MSD and MAD of
2.1 kcal mol−1, and an error spread that is the same as PM6-D3H4X, and thus the method
describes the hydrogen bonds of charged systems quite well. Overall, NDDO-type methods
perform relatively better than TB methods, especially if hydrogen bonding corrections are used
as in PM6-D3H4X and MSINDO-D3(BJ)H+.
The last organic benchmark set listed in Table 9.5 is the protein-ligand binding motif set
PL24.510 HF-3c gives the smallest MAD of 1.7 kcal mol−1 and the smallest SD. DFTB3-
D3(BJ) ranks second followed by GFN-xTB with an MAD of 3.5 kcal mol−1. The TB methods
demonstrate better accuracy than the NDDO methods PM6-D3H4X and MSINDO-D3(BJ).
PM6-D3H4X, which performs very well on the hydrogen bonded sets, is worse than MSINDO-
D3(BJ)H+ here. The good performance of GFN-xTB on PL24 is very encouraging and justifies
further applications of GFN-xTB to biological systems.
We continue the analysis of the SQM methods accuracy for NCI energies with a few more
challenging and unconventional sets listed in Table 9.6. OM2-D3(BJ) is not included in the
discussion due to missing parameters. The first set is a collection of 3 subsets compiled by
Truhlar and coworkers,511 which contain systems with predominantly dipolar (DI6/04), charge-
transfer interactions (CT7/04), and hydrogen-bonded complexes (HB6/04). This benchmark set
contains the elements F, Cl, and S, apart from the standard elements H, C, N, and O. GFN-xTB
is the front runner here with the smallest MAD and SD of 0.9 and 1.1 kcal mol−1, very close to
“chemical accuracy”. This is remarkable because the magnitudes of the binding energies range
from 1 to 16 kcal mol−1, and no other SQM method tested yields comparable accuracy. For
instance, DFTB3-D3(BJ), which ranks second, shows deviations that are larger by 1 kcal mol−1.
Both TB methods have no systematic deviations, unlike the NDDO methods and HF-3c.
The X40512 set contains 40 halogen bonded systems and presents a challenge to the ap-
proximate electrostatics and element pair-specific parametrization in SQM methods. GFN-xTB
and PM6-D3H4X employ specific correction terms for halogen bonds (see Eq. 9.14), which are
parametrized for related systems. This is reflected by the smallest MSDs of 0.7 kcal mol−1 of
both methods in Table 9.6. MSINDO-D3(BJ)H+, DFTB3-D3(BJ), and HF-3c have
MSDs > 1 kcal mol−1. While the MADs of GFN-xTB and PM6-D3H4X are rather similar,
the latter gives outliers and a relatively large SD of 2.2 kcal mol−1), which is close to the one
of DFTB3-D3(BJ) and HF-3c. GFN-xTB performs best with an MSD, MAD, and SD below
1 kcal mol−1.
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Table 9.6.: Association energies of non-covalently bound complexes, including the HB6/04,
CT7/04, and DI6/04 sets of Truhlar and coworkersa, the X40b set, a set of metal-
organic framework fragment interactions with CO2 (MOF-CO2)
d, and a set of rare
gas·cucurbituril complexes (RG-CBx)e. Deviations of association energies are given
in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ DFTB3-D3(BJ) HF-3c
Non-bonded Interactionsa
MSD: 0.3 6.7 2.5 0.0 2.4
MAD: 0.9 7.1 2.7 1.8 2.8
SD: 1.1 11.2 2.1 2.4 3.1
MAX: 2.1 31.4 6.0 5.9 9.1
X40b
MSD: 0.7 0.7 −1.6c −1.1 −1.2
MAD: 0.9 1.1 2.5c 1.8 1.9
SD: 0.9 2.2 5.0c 2.4 2.3
MAX: 3.7 11.4 21.5c 6.9 6.9
MOF-CO2
d
MSD: 0.5 −0.5 −2.8 - −1.4
MAD: 0.7 0.8 2.8 - 1.4
SD: 0.7 1.0 2.2 - 1.4
MAX: 1.7 2.7 11.8 - 6.3
RG-CBx
e
MSD: −0.1 13.5 (4.1)f - - −8.1 (−0.1)g
MAD: 0.3 14.3 (5.0)f - - 9.8 (2.2)g
SD: 0.3 21.2 (6.0)f - - 18.0 (2.8)g
MAX: 0.6 61.8 (15.2)f - - 52.7 (4.5)g
a This is a collection of subsets: hydrogen bonded (HB6/04), charge-transfer
(CT7/04), and dipole interacting (DI6/04) systems. Reference data taken from Ref.
511.
b Halogen-bonded systems with reference data taken from Ref. 512.
c Excluding iodine containing systems due to missing parameters.
d Interactions between CO2 and metal-organic framework (MOF) fragments. Reference data
taken from Ref. 513.
e Association energies of rare gas atoms with cucurbituril hosts (CB5 and CB6). Reference
structures at the PBEh-3c level and reference energies from counterpoise-corrected
DLPNO-CCSD(T)/def2-QZVPP163,170,175 calculations (data will be published elsewhere).
f Data without krypton containing systems.
g Data without xenon containing systems.
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Thus, shortcomings of the monopole approximation are compensated by the halogen bond
correction in GFN-xTB.
MOF-CO2 is a test set for non-covalent interactions of CO2 with functional groups of metal-
organic frameworks.513 DFTB3 is not tested due to missing parameters for Li and Zn in the 3OB
parametrization.431,497,498 GFN-xTB performs the best here showing the smallest magnitudes
of MSD (together with PM6-D3H4X), MAD, and SD. GFN-xTB shows a slight underbinding
tendency supported by a similar MAD and a small spread of errors. PM6-D3H4X ranks second
with a larger SD, whereas HF-3c and especially MSINDO-D3(BJ)H+ perform worse.
The last set in Table 9.6 contains unpublished results for the non-covalently bound complexes
of rare gas atoms and cucurbituril[x] hosts (x=5,6). The reference energies are obtained by
domain-based local pair natural orbital approximated coupled cluster calculations (DLPNO-
CCSD(T)/def2-QZVPP),163,170,175 including counterpoise correction (more details will be pub-
lished elsewhere). MSINDO and DFTB3 calculations are not discussed due to missing pa-
rameters. The performance of GFN-xTB is exceptionally good with a MSD close to zero and
MAD and SD of only 0.3 kcal mol−1. HF-3c and PM6-D3H4X provide large MADs around
10 kcal mol−1. The largest outliers result from problems for specific elements, krypton for PM6-
D3H4X and xenon for HF-3c. The performance of both methods is improved significantly if we
exclude the corresponding complexes from the statistical analysis. The densely packed cucur-
bituril[5] (CB5) complexes show large errors that indicate systematic errors at short distances
for these element-method combinations. While the reasons for the drastic destabilization of the
krypton complexes with PM6-D3H4X (see Supporting Information) are unclear, the problems
of HF-3c with xenon are attributed to the geometrical counterpoise correction (gCP). Both
methods are outperformed by GFN-xTB, even when the problematic cases are excluded.
Finally, we summarize the performance on all test sets with emphasis on the range of appli-
cability and consistent performance of the methods. In Figure 9.2, we plot the mean unsigned
relative deviation (MURD) of all methods, which parametrization covers all test sets. Conse-
quently, OM2-D3(BJ) and DFTB3-D3(BJ) are not included because even though they perform
well for some sets, they do not have parameters for all elements in the sets. Figure 9.2 indicates
that the 3 remaining methods give similar MURDs, less than 30%, for the first 5 sets, these are
the sets in Table 9.5. GFN-xTB provides MURDs smaller than 30% for the last four sets as well,
which correspond to the sets in Table 9.6. Unlike the consistent accuracy of GFN-xTB for all
test sets, PM6-D3H4X and HF-3c demonstrate larger errors for some of the sets and therefore
are not consistently accurate for NCI energies.
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Figure 9.2.: Mean unsigned relative deviations of the semiempirical methods GFN-xTB (red),
PM6-D3H4X (blue), and HF-3c (gray) on the non-covalent interaction benchmark
sets considered in this work. The deviations are in percent (%).
Structures of Non-Covalently Bound Systems
This section is devoted to the performance of SQM methods for geometries of non-covalently
bound systems. This is of practical significance because SQM methods are likely to be used
for geometry optimizations followed by single-point calculations at a higher level of theory in
a multi-level scheme. Because even HF-3c can become too computationally expensive for such
applications, we focus on the performance of the cheaper SQM methods.
We optimize the dimers of S22492 and give the deviations of the center-of-mass (CMA) dis-
tances in Table 9.7. HF-3c gives the smallest deviations, followed by DFTB3-D3(BJ), which
underestimates the CMA distances on average, and GFN-xTB and PM6-D3H4X show compara-
ble MADs and SDs. In general, methods that perform well for S22 energies provide reasonable
structures, except the outlier OM2-D3(BJ). The vanishing MSD and the small SD of the CMA
distances observed for GFN-xTB suggest that this method produces potential energy surfaces
resembling the high-level reference curves.
Hobza and coworkers have presented a benchmark set, which contains structures of small
isolated peptides with aromatic side chains (P26).514 The relative stabilities of these structures
depend significantly on the intramolecular non-covalent interactions. The average heavy atom
RMSD is the best for DFTB3-D3(BJ) and GFN-xTB, followed by HF-3c. PM6-D3H4X and
OM2-D3(BJ) show larger RMSDs and perform better than MSINDO-D3(BJ)H+. We plot the
heavy atom RMSDs of the individual systems for GFN-xTB, PM6-D3H4X, and DFTB3-D3(BJ)
in Figure 9.3a (see Supporting Information for system abbreviations and results with the other
SQM methods). GFN-xTB produces a few larger RMSDs (>0.2 A˚), which arise from deviations
in the dihedral angle of the aromatic side chains, the case for system 5 (FGG 470). For most
systems, GFN-xTB shows RMSDs that are smaller than the ones of DFTB3-D3(BJ). PM6-
D3H4X gives larger RMSD values, including larger outliers compared to the TB models.
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Table 9.7.: Comparison of structures of non-covalently bound systems. The center-of-mass
(CMA) distances of the S22a complexes and the root mean square deviation (RMSD)
of the heavy atom positions of the small peptides from P26b are compared for fully
optimized geometries. The CMA distances of the S66c complexes are estimated from
cubic spline interpolations of energies computed on the S66x8 set.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c
S22a (CMA distance in pm)
MSD: −5 3 −25 −17 −11 −2
MAD: 15 14 35 26 14 7
SD: 18 21 47 29 16 11
MAX: 50 58 186 66 45 34
P26b (heavy atom position RMSD of small peptides in pm)
RMSD: 12 30 48 28 11 20
S66x8c (CMA distance in %)
MRD: −0.6 0.6 −2.5 −5.0 −2.9 −1.2
MURD: 2.0 2.0 5.3 5.0 3.1 1.2
SRD: 2.7 2.6 6.0 2.7 2.8 1.1
MAXR: 7.0 6.7 14.5 12.4 10.9 4.2
a Reference structures taken from Ref. 492.
b Reference structures are taken from Ref. 514.
c CMA distances determined from cubic spline interpolation (see Ref. 110) based on reference structures and
energies from Ref. 494.
The S66x8494 by Hobza and coworkers has been used to compare non-covalently bound com-
plex equilibrium geometries at high theoretical level. The reference minimum CMA distances
are determined by interpolation from the CCSD(T)/CBS energies. The same procedure is ap-
plied to the computations with the SQM methods, and the statistical results for the comparison
of the equilibrium CMA distances are compiled in Table 9.7 (see Supporting Information for
details). HF-3c performs the best with the smallest MURD and SRD and a slight tendency
to underestimate the equilibrium distances by 1.2%. GFN-xTB and PM6-D3H4X rank sec-
ond, both providing distances with MURDs of 2.0% – PM6-D3H4X slightly overestimating, and
GFN-xTB slightly underestimating the distances. OM2-D3(BJ), which performs quite well for
energies (see Table 9.5), underestimates significantly the distances (−5%) similarly to the per-
formance on S22. Together with the results on ROT34504 (see Table 9.3), OM2-D3(BJ) does
not confer enough accuracy for geometry optimizations in multi-level approaches.
Provided the encouraging performance of GFN-xTB for fast geometry optimizations, we test
the method in a particular multi-level scheme. To this end, we re-optimize the PBEh-3c struc-
tures of the S30L139 supramolecular test set with PM6-D3H4X, DFTB3-D3(BJ), and GFN-xTB,
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Figure 9.3.: a) Root-mean-square-deviations (RMSD) of heavy atom positions relative to the
MP2/aug-cc-pVTZ59,176,177 reference structures for the P26514 peptide benchmark
set. The RMSDs obtained for geometries optimized with GFN-xTB, PM6-D3H4X,
and DFTB3-D3(BJ) are given in red, blue, and gray, respectively. b) Deviations in
the association energies for 30 large non-covalent complexes from S30L139 computed
with PBEh-3c on geometries obtained with the semiempirical methods GFN-xTB,
PM6-D3H4X, and DFTB3-D3(BJ). The deviations are given in kcal mol−1 as the
difference ∆∆E = ∆EPBEh−3c//SQM −∆EPBEh−3c//PBEh−3c.
and after that re-compute single point energies with PBEh-3c. Because the geometries of the
molecular fragments often do not differ much between the free and the associated state, devia-
tions of the association energies, ∆∆E, reflect changes of the intermolecular PES of SQM meth-
ods with respect to PBEh-3c. These deviations are then positive indicating underbinding and
effective cancellation of intramolecular contributions. The results are plotted in Figure 9.3b and
absolute ∆E values can be found in the Supporting Information. The ∆∆E values are mostly
positive, except two negative ∆∆E (systems 11 and 12) for GFN-xTB due to large relaxation of
the pentakis(1,4-benzodithiino)-corannulene host upon binding. In fact, the free host with GFN-
xTB deviates more from the PBEh-3c structure than the bound state leading to the erroneous
stabilization. Apart from this outlier, GFN-xTB gives intermolecular PES that resemble quite
well the PBEh-3c surface (excluding systems 11 and 12 results in MRD=MURD=SRD=9.4%).
The deviations with PM6-D3H4X are roughly twice as large, and the performance of DFTB3-
D3(BJ) is quite good with MRD=13.2%, MURD=13.3%, SRD=11.1%. We note that the results
may be different for other higher level methods and we choose PBEh-3c for the comparison be-
cause similarly to GFN-xTB, the approach is designed to provide geometries and NCIs that are
comparable to the results of dispersion-corrected hybrid-functional calculations in large basis
sets. It is also a sound choice because of the computational cost of the method and the large
system sizes considered. Possible problematic systems can be straightforwardly diagnosed by
comparison of the association energies computed at the SQM geometries with the higher level
method (PBEh-3c) and the SQM method (GFN-xTB). The typical GFN-xTB error is < 30%
for NCI energies (Figure 9.2) and the multi-level PBEh-3c//GFN-xTB approach gives errors
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below 10% for association energies with respect to a full PBEh-3c//PBEh-3c computation. For
system 11 and 12, the ∆E from GFN-xTB//GFN-xTB are −38.8 and −40.5 kcal mol−1 but are
−54.1 and −53.9 kcal mol−1, respectively, with PBEh-3c//GFN-xTB and can be identified as
problematic for the multi-level treatment.
9.3.3. Conformational Energies
SQM methods find applications in the sampling and energetic ranking of conformers, which
are relevant to biophysical chemistry, organic supramolecular chemistry, and organic crystal
polymorph prediction.515 We use a number of well established benchmark sets for conformational
energetics to gauge the performance of GFN-xTB. ACONF516 is a set of conformers of butane,
propane, and hexane, CYCONF517 consists of gas phase conformers of cysteine, PCONF518
contains conformers of a small Phe-Gly-Gly tripeptide, and MCONF519 has 51 conformers of
melatonine. We consider in addition three hairpin conformers of long alkane chains, called
the hairpin set,520 and 46 diuracilphosphate conformers that comprise the UpU46 set521 as an
example for a charged system. The statistical data for all methods are given in Table 9.8, and
details are deferred to the Supporting Information.
The ACONF set tests mainly the balance between repulsive Pauli exchange and attractive
London dispersion interactions and is characterized by relatively small conformational energies
ranging between 0.5 and 5.0 kcal mol−1. The NDDO methods OM2-D3(BJ) and PM6-D3H4X
perform very well for this set showing small MADs and nearly no systematic deviation. The worst
performer is the MSINDO-D3(BJ)H+ method, which strongly overestimates the conformational
energies. The accuracy of GFN-xTB and DFTB3-D3(BJ) is much better than of MSINDO-
D3(BJ)H+, somewhat worse than that of the other NDDO approaches, and on par with the
much more computationally expensive HF-3c. The TB models underestimate the conformational
energies on average with mean signed deviations of −0.7 and −0.8 kcal mol−1, which points to
softer short-range repulsion forces. GFN-xTB and DFTB3-D3(BJ), however, capture correctly
the energetic ordering of the conformers as evidenced by Figure 9.4a, unlike HF-3c, which
exhibits changes in the conformer energetic ordering (see Supporting Information).
CYCONF presents a more difficult test set than ACONF for SQM methods because cysteine
conformational energies are sensitive to the description of electrostatic interactions and hydro-
gen bonds. OM2 lacks parameters for sulfur and is not included in the discussion. The best
performing method is HF-3c showing hardly any systematic deviation and a spread less than
1.0 kcal mol−1. GFN-xTB and DFTB3-D3(BJ) perform the best from the group of the more
empirical models. Both methods underestimate the conformational energies with GFN-xTB
demonstrating slightly better accuracy than DFTB3-D3(BJ). The NDDO methods PM6-D3H4X
and MSINDO-D3(BJ)H+ cannot compete with the accuracy of the TB models on this set.
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Table 9.8.: Comparison of conformational energies computed with different semiempirical meth-
ods relative to high-level reference calculations. The sets are ACONFa, CYCONFb,
MCONFc, and PCONFd from the GMTKN30 benchmark database, and the UpU46e
set and a recently introduced set of 3 large, linear alkanes, called hairpinf . Deviations
in the conformational energies are relative to the lowest energy conformer calculated
at the reference level and are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c
ACONFa
MSD: −0.7 0.0 1.2 0.1 −0.8 −0.9
MAD: 0.7 0.5 1.2 0.2 0.8 0.9
SD: 0.4 0.6 0.6 0.3 0.5 0.4
MAX: 1.4 1.3 2.5 0.8 1.8 1.8
CYCONFb
MSD: −1.2 −2.8 −4.4 - −1.7 −0.3
MAD: 1.4 3.3 4.7 - 1.7 0.7
SD: 1.3 2.7 3.5 - 1.1 0.7
MAX: 2.7 5.5 8.0 - 2.9 1.1
MCONFc
MSD: −1.6 −1.2 −2.6 −2.5 −1.1 −0.3
MAD: 1.6 1.5 2.8 2.6 1.8 0.9
SD: 0.9 1.2 2.3 1.8 1.9 1.1
MAX: 2.7 3.2 7.0 5.4 4.1 2.2
PCONFd
MSD: 2.5 2.5 5.6 0.9 0.6 2.6
MAD: 2.5 2.6 5.7 1.1 1.2 2.6
SD: 1.9 1.8 3.1 0.9 1.4 1.1
MAX: 5.9 6.0 10.0 2.0 2.8 3.6
UpU46e
MSD: −0.1 2.2 1.9 - −0.8 2.7
MAD: 1.4 2.6 2.3 - 1.4 3.0
SD: 1.8 2.3 2.0 - 1.6 2.1
MAX: 5.6 7.0 6.0 - 6.4 6.1
hairpinf
MSD: −0.2 0.6 7.4 0.0 −2.4 −2.9
MAD: 0.2 0.6 7.4 0.2 2.4 2.9
SD: 0.2 0.2 0.6 0.2 0.3 0.3
MAX: 0.4 0.7 8.1 0.2 2.6 3.1
a Reference data taken from Ref. 516. b Reference data taken from Ref. 517.
c Reference data taken from Ref. 519. d Reference data taken from Ref. 518.
e Reference data taken from Ref. 521. f Energetic difference of the folded and linear, all-anti conformer.520
MSD=mean signed deviation, MAD=mean absolute deviation, SD=standard deviation,
MAX=maximum absolute deviation.
176
9.3. Results and Discussion
MCONF tests similar interactions as CYCONF that have a stronger dispersion component
due to the indole residue of melatonine, and lacks 3rd row elements. HF-3c retains the very
good accuracy shown with CYCONF. GFN-xTB, PM6-D3H4X, and DFTB3-D3(BJ) compete
closely for the second best position, whereas OM2-D3(BJ) ranks this time with the worst per-
former, which is MSINDO-D3(BJ)H+. The three second best performers underestimate the
melatonine conformational energies on average, and GFN-xTB shows somewhat larger (MAD
= −1.6 kcal mol−1) but more systematic deviations (SD=0.9 kcal mol−1) in the group.
The best performing methods on the tripeptide PCONF518 set are OM2-D3(BJ) and DFTB3-
D3(BJ) with MADs close to 1 kcal mol−1. HF-3c, PM6-D3H4X, and GFN-xTB rank at the
second place, each of them giving an MAD of about 2.5 kcal mol−1. HF-3c, however, shows
a smaller standard deviation by 1 kcal mol−1 than PM6-D3H4X and GFN-xTB. Because the
conformational energies of this set range from 0 to 2.5 kcal mol−1, the overall accuracy of all
SQM methods is insufficient, which makes this set a challenging test for approximate quantum
chemical methods.
The UpU46521 set contains charged molecules and reference energies that vary from 0.5 to
16.5 kcal mol−1. DFTB3-D3(BJ) and GFN-xTB perform very well for this set with MADs of
only 1.4 kcal mol−1 and MSDs of -0.8 kcal mol−1 and -0.1 kcal mol−1. PM6-D3H4X and HF-3c
are among the worst performers here together with MSINDO-D3(BJ)H+. They systematically
overestimate the conformational energies and show a large spread of 2.6 and 3.0 kcal mol−1.
A more detailed analysis of the individual conformational energies in Figure 9.4b shows that
conformer 36, which contains a hydrogen bond between a phosphate oxygen and a ribose hy-
droxyl group, presents a difficult case. Despite performing similarly to GFN-xTB on average,
DFTB3-D3(BJ) predicts different energetic ordering of the conformers exhibiting an alternative
energetic minimum. This solidifies the leading position of GFN-xTB, which reproduces the trend
of conformational energies with a very small MSD and reasonable MAD.
The hairpin520 set is an extension of ACONF to much larger alkanes. The NDDO meth-
ods OM2-D3(BJ) and PM6-D3H4X are among the front runners again. The performance of
the TB models, however, shows differences. The accuracy of GFN-xTB becomes better than
PM6-D3H4X and approaches the one of OM2-D3(BJ), and the accuracy of DFTB3-D3(BJ) dete-
riorates. HF-3c similarly to DFTB3-D3(BJ) underestimates the relative conformational energies
of the folded, hairpin structures by about 2–3 kcal mol−1. MSINDO-D3(BJ)H+ shows large sys-
tematic errors (>7 kcal mol−1). The small standard deviations of all methods, consistent with
the results on the ACONF set, show that the observed deviations have systematic character and
are due to imbalance of short-range repulsion and long-range dispersion interactions.
In summary, GFN-xTB performs rather well reproducing the trends of the conformational
energies and providing reasonable absolute estimates. A possible application of GFN-xTB is
therefore the conformational sampling of large flexible systems as part of a multi-level scheme
for structure prediction.
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Figure 9.4.: a) Conformational energies of the alkane conformer (ACONF) set computed with
GFN-xTB (red), PM6-D3H4X (blue), and DFTB3-D3(BJ) (gray). The reference
energies from Ref. 516 are given as black dots. b) Conformational energies of the di-
uracilphosphate (UpU46) set computed with GFN-xTB (red), PM6-D3H4X (blue),
and DFTB3-D3(BJ) (gray). The reference energies from Ref. 521 are given as black
dots.
9.3.4. Potential Energy Curves, Thermochemistry, and Other Properties
In the preceding sections, we demonstrated the excellent performance of GFN-xTB for a broad
range of systems for the target properties, molecular structures and non-covalent interaction
energies. In this section, we discuss the performance of GFN-xTB for potential energy surfaces
and their characteristics, such as covalent bond energies, harmonic vibrational frequencies, and
reaction barriers.
We compare the accuracy of GFN-xTB for harmonic frequencies using the systems in the
ROT34,77,504 LB12, and HMGB11110 sets, for which we computed the zero point vibrational
energies EZPV E and free energy (translational, rotational, and vibrational) contributions GTRV
from the nuclear degrees of freedom.
The agreement of GFN-xTB with the PBEh-3c reference is excellent for both EZPV E and
GTRV (see Figure 9.5). GFN-xTB, similar to GGAs, does not require any scaling of the har-
monic frequencies to obtain good agreement with PBEh-3c, which requires scaling by 0.95.
These results suggest that GFN-xTB can be used in multi-level schemes for the computation of
harmonic frequencies.
We tested GFN-xTB on the ISO34522 and ISOL22523 sets, which contain isomerization ener-
gies of organic molecules, yielding MADs of 6.5 and 9.8 kcal mol−1. The performance for ISOL22
is comparable to the dispersion-corrected GGAs BLYP-D3(BJ)99,100 and B97-D3(BJ)103 and in-
ferior to dispersion-corrected hybrid functionals whose MADs are 2–3 times smaller.73,110 The
performance of GFN-xTB for ISO34 is worse compared to dispersion-corrected GGAs with an
MAD around 2 kcal mol−1.73 In passing, we mention that PM6-D3H4X and DFTB3-D3(BJ)
yield smaller MADs of 7.0 and 8.0 kcal mol−1, respectively, for ISO34 and 5.1 and 3.4 kcal mol−1
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Figure 9.5.: Comparison of zero point vibrational energies EZPV E and free energy contributions
GTRV from the translational, rotational, and vibrational degrees of freedom com-
puted with GFN-xTB and PBEh-3c for the ROT34,77,504 LB12, and HMGB11110
systems (GTRV at T = 298.15 K according to Ref. 42). All values are given in
kcal mol−1 and harmonic frequencies from PBEh-3c are scaled by a factor of 0.95.110
For a more condensed representation, the values for the three LB12 systems 2-(1-
diamantyl)[121]tetramantane (DIAD), the FLP, and in,in-bis(hydrosilane) (BHS),
which are significantly larger than 200 kcal mol−1, are not shown here and given in
the Supporting Information.
for ISOL22 (see Supporting Information for detailed results also of other SQM methods). Thus,
these methods, which were parametrized also to energies, perform better for bond energies than
GFN-xTB, but are still less accurate than dispersion-corrected density functionals. GFN-xTB
provides good molecular geometries but in general does not yield very accurate (covalent) ther-
mochemistry and is not recommended for routine reaction energy calculations. However, in
our opinion, this holds for SQM methods in general, because accurate molecular energies are
difficult to obtain even at sophisticated DFT or WFT levels, and the effect of semiempirical ap-
proximations is most severe for covalent bond energies. Hence, SQM methods should rather be
used for rough estimates of covalent thermochemistry or as initial part of multi-level, large-scale
screening applications. Note that this is different for non-covalent interaction energies, which
are of reasonable to good quality as shown above.
For the purpose of standard molecular thermochemistry estimates, we employ a semiempirical
protocol for the computation of standard heats of formation at 298 K (HOF). It introduces
element-specific parameters to correct the computed atomization energy Eat for offsets in the
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atomic GFN-xTB energy levels of atom A, i.e.,
E′at = Eat(GFN-xTB) +
atoms∑
A
δEAel + CNA f
A
el . (9.16)
Here δEAel is an element-specific correction for atom A and f
A
el is an additional element-specific
parameter, which scales a contribution from hybridization, as taken into account via the coor-
dination number CNA. The value of E
′
at is then used as usual to derive the HOF at 298 K by
adding the molecular thermostatistical enthalpy including zero point vibrational contributions.
The empirical parameters δEAel and f
A
el are determined by fitting E
′
at to the G3/99 set
524 of
reference HOF. We note in passing that also for DFTB, the use of additional element-specific
fit parameters for the calculation of heats of formation has been presented,462 while the conven-
tional NDDO-based SQM methods do not apply such corrections.525 Including only the CNA
independent correction leads to an MAD for the G3 set of 12.2 kcal mol−1, while the addition
of the CNA dependent term reduces the deviation to 9.8 kcal mol
−1. This approach is cross-
validated on an independent HOF benchmark set taken from Table 3 of Ref. 526 (only neutral
systems included) and compared to PM6 data (see Figure 9.6).
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Figure 9.6.: Enthalpies of formation for “difficult” molecules (including elements up to chlorine)
computed with GFN-xTB and PM6 along with experimental values (see Ref. 526).
The detailed values are given in the Supporting Information∗.
Both methods employ fully optimized structures. The GFN-xTB approach to HOF is further
simplified by computing not the true GFN-xTB Hessian for the thermostatistical terms but
employing Lindh’s model Hessian,487 which is also employed in the optimizer of the xtb code
(see above), for this purpose. This approximation introduces additional errors of only about
1 kcal mol−1 on average for the G3/99 set of molecules, and it may be beneficial for large-
scale screening applications (our code also allows usage of the GFN-xTB Hessian if this is
preferred). As can be seen from Figure 9.6, GFN-xTB yields HOFs for this rather difficult
set of molecules, which are of comparable quality (MAD=24.9 kcal mol−1) as the ones from
PM6 (MAD=17.2 kcal mol−1). Though not designed for that purpose, the corrected GFN-
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xTB scheme can thus be used to obtain reasonable estimates for molecular thermochemistry.
For example, the MADs obtained with GFN-xTB on the ISO34 and ISOL22 sets decrease by
slightly more than 2 kcal mol−1, if the atomic correction in Eq. 9.16 is included.
We study the behavior of GFN-xTB for covalent bonding to gain further insight. In Figure 9.7,
we give the potential energy curves computed with GFN-xTB for the diatomic molecules H2,
N2, F2, and LiH where we also depict the positions of the minima computed at higher electronic
structure level. The data demonstrate that GFN-xTB describes very well bond lengths in agree-
ment with the results in Section 9.3.1 but the method overestimates significantly the covalent
bond energies. In general it seems very difficult in a SQM context to fit simultaneously covalent
bond lengths and bond energies by varying the fit weights of the properties because focusing the
fit on bonding energies resulted in overestimated bond lengths and vice versa. Related observa-
tions have been recently reported for DFT energies and densities in Ref. 527. This correlation,
however, does not affect the good non-covalent energies because they depend weakly on the H0
part of the TB Hamiltonian.
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Figure 9.7.: a) Potential energy curves for the dissociation of H2, F2, N2, and LiH computed with
GFN-xTB (Tel = 300 K). The points mark the position of the minimum obtained
from high-level calculations for F2,
528 N2,
528 and LiH.529 The H2 reference point is
computed at the FCI/aug-cc-pV6Z//MP2/aug-cc-pV6Z level of theory (this work).
The energies are given relative to the free atoms (S=3/2 for nitrogen, S=1/2 for the
others). b) The potential energy curve for N2 computed at two different electronic
temperatures Tel = 300 K and Tel = 4000 K. The difference in relative energy
from zero at R → ∞ results from the difference in the electronic entropy ∆Sel for
dissociated N2 (S=0) and free atoms (S=3/2).
As is shown in Figure 9.7a, GFN-xTB is able to dissociate molecules correctly. This is made
possible by the finite temperature electron smearing approach, which mimics the incorporation of
static correlation in an independent electron framework. The value of the electronic temperature
controls the amount of electron smearing between the occupied and virtual orbital spaces, and
we use it as a parameter. The curves in Figure 9.7a are plotted with Tel = 300 K, and a N2
curve with a much larger electronic temperature of Tel = 4000 K is also shown in Figure 9.7b.
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It follows from the comparison in Figure 9.7b that Fermi smearing leaves the equilibrium part
of the dissociation curve unaltered. In fact, Fermi smearing dissociates N2 to N atoms with
the correct value of spin, S= 0, and the difference in the dissociation asymptote is completely
accounted for by the change in electronic entropy with temperature, −Tel∆Sel, with respect to
the free atoms, each with spin S=3/2. We include −Tel∆Sel in the electronic energy because
it enforces the correct spin and spatial symmetry and fractional occupations along the curve.
Note that this only holds for a restricted treatment with identical spatial orbitals for the two
spin parts. The downside is, however, that GFN-xTB in the present, restricted version cannot
properly distinguish different spin states (see Ref. 477 for a unrestricted TB treatment). For
Tel > 0 K and degenerate HOMO/LUMO levels, a low spin configuration is always more stable
(larger Sel) than a high spin one.
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Figure 9.8.: a) Potential energy curve for the anthracene dimer formation (Tel = 4000 K). The
energy is given relative to the free anthracene molecules. The frontier molecular
orbitals are plotted at the transition state (TS) geometry as well. b) Potential energy
curve for the conversion of Dewar benzene to Kekule´ benzene (Tel = 14000 K).
The frontier molecular orbitals are plotted at the estimated transition state (TS)
geometry.
The use of Fermi smearing reduces barriers of chemical processes, especially with methods
that underestimate the HOMO-LUMO gap such as GGA DFT functionals and TB methods.
GFN-xTB yields HOMO-LUMO gaps that are only slightly smaller (by 0.2 eV) than the ones
from GGA DFT calculations (see Table A7.26 in the Supporting Information). The use of the
finite temperature technique allows also the investigation of reaction pathways before turning
to computationally demanding multi-reference methods and provides stable scans of the PES
without convergence problems during the SCC step. Two examples of orbital symmetry forbid-
den reaction pathways are given in Figure 9.8. GFN-xTB gives a smooth PES for the thermally
activated (formally forbidden) dimerization of anthracene (Figure 9.8a) with a transition state
region characterized by fractionally occupied HOMO and LUMO orbitals. For the benzene reac-
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tion, the HOMO-LUMO gap is larger, and higher temperature needs to be applied to populate
the relevant levels and to obtain a smooth surface around the transition state geometry.
Since GFN-xTB overestimates bond energies, the method may, however, provide reasonable
reaction energetics at larger electronic temperatures, which effectively lowers the bond energies
(see Figure 9.7b). This will facilitate the implementation of GFN-xTB in QCEIMS530 for the
simulation of electron impact mass spectra in the future.
Finally, the dissociation potential energy curve of the ion pair [BMIM][PF6], which is a typical
ionic liquid, is shown in Figure 9.9. GFN-xTB produces an intermolecular potential energy curve
that agrees very well with the high-level coupled cluster reference suggesting use of the approach
in molecular dynamics studies of ionic liquids.
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Figure 9.9.: Intermolecular potential energy curve for the dissociation of the [BMIM][PF6] ion
pair computed with GFN-xTB (Tel = 300 K) on PBEh-3c geometries. The reference
curve is taken from counterpoise corrected DLPNO-CCSD(T)/TightPNO/aug-cc-
pVQZ single-point calculations.
9.3.5. Known Problems
SQM methods compromise accuracy and computational speed. In a TB method, the sources
of error mainly are self-interaction error, monopole description of the electrostatic interactions,
AO basis set deficiencies, and parametrization errors. Similarly to GGA DFT functionals, TB
methods tend to overestimate the delocalization of electrons and produce too small orbital energy
gaps. In turn, they implicitly include static correlation effects and hence work well for metallic
systems and the dissociation of covalent bonds. At variance from GGAs, the damped Coulomb
law (Eq. 9.4) provides an asymptotically correct (exchange-correlation) potential. The monopole
approximation is a weak part of the approach, and the errors originating from it are difficult
to estimate. From our experience, the accuracy diminishes the more polar and more directional
the electrostatic interactions are. A good example are the halogen bonds, which require an
atom pairwise correction for reasonable performance. Empirical evidence seems to indicate
that strong directional electrostatic effects are somewhat emulated by “covalent” interactions in
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the H0 part, which is reflected by relatively large sp-shell occupations in the transition metal
complexes compared to first principles DFT results.
Approximate electrostatic interactions and/or small AO basis sets may lead sometimes to
qualitatively incorrect molecular geometries. Extensive experience with GFN-xTB in our lab
has singled out the following problematic systems for the new method. Cyclobutane has a
folded, D2d symmetric, non-planar structure (C-C-C-C torsional angle of about 20
◦), which
becomes planar in GFN-xTB and virtually all SQM methods tested. The related and chemically
more relevant case of cyclopentane with a Cs envelope structure is less problematic. The ring
C-C-C-C torsion angle, which is around 40◦ at PBEh-3c (or PBE0-D3/def2-TZVP) level, is
described well by OM2-D3(BJ) (36.5◦), GFN-xTB (35.5◦), and DFTB3-D3(BJ) (34.1◦), while
MSINDO-D3(BJ)H+ and PM6-D3H4X give geometries closer to a planar structure (25.7◦ and
27.5◦). Polyynes are common building blocks in supramolecular structures and their C-C-C
bending potentials determine the shape persistence of these complexes.531 For 1,3-butadiyne,
all methods provide reasonable C-C-C bending potentials with harmonic frequencies around
200 cm−1, close to the PBEh-3c value of 240 cm−1. Problems appear with almost all TB- and
NDDO-type methods for C2F2 (or C2OMe2) yielding bent instead of linear minima. The error
is more or less absent for PM6-D3H4X and less pronounced for GFN-xTB, which provides linear
HC2F (DFTB3-D3(BJ): bent) and a smaller bending angle for C2F2 (21.5
◦ instead of 36.4◦
for DFTB3-D3(BJ)). This problem can only be repaired by parametrization at the expense of
sacrificing accuracy for other hydrocarbons. Another typical example of self-interaction error
is C2 symmetric cis-1,3-butadiene, which has a C-C-C-C torsion angle of 35
◦ at the PBE0-
D3(BJ)/def2-TZVP level. This diminishes to 32◦ at the GGA (PBE) level and essentially to
zero with GFN-xTB and DFTB3-D3(BJ). The OM2-D3(BJ), MSINDO-D3(BJ)H+, and PM6-
D3H4X methods which are closer to HF in character give correctly the non-planar structure
with reasonable torsion angles (29◦, 40◦, and 46◦, respectively).
Related to the self-interaction error problem in (meta-)GGAs and TB methods is the vanishing
gap obtained from gas phase calculations of large polynucleotide, polypeptide chains, or zwitter
ions. This way, the electronic structure of these biologically very important systems is as badly
described as in (semi-)local DFT.532,533 In GFN-xTB this problem is less severe when the GBSA
implicit solvation model490 is applied. For example, without GBSA, GFN-xTB produces a
HOMO-LUMO gap of 0.7 eV for the α-helical Ace(Ala)19NMe oligopeptide (20 peptide units,
geometry taken from Ref. 362). Similar observations have been reported for GGAs.533 GFN-
xTB including implicit GBSA(water) solvation yields a much more realistic gap of 4.5 eV at no
significant additional cost. We thus recommend to always use the GBSA solvation model for
solvated organic and biomolecular systems and in particular as a workaround for zwitterionic
systems where the SCC is otherwise not convergent. We demonstrate the applicability of GFN-
xTB/GBSA for a larger, realistic case in the next section. The theory as well as more detailed
tests on the GBSA approach will be presented elsewhere.490
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9.3.6. Performance for Large Systems
penicilline (RMSD=0.93) decapeptide (RMSD=0.46) vinblastin (RMSD=0.32) taxol (RMSD=0.36)
olestra (RMSD=1.47) FLP (RMSD=0.89) etoposid (RMSD=0.77) vacomycin (RMSD=0.64)
1
Figure 9.10.: Overlay of eight moderately sized, organic molecules. The structures are optimized
with PBEh-3c (transparent cyan) and GFN-xTB (color coded atoms) The root-
mean-square-deviation (RMSD) for an all atom best fit is given in A˚. Hydrogen
atoms bonded to carbon are not depicted for clarity.
In the previous sections, we discussed the accuracy of the GFN-xTB method for standard
benchmark sets containing many small cases, and in the present section, we gauge the speed
and applicability of the method and its implementation in the xtb code to more extended
chemical systems.
We compare GFN-xTB and PBEh-3c structures from a set of relatively large and flexible
organic molecules taken from Ref. 49 in Figure 9.10. To facilitate the analysis, we provide the
all-atom position RMSD below each structure overlay in the same figure. GFN-xTB closely
resembles the PBEh-3c structures for the more rigid molecules like taxol and the compounds
with significant stabilization from hydrogen bonds like the decapeptide. We see larger deviations
for flexible structures, where the PES for dihedral distortions is flat, such as the frustrated Lewis
pair (FLP) with rotating aryl substituents, and olestra, which comprises long aliphatic fatty acid
chains. Olestra, in particular, contains 453 atoms, which makes DFT calculations very time-
consuming; one optimization step with the efficient PBEh-3c method takes about 20 minutes on
16 CPUs, whereas the full GFN-xTB optimization comprising 454 steps takes only 14 minutes
on 4 CPUs. The GFN-xTB geometries are very reasonable and can be used for single-point
calculations or refinements at higher levels of theory.
Systems with several hundreds or thousands of atoms are ubiquitous in biochemistry and
supramolecular chemistry. To demonstrate the applicability of GFN-xTB to such systems, we
185
9. A Tight-Binding Method for Structures, Frequencies, and Non-Covalent Interactions
consider the optimization of a large dodecanuclear organometallic polyhedron [Pd12L24]
24+ com-
prising 1644 atoms,302 where L stands for a chiral (P)-6,6’-dipyridinyl-2,2’-bis(methoxymethoxy)-
1,1’-binaphthyl ligand. We have previously computed the electronic circular dichroism spectrum
of this molecule using only the O-symmetric minimum geometry, for which we could afford a
DFT optimization with the TURBOMOLE program suite.164c, 165,371 Here we show the energy
during the optimization in Figure 9.11 together with an overlay of the final GFN-xTB and initial
HF-3c structures. The number of optimization steps is 133 pointing to a fast convergence for a
system with more than 1600 atoms. Despite the flexibility of the ligands, the all-atom position
RMSD between the GFN-xTB and HF-3c geometry is only 0.74 A˚.
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Figure 9.11.: a) Energy along a full GFN-xTB optimization (133 steps) of the large [Pd12L24]
24+
complex starting from the O-symmetric HF-3c structure. An overlay of the fi-
nal geometry is shown (hydrogen atoms are omitted for clarity) together with
the HF-3c structure (cyan) and the all atom position RMSD. b) Energy along a
GFN-xTB/GBSA(H2O) optimization (550 steps) of the Clostridium pasteurianum
[FeFe]-hydrogenase (PDB ID: 3C8Y) with loose convergence thresholds.534,535 The
entire protein contains 8951 atoms (charge: −23). An overlay of the X-ray (cyan)
and the optimized GFN-xTB geometry is shown for the protein backbone (left)
and the organometallic centers (right). The heavy atom position RMSD is given
below the left overlay.
Finally, we apply GFN-xTB in combination with the GBSA(H2O) solvation model to optimize
an entire [FeFe]-hydrogenase protein complex, which comprises close to 9000 atoms. We took
the initial structure (3C8Y) from the protein data bank (PDB),534,536 removed crystal water
molecules, and added hydrogen atoms537 using the Maestro 11538 program suite. We performed a
combined GFN-xTB/GBSA(H2O) geometry optimization with loose convergence thresholds for
this protein complex. For this protein, which comprises a charge of −23, this optimization with
550 steps took two months on 32 CPUs. We provide a plot of the energy during the optimization
along with an overlay of the initial and final structures in Figure 9.11b. The RMSD of the
heavy atom positions of the obtained structure and the starting X-ray structure is only 0.73 A˚,
which is an indication that the ground state PES of this system is reasonably well described
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with GFN-xTB/GBSA(H2O). The embedded FexSx (x=2,4) clusters complicate the quantum
chemical description of the hydrogenase due a vanishing HOMO-LUMO gap and demand finite
temperature Fermi smearing. The overlay of the inorganic centers in Figure 9.11b affirms the
robustness and consistency of this treatment and the code. Thus, GFN-xTB/GBSA(H2O)
successfully captures the electronic structure of both the organometallic sites and the organic
polypeptide.
9.4. Conclusion
We developed a robust and broadly applicable semiempirical quantum chemical method for the
computation of structures, vibrational frequencies, and non-covalent interactions for molecules
across the periodic table. It is connected to an efficient implicit solvation model (GBSA), which
we intend to publish in the near future, enabling the simulation of bulk electrostatic screening and
molecular surface effects occurring in condensed phases. The size of the typical target system is
around 1000 atoms, and initial tests show that the method can be successfully applied to proteins
with 3000 atoms or more. Although the focus is on bio/organic systems, an advantageous
characteristic of the method is the robust and consistent treatment of inorganic main group and
transition metal complexes. This opens new avenues to the computation of large metallo-protein
structures and exploration of the dynamics of large transition metal complexes. We envision
numerous applications in the future, including and not limited to studies of protein structure,
protein-protein and protein-ligand interactions, and supramolecular complexes ranging from
esoteric molecular machines to giant shape-persistent nano-architectures.
A key premise of the present method is its special purpose character. In our view, low-cost
semiempirical QM methods cannot describe simultaneously very different chemical properties,
such as structures and chemical reaction energies, and the GFN-xTB method (as the name
conveys) focuses on structural properties. The efficiently computed structures and vibrational
frequencies or the conformers obtained from global search procedures can (and should) be used
subsequently for more accurate DFT or WFT refinements. We hope that the method can
serve as a general tool in quantum chemistry and in particular recommend GFN-xTB optimized
structures (and thermostatistical corrections) in a multi-level scheme together with PBEh-3c
single-point energies. Large-scale molecular dynamics, screening of huge molecular spaces (li-
braries), parametrization of force-fields, or providing input for novel machine learning techniques
are obvious other fields of application. A strength of the new approach is that the Hamilto-
nian contains physically interpretable, element-wise parameters, which can straightforwardly be
adjusted to other properties or specific substance classes. Our own current efforts include a
reparametrization for ionization potential and electron affinity calculations for electrochemical
problems and the use of GFN-xTB electronic structure information in an intermolecular po-
tential. We believe that the new method can help bridge different molecular scales by making
possible the consistent computation of reasonable structures and non-covalent interactions for
medium-sized (≤100 atoms) and large chemical systems (up to 10000 atoms) at the same level
187
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In this thesis, different low-cost electronic structure methods for the fast and still accurate
computation of electronic spectra were developed and tested. Particular attention was paid to
the simulation of electronic circular dichroism (ECD) spectra.
Since the accurate simulation of such spectra does not only require the computation of ex-
cited states, but also the proper knowledge about the relevant molecular conformers, a previously
presented thermochemical protocol42 for the computation of free energies in solution has been
applied to study the formation of two supramolecular frustrated Lewis pair (FLP) complexes.
The employed electronic structure method was of particular focus. For the complex of B(C6F5)3
and PMes3, comparison of the computed and experimentally determined association free ener-
gies† revealed the satisfactory performance of dispersion corrected hybrid density functionals.
Though the study was not aimed at computing ECD spectra, the challenge to describe their asso-
ciation correctly in solution is very similar to the problem, which needs to be solved if the spectra
of supramolecular aggregates, such as chiral sensor materials, are to be simulated. Furthermore,
the final ranking of a conformer ensemble in solution can be performed with the same protocol.
Taking into account the performance on established benchmark sets,73 PW6B95-D3112,133,134
and B3LYP-NL106,107,172 together with a quadruple-ζ basis set can be recommended. In par-
ticular, the fast basis set convergence of these mean field approaches in combination with the
fast and accurate D3133,134 dispersion model136 works well and allows their “black box” use,
while the in principle more accurate correlated wave function methods are hampered by the
significantly worse scaling of the computation time with the system size and persisting errors
due to the use of finite basis sets.
Taking into account other related studies,42,73,139,141 the largest uncertainty for these neutral
systems is attributed to the solvation model. For the studied association processes, which in-
volves a large reduction in the solvent-accessible surface area (SASA), the error in the solvation
free energy contribution is estimated to be 2–3 kcal mol−1 by comparison of the two implicit
solvation models SMD189 and the standard 2012 parametrization of COSMO-RS.188,539 This
corresponds to an error of about 10–20% compared to the corresponding electronic energy con-
tribution ∆E. If different arrangements or conformers are to be compared, the SASA changes
only slightly and errors due to the solvation model rarely exceed 1 kcal mol−1 for the FLP
systems considered. Though there definitely is room for improvement, the existing procedure
should be sufficient for the conformer ranking of neutral systems, provided a reliable electronic
structure method is used for the electronic energy contribution. Charged systems are known
to be more problematic,139,140 and further developments will be necessary to improve their
description.
The dominant part of this thesis has been dedicated to the cost-efficient calculation of the
spectra themselves, i.e., the computation of a large number of excited states along with the
respective ECD intensities. In this context, the recently developed simplified Tamm-Dancoff
approximated time-dependent density functional theory (sTDA-DFT) scheme46 was successfully
applied in a collaborative work with the Lu¨tzen group from the University of Bonn to compute
†These values were obtained in a different study from nuclear magnetic resonance (NMR) measurements.45
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the ECD spectra of large palladium(II) metallosupramolecular spheres, each comprising 822 and
1644 atoms, respectively. These spectra provided important support for the formation of the
supposed structures. Furthermore, the sTDA-DFT gives rise to the computation of ECD spectra
for these large systems, which would not be feasible, e.g., with regular time-dependent density
functional theory (TD-DFT).
In line with the approximations employed in the sTDA-DFT scheme, a simplified variant of
TD-DFT, termed sTD-DFT, was proposed. While the density functional response is entirely ne-
glected, the two-electron integrals in the excited state calculation are then simplified by Coulomb
interactions between transition-density monopoles that are damped at short range. The semiem-
pirical damping288–290 introduces one element-specific and three functional-dependent empirical
parameters, which are identical in sTDA-DFT and sTD-DFT. Like sTDA-DFT,46,195 it can in
principle be combined with any kind of global or range-separated hybrid functional. Further-
more, the matrix dimensions are kept small in both treatments by considering only the relevant
singly excited configurations up to a user-specified threshold. As a consequence, the excited state
treatment in sTD-DFT is faster by approximately three orders of magnitude compared to TD-
DFT, but at the same time, the former provides a significantly larger number of excited states.
As for sTDA-DFT, the ground state self-consistent field procedure is now the computational
bottleneck in the sTD-DFT procedure. Since the simplified and original TD-DFT approaches
share the same non-simplified DFT ground state reference, a one-to-one comparison is possible
to exclusively determine the effect of the simplified excited state treatment. It was found that
the accuracy of vertical excitation energies and also of the computed ECD intensities are very
similar to the original methods, thus the introduced errors are negligible for most type of va-
lence excitations. Hence, the presented development has enabled the routine calculation of ECD
spectra for arbitrary molecular systems in the entire UV-Vis spectral range, which coincides
with the computation of several thousand excited states.
The ECD of the recently synthesized [16]helicene and a di-substituted triisopropylsilyloxy
(TIPSO) derivative350 was studied by sTD-DFT. In this particular study, the efficiency of the
sTD-DFT approach was exploited to compute spectra on 100 “snapshots” extracted from a clas-
sical molecular dynamics (MD) simulation. Non-minimum structure effects could be effectively
included by averaging the snapshot spectra without resorting to the cumbersome task of explic-
itly computing the nuclear vibrational contributions of each electronic excitation. While this
study served rather as a proof-of-principle, the presented treatment may be relevant for flexible
systems, in particular if non-minimum structure effects are important.367,540
Though the sTD-DFT marks a significant speed-up compared to TD-DFT, the excited state
treatment is slower than in sTDA-DFT by about a factor of 10. Tamm-Dancoff approximation
(TDA) methods like sTDA-DFT are, however, not gauge-invariant, which erroneously results in
different numerical values if rotatory strengths are computed in the dipole length or in the dipole
velocity formalism.47 This has practical implications, because only the latter form guarantees
origin-independent results for the rotatory strengths. Like regular TD-DFT, sTD-DFT does
not suffer from this deficiency. By exploiting the efficiency of the sTDA-DFT and sTD-DFT
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methods, the effect of the TDA for the ECD was assessed for some larger systems, including the
chiral C76 fullerene and an α-helical oligopeptide. This study revealed a tremendous failure of
TDA methods in the computation of ECD spectra of delocalized pi-systems (e.g., C76). While the
ECD spectra computed in the dipole length form are in good agreement with the ECD spectra
from sTD-DFT‡, the origin-independent dipole velocity formalism yields spectra of opposite
sign, suggesting the presence of the incorrect enantiomer upon comparison with experimental
data. The error could be ascribed to the magnitude of the two-electron integrals in the B matrix
which is neglected in TDA methods. For the oligopeptide, the corresponding integrals are small
and the TDA methods work well.
In order to accelerate the computation of absorption and ECD spectra even further, the rate-
determining DFT ground state treatment has been replaced by a newly developed, purpose-
specific semiempirical extended tight-binding (xTB) treatment. This method is similar to
the well-established density functional tight-binding (DFTB),411 but only employs global and
element-specific parameters and does not perform a full self-consistent field treatment. By in-
cluding diffuse functions to the typically employed minimal basis set, the method is capable of
providing molecular orbital (MO) input that resembles the one from a hybrid DFT treatment,
but at a fraction of the computational time. The orbitals from this xTB treatment then en-
ter the mostly unchanged simplified excited state treatment, as if they were obtained from a
Kohn-Sham DFT calculation. While the self-consistent field treatment for the aforementioned
[16]helicene takes more than one hour at the BHLYP/def2-SV(P)69,163,300 level, the newly de-
veloped xTB treatment takes only two seconds. Hence, the excited state procedure is now the
rate-determining step and combination with the much faster simplified TDA is preferable. In
this context, the so-called A+B/2 correction of TDA eigenvectors has been developed, which
corrects the aforementioned failures of TDA methods at negligible costs. This way, the newly
developed sTDA-xTB scheme can be applied for the ultra-fast calculation of ECD, as well as elec-
tronic absorption spectra. The accuracy of sTDA-xTB for excitation energies is comparable (for
valence states) or even better (for Rydberg states) compared to a TDA-DFT treatment based
on a global hybrid functional with a double-ζ basis set and clearly surpassing other semiem-
pirical quantum mechanical (SQM) methods. The necessity of applying shifts to the computed
spectrum (typically <0.5 eV) to achieve agreement with the experiment is not considered to be
a significant problem. The responsible energetic discrepancy typically originates from neglected
solvation or vibrational effects. Furthermore, shifting is also necessary and common practice in
applications of regular TDA-DFT and TD-DFT. Moreover, an experimental absorption spec-
trum is typically available, which should be used to determine the shift. Compared to DFT
based methods, sTDA-xTB does not suffer from the well-known charge-transfer problem and
for this reason, is expected to provide more consistent results if applied to extended systems.
This should be investigated in the future, with the focus on a consistent performance in the
computation of excited states (and spectra) of small and extended systems.
‡sTD-DFT provides excellent mutual agreement for the rotatory strengths in the dipole length and dipole velocity
form.
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Another purpose-specific extended tight-binding scheme has been developed in analogy to
the one mentioned above. Here, a partially polarized minimal basis set is combined with a self-
consistent field procedure (for simple gradients) including third order charge fluctuations.456 This
GFN-xTB approach is parametrized to provide good molecular geometries, harmonic vibrational
frequencies, and non-covalent interaction energies. Assessment for these target properties shows
that the method is as accurate or more accurate than other competing SQM methods. Due
to the availability of parameters for practically the entire periodic table of elements (Z ≤ 86)
along with the very low cost of this method, it can be used to sample the conformational space
of almost arbitrary molecules with up to a few hundred atoms. The availability of a separately
developed generalized Born implicit solvation model with SASA terms (GBSA)490 furthermore
provides the possibility to carry out such calculations in solution. In addition, the method was
shown to provide ro-vibrational contributions to the free energies in good agreement to the ones
computed with the significantly more elaborate PBEh-3c110 approach. Hence, its usage for this
purpose in a thermochemical protocol (as the one applied to the FLP systems) is obvious.
Another option is to apply GFN-xTB for MD simulations and directly compute spectra on the
snapshots with sTDA-xTB (cf. the aforementioned sTD-DFT//MD study for the [16]helicene).
The immense potential offered by this synergy of the newly developed GFN-xTB and sTDA-
xTB approaches is demonstrated in Figure 9.12. For the large [Pd6{(M)-1}12]12+ complex
(synthesized in the Lu¨tzen group), which has been studied in Chapter 4, the agreement of the
simulated and experimental ECD spectra improves significantly if the sTDA-xTB computation
is carried out on MD snapshots and not restricted to the single O-symmetric geometry.
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Figure 9.12.: ECD spectra of [Pd6{(M)-1}12]12+ (see Chapter 4) computed with the newly devel-
oped sTDA-xTB method (see Chapter 8) on a single O-symmetric minimum struc-
ture and on snapshots from an MD simulation employing the GFN-xTB method
(presented in Chapter 9). See Appendix A8 for details.
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While large parts of the necessary architecture is now available, further testing will certainly
be required in the future to determine an optimal multi-level procedure that is able to find and
correctly weight the relevant conformers. This is a very challenging task as different methods
need to be employed ranging from classical force-fields over to SQM and ab initio QM meth-
ods. In addition, solvation effects need to be included, ideally on equal footing, at all levels of
theory. Due to the non-parallel energy surfaces of the different methods, there remains the risk
of erroneously discarding relevant conformers. This may occur whenever a method is applied
in a single-point fashion (typically a high-level method) on structures that have been optimized
at some other level of theory. In this regard, the problems are quite similar to the ones faced
in the field of crystal structure prediction.515,541 In Section 9.3.2, non-covalent interaction en-
ergies were computed by the PBEh-3c110 composite scheme at its own potential energy surface
(PES) minimum and at the PES minima obtained with SQM methods. Apart from two easily
identifiable and well-understood outliers, employing a GFN-xTB structure introduces errors on
the order of 10%. Hence, those deviations, which are simply due to slightly different geometries,
need to be taken into account as well, whenever conformers are to be re-ranked by a higher-level
method. Obviously, the insights obtained from the above mentioned FLP association study and
the development of the GFN-xTB model are relevant not only for simulating ECD spectra, but
are certainly applicable in general for thermodynamic studies of supramolecular complexes and
possibly even for more quantitative spectroscopy techniques such as nuclear magnetic resonance
(NMR). In fact, NMR spectroscopy can provide useful experimental reference data, such as con-
former populations or equilibrium constants for the formation of supramolecular complexes,12
which can then serve as benchmarks for entire multi-level schemes in the future, starting with
the Lewis structure of the respective compound as input.
All in all, the methodology developed in this thesis sets the stage for routine calculation
of electronic absorption and in particular ECD spectra. The sTDA-xTB approach marks an
almost optimal procedure for the computation of broad range spectra. In critical situations,
cross-checks or refinement by sTD-DFT calculations should still be able in many cases. Since
the former behaves much like its parental approach TD-DFT, the experience obtained from well-
known benchmarks34 for the latter in combination with different density functionals is mostly
transferable to sTD-DFT.
At this point, we should recall the yet unresolved challenges in the computation of ECD
spectra, as stated initially (i.e., point 2 and 3 following the ideas of Schellman):32
2. Feasible electronic structure methods that provide the QM quantity (i.e., excitation ener-
gies and rotatory strengths) need to be developed.
3. ECD signals are highly sensitive to the three-dimensional structure of the molecule. Hence,
the latter needs to be computed accurately. Possibly, different conformers have to be
considered and the individual ECD spectra need to be averaged.
Having the highly efficient and still reliable sTDA-xTB and sTD-DFT methods at hand, it
seems fair to say that for systems with less than 2000 atoms, limitations due to the excited
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state treatment, e.g., due the computational cost or restricted sets of parameters, could be
removed. Consequently, the second point has essentially been solved and for a majority of
rigid compounds§, assignment of the absolute configuration by the ECD spectrum is already
within reach. Due to the extremely low computational cost of the newly developed methods,
in particular of sTDA-xTB, even considering many different conformers does not represent an
obstacle anymore.
Though the third point mentioned above remains an open issue for many chemical systems,
bright prospects to treat more flexible and supramolecular systems also exist here. Since con-
formers can now be sampled by the fast and robust GFN-xTB scheme (including solvation) and
subsequently ranked employing established thermochemistry protocols42 in combination with
dispersion-corrected DFT, the first steps towards a fully automatic ECD procedure are already
taken.
§This holds, if the compound shows sufficiently large ECD intensities in the UV-Vis spectral range. Furthermore,
the ground state wave function needs to be sufficiently well described by a single reference determinant (as in
TD-DFT).
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A1. Supporting Information to Chapter 2
Appendix A1 contains:
• Short-hand notation for integrals
• Definition of operators
• A note on the Slater determinant
Short-Hand Notation
When computing the expectation value of an operator, the operator first acts on a function (to the right
of the operator). Then the overlap of the resulting function with another function is computed, i.e.,
one multiplies by this function from the left and integrates over all variables of electron 1, which are
condensed in the variable 1 here. We exemplify this for an arbitrary one-electron operator Oˆ(r1). The
operator acting only on the Cartesian space variable r1 of the electron 1, this is denoted by
O(iσ)(jτ) =
∫
ψ∗iσ(1)Oˆ(r1)ψjτ (1)d1 =
〈
ψiσ
∣∣∣Oˆ∣∣∣ψjτ〉 = 〈σi | τj〉〈ψi ∣∣∣Oˆ∣∣∣ψj〉 (A1.1a)
= δστ
∫
ψi(r1)Oˆ(r1)ψj(r1)dr1 = δστ
〈
ψi
∣∣∣Oˆ∣∣∣ψj〉 = δστOij . (A1.1b)
Here, we have introduced a short-hand notation for the expectation value or matrix element52 of an
operator Oˆ(r1). Since Oˆ(r1) acts only on the spatial part, the spin part (see Eq. 2.16) can be factorized
and the expectation value reduces to an expectation value over spatial orbitals ψi(r1) and ψj(r1) times
the overlap of the spin function, hence the Kronecker delta δστ . While an operator may in principle act
on all variables, the operators in the Hamiltonian (see Eq. 2.1) at most act on two electron variables
at a time. The Fock operator and all elements thereof act only on one electron and only on the spatial
variables.
The notation introduced above is often called the “bra-ket” notation.52. The “ket” corresponds to
|ψiσ〉 ≡ ψiσ(1) = σiψi(r1) ≡ |σi〉 |ψi〉 , (A1.2)
while the “bra” is corresponds to the complex conjugate
〈ψiσ| ≡ ψ∗iσ(1) = σ∗i ψ∗i (r1) ≡ 〈σi| 〈ψi| . (A1.3)
Whenever the “bra-ket” product is formed, possibly with an operator in between as in Eq. A1.1, the
short-hand notation implies integration over all variables. In case the “ket” denotes a matrix, then the
respective “bra” is given by the adjoint (i.e., complex conjugate of the transposed “ket” matrix).
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Definition of Operators
Terms of the All-Electron Hamilton Operator
Atomic units are used throughout, i.e., all equations are given in terms of the electron mass me, the
elemental charge |e|, the Bohr radius a0, and ~, which is Planck’s constant divided by 2pi. The kinetic
energy operator is given as:
Tˆe ≡
N∑
i
Tˆe(ri) =
N∑
i
∇2i
2
(A1.4)
with
∇2i =
∂2
∂x2i
+
∂2
∂y2i
+
∂2
∂z2i
(A1.5)
and the electron position vector
ri =
 xiyi
zi
 . (A1.6)
The Coulomb interaction operator between the nuclei and the electrons is given by:
Vˆne ≡
N∑
i
Vˆne(ri) = −
N∑
i
Nn∑
A
ZA
|ri − rA| . (A1.7)
The electron-electron Coulomb operator is defined as:
Vˆee ≡ 1
2
N∑
i
Vˆee(ri) =
1
2
N∑
i
N∑
j 6=i
1
|ri − rj | . (A1.8)
The Coulomb interaction between the nuclei is given by:
Enn =
1
2
Nn∑
A
Nn∑
B 6=A
ZAZB
|rA − rB | . (A1.9)
Terms of the Fock Operator
In the following, the elements of the Fock operator acting on an MO ψiσ(1) (see Eq. 2.17) are listed.
The one-electron operator consists of the kinetic energy operator and the nuclear Coulomb interaction
operator
hˆ(r1)ψiσ(1) = σihˆ(r1)ψi(r1) = σi
[
Tˆe(r1) + Vˆne(r1)
]
ψi(r1) . (A1.10)
The Coulomb operator is given by
Jˆjτ (r1)ψiσ(1) = 〈τ |τ〉
∫
ψ∗j (r2)ψj(r2)
|r2 − r1| dr2ψiσ(1)
=
∫
ψj(r2)ψj(r2)
|r2 − r1| dr2ψiσ(1) ≡ Jˆj(r1)ψiσ(1)
(A1.11)
The exchange operator vanishes if the two orbitals i and j describe MOs of different spin
Kˆjτ (r1)ψiσ(1) = δστ
∫
ψ∗j (r2)ψi(r2)
|r2 − r1| dr2ψjτ (1). (A1.12)
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A Note on the Slater Determinant
ΦK(1, 2, · · · ,N) = 1√
N !
N !∑
m
(−1)pm Pˆm
N∏
i
ψiσ(i) . (A1.13)
Another way to express the HF wave function (i.e., the Slater determinant in Eq. 2.15) is given by a sum
over products of one-particle functions.52 Here, the term on the right corresponds to the naturally ordered
product, that is the product of diagonal entries of the matrix corresponding to the Slater determinant.
The preceding sum runs over all N ! possible permutations of electron variables. Pˆm is the permutation
operator, which generates the mth permutation by interchanging the corresponding electron variables.
pm is the number of transpositions (exchange of two-electrons) required to arrive at the naturally ordered
product, which then defines the sign of that respective term in the sum. The expression in Eq. A1.13 is
referred to as an anti-symmetrized product and equivalent to the determinant representation.
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Appendix A2 contains:
• Energy data
Energy data (in a.u.)
Table A2.1.: Electronic energy contributions for the association to FLP 1.
method B(C6F5)3 PMes3 1a 1b
def2-QZVP
B3LYP(a) −2208.39036 −1389.83868 −3598.22025 −3598.22139
-D3 −0.08533 −0.15809 −0.26900 −0.26819
B3LYP(b) −2208.39033 −1389.83860 −3598.21988 −3598.22107
-NL 1.30288 1.02444 2.29963 2.30005
M06 −2208.34668 −1389.77122 −3598.12759 −3598.12799
-D3(0) −0.00738 −0.01570 −0.03466 −0.03423
PW6B95 −2211.84647 −1392.25623 −3604.10433 −3604.10637
-D3 −0.02767 −0.05352 −0.09516 −0.09491
PBE0 −2207.09265 −1389.17201 −3596.26162 −3596.26285
-D3 −0.04486 −0.08587 −0.14919 −0.14884
B2PLYP −2208.34668 −1389.83237 −3598.18389 −3598.18452
-D3 −0.04047 −0.07542 −0.12949 −0.12911
HF −2198.72701 −1382.80809 −3581.52281 −3581.52547
-D3 −0.31955 −0.54275 −0.89079 −0.88886
MP2 −2205.77045 −1387.71245 −3593.50669 −3593.50618
SCS-MP2 −2205.57897 −1387.65853 −3593.25392 −3593.25398
aug-cc-pVDZ
HF −2198.00259 −1382.49161 −3580.49117 −3580.49328
δCP - - +0.00642 +0.00784
MP2corr.
(c) −5.44402 −3.98945 −9.48361 −9.47937
δCP - - +0.02077 +0.01814
aug-cc-pVTZ
HF −2198.55710 −1382.73504 −3581.28255 −3581.28520
δCP - - −0.00014 +0.00185
MP2corr.
(c) −6.68477 −4.71015 −11.43807 −11.43478
δCP - - +0.01272 +0.01100
DLPNO-CCSD(T)corr.
(c) −6.91708 −5.04638 −11.99700 −11.99574
(a) RI-J approximation employed. (b) RI-J-COSX approximation employed.
(c) Only correlation energy is given.
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Table A2.2.: Electronic energy contributions for the association to FLP 2.
method B(C6F5)3 PtBu3 2a 2b
def2-QZVP
B3LYP(a) −2208.39036 −814.71685 −3023.10270 −3023.10295
-D3 −0.08533 −0.08650 −0.19414 −0.18830
B3LYP(b) −2208.39033 −814.71685 −3023.10252 −3023.10285
-NL 1.30288 0.55756 1.83559 1.84225
M06 −2208.34668 −814.73353 −3023.09254 −3023.08640
-D3(0) −0.00738 −0.00774 −0.02456 −0.02302
PW6B95 −2211.84647 −816.00355 −3027.85717 −3027.85296
-D3 −0.02767 −0.02747 −0.06716 −0.06424
PBE0 −2207.09265 −814.37794 −3021.47135 −3021.47011
-D3 −0.04486 −0.04635 −0.10720 −0.10326
B2PLYP −2208.34668 −814.69815 −3023.05193 −3023.04907
-D3 −0.04047 −0.04053 −0.09283 −0.08978
HF −2198.72701 −811.04822 −3009.76855 −3009.76984
-D3 −0.31955 −0.29301 −0.63724 −0.63055
MP2 −2205.77045 −813.50702 −3019.29988 −3019.29307
SCS-MP2 −2205.57897 −813.52699 −3019.12229 −3019.11724
aug-cc-pVDZ
HF −2198.00259 −810.88385 −3008.88722 −3008.88680
δCP - - +0.00595 +0.00520
MP2corr.
(c) −5.44402 −1.99621 −7.48056 −7.47051
δCP - - +0.01603 +0.01268
aug-cc-pVTZ
HF −2198.55710 −811.01031 −3009.56306 −3009.56393
δCP - - +0.00092 +0.00134
MP2corr.
(c) −6.68477 −2.36325 −9.08302 −9.07386
δCP - - +0.00944 +0.00753
DLPNO-CCSD(T)corr.
(c) −6.91708 −2.59207 −9.53486 −9.52940
(a) RI-J approximation employed. (b) RI-J-COSX approximation employed.
(c) Only correlation energy is given.
Table A2.3.: Corrections to the free energy of the association to FLP 1.
B(C6F5)3 PMes3 1a 1b
G298 KRRHO
(a) 0.08987 0.46489 0.57807 0.57839
δG298 Ksolv. (bz)
(b) −0.01221 −0.02349 −0.03627 −0.03757
δG298 Ksolv. (bz)
(c) 0.00150 −0.01488 −0.01200 −0.01214
(a) Ro-vibrational correction (including zero-point vibrational energy) at the HF-3c level.
(b) Obtained from COSMO-RS(2012) with BP86/TZVP.
(c) Obtained from SMD(COSMO) with BP86/def2-TZVP.
Table A2.4.: Corrections to the free energy of the association to FLP 2.
B(C6F5)3 PtBu3 2a 2b
G298 KRRHO
(a) 0.08987 0.33294 0.44555 0.44429
δG298 Ksolv. (bz)
(b) −0.01221 −0.00704 −0.02060 −0.02277
δG298 Ksolv. (bz)
(c) 0.00150 −0.00589 −0.00288 −0.00378
(a) Ro-vibrational correction (including zero-point vibrational energy) at the HF-3c level.
(b) Obtained from COSMO-RS(2012) with BP86/TZVP.
(c) Obtained from SMD(COSMO) with BP86/def2-TZVP.
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Appendix A3 contains:
• Computational Details
• UV-Vis and ECD spectra of the metallosupramolecular spheres
• Dihedral angles of the naphthyl groups of 1 and 2 and their metal complexes
Computational Details
The geometry optimizations and the single-point calculations have been performed on the DFT level
with the TURBOMOLE suite of programs.164a, 165 We exploited the O-symmetry of both complexes
and used the COSMO solvation model ( = 35.7) in both, geometry optimizations and the single-point
calculations.190 In order to speed up the computations of the Coulomb integrals, the multipole-accelerated
resolution of the identity (MARI-J) approximation has been used.166–168,542 The numerical quadrature
grid m4 has been employed for the integration of the exchange-correlation contribution of the density
functional. The SCF convergence criterion was set to 10−6. For the geometry optimizations, we used the
PBE density functional104 along with the split-valence def2-SV(P) basis set of Ahlrichs and coworkers.163
Additionally, the atom pair-wise DFT-D3 (with BJ-damping) correction to account for medium- and long-
range (London) dispersion interactions133,134 was applied. Due to the size of the systems, and since we
are not interested in, e.g., vibrational frequencies, the convergence criterion for geometries was increased
to 10−2 Eh. The geometries were then sufficiently optimized for our purposes of UV/ECD-spectra
computation. We will refer to the method described above as PBE-D3/def2-SV(P). For each complex,
one additional geometry was optimized by applying the methods described above but at the same time,
we included the geometrical counterpoise correction (gCP).264 The calculation of the gCP correction and
its gradient was performed with the stand-alone program, which was developed in our group.306 We will
refer to this structure by PBE-D3-gCP/def2-SV(P). While for [Pd6{(M)-1}12]12+, both optimizations
lead to quite similar geometries, this is not the case for [Pd12{(P )-2}24]24+. Here, the structures differ
significantly, especially in the orientation of the acetal sidechains and the dihedral angles of the pyridinyl
ligands. We consider both structures as two extrema of possible conformations in solution. Due to the
size and complexity of the systems, a further extensive conformational search was impossible.
The two geometries obtained for each complex were used to conduct single-point calculations using
the BHLYP functional69 along with the def2-SV(P) basis set. Even though the high amount of Fock
exchange (50%) will likely cause overestimated excitation energies, we prefer BHLYP over other density
functionals as higher Fock exchange will reduce the typical functional errors in treating charge-transfer
states. Range-separated functionals as an alternative are currently not implemented in TURBOMOLE
but should be applied in the future for such huge systems.
Excitation energies and the spectroscopic data∗ were calculated using the recently published simplified
∗In the computed absorption (plotted in Figures A3.1 and A3.2) and ECD spectra (plotted in Figures 4.6b, A3.3,
and A3.4), the magnitudes of the respective intensities are decreased by a factor of
√
2 and 2, respectively.
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Tamm-Dancoff approximation to TD-DFT (sTDA-DFT).46 The energy cutoff to select the primary con-
figurations (see Ref. 46) was set to 7.5 eV and all configurations with diagonal elements higher than 15 eV
have been neglected completely. The calculated rotatory strengths refer to the length formalism. The
calculated spectrum given in Figure 4.6b (see main text) is then obtained by a 1:1 average of the spectra
obtained on the PBE-D3/def2-SV(P) and PBE-D3-gCP/def2-SV(P) geometries of [Pd6{(M)-1}12]12+
(see Figure A3.4). The same procedure was done for the respective [Pd12{(P )-2}24]24+ geometries and
the resulting spectrum is given in Figure A3.3. In the same manner, we calculated UV-Vis absorption
spectra which are given for both complexes in Figures A3.1 and A3.2. Comparison with the experimental
UV-Vis absorption spectra shows the same shifting of bands as was already observed in the ECD spectra.
This further supports our statement that calculated bands below 250 nm are blue-shifted which needs to
be taken into account when assigning the experimental bands to the calculated ones.
UV-Vis and ECD spectra of the metallosupramolecular spheres
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Figure A3.1.: Experimental UV-Vis spectrum of [Pd6{(M)-1}12](BF4)12 in acetonitrile and simulated
UV-Vis spectra of [Pd6{(M)-1}12]12+.
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Figure A3.2.: Experimental UV-Vis spectrum of [Pd12{(P )-2}24](BF4)24 in acetonitrile and simulated
UV-Vis spectra of [Pd12{(P )-2}24]24+.
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Figure A3.3.: Experimental ECD spectrum of [Pd12{(P )-2}24](BF4)24 in acetonitrile and simulated
ECD spectra of [Pd12{(P )-2}24]24+.
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Figure A3.4.: Experimental ECD spectrum of [Pd6{(M)-1}12](BF4)12 in acetonitrile and simulated
ECD spectra of [Pd6{(M)-1}12]12+.
Dihedral angles of the naphthyl groups of 1 and 2 and their metal complexes
Table A3.1.: Dihedral angles of the two naphthyl groups along the axis of chirality of the “free”
binaphtyl-type ligands (M)-1 and (P )-2 in acetonitrile ( = 35.7) and in the respective
complexes (differences are shown in parentheses).
Method (M)-1 [Pd6{(M)-1}12]12+ (P )-2 [Pd12{(P )-2}24]24+
PBE-D3/def2-SV(P) −120.9◦ −77.0◦ (43.9◦) 112.5◦ 109.5◦ (−3.0◦)
PBE-D3-gCP/def2-SV(P) −120.9◦ −78.5◦ (42.4◦) 112.5◦ 101.7◦ (−10.8◦)
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Appendix A4 contains:
• ECD spectrum of (P )-[11]helicene computed with sTD(A)-ωB97X-D3/def2-SV(P)
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Figure A4.1.: Calculated ECD spectra of (P )-[11]helicene computed with the range-separated
hybrid functional ωB97X-D3. The spectra are obtained from the velocity repre-
sentation of the rotatory strengths (RV ). The black line refers to sTD-DFT and
the dotted blue line to sTDA-DFT. The experimental curve (gray points) has been
redrawn from Ref. 304.
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Appendix A5 contains:
• Technical details of the calculations
• Supplementary figures
– The absorption spectra of [16]H
– ECD intensity versus number of annulated benzene rings
– Individual spectra on MD geometries
Technical Details of the Calculations
The geometries of (P )-[16]helicene ((P )-[16]H) and its derivative with two triisopropylsilyloxy protection
groups (P )-[16]H-tipso were optimized at the efficient PBEh-3c level110 using the TURBOMOLE suite
of programs (v7.0).164c, 165,371 The resolution of the identity approximation with corresponding auxiliary
basis sets was used throughout for the Coulomb integrals76,167,168 and the exchange-correlation energy
was evaluated employing the numerical quadrature grid m4. The structures are given below and were
verified as minima by harmonic frequency calculations. The C2 symmetry of the compounds was used in
all TURBOMOLE calculations.
For the MD runs, a quantum mechanical derived force field (QMDFF)49 was for the helicenes as
well as the solvent molecule (CHCl3) at the same level of theory. The QMDFF parameters were fitted
on the scaled Hessian (by 0.95) obtained at the PBEh-3c level.110 Then for each (P )-[16]H and (P )-
[16]H-tipso, a molecular dynamics (MD) simulation under particle-conserving, isobaric, and isothermal
conditions (NPT) was conducted. The solute was placed in a cubic box with 250 CHCl3 molecules and
periodic boundary conditions were employed. This was done with the QMSIM program.375 The Pauli
repulsion terms were scaled up by a factor of 0.85, since this value yielded the correct experimental
density for a periodic box of 50 CHCl3 at 300 K.
After equilibrating at 300 K, an MD simulation was performed for 0.5 ns with a timestep of 0.5 fs.
All C–H bond lengths are kept constrained during the simulation using the SHAKE algorithm.376,377
A structure was extracted every 5 ps and used for the subsequent simplified time-dependent density
functional theory calculation (sTD-DFT).
The sTD-DFT calculations on both the minimum geometries as well as the structures from the MD
trajectory were performed either on a ωB97X370 or BHLYP (i.e., Becke’s half-and-half functional)69,99,100
reference using a development version of the ORCA program (based on v3.0).48 The def2-TZVP basis
set was used throughout162,163 and the numerical quadrature grid4 was employed.
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Supplementary Figures
The Absorption Spectra of [16]H
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Figure A5.1.: Calculated absorption spectrum of [16]H computed with sTD-ωB97X/def2-
TZVP162,163,370 on the minimum geometry (solid black line) and 100 structures
obtained from a MD trajectory (blue dashed line). Oscillator strengths are broadened by
Gaussians with a full width at 1/e maximum of 0.5 eV (0.35 eV in the MD case) and the
spectra are red-shifted by 1 eV. The experimental absorption spectrum (gray dotted line)
for [16]H-tipso is given as well and taken from Ref. 350.
ECD intensity versus number of annulated benzene rings
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Figure A5.2.: The rotatory strength (velocity representation) in 10−40 erg·cm3 for the ECD dominant
(RV > 100 · 10−40 erg·cm3) transition in the respective lowermost part of the spectrum
of (P )-[5]helicene, (P )-[7]helicene, and (P )-[11]helicene. They are computed by sTD-
ωB97X/def2-TZVP on PBEh-3c structures. For (P )-[16]helicene, this region is dominated
by two transitions (like for (P )-[16]H-tipso, cf. Figure 7.2). The linear regression (root
at the origin) yields a slope of 144.1±6.9 · 10−40 erg·cm3.
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Individual Spectra on MD Geometries
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Figure A5.3.: Overlay of individual absorption (top) and ECD (bottom) spectra computed with sTD-
ωB97X/def2-TZVP162,163,370 on the MD geometries of (P )-[16]H-tipso. The individual
transition strengths are broadened by Gaussians with a full width at 1/e maximum of
0.5 eV and the spectra are red-shifted by 1 eV.
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Figure A5.4.: Overlay of individual absorption (top) and ECD (bottom) spectra computed with sTD-
ωB97X/def2-TZVP162,163,370 on the MD geometries of (P )-[16]H. The individual transi-
tion strengths are broadened by Gaussians with a full width at 1/e maximum of 0.5 eV
and the spectra are red-shifted by 1 eV.
234
A6. Supporting Information to Chapter 8
Appendix A6 contains:
• Supplementary figures
• Wall-clock timings for (s)TD-DFT procedures
Supplementary Figures
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Figure A6.1.: Calculated electronic circular dichroism (ECD) spectrum of α-helical Ace-Ala19-NMe com-
puted with sTD-DFT329 (gray dashed), sTDA-DFT46 (blue dotted), and A+B/2 cor-
rected sTDA-DFT (red solid) based on a BHLYP/def2-SV(P)69,163,300 reference (TPSS-
D3/def2-TZVP geometry105,133,134,162,163 from Ref.362). All spectra are obtained by con-
voluting the rotatory strengths (velocity representation) with Gaussian curves with full
width at 1/e maximum of 0.4 eV and shifted by −1 eV.
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Figure A6.2.: Lewis structures of the systems considered in the computation of the specific rotation at
589 nm (see Figures A6.4 and 8.4b). Note that systems 14 and 15 correspond to different
conformers of the same molecule. The Cartesian coordinates (optimized at the PBEh-3c
level)110 are given below.
MePC2H4 P2H4 CF3COOH Si4H8 saccharin hexatriyne ASS purine dithiacyclohexane
fluorisochinoline bisthiophene c-propenone terpyridine silabenzene B(C6F5)3 corannulene S0904 S2127
acenaphthene proflavin S2408 HCSOH S2153 CT5 S0491 S2084 thioindigo
2
Figure A6.3.: Lewis structures of the systems considered in the cross-check set (see Table 8.5). The
Cartesian coordinates (optimized at the PBEh-3c level)110 are given below.
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puted via sTD-DFT (blue, velocity representation in the sum-over-states expression in-
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Figure A6.5.: Electronic circular dichroism (ECD) spectrum of E-cyclooctene computed by sTD-DFT
(gray dashed), sTDA-DFT (blue dotted), and A+B/2 corrected sTDA-DFT (red solid)
based on a PBE0/TZVP//PBEh-3c reference.
Wall-clock timings for (s)TD-DFT calculations
Table A6.1.: Wall-clock timings t in seconds for the parts and the entire (s)TD-BHLYP/def2-SV(P)
calculation on a (single-core) laptop computer. For sTD-DFT excited state treatments, the
spectral energy range Emax (in eV) considered is also given. Symmetry was not exploited.
molecule number number Emax t / s
of atoms of states /eV SCF TD-DFT
indigo 30 30 - 94 1369
[16]helicene 102 5 - 4044 32007
poly-alanine20 203 5 - 3774 7650
SCF sTD-DFT
indigo 30 71 9 94 1.6
[16]helicene 102 723 9 4044 63
poly-alanine20 203 741 9 3774 32
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Appendix A7 contains:
• Tables with detailed results
• Overlay of 10 larger transition metal complexes optimized by PM6-D3H4X and PBEh-3c
Detailed Results
Table A7.1.: Comparison of computed rotational constants of twelve medium sized molecules to experi-
mentally derived ones (ROT34)a for different semiempirical methods. The values are given
in MHz.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
1 A 4264.6 4190.4 4298.4 4266.8 4250.8 4218.0 4293.9
B 1401.7 1395.0 1423.5 1419.5 1383.1 1380.4 1395.9
C 1134.7 1125.4 1149.7 1151.9 1118.8 1115.8 1130.2
2 A 3130.3 2577.5b 3255.3 2511.1b 3196.4 3172.3 3322.5
B 733.1 869.7b 783.1 979.0b 714.6 715.6 719.8
C 702.8 852.0b 737.2 940.9b 690.8 691.4 698.0
3 A 3067.5 3017.8 3127.5 3151.7 3009.6 2991.7 3071.1
B 1289.1 1306.1 1359.0 1353.4 1251.4 1262.1 1285.0
C 1252.9 1211.8 1215.4 1187.9 1223.1 1207.2 1248.7
4 A 2771.2 2735.0 2823.3 2798.3 2725.0 2710.6 2755.9
B 2682.7 2647.0 2708.1 2688.9 2654.7 2648.5 2675.6
C 2665.2 2608.6 2691.8 2654.6 2637.3 2647.7 2653.3
5 A 2332.9 2272.9 2365.7 2372.4 2299.5 2297.4 2336.9
6 A 1452.7 1374.7 1416.4 1438.4 1432.1 1427.9 1464.2
B 774.9 811.6 826.7 830.0 761.7 756.6 768.2
C 587.2 599.3 602.3 615.8 575.5 572.0 580.6
7 A 1171.6 1167.4 1200.4 1195.8 1164.4 1161.4 1165.7
B 668.3 628.4 628.0 651.2 642.6 657.0 661.2
C 460.5 442.5 448.5 458.1 449.3 454.8 454.0
8 A 1204.6 1145.9 1302.8 1265.1 1204.0 1164.5 1166.3
B 757.9 744.5 764.0 767.0 748.2 749.8 767.6
C 520.5 497.3 532.0 526.4 512.5 504.0 513.0
9 A 878.3 881.1 899.2 900.8 861.0 863.3 862.5
B 744.9 730.5 750.3 752.8 734.7 737.4 754.2
C 513.8 511.7 525.4 527.1 506.1 508.2 513.7
10 A 3074.9 3037.5 3127.3 3072.6 3062.3 3060.6 3086.2
B 727.3 728.0 738.3 738.5 718.7 717.0 723.7
C 684.2 674.6 682.0 695.5 678.4 677.1 685.0
11 A 1449.3 1390.2 1463.5 1476.1 1417.2 1424.6 1432.1
B 823.2 792.9 813.4 821.2 809.0 807.4 820.5
C 689.1 656.9 692.7 695.1 668.6 678.4 679.4
12 A 1500.6 1436.9 1427.4 1493.3 1452.6 1495.6 1523.2
B 1089.9 1049.3 1137.4 1081.8 1066.1 1049.0 1070.5
C 739.9 691.2 732.6 717.6 702.3 710.2 719.9
a Rotational constants Be (excluding vibrational effects) from Ref. 504 with an estimated reference error of 0.2%.
b A different conformer than in the experiment is obtained. Thus this value is neglected in the statistical analysis of the data set presented in the
manuscript.
1: ethynyl-cyclohexane, 2: isoamyl-acetate, 3: diisopropyl-ketone, 4: bicyclo[2.2.2]octadiene, 5: triethylamine, 6: vitamin C, 7: serotonine, 8: aspirin,
9: cassyrane, 10: proline, 11: lupinene, and 12: limonene.
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Table A7.2.: Untypically long intramolecular bonds (LB12)a obtained by geometry optimizations with
different semiempirical methods in comparison to experimental values. The values are given
in pm.
system bond GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ HF-3c ref.
DIAD C–C 167.3 165.8 162.5 166.3 171
FLP P–B 210.2 214.4 197.6 209.9 212
DTFS Si–N 207.3 276.6 235.1 271.6 227
MESITRAN Si–N 226.7 212.4 273.3 233.1 245
S2+8 S–S 230.3 221.8 211.4 224.8 286
HAPPOD Rh–Cr 308.2 555.5b 265.3b 311.4 308
KAMDOR Os–Cr 313.1 414.6b 275.6 300.5 310
PP C–C 312.6 324.6 313.7 307.8 312
BRCLNA Br–Cl 305.7 305.7 273.9 311.0 313
C2Br6 Br–Br 340.3 344.5 322.5 345.1 342
RESVAN S–S 382.5 397.9 360.6 399.2 419
BHS Si–Si 452.8 450.9 460.8 445.2 443
a Reference bond lengths of long bonds as used in Ref. 110.
b Bonds are dissociated and/or replaced by other bonds. Thus, this value is neglected in
the statistical analysis of the data set presented in the manuscript.
Table A7.3.: Covalent bonds of heavy main group elements (HMGB11)a from experiment and computed
with differend semiempirical methods. The values are given in pm.
system bond GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ HF-3c ref.
Cl2 Cl–Cl 201.1 198.0 192.7 203.7 198.8
S2H2 S–S 206.1 206.6 198.0 212.2 205.5
P2Me4 P–P 218.9 221.7 212.9 222.7 221.2
Br2 Br–Br 230.3 232.8 223.8 229.7 228.1
Se2H2 Se–Se 230.7 241.3 223.8 233.6 234.6
Ge2H6 Ge–Ge 232.5 248.8 233.0 244.2 241.0
As2Me4 As–As 242.5 242.4 238.1 242.2 242.9
Te2Me2 Te–Te 267.6 236.0 196.9 280.1 268.6
Sn2Me6 Sn–Sn 280.4 235.0 290.7 287.6 277.6
Sb2Me4 Sb–Sb 278.6 293.7 236.4 288.6 281.8
Pb2Me6 Pb–Pb 293.6 290.1 309.4 303.7 288.0
a Reference bond lengths are the same as used in Ref. 110.
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Table A7.4.: Covalent bonds in transition metal complexes (TMC32)a from experiment and computed
with differend semiempirical methods. The values are given in pm.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ ref.
1 202.5 211.3 197.4 207.6
2 213.4 217.8 207.5 216.9
3 206.4 195.3 196.4 204.7
4 213.4 216.4 207.8 218.5
5 206.0 197.2 196.6 205.8
6 214.0 213.3 208.5 219.6
7 232.4 210.7 213.8 217.5
8 181.9 166.5 194.7 198.4
9 154.5 156.3 155.4 157.0
10 163.7 173.9 163.4 172.9
11 169.2 174.1 164.9 173.4
12 167.9 173.4 163.8 170.8
13 153.3 155.8 154.5 157.3
14 211.0 217.0 204.6 213.8
15 182.9 185.2 176.3 187.9
16 182.7 200.3 179.0 196.3
17 152.5 158.6 154.9 157.4
18 159.8 160.4 163.5 171.9
19 153.1 159.8 154.6 157.7
20 203.5 195.9 204.6 212.2
21 152.8 157.7 155.4 158.4
22 179.8 196.4 180.1 195.4
23 217.2 220.9 205.9 215.0
24 228.6 228.3 210.5 220.8
25 183.4 184.6 176.3 186.3
26 168.5 168.6 164.7 175.0
27 155.0 159.7 152.1 158.6
28 163.9 171.7 161.7 172.4
29 217.0 218.8 203.6 214.7
30 180.6 181.0 167.3 180.6
31 178.4 178.3 159.6 182.9
32 178.1 176.7 156.4 181.0
33 193.4 186.7 180.0 193.8
34 210.6 206.8 194.1 212.3
35 182.4 175.4 162.7 187.2
36 160.8 159.6 145.4 167.4
37 206.5 205.9 189.3 206.4
38 213.9 221.2 192.1 211.7
39 177.5 226.3 156.1 181.5
40 178.5 171.1 160.8 180.6
41 239.6 222.8 238.9 237.7
42 179.3 179.3 153.5 181.8
43 160.0 159.8 139.9 165.8
44 181.3 212.7 155.4 183.0
45 179.7 181.3 158.5 182.5
46 185.8 185.4 173.9 187.6
47 211.1 220.8 199.6 209.9
48 198.9 193.3 174.3 188.4
49 190.5 180.4 167.7 183.2
50 199.0 188.2 179.1 191.4
a Reference bond lengths are from Ref. 506.
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Table A7.5.: Association energies of 22 non-covalently interacting systems (S22)a computed with differ-
ent semiempirical methods. The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
1 -1.77 -3.82 -0.35 -2.51 -1.64 -2.64 -3.13
2 -4.76 -4.86 -6.47 -4.53 -4.71 -5.93 -4.99
3 -18.59 -18.22 -18.41 -14.84 -18.68 -18.05 -18.75
4 -14.50 -16.88 -13.77 -14.35 -15.07 -15.47 -16.06
5 -17.28 -18.51 -17.41 -19.39 -18.15 -20.75 -20.64
6 -14.40 -16.33 -13.63 -13.31 -12.65 -18.07 -16.93
7 -14.15 -15.51 -14.53 -13.51 -11.71 -17.27 -16.66
8 -0.39 -0.70 -0.45 -0.45 -0.68 -0.56 -0.53
9 -0.38 -1.07 -0.43 -1.49 -1.56 -1.73 -1.47
10 -1.04 -1.54 -1.68 -1.42 -1.66 -1.57 -1.45
11 -3.26 -2.96 -5.82 -2.49 -3.74 -3.47 -2.65
12 -3.52 -4.81 -6.67 -4.50 -4.43 -4.64 -4.25
13 -8.54 -9.14 -9.33 -9.29 -9.16 -8.40 -9.80
14 -4.33 -4.03 -8.08 -3.42 -5.37 -4.82 -4.52
15 -9.95 -10.76 -13.07 -10.89 -11.81 -10.43 -11.73
16 -0.91 -1.05 -1.00 -1.64 -1.33 -1.64 -1.50
17 -1.65 -3.30 -2.40 -3.54 -3.08 -3.52 -3.27
18 -1.28 -2.67 -1.96 -2.54 -2.21 -2.54 -2.31
19 -0.98 -2.84 -2.56 -4.53 -3.25 -3.92 -4.54
20 -1.82 -2.37 -2.67 -2.83 -2.55 -2.82 -2.72
21 -3.03 -4.75 -3.10 -5.26 -4.67 -5.57 -5.63
22 -6.05 -7.42 -7.64 -6.28 -6.09 -7.98 -7.10
Reference energies taken from Ref. 493. Structures taken from Ref. 492. Running number as in Ref. 130.
1: ammonia dimer, 2: water dimer, 3: formic acid dimer, 4: formamide dimer, 5: uracil dimer, 6: 2-pyridoxine · 2-aminopyridine, 7: adenine · thymine,
8: methane dimer, 9: ethene dimer, 10: benzene · methane, 11: benzene dimer, 12: pyracine dimer, 13: uracil dimer, 14: indole · benzene,
15: adenine · thymine (stack), 16: ethene · ethine, 17: benzene · water, 18: benzene · ammonia, 19: benzene · cyanide, 20: benzene dimer,
21: indole · benzene (T-shape), 22: phenol dimer.
Table A7.6.: Association energies of 12 large non-covalently host-guest systems (S12L)a computed with
different semiempirical methods. The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
2a TCNA@tweezer -21.97 -28.83 -30.87 -32.28 -28.62 -30.89 -29.0
2b DCB@tweezer -14.51 -18.63 -22.54 -20.47 -19.88 -21.26 -20.8
3a 3c@pincer -21.36 -25.25 -33.67 -27.15 -25.79 -24.91 -23.5
3b 3d@pincer -16.52 -19.18 -24.80 – -18.79 -19.22 -20.3
4a C60@catcher -33.02 -27.66 -46.60 -32.72 -36.37 -37.37 -28.4
4b C70@catcher -34.86 -29.13 -47.88 -33.68 -38.06 -39.25 -29.8
5a GLH@mcycle -25.18 -39.73 -29.45 -36.47 -31.14 -28.56 -33.4
5b BQ@mcycle -20.49 -29.11 -25.24 -26.67 -23.09 -20.46 -23.3
6a [BuNBH4@CB6]1+ -94.76 -104.03 -91.02 -94.98 -95.17 -92.41 -82.2
6b [PrNH4@CB6]1+ -90.49 -101.22 -84.26 -91.20 -89.88 -88.76 -80.1
7a [FECP@CB7]2+ -155.87 -145.21 -151.78 – – -142.82 -132.7
7b ADOH@CB7 -28.42 -31.39 -34.93 -23.84 -28.22 -27.61 -24.2
a Structures are taken from Ref. 42, reference energies from Ref. 130.
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Table A7.7.: Association energies of 19 non-bonded systemsa computed with different semiempirical
methods. This is a collection of the HB6/04, CT7/04, and DI6/04 sets. The values are
given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ DFTB3-D3(BJ) HF-3c ref.
(H2S)2 -2.34 -1.47 -1.10 -1.94 -0.84 -1.66
(HCl)2 -1.89 -1.26 -0.61 -1.65 -0.66 -2.01
HCl · H2S -4.80 -1.59 0.20 -2.29 -1.92 -3.35
CH3Cl · HCl -2.40 -1.92 -0.75 -2.19 -1.38 -3.55
HCN · CH3SH -1.52 -2.12 -2.41 -1.50 -1.75 -3.59
CH3SH · HCl -5.10 -1.93 0.49 -2.75 -2.50 -4.16
C2H4 · F2 -1.08 -0.08 -1.33 -0.61 0.43 -1.06
NH3 · F2 -2.08 0.57 4.15 0.07 7.33 -1.81
C2H2 · ClF -2.25 -0.44 -1.74 -0.29 4.44 -3.81
HCN · ClF -3.54 23.90 -0.18 -6.91 -7.11 -4.86
NH3 · Cl2 -3.92 26.48 -4.37 -9.09 -1.78 -4.88
H2O · ClF -5.01 23.51 0.55 -11.24 -1.54 -5.36
NH3 · ClF -12.25 8.84 -5.31 -13.90 -2.35 -10.62
(NH3)2 -1.77 -4.21 -0.86 -1.82 -2.80 -3.15
(HF)2 -4.21 3.01 -3.26 -4.40 -3.50 -4.57
(H2O)2 -4.89 -5.13 -5.33 -4.82 -5.66 -4.97
NH3 · H2O -6.47 -7.71 -6.91 -4.08 -7.96 -6.41
(HCONH2)2 -12.97 -15.06 -11.39 -13.57 -12.23 -14.94
(HCOOH)2 -17.44 -17.46 -12.32 -17.16 -14.31 -16.15
Reference data taken from Ref. 511.
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Table A7.8.: Interaction energies of the X40a set computed with different semiempirical methods. The
values are given in kcal mol−1.
# system GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ DFTB3-D3(BJ) HF-3c ref.
1 CH4 · F2 -0.31 0.01 -0.57 -0.30 0.38 -0.49
2 CH4 · Cl2 -0.53 -1.32 -1.31 -1.02 -0.50 -1.08
3 CH4 · Br2 -0.39 -1.98 -3.15 -0.63 -1.71 -1.30
4 CH4 · I2 -0.64 -2.04 – -0.98 -2.27 -1.34
5 CH3F · CH4 -0.38 -0.79 -0.66 -0.74 -0.39 -0.75
6 CH3Cl · CH4 -0.57 -1.38 -0.82 -1.35 -0.72 -0.98
7 CHF3 · CH4 -0.58 -0.62 -1.22 -0.80 0.02 -0.69
8 CHCl3 · CH4 -1.29 -1.65 -1.97 -2.50 -0.50 -1.14
9 CH3F dimer -1.88 -0.53 -1.94 -2.08 -0.49 -1.65
10 CH3Cl dimer -0.98 -1.45 -2.27 -1.41 -0.76 -1.34
11 C6H3F3 · C6H6 -3.47 -3.94 -6.49 -5.06 -4.49 -4.40
12 C6F6 · C6H6 -3.97 -5.00 -7.47 -6.82 -5.74 -6.12
13 CH3Cl · CH2O -0.43 -0.61 -0.84 -2.55 -0.09 -1.17
14 CH3Br · CH2O -1.72 -1.45 -2.84 -3.73 -3.10 -1.72
15 CH3I · CH2O -2.73 -2.13 – -5.37 -6.87 -2.38
16 CF3Cl · CH2O -1.05 -1.68 -1.03 -5.93 -1.63 -2.25
17 CF3Br · CH2O -3.37 -2.70 -4.82 -6.01 -6.34 -3.10
18 CF3I · CH2O -4.53 -4.22 – -7.59 -10.97 -4.08
19 C6H5Cl · C(CH3)2O -0.45 -1.22 -0.07 -4.60 -0.59 -1.49
20 C6H5Br · C(CH3)2O -2.39 -2.55 -2.21 -5.48 -4.86 -2.42
21 C6H5I · C(CH3)2O -3.87 -3.44 – -7.37 -9.77 -3.46
22 C6H5Cl ·N(CH3)3 -0.93 -1.66 -0.91 -7.73 -1.64 -2.12
23 C6H5Br ·N(CH3)3 -3.77 -3.96 -6.96 -9.29 -7.01 -3.78
24 C6H5I · N(CH3)3 -5.25 -5.64 – -12.30 -11.98 -5.80
25 C6H5Br · CH3SH -2.51 -0.78 -4.13 -3.34 -2.40 -2.31
26 C6H5I · CH3SH -3.24 -3.10 – -4.81 -4.64 -3.08
27 CH3Br · C6H6 -1.20 -2.61 -4.36 -3.27 -3.17 -1.82
28 CH3I · C6H6 -1.60 -3.48 -21.27 -3.83 -5.97 -2.49
29 CF3Br · C6H6 -1.58 -3.64 -6.29 -4.27 -5.18 -3.11
30 CF3I · C6H6 -2.15 -5.02 -25.42 -4.84 -9.28 -3.91
31 CF3OH · H2O -9.31 -8.49 -12.86 -9.01 -11.96 -9.67
32 CCl3OH · H2O -8.58 -9.72 -11.80 -9.11 -12.40 -10.41
33 HF · CH3OH -7.77 -3.71 -8.41 -8.58 -9.72 -9.59
34 HCl · CH3OH -4.51 -5.94 -6.92 -7.79 -7.25 -6.30
35 HBr · CH3OH -1.61 -5.51 -5.83 -5.45 -7.52 -5.35
36 HI · CH3OH -0.83 -5.08 – -4.94 -7.22 -3.97
37 HF · N(CH3)H2 -14.10 -2.93 -10.62 -7.38 -13.04 -14.32
38 HCl · N(CH3)H2 -10.21 -8.26 -9.55 -8.62 -13.10 -11.42
39 CH3OH · CH3F -3.04 0.86 -2.98 -3.44 -2.64 -3.90
40 CH3OH · CH3Cl -2.96 -2.25 -2.18 -2.32 -1.34 -3.78
a Structures and reference energies from Ref. 512.
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Table A7.9.: Interaction energies of water clusters (WATER27a set) computed with different semiem-
pirical methods. The values are given in kcal mol−1per water (and hydronium/hydroxide)
molecule.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
H2O2 -2.39 -2.59 -3.21 -2.19 -2.44 -2.97 -2.50
H2O3 -4.88 -5.00 -5.29 -4.41 -4.92 -5.61 -5.27
H2O4 -6.07 -6.56 -8.12 -6.21 -6.48 -8.06 -6.85
H2O5 -6.20 -6.80 -9.26 -6.60 -6.75 -8.66 -7.18
H2O6 -7.56 -7.61 -8.61 -6.91 -7.48 -8.59 -7.67
H2O6c -7.22 -7.50 -8.52 -6.74 -7.32 -8.59 -7.63
H2O6b -6.79 -7.27 -9.17 -6.81 -7.15 -8.84 -7.55
H2O6c2 -6.30 -6.89 -10.16 -6.95 -7.02 -9.06 -7.38
H2O8d2d -8.52 -9.01 -10.42 -8.12 -8.74 -10.34 -9.07
H2O8s4 -8.53 -8.98 -10.42 -8.13 -8.72 -10.32 -9.07
H2O20 -8.84 -9.79 -12.57 -8.89 -9.31 -11.61 -10.01b
H2O20fc -10.06 -10.36 -11.90 -9.35 -10.22 -11.61 -10.63b
H2O20fs -9.87 -10.35 -12.55 -9.44 -10.13 -11.77 -10.75b
H2O20es -9.85 -10.32 -12.57 -9.45 -10.16 -11.92 -10.89b
H3O+H2O -16.60 -14.23 -25.00 -17.86 -15.27 -25.75 -16.75
H3O+H2O2 -18.11 -16.62 -27.25 -19.10 -17.47 -26.91 -18.97
H3O+H2O3 -18.15 -17.04 -26.72 -18.96 -17.83 -26.02 -19.12
H3O+H2O63d -16.11 -15.77 -21.66 -16.05 -15.50 -20.93 -16.83
H3O+H2O62d -15.69 -15.55 -22.25 -16.27 -15.53 -21.51 -16.41
OH−H2O -19.45 -17.54 -25.40 -17.64 -15.17 -28.15 -13.30
OH−H2O2 -20.01 -18.12 -26.13 -18.14 -17.68 -28.71 -16.13
OH−H2O3 -19.83 -18.48 -25.10 -17.91 -18.13 -27.86 -16.90
OH−H2O4c4 -19.26 -17.64 -23.18 -17.07 -18.22 -25.71 -16.96
OH−H2O4cs -19.45 -18.07 -23.11 -17.08 -18.17 -25.60 -16.96
OH−H2O5 -19.14 -17.21 -21.02 -16.28 -18.07 -23.97 -16.78
OH−H2O6 -18.43 -17.00 -20.35 -15.82 -17.49 -23.21 -16.53
H3O+H2O6OH− -5.36 -2.64 -6.11 -2.64 -3.87 -5.14 -3.56
a Reference energies from Ref. 508.
b Reference energies from Ref. 509.
Table A7.10.: Interaction energies of 15 charged H-bonded systems (C15)a computed with different
semiempirical methods. The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
CH3COO− · CH3NH2 -9.715 -12.041 -9.385 -8.384 -8.671 -12.313 -11.455
CH3COO− · CH3OH -18.057 -19.051 -22.179 -15.111 -17.993 -23.842 -19.753
CH3COO− · H2O -21.157 -21.816 -23.603 -17.939 -22.918 -25.393 -21.062
CH6N3+ · CH2O -16.507 -18.888 -17.938 -16.579 -14.446 -17.684 -18.090
CH6N3+ · CH3NH2 -15.008 -19.077 -16.218 -17.384 -11.978 -23.016 -20.196
CH6N3+ · CH3OH -16.327 -18.828 -18.756 -17.696 -16.246 -21.428 -19.788
CH6N3+ · H2O -15.799 -16.849 -19.505 -16.185 -15.148 -20.344 -17.467
C3H5N2+ · CH2O -14.671 -16.065 -15.020 -15.425 -12.179 -17.065 -16.410
C3H5N2+ · CH3NH2 -21.838 -22.672 -22.365 -24.485 -13.445 -32.981 -25.977
C3H5N2+ · CH3OH -14.997 -15.359 -15.962 -17.593 -14.147 -23.245 -18.914
C3H5N2+ · H2O -14.382 -13.984 -16.918 -16.206 -13.295 -21.700 -16.485
CH6N+ · CH2O -18.861 -20.474 -19.596 -18.229 -16.788 -20.370 -19.096
CH6N+ · CH3NH2 -26.319 -29.002 -28.885 -26.449 -20.156 -36.823 -28.560
CH6N+ · CH3OH -19.211 -19.652 -21.564 -19.960 -19.461 -26.679 -21.225
CH6N+ · H2O -18.206 -18.137 -22.412 -18.353 -17.955 -24.902 -18.514
a Reference energies from Ref. 468.
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Table A7.11.: 24 protein-ligand (PL24)a interaction energies computed with different semiempirical
methods. The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ DFTB3-D3(BJ) HF-3c ref.
1 -3.51 1.35 0.04 -1.49 5.35 1.8
2 -6.06 -6.19 -7.06 -5.86 -2.79 -4.6
3 -7.63 -7.62 -7.96 -7.27 -4.11 -7.5
4 -11.68 -14.23 -13.77 -12.01 -13.51 -12.0
5 -12.68 -16.41 -17.28 -14.13 -15.00 -12.7
6 -12.21 -17.30 -15.74 -14.32 -14.11 -15.7
7 -12.42 -19.13 -16.11 -14.10 -14.17 -16.3
8 -12.84 -19.70 -16.93 -14.59 -15.04 -16.7
9 -18.75 -28.81 -26.13 -19.47 -17.34 -17.6
10 -26.60 -39.65 -21.85 -23.93 -18.57 -18.4
11 -21.59 -27.05 -26.95 -17.88 -21.09 -22.7
12 -24.88 -30.47 -25.04 -27.83 -24.13 -24.6
13 -40.78 -49.25 -43.04 -36.82 -28.57 -28.3
14 -32.24 -42.62 -41.41 -32.29 -32.60 -32.1
15 -35.03 -40.95 -33.27 -31.61 -36.36 -36.3
16 -40.89 -43.08 -38.27 -40.11 -33.16 -37.2
17 -43.89 -57.75 -47.87 -40.25 -35.60 -40.2
18 -44.39 -50.43 -50.94 -47.75 -42.72 -43.3
19 -48.93 -49.16 -40.90 -48.37 -41.83 -47.1
20 -57.57 -70.50 -64.92 -52.48 -48.35 -49.2
21 -55.22 -71.99 -60.50 -52.11 -46.54 -48.8
22 -62.30 -68.61 -68.48 -64.72 -58.93 -59.7
23 -57.05 -60.55 -62.56 -55.90 -65.45 -64.7
24 -73.47 -82.36 -85.82 -71.82 -69.13 -69.1
a Reference structures and energies from Ref. 510.
Table A7.12.: Interaction energies of carbondioxide with metalorganic framework fragments (MOF-
CO2)
a computed with different semiempirical methods. The values are given in
kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ HF-3c ref.
1 bdc -1.26 -2.14 -3.54 -2.74 -2.39
2 bdc-li -2.80 -2.41 -4.75 -4.11 -2.77
3 btc -3.32 -2.42 -5.06 -4.82 -2.54
4 dpt -0.80 -1.32 -3.25 -0.33 -1.27
5 bdpd -2.81 -4.48 -5.65 -4.63 -3.10
6 btt-1 -1.77 -2.56 -4.52 -3.29 -3.04
7 btt-2 -2.10 -3.24 -4.50 -3.26 -2.78
8 tatb -2.44 -4.27 -5.84 -4.18 -1.60
9 pur -3.47 -6.42 -7.50 -6.55 -4.80
10 ade -3.67 -7.01 -8.17 -7.16 -5.09
11 abdc -2.91 -3.79 -7.50 -4.64 -3.52
12 ambdc -3.20 -4.44 -8.20 -5.14 -3.04
13 diamino -2.56 -3.48 -5.04 -4.18 -2.70
14 pei-1 -2.38 -5.04 -6.82 -5.63 -3.20
15 pei-2 -1.95 -4.61 -5.91 -5.11 -2.74
16 hmta -2.30 -4.48 -6.15 -5.50 -3.42
17 azpy -1.95 -3.41 -5.19 -4.02 -3.64
18 abtc -2.31 -3.92 -5.98 -4.24 -3.62
19 cnIm -2.23 -2.83 -3.73 -3.27 -2.86
20 nIm -2.21 -1.79 -3.97 -3.06 -2.88
21 nbIm -2.44 -2.24 -4.71 -3.61 -2.80
22 cbIm-1 -2.07 -3.22 -4.28 -3.42 -2.64
23 cbIm-2 -1.10 -1.83 -2.78 -1.88 -1.21
24 dhbf -2.15 -3.25 -3.85 -3.70 -2.46
25 pycf3-1 -1.76 -1.71 -3.08 -0.88 -1.06
26 pycf3-2 -1.45 -2.22 -2.99 -2.02 -2.04
27 zn4o-1 -4.15 -4.34 -15.62 -7.59 -3.84
28 zn4o-2 -4.38 -2.91 -10.74 -10.90 -4.61
a Reference structures and energies from Ref. 513.
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Table A7.13.: Association energies of rare gases with cucurbituril hosts (RG-CBx)a computed with
different semiempirical methods. The values are given in kcal mol−1.
# system GFN-xTB PM6-D3H4X HF-3c ref.
1 He · CB5 -1.21 -0.52 0.12 -1.10
2 Ne · CB5 -1.41 -2.58 1.51 -1.06
3 Ar · CB5 -5.35 2.22 -1.47 -5.94
4 Kr · CB5 -6.88 55.02 -9.41 -6.77
5 Xe · CB5 -8.23 6.77 -61.10 -8.39
6 He · CB6 -0.64 -0.71 -2.43 -0.64
7 Ne · CB6 -0.97 -2.66 -0.90 -0.54
8 Ar · CB6 -3.46 4.73 -3.63 -3.11
9 Kr · CB6 -4.77 36.20 -8.44 -4.49
10 Xe · CB6 -6.78 -2.33 -34.65 -7.08
a Reference structures at the PBEh-3c level, while reference
energies are obtained at the
LDLPNO-CCSD(T)/def2-QZVPP (counterpoise and
deformation energy corrected).
Table A7.14.: Center of mass (CMA) distances of 22 non-covalently interacting systems (S22)a computed
with different semiempirical methods. All atom position root mean square deviations
(RMSDs) are given in parentheses. The values are given in pm.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
1 306.6 (12.0) 351.0 (13.2) 366.0 (20.8) 329.5 (3.2) 330.0 (4.7) 331.4 (4.0) 324.6
2 288.6 (5.3) 291.1 (4.3) 263.8 (20.9) 274.6 (15.2) 288.8 (6.4) 290.1 (8.0) 291.1
3 296.1 (3.1) 311.1 (7.3) 269.8 (33.5) 288.0 (8.0) 302.7 (5.4) 302.7 (7.6) 301.1
4 330.8 (3.6) 330.2 (7.8) 311.1 (14.3) 311.4 (8.6) 326.3 (3.3) 325.0 (1.7) 325.8
5 609.1 (2.9) 612.6 (6.5) 604.2 (11.8) 590.9 (8.4) 611.3 (4.2) 602.7 (2.9) 606.0
6 510.8 (14.8) 536.8 (22.9) 513.1 (17.5) 508.5 (24.0) 526.7 (17.1) 512.6 (25.5) 517.7
7 590.2 (11.5) 618.8 (11.8) 597.3 (29.2) 589.2 (8.1) 613.5 (7.5) 599.1 (4.4) 602.6
8 372.5 (0.5) 352.1 (10.0) 372.0 (1.6) 350.9 (10.4) 340.8 (15.5) 360.1 (5.8) 371.7
9 409.4 (18.8) 389.8 (9.1) 407.6 (18.0) 359.9 (6.0) 362.1 (5.0) 362.4 (4.8) 371.8
10 376.8 (2.4) 364.3 (3.7) 356.0 (7.2) 353.8 (8.2) 355.1 (7.6) 370.3 (0.8) 371.6
11 353.3 (23.6) 377.0 (0.9) 314.3 (33.5) 423.6 (45.6) 347.2 (17.5) 367.7 (8.9) 376.4
12 332.6 (32.6) 337.1 (36.9) 311.3 (18.7) 307.2 (24.7) 328.5 (11.4) 349.2 (2.7) 347.9
13 299.3 (17.0) 325.1 (12.7) 345.6 (78.5) 278.9 (22.1) 306.3 (24.8) 318.4 (14.4) 317.6
14 335.6 (26.1) 408.3 (67.9) 297.4 (44.8) 400.1 (76.2) 334.7 (12.4) 351.1 (1.5) 349.8
15 307.6 (25.5) 327.1 (35.2) 288.6 (36.4) 291.0 (36.6) 301.6 (22.9) 320.0 (11.7) 316.7
16 429.4 (6.3) 426.7 (7.8) 419.6 (11.2) 376.3 (32.1) 413.1 (14.3) 442.2 (0.0) 442.2
17 316.6 (16.8) 301.9 (25.1) 288.9 (28.3) 277.8 (32.5) 291.9 (27.1) 311.3 (22.1) 333.7
18 304.3 (41.0) 311.0 (39.5) 307.8 (40.9) 290.6 (44.8) 308.5 (34.4) 328.6 (23.5) 353.9
19 416.3 (27.4) 399.4 (4.5) 310.5 (49.8) 379.4 (28.4) 387.0 (1.0) 385.8 (1.6) 389.2
20 502.3 (5.8) 491.4 (1.0) 485.8 (2.8) 479.8 (5.6) 490.2 (0.7) 490.0 (0.7) 490.8
21 478.7 (43.3) 490.5 (12.2) 489.7 (23.3) 459.5 (41.3) 480.3 (16.7) 485.5 (7.8) 488.7
22 512.7 (44.3) 493.7 (13.1) 308.5 (135.2) 498.2 (58.4) 488.3 (6.7) 527.9 (45.5) 494.0
a Reference structures taken from Ref. 492.
1: ammonia dimer, 2: water dimer, 3: formic acid dimer, 4: formamide dimer, 5: uracil dimer, 6: 2-pyridoxine · 2-aminopyridine, 7: adenine · thymine,
8: methane dimer, 9: ethene dimer, 10: benzene · methane, 11: benzene dimer, 12: pyracine dimer, 13: uracil dimer, 14: indole · benzene,
15: adenine · thymine (stack), 16: ethene · ethine, 17: benzene · water, 18: benzene · ammonia, 19: benzene · cyanide, 20: benzene dimer,
21: indole · benzene (T-shape), 22: phenol dimer.
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Table A7.15.: Heavy atom position root mean square deviations (RMSDs) for structures of small pep-
tides containing an aromatic side chain (P26)a The values are given in pm.
# sytem GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c
1 FGG 215 23.1 53.8 93.5 12.1 11.0 17.5
2 FGG 252 9.5 10.3 47.6 15.5 9.6 7.1
3 FGG 357 42.1 27.5 24.7 16.0 32.3 30.5
4 FGG 412 4.6 12.9 31.7 31.0 11.5 20.1
5 FGG 470 49.6 61.3 75.8 85.5 6.4 45.1
6 FGG 55 8.9 9.5 18.6 17.0 7.0 8.9
7 FGG 99 9.1 15.6 26.7 47.9 18.5 5.5
8 GFA 01 4.7 42.3 48.0 49.5 13.0 14.5
9 GFA 02 23.0 46.9 75.8 40.7 13.4 8.9
10 GFA 08 2.7 22.1 35.4 18.1 12.2 6.3
11 GFA 16 20.7 23.8 24.5 17.0 16.2 14.9
12 GGF 01 33.6 75.9 73.9 36.9 15.7 35.8
13 GGF 05 9.2 44.1 50.6 22.4 13.9 16.5
14 GGF 12 8.8 44.7 51.0 20.1 13.3 15.2
15 GGF 14 3.3 20.2 43.5 7.6 10.9 8.7
16 WG 03 3.4 47.0 104.9 34.1 4.2 11.8
17 WG 06 2.0 13.1 84.4 14.3 7.2 12.6
18 WG 10 7.0 25.9 34.6 35.7 9.9 17.8
19 WG 14 8.2 19.8 29.6 29.0 8.2 16.6
20 WG 15 10.0 12.4 30.7 24.9 9.0 9.9
21 WGG 03 3.8 28.1 43.8 30.8 6.4 30.8
22 WGG 04 2.2 10.9 47.6 20.5 10.1 12.2
23 WGG 05 4.9 12.1 37.9 17.1 5.2 12.6
24 WGG 06 5.7 41.4 26.8 21.7 6.0 53.5
25 WGG 08 4.0 29.2 41.9 31.9 8.1 34.2
26 WGG 11 13.6 33.0 34.1 36.4 18.1 40.8
a Reference structures taken from Ref. 514.
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Table A7.16.: Equilibrium center-of-mass distances between non-covalently bound systems obtained
from the S66x8 seta. The values are given in pm and obtained from a cubic spline
interpolation based on the interaction energies computed on the 8 structures along the
potential energy curve for each complex.
# sytem GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
1 H2O · H2O 293.9 293.9 278.3 278.3 287.9 289.4 293.9
2 H2O · MeOH 312.9 311.5 294.2 296.6 306.7 309.6 309.6
3 H2O · MeNH2 321.1 351.2 319.1 319.1 336.4 333.0 334.4
4 H2O · peptide 384.9 385.3 370.1 370.1 378.4 384.4 384.9
5 MeOH · MeOH 354.6 356.9 336.8 340.0 350.0 348.2 350.0
6 MeOH · MeNH2 325.0 355.0 319.1 323.0 341.7 332.4 335.8
7 MeOH · peptide 420.3 423.4 405.7 406.1 417.2 418.5 420.7
8 MeOH · H2O 328.6 333.9 312.3 312.3 327.7 322.4 328.6
9 MeNH2 · MeOH 356.7 342.0 351.0 336.9 345.4 345.9 354.4
10 MeNH2 · MeNH2 345.7 364.9 372.2 350.8 349.7 344.0 348.0
11 MeNH2 · peptide 362.0 365.8 358.2 349.6 358.8 363.1 366.9
12 MeNH2 · H2O 295.2 323.9 287.4 296.1 311.6 304.4 303.4
13 peptide · MeOH 396.8 389.3 380.9 377.9 390.3 383.9 388.3
14 peptide · MeNH2 382.5 402.9 406.0 382.5 392.7 380.0 388.7
15 peptide · peptide 470.0 465.6 459.8 451.2 466.1 461.8 468.1
16 peptide · H2O 382.8 379.8 364.4 364.4 382.3 373.6 382.3
17 uracil · uracil (BP) 575.5 576.3 565.3 558.9 577.2 569.1 574.6
18 H2O · pyridine 417.9 447.3 410.9 420.4 428.4 428.9 426.9
19 MeOH · pyridine 441.8 472.7 433.2 446.5 452.3 449.9 449.9
20 AcOH · AcOH 404.9 416.0 392.3 392.3 407.5 405.8 407.9
21 AcNH2 · AcNH2 433.5 433.0 420.0 415.8 431.1 427.4 432.5
22 AcOH · uracil 505.6 512.0 490.4 490.4 507.3 502.2 506.0
23 AcNH2 · uracil 512.5 512.9 501.7 495.7 512.9 506.0 512.0
24 benzene · benzene (pi-pi) 366.6 373.0 337.9 349.1 353.7 371.1 387.6
25 pyridine · pyridine (pi-pi) 352.7 357.0 324.1 324.1 339.8 356.1 369.9
26 uracil · uracil (pi-pi) 300.8 325.2 289.6 289.6 302.9 314.8 314.8
27 benzene · pyridine (pi-pi) 360.1 365.6 330.6 337.1 347.2 364.7 379.2
28 benzene · uracil (pi-pi) 333.4 338.9 307.7 307.7 321.0 336.6 338.9
29 pyridine · uracil (pi-pi) 325.9 334.6 299.4 299.4 315.4 332.9 333.7
30 benzene · ethene 328.6 338.2 308.4 314.6 314.6 338.2 353.2
31 uracil · ethene 331.2 329.0 303.3 303.3 311.6 329.7 331.2
32 uracil · ethyne 327.7 334.5 298.1 298.1 308.8 326.2 326.2
33 pyridine · ethene 327.9 335.1 307.0 307.0 311.8 334.3 345.5
34 pentane · pentane 405.6 395.6 434.3 367.6 367.6 378.8 382.5
35 neopentane · pentane 468.1 462.5 505.4 431.7 433.4 447.0 452.8
36 neopentane · neopentane 520.1 513.7 560.2 498.2 498.2 509.6 525.6
37
cyclopentane · neopen-
tane
480.0 468.9 526.2 441.4 444.9 459.1 465.7
38 cyclopentane · cyclopentane 439.5 437.9 482.9 405.0 407.8 419.4 421.7
39 benzene · cyclopentane 391.9 391.9 386.2 376.5 377.3 388.6 394.3
40 benzene · neopentane 441.4 433.5 432.7 423.9 427.1 440.6 448.5
41 uracil · pentane 351.9 353.3 346.7 337.9 337.9 351.1 353.3
42 uracil · cyclopentane 372.8 374.3 364.4 359.7 360.5 374.3 375.8
43 uracil · neopentane 431.4 432.2 422.0 414.1 419.6 433.7 434.5
44 ethene · pentane 400.2 390.5 409.7 362.6 361.0 368.8 375.6
45 ethyne · pentane 358.8 354.7 343.9 334.8 340.6 353.9 362.9
46 peptide · pentane 366.7 367.3 379.3 350.2 348.2 360.9 362.2
47 benzene · benzene (TS) 494.3 484.9 477.8 469.0 479.3 481.7 490.4
48 pyridine · pyridine (TS) 480.5 492.9 472.9 468.1 475.0 479.1 481.9
49 benzene · pyridine (TS) 493.3 482.4 476.9 466.6 477.7 479.2 487.1
50 benzene · ethyne (CH-pi) 434.0 421.3 404.4 390.4 401.9 406.8 410.1
51 ethyne · ethyne (TS) 436.4 434.9 409.9 409.9 418.5 429.9 435.6
52 benzene · AcOH (OH-pi) 398.7 418.0 394.8 394.2 404.5 416.1 417.3
53 benzene · AcNH2 (NH-pi) 464.8 476.1 475.1 457.7 467.4 475.6 476.1
54 benzene · H2O (OH-pi) 311.9 321.3 304.6 304.6 311.9 325.6 329.2
55 benzene · MeOH (OH-pi) 330.2 342.1 327.6 319.6 330.9 342.1 342.1
56 benzene · MeNH2 (N H-pi) 354.7 354.0 354.0 341.9 345.5 354.7 358.2
57 benzene · peptide (N H-pi) 400.9 401.7 401.7 388.4 393.1 398.6 404.0
58 pyridine · pyridine (N H-pi) 582.8 600.3 603.0 578.0 586.7 577.0 585.7
59 ethyne · H2O (CH-O) 413.2 392.5 379.7 379.7 386.9 389.1 399.2
60 ethyne · AcOH (OH-pi) 383.9 409.6 376.6 376.6 388.5 398.7 396.4
61 pentane · AcOH 371.9 365.3 376.2 356.2 356.2 367.7 373.1
62 pentane · AcNH2 353.4 353.4 363.8 338.1 338.1 351.4 358.6
63 benzene · AcOH 373.8 371.0 348.7 348.7 360.9 372.4 375.3
64 peptide · ethene 356.8 354.8 340.0 338.7 340.0 356.1 360.0
65 pyridine · ethyne 538.7 552.8 512.2 512.2 517.3 522.4 533.0
66 MeNH2 · pyridine 368.9 386.6 373.6 371.9 370.1 372.5 372.5
a Reference structures taken from Ref. 494.
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Table A7.17.: Association energies for 30 large non-covalent complexes consisting purely of main group
elements (S30L)a. The association energies are computed with the composite method
PBEh-3c110 based on reoptimized geometries at the level of theory given in each column.
The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X DFTB3-D3(BJ) PBEh-3c
1 -29.58 -29.38 -29.40 -31.43
2 -17.54 -18.95 -17.59 -19.86
3 -23.55 -14.94 -15.44 -26.42
4 -20.49 -18.65 -14.72 -22.41
5 -32.66 -29.21 -26.63 -34.11
6 -29.55 -32.62 -28.93 -32.31
7 -32.22 -31.87 -29.00 -32.41
8 -35.22 -38.56 -34.38 -39.23
9 -33.18 -32.83 -31.67 -33.29
10 -34.18 -33.45 -32.83 -35.02
11 -54.10 -26.62 -34.43 -39.01
12 -53.93 -30.67 -33.25 -39.75
13 -23.12 -21.12 -22.75 -24.52
14 -23.92 -23.19 -24.17 -26.38
15 -14.48 -4.70 -19.05 -20.54
16 -22.89 -25.54 -24.46 -25.12
17 -29.10 -24.59 -28.76 -31.90
18 -17.68 -17.52 -16.33 -22.24
19 -14.57 -5.74 -13.10 -16.51
20 -18.29 -8.56 -14.36 -21.74
21 -14.41 -14.75 -16.48 -25.97
22 -32.37 -37.39 -35.91 -35.37
23 -66.21 -64.10 -65.22 -67.61
24 -113.58 -97.60 -123.74 -125.21
25 -27.29 -27.08 -25.39 -28.31
26 -27.51 -26.19 -25.13 -27.84
27 -74.98 -64.10 -72.77 -81.22
28 -72.34 -69.32 -71.77 -79.81
29 -54.08 -52.95 -52.89 -55.04
30 -45.33 -45.99 -42.63 -45.70
MSD: 1.93 5.94 4.10 –
MAD: 3.88 6.14 4.14 –
SD: 5.37 6.73 2.89 –
MAX: 15.09 27.61 10.98 –
a Reference structures and numbering is taken from Ref. 139.
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Table A7.18.: Relative conformer energies for different alkane conformers (ACONF)a computed with
different semiempirical methods. The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
1 0.328 0.878 1.056 0.739 0.317 0.109 0.598
2 0.298 0.659 1.152 0.621 0.277 0.093 0.614
3 0.743 1.709 2.386 1.508 0.474 -0.170 0.961
4 1.761 2.198 3.417 2.846 1.721 2.052 2.813
5 0.277 0.684 1.131 0.606 0.268 0.096 0.595
6 0.278 0.510 1.255 0.491 0.254 0.134 0.604
7 0.683 1.503 2.483 1.317 0.400 -0.183 0.934
8 0.554 1.305 2.121 1.177 0.542 0.142 1.178
9 0.618 1.435 2.474 1.312 0.563 0.283 1.302
10 1.019 2.501 3.706 2.075 0.533 -0.506 1.250
11 1.694 2.015 3.467 2.607 1.628 1.947 2.632
12 1.719 2.004 3.618 2.629 1.680 2.062 2.740
13 1.933 2.689 4.694 3.094 1.939 2.103 3.283
14 2.114 3.033 5.078 3.426 1.667 1.866 3.083
15 3.569 4.055 6.851 5.231 3.113 4.062 4.925
a Reference data taken from Ref. 516.
Table A7.19.: Relative conformer energies for cysteine (CYCONF)a computed with different semiem-
pirical methods. The values are given in kcal mol−1.
conformer GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ DFTB3-D3(BJ) HF-3c ref.
1 2.057 3.083 1.501 1.339 2.601 1.522
2 -0.625 -3.073 -4.651 -0.414 0.901 1.609
3 0.606 -0.941 -3.858 -0.921 1.229 1.948
4 -0.902 -3.520 -6.114 -0.582 1.518 1.795
5 2.889 2.805 3.477 2.380 1.940 2.098
6 -0.734 -3.353 -4.711 -0.635 1.021 1.933
7 1.868 0.919 -0.188 0.845 1.231 2.177
8 2.342 1.791 1.428 1.342 1.978 2.359
9 0.441 -2.975 -4.603 -0.066 3.107 2.562
10 1.030 -2.227 -5.364 0.733 1.831 2.674
a Reference data taken from Ref. 517.
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Table A7.20.: Relative conformer energies for different melatonine conformers (MCONF)a computed
with different semiempirical methods. The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
1 0.653 1.366 2.419 1.310 1.457 1.535 0.593
2 1.526 2.108 1.048 1.611 1.557 2.037 1.873
3 1.275 2.515 2.067 2.011 2.008 1.962 1.402
4 0.287 1.913 -0.515 1.361 0.267 1.097 2.071
5 -0.046 0.558 2.009 0.756 -0.626 1.740 2.362
6 0.520 0.440 0.292 1.132 -0.173 1.854 2.678
7 0.477 2.455 -0.208 1.878 0.643 1.656 2.802
8 1.790 3.483 2.777 2.819 2.619 2.940 2.483
9 1.375 1.418 1.614 0.731 0.126 1.778 2.879
10 2.403 3.107 -2.549 0.776 4.681 4.317 4.134
11 2.468 3.410 -2.140 1.101 4.679 4.548 4.325
12 3.771 4.170 0.462 1.688 6.764 5.614 3.867
13 2.110 3.051 2.803 3.041 2.955 3.216 2.548
14 3.933 4.341 0.575 1.862 6.915 5.882 4.008
15 2.527 2.225 0.645 0.736 3.972 5.338 5.172
16 2.784 1.888 -1.872 0.458 4.607 5.281 5.111
17 3.182 4.561 4.314 3.972 3.937 4.434 3.468
18 1.699 2.143 2.186 1.338 0.602 2.604 3.839
19 2.055 2.824 3.424 2.484 1.633 2.961 4.081
20 2.412 3.710 3.310 3.602 3.377 3.931 3.412
21 3.766 2.982 -0.037 0.281 4.797 5.390 5.316
22 3.799 3.132 0.078 0.482 4.814 5.487 5.359
23 4.423 4.439 1.113 2.528 7.510 6.716 4.806
24 4.009 4.899 4.526 3.505 3.045 4.130 4.215
25 4.440 4.530 1.132 2.616 7.490 6.760 4.877
26 2.405 3.545 4.003 3.098 2.118 3.790 5.042
27 2.616 2.945 4.553 2.982 1.820 3.319 4.661
28 6.067 5.618 2.226 2.391 7.265 6.856 5.651
29 3.121 3.798 2.239 3.993 2.354 4.306 5.680
30 3.026 3.328 4.678 3.539 2.474 3.951 5.187
31 4.495 4.404 1.838 2.092 6.317 6.595 6.528
32 4.506 4.418 1.822 2.140 6.338 6.646 6.542
33 3.610 4.539 4.266 4.377 2.813 5.061 6.076
34 3.969 4.870 4.845 3.130 2.117 3.642 5.671
35 3.166 3.752 5.002 3.740 2.560 4.345 5.845
36 5.846 5.207 0.775 3.557 7.215 7.591 7.589
37 3.501 4.220 5.325 4.268 3.043 4.830 6.207
38 4.093 4.566 5.854 4.432 2.843 4.164 5.960
39 5.244 4.586 2.835 2.713 6.769 7.129 7.309
40 5.337 4.736 2.885 2.867 6.857 7.255 7.384
41 4.410 5.687 5.407 3.812 2.668 4.580 6.733
42 5.582 5.019 3.121 3.229 7.241 7.596 7.672
43 5.653 5.133 3.162 3.338 7.300 7.689 7.724
44 4.831 5.922 5.830 4.159 2.984 4.816 6.548
45 6.463 6.418 3.165 2.739 6.905 7.353 8.174
46 6.567 6.561 3.265 2.853 6.942 7.395 8.249
47 4.698 5.584 6.503 5.290 3.531 5.231 7.136
48 6.795 6.343 4.252 4.212 7.818 8.020 8.584
49 6.806 6.323 4.225 4.203 7.822 8.012 8.594
50 5.358 6.891 6.469 4.935 3.589 5.816 7.668
51 7.477 7.682 4.237 3.901 7.867 8.626 9.141
a Reference data taken from Ref. 519.
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Table A7.21.: Relative conformer energies for conformers of a tripeptide (PCONF)a computed with
different semiempirical methods. The values are given in kcal mol−1.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
1 3.45 2.36 8.44 2.09 0.50 3.74 0.14
2 5.69 5.09 10.92 2.09 2.21 4.02 0.90
3 3.71 4.68 5.46 2.11 3.93 4.75 1.15
4 3.02 3.10 8.18 2.50 0.13 3.85 0.79
5 1.62 1.79 4.47 1.21 2.85 3.05 1.31
6 7.78 7.84 10.65 3.74 2.47 5.11 1.87
7 2.75 1.86 2.06 1.65 1.83 2.50 2.37
8 3.16 4.56 7.21 2.68 4.09 4.41 2.07
9 3.57 3.85 6.87 2.99 2.54 4.23 2.51
10 5.42 4.81 7.15 3.52 0.32 5.28 2.04
a Reference data taken from Ref. 518.
Table A7.22.: Relative conformer energies for conformers of long alkane chains (hairpin)a computed with
different semiempirical methods. The values are given in kcal mol−1for conformer energy
of the folded (hairpin) relative to the linear all-anti conformer.
GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) HF-3c ref.
C14H30 -0.17 0.71 7.03 0.24 -2.10 -2.46 0.04
C16H34 -0.94 -0.12 6.57 -0.74 -3.08 -3.58 -0.54
C18H38 -1.56 -0.89 6.53 -1.66 -4.20 -4.65 -1.59
a Reference data taken from Ref. 520.
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Table A7.23.: Relative conformer energies for conformers of diuracilphosphate (UpU46)a computed with
different semiempirical methods. The values are given in kcal mol−1.
conformer GFN-xTB PM6-D3H4X MSINDO-D3(BJ)H+ DFTB3-D3(BJ) HF-3c ref.
1 6.46 10.07 10.85 7.09 10.06 4.87
2 3.69 4.79 4.61 4.35 4.89 2.97
3 11.88 13.33 12.21 10.46 14.45 8.90
4 3.05 6.69 5.73 2.25 6.94 2.22
5 2.68 2.21 3.76 3.32 3.25 2.02
6 2.22 5.29 5.15 2.63 5.98 3.14
7 0.00 0.00 0.00 0.00 0.00 0.00
8 0.92 0.97 1.42 -1.86 2.02 0.57
9 2.36 5.17 2.80 2.67 2.89 3.32
10 6.96 10.65 11.30 6.50 13.38 7.26
11 5.00 5.31 6.49 4.24 7.65 3.96
12 11.98 13.46 13.33 11.61 16.44 11.13
13 5.60 9.07 9.21 5.17 9.13 4.82
14 13.85 17.73 15.80 13.23 18.86 14.41
15 3.38 7.82 9.76 4.15 9.22 5.15
16 4.15 4.98 4.02 2.78 5.55 5.48
17 7.83 10.24 9.27 5.82 9.77 6.84
18 2.21 4.01 5.16 1.29 3.91 3.90
19 4.72 6.83 8.18 4.78 8.95 6.43
20 4.89 8.83 9.55 4.11 9.63 5.42
21 3.53 5.32 4.71 3.60 4.84 6.70
22 7.50 10.78 10.34 6.97 9.03 5.60
23 12.31 14.87 14.43 11.42 15.49 10.42
24 5.10 7.80 6.16 4.17 7.55 6.09
25 10.16 9.66 12.12 5.55 11.19 8.48
26 9.84 12.27 9.88 8.08 11.63 10.24
27 4.97 11.24 10.22 6.45 11.21 5.68
28 7.03 11.38 11.52 8.17 12.29 9.44
29 10.62 11.29 9.47 7.71 11.06 8.03
30 12.44 15.37 7.60 10.71 12.30 11.08
31 4.62 9.77 10.13 4.81 8.64 5.84
32 10.94 14.26 15.32 10.26 14.61 13.98
33 6.80 11.07 9.80 5.35 8.40 4.92
34 7.18 9.58 8.62 5.79 10.76 6.74
35 3.32 6.84 6.66 3.14 5.87 3.25
36 9.10 7.69 14.60 8.22 10.49 14.66
37 10.00 8.81 9.28 8.28 10.52 8.04
38 3.96 6.75 7.30 3.31 7.94 5.99
39 4.48 6.20 6.58 4.75 6.81 6.73
40 5.72 7.94 6.82 4.44 9.58 6.34
41 7.35 8.00 8.55 5.96 9.40 6.82
42 15.55 16.76 15.50 13.48 17.30 12.32
43 19.46 20.05 18.85 16.81 20.97 18.20
44 15.09 19.00 18.68 14.68 19.30 14.80
45 13.72 13.55 12.22 12.02 15.78 12.48
46 15.16 19.75 17.39 16.01 19.22 16.61
a Reference data taken from Ref. 521.
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Table A7.24.: Relative energies for isomerization reactions of large compounds (ISOL22)a containing
main group elements. The values are given in kcal mol−1.
GFN-xTBb PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) ref.
1 54.45 (39.18) 34.76 60.27 38.23 34.93 40.59
2 27.41 (3.99) 11.69 25.00 10.01 7.55 11.68
3 56.31 (41.91) 37.93 69.70 34.71 36.78 34.94
4 43.89 (15.36) 22.91 6.61 8.51 28.90 25.89
5 25.29 (17.41) 13.26 23.98 20.46 16.11 18.79
6 -5.23 (15.88) -2.08 -25.15 21.76 40.17 18.30
7 17.92 (18.48) 16.88 23.40 23.63 18.08 22.31
8 -0.55 (-0.14) 1.71 2.00 6.40 4.05 7.91
9 43.95 (56.40) 57.68 107.69 64.76 37.24 38.13
10 -2.99 (-3.23) -2.32 4.84 2.48 -3.52 0.96
11 44.19 (45.10) 25.02 30.39 27.99 49.39 35.08
12 0.06 (-0.07) 10.40 4.05 8.45 6.00 5.20
13 29.16 (17.72) 26.52 64.40 10.42 25.28 3.87
14 27.10 (11.90) 20.73 29.38 17.58 26.34 22.59
15 25.86 (10.81) 6.92 11.39 11.11 4.78 11.07
16 12.17 (21.87) 10.18 24.74 31.48 28.39 26.08
17 10.74 (18.42) 26.29 32.91 0.21 19.61 17.02
18 2.40 (2.43) 4.43 4.07 2.72 4.09 4.52
19 16.43 (-0.38) 11.09 38.14 1.60 -5.54 13.38
20 -3.71 (-17.22) -5.83 7.35 2.98 -15.69 0.48
21 24.00 (6.23) 24.45 38.44 1.19 7.05 27.61
22 17.43 (18.41) 16.25 9.70 1.06 0.00 16.05
MSD: 2.90 (-2.82) -1.53 8.67 -2.49 -1.48 –
MAD: 9.77 (7.62) 6.97 16.19 7.24 8.01 –
SD: 12.03 (9.53) 9.67 24.00 10.73 11.09 –
MAX: 25.29 (21.38) 22.65 69.56 26.63 21.87 –
a Data and numbering taken from Ref. 523.
b Values in parentheses include atomization energy correction.
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Table A7.25.: Relative energies for isomerization reactions of organic compounds (ISO34)a. The values
are given in kcal mol−1.
GFN-xTBb PM6-D3H4X MSINDO-D3(BJ)H+ OM2-D3(BJ) DFTB3-D3(BJ) ref.
1 5.73 (5.80) -11.19 -0.97 -0.27 4.56 1.62
2 21.89 (28.50) 12.20 27.95 22.47 31.75 21.88
3 -3.27 (3.22) 3.68 10.27 4.84 6.45 7.20
4 0.80 (0.75) 1.44 2.04 1.99 0.74 0.99
5 1.43 (1.17) 0.74 -0.65 1.69 0.86 0.93
6 3.42 (3.40) 2.37 2.86 3.65 3.50 2.62
7 -2.35 (7.99) 6.07 11.27 11.98 7.92 11.15
8 23.50 (21.93) 20.09 40.06 22.57 23.90 22.90
9 7.46 (7.35) 2.80 3.76 5.34 7.74 6.94
10 4.41 (3.59) 0.07 -3.22 7.84 0.66 3.58
11 3.09 (1.61) -9.93 -20.44 11.03 -1.64 1.91
12 32.63 (42.75) 39.64 50.56 43.70 50.92 46.95
13 38.43 (37.07) 20.68 35.85 45.63 41.98 36.04
14 35.92 (45.41) 25.14 9.15 22.16 10.61 24.20
15 12.43 (12.54) 9.26 6.12 3.22 9.24 7.26
16 -7.85 (7.59) 5.94 15.14 22.77 17.70 10.81
17 33.22 (34.05) 22.74 21.65 15.80 41.29 26.98
18 5.20 (5.49) 5.54 20.34 12.36 9.13 11.16
19 3.77 (3.91) 1.67 0.32 0.20 4.22 4.60
20 13.88 (13.83) 7.35 10.44 7.38 26.77 20.23
21 0.94 (0.55) -0.10 -1.79 -1.07 0.91 0.94
22 14.56 (6.00) 5.65 6.89 -2.14 3.50 3.23
23 8.49 (8.99) 1.84 5.26 3.92 7.49 5.26
24 3.06 (3.30) 15.23 19.91 10.85 11.84 12.52
25 9.20 (30.21) 26.86 36.37 30.37 31.98 26.49
26 10.54 (10.06) 15.82 29.66 21.66 18.31 18.16
27 64.48 (62.07) 77.58 63.26 58.42 66.40 64.17
28 12.71 (37.18) 20.79 33.35 41.44 29.54 31.22
29 22.74 (14.81) 15.02 35.79 19.26 14.04 11.90
30 16.12 (15.64) 14.33 15.79 8.69 10.36 9.50
31 22.57 (15.11) 16.18 29.81 17.41 18.04 14.05
32 18.76 (-3.29) 4.49 5.21 -11.17 3.58 7.10
33 -1.48 (-0.18) 14.09 21.32 0.54 10.45 5.62
34 10.08 (9.32) 0.89 0.22 5.28 11.79 7.26
MSD: -1.20 (0.30) -2.72 1.65 -0.52 1.45 –
MAD: 6.46 (4.12) 5.12 6.64 4.55 3.37 –
SD: 8.63 (5.87) 6.13 9.16 6.32 4.70 –
MAX: 18.66 (21.21) 15.36 23.89 18.27 14.31 –
a Data taken from Ref. 522.
b Values in parentheses include atomization energy correction.
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Table A7.26.: HOMO-LUMO gaps (in eV) computed with GFN-xTB and PBE/def-TZVP for a set of
compounds with valence-type HOMOs and LUMOs. The same set of molecules has been
used as a crosscheck for excitation energies computed with sTDA-xTBa.
GFN-xTB PBE/def-TZVP
1 MePC2H4 5.37 5.82
2 P2H4 5.13 5.31
3 CF3COOH 5.20 5.23
4 Si4H8 2.43 4.78
5 saccharin 3.74 3.75
6 hexatriyne 3.90 3.77
7 ASS 3.77 3.87
8 purine 3.13 3.52
9 dithiacyclohexane 3.95 3.72
10 fluorisochinoline 3.26 3.51
11 bisthiophene 2.85 3.02
12 c-propenone 3.62 3.26
13 terpyridine 2.94 2.82
14 silabenzene 2.74 3.70
15 B(C6F5)3 2.88 2.66
16 corannulene 2.92 3.14
17 S0904 dye 2.39 2.48
18 S2127 dye 2.16 2.24
19 acenaphthene 2.42 2.62
20 proflavine 2.06 2.28
21 S2408 dye 2.20 2.47
22 HCSOH 2.79 3.20
23 S2153 dye 2.11 2.23
24 CT5 system 1.34 1.52
25 S0491 dye 1.61 1.77
26 S2084 dye 1.22 1.54
27 thioindigo 0.92 0.90
MSD: −0.23 –
MAD: 0.30 –
SD: 0.49 –
MAX: 2.34 –
a Geometries taken from Ref. 477.
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Table A7.27.: Zero point vibrational energies EZPV E and free energy contributions GTRV from the
translational, rotational, and vibrational degrees of freedom. These are computed for the
ROT3477,504 and HMGB11110 systems (GTRV at T = 298.15 K according to Ref. 42).
Values are given in kcal mol−1, relative deviations (in parentheses) in %.
EZPV E GTRV
system GFN-xTB PBEh-3c GFN-xTB PBEh-3c
ROT34
ethynyl-cyclohexane 110.9 110.2 90.8 90.3
isoamyl-acetate 125.4 125.0 101.9 102.2
diisopropyl-ketone 122.3 121.8 100.2 100.2
bicyclo[2.2.2]octadiene 97.4 97.5 78.8 79.0
triethylamine 126.9 126.2 105.7 105.1
vitamin C 90.9 93.1 67.7 70.0
serotonine 126.6 128.4 103.4 105.4
aspirin 95.4 97.1 71.8 73.6
cassyrane 196.4 195.4 171.1 170.6
Ac-Pro-NH2 144.8 144.3 122.3 122.2
lupinene 176.2 176.0 153.9 153.8
limonene 119.1 120.2 96.4 9 97.7
LB12
DIAD 470.1 465.7 441.8 437.6
FLP 369.4 375.7 317.7 325.2
DTFS 58.7 59.4 37.1 37.9
MESITRAN 183.7 183.3 160.2 160.0
S2+8 8.5 7.9 -14.7 -15.5
HAPPOD 103.8 107.9 72.9 78.7
KAMDOR 116.5 118.6 78.5 81.7
PP 161.4 161.8 136.4 137.2
BRCLNA 65.3 66.2 39.8 41.0
C2Br6 9.3 9.0 -16.4 -16.5
RESVAN 195.7 196.0 168.7 169.2
BHS 358.6 364.7 318.5 324.8
HMGB11
As2(CH3)4 91.3 91.7 67.4 68.5
Br2 0.5 0.5 -15.1 -15.1
Cl2 0.8 0.7 -13.3 -13.4
Ge2H6 27.2 28.6 8.6 10.3
H2S2 11.1 11.4 -4.5 -4.2
H2Se2 9.7 10.0 -7.6 -7.3
P2(CH3)4 93.3 93.7 71.2 72.1
Pb2(CH3)6 132.8 132.8 102.7 102.7
Sb2(CH3)4 89.2 89.9 63.7 65.0
Sn2(CH3)6 133.4 133.4 104.8 104.4
Te2(CH3)2 46.0 45.5 24.1 23.6
MSD (MRD): -0.6 (0.0) – -0.9 (-1.5) –
MAD (MURD): 1.2 (1.7) – 1.4 (2.1) –
SD (SRD): 1.9 (2.6) – 2.1 (3.5) –
MAX (MAXR): 6.2 (8.1) – 7.5 (16.3) –
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Overlay of 10 larger transition metal complexes optimized by PM6-D3H4X and PBEh-3c
TM1 (RMSD=0.12) TM2 (RMSD=0.34) TM3 (RMSD=0.23) TM4 (RMSD=0.51) TM5 (RMSD=1.29)
TM6 (RMSD=0.54) TM7 (RMSD=0.71) TM8 (RMSD=0.41) TM9 (RMSD=0.12) TM10 (RMSD=2.07)
1
Figure A7.1.: Overlay of 10 larger transition metal complex49 structures optimized with PBEh-3c (trans-
parent cyan) and PM6-D3H4X (color coded atoms). The root-mean-square-deviation
(RMSD) for an all-atom best fit is given in A˚.
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A8. Supporting Information to Part V
Appendix A8 contains:
• Computational Details for Figure 9.12
Computational Details
All ECD spectra are computed with sTDA-xTB and shifted by −0.45 eV. The minimum structure spec-
trum is computed on the PBE-D3-gCP/def2-SV(P) geometry used in Chapter 4 (see Appendix A3 for
details). The MD simulation is run under NVT conditions for 10 ps (preceding equilibration run of
11 ps) with a timestep of 1 fs using the GFN-xTB approach, which is presented in Chapter 9. For
the sTDA-xTB//MD spectrum, 100 equidistant snapshots are considered. All tight-binding calculations
are performed with the xtb standalone program (version 4.8) in combination with the GBSA solvation
model (H2O parametrization).
490 The ECD intensities (velocity formalism) computed on the minimum
geometry and on the MD snapshots are convoluted with Gaussians of 0.4 eV and 0.3 eV width at 1/e
maximum, respectively. The latter are averaged and scaled by a factor of two. For the sTDA-xTB part,
the VTB and XTB parameters of palladium were fitted and kindly provided by Jana Pisarek.
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