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The “successive sweep method” by McReynolds and Bryson [l] is an 
iterative algorithm for obtaining solutions to optimal control problems. A 
similar algorithm was developed independently by Mitter [2]. Both algorithms 
extend Merriam’s second order relaxation method [3], [4] to optimal control 
problems with side contraints. Similar techniques for the solution of two- 
point boundary value problems are employed by Bellman and Kalaba [5] [6] 
in “invariant imbedding” and “quasilinearization.” 
The successive sweep method is related to the Newton-Raphson-Kantoro- 
vich techniques for solving two point boundary value problems [7]-[16]. 
Although the terminology is not uniform, all these techniques may be viewed 
as successive linearization or, equivalently, as successive maximization of a 
second order expansion of the performance index. 
The successive sweep method, while sharing certain characteristics of these 
other methods, possesses a unique combination of features. One important 
feature is that the successive approximation is determined about an arbitrary 
point in the control space. This is a common and logical approach because 
the control space is the lowest dimensional space that may be used to specify 
an optimal solution. Various techniques involving successive approximation 
in control space were suggested by Bellman [ 171 and Kalaba [ 181. Iteration in 
control space was also a fundamental part of the “gradient method” due to 
Bryson [19] and Kelley [20]. In an effort to obtain a technique with more rapid 
convergence, “Newton-Raphson” iterative procedures in control space were 
suggested by Merriam [4] and Kelley et al. [ll]. These “Newton-Raphson” 
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techniques are different than those suggested by Kantorovich [7], 
Hestenes [g], and Stein [9] in that emphasis is placed on considering the control 
function as the fundamental unknown rather than either the state functions 
and/or adjoint functions. 
For the methods involving iteration in control space, the state and adjoint 
functions are constructed to satisfy the proper differential equations. How- 
ever, the optimality conditions that characterize the optimal control policy, 
together with terminal boundary conditions, are relaxed. 
In the classical Newton-Raphson-Kantorovich method, as suggested by 
Stein [9] and more recently by Kopp and McGill [5], Moyer and Pinkham [6], 
Van Dine et al. [12], the state and adjoint vectors are picked arbitrarily but 
satisfy boundary conditions at both ends, while the control functions are 
determined from the optimality conditions. Both methods have certain 
advantages and disadvantages. However, iteration in policy space is favored 
here for several reasons. First, the control vector has a lower dimension than 
the state space. Secondly, for the purposes of obtaining good initial guess, 
policy space is usually more convenient to deal with than adjoint space. 
Since iteration is performed in function space, the successive sweep method 
is distinct from “neighboring external methods” suggested by Kelly [ll], 
Breakwell et al. [IO], Jazwinski [21]. In these algorithms successive approxi- 
mations were made on the initial values of the adjoint vector. The disadvan- 
tages with neighboring extremal methods are that for most problems a reason- 
ably good guess of the initial value of the adjoint variables is very difficult. 
The successive sweep method freely employs Lagrange Multipliers when 
needed. These are considered as additional control parameters that must be 
adjusted in order that the corresponding constraint be satisfied. The use of 
penalty functions is dispensed with. In this regard the successive sweep 
method is an extension of Merriam’s algorithm [4]. 
The successive sweep method, and the related methods of Merriam [4] 
and Bellman and Kalaba [5], distinguish themselves from more standard 
Newton-Raphson method in that the “sweep method” (Gelfand and Fomin 
[22]) is applied to the linearized equations. The terminal boundary condition 
is “swept” back to the initial time, and the problem is converted to an initial 
value problem. 
The forward sweep method takes on the special form of a linear corrective 
feedback law. The sweep method is particularly advantageous for damped 
systems in that it avoids the difficulty of integrating unstable equations. 
In other places [I]-[3], the successive sweep method has been derived 
using the classical approaches employed in the calculus of variations. In 
[l] it is developed as solving a linearized two-point boundary value problem. 
In [2], [3] it is formulated as successively maximizing a second order varia- 
tional expansion of the performance index. 
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In this paper, a different approach is taken by showing how dynamic 
programming may be used to furnish an elegent derivation and interpretation 
of the successive sweep method. 
For the purposes of application to numerical problems a discrete algorithm 
is developed. Our development, although independently arrived at, closely 
resembles that of Mayne [23]. A similar algorithm, although slightly dif- 
ferent but equivalent, appears in the author’s thesis. 
THE PROBLEM 
The optimal control problem that shall be considered in this paper will 
be the Bolza problem. It consists of finding certain unknown control functions 
u(t) = (%(%., urn(t)) and control parameters a == (a, ,..., a,) that optimize 
the performance of some physical system. The performance of the system 
is measured by a performance index J which assumes the general form 
J = 4(4h), a, b) + +W), u(t), a, t) dt. 
The vector x(t) = (x,(t), x2(t),..., xn(t)) denotes the state of the physical 
system. The control functions and the control parameters affect the state of 
the system through a set of system equations 
3i =f(x, u, a, t). (2) 
For the purposes of this paper the time interval (to, tN) will be assumed 
fixed. The initial state will be assumed given by the equations 
x(t,J = x0 specified. (3) 
An optimal control problem is usually complicated by the presence of side 
contraints. Of the various possible types of constraints, we shall consider the 
following kinds: 
yo = Y(-G), a, tN) + ff J+(t), u(t), a, t) dt 
C(x, 24, a, t) < 0. 
(4) 
(5) 
A set of functions and parameters (x(t), u(t), u) that satisfies Eqs. (2)-(5) 
over [to , tN] is referred to as an “admissible solution.” The problem in 
optimal control is to find the admissible solution for which the performance 
index attains its maximum (or minimum). 
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THE DYNAMIC PROGRAMMING CHARACTERIZATION OF THE 
OPTIMAL FIELD 
The first step in obtaining the dynamic theory is to imbed the original 
problem in a field of similar problems. Define 
Yo(t*) = Y@(t), a, tN) + j:; Wx(t), @>, =, t) dt. (7) 
Let us replace boundary condition (3) with the general boundary condition 
x(t*) = x;, (8) 
where ,$ is variable. 
The field of problems can now be defined as follows: Find u(t) over 
(t* < t < t,) that maximizes J(t*) given by Eq. (6) subject to the constraints 
given by Eq. (2), (4), (7), and (8). The original problem is recovered in part 
by replacing t*, Y&t*) and A$ by the specified values t, , YO , x0 . 
The solution to the field of problems is expressed in terms of an optimal 
control law uO,r(~,*, t*, a, Y,(t*)), a function that expresses the optimal 
value of the control at time t * explicitly as a function of the parameters 
N:, t*, a, and YJt*). This function, together with the system equations (Eq. 
(2)) may be used to generate the field of optimal control functions and the 
optimal trajectories. In particular, the solution to the original problem may 
be generated. The optimal control law naturally defines the optimal return 
function &,nt(~,X, t*, a, YJt*)), the function which assigns to x,*, t*, a, and 
YJt*) the optimal value of the return. This may be written as 
&,t(x,*, t”, a, yo(t*)> = 4(xopt(cv), 4 + j~~hmt(t), uo,t(t>, 4 & (9) 
where it is understood that x,&t), and uopt(t) are the optimal trajectory 
and control function that corresponds to (x,“, t*, a, Y,Jt*)). 
Dynamic Programming characterizes the optimal return function 
so, t(% , t, , a, ‘u,(Q) and the optimal control law U&X, t, a, YO) in terms 
of a boundary value problem, which consists of a first order partial differential 
equation for S&x,, t, , a, Y(t)), with a boundary condition at the terminal 
time, and a principle of optimality which characterizes the optimal control 
law. The derivation of the dynamic programming equations is contained in 
several places (in [17], for example). However, since the arguments involved 
are crucial for the development in the next section, a short, nonrigorous 
derivation will be included here. 
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Let us assume that U&X, t, a, Ya) and S&X, t, a, Y,,) are known for 
a range of values of X, a and Us over the interval [t + dt, tN]. Now let X, a, Y0 
be values within the range for which the optimal return function is known. 
We now consider the problem with the initial time t and with the parameter x, 
a, Y,, . In order to obtain the solution to this problem, it is only necessary 
to find the optimal choice of u over the interval [t, t + dt]. Let u(t) be an 
arbitrary continuous function over the interval (t, t + At). The value of 
the return obtained from u(t) followed by the optimal control law is given by 
S(x, t, a, Yo; u(t))= So& + Ax, t + 4 a> yo + Au) 
W(t), 4th a, t) dt, (10) 
where 
I 
t+At 
Ax = .fMt), u(t), a, t) dt (11) 
t 
s t+At AY=- J+(t), u(t), a, t) dt. t (12) 
By choosing At small the right-hand side of (10) will exist. If At is small 
enough u(t) may be approximated to first order by a constant u and (lo), 
(1 I), and (12) may be app roximated to first order in At by 
S(x, t, a, yc,; u) = So& + Ax, t + At, a, Yo + AY) +L(x, u, a, t) At (13) 
Ax =f(x, u, a, t) At (14) 
AY = - M(x, u, a, t) At, (15) 
We now expand the right-hand side equation (13) around x, t + At, Y. . 
Using (14) and (15), one obtains 
= &,t(.r, t + At, a, Ug) + [+ (by, t + At, a, yo)o)f(x, u, a, t) 
- $f (x, t + At, a, Yo) M(x, u, t, u) +L(x, u, a, t) 1 At + O(AP). (16) 
The optimal u must maximize the right hand-side of Eq. (16). As At -+ 0, 
the O(At”) term may be ignored, and the optimal control uopt(x, t, a, Y,,) is 
given by 
u,,t(x, t, a, YJ = arg max 1 a&It - (x, t, 6 Y&f(& u7 4 t> u I ax 
- s (x, t, a, Yo) M(x, 24, a, t) + qx, u, a, t,l . (17) 
0 
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If the optimal choice of u is employed on the right-hand side of Eq. (16), 
the left-hand side becomes &&x, t, a, Ys). Expanding the right side of 
Eq. (16) around (x, t, a, Y,,), one obtains, after cancelling: 
asopt o=[*(X,t,u,Y”)+~ (x, 4 0, Yo>f(x, %pt , 4 t) 
- $+qv40pt,a,t)+L(x, %pt, a, t,] At + O(W. 
0 
(18) 
Since Eq. (18) must hold over a range of At, including arbitrarily small At, 
the quantity in the brackets may be set to zero, resulting in the partial dif- 
ferential equation: 
()+t G?Pt (x9 t, 4 Yo) + 7&- (x, t, a, @o)f(G uopt , a, t) 
- fg M(% uopt , 4 t) + qx, #opt , a, 4. (19) 
0 
The boundary conditions to this partial differential equation are given by 
Sopt(% f, 9 4 = w, t, ,a) (20) 
Ye(h) = w, , t, . a). (21) 
If the parameters [a] are to be chosen to optimize the return function, they 
must be chosen at the initial time according to the rule: 
uOPt(xo , to , y,) = arg M,“x Sopt(xO , to , a, yo). (22) 
The dynamic programming equations are given by Eqs. (17), (19), (20)- 
(22). The Eq. (17) is the optimality principle by which the optimal control 
function is determined; note that it is a function only of x, a, t, Y. and the first 
partials of the optimal return function evaluated at X, a, t. Equation (19) 
is a partial differential equation for the return function, which can be solved 
“backward” in time in conjunction with Eq. (17) and the boundary conditions 
given by Eqs. (20) and (21). 
SIDE CONSTRAINTS-A LECENDRE TRANSFORMATION 
The formulation of dynamic programming theory introduced in the last 
section must be modified if side constraints of the form given by Eq. (7) are 
present with Y(x(&), a, tN) functionally dependent on x(tN). The reason is 
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this: in order to evalute uopt at the final time, as given by Eq. (17), it is 
necessary to compute S, and SYO , but these partial derivatives are not 
well defined at the final time, because from Eq. (21) it is seen that at the final 
time Y,, is functionally dependent on X. 
In order to avoid this difficulty a set of variables (Lagrange multipliers) 
vi (i = 1, p) are introduced; they are defined by 
asoRt 
P = - ayo __ (XI 6 ul,). (23)’ 
The vi (; = 1, p) are constant along an optimal trajectory. To show this, 
differentiate (19) with respect to YO , which yields 
0+&+ 
0 
&f - $ M(x, u, a, t). (24) 
Partials of u with respect Y, do not appear because Eq. (19) is extremized 
with respect u. The above expression can be interpreted as 
d as -- 
dt W 
=$(+o, 
where (d/dt) ( ) is the total derivative of a quantity along a trajectory. Employ- 
ing a Legendre-transformation ([22], p. 71) a new performance index can be 
defined by 
J* = +(x1 , a, $4 + v’(y(+ , a, h) - yo) 
+ ~~~(-W, u, a, t) + JL@f(x, u, a, t)) dt. (25)1 
The solution of the old problem can be obtained by extremizing J* with 
respect to u, a, and Y. Thus the technique of handling side constraints may be 
considered as a special case of the technique employed for control constants. 
THE SUCCESSIVE SWEEP CORRECTION: 
CONTROL CONSTANTS AND INITIAL CONDITIONS 
I f  control functions u(t) are absent (or have been chosen optimally) the 
problem becomes that of finding the optimal choice of the parameters [a] 
1 The superscript [T] denotes the transpose of a matrix and vector. 
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and [v]. Let us combine both sets of constants into [a] so that without loss 
of generality we may consider the problem of finding [u] to extremize 
(26) 
subject to the constraints 
2, =f”(x, a, t). (27) 
x(t,) may be given or to be chosen optimally. The return function V(X, a, t) 
satisfies 
The optimal choice of a satisfies 
aopt(xo , to) = arg Max V(xo, a, to). (30) 
The Successive Sweep Method for obtaining aopt consists of generating a 
sequence of nominal solutions u(O), u(l),..., u(~),... that converges to aopt. 
The correction da to utk) is obtained by maximizing the quadratic expansion 
wo 3 ufk’ + da, to) g V(x, , G’, to) + VJx, a(,‘=), to) dq 
+ + duiVa,,&co , &), to) duj . (31) 
Setting the partial of this expansion with respect to da yields 
0 = Vu, + Vaiaj duj . (32) 
Solving for da* yields 
The next iterate u(~+~) is obtained by adding this correction to uck). Repeating 
this process, convergence to the maximum is obtained (see Fig. 1). 
1 In this and following section subscripts x, U, a, t are used to denote partial deriva- 
tives e.g. V,, = aV/a, . Subscripts i, j, k, etc. denote vector components. For these 
subscripts, ripetition &plies summation. 
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FIG. 1. The successive sweep method. 
In order to obtain this correction one may calculate the derivatives of 
V(x, Q, t) by the technique of characteristics employed by Dreyfus [25]. 
Since Eq. (29) and Eq. (28) must fold for arbitrary Q, the equations obtained 
by taking first and second partials of the equations with respect to a must 
also hold, yielding 
Ki = 4&t 4 tN) (34) 
vqaj = Ali& a, thr> (35) 
In terms of the operator 
(-)=$)+7&f* 
which expresses the total derivative along a trajectory, Eqs. (36) and (371 
become 
These are characteristic equations for Vat and Vaiaj . Together with boundary 
conditions (34) and (35), Vat and Vaiaj may be computed backward along a 
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trajectory. In order to integrate these characteristic equations, it will be 
necessary to also compute Vzg and Va.+ , which in turn requires Vz.+, . 
Characteristic equations for these quantities and conditions can be obtained 
by taking the first and second partials of Eqs. (28) and (29). 
V&, 4 h.J) = 4&, 4 &J) (40) 
VZiZj(X, 4 GJ = &I& a* hd (42) 
l%< = - VzkF:i -L,, (43) 
I f  the initial conditions are not fully specified, it will be necessary to iterate 
on those unknown components of the initial state vector. Not much more 
effort is required because the first and second partials of the return function 
with respect to x are known. If  x(&J is completely unspecified, then dx(t,) 
and da are determined simultaneously by maximizing the quadratic expansion. 
V@ + dx, alk) + da) 
= V($), ack)) + Vz, dx, + Vai dui + t V,,,, dxi dxj + Vzia, dxi da, 
+ 3 V,,,, dai daj; (46) 
this results in correction given by 
(47) 
THE SUCCESSIVJI SWEEP CORRECTION TO THE NOMINAL CONTROL u(t) 
To obtain corrections to the control it is necessary to compute the func- 
tional gradient and curvature. The concept of functional gradient arises in 
the gradient method of Bryson [19] and Kelly [20]. The concept functional 
gradient has been formulated in terms of dynamic programming by 
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Dreyfus [26]. In this section the concept of functional curvature is similarly 
introduced. 
For now let us consider a performance index simply of the form 
J = C(x N 9 tru> i- s 
fNL( x, u, t) dt, (48) 
to 
and system equations are given by: 
R =f(x, u, t). (4% 
To arrive at the concept of functional gradient and curvature, let us consider 
a small change in u over the interval (t, t + At). At is chosen small enough a 
continuous control function may be considered approximately constant over 
this interval, which we designate as u. Now the return function 
V(x, t; u) = V(x, t; 24, u(t): t E [t + At, td) 
satisfies 
v-(x, t; u) = V(x + Ax, t + At; u(t) : t E [t + At, tJ) + IyL(r; 24, t) fit, 
where 
W) 
I 
t+A t 
Ax = f(X, % t) cit. (51) t 
To compute the effect of a change in u, Eq. (51) may be used to eliminate 
Ax from Eq. (50), and the right-hand side of Eq. (51) may be expanded in 
terms of 6u. 
SV(x, t; Su) = V(x, t; 24 + 624) - V(x, t; u) 
= At{[V+ft, + &I] suj 
+ 4 [~,,f,“~u~ + L,;ujl sui % + Wu3, 4. (52) 
In the above expression, all the partials of V are evaluated at (x, t*). In the 
expansion in Eq. (52) appears the functional gradient VzJt, + L,$ and the 
functional curvature V&$, + Luiuj. These may be recognized as familiar 
quantities appearing in the theory of optimal control. V=, f :, + L, = 0 and 
Lkf:p, + Lp, 1 < 0 are necessary conditions for an optimal soluGon. 
The first naieve formulation the successive sweep correction is to chose 
6u to maximize the approximation in Eq. (52) by ignoring the O(iW, At2) 
term, resulting in 
6% = - (vz,f:,u, + L,U,>-'wzkf:, + Jq. (53) 
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This correction suggest an iterative scheme by which the optimal control law 
may be obtained. Let zP)(x, t) be the kth optimal control law, then u(~+~)(x, t) 
may be obtained by 
u!‘c+l)(s, t) = 2$)(x, t) - ( v2jCnf:iuj + L,uj>-l(KTmf; + JLj). t (54) 
V(x, t) is the return function that corresponds the control law u(le+l). The 
u(~+~)(x, t) must be computed backward in time simultaneously with the 
solution of the partial differential equation for V(x, t). This process is 
pictured in Figs. 2-4 for the case L = 0. In Fig. 2 the improved control law 
SECOND ORDER 
APPROXIMA- 
TION TO H 
I 
“WJ 
I 
U(k+ll uop, = OPTIMAL CONTROL 
U 
FIG. 2. The successive sweep correction to the control. 
IMPROVED TRAJECTORY ,jl 
X0 
NOMINAL TRAJECTORY 
+o +N 
FIG. 3. Field of improved trajectories compared to the old; J = I#(x(N)). 
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u(k+l) is pictured geometrically as maximizing an quadratic approximation 
of I’z.f” (the “Hamiltonian”). In Fig. 3 the field of improved trajectories 
are p:ctured superimposed on the field of old trajectories. Because L = 0, 
the return functions are constant along the corresponding field of trajectories. 
The correction in the control at time t may be interpreted as yielding the 
direction in which the return is increasing most rapidly from among all the 
possible admissible directions, according to a second order perturbation in u; 
this is pictured in Fig. 4. 
x 
IMPROVED 
TRAJECTORY 
’ J 
NOMINAL I APPROXIMATE CONE 
TRAJECTORY OF ADMISSIBLE 
DIRECTIONS 
1 
I 
+ t+At 
t 
FIG. 4. The backward sweep. 
The Successive Sweep procedure that has been described so far, although 
esthetically pleasing, is not practical because it involves much work, even 
more than required for a dynamic programming solution. 
In order to obtain a practical means of obtaining solutions to a problem, 
a method of obtaining an approximation to the control law given in Eq. (53) 
is necessary. Let us restrict the nominal control law u(~)(x, t) to be merely 
a function of time u(“)(t). We seek to approximate the improved control law 
in the neighborhood of a nominal trajectory zcr)(t). Returning to Eq.( 50), 
let us expand V(.X, t; U) around @), u(li) to obtain 
+ Zuixj SXj SU + + Zxi,, Sri SXj + O(sX3, su3)] + O(dt2), (55) 
578 
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&Ii = Vqf ii + L, 
.& = vzjfti fL,< 
All the terms in these and succeeding expressions are evaluated at @J, u(~), 
cP. The Successive Sweep improvement is obtained by chasing 6u to maxi- 
mize the expression on the right-hand side of Eq. (55), neglecting third- 
order quantities Sx and 6u and second-order quantities in At. 
6% = - z;*t4,(zuj + zupx %J; (56) 
this is the desired approximation to equation and may be appropriately 
termed as a “corrective feedback law.” If parameters are present, the correc- 
tive feedback law takes on the form 
where 
Z %=I = Vz,a*f:i + K,fU”,a, +L,~, * (58) 
In order to evaluate the expressions in Eq. (57), it is necessary to obtain 
the first and second partial derivatives of V with respect a and X. To do so, 
the method of characteristk may be employed. To obtain the characteristic 
equations in this case, we shall consider a quadratic expansion of the partial 
differential equations for the return function. 
The boundary value problem defining the return function in the case where 
both control parameters and control functions are present is: 
V(x, a, tN) = d(x, a, tlJ) (59) 
V&a, t) + V&,Q, t)f@, a,% t) + L@, a, % t) = 0. w 
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A quadratic expansion of Eq. (60) around a reference solution yields 
where (*) denotes the characteristic derivative (a/at) ( ) + (a/&) ( ) along 
the nominal trajectory, and 
Note that the corrective feedback law given by Eq. (57) maximizes the right- 
hand side of Eq. (61). Substituting Eq. (57) into Eq. (61) to eliminate Su, 
the following identity is obtained. 
Setting to zero the individual terms in the above expression results in 
characteristic equations for the first and second partials of V. 
580 MCREyNOLDS 
The boundary conditions for these derivatives are obtained as before, by 
expanding Eq. (59) around the nominal solution. 
v&N) = gqtiv), t, 9 4 
V&N) = hTp)(tN), t, , a’“‘) 
V&q) = &p’(t,), t, , u(k)) 
vziai(fN) = &c,cA~(~‘~)(~N), tN 9 @‘) 
vainj(tN) = ~a,aj(x(k)(tN), t, , @‘). (64) 
Corrections in the parameters can be chosen again by Eq. (38). If side con- 
straint of the form given by Eq. (4) are present, then the Legendre-trans- 
formation discussed earlier may be used. 
If side constraints of the form given in Eq. (5) are present, then standard 
techniques used in calculus for inequality constraints may be employed. 
The constraint may be ignored until it is violated. If it is violated, then the 
equality must be enforced. This can be done by either using the equality 
to explicitly solve for a control variable, thus reducing the dimension of the 
unknown control functions. If this cannot be done, then additional multipliers 
may be introduced. Once the correction in the control parameters has been 
determined, the corrective feedback law given by Eq. (57) may be used 
together with the system equations to generate the next nominal 
solution ~(~+l)(t) and ~++i)(t). Then the process may be repeated until the 
desired accuracy is obtained. 
SUMMARY OF THE SWEEP METHOD 
From the dynamic programming point of view, the successive sweep 
method consists of a second-order perturbation of the boundary value problem 
defined by the dynamic programming equations. The perturbation is made 
around a nominal set of control functions I and parameters ufk) and 
trajectory #). 
On the backward part of the sweep method an improved control law 
u(~+~)(x, t, u) and return function V(‘(x, t, a) are approximated. The improved 
control law is obtained by maximizing a quadratic approximation to the 
Hamiltonian. 
This leads to a linear (corrective) control law. To obtain the coefficients 
appearing in the control law, it is necessary to compute the first and second 
derivatives of the return function, which may be done backwards by employ- 
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ing characteristic equations. At the initial time, 6a is chosen to maximize a 
quadratic expansion 8V = Vai,Sui + 4 V,i,jSaiaj . On the forward sweep, 
the corrective feedback law is used to generate an improved trajectory and 
improved control function. 
EXAMPLE 
To illustrate the successive sweep method, let us consider the problem of 
minimizing 
J=j 
rd1 +ua -= dt, 
02’1 - X 
subject to the constraints 
N(1) = - .5 
x(0) = 0 
ff = u. 
This is a particular example of the brachistochrone problem, which is 
formulated in detail later on. 
The terminal constraint requires that the Lagrange multiplier v be intro- 
duced, and the performance index becomes 
/* = I+(l) + 5) + 1: $==E dt. 
The solution to the original problem is obtained by minimizing J* with 
respect to u and extremizing J* with respect to V. 
Let u”(t), v”, 9(t) designate a nominal solution about which a field of 
improved solutions shall be approximated. The field of improved solutions 
has a return function S(X, V, t) and U(X, V, t) which satisfies 
S(x, v, 1) = v(x + .5); St + &u(x, v, t> + 
dl $- 23(x, V, t) 
d/T-x 
= 0. 
To construct our approximation, the following quadratic perturbation of the 
above partial differential equation is obtained, 
po++)+(sz++ ) ax + (sz + f) 624 + su sv 
+ ; (s,, + g) 8x2 + &, dx dv + S,, 6v Su 
+ (szz + &) 
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where 
fZ=dCp-S, b = v/i=?. 
The Newton-Raphson correction to the control is obtained by maximizing 
the above expression, which yields 
6~ = - a3b S, + $, - $bS,, du - ash (S,, + -) . ( 
UO 
2ab3 
Substituting this corrective control law back into the above equation, one 
obtains the characteristic equations for the first and second derivatives of S. 
Boundary conditions are obtained by a perturbation of the terminal boundary 
condition: 
S&r) = VO(fl(tN) + .5); so + + - a3b (& + f)’ 
S&r) = x0&) + .5; s, - (S, + ;) a3bS,, = 0 
&&,) = 0; &, + J$ - (S,, + &)’ a3b = 0 
$!&I) = 1; &, - (S,, + &) a3bS, = 0 
SW(h) = 0; 9, - a3bSL = 0. 
The correction 8v is obtained at the initial time by 
ih= -SvvSvjto. 
A FINITE-DIFFERENCE ALGORITHM 
Before the successive sweep method is applied to obtain numerical solu- 
tions, a finite difference analogue will be developed similar to the ones obtained 
by Henrici [271, Van Dine [12], Dreyfus [28], Mayne [23], Rauch et al. [29], 
and McReynolds [24]. 
Let us replace the problem defined by Eq. (1) the finite difference approxi- 
mation 
n-1 
/ = 4(&), 4 tN) + C W$i), +I, 4 (65) 
60 
x(i + 1) =F”‘(x(i), u(i), a) 
x(O) = x0 may or may not be specified. 
(66) 
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It is understood that the interval (to, fN) is partitioned into the sub- 
intervals (li , ti+J and the following notation is introduced. 
u(i) = u(Q); x(i) i x(t,); 
L*(X(i), U(i), U) E L(X(i)j U(i), Uf 7 tj) (t*+l -- tj); 
F”(x(i), u(i), Q) =: x(i) + (tjel - tj) F(.r(i), u(i), a, tj). 
The dynamic programming characterization of the optimal return function 
S&,(X, a) and U&,(X, a) and uopr(.zO) is 
syx, u) = c&x, u) (67) 
W 
(69) 
The discrete successive sweep method consists of approximating an 
improved return function S”(x, a) an improved control law ui(x, u),~ around 
a nominal solution u(O)(t), X(O)(~), u(O), from a second-order perturbation 
of the dynamic programming equations. 
Let us assume that this improved return function Sj(x(j), a) and the 
corrective feedback law uj(x(j), a) have been approximated for 
j = i + l,... n - 1. Now consider 
A’@(i), a; u(i)) = s*+‘(F*(x(i), u(i), a); a) + L”(x(i), u(i), a). (70) 
P(x(i); a; u(i)) is the return obtained from x(i), a and an arbitrary u(i), 
followed by the improved control law. Equation (69) is now expanded qua- 
dratically about the reference solution u”(i), a”, .9(i). 
R”(xO(i) + dx(i), u” + da, u”(i) + du(i)) 
= R,(i) - &j(i) dq(i) + R,,(i) duj(i) + Raj(i) daj + 4 R,,,Ji) dx,(i) dxk(i) 
+ hjUk(i) d+(i) duk(i) + R,j,k(i) dx,(i) da, t 3 RUj,,(i) du,(i) duk(i) 
+ &jak(i) dq(i) da, + 4 R,&i) da, da, , (71) 
p Superscripts refer to time. Superscripts denoting the kth iterate are dropped. 
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where 
R,(i) = si+yxyi + I), UO) + L++(i), uO(i), a) 
R,,(i) = gp(xO(i + l), 2) F;,,,(X”(i), UO(i), a”> + G&x0(4, u”(i), aO) 
R,,(i) = S~(xO(i + l), 2) F&(X0(i), U”(z), aO) + C&“(zJ U”(r), aO) 
R,,(i) = SF(xO(i + l), 2) + S;F(Xo(i + I), uO)F;,,j(XO(i), U”(i), 2) 
+ L&(x0(i), uO(i), a) 
In the above equation the superscripts i + 1 denotes that the term is evaluated 
at xO(i + I), u”, u”(i + 1) and superscript i denotes that the term is evaluated 
at x”(i), a0, 28(i). 
The improved control law is obtained by chasing h(i) to maximize the 
right-hand side of Eq. (71). This results in corrective feedback law 
Suk(i> = - R&i(i) (R,,(i) + K&i) ax, + R,,,,Ji> k,). (73) 
By substituting this expression to the right-hand side of Eq. (71), the follow- 
ing second-order approximation to the return function Si is obtained: 
%~“(i) + dx(i), a0 + da) = Soi + Sij dxj + Sfj daj + 4 S$, d+ dx, 
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where 
Equation (75) is a backward set of difference equations by which the first 
and second partials of the improved return function may be computed 
backwards. Along the reference solution a”, u”(i) (i = O,..., N - I), P(i) 
(i = 1, N). The value of these derivatives at the final time are given by a 
perturbation of Eq. (66). 
So” = ~(.r”(N), u”) 
SFz = c$,i(x”(N), UO) 
Sfi = &(.r”(Lv), no, 
s$, = f&.&“(N), a ) 
S&l, = ~,i&o(iV), a”) 
“:C!, = ~,,n,(.ro(N), u”). (76) 
The correction in a is obtained at the initial time by maximizing the 
quadratic expansion of So 
6Ui = - sgiaj(S&, 6x, + SZj). (77) 
The improved control sequence and trajectory may be now determined from 
the corrective feedback law in conjunction with the system equations. 
409/19/3-I2 
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A NUMERICAL EXAMPLE: THE BRACHISTOCHRONE PROBLEM 
A classic problem in the calculus of variations is the brachistochrone prob- 
lem, which may be phrased, as follows: 
Find the path by which a bead may slide down a frictionless wire 
between two specified points in minimal time. The initial velocity of the bead 
will be assumed to be specified by V, # 0, and the gravitational field has a 
constant g per unit mass. Restricting the bead to a plane, the position of the 
particle may be described with the rectangular coordinates (y, z), where z 
is the verticle component and y is the horizontal component of the position 
vector. (See Fig. 5.) Assuming that along the optimal path, a may be expressed 
Y 
zo 
-z 
FIG. 5. The brachistochrone problem. 
as a piecewise differential function of y, the time of transfer may be expressed 
by the path integral 
where ya and yN are the initial and final values of y and V(X, y) is the velocity 
of the bead. 
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The conservation of energy implies 
Hence, V may be expressed as terms of z and known parameters 
v  = z/v, + 2g(.zo - 2). 
To simplify the form of the performance index, dimensionless variables 
are introduced: 
The performance index can now become 
The system equation, relating the “time” derivative of the “state” vector x 
to “control” 24, is simply 
dx 
- = u. 
dt 
In value of the state at the initial time, t = 0, is 
x(0) = 0. 
To complete the problem, let the final time t, and final state xN be specified 
by 
t, = 1 XN = - .5. 
In order to treat the above constraint, a lagrange multiplier v  is introduced, 
and the performance index is modified to become 
J* = V(XN + .5) + j: $4 dt- 
The problem becomes that of minimizing ]* with respects to u, and extremiz- 
ing J* with repect Y. 
To apply the discrete sweep method to this problem, the performance 
index may be replaced with the following discrete approximation 
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The system equation may be approximation by 
x(i + 1) = x(i) + h%(i). 
The boundary conditions for the partial derivatives of the improved return 
function are: 
&c(N) = “9 S”(N) = x(N) + .5 
S,,(N) = 0, S,(N) = 1, S,(N) = 0. 
These partials may be computed backward using the difference equations 
given by Eq. (75), with a -+ Y and the R quantities given by 
a(i) hi 
R;’ = s,(i + 1) + 2bs(i) 
Rs”’ = &(i + 1) 
Rt’ = hi (s,ci + 1) + --&q) 
3 i a(i) 
R~&S,,(i+l)+qh 7 
4) 
R,(i) = S,(i + 1) 
3 a(i) 
R,,(i) = h%(i + 1) + J- b5(i) 
R,(i) = s,(i + 1) 
R”,(i) = h’S,,(i + 1) 
R,,(i) = hi (hi&&i + 1) + 2a$;(i)) , 
where 
a(i) = 1/l + u”(i); b(i) = 41 - y(i). 
The corrective feedback law is given by 
h(i) = - R,,(i) (R,,(i) dr(i) + R,,(i) dv + R,(i)). 
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The coefficients appearing in this equation are stored on the backward 
sweep. dv is determined at the initial time from the relation 
dv = - S;,‘(O) S,(O). 
The results of computations are portrayed in Tables 1, 2 and Fig. 6. 
From Table 1 it can be seen that the fourth and fifth iterates yields good 
(6 place accuracy) approximations to the optimal solution, which was obtained 
by an independent calculation with the same program. 
0 I I 
NOMINAL CONTROL 
-0.2 - i 
-0.4 - 
3 
I I I I 
0 
-0.4 - 
-0.6 I I 1 I 
0.2 0.4 0.6 0.8 I 
TIME 
FIG. 6. Results for the brachistochrone. 
409/I&12* 
590 MCREYNOLDS 
TABLE 1 
DATAFROM BRACHISTOCHRONE CALCULATIONS 
Nominal 
T = time 
of ascent 
.95222 
u/t=” xl t=.g 
0 0 
vi 
0 
1st iterate .a91644 - .3089888 - -2781383 - 
2nd iterate .885181 - .8132391 - .3118965 
- 
3rd iterate .88.5396 - .7856565 - .315550 
- - 
4th iterate .885432 - .7804296 - .3106541 
5th iterate .885422 - .7804270 - -3106546 
optimal .885422 - .7804245 - .3 106546 
.3430585 
.2257937 
.2229350 
.2229544 
.2229543 
.2229543 
TABLE 2 
BRACHISTOCHRONEPROBLEM;BACKWARD SWEEP QUANTITIES 
t 24 x Z;: h 
0 - .780 0 .495 .624 
.lO -.707 - .075 .529 .568 
.20 - .642 -.142 .561 .515 
.30 - .584 -.204 .590 .468 
.40 -.531 - .260 .616 .426 
.50 - .482 -.311 .640 .387 
50 - .437 -.357 .662 .351 
.70 -.395 -.399 .681 .317 
.80 -.355 -.436 .699 .285 
.90 -.317 - .470 .715 .255 
1.0 -.281 -.500 .728 .233 
t P R Q u, uYo 
0 .468 .947 -1.62 -1.41 
.lO .399 .968 - 1.44 - 1.49 
20 .330 .989 - 1.26 -1.57 
.30 -271 1.00 - 1.09 - 1.70 
.40 .219 1.01 - .92 -1.90 
.50 .174 1.02 - .75 -2.21 
.60 .133 1.02 - .59 -2.68 
.70 .096 1.02 - A4 - 3.49 
.80 .062 1.02 - .29 -5.14 
.90 .021 1.01 - .14 -10.1 
1.0 .ooo 1. 0.00 --co 
__- 
1.16 
1.28 
1.40 
1.57 
1.80 
2.13 
2.62 
3.48 
5.11 
10.1 
+a 
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The above results compared with those obtained by gradient procedures, 
in [21], demonstrate advantages of the successive sweep. In [21], 14 iterations 
obtained a nominal control u(i) that approximated the optimal control very 
poorly. No further improvement was observed after more iterations. In 
comparison with gradient methods, the successive sweep method provides 
rapid convergence. Theoretically, the number of accurate decimal places 
should double with each successive iterations. In Table 1 the accurate 
digits are underlined. In general, the theoretical speed of convergence seems 
to be substained. 
NUMERICAL EXAMPLE: AN ORBIT TRANSFER PROBLEM 
Let us consider a problem more closely related to modern technical 
problems, the orbit transfer problem. This problem has been considered 
by many authors. (See [ll], [16], [20], f or example.) For the purpose of this 
problem, the rocket is constrained to a plane. The rocket position may be 
characterized by polar coordinates (r,4), where I is the distance from the 
center of the gravitational field and+ is an angle (Fig. 7). The velocity of the 
rocket may be expressed in terms of its components in the radial direction u 
and in the tangential direction v. The rocket will be assumed to have constant 
low thrust T. The only control that is available to the engineer is the direction 
of the thrust, which we measure by the angle 6 that the rocket makes with the 
FIG. 7. An orbit transfer problem. 
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tangent to contours of constant radius. Figure 7 pictorally represents the 
variables mentioned above. At a particular point in time the dynamics of the 
rocket are governed by the following rules: 
~=C-l$ T sin 0 
Y Y-2 m, + q - to) 
i,=tE+ Tcostl 
Y mo + qt - to) - 
The parameters appearing in the above equations are 
p=MG, M = mass of central body, G = gravitational constant 
T = Thrust, m0 = Initial Time, to = Initial Time 
- K+. = Mass Flow/Unit Time. 
The problem that shall be considered here is to transfer a spacecraft in 
a fixed time from a specified circular orbit to another with maximum radius. 
The following normalized coordinates, shall be introduced 
$2; x2-e; xs=e; tl = .t 4 
-F 3; u = 8. 
YO YO 
In the new coordinates, the discrete form of the system equations is 
Xl(i + 1) = X&7 + h%,(i) 
xz(i + 1) = x2(i) + hi [s - --& + A(P) sin u(i)] 
x3(i + 1) = x3(i) + hi [- x;$;)sii) + A(@) cos u(i)] . 
A(i) = a/(1 - bt,l). To agree with Moyer and Pinkham [16], c1 = 1.405 and 
b = -07487 shall be chosen. The initial boundary conditions become 
Xl(O) = 1; x2(O) = 0; x3(O) = 1. 
The terminal boundary conditions are 
PO,, = x*(N) = 0, PO,, = x&v) - 1 dxl (Iv) = 0. 
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The final time t, = 3.32 is chosen to agree with the earth--Mars minimal 
time according to the results obtained by Moyer and Pinkham [31]. 
The modified performance index becomes 
The problem becomes that of maximizing J* with respect to u(i) (i = 1, N) 
and extremizing I* with respect to vi and yp . 
Numerical results were obtained using the discrete successive sweep 
algorithm. 
One hundred equal time intervals were employed. Several nominals were 
used that yielded convergence to the optimal solution. The number of steps 
required to obtain three place accuracy ranged from 13-18, depending upon 
the initial nominal. About 2 seconds of IBM computer time was required per 
iteration. 
The converged solution agrees with the results of others. Roughly three 
place accuracy was obtained. The trajectory is graphed in Fig. 8. The direc- 
tion of the thrust is indicated at eleven equally space time intervals. The thrust 
program is graphed in Fig. 9 and is tabulated in Table 3. Note that typical 
of low-thrust trajectories, the thrust has a positive radial component during 
the first half of the journey and the rapidly reverses itself to yield a negative 
radial component on the last half of the trip. 
SUN 
0 
EARTH ORBIT 
FIG. 8. An optimal orbit transfer. 
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6 
I I I I I I 
0 0.664 1.326 1.992 2.565 3.320 
TIME 
FIG. 9. An optimal thrust angle program. 
TABLE 3 
FEEDBACK GAINS ON THE OPTIMAL 
0 1.62 .937 1.33 -.537 1.02 
.166 1.65 .920 1.40 -.604 1.06 
.332 1.70 .935 1.52 - .699 1.16 
.498 1.76 .986 1.67 -.828 1.28 
.664 1.83 1.08 1.89 -1.00 1.43 
.830 1.93 1.24 2.18 - 1.29 1.61 
.996 2.06 1.49 2.62 -1.61 1.04 
1.162 2.30 2.00 2.39 -2.21 2.16 
1.328 2.84 2.92 4.89 -3.39 2.83 
1.494 4.80 6.75 9.60 -7.39 5.88 
1.660 21.88 52.9 44.2 -47.03 54.52 
1.826 10.0 90.8 7.30 -9.40 75.00 
1.992 - 14.0 -76.9 - 26.4 64.26 - 80.30 
2.158 -11.0 -83.4 -20.0 70.00 - 86.70 
2.324 -5.50 - 104.0 -3.64 88.0 - 103.1 
2.490 - .07 - 132.0 15.0 111.0 - 123.0 
2.656 8.61 - 183.0 44.6 162.7 - 172.3 
2.822 25.0 - 280.0 112.0 250.0 - 230.0 
2.988 75.2 - 548.0 292.0 510.6 -495.4 
3.154 315.0 - 1.42 x 10’ +1.2x 108 1.8 x lo3 -1.8 x 10’ 
3.320 +a --co +w +w -W 
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TABLE 4 
u, x(l), x(2), x(3) ON THE OPTIMAL 
t u 41) s(2) x(3) 
0 .439 1.00 .O 1.00 
.166 .500 1.00 .008 1.02 
.332 .590 1 .oo .030 1.03 
.498 .700 1.01 .058 1.04 
,664 .804 1.02 .093 1.05 
.830 .933 1.04 .I33 1.05 
.996 1.08 1.06 .176 1.04 
1.162 1.24 1.10 .224 1.02 
1.328 1.42 1.14 .261 ,989 
1.494 1.66 1.18 .298 ,950 
1.660 2.39 1.23 .330 .905 
1.826 4.36 1.29 .320 .847 
1.992 4.73 1.34 ,285 .810 
2.158 4.88 1.36 ,269 .800 
2.324 5.00 1.42 .206 .711 
2.490 5.10 1.45 ,167 .766 
2.656 5.18 1.48 .124 .762 
2.822 5.25 1.50 ,093 .766 
2.988 5.32 1.51 ,061 .775 
3.154 5.38 1.52 .036 ,788 
3.32 5.45 1.52 .O .806 
The optimal feedback gains along the optimal are tabulated in Table 4. 
These are the partial derivatives of the control with respect to the state and 
constraint levels YO,i; YO,, . These derivatives are large on the first half of the 
trajectory, indicating that the optimal control function rapidly changes in 
this region. 
Several difficulties hindered convergence. One of the main difficulties 
was that the Hamilton H = Sz,fi + L has both a maximum and minimum 1 
with respect to u. 
In this case, the Hamiltonian has the form 
H = c,,(N, t) + cl(x, t) sin u + c2(x, t) cos II. 
Since without loss of generality u may be restricted to lie on the interval 
[0,2x], it can be seen that the Hamiltonian has both a unique maximum and 
minimum. If the nomial control lies in the wrong region, such as point A 
in Fig. 10, then the successive sweep method will actually seek out the mini- 
mum value rather than the maximum value. Another difficulty will occur if 
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U 
FIG. 10. Hamiltonian for the orbit transfer problem. 
the nominal is near the inflextion point, such as point B. In this case the 
quadratic approximation is poor. To advoid these difficulties the corrective 
feedback law is replaced by 
&d(i) = - IZii’ + A (‘) 1-l [Z,(i) + Z,,(i) 6x(i) + Z,,(i) a~], 
where A(i) > 0 is chosen to ensure that the correction in the control is not 
too large. As the optimal solution is approached A(i) can be set to zero, thus 
ensuring quadratic convergence on the final iterations. 
A similar scheme was employed in obtaining corrections to the Lagrange 
multipliers v. 
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