These results are taken from the author's doctoral thesis written under Ralph McKenzie. The author is greatly indebted to him for his guidance and suggestion of this problem.
Notation. For a class K of algebras, K si denotes the class of subdirectly irreducible algebras of K. Terms in the language of K will be denoted by lower case Greek letters. If α is a term and A ∈ K then α A denotes the term function of A corresponding to α. For convenience, the sequence of letters x 0 , x 1 , . . . , x n−1 will often be abbreviated x.
The lattice of congruences of an algebra A is denoted by Con(A) and has smallest element ∆ and largest element ∇. If B is a subalgebra of A and Θ ∈ Con A, then Θ B denotes the congruence Θ ∩ B 2 of B. For definitions and basic facts not explained here, the reader can consult [2] or [3] .
Definition 1. A variety V is a discriminator variety if there is a term σ(x, y, z)
in the language of V (called the discriminator term) such that an algebra A ∈ V is subdirectly irreducible or trivial if and only if
In [6] Pixley showed that a finitely generated variety is a discriminator variety if and only if it is arithmetical, and every subalgebra of a subdirectly irreducible algebra is either simple or trivial. Suppose (A i : i ∈ I) is a family of algebras and D is an ultrafilter on the set I.
To build a set of sentences describing Ps(S), we first need sentences to insure that the discriminator term has the desired properties. These were discovered by R. McKenzie [5] .
Theorem 2. Let L be a first-order language with no non-logical relation symbols and with function symbols
is a term of L and let Σ be the set consisting of the following identities
(1) The variety V determined by the equations Σ is a discriminator variety with discriminator term σ. (2) Every finite algebra of V is a direct product of simple algebras. (3) For every A ∈ V and a, b ∈ A, the binary relation
is the smallest congruence of A containing (a, b). 
Conversely, if α and β disagree for some y ∈ A, then they are separated by a completely meet-irreducible congruence Ψ. By semi-simplicity, B = A/Ψ is simple, and we reverse the implication above to derive (i).
For the remainder of this paper, suppose V is a finitely generated discriminator variety of finite type, that is the language of V has only finitely many basic operation and constant symbols. If B is a finite structure of this language, then there is a quantifier-free formula Dg B (x 0 , x 1 , . . . , x n−1 ) (the "diagram of B") such that, for every structure A and a 0 , a 1 , . . . , a n−1 ∈ A, A Dg B ( a) if and only if {a 0 , a 1 , . . . , a n−1 } is the universe of a subalgebra of A isomorphic to B. Setting φ equal to Dg B in the Corollary, we obtain terms α and β and elements
if and only if, for some coatom Ψ of Con A, A/Ψ contains a copy of B as a subalgebra. What is more surprising, we can strengthen this inequation in such a way that A/Ψ will be isomorphic to B. This idea is incorporated into the following theorem.
Theorem 4. Let V be a finitely generated discriminator variety of finite type. Let S ⊆ V si . Then Ps(S) is a finitely axiomatizable class.
Proof. Since V is finitely generated, we may assume that S is a finite set of finite algebras,
Since the language is of finite type, the set Σ of Theorem 2 is finite. Informally, we need to add to Σ a sentence saying that for any pair of distinct elements c and d, there is a completely meet-irreducible congruence Ψ separating c and d so that the quotient algebra modulo Ψ is isomorphic to one of the L j s. 
will axiomatize Ps(S). a 0 , a 1 , . . . , a r−1 , b be elements that witness the existential quantifiers. Denote the elements α A ( a, b, c, d ) and β A ( a, b, c, d ) by α and β respectively. Write A as a subdirect product of subdirectly irreducible algebras, A ≤ (A t : t ∈ T ), and let Θ t be the kernel of the projection A A t . Set U = {t ∈ T : α ≡ β (mod Θ t ) } and for every x ∈ A, V x = { t ∈ T : for some i < r, a i ≡ x (mod Θ t ) }.
Suppose first that for c, d ∈
A, there is Ψ ∈ Con A such that c/Ψ = d/Ψ and A/Ψ ∼ = L. Then A/Ψ satisfies Dg L for some elements g 0 , g 1 , . . . , g r−1 . Choos- ing a i in A to represent g i modulo Ψ, there is a b ∈ A such that α A ( a, b, c, d) = β A ( a, b, c, d). Now let e be any element of A. Since A/Ψ = {g 0 , g 1 , . . . , g r−1 }, there is i < r such that e ≡ a i (mod Ψ). For this i we have σ A (a i , e, α A ( a, b, c, d)) = σ A (a i , e, β A ( a, b, c, d)) since they are incongruent modulo Ψ. Thus A satisfies Sep L (c, d). Conversely, let A Sep L (c, d). Let
Claim. There is an ultrafilter D on T such that U ∈ D and for every
Once the claim is established the Theorem will follow easily. For, take Ψ = D A . Ψ is a coatom of Con A since A/Ψ can be embedded in the ultraproduct ( A t )/D which is simple (V is finitely generated). To verify the claim, it suffices to show that the family {U } ∪ { V x : x ∈ A } has the finite intersection property. For this choose x 0 , x 1 , . . . , x k−1 from A for some natural number k and let E be the subalgebra of A generated by all the elements a 0 , a 1 , . . . , a r−1 , b, x 0 , x 1 , . . . , x k−1 , α and β. This is a finite set so, since V is finitely generated, E is finite. Therefore, by Theorem 2(2), E is a direct product of simple algebras, in fact E ∼ = (E t : t ∈ T 0 ) where T 0 is a finite subset of T and E t = E/(Θ t E ). Now suppose {U } ∩ (V x j : j < k) = ∅. Then for every t ∈ U , there is an integer t * < k with t / ∈ V x t * . Since E is a direct product, there is an element e ∈ E such that for every t ∈ T 0 ∩ U , e ≡ x t * (mod Θ t ). Recall that A is assumed to satisfy Sep L (c, d) with a 0 , a 1 , . . . , a r−1 , b as witnesses. Since e ∈ A, this ensures that for some i < r, σ A (a i , e, α) = σ A (a i , e, β). Since every a i , e, α and β is a member of E this can be computed in E as well, thus σ E (a i , e, α) = σ E (a i , e, β). However terms of E are computed coordinatewise, so for any i < r, if t ∈ T 0 ∩ U then e ≡ x t * ≡ a i (mod Θ t ) (since t / ∈ V x t * ), and for t ∈ T 0 − U , α ≡ β (mod Θ t ). Therefore the elements σ E (a i , e, α) and σ e (a i , e, β) agree in every coordinate of E, so must be equal. This is a contradiction and concludes the proof.
Let us now turn to the amalgamation class. Amal(V) has proved to be a difficult class to characterize, even for very well-behaved varieties. The aim of this paper is to show that, at least for discriminator varieties, the class has a very satisfactory description, namely by a set of first order sentences. [1] is an in-depth study of the subject and contains the characterization of Amal(V) that will serve as the starting point here. 
Proof. The following diagram should suggest the proof with Θ = ker λ.
Suppose V is of finite type, K, L are simple algebras of V and ν is an embedding of K into L. Write K = {k 0 , k 1 , . . . , k r−1 }. By an argument almost identical to the one preceding Theorem 4, there are terms γ and δ so that the formula Fac K (x 0 , x 1 , . . . , x r−1 , u, v) given by Proof. Begin with the set Σ axiomatizing Ps(V asi ) provided by Theorem 5. Then A Σ if and only if µ A is one-to-one. To apply Corollary 7, let M be maximal simple, Θ ∈ Con(A) and η an embedding of A/Θ into M. Since V has the congruence extension property, K = A/Θ is simple. We need a sentence equivalent to the existence (in the presence of Σ ) ofη andΘ as in 7(ii).
Since V is finitely generated, there are only finitely many pairs (up to isomor-
. . , m − 1 enumerate those pairs and let P K,η be the sentence Fac K ( a, c, d) . Therefore, by assumption there is an i < m such that Finally, the proof can be completed by observing that there are only finitely many pairs (K, η) (up to isomorphism) such that η is an embedding of K into a maximal simple algebra. Define P to be the formula P K,η , the conjunction over all such pairs. Then the set Σ ∪ {P} axiomatizes Amal(V).
A. careful examination of the sentences involved will reveal that the characterizations in Theorems 5 and 8 are ∀∃∀ in complexity. It is not hard to show that for any variety V, Amal(V) is closed under unions of chains (take an ultraproduct). Thus, by the "Chang-Los-Susko theorem", there is an axiomatization which is ∀∃ in complexity. This can be achieved by omitting the subformulas (∀z) σ(x, z, α) ≈ σ(x, z, β) from Fac, Ext, and Sep. Since the proofs are more complicated, we have not taken that tack. Is a similar reduction possible for Ps(S)?
