Abstract-We generalize a basis adaptation method for cost approximation in Markov decision processes (MDP), extending earlier work of Menache, Mannor, and Shimkin. In our context, basis functions are parametrized and their parameters are tuned by minimizing an objective function involving the cost function approximation obtained when a temporal differences (TD) or other method is used. The adaptation scheme involves only low order calculations and can be implemented in a way analogous to policy gradient methods. In the generalized basis adaptation framework we provide extensions to TD methods for nonlinear optimal stopping problems and to alternative cost approximations beyond those based on TD.
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I. OVERVIEW
We consider a parameter optimization context consisting of a parameter vector θ ∈ Θ, where Θ is an open subset of k , a function x * : Θ → n , and a cost function F : n → . We want to solve the problem min θ∈Θ F x * (θ) .
In general, for a given θ, the vector x * (θ) may be the result of an algorithm, a design process, or the solution of an equation (all parametrized by θ), but in this paper we focus on a special context that arises commonly in approximate dynamic programming (ADP). The salient features of this context are:
• x * (θ) is an approximation of the cost vector of an n-state Markovian decision problem (MDP) within a subspace
where the s columns of the n × s matrix Φ are basis functions parametrized by θ.
• n, the dimension of x as well as the number of states, is much larger than s, the dimension of the approximation subspace S θ . We then obtain a basis adaptation problem: optimally select the basis functions within a parametric class so that the cost vector approximation x * (θ) has some desirable properties. This is related to the issue of selecting a good approximation architecture, a subject of substantial research interest at present in ADP. Note that the parameters in the basis functions may have a natural interpretation; for instance, they may reflect the degree of smoothness that we believe the cost function has, particularly when the problem is a discretized version of a continuous problem; or they may be parameters of a function that maps states to quantitative features used to generate the rows of Φ.
In this paper, we consider basis adaptation methods that use gradient-based optimization and low dimensional calculations (order s rather than n). We are motivated by two general settings, which involve some form of Bellman's equation, x = T (x), corresponding to a single or to multiple policies.
In the first setting, S θ is a general s-dimensional subset of n , and x * : Θ → n is the fixed point of the mapping T , left composed by a "projection" mapping Π(·, θ) :
n → S θ associated with θ, i.e., x * (θ) is the solution of the "projected" equation
In the second setting, x * (θ) is defined differently, as the solution of an optimization problem:
where for each θ, f (·, θ) and X(θ) are suitable cost function and constraint, respectively. One example is the linear regression approach, where
Another example is when x * (θ) is obtained from an approximate linear programming formulation.
Most of the paper is devoted to the first setting where x * (θ) is the solution of the projected equation (1) . To illustrate our approach, let us assume for the time being that such a solution exists, is unique, and is differentiable in a neighborhood of a given θ; this can be implied from the differentiability of the mappings Π, T at certain points, and the appropriate implicit function theorems. Then, by differentiating both sides of Eq. (1), we obtain the equation satisfied by the partial derivatives of x * (θ) with respect to the components θ j of θ. In particular, for each j, the n-dimensional vector ∂x * ∂θj (θ) satisfies the linear equation
where ∇ denotes the Jacobian of the associated mapping with respect to a corresponding argument. This equation (and hence also the values of ∂x * ∂θj (θ)) does not depend on how the points in S θ are represented. However, given a general parametrization of the form
we have x * (θ) = ψ(r * , θ) for some r * ∈ s , so that
(assuming differentiability of the functions involved for the time being). Thus, after x * (θ) (equivalently, r * (θ)) is computed, ∂x * ∂θj (θ) can be efficiently represented without explicitly storing length-n vectors, and by substituting Eq. ∂θj (θ). This is important for computational reasons. Similarly, when all the mappings are twice differentiable, we can derive the equations satisfied by the second-order derivatives.
Suppose that we wish to optimize over Θ a certain objective function F (x * (θ)). Then we can use ∂x * ∂θj (θ) computed as above and the chain rule to compute the gradient ∇(F • x * ), and apply gradient methods. In the context of TDbased approximate policy evaluation for a discounted MDP, this approach was first proposed by Menache, Mannor, and Shimkin [1] , who gave a simulation-based gradient method that uses low-dimensional calculations for the case of the linear Bellman equation x = T (x) corresponding to a single policy, and the Bellman error criterion
A central element of their approach is a convenient LSTDtype iterative algorithm for estimating the partial derivatives of x * with respect to components of θ. Their analysis still relies on the availability of analytic expressions of x * and r * in the linear problems they consider. One main purpose of this paper is to show a broader scope of this adaptation methodology beyond linear problems, as we have put forth already in Eqs. (1)- (4) . Our work generalizes the work of [1] so that it applies to alternative optimization criteria, including some involving a nonlinear Bellman equation (as for example in optimal stopping), and also applies to cost approximation by other methods, unrelated to the projected equation (1) (such as for example regression).
Generally, there are potential difficulties at two levels when using the method just outlined for basis adaptation:
• At the analytical level, issues such as (generalized) differentiability and expressions of the Jacobians can be highly complex and difficult to analyze.
• At the computational level, there can be difficulties in estimating the necessary quantities defining the equations and solving them using low-order simulation-based calculation, and there can also be difficult convergence issues. In this paper, we will limit ourselves to the analytically simpler case where S θ is a linear subspace, S θ = Φ(θ)r | r ∈ s , and Π(·, θ) is a Euclidean projection, hence a linear mapping. Thus the projected equation simplifies to
and x * (θ) is simply Φ(θ)r * (θ). For Π(θ) to be differentiable at θ, it is sufficient that Φ(θ) is differentiable with linearly independent columns. In Section II, T will be a linear mapping associated with a single policy, while in Section III, T will be a nonlinear mapping associated with an optimal stopping problem. In the latter case, T may be nondifferentiable, so we will use a more general differentiability notion in our analysis. There are also other nonlinear cases (e.g., constrained cases) that are relatively simple and are worthy of future investigation.
The paper is organized as follows. In Sections II we review the application of the basis adaptation scheme for policy evaluation with TD. We recount the case considered by [1] , and we also include additional cases. In Section III, we consider optimal cost approximation in optimal stopping problems using TD(0). In this case, the mapping T is not differentiable, and as a result the solution x * (θ) of the associated nonlinear projected Bellman equation may not be differentiable. It is instead semidifferentiable, (as we show in an Appendix to this paper, available online). A corresponding difficulty arises in estimating the semiderivatives/directional derivatives by simulation-based algorithms. We discuss a smoothing approach: applying basis adaptation to the solution of the projected version of a smoothed Bellman equation. In Section IV, as an example of the second setting, we discuss basis adaptation for the linear regression approach based on minimizing the Bellman equation error.
II. REVIEW OF A CASE OF LINEAR EQUATIONS: TD AND POLICY EVALUATION
We consider the case of policy evaluation using TD(λ) with linear function approximation. TD(λ) was first proposed by Sutton [2] ; for textbook discussions of TD(λ) and alternative TD methods, see [3] - [5] . The mapping T is the linear mapping associated with the multiple-step Bellman equation. In particular, for a given pair of (α, λ) with α ∈ (0, 1), λ ∈ [0, 1],
where g (λ) is a vector and P (λ) a matrix defined by
respectively, with P being the transition matrix of the Markov chain associated with the policy, g being the one-stage cost vector, and α being the discount factor. We consider the discounted case α ∈ (0, 1) only for notational simplicity, and the discussion that follows extends easily to undiscounted cases.
For all θ ∈ Θ, the approximation space S θ is the linear s-dimensional subspace of n spanned by the columns of a matrix Φ(θ). We assume that for all θ, Φ(θ) is differentiable and its columns are linearly independent. Let Π(θ) be a weighted Euclidean projection on S θ , thus a linear mapping. We assume that for all θ, the matrix I −Π(θ)P (λ) is invertible. Then, for all θ ∈ Θ, there exists a unique solution x * (θ) to the projected Bellman equation associated with TD(λ),
and x * (θ) is differentiable on Θ. Equation (3) becomes for j = 1, . . . , k,
Equation (4) becomes
is differentiable and has linearly independent columns). It follows from combining the above two equations that the second component Φ(θ)
∂θj (θ) of the derivative is the solution of the equation
where the vector q j (x * ) ∈ S θ is given by
(Note that since r * in this case has an explicit expression, alternatively, we can differentiate the expression of r * directly to get an identical formula for derivative estimation.)
We can use various TD algorithms to solve Eq. (7), as we will discuss shortly. In a way this is similar to actor-critic methods (see e.g., [6] ): the gradient satisfies linear equations [(7) for all j] of the same form as the equation satisfied by the approximating cost x * , except that the constant terms of these equations are defined through x * . For gradient estimation, least squares-based algorithms, such as LSTD [7] and LSPE [8] are particularly convenient, because q j (x * ) is also linear in r * , so the terms multiplying r * in its expression can be estimated simultaneously as r * itself is being estimated. In what follows, we describe the details, starting with expressing Eq. (7) explicitly in terms of low dimensional quantities.
A. Projection Norm Independent of θ
Let ξ be the weights in the projection norm, and let Ξ denote the diagonal matrix with diagonal entries being ξ. We first consider the case where ξ does not functionally depend on θ. The projection Π(θ) can be expressed in matrix notation as
To simplify notation, define matrices B 0 and B j , j = 1, . . . , k, by
and also omit θ in the parentheses for the time being. A useful fact is that for any invertible square matrix B differentiable in θ,
Substituting this expression in Eq. (8), using the fact B −1 0 Φ Ξ T (x * ) = r * , and rearranging terms, we can express q j (x * ) explicitly in terms of low-dimensional quantities:
where
We can also write Eq. (7) equivalently as
B. Projection Norm Dependent on θ
We now consider the case where ξ depends on θ. The expression of ∂Π ∂θj (θ) contains two more terms in addition to those in Eq. (10):
Correspondingly, it is easy to verify that now q j (x * ) = Φr j witĥ
where M j is given by Eq. (12) , and
Since the expressions involve ∂ξ ∂θj , this setting is realistic only when ξ(θ) is known explicitly. It is more suitable for TD(0) but can be difficult to apply for TD(λ) with λ > 0 (see related details in Example 4 below).
C. Examples of Derivative Estimation
We define some notation to be used throughout the paper except where stated otherwise. We denote by g(i, i ) the onestage cost of transition from state i to i , and we denote by φ(i) the ith row of Φ, viewed as a column vector. Let {γ t } denote a deterministic sequence of positive stepsizes satisfying the standard condition:
. .) be a sample trajectory of states from an irreducible Markov chain with invariant distribution ξ. This Markov chain is assumed to be the Markov chain associated with the policy, i.e., it has as transition matrix P , except where noted otherwise.
Example 1 (ξ independent of θ). This is the case considered in [1] . The component Φ ∂r *
∂θj of the derivative ∂x * ∂θj satisfies Eq. (7) with q j = Φr j given by Eq. (11) . To estimate ∂x * ∂θj , we define vector iterates
and matrix iterates
, with probability 1 (w.p.1). We then let r 0,t and r j,t be defined either by the LSTD algorithm:
or, by the LSPE algorithm with a constant stepsize γ (e.g, γ ∈ (0, 1]): Example 2. We continue with the above example. Suppose the objective function F (x) for basis adaptation is the Bellman error:
where < ·, · > ξ denotes inner product and we omit θ in the parentheses for simplicity. Estimation using samples can be done efficiently by approximating the matrices and vectors which do not depend on x * and plugging in the approximations of r * and ∂r * ∂θj as they are computed. In particular, we have
To compute this quantity, for state i t along a trajectory of states (i 0 , i 1 , . . .), we sample an additional transitionī t+1 from i t , independently of the trajectory, and do the matrix and vector iterates:
Then, as t → ∞, w.p.1,
One may also consider a two-time-scale algorithm which estimates the gradient at a faster time-scale, by using the iterates given in this and the preceding example (with γ t = t −β , β ∈ ( 1 2 , 1) for instance), and changes θ t at a slower time-scale along the estimated gradient direction. Then it is not difficult to show, under standard conditions, that w.p.1, θ t converges to the closure of the set {θ | ∇(F • x * )(θ) = 0, θ ∈ Θ}, by using e.g., the results in Borkar [9] and [10] .
Example 3. As an example of finding θ to minimize an objective function different than the Bellman error, we may consider
where I is a certain small subset of states, and J i , i ∈ I, are the costs of the policy at these states calculated directly by simulation. We may use this criterion to tune the subspace S θ , while we use TD to obtain approximating costs at the rest of states. The gradient ∇(F •x * ) can be easily calculated from the estimates of ∇x * given in Example 1.
Example 4 (ξ dependent on θ). We assume that for all states i, the ratios ∂ξ(i) ∂θj (θ)/ξ(i) are known, and ξ is the invariant distribution of the Markov chain that we are simulating, whose transition matrix is P . We also assume that the ratios
between the entries of P and P are well-defined and known.
The component Φ ∂r *
∂θj of the derivative ∂x * ∂θj satisfies Eq. (7) with q j = Φr j now given by Eq. (14) . To estimate ∂x * ∂θj , we use weighted sampling to handle the terms in the expression ofr j that involve Φ ∂Ξ ∂θj based on the observation that we can write for j = 1, . . . , k,
where w(i) = ∂ξ(i) ∂θj /ξ(i), i = 1, . . . , n. From this it is easy to see how to estimate the two related terms Φ ∂Ξ ∂θj g (λ) and M j in Eq. (14) using standard TD formulas. For estimating terms involving P (λ) , since the states are sampled using a Markov chain with transition matrix P instead of P , we employ weighting of samples to account for this discrepancy (see [11] ).
In particular, similar to Example 1, we define the following vector iterates z 0,t = λα
In addition, we define the following vector and matrix iterateŝ z j,t = λα
We then define iterates r 0,t , r j,t by the LSTD algorithm:
0,t b j,t + M j,t r 0,t +b j,t + M j,t r 0,t . Then, it can be shown that M 0,t → M 0 , M j,t → M j , and M j,t → M j in probability [cf. Eqs. (13) , (12) , (15) , respectively]; and
, and
in probability [cf. Eq. (14)]. Consequently, it can shown that r 0,t → r * , r j,t → ∂r *
∂θj , and ∂Φ ∂θj r 0,t +Φr j,t → ∂x * ∂θj in probability.
D. Estimation of Second-Order Derivatives
When Φ is twice differentiable in θ, x * is also, and we can compute the second-order derivatives. In particular,
where the first three terms can be obtained in the process of computing r * and its first-order derivatives, and the last term Φ for some q jk ∈ S θ . This equation is obtained by differentiating both sides of Eq. (7) at Φ ∂r *
∂θj by θ k , similar to the derivation of first-order derivatives. Estimating
can also be done efficiently by simulation, similar to the examples in the preceding section. These quantities are useful in applying Newton's method to optimize the parameter θ.
III. A CASE OF NONLINEAR EQUATIONS: TD AND OPTIMAL STOPPING PROBLEMS
We consider optimal stopping problems and approximation of the optimal cost functions using TD(0). The mapping T is the nonlinear mapping associated with the Bellman equation:
where f (x) = min{c, x}, or, written component-wise,
with c i being the cost of stopping at state i, and A = αP, α ∈ (0, 1), with P being the transition matrix of the Markov chain and α being the discount factor of the stopping problem. We consider the discounted case for simplicity, even though the discussion extends to the total cost case.
As in the previous section, for all θ ∈ Θ, the approximation space S θ is a linear s-dimensional subspace of n spanned by the columns of Φ(θ), and the projection Π(θ) on S θ is a weighted Euclidean projection with respect to the norm · ξ where ξ denotes the weight vector. For simplicity, we assume in this section that ξ corresponds to the invariant distribution of the Markov chain. We also assume that for all θ, Φ(θ) is differentiable and its columns are linearly independent. The approximating cost x * (θ) is the unique solution of the projected Bellman equation
Note that with the above choice of ξ, Π(θ)T is a contraction with Π(θ)T ξ ≤ α for all θ ∈ Θ. In this case, x * does not have an analytical expression, but it can be efficiently computed [12] - [14] , thanks to the contraction property of Π(θ)T . We will specialize the general basis adaptation method discussed in Section I to this case. Note, however, that T is not differentiable everywhere.
First we derive the derivative formula and an estimation algorithm for points at which T is differentiable. We then discuss the semidifferentiability of x * (θ) (with some analysis deferred to the Appendix, available online), and an associated difficulty in semiderivative/directional derivative estimation due to the non-smoothness of the Bellman operator. We then present a smoothing approach to basis adaptation based on using a smoothed version of the Bellman equation.
A. Derivatives at Certain Differentiable Points
Consider a point θ ∈ Θ such that for all states i,
Let δ[. . . ] denote the indicator function. We have
where ∇f (x * ) is a diagonal matrix with the ith diagonal entry being
Since x − Π(θ)T (x) is differentiable at (x * , θ) and the matrix I − Π(θ)A∇f (x * ) is non-singular (which can be seen from the fact that the mapping L(x) = Π(θ)A∇f (x * )x is also a contraction with respect to · ξ ), by the implicit function theorem x * (θ) is differentiable in a neighborhood of θ. Specializing Eq. (3) of Section I to this case, we have
We also have
∂θj (θ). It can be verified, similar to the derivation in the previous section, that the second component Φ(θ) ∂r * ∂θj (θ) is the solution of the linear equation
with q j (x * ) ∈ S θ given as follows. Omitting θ in the parentheses for simplicity,
and
The following derivative estimation algorithm is then evident. Notice that in a neighborhood of x * , ∇f (x) is constant, therefore continuous. This is important for the convergence of the simulation-based algorithms we use to estimate ∂x * ∂θj . Example 5. Let (i 0 , i 1 , . . .) be a sample trajectory of states from the Markov chain. We assume the availability of a sequence r 0,t converging to r * , which can be obtained by a number of TD algorithms, e.g., the least squares Q-learning algorithm and its convergent variants [14] , the fixed point Kalman filter algorithm [13] , and the recursive TD(0) algorithm [12] . Let γ t be a sequence of stepsizes such that t γ t = ∞, t γ 2 t < ∞. We define scalar κ t ∈ {0, 1} and vector iterates
and define matrix iterates
We define r j,t either by the LSTD algorithm:
or, by the LSPE algorithm with a constant stepsize γ ∈ (0, 2 1+α ) (γ = 1, for instance): r j,t+1 = r j,t + γB Proof: (Sketch) Since ∇f (x) is constant in a neighborhood of x * and r 0,t → r
) for t sufficiently large, w.p.1. Then it can be seen that the iterates converge to their respective limits:
The claimed convergence then follows from the convergence of LSTD/LSPE, where for LSPE we use also the fact that L(x) = q j + ΠA∇f (x * )x is a contraction mapping with respect to · ξ .
Example 6. Consider using the Bellman error as the objective function F for basis adaptation:
Estimating this inner product by simulation can be done exactly as in Example 2, except for the following differences. We definek t+1 = δ φ(ī t+1 ) r 0,t < cī t+1 , which equals
) for t sufficiently large, w.p.1.
We replace ∂φ(īt+1) ∂θj and φ(ī t+1 ) in both V j,t and v j,t bȳ κ t+1 ∂φ(īt+1) ∂θj andκ t+1 φ(ī t+1 ), respectively. We also replace the term φ(i t+1 ) in V j,t by κ t+1 φ(i t+1 ), and finally, in v j,t , we replace the term g(i t , i t+1 ) by by g(i t , i t+1 ) + α(1 − κ t+1 )c it+1 .
B. Semidifferentiability of x *
For θ ∈ Θ such that x * i (θ) = c i for some i, x * (θ) may not be differentiable at θ. Nevertheless, x * is "wellbehaved" in the sense that x * (θ) is semidifferentiable on Θ, as we show in the Appendix to this paper (available online). Semidifferentiability is stronger than the one-sided directional differentiability; it implies the latter and the continuity of the directional derivatives in the direction (see [15] ). While we will not go deeply into semiderivative estimation in the present paper, we continue our discussion a little further to illustrate a difficulty, and to motivate the subsequent smoothing approach.
First, we introduce some notation. For a semidifferentiable function F (x), we denote by dF (x)(v) its semiderivative at x for a direction v (which coincides with the one-sided directional derivative at x for v); and for a semidifferentiable mapping F (x), we denote its semiderivative at x for v by DF (x)(v). Consider the functions f i (x i ) = min{c i , x i }, i = 1, . . . , n, in our stopping problem. The semiderivative of f i at x i for a scalar v is
It can be shown that x * (θ) is semidifferentiable on Θ (Prop. 3 in the Appendix). Denote the semiderivative of
Applying the chain rule, it can be shown that the semiderivative Dx * (θ)(v) is the unique solution of the following nonlinear equation of x:
wheref (x; x * ) = f 1 (x 1 ; x * 1 ) , . . . ,f n (x n ; x * n ) withf i given by Eq. (26).
Similar to the differentiable cases in the earlier sections, Eq. (27) for the semiderivative Dx * (θ)(v) can be rewritten explicitly in terms of Φ(θ) and
In particular, (omitting θ in Φ(θ) and Ψ v (θ) for notational simplicity),
where the second component ΦDr * (θ)(v) is the solution of the nonlinear equation of x:
where the first term Φr v (x * ) is given by
If x * were known exactly, then, since ΠAf (x;x) for any fixedx is a contraction mapping for x, Eq. (28) can be solved by TD-type simulation-based algorithms [12] - [14] , similar to solving the projected Bellman equation of the stopping problems. However, because with simulation x * is only approached in the limit, and also becausef is discontinuous in its second argument, we find it difficult to ensure the convergence of the simulation-based algorithm for solving Eq. (28), such as the ones used in Example 5. This leads us to consider an alternative smoothing approach to basis adaptation, presented in the next section.
In connection with the preceding discussion, we note that if T is smooth but Π(θ) is semidifferentiable, we will not have the above difficulty to compute the semiderivatives of x * (in fact we only need to solve linear equations as before), because θ is always given. As it is natural to have parametrized basis functions that are not everywhere differentiable with respect to the parameters, the corresponding estimation scheme for the semiderivatives of x * (θ) can be useful for basis adaptation in such cases.
C. Approximation by a Smoothed Problem
We consider smoothing the Bellman equation. For any positive , define function h : → , which is a smoothed version of min{0, a}, by
Then, h is monotonic, twice differentiable, and
Define f (x) = f ,1 (x 1 ), . . . , f ,n (x n ) to be a smoothed version of f (·) = min{c, ·} by
and define T to be a "smoothed" Bellman operator by
Then, f and T are monotonic and twice differentiable, and furthermore, Π(θ)T (·) is a contraction mapping with respect to · ξ (since | df ,i dxi | < 1 for all i). Consequently, the smoothed projected Bellman equation
has a unique solution, which we denote by
and which can be computed by simulation using a number of TD algorithms (e.g., [12] - [14] ). By Eq. (31), a worst case bound on the difference x * − x * can be shown:
The derivatives of x * with respect to θ can be estimated similarly as in Section III-A with ∇f (x * ) replacing ∇f (x * ) in Eqs. (i 0 , i 1 , . . .) be a sample trajectory of states from the Markov chain. We define iterates B 0,t and b j,t as in Example 5. We define scalars y t , κ t and vector b We then define r j,t as in Example 5.
Proposition 2. Assume that r 0,t → r * as t → ∞, w.p.1. For j = 1, . . . , k, let r j,t be given by Example 7; then, w.p.1, 
Assume that for every θ there is a unique minimum r * . Then, it follows from the theory of parametric minimization (or by a direct verification) that 
which in our case, omitting θ in Φ(θ) for simplicity, is 
The derivatives can be easily estimated by simulation.
Similarly, when Φ(θ) is only semidifferentiable, derivatives in the above can be replaced by semiderivatives, and semiderivatives/directional derivatives of G(θ) can be estimated for basis adaptation.
V. DISCUSSION
While we have considered primarily Markov decision problems in this paper, our basis selection scheme applies also in the context of approximately solving linear or nonlinear fixed point equations by TD methods [11] or by regression methods. For both contexts, choosing suitable objective functions F using prior knowledge about the problem can be beneficial, as the Bellman error or the residual error in satisfying the fixed point equation is not necessarily the best choice of the objective, especially when the problem is ill-conditioned.
