Abstract
Introduction
Cutting is one of the most important material removal process. In case of mass production even small enhancement of a machining process can cause significant cost reduction and quality improvement for the product. Deeper understanding of the relation between machining parameters (cutting speed, feed rate, depth of cut, etc.) and output variables (cutting forces, temperature field, surface roughness, chip morphology, etc.) could be a key to such improvement.
In the last few decades, substantial research effort has been invested into the development of computational methods and their implementations. Thus the identification of physical variables in simulations of machining processes could be performed efficiently.
Despite the efforts to reduce the cost of computational speed, explicit dynamics simulation of cutting operations may still be unacceptably expensive. Consequently, the usage of 2D model could be considered.
The main objective of the present paper is to give an overview of the possibilities of two-dimensional simulations of orthogonal cutting based on the comparison of the results obtained from simulations and previously performed measurements.
First an overview is given about the recent works on simulation approaches of machining processes. In most cases, finite element analysis software ABAQUS/Explicit was used, and two-dimensional model was applied.
Ducobu et al. [1] introduced three finite element models to test three theories applicable to model Ti6Al4V chip formation during orthogonal cutting. The reference experimental data was taken from Sun et al. [2] . In a different paper Ducobu et al. [3] examined the effect of adaptive mass scaling in finite element analysis of Ti6Al4V orthogonal cutting. Hokka et al. [4] introduced modelling, simulation and measurement of highspeed machining of Ti-6246 and Alloy 625 Superalloys. Ljustina et al. [5] summarized the know-how about continuum damage models and mesh dependence in Finite Element Analyses. Menezes et al. [6] studied the influence of rake angle and friction in an aluminium workpiece using FEA software LS-DYNA.
Parle et al. [7] investigated modelling of microcrack formation in orthogonal cutting of AISI 1215 steel. Pres et al. [8] presented simulation, measurement and their comparison with respect to cutting forces and geometrical features of the chip. The material used was C45E. Wang et al. [9] investigated the serrated frequency and cutting force for Ti6Al4V. They compared their simulation results to experimental data, and concluded that the agreement was good between them. Xi et al. [10] presented a rather different approach, namely the smoothed particle hydrodynamics (SPH) Lagrangian method for 2D and 3D models in LS-DYNA. Vasiri et al. [11] showed a set of constants for the Johnson-Cook damage model calibrated for the AISI 1045 steel material. They managed to predict the resistance to cutting force well.
In the next section, the reference measurement is introduced. Section 3 details the finite element model. Explanation is given for two-dimensional modelling of three-dimensional cutting process in the particular case of the configuration introduced in Section 2. The constitutive model and damage model are explicated as well. Sensitivity analyses are carried out for mesh density, rake angle, contact, mass scaling methodology, ALE remeshing parameters.
In Section 4, the results of experiment and simulation are evaluated and compared. In Section 5, conclusion and further goals are summarized.
Turning experiment
The cutting tests were performed on a universal lathe machine (type: EU-630x300). A Kistler 9263A cutting force dynamometer was used to measure the cutting forces. Material of the selected insert was TN 123 (ISO P30C) and it was coated by titanium carbid (TiC). The insert was designated as CNMG 120408KM. The geometric details of the insert are summarized in Table 1 . This type of insert was equipped with chip breaker to subserve chip segmentation. The tool holder was PCLNR 2525 M12. The summary of the experimental setup is listed in Table 2 .
AISI 1045 normalized carbon steel (C45) cylindrical workpiece was used with an external diameter of 160 mm. The experimental setup is shown in Fig. 1 . The cutting measurements were executed at three different cutting speeds, feed rate and cutting depth. In total 27 tests were performed.
Details of the test settings and the measured force values are summarized in Table 3 . As a result of this measurement, the dependency of the acting force was evaluated with respect to the input parameters and settings of the tests (spindle speed, feed rate, cutting depth).
The measured data of test #3 (Fig. 2) and #11 ( Fig. 3 ) are presented. Only the steady-state force signals were considered. The averaged force values were calculated and during the evaluation of the FE simulation these results are used as reference. Chip shapes are shown in Fig. 4 .
FE -model 3.1 Overview
A two dimensional ALE FE model was built using ABAQUS/ Explicit version 6.14 to simulate the previously performed turning process of stainless steel AISI 1045. Coupled thermomechanical analysis was used to include thermal effects. As an output of the simulation, the resultant forces of tool nodes were captured.
Geometry and boundary conditions
To simulate a three dimensional process in two dimensions it is essential to define a proper projection of the 3D case to 2D. The turning process is simplified by considering only a small segment from the workpiece. Since the depth of cut, feed rate and the simulated workpiece arc is negligibly small compared to the radius of the workpiece, the segment is considered to be straight. In this particular machining process, two edges of the tool are involved in cutting, while in the 2D simulation, only one cutting edge could be taken into account. Therefore, before the simulations, it also has to be decided which cutting edge is considered as dominant, and which one is neglected. In this study, the simulated cutting edge is indicated in Fig. 5 as cutting edge 1. According to this projection the distance between the tooltip and the top edge of the workpiece presented in Fig. 7 corresponds to the feed rate from the measurement data, not to the depth of cut. The resultant reaction forces correspond to unit depth of cut, with a dimension of N/mm. Since no 3D CAD geometry of the insert was available, the insert was 3D-scanned with a precise dental scanner. The scanned geometry is shown in the Fig. 6 . Afterwards, the 3D model of the insert was built based on the point cloud. The final geometry of the tool in the 2D model was obtained by creating a cross-section of the model with a properly positioned plane. This plane was defined based on the knowledge of the machining arrangement. The Fig. 7 shows the basic geometry of the used FE model with the applied boundary conditions, where cutting takes place in the XY plane under plane strain condition.
In the simulations, the workpiece is divided into three layers. The upper layer of the workpiece is the chip layer (S1), which is separated from the other part of the workpiece (S3) by a sacrificial element layer (S2) positioned based on the previously presented projection (f ). When the tool approaches a sacrificial element, it will be deleted based on a damage criterion [12] . The cutting edge of the tool was positioned to the sacrificial layer of the workpiece geometry.
For the workpiece, an encastre boundary condition was applied to the lower edge, and to the left edge of the third section (S3). The upper and the right edges of the tool in the y-direction are fixed and there is a displacement type boundary condition given along the x-direction which equals the length of the workpiece (L).
Mesh
The applied mesh consisted of CPE4RT elements with plane strain condition. On S1 and S2 relaxed stiffness, while on S3 and S4 enhanced hourglass control was selected. Distortion control was applied on every section except for S1, where ALERemeshing was used with frequency of 50000 and 5 remeshing sweeps per increment. Its usage prevented overly distorted mesh. Element deletion was allowed only in the sacrificial layer.
Three different chip thicknesses were simulated -0.355, 0.18 and 0.09 mm. The length of the workpiece in every model was set proportionally to its thickness. In each case, the element size was set according to the sensitivity analysis detailed in Section 3.6. This mesh yielded satisfactory results with favourable computational time.
The contact of the tool and workpiece was modelled with a surface-to-node interaction. The master surface and slave nodes are highlighted in Fig. 8 . Finite sliding was applied, the exact properties are defined in Section 3.5. 
Material model 3.4.1 Workpiece -AISI 1045
Similarly to most of the literature on the topic [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , the AISI 1045 steel workpiece was modelled with the JohnsonCook material model [29] . The popularity of this model is due to its capability of describing behaviour of metals in processes where large strains, high strain rates, temperature dependency and visco-plastic deformation are included.
The properties of the Johnson-Cook constitutive model are best represented by the expression for equivalent stress: where A is the yield strength, B is the hardening modulus, C is the coefficient of strain rate sensitivity, n is the hardening coefficient, m is the thermal softening coefficient, T m , T r , T are the melting, room and current temperature respectively,  ε 0 is the reference plastic strain rate. The values of these parameters for the investigated AISI 1045 steel are taken from the literature [22, 25, 26, 30] , and can be found in Table 5 .
Disruption of the finite element mesh is necessary for modelling chip formation, therefore besides the material model, the Johnson-Cook damage model was also applied. This is a fracture model for ductile materials and consists of two phases, a damage initiation and a damage evolution phase.
The Johnson-Cook damage model assumes that the equivalent strain at failure is of the form: where the values of constant coefficients are taken from the literature [11] and are presented in Table 6 . In each increment of the simulation, the increment of the equivalent strain ∆ε pl is calculated. The fraction damage is initiated in an element when the cumulative damage parameter
exceeds the value of 1. The stress-strain relation of damaged material is illustrated in Fig. 9 , where σ y0 and ε 0 pl are the yield stress and equivalent plastic strain at the onset of damage, and ε f pl is the equivalent plastic strain at failure; that is, when the overall damage variable reaches the value D = 1 . The overall damage variable D captures the effect of damage mechanisms. The value of the equivalent plastic strain at failure ε f pl depends on the characteristic length of the element and cannot be used as a material parameter for the specification of the damage evolution law. Instead, the damage evolution law is specified in terms of fracture energy dissipation G f , a material parameter that shows the required energy to open a unit area of crack [31] .
Fig. 9
Stress-strain curve with damage degradation [31] (3.1)
The value of G f depends on how the crack evolves. Two types of crack development are described in the literature, illustrated in Fig. 10 . In the sacrificial layer, the first mode, while in the chip layer, the second mode is considered as the dominant one. Therefore, the value for the fracture energy of these two sections are determined by the corresponding fracture toughness K f according to the following expression: 
Tool
To obtain temperature field results, the tool material is specified as a linearly elastic material with thermal properties. Material properties are summarized in Table 4 . 
Modified Coulomb Friction
Frictional interaction was considered in the FE simulation in order to get the most realistic results. The frictional interaction between the chip and the cutting tool is modeled with a modified Coulomb friction law [32] .
If the shear stress is denoted by τ and the normal pressure by p then the critical friction stress is determined by
where μ is the friction coefficient and τ limit is the shear stress limit. The modified Coulomb friction law states that slip occurs at the contact point when the shear stress is greater than τ C which is the critical shear stress.
However, it is difficult to identify the friction coefficient at the tool-chip contact. Based on the experiences of many previous authors [11, 25] , the friction coefficient was set to 0.17.
Sensitivity analyses
Though the literature of cutting simulation is extensive, there are several parameters (material constants, simulation settings, quantities describing contact behaviour) that were determined empirically. It is important to mention that the use of empirically obtained parameters causes that the expectations influence the results. Uniformed description of machining processes cannot be derived.
In this study, several such parameters were examined, which were different in various sources. Sensitivity analyses were performed to examine the influence of specific parameters on the reaction force. The simulations were performed with changing only one of the parameters, and all other settings remained the same.
Thus the effect of certain parameters could be examined individually.
Mesh dependency
The most important concern was the effect of mesh size. Three different simulations were performed with different element sizes (0.05, 0.02, 0.008 mm). The influence of the element sizes on the reaction forces in x-direction can be seen in Fig. 11 . In general, it can be observed that the reduction of the element size decreases the deviance of the force values. Moreover, the reaction force will be smaller with reduced element size. This indicates that the finite element model gives an upper estimation on the reaction force.
The average force with elements of size 0.008 mm is around 98% of the value registered with elements of size 0.02 mm. Since simulation time was rapidly increasing with mesh refinement, furthermore, the deviation in the measured force signal is large, this inaccuracy is acceptable. Therefore 0.02 mm element size was applied for analyses with chip thickness of 0.355 mm. For simulations corresponding to different chip thicknesses, proportional mesh was employed.
Mass scaling
The necessary computational cost could be further reduced by using the mass scaling technique. However, this influences the resulting force signal, therefore a sensitivity analysis was performed.
Semi-automatic mass scaling was applied for the whole model with the following fixed scaling factors: 1, 5, 10, 20, 50, 100.
The effect of the mass scaling factors on the resulting force is presented in Fig. 12 . The average value of the reaction force does not change significantly, and the deviation increases only in the transient phase with greater mass scaling factors.
It can be declared that applying mass scaling factor 20 in the simulations has a negligible effect on the results. 
Rake angle
Other significant parameter of the cutting process was the rake angle. To investigate the influence of tool geometry, eight simulations were performed with different rake angles. The results were summarized in Table 7 . It was observed that the accurate geometry is indispensable in order to build a realistic simulation because the geometry of the tool has remarkable effect on the results. In Fig. 13 , the comparison of the reaction forces is shown regarding to three different rake angles.
The rake angle may have negative value in cutting processes. The effect of the negative rake angle on the cutting forces is investigated in [33] [34] [35] , for instance. It was identified that the correlation between the rake angle and the cutting force is approximately linear as it can be seen in Fig. 14 . 
Contact -Friction coefficient
As it has already been mentioned, the friction coefficient at the tool-chip contact is difficult to identify. Thus, sensitivity analysis was also performed to investigate the effect of the different friction coefficients on the reaction forces and the heat generation. The considered parameters and the results for the reaction force in x-direction are presented in Table 8 and in Fig. 15 . 
Results and comparison

Evaluation of the simulation
As an illustration the von Mises stress distribution and the temperature distribution can be seen on Fig. 16 and Fig. 17 for one specific simulation setup. The reaction force in the tangential direction against time is shown in Fig. 18 and Fig. 20 . Dimensionless time is used, since different time intervals are assigned to different simulations. Ignoring the transient part of the results, the steady state reaction force values can be compared to the measurement data.
Comparison with the measurement data
The measurement and simulation data are presented in Table 9 and in Fig. 21-Fig. 23 . In x-direction, the average error of the results is 23 %, the maximal error is 61.7 %.
Conclusion
The aim of this study was to present a general overview of the possibilities of 2D finite element simulations of metal cutting processes by comparing the results of the computational analyses to formerly executed measurements.
The measurement setup and recorded results were discussed then a possible projection of the examined 3D turning process to a 2D ABAQUS model was introduced. A working finite element model was built up in ABAQUS/Explicit. The parameter dependency of this model was investigated via sensitivity analyses, where the effects of varying element size, mass scaling factor, friction coefficient, rake angle were presented. Using the conclusions of these investigations, an effective model was built up which involves as limited approximations as possible, and has favourable computational properties. The finalized model was used with the machining parameters (feed rate, frequency, depth of cut) that correspond to the measurements. The experimental and computed results were compared.
As a conclusion of the comparison it can be said that the simulated reaction forces in the x-direction and the measured tangential reaction forces are well correlating for different cutting parameters -the average error was 23%. This is a major achievement since the parameters of the model were not fitted to the experimental data. However, the simulated y-directional reaction forces have substantial error compared to the measurements: the authors do not recommend the use of two dimensional finite element analysis to estimate cutting forces in the radial and axial directions of straight turning.
The most significant difficulties of the 2D simulations come from the lack of side cutting edge, and nose radius of the tool. Three dimensional analysis could take account of the resultant forces of the side cutting edge of the tool, and could model the cross section of the chip properly, as other authors have already demonstrated [35] .
