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Abstract. Initialized hybrid automata with linear differential inclusions
and rectangular constraints are hybrid automata where the invariants,
guards, resets, and initial values are given by rectangular constraints,
the flows are described by linear differential inclusions of the form ax+
b C1 x˙ C2 cx + d (with C1,C2 ∈ {<,≤}), and a variable x is reset on
mode change whenever the differential inclusion describing the dynamics
for x changes. Such automata strictly subsume initialized rectangular
automata. Our main result is that while the control state reachability
problem for such automata is undecidable, the time-bounded reachability
problem is decidable.
1 Introduction
The reachability problem for hybrid automata [17] is very important from the
standpoint of safety verification of cyberphysical systems. This problem has
been carefully studied in the past couple of decades and boundaries of decid-
ability have been extensively explored. The problem is stubbornly undecidable
as evidenced by the many undecidability results in the area [2, 5, 19, 25, 30].
Results identifying decidable subclasses are few and rare. Apart from some low
dimensional hybrid systems [5–7,23,28], the main classes of decidable hybrid sys-
tems are timed automata [3], initialized rectangular hybrid automata [19], semi-
algebraic o-minimal systems [22], and semi-algebraic STORMED systems [30].
Given the computational difficulty of analyzing hybrid systems, time-bounded
versions of classical decision problems have received much attention. It has been
shown that time-bounded problems in many cases are computationally easier
than the corresponding problems without time bounds [21, 26]. One particular
problem that has been investigated recently is the time-bounded reachability
problem, which asks if a certain control state of a hybrid automaton can be
reached within a given time bound T . The time-bounded reachability problem
has been shown to be NEXPTIME-complete for monotonic, rectangular hybrid
automata, eventhough the same problem for non-monotonic rectangular hybrid
automata is undecidable [10,11].
In this paper we introduce a new class of hybrid automata called initialized
hybrid automata with linear differential inclusions and rectangular constraints.
Like initialized rectangular automata, the invariants, guards, resets, and initial
values in such automata are described by rectangular constraints, and variables
are initialized, i.e., whenever the continuous dynamics of a variable changes
due to a mode switch, its value is required to be reset to value in an inter-
val range. However, unlike rectangular automata, the continuous dynamics is
given by linear differential inclusions of the form ax+ bC1 x˙C2 cx+ d (where
C1,C2 ∈ {<,≤}) 1. In other words, the evolution of a continuous variable x is
any trajectory x : R≥0 → R such that at any time t, ax(t)+bC1 x˙(t)C2 cx(t)+d.
Thus, such automata (henceforth called initialized linear inclusion automata for
short) strictly subsume the class of initialized rectangular automata. We antici-
pate such automata to be useful in abstracting hybrid automata more precisely
than initialized rectangular automata. Evidence of such an application can be
seen in the use of eigenforms for abstracting linear systems [14].
We show that the reachability problem for initialized linear inclusion au-
tomata is undecidable by reducing the halting problem of 2-counter machines.
In addition, the time bounded reachability for (uninitialized) linear inclusion au-
tomata is undecidable. This follows from the undecidability of the time bounded
reachability problem for (non-monotonic) rectangular hybrid automata [10, 11].
In contrast, we show that the time-bounded reachability problem is decidable.
Our decidability result is proved based on the following observations. Similar to
the translation of initialized rectangular automata to timed automata [18, 19],
we first reduce the reachability problem of initialized linear inclusion automata
to the reachability of problem in an automaton all of whose continuous variables
are clocks. Thus, we generalize an observation about rectangular flows to linear
inclusion flows. The resulting automaton though is not a timed automaton be-
cause the constants used in the constraints could be of the form r ln r′, where
r, r′ are rationals. We call such automata logarithmic timed automata. This dif-
ference is significant because reachability for such automata is undecidable; this
is a consequence of our undecidablility result for initialized linear inclusion au-
tomata. However, we show that the time-bounded reachability for such automata
is decidable. Note, that our decidability result does not follow from the result
in [11] — while clocks are special monotonic rectangular variables, the presence
of irrational constants in our automata complicates matters. Our decidability
proof relies on observing that if a control state q is reachable within time T , it
is reachable by an execution with at most exponentially many discrete transi-
tions. The algorithm deciding time-bounded reachability then guesses such an
execution, and checks if the execution is valid. To check validity of an execu-
tion, we reduce the problem of checking negative cost cycles in an exponentially
sized graph. The presence of irrational constants in logarithmic timed automata
ensures that checking for negative cost cycles involves comparing linear combi-
nations of natural logarithms of rational numbers with integers. All steps of our
algorithm, except the step of comparing logs with integers, can be bounded by
PSPACE. Even though natural logs can be approximated very efficiently (both
in terms of space and running time) with arbitrary precison [9, 20, 29], we are
unaware of any complexity bounds for computing a particular bit (say k) of
1 Linear inclusions for each variable are scalar.
the natural logarithm of a rational number. This prevents us from proving hard
upper bounds. We conjecture that the problem is in fact PSPACE-complete.
Related Work. The decidability/undecidability boundary for the reachability
problem in hybrid automata has been delineated through a collection of results;
the main results are included in the following references [2,3,5–7,12,19,22,23,25,
28, 30]. Given that the reachability problem is in general undecidable, approxi-
mations to the reachability problem (and the reachable set of states) have been
introduced [1, 8, 15]. The time bounded reachability problem has been shown
to be decidable for monotonic, rectangular hybrid automata in [10, 11] and for
o-minimal systems [16]. However, these classes of automata are incomparable to
the class considered in this paper. O-minimal hybrid systems [16] require the
continuous variables to be reset on every discrete transitions (or on every “cy-
cle” of transitions), thus decoupling the discrete and continuous dynamics. Such
a requirement is not imposed on our automata. Detailed comparison between
monotonic, rectangular hybrid automata, and the automata considered here, is
presented in the introduction, and the decidability proof.
2 Preliminaries
2.1 Sets and Functions Notations
N, Z, Q, and R are respectively the set of natural, integer, rational, and real
numbers. Q+ and R+ are respectively the set of positive rational, and real num-
bers, and R≥0 is the set of non-negative real numbers. ≤, ≥, > and < are
the ordering relations on real numbers with their usual meaning. We assume
∞ is strictly larger and −∞ is strictly smaller than all real numbers. For all
a, b ∈ R ∪ {−∞,∞}, [a, b] is defined to be the set {x ∈ R|a ≤ x ≤ b}. (a, b],
[a, b), and (a, b) are defined in a similar way. For any set A, P(A) denotes the
power set of A and |A| denotes its cardinality. For sets A and B, A∪B, A∩B, and
A−B denote respectively union, intersection, and difference of A and B. A→ B
is a (total) function from A to B, and [A→ B] is the set of all (total) functions
from A to B. For r ∈ R+, ln(r) and lg(r) are respectively the natural logarithm of
r and ln(r)ln(2) . For f ∈ [A→ B] and set C ⊆ A, f(C) = {b ∈ B|(∃a ∈ C)b = f(a)}.
For any f ∈ [A → R] and t ∈ R, we define function (f + t) ∈ [A → R] by
(f + t)(x) = f(x) + t. We may sometimes omit parenthesis when it causes no
confusion and use fa to denote f(a). The set {0, . . . , n− 1} will be denoted by
[n].
A rectangular region is any subset of real numbers of the form [a, b], (a, b],
[a, b), or (a, b). We denote the set of all rectangular regions by K. For k ∈ K, lk
denotes the lower bound of k, and uk denotes the upper bound of k. In addition,
Clk ∈ {<,≤} indicates if k is left closed and Cuk ∈ {<,≤} indicates if k is
right closed. For example, if k = (a, b] then lk = a, Clk =<, uk = b, and
Cuk =≤. For a ∈ R, we will use a to denote the rectangular region [a, a] when
it causes no confusion. Rectangular regions are closed under finite intersection.
For al, au ∈ R, bl, bu ∈ R ∪ {−∞,∞}, and Cl,Cu ∈ {<,≤}, a band is defined to
be {(y, x) ∈ R2|alx+ bl Cl y Cu aux+ bu} 2. The set of all bands is denoted by
B. For each p ∈ B we denote elements of p by alp, aup, blp, bup, Clp, and Cup.
Furthermore, we denote alpx+ blp and aupx+ bup by lp(x), up(x), respectively.
We may also write p by [alpx+ blp, aupx+ bup] if Clp = Cup =≤. For all a, b ∈ R
we use ax+ b to denote [ax+ b, ax+ b].
For every function x ∈ [R≥0 → R] that maps an input t to x(t), the first
derivative with respect to t will be denoted by either dxdt or x˙. If x˙ = ax+ b for
some a, b ∈ R, then the solution is given by:
x(t) =
x(0)eat + be
at − b
a
if a 6= 0
x(0) + bt otherwise
(1)
2.2 Transition Systems and Hybrid Automata
Definition 1. A transition system T is a tuple (S, Σ,→, Sinit) in which S is a
(possibly infinite) set of states, Σ is a (possibly infinite) set of labels,→⊆ S×Σ×S
is a transition relation, and Sinit ⊆ S is the set of initial states.
We write s
α→ s′ instead of (s, α, s′) ∈→. We write s → s′ as a shorthand
for ∃α ∈ Σ • s α→ s′ and →∗ denotes the reflexive transitive closure of →. Finally
for all s ∈ S we define reachT (s) to be the set {s′ ∈ S|s→∗ s′}, and reach(T ) to
be
⋃
s∈Sinit reachT (s).
For all transition systems T , we denote the elements of T by ST , ΣT , →T ,
and SinitT . In addition, whenever it is clear we drop the subscript T to make the
notation simpler.
Hybrid automata are used to model the interaction of a digital controller
with physical processes. A hybrid automaton has a set of real-valued continuous
variables that evolve with time, in addition to a set of discrete control locations.
For an introduction to such automata see [17]. In this paper we consider a special
class of hybrid automata that we define formally below.
Definition 2. A hybrid automaton with linear differential inclusions and rect-
angular constraints A is a tuple (Q, X, I, F, E, Qinit, Xinit), where
– Q is a finite non-empty set of (discrete) locations.
– X is a finite set of variables.
– I ∈ [Q× X→ K] maps each location q and variable x to a rectangular region
as the invariant of x in q.
– F ∈ [Q×X→ B] maps each location q and variable x to a band as the possible
flows of x in q. For p = F(q, x) and r ∈ R, we define F(q, x)(r) to be the
rectangular region {z ∈ R|lp(r) Clp z Cup up(r)}.
– E is a finite set of edges. Each edge e ∈ E itself is a tuple of (s, d, g, j, r) in
which
2 We assume bl ∈ {−∞,∞} ⇒ al = 0 and bu ∈ {−∞,∞} ⇒ au = 0. We also extend
the + operator to satisfy (∀r ∈ R)r +∞ =∞∧ r + (−∞) = −∞.
• s, d ∈ Q are source and destination locations, respectively.
• g ∈ [X → K] maps each variable x to a rectangular region as the guard
condition of e for x.
• j ∈ P(X) is the set of variables that their values will have jump after
traversing e.
• r ∈ [j → K] maps each variable x to a rectangular region as the possible
reset values of x after traversing e.
We write Se, De, Ge, Je, and Re to denote different elements of an edge e,
respectively. Also we denote (Ge)(x) and (Re)(x) respectively by G(e, x) and
R(e, x).
– Qinit ⊆ Q is the set of initial locations.
– Xinit ∈ [Qinit×X→ K] maps each location q and variable x to the set of initial
values for x in q.
We only consider this class of hybrid automata in this paper, therefore when-
ever we write linear inclusion automaton we mean hybrid automaton with linear
differential inclusions and rectangular constraints. Also a linear inclusion au-
tomaton is said to be initialized iff for every edge e ∈ E and variable x ∈ X, if
F(Se, x) 6= F(De, x) then x ∈ Je, i.e. x’s value is reset on taking edge e. Linear
inclusion automaton that is initialized will be called initialized linear inclusion
automaton. For all linear inclusion automata A, we display elements of A by
QA, XA, IA, FA, EA, SA, DA, GA, JA, RA, Q
init
A , and X
init
A . A valuation function
νA ∈ [XA → R] assigns a value to each variable of A and we denote the set of all
valuations by ValA. We may omit the subscript when it is clear from the context.
Semantics of Hybrid Automata. We define the semantics of hybrid au-
tomata as transition systems they represent [27]. The semantics of a hybrid
automaton A is defined by the transition system JAK = (S, Σ,→, Sinit) in which
– S = Q× Val,
– Σ = E ∪ R≥0,
– Sinit = {(q, ν) ∈ SJAK|q ∈ Qinit ∧ ν ∈ Xinit(q) ∩ I(q)}, and
– →=→1 ∪ →2 where
• →1 is the set of time transitions and for all t ∈ R≥0 (q, ν) t→1 (q′, ν′) iff
q = q′ and for all x ∈ X there exists a function fx ∈ [[0, t] → R] with a
free variable x such that fx(0) = ν(x), fx(t) = ν
′(x), ∀u ∈ [0, t] • fx(u) ∈
I(q, x), and dfxdx (u) ∈ F(q, x)(fx(u)).
• →2 is the set of jump transitions and for all e ∈ E, (q, ν) e→2 (q′, ν′) iff
q = Se, q′ = De, ν ∈ I(q) ∩ G(e), ν′ ∈ I(q′), and ∀x ∈ X • x ∈ JAe ⇒
ν′(x) ∈ R(e, x) and x /∈ JAe⇒ ν(x) = ν′(x).
For all transition systems T , we display elements of T by ST , ΣT , →T , and
SinitT . We may omit the subscript when it is clear from the context.
For an initialized linear inclusion automaton A, any variable x ∈ XA, and
any location q ∈ QA, we define cnstA(q, x) to be the set of constants appearing
in invariants, guards, resets, and initialization involving variable x and location
q (we may omit the subscript A when it is clear from the context). Formally
cnstA(q, x) = CA,I(q, x) ∪ CA,G(q, x) ∪ CA,R(q, x) ∪ CA,Xinit(q, x) in which
– CA,I(q, x) = {r ∈ R|r ∈ {lI(q,x), uI(q,x)}}
– CA,G(q, x) = {r ∈ R|∃e ∈ E • q = Se ∧ r ∈ {lG(e,x), uG(e,x)}}
– CA,R(q, x) = {r ∈ R|∃e ∈ E • q = Se ∧ r ∈ {lR(e,x), uR(e,x)} ∧ x ∈ Je}
– CA,Xinit(q, x) = {r ∈ R|q ∈ Qinit ∧ r ∈ {lXinit(q,x), uXinit(q,x)}}
We also define cnstA(x) to be
⋃
q∈Q cnstA(q, x), cnst
+
A(x) to be cnstA(x)− {0},
and cnstmaxA (x) to be max(cnstA(x)).
Observe that rectangular automata, stopwatch automata, and timed au-
tomata are all special kinds of linear inclusion automata obtained by restricting
its elements. In a rectangular automaton all flows are given by rectangular re-
gions (instead of bands), in a stopwatch automaton the flows are either 0 or 1
and initial values as well as reset values are always singleton, and in a timed
automaton the flows are always 1 and initial values as well as reset values are
always 0. In this paper we introduce a slight generalization of timed automata
that we call logarithmic timed automata that have constraints that involve some
irrational numbers. The formal definition of this class is presented next.
Definition 3. Timed automata with logarithmic constants (logarithmic timed
automata for short) is a class of timed automata in which constants could be in
the form of r or r ln r′ for some r ∈ Q and r ∈ Q+. In addition, we need the
following conditions to be satisfied:
1. For any x ∈ X and q ∈ Q (at least) one of the following conditions must hold:
– cnst(q, x) ⊂ Q. It means all constants in cnst(q, x) are rational.
– ∃c′ ∈ Q • ∀c ∈ cnst(q, x) • ∃c′′ ∈ Q+ • c = c′ ln c′′. It means all constants
in cnst(q, x) are in the form of c′ ln c′′ for some fixed c′.
2. For any variable x ∈ X and edge e ∈ E, if the following condition is satisfied
then x must be reset by e (i.e. x ∈ Je):
– ∃c1 ∈ cnst(Se, x), c2 ∈ cnst(De, x) • (c1 ∈ Q ⇔ c2 /∈ Q) ∨ (@c, c′1, c′2 • c1 =
c ln c′1 ∧ c2 = c ln c′2). It means there are two constants c1 and c2 in the
source and destination locations of e such that c1 and c2 are of different
types.
We call a timed automaton in which all constants are rational a rational timed
automaton.
For a linear inclusion automaton A, a path is defined to be a finite sequence
e1, e2, . . . , en of edges in E such that Dei = Sei+1 for all 1 ≤ i ≤ n − 1. A timed
path pi is a finite sequence of the form (t1, e1), (t2, e2), . . . , (tn, en) such that
e1, . . . , en is a path in A and ti ∈ R≥0 for all 1 ≤ i ≤ n . A run ρ from s0 to sn is
a finite sequence s0, (t1, e1), s1, (t2, e2), . . . , (tn, en), sn such that (a) (t1, e1), . . . ,
(tn, en) is a timed path in A, (b) for all 0 ≤ i ≤ n we have si ∈ SJAK, and (c) for
all 0 ≤ i < n there exists a state s′i ∈ SJAK for which si ti+1−→ s′i ei+1−→ si+1. We
define duration(ρ) =
∑
1≤i≤n
ti. For any T ∈ N, we say that ρ is T -time-bounded iff
duration(ρ) ≤ T .
The Reachability and Time-bounded Reachability Problems. Given
an initialized linear inclusion automaton A and R ∈ [Q×X→ K] the (unbounded-
time) reachability problem is to decide if for some (q0, ν0) ∈ SinitJAK and (q, ν) ∈
flat(R), there is a run ρ from (q0, ν0) to (q, ν), where flat(R) = {(q, ν) ∈ SJAK|∀x ∈
X • ν(x) ∈ R(q, x)}. The time-bounded reachability problem asks if, given an
initialized linear inclusion automaton A, R ∈ [Q×X→ K], and T ∈ R≥0, there is
some (q0, ν0) ∈ SinitJAK, (q, ν) ∈ flat(R), and run ρ such that ρ is a run from (q0, ν0)
to (q, ν) and duration(ρ) ≤ T .
3 Time-Bounded Reachability
In this section we consider the problems of reachability and time-bounded reach-
ability in initialized linear inclusion automata. We begin by observing that the
(unbounded time) reachability problem is undecidable.
Theorem 1. Unbounded time reachability for initialized linear inclusion au-
tomata is undecidable.
Proof (Sketch). The result is proved by reducing the halting problem for 2-
counter machines. It is an adaptation of Miller’s proof [24] showing that the
reachability problem for timed automata with irrational constants is undecid-
able. The reason why the construction needs to be modified is because Miller’s
automata compares variables with both rational and irrational constants with-
out resetting them between the two comparisons. However the initialization re-
quirement of initialized linear inclusion automaton forces one to reset variables
when it is compared to different constants. Details of the proof are defered to
Appendix A.
Though the reachability problem is undecidable for initialized linear inclusion
automata (Theorem 1), we will show that time-bounded reachability is decidable.
We begin by observing that the reachability problem (bounded and unbounded)
for initialized linear inclusion automata can be reduced to the reachability prob-
lem (bounded and unbounded) for logarithmic timed automata. Thus, our al-
gorithm for time-bounded reachability will be presented for logarithmic timed
automata.
Proposition 1. For any initialized linear inclusion automaton A with size n,
there is a logarithmic timed automaton D with size at most 2O(n lgn) such that
D has the same (bounded as well as unbounded time) reachability information.
Proof (Sketch). The construction of the logarithmic timed automaton D is simi-
lar to the construction of rational timed automaton for an initialized rectangular
automaton [19]. Thus, we first construct an automaton that tracks the extremal
flows in each control state, then replace each variable by a clock that tracks
the time since the last reset, and finally tranform this stopwatch automaton to
a logarithmic timed automaton. The correctness relies on observing that even
though the set of reachable states for a single control mode is not convex under
linear inclusion flows (unlike rectangular dynamics), the set of values reached
for any variable at a given time is an interval. Details are given in Appendix B.
The constants in the logarithmic timed automaton D constructed by Propo-
sition 1 are not rational. Thus, we cannot use the well known techniques for
analyzing rational timed automata [3]. Our proof relies on first observing that if
a configuration (q, ν) is reachable in D within bounded time T , it is reachable by
an execution of bounded length. Our algorithm therefore guesses an execution
of this length and checks if it is a valid execution by solving some constraints
(Section 3.2). Finally, we show that the problem is PSPACE-hard in Section 4.
3.1 Bounding the Execution Length in Logarithmic Timed
Automata
Our algorithm guesses a path of a bounded length and decides whether it is a
valid path that starts from some initial state and ends in some unsafe state. In
this section we bound the length of this path that we need to guess. Our proof
closely follows the proof outlined in [11] for monotonic hybrid automata. Notice
that a logarithmic timed automaton is a special monotonic hybrid automaton
with the difference that it may have irrational constants in its constraints. The
presence of irrational constants introduces challenges that we address in this
proof. We begin by giving a short outline of the proof in [11] to highlight the key
challenges that will need to be addressed when considering logarithmic timed
automata. We then present our proof.
Brihaye et al.’s Algorithm for Monotonic Hybrid Automata The main
observation in [11] is that if there is a run ρ of monotonic hybrid automaton D
from state (q1, ν1) to (q2, ν2) such that duration(ρ) ≤ T then there is a shorter run
ρ′ from (q1, ν1) to (q2, ν2) of the same duration, whose length is exponential in
the size of D and linear in T . The construction of ρ′ from ρ relies on a contraction
operator. The contraction operator identifies positions i < j in ρ that have the
same location such that all the locations between i and j are also visited before
i in ρ. The operator then deletes all the locations i+1, . . . , j and adds their time
to the other occurrences before i. Brihaye et al. apply this operator as many
times as required until a fixpoint is reached. They show that resulting run (after
contraction) has at most |QD|2 + 1 edges. The problem of course is that the run
after contraction may no longer be a valid run. The contracted run would be
valid only if the run to which we apply contraction has some special properties.
Brihaye et al., therefore, first partition the run ρ carefully into exponentially
many fragments such that the contraction operator can be reliable applied to
these fragments, and the resulting run is a genuine run.
We now describe how they partition the run into fragments to which the
contraction operator can be applied. Observe that since the contraction oper-
ator removes certain locations from the run by adding the time spent in these
locations to the time spent in the same locations earlier in the run, such an
operation can be sound only if the valuations in the merged locations satisfy the
same constraints. If valuations in the merged location don’t satisfy the same con-
straints then invariants and guards of transitions maybe violated by the merging
process. Thus, Brihaye et al. first transform the automaton D into an automaton
E that keeps track of the “region” of the valuation in its control state. Let D
be an automaton with positive rates such that all constants appearing in the
constraints are natural numbers (any automaton with rational constants can be
transformed into such a machine) and cmax is the maximum constant in D. A
region r (according to [11]) is a set of valuations that satisfy the same set of
constraints of the form x C c, where x is a variable of D, C ∈ {<,≤} and c is
a natural number ≤ cmax; thus a region r is similar to region of a timed au-
tomaton, except that the order of the fractional values is not maintained. The
automaton E has locations of the form (q, r) where q is a location of D and r
is a region, such that all its runs are region consistent. A run ρ = ((q0, r0), ν0),
(t1, e1), ((q1, r1), ν1), . . . , (tn, en), ((qn, rn), νn) is region consistent if νi ∈ ri for
all i. In addition, for variables x that enter a location with value 0, E keeps track
of whether the value of x never changes from 0 before the next transition, or x
becomes > 0 before the next transition. This is required to bound the number of
sub-runs that are constructed later, and prevents the contraction operator from
merging states where x stays 0 with those where x becomes > 0. The construc-
tion ensures that D admits a run between two states of duration T iff E admits
a run between the same states and for the same duration T and length.
Let us consider an arbitrary T -bounded run ρ of E. Assuming that each
location in E has a self loop that can be taken at anytime, one can construct an
“equivalent” run ρ0 that is the concatenation of at most T × rmax + 1 shorter
runs, each of duration at most 1rmax ; these shorter runs are called type-1 runs.
If rmax is taken to be the maximum rate of flow of any variable in E, then
a type-1 run has the property that any variable changes its non-zero region
at most 3 times within that run, because within 1rmax time, no variable can
change its value by more than 1. Splitting each type-1 run at the points when
a variable changes its non-zero region, results in 3 × |XE | type-2 runs, where
variables with value ≥ 1 never change their region. The only change in regions
involves variables whose value changes from 0 to a value in (0, 1), and there
could be unbounded number of region changes of this form. The contraction
operator when applied to a type-2 results in a valid run, but the problem is
that the valuation in the end state can be different after contraction. Changing
the end state of run does not allow one to concatenate all the contracted type-
2 runs to get a valid run of E. To address this problem each type-2 run is
subdivided into type-3 runs based on when a variable was first and last reset
within a type-2 run. Applying the contraction operator to type-3 runs, and
then concatenating them back, results in a valid contracted type-2 run of the
same duration, and same starting and ending states. These contracted type-
2 runs are then concatenated back to get a run ρ1 that is bounded length,
has the same duration as ρ0, and has the same start and end states. Having
established that E has T -bounded runs iff E has T -bounded runs of length at
most F (D,T ) = 24× (T × rmax + 1)× |XD|2 × |QD|2 × (2× cmax + 3)2|XD|, the
NEXPTIME algorithm to solve time-bounded reachability nondeterministically
guesses a run of length at most F (D,T ) and solves a linear program to check if
there are time values and valuations for each step that make the run feasible.
Time-Bounded Reachability for Logarithmic Timed Automata The
algorithm described in [11] (and outlined in above) cannot be directly applied to
logarithmic timed automata due to the presence of irrational constants. There
are 2 main challenges we need to address.
1. For the contraction operator to be correctly applied, we need a way to par-
tition valuations into finitely many regions that ensures that all valuations
in a region satisfy the same constraints. When irrational constants appear
in constraints, we can no longer define regions based on how the values of
variables compare to a finite set of natural numbers. Instead we need a new
definition of regions.
2. Type-1 runs are runs of short duration, where there are only a bounded
number of certain types of region changes. The duration for such a type-1
has to be such that any run can be divided into at most exponentially many
type-1 runs. We will need to identify what the right duration of a type-1 run
should be given the changed definition of regions.
We solve each of these challenges in order. We begin by describing a new
definition of regions.
Definition 4. Given a logarithmic timed automaton D, for each variable x ∈ X
we define reg(x) as the set of intervals created by the constants used in constraints
of x.
reg(x) ={0=, 0+, (cnstmax(x),∞)} ∪
{[c, c]|c ∈ cnst+(x)} ∪
{(a, b)|a, b ∈ cnst(x) ∧ ∀c ∈ cnst(x) • c /∈ (a, b)}
Region(D) is the set of all functions that map each variable x ∈ X to an element
of reg(x).
A region r ∈ Region(D) can be thought of as the set of valuations ν such that
for every variable x, ν(x) ∈ r(x) (where ν(x) ∈ 0= and ν(x) ∈ 0+ iff ν(x) = 0).
We will interchangeably think of regions in this way.
Just like [11], in the definition of regions, we distinguish between the case
when a variable is 0 and no time will be spent before the next transition (0=),
and when a variable is 0 but some non-zero time is promised to be spent before
the next transition (0+). The region definition above is different from [11] in
that we only compare the value of variable to the constants that appear in the
constraints, as opposed to all numbers upto some maximum bound. Using this
new definition of regions, given a logarithmic timed automaton D, we construct
automaton E that remembers the region of the valuation when a run enters a
location.
The second challenge pertains to determining the duration of type-1 runs
(and hence type-2 runs). In [11] the duration is picked to ensure two properties:
(a) any run can be divided into an exponential number of type-2 runs, where
the regions of variables don’t change; (b) in a type-2 run, since the region of
a variable does not change, all valuations in a type-2 run satisfy the same set
of constraints, and so contracting the run results in valid run of E 3. Now, we
could pick the duration of a type-1 run to such that in any such run there are at
most 3 changes to the region of any variable, by estimating the distance between
any two constants that define regions. However, any estimation of the closest
distance between two constants (of the form r1 ln r2 and r3 ln r4) appearing in a
logarithmic timed automaton yields a doubly-exponential bound. This prevents
us from exponentially bounding the number of type-2 runs.
Instead, we relax condition (b) when picking our duration to ensure that there
are only exponentially many type-2 runs. Observe that in logarithmic timed au-
tomata, by definition, a variable cannot be compared with constants of different
types (q1 and q2 ln q3, or q1 ln q2 and q3 ln q4 for q1 6= q3) without being reset in
between. Therefore, instead of requiring that type-2 runs consist of valuations
belonging to the same region, we will instead define type-2 runs to be ones where
the flows of the variables (in the original initialized linear inclusion automaton
A) remain the same, and all valuations satisfy the same set of relevant con-
straints. Thus, even though two valuations in a type-2 run may satisfy different
constraints (and don’t belong to the same region, since they satisfy the same
constraints that would pertain to them (without a reset), applying the contrac-
tion operation will yield a valid run. We, therefore, pick the duration of a type-1
run to be determined by the minimum distance between constants of the form
r1 and r2, where r1 and r2 are rationals, or between constants of the form r ln r1
and r ln r2, where r, r1, and r2 are rational numbers. We have three cases:
– Both constants are rationals. In this case, the difference between two distinct
constants cannot be smaller than 1210n+2 .
– Both constants are logarithmic. In this case, if constants are in the form
of r ln r1 and r ln r2 then ln
r1
r2
cannot be smaller than 1220n+7 . When this
number is multiplied by r it cannot be smaller than 1221n+7 . Note that as a
special case, r ln r2 = 0, the distant between r ln r1 and 0 cannot be smaller
than 1211n+4 .
– One constant is rational and the other one is logarithmic. We only need to
consider the case when the rational number is 0, which is special case of the
previous bullet.
If we take the duration of a type-1 run to be at most 1221n+7 = min{ 1210n+2 , 1221n+7 },
the set of relevant and satisfied constraints is changed at most 3 times for any
variable x. Now, any T -bounded run can be divided into at most T × 221n+7 + 1
type-1 runs. This concludes that F ′′(D,T ) the bound on length of the run that
3 In addition we would like the contracted run to start and end in the same state. But
this is easily accomplished by splitting type-2 runs into type-3 runs, and applying
the contraction to type-3 runs.
is needed to be guessed is 24× (T × 221n+7 + 1)× |XD|2× |QD|2× (2KD + 3)2|XD|.
Therefore F ′′(D,T ) ≤ 24 × (T × 221n+7 + 1) × (2n + 3)2 × 210n+6 × n12n+20 ×
(n3 + 1)4n+6 × (2n5 + 3)2n+6 ∈ 2O(n lnn).
3.2 Algorithm for Time-Bounded Reachability
Since a reachable configuration is reachable by bounded length execution, the
algorithm for time-bounded reachability will guess an execution of appropriate
length (using polynomial space), and check if the guessed execution is valid.
Note that checking the validity of a guessed execution involves contraints with
transcendental numbers, and hence cannot be solved using linear programming.
We outline how this can be carried out.
Our path validity constraints are difference constraints of a special form. As
has been observed in Theorem 3 in [4], checking feasibility of these constraints
can be reduced to checking for the existence of negative cost cycles in a weighted
directed graph; this graph has as many vertices as the length of run whose
feasibility we are checking, and the weights are the constants appearing in the
timed automaton. Alur et al. present a modified shortest path algorithm that
checks the feasibility of these constraints and runs in time O(|X|2|pi|), where pi is
the guessed run, and uses space only O(|X|). Thus, the space requirements are
only polynomial in the size of the automaton and is independent of the length
of the execution pi. However, since this algorithm computes costs of paths, it
involves adding weights and comparing them. To complete the description, we
need to show how one can compare the costs arising during such a computation.
The challenge involves comparing numbers involving natural logarithms. The
algorithm in [4] only looks for simple cycles, and thus never adds the weight of
an edge more than once in any of the values it computes. Thus, in the worst
case, the algorithm requires comparing 0 with the sum of exponentially many
constants. Observe that we have at most O(n) distinct constants (n is bound
on the size of the input automaton). Thus, the comparisons the algorithm needs
to perform will be of the form
∑
0≤i<n ai ln
bi
ci
<
∑
0≤i<n di where ai, bi, ci, di
are integers of O(n) bits. There are many algorithms that efficiently compute
natural logarithms with arbitrary precision; one can compute k bits of a number
that approximates ln bc (where b and c are n-bit integers) with error at most 2
−k
using space that is polynomial in n and logarithmic in k by combining ideas
in [13,20,29]. However, we are unaware of any complexity bounds on computing
the kth bit of ln bc, except in special cases like ln 2 [31]. If the kth bit of a linear
combination logarithms of n-bit rationals can be computed in PSPACE, then we
can bound the complexity of our algorithm to PSPACE, because we only need to
compute O(n) bits of the left-hand side, since the right hand side is an integer
with O(n) bits.
In the absence of an algorithm to compute bits of natural log, we observe
that the left hand side can never be equal to the right hand side, since the left
hand side is an irrational number while the right hand side is an integer. Thus,
our algorithm will compute the left hand side with increasing precision using
either ideas from [13, 20, 29] or [9]. If the precision of our approximation is 2−k
and the difference between our approximation of the LHS and RHS is > 2−k,
then we can be sure of whether the inequality holds or not. Since the LHS is not
equal to the RHS, we are guaranteed that eventually this will happen, giving us
our decidability result.
We can prove the time-bounded reachability problem is PSPACE-hard (see
Section 4). The NEXPTIME-hardness lower bound from [10, 11] does not seem
to extend to this case. Intuitively, the main reason that in the simulation of
a 2-counter machine, monotonic rectangular hybrid automata can multiply a
counter by a constant in a constant amount of time. On the other hand, because
our machines are initialized, this does not seem possible for initialized linear
inclusion automata. Though we cannot give complexity bounds on our algorithm
because of difficulties in bounding the complexity of computing natural logs, we
conjecture that this problem is PSPACE-complete.
4 Time-Bounded Reachability is PSPACE-hard in
Initialized Linear Inclusion Automata
Recall that the reachability problem (without time bound) is PSPACE-hard [3]
for rational timed automata. The reduction described in [3] reduces the halting
problem of a linear bounded automaton to the reachability problem of timed
automata, where each step of the linear bounded automaton is simulated in fixed
time τ by the timed automaton. Now, recall that a linear bounded automaton
halts iff it halts in N = |Q|×(n+1)×|L|n steps, where |Q| is the number of states
of the linear bounded automaton, |L| is the size of its tape alphabet, and n is
the size of the input to the linear bounded automaton. Thus, the linear bounded
automaton halts iff the constructed timed automaton reaches the desired control
location within T = N × τ time. Since N × τ = O(2n), we can write T in
polynomial time.
5 Conclusion
In this paper, we considered initialized hybrid automata whose flows are de-
scribed by linear differential inclusions, and whose invariants, guards, and resets
are rectangular constraints. Such automata generalize both initialized rectan-
gular automata and timed automata. We proved that the reachability problem
(when time is not bounded) is undecidable, while the time-bounded reachabil-
ity problem is decidable. The only reason why we cannot obtain a complexity
bound on our algorithm is because we are unaware of any complexity bounds
on computing the ith bit a natural logarithm of a rational number (except in
special cases).
There are few open problems left by our investigations. The most interesting
is obtaining complexity bounds on computing natural logarithms of rational
numbers. Another question is whether the results in [11] can be extended to
monotonic linear inclusion automata.
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A Reachability is Undecidable
We now prove that the (unbounded-time) reachability problem is undecidable for
initialized linear inclusion automata. The proof is based on reducing the halting
problem of 2-counter machines to the reachability problem for initialized linear
inclusion automata. We begin by defining the model of 2-counter machines.
Definition 5. A 2-counter machine is a program with counters that can be ei-
ther incremented or decremented; the control flow in the program can be changed
by testing if one of the counters is zero. Formally, we assume a countable set
L of labels and a program with counters c1, c2 is given by the following BNF
grammar:
S ::= ` : inc(c) (increment counter c)
| ` : dec(c) (decrement counter c)
| ` : jz(c, `′) (jump to statement `′ if c is 0)
| ` : halt (halt)
| S;S (sequence)
where `, `′ ∈ L, all `s must be unique, and c is either c1 or c2.
The formal semantics of 2-counter machines is skipped since it is standard.
To simplify the proof, we will assume that no counter is ever decremented when
its value is 0. Note that it is easy to transform any program to one that meets
this restriction, by including a zero test before every decrement; this causes the
size of the program to only blow-up by a constant factor.
Before describing how a 2-counter program will be simulated by initialized
linear inclusion automaton, we define an encoding of natural numbers that we
will use in our reduction. Let 〈·〉 ∈ [N → [0, 1)] : n 7→ r
2blg rc − 1, where r = 3n.
Thus, 〈n〉 maps n to the number 3n2i − 1, where i is the largest natural number
such that 2i ≤ 3n. Observe that for n,m ∈ N, 〈n〉 = 〈m〉 iff n = m, and 〈n〉 = 0
iff n = 0.
Given a 2-counter machine P (with counters c1 and c2) our reduction will
construct an initialized linear inclusion automaton A with 3 variables x, y, and
c. The variables x, y will be used to keep track of the values of the counters c1
and c2, respectively, while c is an auxiliary variable used by A. The intuition
behind the construction is as follows. Each step of P will be simulated in ln 16
time units. Moreover, if after i-th steps the values of counters c1 and c2 are m
and n, respectively, then the valuation ν of A at time i × ln 16 is ν(x) = 〈m〉,
ν(y) = 〈n〉, and ν(c) = 0; the label of the statement to be executed next, will
be stored in the control state of A. The dynamics of any variable v (which is
either x, y, or c) in all the control states will be given by v˙ = v + 1. Thus, the
automaton A is initialized, as all the variables have the same dynamics in all
control states.
The crux of the construction can be understood by two gadgets shown in
Figure 1. Recall that the value of a variable z, evolving with dynamics z˙ = z+1,
at time t is given by (z0 + 1)e
t − 1, where z0 is the value of z at time 0. In the
gadgets shown in Figure 1, z denotes either variable x or y of A. The gadget
in Figure 1a ensures that if you enter the control state with z having value z0,
and c being 0 then you leave the control state at time ln (τ + 1) with z and c
having the same value as at the beginning (this works for any τ > z0). This
can be understood as follows. Since c is initially 0, and we exit the state when
c = τ , the total time spent is ln (τ + 1). Now, the variable z is reset at time t
when z(t) = (z0 + 1)e
t − 1 = τ , which means z is reset at time t = ln τ+1z0+1 . In
the remaining time (ln(τ + 1)− ln τ+1z0+1 = ln(z0 + 1)), the value of z will return
back to z0. The gadget in Figure 1b ensures that if z = 〈n〉 and c = 0 initially,
then on leaving z = 〈n + 1〉 if τ = 2 or z = 〈n − 1〉 (with n > 0) if τ = 133 . We
describe the intuition behind the increment; the decrement case is similar and
skipped. We have τ = 2. Since c is initially 0, and is 2 at exit, the total time
spent in this control location is ln 3 time units. Let us assume that z is initially
3n
2i − 1. After ln 2
i+1
3n units of time, the value of z will be 1, and so the self loop
transition will be taken and z will be reset to 0. It takes another ln 2 units of
time before z reaches 1 again. If ln 3− ln 2i+13n = ln 3
n+1
2i+1 is greater than ln 2 then
z will be reset one more time. Assuming z is reset k times (where k = 1 or 2),
the value of z at the time of leaving will be 3
n+1
2i+k
− 1, which is 〈n+ 1〉.
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1
(a) Waiting for ln(τ + 1) units of time without changing the value of c or z (we
need z0 < τ).
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(b) inc (and dec): Incrementing the counter n when τ = 2 and decrementing it
when τ = 13
3
.
Fig. 1: Basic gadgets that we use in order to simulate 2-counter machines. Dy-
namics of all variables v ∈ {z, c} is defined to be v˙ = v + 1.
We can combine and modify the above gadgets in different ways to obtain the
gadgets that simulate each statement of a 2-counter machine. These simulation
gadgets are shown in Figure 2. Thus, the 2-counter machine P reaches the halt
statement iff the initialized linear inclusion automaton A constructed based on
the above intuition reaches the control state corresponding to the halt statement
of P . This proves that the control state reachability problem is undecidable for
initialized linear inclusion automata.
B From Differential Inclusions to Logarithmic Timed
Automata
For any set A, functions f ∈ [R→ A], r ∈ R, and  ∈ R+ in this section we denote
lim
→0
f(r − ) and lim
→0
f(r + ) by f(r−) and f(r+) respectively. The translation
from an initialized linear inclusion automaton A to a timed automaton D is
done in three steps. First an initialized linear equation automaton B is created,
wherein possible flows of variables are always deterministic. We then construct a
stopwatch automaton C fromB by replacing each variable x in XB by a clock tx in
XC and updating constraints appropriately. Constructing a timed automaton D
from C wherein all the reachability information of C is preserved, is the same as
the classical algorithm described in [19]; therefore, this last step is not described
here 4. To illustrate our construction, we use as a running example throughout
this section, the initialized linear inclusion automaton of a thermostat shown in
4 Recall that being a stopwatch automaton allows variables of C to have the 0 flow
in some locations, whereas variables in the timed automaton D must always have 1
as their flows. Also in stopwatch automaton we can initialize and reset variables to
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(a) inc (and dec): Incrementing the counter m. If we switch τ and τ ′ the result
gadget decrements m (final value of x would be 〈m− 1〉).
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(b) jz: Comparing the counter m with 0. We know that m = 0 iff x = 0.
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(c) halt: A halt location acts as a sink. Once the current location becomes a sink
location, no further location will be reachable from it.
Fig. 2: Gadgets that simulate 2-counter machines (τ = 2 and τ ′ = 133 ). Counters
are m and n that are simulated respectively by variables x and y. Dynamics of
all variables z ∈ {x, y, c} is defined to be z˙ = z + 1. Each state in the machine
is replaced by one of these gadgets, based on the command in that state.
Figure 3. The automaton has two locations (1 and 2) and one variable x. Location
1 is the initial location (denoted by an incoming arrow with no source). Invariant
and flows of x in each location are written inside that location. There are two
edges between these two locations that are taken when x = 3 and when x = 4,
respectively. Whenever a transition is taken, the variable x is reset to ensure
that the automaton is initialized.
We call a linear inclusion automaton A normal if it has the following prop-
erties:
– (∀e ∈ E, x ∈ X)G(e, x) ⊆ I(Se, x)
– (∀e ∈ E, x ∈ Je)R(e, x) ⊆ I(De, x)
– (∀e ∈ E, x ∈ (X− Je))G(e, x) ⊆ I(De, x)
some values other than zero, whereas in timed automaton we should always initialize
and reset to zero.
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Fig. 3: Example initialized linear inclusion automaton A
It is easy to see that for every hybrid automaton A we can construct another hy-
brid automaton B such that B is normal, has the same size as A, and preserves
all the reachability information in A. Therefore, in the reset of this section we
assume that whenever an automata is not normal, we make it one before con-
tinuing our transformations.
From Linear Inclusion to Linear Equation Given an initialized linear inclu-
sion automaton A we want to construct an initialized linear equation automaton
B in which all the reachability information is preserved. We use the same trans-
lation that is used for initialized rectangular automata in which each variable
x is replaced by two variables ux and lx to track its extremal values. But there
are two important properties of initialized rectangular automata that are used
in this method and we need to make sure that they are preserved in the more
general case. First, for every location q ∈ QA, variable x ∈ XA, and r ∈ IA(q, x),
we need FA(q, x)(r) 6= ∅. This ensures that all reachable states have at least one
valid flow which holds trivially in [19]. Next, lx and ux are initially set to be
lower and upper bounds of the initial values of x. We need to prove that the
reachable values of x after any time t ∈ R≥0 is exactly the interval given by the
value reached by lx and ux after time t.
In order to guarantee the first property, we first transform A to an initialized
linear inclusion automaton A′ such that A′ preserves all the reachability infor-
mation in A and for all locations q ∈ QA′ , variables x ∈ XA′ , and r ∈ IA′(q, x) we
have either FA′(q, x)(r) 6= ∅ or no matter what FA′(q, x) is, no time can be spent
in q (therefore possible flows are not important anymore). The construction is
as follows: For every location q ∈ QA we have two locations q, q′ ∈ QA′ . Also
q ∈ QinitA iff q ∈ QinitA′ ∧ q′ ∈ QinitA′ . Automaton A′ has an additional fresh variable z
(XA′ = XA ∪ {z}) such that the following conditions are true for it:
– ∀q ∈ QA′ • FA′(q, z) = 1, it means z is a clock in A′.
– ∀q ∈ QinitA′ • XinitA′ (q, z) = 0, it means that the initial value of z is always 0.
– ∀e ∈ EA′ • GA′(e, z) = (−∞,∞) ∧ z ∈ JA′e ∧ RA′(e, z) = 0, it means z puts
no constraint on guards and is always reset to 0 on edges.
– ∀q ∈ QA • IA′(q, z) = 0∧IA′(q′, z) = (−∞,∞), it means in the new locations,
z puts no constraint on the invariants, but in the original locations it prevents
any time transition from happening.
Variables flows in A′ are the same as their flows in the original locations in A
(flows of z are defined separately). For each edge e ∈ EA from location q1 ∈ QA
to location q2 ∈ QA, we have four edges in EA′ from locations q1, q1, q′1 and q′1,
to locations q2, q
′
2, q2 and q
′
2 respectively (other elements of e are just updated
to consider z as already specified). Finally for each location q ∈ QA and variable
x ∈ QA, we have IA′(q′, x) = IA(q, x) ∩ {r ∈ R ∪ {−∞,∞}|F(q, x)(r) 6= ∅}
and IA′(q, x) = IA(q, x) − IA′(q′, x). Intuitively this means that invariants of
variables in q′ are restricted such that for all variable values that are allowed by
invariants we have at least one valid flow. Conversely, invariants of variables in
q are restricted such that for all variable values that are allowed by invariants
we have no valid flow (note that IA′(q
′, x) and IA′(q, x) are still rectangular
regions).
It is not hard to see that all the reachability information A is preserved by A′.
Furthermore, A′ by construction guarantees the first property. Note that A′ may
not be normal anymore, so one may need to do an additional transformation to
obtain a normal automaton A′′. Figure 4 shows the initialized linear inclusion
automaton A′ obtained from automaton A in Figure 3. Location 1 in QA is
divided into locations 1 and 4 in QA′ . Similarly location 2 in QA is divided into
locations 2 and 3 in QA′ . A fresh variable z is added into the set of variables
(XA′ = {x, z}) which is initially 0, is reset on all edges, puts no constraint on
guards, and its flow is always 1. Locations 1, 4 ∈ QA′ are initial locations and
they both initially set x to 3. For each edge in EA we have 4 edges in EA′ in
which only source and destination locations are changed. The invariant z = 0
does not allow any time transition in locations 2 and 4. Furthermore, invariant
1 ≤ x ≤ 4 in 2 ∈ QA is changed to 1 ≤ x ≤ 2 in location 2 ∈ QA′ and 2 ≤ x ≤ 4 in
location 3 ∈ QA′ . That is because if x is between 1 and 2 then the lower bound
of x˙ is larger than its upper bound (−2x + 2 > −x). Note that at x = 2 we
have −2x + 2 = −x, so based on the construction method of A′ we should set
invariant of x in 2 ∈ QB to 1 ≤ x < 2. We use non-strict inequality in order to
have the same number of locations for in the next step. It is easy to see that
considering this special case does not change the reachability information. Also
we know that −x+ 4 is always smaller than −x+ 5. Therefore the invariant of
x in location 4 ∈ QA′ is not satisfiable and we can remove this location from the
automaton A′ (by normalizing it).
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Fig. 4: Example initialized linear inclusion automaton A′
For the second property, we prove in Lemma 1 that the set of reachable states
are exactly those between the extremal flows for each variable. This generalizes
the previous result for initialized rectangular automata and is the formal content
of the next lemma.
Lemma 1. Let A be an initialized linear inclusion automaton, q be any location
of A, and t ∈ R≥0. Let s ∈ [X→ K] be a set of valuations satisfying the invariant
for q, i.e., for all x, s(x) ⊆ I(q, x). Let reachq(s, t) be the set of valuations
reachable from s at time t. In other words, reachq(s, t) = {ν2 |∃ν1∀x ∈ X • ν1(x) ∈
s(x)∧ (q, ν1) t→ (q, ν2)}. For a variable x if F(q, x) = [ax+ b, cx+ d] define lxs (t)
and uxs (t) to be
lxs (t) =
 ls(x)eat + b(e
at − 1)
a
if a 6= 0
ls(x) + bt otherwise
uxs (t)=
us(x)ect + d(e
ct − 1)
c
if c 6= 0
us(x) + dt otherwise
lxs (t) (u
x
s (t)) is the lower bound (upper bound) on x at time t provided the automa-
ton starts from s. Then reachq(s, t) = {ν|∀x • ν(x) ∈ [lxs (t), uxs (t)] ∩ I(q, x)} 5.
Proof. We first prove that no point below lxs (t) is reachable. Because (q, ν1)
t→
(q, ν2), for each variable x ∈ X there is a differentiable function fx ∈ [[0, t]→ R]
such that for all r ∈ [0, t] we have f˙x(r) ∈ F(q, x)(r). Since f is differentiable
it is continuous too, and since ν1(x) ≥ lxs (0) = ls(x) if ν2(x) < lxs (t) then ∃tc ∈
[0, t) • fx(tc) = l
x
s (tc)∧ fx(t+c ) < lxt (t+c ). But this means f˙x(tc) < lF(q,x)(tc) which
is a contradiction. Similar argument proves that no point above uxs (t) is reachable.
Therefore no point outside [lxs (t), u
x
s (t)] ∩ I(q, x) is reachable.
To prove that for all variable x ∈ X, all points p in [lxs (t), uxs (t)] ∩ I(q, x) are
reachable, first consider the case I(q, x) = (−∞,∞). In this case we know that
both lxs (t) and u
x
s (t) are reachable and prove that their convex combinations are
reachable too. If we take fx to be λl
x
s + (1− λ)uxs then it is easy to see that for
all r ∈ [0, t], fx(r) ∈ F(q, x)(r). To consider the case when I(q, x) 6= (−∞,∞)
we first prove that min(uI(q,x), u
x
s (t)) is reachable (similar argument proves that
max(lI(q,x), l
x
s (t))). Then using the previous argument it is easy to see that all
points between this minimum and maximum are reachable. If uI(q,x) > u
x
s (t) then
the proof is obvious. Otherwise we need to note that if there was no invariant,
uI(q,x) was a reachable point. And because fx is a monotonic function, we know
that fx is always inside I(q, x). This proves that uI(q,x) is reachable even if
I(q, x) 6= (−∞,∞).
Figure 5 displays the initialized linear equation automaton B obtained from
the initialized linear inclusion automaton A′ in Figure 4 after removing location
5 open and unbounded regions are handled by additional bookkeeping exactly as it is
done in [19].
4 ∈ QA′ (remember that invariant of that location was not satisfiable). It has
the same set of locations. We replaced x ∈ XA′ by two variables xl, xu ∈ XB that
respectively track lower and upper bounds of x ∈ XA′ 6. Note that we did not
replace z ∈ XA′ by two variables, because possible flows of z, its initial values,
and its reset values are always singletons. In addition to the new variables, two
other changes occurred in B. First, the guard x = a (for a = 3 or a = 4) on
edges of EA′ is replaced by xl ≤ a and xu ≥ a on edges of EB . Intuitively this
checks that the reachable region has an intersection with the guard. Second,
there is no invariant on xl, xu ∈ XB in locations of B. This is because we want
to let xl and xu to discover all the possible reachable points. Otherwise, it is
possible for example that after 1 unit of time, xl hits the lower bound but xu
does not hit the upper bound. But because of the current value for xl, no more
time transition can occur. On the other hand, x could choose to follow the upper
bound of possible flows and reach the upper bound of invariant. The invariants
of A′ are considered in the function that maps each reachable state in SJBK to
a set of states in SJA′K. Note that we assume that guards are always subset of
invariants. Therefore when the reachable region has an intersection with a guard,
we know that the result of intersection is always subset of invariants.
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Fig. 5: Example initialized linear equation automaton B
From Linear Equation to Stopwatch For an initialized linear inclusion au-
tomaton A, the result automaton B is initialized and has the following features:
– ∀q ∈ Qinit, x ∈ X • |Xinit(q, x)| ≤ 1,
– ∀e ∈ E, x ∈ Je • |R(q, x)| ≤ 1, and
– ∀q ∈ Q, x ∈ X • lF(q,x) = uF(q,x)
This automaton is called solvable in [18]. Given a solvable automaton B, we can
use the clock translation method to construct an initialized stopwatch automaton
C that preserves all the reachability information in B. In this method every
6 If there was any non-compact constraint in A′ then XB would have one more variable
that XA′ .
variable x ∈ XB is replaced by a clock that tracks the time elapsed since the
last time x was reset. Using this time the value of x can be computed using the
Equation 1 and this is used to change the constants on x. The reader can refer
to [18] for explanation of this method. Finally, the stopwatch automaton C is
translated to a timed automaton D, in the standard way [18].
Remark 1. Constants in the final timed automaton are of the form r or r ln r′
in which r ∈ Q and r′ ∈ Q+. Note that in the case of r ln r′, r is always 1a
for some x˙ = ax + b. The important point is that since A is initialized, after
a variable flow is changed that variable will be reset. Therefore, in automaton
D, a variable cannot be compared with both r and r ln r′ unless the variable is
reset in between. Similarly a variable cannot be compared with both r1 ln r
′
1 and
r2 ln r
′
2 such that r1 6= r2 unless the variable is also reset in between.
Note that for every location q in QD (same as QC) there exists one and only
one corresponding location in QB . In other words, transformations from B to D
may split locations, but they never merge them.
Figure 6 displays the stopwatch automaton C obtained from initialized lin-
ear equation automaton B in Figure 5. Because in initialized linear equation
automaton no variable has a zero flow, C is also a timed automaton. It has the
same set of locations. Initial values of variables are always zero, and variables
are always reset to zero on edges. We use the clock translation only for the vari-
able xl, xu ∈ XB because z is already a clock. Note that we end up with some
logarithmic constants.
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Fig. 6: Example stopwatch automaton C
Assume we denote the number of constants in an initialized linear inclusion
automaton H by KH . As regards to the number of variables we have |XD| =
|XC | = |XB | ≤ 2|XA|+ 3. Number of constants in automaton B is equal to their
number in automaton A′ and is at most |QA| × |XA| × KA, because for each
variable and each location in A one invariant may change. Number of constants
in automata C and D are equal and is at most |XB | × |QA| × KB . |XB | × |QA| is
the maximum number of different flows in B and solving B using Equation 1
may replace each constant by at most |XB | × |QA| number of them. Number of
locations in automaton B is at most |QA| × 2|XA| × 24|XA|+3 = |QA| × 25|XA|+3 in
which |QA|×2|XA| is the maximum number of locations in A′. Number of locations
in automaton C is at most |QB | × K|XB |B . And number of locations in automaton
D is at most |QC |×(KC+1)|XC |. Therefore assuming A has at most n variables, n
locations, and n different constants, |XD| ≤ 2n+3, KD ≤ (2n+3)×n4 = 2n5+3,
and |QD| ≤ F ′(A) = n× 25n+3×n6n+9× (n3 + 1)2n+3 ∈ 2O(n lgn). Note that KD
is at most polynomially larger than KA and QD is at most single exponentially
larger than |QA|. Finally, assuming each constant in A is represented as a pair of
n-bit integers, each constant in A′ can be represented by a pair of at most 4n+1
bits. Size of constants in automata A′ and B and in automata C and D are
equal. Constants in C are in the form of r1 or r2 ln r3 wherein using Equation 1
we know 1. each element of r1 has at most 5n+ 1 bits, 2. each element of r2 has
at most n bits, and 3. each element of r3 has at most 10n+ 3 bits.
