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Abstract
In this paper we shall consider first-order neutral differential equations with distributed deviating arguments. Some new
sufficient conditions are presented for the oscillation of all solutions.
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1. Introduction
We consider the first-order neutral integro-differential equation
d
dt
[x(t)+ Px(t − τ)] +
∫ d
c
q(t, ξ)x(t − ξ)dξ = 0, (1)
P ∈ R, q(t, ξ) ∈ C([t0,∞)× [c, d],R+) with
∫∞
t0
∫ d
c q(t, ξ)dξdt = ∞, [c, d] a positive interval, and τ ∈ R+. By a
solution of Eq. (1) we mean a function x ∈ C([t0 − λ,∞),R) for some t0, where λ = max{τ, d}, satisfying Eq. (1)
for all t > t0. As is customary, a solution of (1) is called oscillatory if it has arbitrarily large zeros and nonoscillatory
if it is eventually positive or eventually negative.
Ladas [1], and Koplatadze and Chanturia [2] studied the following equation:
x ′(t)+ p(t)x(t − τ) = 0 (2)
and they obtained the well known oscillation criteria lim inft→∞
∫ t
t−τ p(s)ds >
1
e . Ladas and Stavroulakis [3] studied
the equation of the form
x ′(t)+
n∑
i=1
pi (t)x(t − τi ) = 0, (3)
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which is an extension of (2) in some sense with several delays. Later, Li [4] studied Eqs. (2) and (3) with a technique
different to that used in [1], [2] and [3]. For some other related references we refer the reader to [5,6] and [7].
The purpose of this paper is to develop certain theorems related to the oscillatory behavior of solutions of (1). So
far, not much has been done with distributed deviating arguments; see [8,9], and therefore our results deserve attention.
2. Main theorems
Let us use the following notation for simplicity:∫ d
c
q(t, ξ)dξ = Q(t).
The following first lemma is extracted from [10], and the second and third lemmas are extracted from [4].
Lemma 1. Assume that Pi and τi ∈ C[[t0,∞), R+] for all i = 1, 2, 3, . . . , n. Then the differential inequality
x ′(t)+
n∑
i=1
Pi (t)x(t − τi (t)) 6 0 for t > t0
has an eventually positive solution if and only if the equation
y′(t)+
n∑
i=1
Pi (t)y(t − τi (t)) = 0 for t > t0
has an eventually positive solution.
Lemma 2. Assume that
lim sup
t→∞
∫ t+τi
t
Ri (s)ds > 0
for some i and x(t) is an eventually positive solution of
x ′(t)+
n∑
i=1
Ri (t)x(t − τi ) = 0, t > t0. (4)
Then for the same i,
lim inf
t→∞
x(t − τi )
x(t)
<∞.
Lemma 3. If (4) has an eventually positive solution, then∫ t+τi
t
Ri (s)ds < 1, i = 1, 2, 3, . . . , n
eventually.
Theorem 1. Suppose that −1 6 P 6 0 and ∫ t+ct Q(s)ds > 0 for t > t0 for some t0 > 0, and∫ ∞
t0
Q(t) ln
(
e
∫ t+c
t
Q(s)ds
)
dt = ∞. (5)
Then every solution of (1) oscillates.
Proof. Let x(t) be a nonoscillatory solution of (1); without loss of generality we assume that (1) has an eventually
positive solution, say x(t) > 0 for t > t0. Set z(t) = x(t)+ Px(t − τ); then
z′(t) = −
∫ d
c
q(t, ξ)x(t − ξ)dξ (6)
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which implies that z(t) is eventually decreasing. We claim that z(t) = x(t) + Px(t − τ) > 0. Suppose that on the
contrary z(t) < 0. Then this implies that
x(t) 6 −Px(t − τ) 6 x(t − τ). (7)
From (7) one can conclude that x(t) is bounded and therefore z(t) is also bounded. Since z(t) is bounded and
decreasing, z(t) tends to a finite limit, i.e.,
lim
t→∞ z(t) = l ∈ R.
Integrating (6) from t1 to∞, we obtain∫ ∞
t1
z′(t)dt = −
∫ ∞
t1
∫ d
c
q(t, ξ)x(t − ξ)dξdt
or
l − z(t1)+
∫ ∞
t1
∫ d
c
q(t, ξ)x(t − ξ)dξdt = 0. (8)
Since z(t) < x(t) and z(t) is decreasing, from (8),
l − z(t1)+
∫ ∞
t1
∫ d
c
q(t, ξ)z(t − c)dξdt 6 0. (9)
We see from (9) that lim inft→∞ z(t) = 0 and since z(t) is decreasing, limt→∞ z(t) = l = 0. This implies that
z(t) > 0, which contradicts our claim that z(t) < 0. Therefore we see that z(t) > 0. Moreover we know that
z(t) < x(t). These enable us to conclude from (6) that
z′(t)+
∫ d
c
q(t, ξ)z(t − ξ)dξ 6 0
and then
z′(t)+ Q(t)z(t − c) 6 0. (10)
Thus from Lemma 1 and (10),
y′(t)+ Q(t)y(t − c) = 0 (11)
has an eventually positive solution. Let λ(t) = − y′(t)y(t) ; then λ(t) is nonnegative and continuous for large t , and
y(t) = y(t1) exp(−
∫ t
t1
λ(s)ds). Moreover λ(t) satisfies the generalized characteristic equation
λ(t) = Q(t) exp
(∫ t
t−c
λ(s)ds
)
and by using the following inequality:
exp(r x) > x + ln(er)
r
for r > 0,
we obtain
λ(t) = Q(t) exp
(
B(t)
1
B(t)
∫ t
t−c
λ(s)ds
)
> Q(t)
[
1
B(t)
∫ t
t−c
λ(s)ds + ln(eB(t))
B(t)
]
,
where B(t) = ∫ t+ct Q(s)ds. It follows that
λ(t)
∫ t+c
t
Q(s)ds − Q(t)
∫ t
t−c
λ(s)ds > Q(t) ln
(
e
∫ t+c
t
Q(s)ds
)
(12)
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and then integrating (12) for N > T , we obtain∫ N
T
λ(t)
∫ t+c
t
Q(s)dsdt −
∫ N
T
Q(t)
∫ t
t−c
λ(s)dsdt >
∫ N
T
Q(t) ln
(
e
∫ t+c
t
Q(s)ds
)
dt. (13)
On the other hand one can show that∫ N
T
Q(t)
∫ t
t−c
λ(s)dsdt >
∫ N−c
T
λ(s)
∫ s+c
s
Q(t)dtds
=
∫ N−c
T
λ(t)
∫ t+c
t
Q(s)dsdt, (14)
and substituting (14) into (13) then we have∫ N
T
λ(t)
∫ t+c
t
Q(s)dsdt −
∫ N−c
T
λ(t)
∫ t+c
t
Q(s)dsdt >
∫ N
T
Q(t) ln
(
e
∫ t+c
t
Q(s)ds
)
dt
or ∫ N
N−c
λ(t)
∫ t+c
t
Q(s)dsdt >
∫ N
T
Q(t) ln
(
e
∫ t+c
t
Q(s)ds
)
dt. (15)
In view of Lemma 3 and (11), it follows from (15) that∫ N
N−c
λ(t)dt >
∫ N
T
Q(t) ln
(
e
∫ t+c
t
Q(s)ds
)
dt
or
ln
y(N − c)
y(N )
>
∫ N
T
Q(t) ln
(
e
∫ t+c
t
Q(s)ds
)
dt. (16)
Because of (5) and (16),
lim
t→∞
y(t − c)
y(t)
= ∞. (17)
In view of Lemma 2,
lim inf
t→∞
y(t − c)
y(t)
<∞
which contradicts (17) and completes the proof. 
Example 1. Consider the following integro-differential equation:[
x(t)− exp(pi)
50
x(t − pi)
]′
+ 51
50
∫ pi
pi/2
exp(ξ)x(t − ξ)dξ = 0,
so that P = − exp(pi)50 , τ = pi , q(t, ξ) = 5150 exp(ξ), and the conditions of Theorem 1 hold. One can verify that
x(t) = exp(t) sin t is an oscillatory solution of this equation.
Theorem 2. Assume that P > −1 and c > τ . Suppose that ∫ t+νt R(s)ds > 0 for t > t0 for some t0 > 0 and∫ ∞
t0
R(t) ln
(
e
∫ t+ν
t
R(s)ds
)
dt = ∞
with R(t) = Q(t)1+P , ν = c − τ and Q(t) is τ -periodic. Then every solution of (1) oscillates.
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Proof. Assume that (1) has an eventually positive solution x(t), since a parallel argument holds if x(t) is eventually
negative. Set z(t) = x(t)+ Px(t − τ) and w(t) = z(t)+ Pz(t − τ). Then one can show that
z′(t)+ Pz′(t − τ)+
∫ d
c
q(t, ξ)z(t − ξ)dξ = 0
and
w′(t)+ Pw′(t − τ)+
∫ d
c
q(t, ξ)w(t − ξ)dξ = 0. (18)
It can be shown that as in the proof of Theorem 1, z(t) and w(t) are eventually positive, and we see that z(t) is
decreasing. On the other hand,
w′(t) = −
∫ d
c
q(t, ξ)z(t − ξ)dξ
> −
∫ d
c
q(t − τ, ξ)z(t − τ − ξ)dξ
> w′(t − τ). (19)
Thus using (19) into (18), we obtain
w′(t − τ)+ Pw′(t − τ)+
∫ d
c
q(t, ξ)w(t − ξ)dξ 6 0
or
(1+ P)w′(t − τ)+
∫ d
c
q(t, ξ)w(t − ξ)dξ 6 0. (20)
Since w is decreasing, we have from (20) that
(1+ P)w′(t − τ)+ Q(t)w(t − c) 6 0.
Taking the τ -periodicity of Q(t) into account, we obtain
w′(t)+ Q(t)
1+ Pw(t − (c − τ)) 6 0.
Letting R(t) = Q(t)
(1+P) and ν = c − τ , then we have
w′(t)+ R(t)w(t − ν) 6 0.
Thus by Lemma 1, y′(t) + R(t)y(t − ν) = 0 has an eventually positive solution. The remaining part of the proof is
similar to that of Theorem 1; therefore it is omitted. 
Theorem 3. Assume that P > 0 and c > τ . Suppose that
∫ t+ν
t R(s)ds > 0 for t > t0 for some t0 > 0 and∫ ∞
t0
R(t) ln
(
e
∫ t+ν
t
R(s)ds
)
dt = ∞
with R(t) = Q(t)1+P , ν = c − τ and q(t, ξ) is decreasing with respect to t . Then every solution of (1) oscillates.
Proof. Let x(t) be an eventually positive solution of (1). Set z(t) = x(t)+ Px(t − τ) and w(t) = z(t)+ Pz(t − τ)
as in the proof of Theorem 2. Then one can show that
−
∫ d
c
q(t − τ, ξ)z(t − ξ)dξ 6 w′(t) 6 −
∫ d
c
q(t, ξ)z(t − ξ)dξ. (21)
By making use of the decreasing and eventually positive nature of z(t), we obtain
z(t − τ − ξ) > z(t − ξ)
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or
−z(t − τ − ξ) 6 −z(t − ξ). (22)
Multiplying both sides of (22) by q(t − τ, ξ) > 0 and integrating from c to d, we obtain
−
∫ d
c
q(t − τ, ξ)z(t − τ − ξ)dξ 6 −
∫ d
c
q(t − τ, ξ)z(t − ξ)dξ. (23)
It follows from (21), (23) and the decreasing nature of q(t, ξ) with respect to t that
w′(t − τ) = −
∫ d
c
q(t − τ, ξ)x(t − τ − ξ)dξ − P
∫ d
c
q(t − 2τ, ξ)x(t − 2τ − ξ)dξ
6 −
∫ d
c
q(t − τ, ξ)[x(t − τ − ξ)+ Px(t − 2τ − ξ)]dξ
= −
∫ d
c
q(t − τ, ξ)z(t − τ − ξ)dξ
6 −
∫ d
c
q(t − τ, ξ)z(t − ξ)dξ 6 w′(t).
The remaining part of the proof is similar to the proof of Theorem 2; therefore it is omitted. 
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