In this paper we provide two recognition algorithms for the class of signed-graphic matroids along with necessary and sufficient conditions for a matroid to be signed-graphic. Specifically, we provide a polynomial-time algorithm which determines whether a given binary matroid is signed-graphic and an algorithm which determines whether a general matroid given by an independece oracle is binary signed-graphic.
Signed graphs and bidirected graphs
A graph G := (V, E) is defined as a finite set of vertices V , and a set of edges E ⊆ V ∪ V 2 where identical elements are allowed. Therefore, there are four types of edges: e = {u, v} is called a link, e = {v, v} a loop, e = {v} a half-edge, while e = ∅ is a loose edge. The set of vertices and the set of edges of a graph G are denoted by by V (G) and E(G), respectively.
For some X ⊆ E(G) the subgraph induced by X is denoted by G [X] . The deletion of an edge e from G is the subgraph defined as G\e := (V (G), E − e). The deletion of a vertex v from G is defined as the deletion of all edges incident with v and the deletion of v from V (G). A walk in G is a sequence (v 1 , e 1 , v 2 , e 2 , . . . , e t−1 , v t ) where e i is incident with both v i and v i+1 . If v 1 = v t , then we say that the walk is closed. If a walk has distinct inner vertices, then it is called a path.
The subgraph of G induced by the edges of a closed path is called a cycle. We also say that G is connected if there is a walk between any pair of its vertices while it is 2-connected if for any pair of edges there is a cycle of G containing both. A maximally 2-connected subgraph is called a block of G. A connected graph containing exactly one cycle is called an 1-tree.
A signed graph is defined as Σ := (G, σ) where G is a graph called the underlying graph and σ is a sign function σ : E(G) → {±1}, where σ(e) = −1 if e is a half-edge and σ(e) = +1 if e is a loose edge. Therefore a signed graph is a graph where the edges are labelled as positive or negative, while all the half-edges are negative and all the loose edges are positive. We denote by V (Σ) and E(Σ) the vertex set and edge set of a signed graph Σ, respectively. The sign of a cycle is the product of the signs of its edges, so we have a positive cycle if the number of negative edges in the cycle is even, otherwise the cycle is a negative cycle. Both negative loops and half-edges are negative cycles. A signed graph is called balanced if it contains no negative cycles. A vertex v ∈ V (Σ) is called a balancing vertex if Σ\v is balanced. Furthermore, we define the b-star of a vertex v of a signed graph Σ, denoted by st Σ (v), as the set of edges having v as an end-vertex and are not positive loops. Deletion of a vertex v is defined as Σ\v := (G\v, σ). Deletion of an edge e is defined as Σ\e := (G\e, σ).
All remaining notions used for a signed graph are as defined for graphs (as applied to its underlying graph). For example, for some S ⊆ E(Σ) we have that Σ[S] = (G[S], σ), Σ is 2-connected if and only if G is 2-connected etc.
A bidirected graph Γ is defined as Γ := (G, s), where G is a graph and a sign function s which assigns a sign {+1, −1} to each end-vertex for any edge e ∈ E(Γ). If e = {v, v}, i.e. e is a loop, then we may assign different signs on the two occurrences of v. Furthermore, there is a sign σ e ∈ {+1, −1} assigned to each edge e ∈ E(Γ) defined as follows: if e is a link e = {u, v} then σ(e) = −s e (u)s e (v); if e is a loop e = {u, u} then σ(e) = −s e (u)s e (u); if e is a half-edge e = {u} then σ(e) = −1; and if e is a loose edge e = ∅ then σ(e) = +1. If σ(e) = +1 then the edge e is called positive, otherwise e is a negative edge. We also say that a positive link or a positive loop is a directed edge while all the other edges apart from loose edges are called bidirected. We may view a bidirected graph Γ as an oriented version of some signed graph Σ, i.e. we can orient the edges of Σ in order to obtain Γ with same signs on the corresponding edges. In order to do this we allocate arbitrary signs at the end-vertices of every edge of the signed graph so that positive edges become directed and negative edges become bidirected; this procedure is called orientation of a signed graph. More specifically, if e = {u, v} is a link or a loop of a signed graph Σ then the sign s e (u) of e at u and the sign s e (v) of e at v in an orientation of Σ are determined by s e (v) = −σ(e)s e (u). In this case, we usually say that Σ is the underlying signed graph of Γ. Clearly, more than one bidirected graph may have the same underlying signed graph. For an edge e, the operation of changing the sign at all of its end-vertices it is called edge reversing. We also say that in a walk
Finally, the incidence matrix of Γ with vertex set V (Γ) = {v 1 , . . . , v n } and edge set E(Γ) = {e 1 , . . . , e m } is the n × m matrix A = [a viej ] defined by:
if v i ∈ e j and e j is a link or a half-edge, 2s ej (v i ) if v i ∈ e j and e j is a negative loop, 0 otherwise.
Signed-Graphic Matroids
The definition of the signed-graphic matroid goes as follows [27] : Then M (Σ) = (E(Σ), C) is a matroid on E(Σ) with circuit family C.
The subgraphs of Σ induced by the edges corresponding to a circuit of M (Σ) are called the circuits of Σ. Therefore a circuit of Σ can be one of three types (see Figure 2 .2 for example circuits of types (a), (b) and (c)). The circuits of Σ described by (b) and (c) of Theorem 2.1 are also called handcuffs of Type I and Type II. in [27] , we can characterize the sets of edges in a signed graph Σ which correspond to circuits of M * (Σ).
Theorem 2.2. Given a signed graph Σ and its corresponding matroid M (Σ), Y ⊆ E(Σ) is a cocircuit of M (Σ) if and only if Y is a minimal set of edges whose deletion increases the number of balanced components of Σ.
There is an equivalence of the deletion operation on a signed-graphic matroid with respect to the associated signed graphic operation of deletion as indicated by Theorem 2.3 appearing in [27] .
Theorem 2.3. Let Σ be a signed graph and S ⊆ E(Σ). Then M (Σ\S) = M (Σ)\S.
An important class of signed graphs is that of tangled signed graphs defined as follows: a connected signed graph is called tangled if it has no balancing vertex and no two vertex disjoint negative cycles. The importance of tangled signed graphs stems mainly from the following Theorem 2.4 which appears in [22] .
Theorem 2.4. Let Σ be a connected signed graph. Then, M (Σ) is binary if and only if
(i) Σ is tangled, or (ii) M (Σ) is graphic.
Binet matrices
Binet matrices were introduced by Appa and Kotnyek [1, 9] and furnish a direct generalisation of network matrices. They arise from bidirected graphs in much the same way network matrices arise from digraphs, while we assume that the reader is aware of the notion of network matrices given in [16, 13] ). We shall denote by A = [R S] the full row rank incidence matrix of a bidirected graph Γ, where R is a basis (i.e. a square non-singular submatrix) of A. The algebraic definition of a binet matrix goes as follows. The subgraph Γ(R) is called a basis of the bidirected graph; the edges in Γ(R) are called basic while the remaining edges are called non-basic. When in a bidirected graph Γ representing a binet matrix B the set of basic edges J is clearly indicated then we call it a binet graph of B and we denote it by (Γ, J). Moreover, given a signed graph Σ, if B is a binet matrix which can be obtained from the incidence matrix of an orientation of Σ then we shall say that B is a binet matrix associated with Σ. We now provide the BINET MATRIX ALGORITHM which computes any column of a binet matrix from its binet graph. Clearly, by repeated application of this algorithm the binet matrix associated with a given binet graph is also computed. This algorithm, which appears in [31] , helps us to prove properties of binet matrices and also makes handling of binet matrices easier. A similar algorithm can also be found in [2] . We define here some of the notions used within the algorithm. A minimal covering walk of a circuit C in a bidirected graph Γ, denoted by w(C), is a closed walk of minimal length containing all the edges of C. Obviously, the walk w(C) covers each edge of C at most twice. More specifically, only when C is a handcuff of Type II there are edges covered twice by w(C); it is not difficult to see that these are the edges contained in the path connecting the two vertex disjoint cycles of the handcuff. A minimal covering walk is called consistent if every inner vertex in it is consistent. It can be shown that a minimal covering walk of a circuit in a bidirected graph consisting of n edges can become consistent by a sequence of at most n − 1 edge reversings (a detailed discussion regarding the bidirected orientation of graphs can be found in [2, 30] ).
BINET MATRIX ALGORITHM
Input: A binet graph (Γ, J) and a non-basic edge s. Output: The entries of column s of the binet matrix B = [B ij ] associated with (Γ, J).
Step 1. For the fundamental circuit C of s, find the minimal covering walk w(C) of C.
Step 2. Reverse edges in E(C) − s so that w(C) becomes consistent.
Step 3. Assign the weight −1 to each single covered edge which is not a half-edge; the value −2 to any half-edge and any other edge covered twice; the value 0 to all other edges in J.
Step 4. Negate the weight of the reversed edges.
Step 5. Divide by +2 and/or negate the weights of all the edges in w(C), if necessary, to ensure that the weight of s is −1.
Step 6. Output the weights of edges in J. The entry B rs in columns s of B equals the weight of the corresponding r ∈ J.
Representation matrices for signed-graphic matroids
Regarding the representability of signed-graphic matroids, it is shown in [27] that signed-graphic matroids are representable over any field of characteristic not 2. More specifically it has been shown that, with respect to representability, a signedgraphic matroid M falls in one of the following three categories [15, 25] : (i) if M is binary, then it is regular and therefore, representable over all fields; (ii) if M is representable over GF (4) but not binary, then it is representable over all fields except GF (2); and (iii) if M is not representable over GF (4), then it is representable over all fields of characteristic other than 2. In this section we show that binet matrices are compact R-representation matrices for signed-graphic matroids and also provide representations for these matroids over GF (2) and GF (3). We begin by providing representation matrices over the real field. Proof: As shown in [9, 27] , a set of columns of A Σ is minimally linearly dependent if and only if the subgraph induced by the corresponding edges in Γ is an oriented version of one of the subgraphs listed in Theorem 2.1. Hence, A Σ is a representation matrix of M (Σ). Furthemore, by the definition of binet matrices, the way we obtain a binet matrix B from A Σ is also the way we can obtain from A Σ a compact representation matrix of M (A Σ ) and thus, B is a compact representation matrix of M (Σ) over R.
We now turn to the GF (3) matrix representations of a signed-graphic matroid M (Σ). Signed-graphic matroids are known to be ternary [27] . This is proved in [9, 27] by taking the excluded minors for ternary matroids, viz. represents M (Σ ′ ) over GF (3).
Let C be a circuit of M (Σ ′ ). Then, C is also a circuit of D(Σ ′ ). If C is a positive loop or a loose edge, e 1 , v 2 , e 2 , . . . , v k−1 , e k , v 1 ) be a minimal covering walk of C (i.e. a closed walk of minimal length containing all the edges of C), where v i ∈ V (Σ ′ ) and e j ∈ E(Σ ′ ) (i, j ∈ Z + ), and let also |w(C) = n|. We label the first edge appearing in w(C) (i.e. e 1 ) by b 1 , the second edge of w(C) by b 2 and so on. Let also v(b i ) be a column which is equal to the column of A ′ D(Σ ′ ) that corresponds to the edge of C labelled by b i (i = 1, . . . , n). Therefore, we can apply the appropriate reversings of the edges of C such that every inner vertex in w(C) becomes a consistent vertex. Now let α i (i = 1, . . . , n) be −1 or +1 according to whether the edge labelled by b i has been reversed or not, respectively. Therefore, since A
. . , f m , respectively. Evidently, for some non-zero members 
contains exactly two non-zero entries and, thus, there exists a scaling with ǫ 1 , ǫ 2 , . . . , ǫ m ∈ {±1} of the corresponding columns of this matrix such that each row of the matrixĀ so obtained by these scalings contains a +1 and a −1. Thus, the bidirected graph with incidence matrixĀ is a positive cycle. Since scaling of a column in the incidence matrix does not alter the sign of an edge in the associated bidirected graph we have that D(Σ We have shown that every circuit of
, therefore, by a well known of matroid theory (see Lemma 2.1.19 in [14] ), it follows that
In the following result, given a binet matrix B, we show how to obtain a GF (3) representation matrix of M (Σ) from B . We should note here that for the proof of Theorem 3.3 the main idea was taken from a paper of Lee (Proposition 3.1 in [10] ) and that we also make use of the following proposition which can be found in [14] (Proposition 6.4.5). Using the permutation definition of the determinant (see e.g. [23] ) we have
where S m is the set of permutations of {1, . . . , m} and sign(p) = ±1 is the sign of the permutation p. Relating the two determinants we have
Clearly if det(D) = 0 then we have that det(D ′ ) = 0. If det(D ′ ) = 0 then we have that det(D) mod 3 = 0, which implies that |det(D)| = 3k, for some k ∈ Z. According to Theorem 25 in [1] , if k = 0 we will have
This in turn implies that there exists an integer with two different prime factorizations which is in contradiction with the fundamental theorem of arithmetic (that is, every positive integer has a unique prime factorization). Therefore, det(D) = 0 and the result follows.
Observe that in Theorem 3.3 we make the assumption that B is an integral matrix, i.e. B has elements in {0, ±1, ±2}. However, if B is a non-integral matrix then, as shown in [2, 9] , we can obtain from B a projectively equivalent integral binet matrix with at most 2m pivots, where m is the number of rows of B. Thus, given any binet matrix we are in a position to find a GF (3) compact representation matrix of the associated signed-graphic matroid.
Although not all signed-graphic matroids are binary, it would be desirable to obtain a binary compact representation matrix for a binary signed-graphic matroid M (Σ). We prove in Theorem 3.4 that the binary support of an integral binet matrix is actually one such representation.
Theorem 3.4. Let B be an integral binet matrix and M (Σ) be the binary signed-graphic matroid represented by B over R (i.e. M (Σ) ∼ = M (B)). Then, the binary support of B is a compact representation matrix of M (Σ) over GF (2).
Proof: By Lemma 3.2, the matrix B ′ = B mod 3 is a ternary compact representation matrix of M (Σ). Binary signedgraphic matroids are regular [15] and thus, by Theorem 9.2.9 in [24] , if we view matrix B ′ over R then it is totally unimodular.
Moreover, the binary support B ′′ of B ′ is a GF (2) representation of M (Σ) due to a well-known result of matroid theory (see Lemma 9.2.8 in [24] ). Finally, it is easy to see that the matrix B ′′ is equal to the binary support of B.
A polynomial time recognition algorithm for binary signed-graphic matroids
We turn our attention to the special case in which Σ is tangled. We initially state the following Proposition which appears in [21] .
Proposition 4.1. If Σ is a tangled signed graph then it contains exactly one unbalanced block.
Proof: Suppose that Σ contains two unbalanced blocks U and V . For these blocks we have that one of the following holds: (i) U and V are vertex-disjoint, or (ii) U and V have a vertex v in common. If U and V are vertex-disjoint, then Σ can not be tangled since there are two vertex disjoint negative cycles in Σ. For case (ii), we can say that all the negative cycles of U and V must have v as vertex, since otherwise there would exist two vertex disjoint negative cycles in Σ. But then Σ has a balancing vertex and, therefore, it is not tangled.
If Σ is a tangled signed graph then, by definition, it contains no two vertex disjoint negative cycles and furthermore, by Proposition 4.1, Σ contains exactly one unbalanced block. Thereby, using the BINET MATRIX ALGORITHM, it can be easily shown that any binet matrix associated with Σ contains no ±2s or ± Proof: The "if" part is clear, since any totally unimodular matrix is a representation matrix of some binary matroid (see Theorem 9.2.9 in [24] ). For the "only if" part, we first show that there exists a compact representation matrix of M (Σ) which is binet and totally unimodular. By Theorem 2.4, one of the following cases apply: (i) M (Σ) is graphic, or (ii) Σ is a tangled signed graph. In case (i), there exists a network matrix which is the compact representation of M (Σ) over R (see Chapter 11 in [24] ). By Example 2 in [2] , this matrix is binet as well. In case (ii), by Theorem 3.1 and Proposition 4.2, any binet matrix associated with Σ is a real compact representation matrix of M (Σ) and has elements in {0, ±1}. Thus, in all cases there exists a binet matrix A ′ with elements in {0, ±1} which is a compact representation matrix of M (Σ) over R. By Theorem 4.1 has an important implication; specifically, based on this result we shall provide the first polynomial time recognition algorithm regarding the class of signed-graphic matroids. We know by Camion's algorithm, which is a direct consequence of the results in [3, 4] , that, up to multiplying rows or columns by −1, there exists a unique signing (i.e. replacement of the non-zero entries of a matrix by +1 or −1) of a binary representation matrix A of a regular matroid into a totally unimodular matrix A ′ . Therefore, due to Theorem 4.1, given any binary compact representation matrix of a binary signed-graphic matroid M (Σ) we can find a binet matrix associated with Σ. Based on this, we provide an algorithm which determines whether a binary matroid is signed-graphic or not.
BINARY RECOGNITION ALGORITHM

Input:
A binary matrix A. Output: The matroid M = M (A) is identified as signed-graphic or not. Moreover, a signed graph Σ such that M = M (Σ) is provided.
Step 1. Test whether M is regular using the test given in [17] (see also [24] ). If M is not regular then M is not signed-graphic.
Step 2. Apply Camion's algorithm [4] (see also [5] ) in order to sign A into a totally unimodular matrix A ′ .
Step 3. Test whether A ′ is binet using the test given in [12] . If so, then M is signed-graphic and, moreover,
where Σ is the underlying signed graph of the bidirected graph provided by this test; otherwise, M is not signedgraphic.
Regularity of a binary matroid can be checked in polynomial time (see e.g. [24] ) and we can decide whether a real matrix is binet or not in polynomial time [12] . Furthermore, Camion's algorithm has also been shown to be polynomial (see e.g. [5] ). Therefore, all the procedures used in the above algorithm run in polynomial time which in turn implies that the above algorithm has a polynomial running time. Finally, the proof of correctness of this algorithm is straightforward and is omitted.
Characterizing signed-graphic matroids
In this section we provide necessary and sufficient conditions for a matroid to be the signed-graphic matroid of a given signed graph. This result extends and builds upon an important result of Seymour ([18] ) in which he gave necessary and sufficient conditions for a matroid to be the graphic matroid of a given graph. A well-known result of matroid theory (see [14] ) used in the proofs of this section is the following proposition. We note here that for the proof of the following result we have adopted techniques used to prove a similar theorem for the class of bicircular matroids (see Theorem 3.1 in [6] ) and that similar conditions for the more general class of biased graphs are given in [8] . 
Therefore, by the definition of the matroid contraction operation (see [14] 
then, as before, the result follows. In the remaining case, if
Continuing this process, provides the result.
For the "if" part we first prove the following claim.
Claim. Let H be a subgraph of Σ. If each component of H is either a tree or a negative 1-tree, then E(H) is an independent set of M .
Proof: Assume the contrary and let H be a counterexample with |E(H)| minimum. If H is a union of negative cycles then, by condition (ii), E(H) is an independent set of M , a contradiction. Therefore, H has a degree-one vertex v. Let e be the edge of H being incident with v. By condition (i), e is an element of a cocircuit D of M such that D ∩ E(H) = {e}. Thus, if C is a circuit of M such that C ⊆ E(H) then e / ∈ C due to Proposition 5.1. Since each component of H \ e is a tree or a negative 1-tree and H \ {e} has one less edge than H, E(H) \ e is an independent set of M due to the minimality of E(H). This is in contradiction with our assumption stating that there is a circuit of M contained in E(H) and the fact that this circuit can not contain e.
By this claim, we can conclude that a basis B of M (Σ) (which as implied by Theorem 2.1 corresponds to a subgraph of Σ whose components are trees or negative 1-trees) will be an independent set of M . Therefore, r(M (Σ)) ≤ r(M ), which combined with condition (iv) gives r(M ) = r(M (Σ)). Thus, B is a basis of M . Therefore, in order to prove that M = M (Σ), it remains to show that every basis of M is a basis of M (Σ). If every basis of M is independent in M (Σ) then, since r(M ) = r(M (Σ)), the result follows. Therefore, by way of contradiction, let B be a basis of M and suppose that B is dependent in M (Σ). In this case, Σ[B] contains a circuit K of Σ. If K is a Type II handcuff, then let e be an edge of one of the cycles of K; otherwise, let e be any edge of K. Since E(K)\e is independent in M (Σ) and Σ is connected, E(K)\e can be extended to a basis Then, by condition (ii), E(K) ⊆ C, and by condition (iii),
is either the entire theta graph or one of the cycles contained in this theta graph. The theta graph contains a positive cycle and thus, by condition (iii),
Furthermore, since a signed graph contains an odd number of negative cycles in every theta subgraph [29] , K is the only positive cycle contained in this theta graph. Therefore, by conditions (ii) and (iii), C = E(K), a contradiction.
We prove the following structural Proposition 5.2 concerning the class of tangled signed graphs. We shall use the BINARY RECOGNITION ALGORITHM and Theorem 5.2 to provide our final algorithm, which determines whether a general matroid M (not necessarily binary) belongs to the class of binary signed-graphic matroids. As usual (see e.g. [18] ), we shall assume that M is given by means of an independence testing oracle, that is we can decide whether a subset of E(M ) is independent or not in unit time.
GENERAL RECOGNITION ALGORITHM
Input: A matroid M given by its independence oracle. Output: M is identified as binary signed-graphic or not.
Step 1. Test whether M is graphic using the test given in [18] . If so, then M is binary signed-graphic.
Step 2. Pick a basis B of M and for each element of x ∈ E(M )\B find the unique circuit C x in B ∪ x. Construct the |B| × |(E(M ) − B)| matrix A as follows: for any e ∈ B and any x ∈ (E(M ) − B), let A ex = 1 if e ∈ C x , and 0 otherwise.
Step 3. Test whether M ′ = M (A) is binary signed-graphic using the BINARY RECOGNITION ALGORITHM. If M ′ is not binary signed-graphic then M is not a signed-graphic matroid; otherwise, let Σ be the signed graph provided by the BINARY RECOGNITION ALGORITHM such that M ′ = M (Σ).
Step 4. Check whether Σ satisfies the conditions (i), (ii) and (iii) of Theorem 5.2. If yes, then M is a binary signed-graphic matroid; otherwise, M is not binary signed-graphic. Thus, it remains to test if M = M (Σ) which can be done by using Theorem 5.2. Finally, observe that condition (iv) of Theorem 5.2 is satisfied because of the way M ′ is constructed and for that reason, it does not have to be checked at the last step of the algorithm.
