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The Principle of Maximum Entropy, a powerful and general method for inferring the distribution
function given a set of constraints, is applied to deduce the overall distribution of 3D plasmoids
(flux ropes/tubes) for systems where resistive MHD is applicable and large numbers of plasmoids
are produced. The analysis is undertaken for the 3D case, with mass, total flux and velocity serving
as the variables of interest, on account of their physical and observational relevance. The distribution
functions for the mass, width, total flux and helicity exhibit a power-law behavior with exponents
of −4/3, −2, −3 and −2 respectively for small values, whilst all of them display an exponential
falloff for large values. In contrast, the velocity distribution, as a function of v = |v|, is shown
to be flat for v → 0, and becomes a power law with an exponent of −7/3 for v → ∞. Most of
these results are nearly independent of the free parameters involved in this specific problem. A
preliminary comparison of our results with the observational evidence is presented, and some of the
ensuing space and astrophysical implications are briefly discussed.
I. INTRODUCTION
It is now widely acknowledged that magnetic reconnec-
tion, which entails the conversion of magnetic energy into
charged particle energy, drives many astrophysical phe-
nomena in the Universe. Some well-known examples in-
clude magnetospheric substorms, gamma ray bursts, stel-
lar and solar flares [1–6]. Under normal circumstances,
this fast conversion would not be possible for highly elon-
gated current sheets, as the conventional estimates for
the reconnection rate are too low. Fortunately, it has
been known since the 1980s that such current sheets are
subject to a violent instability that was dubbed the plas-
moid instability later [7], as it results in the formation of
plasmoids [8, 9].
The plasmoid instability breaks up the elongated cur-
rent sheets, and leads to very high reconnection rates
that are nearly independent of the Lundquist number S
in the nonlinear regime [7, 10–15]. The emergence of this
fast reconnection process, mediated by the plasmoid in-
stability, has been shown to have several important con-
sequences. Plasmoid reconnection can play an important
role in regulating solar flares [16, 17], coronal mass ejec-
tions [18], chromospheric jets [19], particle acceleration
[20–23], pulsar winds [24, 25], blazar emissions and jets
[26, 27], as well as a wide range of laboratory and fusion
experiments [28–30].
In plasmoid-mediated reconnection, a great deal of an-
alytic and numerical work has been undertaken for the
linear regime. In Sweet-Parker current sheets, scaling
relations for the growth rate and number of plasmoids
produced were predicted by Tajima and Shibata [1] and
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Loureiro et al. [31] as a function of S, and were general-
ized to encompass arbitrary magnetic Prandtl numbers
in Comisso and Grasso [32]. However, in dynamically
evolving current sheets, the final Sweet-Parker aspect ra-
tio cannot be achieved, as they disrupt prior to this stage
[33–37]. Recently, Comisso et al. [34, 36] utilized a prin-
ciple of least time to formulate a general theory for the
onset and development of the linear phase of the plas-
moid instability. They demonstrated that the scalings
were no longer true power laws, and depended on other
parameters, namely the initial noise inherent in the sys-
tem, the characteristic rate of current sheet evolution,
and the nature of the thinning process.
From the observational standpoint, it is not very feasi-
ble to verify the linear stage of the plasmoid instability.
As a result, a great deal of interest has been centred
on the nonlinear phase of this instability. One of the
most notable amongst them is the distribution of plas-
moids as a function of their intrinsic properties, such as
their flux and width. From the theoretical standpoint,
there have been three major works in this subject, albeit
only for plasmoids emergent from a 2D reconnection pro-
cess. Uzdensky et al. [38] and Huang and Bhattacharjee
[39] proposed phenomenological kinetic models for the
flux distribution function, and arrived at scaling laws
with exponents of −2 and −1 respectively. On the other
hand, Fermo et al. [40] prescribed rules for the genera-
tion, growth and merging of plasmoids, and arrived at an
integro-differential equation for the distribution function
that depended on the flux and the area.
There are, arguably, two important factors that need
to be taken into account when paving the way for a more
complete theory. Firstly, the distribution function is ob-
viously statistical, as a result of which it would clearly be
ideal to rely on a more statistical-mechanical approach
based on first principles. Secondly, many of the theo-
retical and numerical studies in the area have relied on
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2heuristic models with simplified geometries to arrive at
their results. Hence, except in certain circumstances, the
resultant parameters and the distribution function may
not constitute true observables.
It is, therefore, the goal of this work to construct a
3D plasmoid distribution function in the highly nonlin-
ear regime, characterized by a large number of plasmoids,
that depends on three genuinely physical observables,
namely the plasmoid mass, total flux and velocity. Dur-
ing the course of the paper, we shall use the nomencla-
ture “plasmoids” to describe magnetic islands in three
dimensions, i.e. flux ropes/tubes [41]. In 3D geometry,
the magnetic field lines could become stochastic, and the
flux surfaces may not be well-defined [42, 43]. Yet, one
can still identify coherent structures which can be treated
on the same footing as flux ropes. Hence, in this paper,
we shall operate with the implicit assumption that well-
defined coherent structures (or flux ropes) are existent.
For the purpose of this work, we adopt the standard
resistive magnetohydrodynamics (resistive MHD) as the
underlying physical model. Our results are therefore rel-
atively valid for astrophysical plasmas where resistive
MHD constitutes a reasonable description of the plasma
dynamics. Hence, for plasma environments such as plan-
etary magnetospheres [44] where kinetic effects become
important [5], our results are not likely to be accurate.
In contrast, resistive MHD constitutes a useful model for
certain astrophysical systems like solar and stellar coro-
nae [45] and the interstellar medium [46], and therefore
we anticipate that our findings have a higher degree of
applicability to these systems.
Our paper is centered around the Principle of Maxi-
mum Entropy [47], which has been successfully used in
many fields of science. We shall derive the overall 3D dis-
tribution function, examine the various asymptotic lim-
its, and eventually discuss its potential connections with
astrophysics. The outline of the paper is as follows. A
short introduction to the Principle of Maximum Entropy
is offered in Sec. II. The physical parameters of interest,
and the relevant constraints are introduced in Sec. III,
and the overall plasmoid distribution function is derived.
In Sec. IV, the single-variable distribution functions for
the mass, width, total flux, helicity and velocity are ob-
tained. Sec. V contains a discussion of the relevance
of our work in space and astrophysical plasmas, and we
finally summarize our results in Sec. VI.
II. ON THE PRINCIPLE OF MAXIMUM
ENTROPY
In this Section, we shall briefly elucidate some of the
salient features of the Principle of Maximum Entropy
(MaxEnt), which has been used quite extensively in many
areas of astronomy and astrophysics [48–50]. We also
discuss its relevance in the context of determining the
statistical distribution of 3D plasmoids.
A. What is MaxEnt and where is it used?
In equilibrium statistical mechanics, it is known that
the micro-, macro- and grand canonical distribution func-
tions can be derived through a common principle. The
central idea relies upon the maximization of the entropy
S = −∑i pi ln pi with respect to the probabilities pi,
subject to holding the appropriate constraints on the sys-
tem fixed [51–54]. By drawing upon the classical ideas
of Boltzmann, Gibbs and Shannon, E.T. Jaynes explored
the connections between information theory and statisti-
cal mechanics and argued that statistical mechanics could
be interpreted as a method for inferring the probabil-
ity distributions based on the (limited) data available
[47, 55, 56].
It is instructive to consider Jaynes’ own words [55] in
this regard: “In the resulting “subjective statistical me-
chanics,” the usual rules are thus justified independently
of any physical argument, and in particular independently
of experimental verification; whether or not the results
agree with experiment, they still represent the best es-
timates that could have been made on the basis of the
information available.”
MaxEnt has enjoyed a considerable degree of success
ranging from fields as disparate as ecology [57] and cli-
mate science [58, 59] to gravitational dynamics [48, 60–
63] and plasma physics [64–66]. We shall not go into
further details of MaxEnt as there exist several excellent
reviews and summaries of the subject [47, 67–73], and de-
tailed analyses of the arguments for and against MaxEnt
can also be found therein.
B. MaxEnt and the distribution of plasmoids
In dealing with the plasmoid distribution function, it
is clear that the system cannot necessarily be regarded
as being in equilibrium throughout, that the plasmoids
themselves are complex entities (unlike, for e.g., ideal gas
molecules), etc. Fortunately, as per the discussion in Sec.
II A, many of these points are rendered moot.
Firstly, we recall that MaxEnt must be understood as
a fairly general statement regarding statistical inference
[74], and its generalization, Maximum Caliber (MaxCal),
is valid when dealing with non-equilibrium systems [73,
75, 76]. Since MaxEnt is applicable to complex systems
close to equilibrium [77], it could potentially be used for
deriving the plasmoid distribution function.
A comment regarding the choice of the entropy func-
tional is in order. At times, there is a tendency to asso-
ciate the Boltzmann-Gibbs-Shannon (BGS) entropy [78]
only with the presence of an associated kinetic equation
[79]. In actuality, the BGS entropy has been “postulated”
in a more general and axiomatic manner [54, 80]. More-
over, the BGS entropy is endowed with the necessary
mathematical and physical requirements, such as invari-
ance, concavity, and additivity to name a few [81, 82].
We would like to mention some important caveats at
3this stage. Since we are dealing with a statistical treat-
ment, there is an implicit assumption that there exist
a sufficiently high number of plasmoids that interact
amongst each other; as the theory is “thermodynamic”
in a certain sense, a large number of interacting enti-
ties is ostensibly necessary. In the magnetospheres of
planets (and satellites), plasmoids are produced in low
numbers, as noted in Sec. V, implying that the MaxEnt
formulation may not yield accurate results. On the other
hand, since a large number of plasmoids are produced
in the solar corona [83], and given the applicability of
resistive MHD in this regime, it could be more reason-
able to employ MaxEnt in this context. The presence of
a large number of plasmoids is also important from the
standpoint of observations (or simulations), as otherwise
proper statistics cannot be deduced.
Hence, bearing the above properties and caveats in
mind, we are now in a position to adopt the standard
approach of Jaynes [55] and construct a variational prin-
ciple wherein the BGS entropy functional can be extrem-
ized whilst holding the necessary constraints fixed.
III. THE DERIVATION OF THE PLASMOID
DISTRIBUTION FUNCTION
Here, we shall delineate some general properties of the
3D plasmoid distribution function F , motivate the appro-
priate constraints, set up the variational principle, and
thereby arrive at the plasmoid distribution function.
A. Properties of the plasmoid distribution function
Let us begin by considering the variables that the plas-
moid distribution function F depends upon. We begin
by noting that our “system” is now taken to comprise of
a sufficiently large collection of plasmoids, and not the
entire current sheet as a whole.
There are many properties that can characterize a par-
ticular plasmoid. These include:
• The mass m enclosed within a given plasmoid.
• The density ρ of a particular plasmoid. Notice that
a knowledge of m and ρ suffices to determine the
volume V of the plasmoid.
• The total flux ψ enclosed in the plasmoid. The use
of the word “total” is deliberate, as we are dealing
with the 3D setup. It also constitutes an observa-
tionally relevant physical variable, particularly in
the solar context [84–86].
• The velocity v associated with the motion of the
plasmoid.
• The position x describing the spatial location of the
plasmoid.
In addition to the above quantities, the plasmoid distri-
bution function can be expected to evolve over time as
well. F could also depend on other properties, but we
believe that we have listed all of the most salient can-
didates. Clearly, retaining all of these variables would
make our procedure very onerous and rob it of physical
transparency. Hence, we shall introduce the following
simplifications:
• We are ultimately interested, by means of MaxEnt,
to determine the final F that the system relaxes to.
In this case, an explicit dependence on time is not
expected to be present.
• We shall assume that the plasma inside the plas-
moids is incompressible, i.e. we shall take ρ =
const, and hence it does not enter our model.
• Handling a spatial dependence is more difficult, and
we shall consider the cases where F does not de-
pend on x, which may be valid when the system
has a weak spatial dependence [87].
Thus, based on the above set of postulates, the distri-
bution function has the form F (v, ψ,m). As with the
previous theories, the distribution function F and its con-
stituent variables are continuous.
Although we know that m ∝ V , we still do not know
how the volume depends on the half-width R and on the
area. To resolve this matter, we must introduce an addi-
tional simplification. In 3D, it is natural to speak of flux
ropes or flux tubes [3, 88], and our choice of the word
“plasmoids” should actually be taken to refer to such en-
tities. These structures can be envisioned as cylinders
with radius R and height H, and we shall introduce the
assumption λ = H/R = const. Our ansatz is supported
by recent numerical simulations undertaken by Huang
and Bhattacharjee [43] with a finite guide field, wherein
cylindrical-shaped flux ropes were approximately charac-
terized by a scale-independent anisotropy.
This does not significantly reduce the scope of our anal-
ysis, since one can easily make λ a function of R. The
current simplification amounts to the statement that all
plasmoids have a self-similar structure, i.e. their volumes
and areas may be different, but they have the same value
of height to radius. Such ansatzen have already been
used quite often in other areas of physics, where the ba-
sic “building blocks” are extended objects, such as liquid
crystals and polymers [89–91]. We finally end up with
m
ρ
= V = piR2H = λpiR3 (1)
B. The choice of constraints
Before exploring the constraints that need to be in-
cluded in the variational principle, a brief discussion of
the dynamics is necessary [92]. There are three primary
processes involved:
4• Process I: New plasmoids are “born”, and they
“grow” by accreting mass and flux, growing bigger
in size.
• Process II: Two plasmoids can “collide” and
thereby “merge”. Some of the merging rules have
already been explored (in the 2D setting) by Fermo
et al. [40] and Huang and Bhattacharjee [39].
• Process III: Plasmoids can be effectively said to
have “died” when they have been ejected out of
the current sheet.
Let us now take a look at some of the potential
constraints that are feasible.
Total number: Although Processes I and III create
and destroy plasmoids, there is no guarantee that they
balance each other. In addition, Process II does not
conserve the number of plasmoids, since the total reduces
by unity. Therefore, taken collectively, there is no reason
to believe that the total number N =
∫
Ω
F dmdψ dv is
conserved. Even if this constraint were incorporated,
the overall effect would be qualitatively unimportant
since the distribution function would just end up being
multiplied by a constant factor.
Total mass: It is clear that the mass must be con-
served during Process II. However, there are two other
processes, one of which depletes the mass and the other
that replenishes it. If we assume that, even though each
of the processes are dynamical, the whole system can ex-
ist in a state of detailed balance, enabling the total mass
to be conserved. Thus, the total mass is
M =
∫
Ω
Fmdmdψ dv, (2)
where Ω is the volume of the total phase space.
Total momentum: It is tempting to argue that a
similar set of arguments should hold true for momentum
conservation. In the 2D case, at least, one does not
expect the total momentum (along each direction) to
be conserved, owing to the fact that there exist clear
inflow and outflow directions. Some processes can occur
only along the former, and others along the latter alone.
Thus, there is a fundamental asymmetry with respect
to the axes for all the three processes, implying that
momentum conservation along all the directions ought
not be possible.
Total flux: When we consider flux, it is known that
flux is not conserved during the merging of two plas-
moids, viz. in Process II [39]. To compensate for this
absence of conservation, Processes I and II would need
to self-adjust in a very precise manner for flux conserva-
tion to hold true. If this condition were indeed valid, the
total flux
Ψ =
∫
Ω
Fψ dmdψ dv (3)
would be conserved. In (3), the distinction between
the total flux Ψ of the complete system and the to-
tal flux ψ of a given plasmoid must be duly borne in
mind; the latter has the standard definition, ψ =
∫
B·dS.
Total energy: It is well known that the conserva-
tion of total energy is closely linked with time-translation
symmetry [93, 94]. Taken individually, none of the pro-
cesses can conserve the energy, but together, there is a
possibility for doing so. If energy conservation is indeed
valid for our system, then
E =
1
2
∫
Ω
F
[
mv2 + Cψ2
(
m
ρ
)−1/3]
dmdψ dv, (4)
and the first term is clearly the kinetic energy, whilst the
second term is the magnetic energy that is discussed fur-
ther below. An important point worth noting here is that
we have used the MHD energy, since we are interested
in systems where collisionless effects are not important.
For instance, if we consider a domain where extended
MHD is applicable, a third term must be included in the
above formula that will be proportional to the square
of the electron skin depth in normalized units [95–98].
Similarly, when Finite Larmor Radius (FLR) are impor-
tant, they can be incorporated into the above formula
by adding gyroaveraged contributions [99–101]. We have
neglected thermal energy in our analysis, as this intro-
duces a further level of complexity by means of an extra
variable. Moreover, many plasmas are characterized by
β  1 [2, 102], which is consistent with the neglect of
the thermal energy. Furthermore, even with the intro-
duction of a finite thermal energy that is proportional to
the temperature, we have verified that the overall scal-
ings remain unaltered.
In the energy, C is a dimensionless constant that de-
pends upon λ and other numerical factors (such as pi).
We are not interested in the exact expression for C as we
seek instead to evaluate the algebraic dependence of F .
We have also assumed that our system has a weak guide
field. Our procedure can also be generalized to include an
arbitrary guide field, and will result in an extra term that
is linearly proportional to m in (4). It can therefore be
easily shown that the scaling relations for the mass (also
the volume and radius) distribution function derived in
Sec. IV A for the low-mass limit remain unchanged, as
well as the overall behavior. Moreover, the flux and ve-
locity distributions in both asymptotic regimes are also
unaffected. Hence, the comparison of our theoretical re-
sults with the observational data undertaken in Sec. V
is valid even when a strong guide field is present.
It is easy to verify that the second term represents the
magnetic energy by carrying out a simple dimensional
analysis. A second method for arriving at this expression
is via the magnetic helicity. Suppose that the magnetic
energy and helicity of a plasmoid are represented by EB
and H respectively. From dimensional considerations, it
5is once again evident that
EB ∼ `−1H ∝
(
m
ρ
)−1/3
H, (5)
where the second equality follows by observing that `, the
characteristic length scale, must correspond to either R
or H. Either of these two quantities can be determined
in terms of m via (1). Thus, if we show that H ∝ ψ2, we
will recover the magnetic energy in (4). This is explored
below, when the total helicity is introduced as the next
constraint.
The first equality in (5) can also be justified on more
rigorous grounds than dimensional analysis. We have
already stated that our plasmoids are now modelled as
flux tubes. For some special configurations, wherein the
sum of the twist and the writhe is zero, it is known that
EB ≥ αH, (6)
where α ∝ V −1/3 [103], and the m-dependence can be
determined via (1). The above inequality, which also
goes by the name of the ‘realizability condition’, was first
proven by Arnold in the 1970s [94, 104].
The above approach relied upon topological fluid
mechanics, and the reader may consult Lingam et al.
[105] for a recent overview of this subject for a diverse
array of plasma fluid models. There is also a more direct
means of arriving at EB in (4) via this area of research.
It was shown in Moffatt [106] that the minimum value
of the magnetic energy attained through a relaxation
process is µψ2V −1/3, where µ is an invariant that solely
depends on the magnetic topology and can be computed
exactly in certain scenarios [107]. Clearly, upon using
(1), this expression has the same form as the magnetic
energy delineated in (4).
Total helicity: Most of the interest in the total mag-
netic helicity stems from its unique topological properties
[108, 109]. There is considerable experimental and theo-
retical evidence that supports the robustness of helicity
conservation even in the presence of magnetic reconnec-
tion [110–113]. Hence, it is quite plausible that the total
magnetic helicity of the system is also conserved. Then,
we end up with
K =
1
2
∫
Ω
Fψ2 dmdψ dv, (7)
and the factor of ψ2 could be justified, as earlier, through
dimensional analysis. It can also be obtained on mathe-
matical grounds - it was shown by Moffatt and Ricca [114]
that the helicity, modulo topological invariants (such as
the Gauss and Calugareanu-White linking numbers), was
quadratic in the flux; we also refer the reader to Ricca
[103], Moffatt [106], Chui and Moffatt [107], Berger [109].
The relation H ∝ ψ2 is also backed by a fairly high de-
gree of empirical evidence from solar observational data
[85, 115, 116]. In reality, (7) would also involve an ex-
tra numerical factor, which can be easily eliminated by
simply rescaling the definition of K.
C. The formulation of the MaxEnt variational
principle
The BGS entropy functional for our model corresponds
to
S = −
∫
Ω
F lnF dmdψ dv, (8)
with F denoting the plasmoid distribution function. We
are now in a position to write down our variational prin-
ciple as all the relevant pieces have been assembled. Let
us commence our analysis with an important observa-
tion. Of all the constraints discussed in Sec. III B, only
the energy exhibits a complex dependence on all three
variables, namely m, ψ and v. In contrast, all of the
other functionals are dependent on just one variable.
To summarize, the mass (2), flux (3), energy (4) and
helicity (7) have been chosen as our constraints. Thus,
our variational principle is given by
δA = 0, A := S − βE − γM − δΨ− εK. (9)
We have chosen the notation A and β for the target func-
tional and the Lagrange multiplier preceding the energy.
Our choices are deliberate since these quantities can be
rightfully seen as the generalizations of the Helmholtz
free energy and the inverse temperature (from thermo-
dynamics) respectively [51, 54].
Upon variation, we arrive at
F = exp
(
−βE − γm− δψ − εψ
2
2
− 1
)
, (10)
and if we take {γ, δ, ε} = 0, the similarity with the canon-
ical ensemble distribution function [53] is not very sur-
prising, given that only the energy constraint has been
included. Here, it must be noted that
E = mv
2
2
+
C
2
ψ2
(
m
ρ
)−1/3
, (11)
is the total plasmoid energy in the MHD regime.
IV. ANALYSIS OF THE PLASMOID
DISTRIBUTION FUNCTION
We are now in a position to start analyzing the proper-
ties of the plasmoid distribution function (10). We shall
present the derivation of the distribution functions for
the mass, width, total flux, helicity and (3D) velocity in
this Section.
A. The mass and width distributions
We commence our derivation by introducing
Fm,ψ =
∫
F dv, (12)
6which represents the joint distribution function of the
plasmoids as a function of ψ and m. An inspection
of (10) reveals that it is dependent only on the modu-
lus of v. Hence, we are free to use the transformation
dv = v2 sin θ dv dθ dφ. In Sec. III B, we stated that we
shall consider a system where the guide field is absent,
implying that one cannot define motion parallel and per-
pendicular to the guide field. Hence, it seems reason-
able to suppose that the conventional ranges for θ and
φ, namely [0, pi] and [0, 2pi] respectively, are valid. This
leads us to dv = 4piv2 dv, and substituting it into (12)
results in
Fm,ψ =
(
2pi
βm
)3/2
exp
[
− βC
2
( ρ
m
)1/3
ψ2
−1
2
(2δ + εψ)ψ − γm− 1
]
, (13)
where the limits of integration are from v = 0 to v =∞.
Next, one can analytically calculate the mass distribution
as follows
Fm =
∫ ψ=∞
ψ=0
Fm,ψ dψ, (14)
and the integration limits are taken to be positive as per
the standard convention. The final answer is given by
Fm = 2pi
2
√
σ (βm)
3/2
[
1− Erf
(
δ√
2σ
)]
× exp
(
δ2
2σ
− γm− 1
)
, (15)
where we have introduced the auxiliary function
σ = ε+ βC
( ρ
m
)1/3
. (16)
We are now in a position to extract the two limits of
the mass distribution. We find that
lim
m→0
Fm ∝ m−4/3, (17)
but it is necessary to recognize that the immediate
higher-order contribution is m−7/6, which is smaller than
the leading-order contribution (17) only by a factor of
m1/6 which exhibits a weak dependence on m. Hence,
the −4/3 exponent will not prevail for long, as it will be
subsumed by the higher-order contributions at a fairly
early stage. In the other limit, we have
lim
m→∞ Fm ∝ m
−3/2e−γm, (18)
and the exponential cutoff is clearly dominant in this re-
gion, subsuming the power-law behavior. We have plot-
ted (15) in Fig. 1 - the power-law limit for small m,
namely (17), has also been included. It is clear that, for
larger values of m, the exponential falloff becomes more
important. The overall structure of Fig. 1 is quite similar
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FIG. 1. The mass distribution function (15) is plotted as
a function of m. The solid red curve represents the exact
solution, whilst the dashed black line denotes the asymptotic
solution (17) that is valid for small m. Here, we have used the
fiducial values β = γ = δ = ε = 1 and C = 1/4pi. The latter
value was chosen because this factor appears in the magnetic
energy.
to the 2D numerical results of Lynch et al. [117] (see their
Fig. 10), although our (3D) power-law slope is slightly
steeper.
Under a change of variables, the probability contained
in a differential area is known to be constant [118]. Let
us denote the width distribution of the plasmoids by FR.
Using this principle, we find
Fm dm = FR dR, (19)
and we can now make use of (1). After simplification, we
arrive at
FR = 3piλρR2Fm
(
piλρR3
)
, (20)
where Fm
(
piλρR3
)
implies that the function Fm is eval-
uated at m = piλρR3. For the sake of completeness, we
shall present the two limits for the width distribution
below. We begin with
lim
R→0
FR ∝ R−2, (21)
and it is important to reiterate that our analysis is for
the 3D case. A similar result was also proposed in the
2D case by Uzdensky et al. [38] via their phenomenolog-
ical arguments and numerical results. We also refer the
reader to the 2D simulations by Shen et al. [119] and
Sironi et al. [120] where the same scaling law was ob-
tained. The slopes (for the width distribution) can be
evaluated in the 3D case when compared to the 2D case
given the same mass distribution. Of course, one expects
the 2D and 3D cases to have different mass distributions
as well, but it is still instructive to consider the above
argument. Let us assume that Fm ∝ m−Γ in the limit
m → 0, where α is positive. Then, in the 2D case, we
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FIG. 2. The width distribution function (20) is plotted as
a function of R. The solid red curve represents the exact
solution, whilst the dashed black line denotes the asymptotic
solution (21), which works well for small m. Here, we have
used the fiducial values β = γ = δ = ε = 1 and C = 1/4pi.
The latter value was chosen because this factor appears in the
magnetic energy.
find that
F (2D)R ∝ R−2Γ+1, (22)
since m ∝ R2 in the 2D case. For the 3D case, we use
m ∝ R3 that leads us to
F (3D)R ∝ R−3Γ+2. (23)
From (22) and (23), we see that the 3D width distribu-
tion is steeper than its 2D counterpart only when Γ > 1
is valid. It is clear from (17) that this condition is indeed
met since Γ = 4/3, leading to a steeper 2D distribution.
A consequence of our analysis is that the width distri-
bution of −2 would not be possible in 2D, if the mass
distribution were still the same as (17). The other limit
for the width distribution is found from (18), and is of
the form
lim
R→∞
FR ∝ R−5/2e−piγλρR3 . (24)
We have plotted (20) in Fig. 2, and the power-law limit
for small R, namely (21), is also clearly illustrated. In a
manner similar to the mass distribution, the exponential
cutoff dominates when larger values of R are considered.
We conclude this section by observing that a pure
power law distribution for (15) follows if only the en-
ergy constraint is retained, i.e. if we let {γ, δ, ε} = 0.
For this simplified case, we find that the −4/3 power law
holds true for all values of m. Hence, the result coincides
with the more general distribution function in the limit
m→ 0 as seen from (17).
B. The flux and helicity distributions
In order to obtain the total flux distribution function,
we must use (13), thereby obtaining
Fψ =
∫ m=∞
m=0
Fm,ψ dm. (25)
The integral can be performed analytically, but the result
is tremendously complex since (13) has a fairly compli-
cated dependence on m. Hence, we shall not present it
here, but we have duly carried out the series expansion
for ψ → 0. The leading order contribution is
lim
ψ→0
Fψ ∝ ψ−3, (26)
indicating that the slope of the distribution function is
steeper than the 2D analyses conducted by Uzdensky
et al. [38] and Huang and Bhattacharjee [39], who ar-
rived at slopes of −2 and −1 respectively. But, we wish
to point out two notable differences: (i) our work as-
sumes a 3D geometry, and (ii) the flux ψ that we have
used is the total flux and is therefore not the same vari-
able as the one that they had used. The fact that the
slope for the 3D case is steeper than its 2D counterpart
is quite consistent with the general observations for the
width distribution that were presented in Sec. IV A.
There is also another means of arriving at (26), which
we describe below. If we introduce y = m−1/2, we have
Fψ = 2
(
2pi
β
)3/2
exp
[
−ψ (2δ + εψ)
2
− 1
]
(27)
×
∫ y=∞
y=0
exp
[
−βC
2
ρ1/3ψ2y2/3 − γy−2
]
dy.
If we let ψ → 0 in the above expression, by dropping the
first term, it is evident that the integral does not con-
verge. The transformation y˜ = ψ y1/3 yields the factor
of ψ−3 that can be pulled outside the integral, and the
latter converges to a finite value upon setting ψ = 0.
Consequently, we have illustrated how the limit (26) can
be obtained.
In Sec. IV A, we proved that the inclusion of the energy
constraint alone or the general case led to the same result
for Fm in the limit m → 0. Hence, it is instructive to
study the two cases for ψ → 0 as well. The general
case leads to (26), whilst the case with only the energy
constraint is easily evaluated by setting {γ, δ, ε} = 0. The
integral can be evaluated analytically by using the fact
that
∫ r=∞
r=0
exp
(−Ar2/3) dr ∝ A−3/2. We end up with
(26), as before, thereby confirming that the two cases
yield identical results when ψ → 0.
Let us now proceed to evaluate the other limit. We
shall formally consider the case where the coefficients
preceding the two terms inside the integral (27) are very
“large”. In general, note that this condition will be fully
satisfied when ψ → ∞. With this assumption, the first
term in the expression is unity for small y and rapidly
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FIG. 3. The total flux distribution function (25) is plotted as
a function of ψ. The solid red curve represents the numerical
solution of (27). The dashed black line denotes the asymptotic
solution (26), which works well for small ψ. Here, we have
used the fiducial values β = γ = δ = ε = 1 and C = 1/4pi.
The latter value was chosen because this factor appears in the
magnetic energy.
falls off at large y, whilst the opposite behavior is seen
for the second term.
This enables us to construct a heuristic approxima-
tion along the lines described in de Bruijn [121], Bleistein
and Handelsman [122], Hinch [123] for Laplace’s method
[124]. The trick is to Taylor expand the function (inside
the exponential) around the maximum, and carry out the
integration. Denoting the integral by I, we find that it
simplifies to
I ≈ exp
(
−4γ
y2?
)∫ y=∞
y=0
exp
[
−8γ
3
y−4? (y − y?)2
]
dy,
(28)
where we have introduced the variable
y? =
(
βCρ1/3ψ2
6γ
)−3/8
. (29)
(28) can now be further simplified to yield
I ≈
√
3pi
8γ
y2? exp
(
−4γ
y2?
)
, (30)
where we have used the fact that ψ → ∞ to eliminate
an error function (Erf) that approaches unity. Hence, we
can conclude that
lim
ψ→∞
Fψ ∝ ψ−3/2 exp
(
−εψ
2
2
)
, (31)
where we have chosen to deliberately retain only the high-
est power of ψ in the exponential factor arising from (27)
and (30). In general, there are also terms involving ψ
and ψ3/2 inside the exponential function.
We have plotted the numerical solution of (27) in Fig.
3. Akin to the mass (or width) distribution, the existence
of an exponential falloff at large values of ψ is quite ap-
parent. The veracity of the power law analytical limit
(26) for small ψ has also been verified through compari-
son with the numerical solution of (27).
In Sec. III B, it was pointed out several times that
the total flux and the helicity are proportional to one
another. The constant of proportionality is taken in some
instances to be 0.5 [116], and this was also adopted in
(7). We use the property of probability conservation in
a differential area to write
Fψdψ = FHdH, (32)
whereH = ψ2/2 and FH denotes the helicity distribution
of plasmoids. Thus, we find that
FH =
√
2
HFψ
(√
2H
)
, (33)
and Fψ is evaluated at ψ =
√
2H. The two limiting cases
of FH are therefore found to be
lim
H→0
FH ∝ H−2, (34)
lim
H→∞
FH ∝ H−5/4 exp (−εH) , (35)
and we have retained only the highest power in the ex-
ponential factor in the above expression.
We have plotted the numerical solution of the helicity
distribution function in Fig. 4. This has been obtained
by using the numerical solution for Fψ in conjunction
with (33). The limiting behavior for small H, which is
seen to be a power law from the figure, also matches the
analytical limit obtained in (34). For higher values of H,
the exponential cutoff is increasingly dominant.
C. The velocity distribution
To compute the velocity distribution, we first introduce
Fm,v =
∫ ψ=∞
ψ=0
F dψ, (36)
which leads to the analytical expression
Fm,v =
√
pi
2σ
[
1− Erf
(
δ√
2σ
)]
× exp
(
δ2
2σ
− βmv
2
2
− γm− 1
)
, (37)
where σ was defined in (16). The velocity distribution
follows from
Fv =
∫ m=∞
m=0
Fm,v dm. (38)
The integral cannot be performed analytically, and
even the asymptotic expansions are somewhat intricate.
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FIG. 4. The helicity distribution function is plotted as a func-
tion of the helicity H. The solid red curve represents the nu-
merical solution of (33). The dashed black line denotes the
asymptotic solution (34), which is valid for small H. Here,
we have used the fiducial values β = γ = δ = ε = 1 and
C = 1/4pi. The latter value was chosen because this factor
appears in the magnetic energy.
Hence, we shall resort to an alternate strategy to deduce
the two limits. From (16), we see that 0 < σ−1 < 1/ε,
and the two limits are attained at m = 0 and m = ∞
respectively. This implies that
1− Erf
(
δ√
2ε
)
< 1− Erf
(
δ√
2σ
)
< 1, (39)
and, similarly, we also find
1 < exp
(
δ2
2σ
)
< exp
(
δ2
2ε
)
. (40)
The above relations indicate that the two functions are
bounded by finite values from above and below and their
product is also expected to have finite lower and upper
bounds. Hence, we do not expect the functional depen-
dence of (38) on v to be significantly altered by these
functions, especially for certain choices of δ and ε. In
contrast, σ−1 and exp (−ζm) do not have finite lower
bounds since they vanish for m→ 0 and m→∞ respec-
tively, where
ζ =
βv2
2
+ γ. (41)
Hence, we shall center our attention on the integral
I =
∫ m=∞
m=0
exp (−ζm)√
ε+ βCρ1/3m−1/3
dm, (42)
which will help us elucidate the general behavior of Fv.
Our approach is motivated partly by classical asymptotic
analysis [121, 122, 125], but it has a greater range of valid-
ity since there are no small or large parameters involved.
We have verified that the full numerical solution of (38)
Fv
I
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FIG. 5. The solid curve represents Fv, and its numerical
solution is computed from (38). The dashed curve signifies
the exact analytical expression for the integral I, given by
(43). For both the curves, we have used the fiducial values
β = γ = δ = ε = 1 and C = 1/4pi. The latter value was
chosen because this factor appears in the magnetic energy.
is well represented by the integral (42), which has the
analytical solution (43) discussed below. A comparison
of these two plots is provided in Fig. 5, and the accuracy
of (42) stands out. Observe that the two curves are not
exactly the same, since we had neglected some constant
numerical factors such as e−1 whilst defining (42).
After a careful evaluation of the integral, the result is
analytical, expressible in terms of the Meijer G-function
[126, 127], given by
I =
√
3β3C3ρ
4pi5/2 ε7/2
G 4,33,4
(
− 56 ,−
1
2 ,−
1
6
−1,− 23 ,−
1
3 , 0
∣∣∣∣∣ β3C3ρζε3
)
. (43)
If we take the limit v → 0, it follows that ζ → γ. This
leads us to
lim
v→0
Fv ∝
(
v2
)0
. (44)
In the other case, we consider v → ∞, which is equiv-
alent to letting ζ ∝ v2 to leading order, evident from
the definition (41). The asymptotic expansion of (43) for
large values of ζ enables us to conclude that I ∝ ζ−7/6.
Rewriting this expression in terms of v, we end up with
lim
v→∞ Fv ∝
(
v2
)−7/6
. (45)
Hence, we have successfully arrived at the two asymp-
totic limits for Fv, and they are both power laws. Such
behavior is rather unusual since the other distribution
functions exhibited an exponential falloff for larger val-
ues of their respective variables.
Suppose that we consider the case where all the
constraints apart from the energy are dropped, which
amounts to setting {γ, δ, ε} = 0 in (37). The integral
(38) can then be performed analytically via the use of
the Gamma function, and a power law behavior in v2 is
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FIG. 6. The velocity distribution function is plotted as a
function of the modulus of the total velocity. The solid
red curve represents the numerical solution of (38). The
dashed and dotted-dashed black lines denote the asymptotes
(44) and (45), which are valid for small and large values
of v respectively. Here, we have used the fiducial values
β = γ = δ = ε = 1 and C = 1/4pi. The latter value was
chosen because this factor appears in the magnetic energy.
observed. The exponent turns out to be exactly the same
as the one obtained in (45). In this regard as well, the
velocity distribution function is rather unusual. For the
mass and flux distribution functions, retaining only the
energy gave the same power-law behavior for small val-
ues. In contrast, we have seen that the same power-law
behavior for the velocity distribution is obtained for large
values of v.
Finally, a clarification regarding Fv is necessary. Al-
though we have determined, and plotted, it as a function
of v, the distribution function Fv is really a function of
v. This stems from the fact that it actually depends on
v2 ≡ v · v. In other words, the distribution function is
isotropic in v, but it encompasses the full 3D velocity de-
pendence. If our system was endowed with momentum
or angular momentum dependence, the resultant distri-
bution function would have been anisotropic - a similar
situation also exists in gravitational dynamics [50].
In Fig. 6, the numerical solution of the 3D velocity dis-
tribution function (38) is provided. Note that we have
plotted Fv as a function of v (instead of v2) since this
variable is more physically transparent for visualization
purposes. An inspection of the figure reveals that the
analytical asymptotes (44) and (45), valid for small and
large values of v respectively, capture the correct behav-
ior of Fv in these regimes. Unlike all of the previous dis-
tribution functions, there is no exponential cutoff since
we observe a power-law behavior in both limits.
One can also compute the distribution function for the
modulus of the velocity alone, viz. effectively a 1D distri-
bution, denoted by Fv hereafter. Using the probability
conservation law described in Sec. IV A, we have
Fvdv = Fvdv, (46)
and we can now use dv = 4pi v2 dv as per the discussion
in Sec. IV A. Note that Fv must be expressed in terms
of v, which has already been done since Fv depended on
v2. Hence, we end up with
Fv = 4piv2 Fv, (47)
and the LHS and RHS are solely functions of v. We are
now in a position to derive the two limiting cases of Fv,
which are presented below.
lim
v→0
Fv ∝ v2, (48)
lim
v→∞ Fv ∝ v
−1/3, (49)
and this implies that the number of particles increases
with v, attains a maximum, and then decreases for higher
values of v.
V. THE CONNECTIONS WITH SPACE AND
ASTROPHYSICAL PLASMAS
Since the 1970s and 1980s, detailed observations of flux
ropes/tubes (that we have referred to as “plasmoids”) in
the Earth’s magnetotail have been available [128–130]. It
was also during this period that a great deal of progress,
both from a theoretical and observational standpoint,
was achieved concerning the formation and properties of
plasmoids [131, 132]. By the 1980s, it was well under-
stood that plasmoids were inherently three-dimensional
in nature, corresponding to flux rope/tube structures
[133, 134]. In contrast, many theoretical and numerical
studies carry out 2D analyses.
There have been many statistical analyses of 3D plas-
moids (flux ropes) over the past few decades in the ter-
restrial, solar and planetary contexts [135–141]. From
these studies, a few broad inferences can be drawn, and
we shall begin by considering the data from the magne-
totail.
• It has been shown that the width distribution is
subject to an exponential falloff for large values of
R (Fig. 7 of Fermo et al. [142]), which is loosely
consistent with (24).
• Earlier papers by Richardson et al. [135] (see Fig.
16) and Moldwin and Hughes [136] (see Fig. 13)
also appear to show a somewhat similar trend.
• In Fig. 9 of Moldwin and Hughes [136], the velocity
distribution declines for larger v, thereby proving
to be qualitatively similar to the trend predicted in
Sec. IV C.
Furthermore, in the Martian magnetosphere, the width
distribution may also display an exponential falloff for
large values, as predicted by (24) - see Fig. 4b of Briggs
et al. [143]. However, we wish to emphasize that the
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above statements must be viewed with due caution for
the following reasons: (i) the number of plasmoids ob-
served is typically low, (ii) the interactions between the
plasmoids are likely to be relatively insignificant, and (iii)
resistive MHD is not applicable to these systems. Hence,
it is more instructive to consider the results from solar
observations on account of the reasons that were identi-
fied in Secs. I and II.
There exist some commonalities between the flux rope
structures observed in the magnetotail and in coronal
mass ejections (CMEs), as noted in Lin et al. [144] and
Linton and Moldwin [145]. In the latter context, several
statistical analyses of solar flux rope properties (such as
the width) have been conducted in recent times. In Jan-
vier et al. [146], small flux ropes [147] were shown to
obey a power-law width distribution with an exponent of
−2.4 (other cases such as −1.8 and −2.1 were also con-
sidered), whilst magnetic clouds (larger flux ropes) were
characterized by a Gaussian distribution.
These results are mostly consistent with our theoreti-
cal predictions (21) and (24), especially the former where
the power-law exponent of −2 was derived. We also refer
the reader to Feng et al. [148] and Feng et al. [149] for
the size distributions of solar flux ropes, which were also
analyzed by Janvier et al. [146] in their work. A sum-
mary of the current status of these statistical studies can
be found in Section 4.3 (see also Fig. 17) of Janvier [83].
The combination of a power law at small scales, and the
exponential cutoff at larger scales was also obtained in
Guo et al. [150] for post-CME sheets through the use of
topological methods. Clearly, this result is qualitatively
consistent with our methodology which predicts the ab-
sence of a universal power law across all scales.
Although Guo et al. [150] suggest that the power-law
exponent for small values may be approximately −1, this
prediction is partially motivated by the relation ψ ∝ R
that was proposed in Uzdensky et al. [38]. Moreover, our
result does not appear to directly contradict their find-
ings since the limit (21) is formally valid only in the limit
R → 0. The analytical prediction in this regime cannot
be easily probed by either simulations or data analysis
(since there are an insufficient number of plasmoids).
Hitherto, we have focused on comparing the general
trends (and specific results) predicted by our model with
some of the existent observations. We close this Section
by pointing out a couple of avenues where our scalings
may prove to be useful in understanding astrophysical
systems. The first is the capacity of plasmoid motions
and plasmoid-mediated reconnection for driving particle
acceleration, which has been studied extensively [e.g 20–
23, 151–156]. The velocity distribution of the plasmoids
computed herein may therefore enable a better under-
standing of how particle acceleration can occur via inter-
actions with plasmoids.
Lastly, we observe that plasmoid reconnection has been
studied extensively in the context of solar phenomena
such as flares and CMEs [16–18, 157–160]. Most of these
processes are likely to be operational on other stars as
well [161–163]. A better understanding of the statistical
properties of the ejected plasmoids could contribute to
our understanding of the distribution of superflares and
CMEs on M-dwarfs [159, 164]. In turn, we expect that
gaining such knowledge would enable us to make some
progress towards understanding the prebiotic chemistry
[165–167] and atmosphere escape rates of exoplanets, es-
pecially around M-dwarfs [168–170].
VI. CONCLUSION
In statistical physics, the Principle of Maximum En-
tropy has proven to be very successful in deducing the
probability distribution function given a set of invariants.
The advantage of this approach has been argued to lie in
its simplicity, physical transparency and versatility; the
latter arises from the fact that this method can be in-
terpreted as a form of statistical inference that can be
applied to near-equilibrium systems [47].
After adopting this approach, we arrived at the final
distribution function for 3D plasmoids, which depended
on the mass, velocity and total flux, each of which con-
stitutes physically meaningful variables. Our treatment
is primarily applicable to systems with large numbers
of interacting plasmoids, and where resistive MHD con-
stitutes a reasonable description of the underlying dy-
namics. To the best of our knowledge, a 3D analysis
along these lines is novel, and the distributions for these
variables have never been derived before. Our final ex-
pression for the three-variable distribution function, viz.
(10), depended on four free parameters, as well as another
one that quantified the geometric shape of the plasmoids.
At first glimpse, one may therefore argue that there is a
high degree of arbitrariness, owing to the large number
of unspecified parameters.
However, we showed that a certain degree of general-
ity (within the resistive MHD model) still emerged when
the mass, width, total flux, and helicity distribution func-
tions were determined. They all possessed a power-law
behavior for small values, and were subject to an expo-
nential falloff for large values. Moreover, the power-law
exponents at small values were very robust, and were
nearly independent of the choices of free parameters. The
power-law exponents were −4/3, −2, −3 and −2 for the
mass, width, flux, and helicity distributions respectively.
Even for larger values, the exponential functions were
shown to have some commonality, regardless of the ac-
tual choices of the parameters.
The emergence of this behavior was even more striking
when the distribution function for the (3D) velocity was
considered. We showed that the small and large limits
of the velocity distribution both led to power laws, with
exponents of 0 and −7/3, when computed as a function
of the variable v = |v|. The two exponents remained
mostly unaffected by the choices of the free parameters
prevalent in our overall distribution function, which lends
credence to the hypothesis that these asymptotes may be
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quite robust insofar our model is concerned.
Finally, we have undertaken a preliminary comparison
of our model with the observational data, and concluded
that the former yields results that are mostly consistent
with the latter. It must, however, be recalled that this
study was somewhat rudimentary, and in-depth observa-
tional (and numerical) data analyses [171, 172] are un-
doubtedly necessary for obtaining a clear picture of the
strengths and weaknesses of the theoretical model. Along
the way, we also delved briefly into the attendant astro-
physical implications for phenomena ranging from parti-
cle acceleration to solar flares and CMEs.
As the formalism proposed in this paper might be ap-
plicable to other scenarios, several avenues open up for
subsequent research. The same analysis can be redone by
introducing a new set of constraints for the 2D system
that are clearly distinct from the 3D case [173, 174], and
the ensuing scaling laws are also expected to be different
compared to their 3D versions.
Another possibility is to obtain the distribution of rela-
tivistic plasmoids, which could then be compared against
recent simulations [120, 175]. The inclusion of turbulent
kinetic and magnetic energies might also pave the way for
analyzing the statistical properties of turbulent plasmoid-
mediated reconnection [43]; see also Lazarian et al. [176].
Based on the simplicity and elegance of the MaxEnt ap-
proach, we suggest that further theoretical analyses along
these lines may be warranted.
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