The numerical behavior of two implicit time-marching methods is investigated in solving two-dimensional unsteady compressible flows. The two methods are the second-order multistep backward differencing formula and the fourth-order multistage explicit first stage, single-diagonal coefficient, diagonally implicit Runge-Kutta scheme. A Newton-Krylov method is used to solve the nonlinear problem arising from the implicit temporal discretization. The methods are studied for two test cases: laminar flow over a cylinder and turbulent flow over a NACA0012 airfoil with a blunt trailing edge. Parameter studies show that the subiteration termination criterion plays a major role in the efficiency of time-marching methods. Efficiency studies show that when only modest global accuracy is needed, the second-order method is preferred. The fourth-order method is more efficient when high accuracy is required. The Newton-Krylov method is seen to be an efficient choice for implicit time-accurate computations.
I. Introduction
Researchers are attempting to tackle problems which were considered too ambitious just a few years ago. Multidisciplinary optimization, computational aeroacoustics in the time-domain, and large eddy and direct numerical simulations of turbulence are examples of what is being attempted today. Improvements to the efficiency of these solutions are necessary due to the complexity of such problems. There are several ways to achieve this goal. Exploiting state-of-the-art hardware is an obvious option. There are other examples: grid-adaptation techniques, parallelization of a serial code, and improved algorithms.
Higher-order methods in space and time can improve the efficiency of the algorithms by reducing grid density or time step requirements. For time-marching methods, this permits the use of larger time-steps, hence fewer steps are needed for a specific time interval. Note that this comes at the expense of increased computational cost per time-step. There is a trade-off between these two factors.
Time-marching methods can be categorized into two types: explicit and implicit. Explicit methods are easy to implement, and their computational cost per time step is low. Their stability limitation is a major difficulty, especially for stiff problems. Much bigger time-steps can be used with unconditionally stable implicit schemes, although this is achieved at the expense of increased computational cost per time-step. Higher-order implicit temporal discretization has been shown by many authors to be an effective way of improving efficiency.
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Implicit multistep methods such as Backward Differencing Formulas (BDF's) can be used to achieve higher orders of accuracy by using more values from previous time steps. Dahlquist 13 showed that the order of an A-stable linear multistep method cannot exceed two (Dahlquist's second barrier). Implicit Runge-Kutta methods offer high-accurate stable solutions to stiff problems. Following the pioneering work of Butcher The paper is organized as follows. In Sections II and III, the governing equations and spatial discretization are reviewed. Section IV explains the different time-marching methods used. Section V focuses on the Newton-Krylov method for solving the nonlinear system. Finally, results and conclusions are presented in Sections VI and VII.
II. Governing Equations
The governing equations of interest are the compressible Navier-Stokes equations. Since this research is conducted using structured grids, a curvilinear coordinate transformation is applied to map the nonuniform grid in physical coordinates (x, y) to an evenly-spaced rectangular grid in computational coordinates (ξ(x, y), η(x, y)). 17 Also, in flow fields with high Reynolds numbers where the flow is attached or mildly separated, the viscous terms associated with derivatives along the body (ξ direction) are negligible. Highly stretched grids are used to resolve the normal gradients of the flow near the surfaces, without resolving the diffusion terms involving derivatives parallel to those surfaces. Dropping all viscous derivatives in the ξ direction in the governing equations, the two-dimensional thin-layer Navier-Stokes equations in curvilinear coordinates can be obtained:
T are the conservative variables,Ê andF are the convective flux vectors,Ŝ is the viscous flux vector, and Re is Reynolds number. J is the metric Jacobian of the transformation:
The flux vectors are given in Appendix A. The effect of turbulence can be approximated by means of a turbulence model. This consists of calculating an eddy viscosity term, µ t , and adding it to the dynamic viscosity µ. In this research we use the oneequation Spalart-Allmaras 18 turbulence model. It has been successfully used in computing a wide range of aerodynamic flows. Note that its accuracy has not been thoroughly validated for unsteady flows.
III. Spatial Discretization
By spatial discretization we convert the governing equations (1) to a semi-discretized form, i.e. from a set of nonlinear partial differential equations to a system of nonlinear ordinary differential equations (ODE's):
OPTIMA is a two-dimensional compressible flow-solver and optimization package developed by the University of Toronto Institute for Aerospace Studies Computational Aerodynamics group. 19, 20 It is capable of handling complex geometries, including multi-element airfoils. OPTIMA uses second-order centereddifferencing. Second-and fourth-difference scalar artificial dissipation are used to maintain stability. The algorithm has been well validated for steady [21] [22] [23] [24] and unsteady 4, 7 flows and has been the subject of several grid convergence studies.
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IV. Time-Marching Methods
Time-marching methods convert the ODE's produced by the spatial discretization to a system of algebraic equations. As mentioned earlier, explicit methods fail to deal with stiffness: the time step selection has to be based on the stability limits rather than physical time scales. Implicit A-stable methods are a much better choice for solving stiff problems. A numerical method is A-stable a if it is stable for all ODE's that are inherently stable. 27 An even more attractive property is L-stability b . An L-stable method guarantees that large eigenvalues will be damped rapidly. There are two major types of implicit higher-order time-marching method: multistep and multistage. In the next two subsections, we will focus on one method of each type.
A. Multistep Methods
Multistep methods achieve high accuracy by using values from previous time-steps. However, A-stable linear multistep methods are limited to second-order, which is a significant drawback. Also, they are not self-starting, i.e. a secondary scheme is needed to generate the required past values.
The A-stable (Figure 1(a) ) second-order backward differencing scheme (BDF2) is the multistep method of choice in this research since it offers L-stability, while depending only on two previous steps. Applying second-order backward differencing to the discretized equations (2) gives the following equation:
B. Multistage Methods
Another way to obtain higher-order accuracy is to perform multiple computations per step. The well-known explicit Runge-Kutta methods are good examples of this family. Implicit Runge-Kutta methods are not as commonly used as BDF methods in the computation of aerodynamic flows. Consider y ′ = f (t, y); then an implicit Runge-Kutta method with s stages can be written as
where h = ∆t, t n,i = t n + c i h, and y n,i = y(t n,i ). Among this family, high-order L-stable ESDIRK schemes show promising properties. Since the first stage of the ESDIRK scheme is explicit, a method with s stages requires (s − 1) nonlinear equation solves per step. A general s-stage ESDIRK scheme is given by the following equation:
The Butcher tableau for a four-stage ESDIRK scheme is
The c i coefficients, which represent the stage in the time interval, are not used, since R(Q) is not time dependent. Also, the b j coefficients are not needed, since in the ESDIRK schemes c s = 1 and b j = a sj , i.e. the stiffly accurate condition, which also guarantees L-stability for A-stable (see Figure 1 (b)) methods of this type. 30 The coefficients of the 6-stage 4 th -order (ESDIRK4) scheme are given in Appendix B.
V. Newton-Krylov Method
A. Newton's Method
The fully discretized equations are in the form of R n (Q n ,Q n−1 , · · · ) = 0. A subiterative method can be used to solve this nonlinear system as a steady-state problem at each time step. We use superscript p as the subiteration index. Since these methods are iterative, a termination criterion is needed to stop the subiterations. The subiterations are terminated when the nonlinear residual is reduced by a specified order of magnitude. We examine the effect of the termination criterion on the efficiency of the subiterative method in the next section.
Applying Newton's method to equations (3) leads to the following linear system, which must be solved at each subiteration:
where p is the subiteration index, and A is the Jacobian of R given by
From equation (3), the Jacobian of the BDF2 method is:
The Jacobian for the ESDIRK4 scheme can be derived in a similar way. Consider the implicit stages
For each stage, the Jacobian is:
B. Solving the Linear System
The linear system is solved using the generalized minimal residual method (GMRES), a Krylov-subspace method for non-symmetric linear systems developed by Saad and Schultz. 31 A restarted version of GMRES is used, denoted by GMRES(m), where m is the number of search directions. The restart index, m, was set to 40. We found that restarting was not necessary for the cases studied in this research. The residual of the linear system was reduced by one order of magnitude for laminar flows and three orders of magnitude for turbulent flows.
The convergence of the Krylov method strongly depends on the conditioning of the system. Preconditioners can be used to improve the efficiency of the GMRES algorithm by clustering the eigenvalues of the system compared to the original system. In this research, a right-preconditioner in the form of
is used, where M represents the preconditioner matrix. An incomplete lower-upper factorization with a fill level k (ILU(k)) of an approximate Jacobian matrix is used to form the preconditioner. Factorizations with higher fill levels are better approximations of the approximate Jacobian, but they increase the computational cost and memory usage. Following Pueyo and Zingg, 22 the approximate Jacobian is formed using a combination of second-and fourth-difference dissipation:
r ,
where d
is the dissipation coefficient in the approximate Jacobian, and d 
22 reverse Cuthill-McKee reordering is used to improve the performance of the preconditioner.
Since GMRES only needs matrix-vector products in the form of A p v, where v is a vector, there is no need to form A p , and the product can be approximated by a forward-difference approximation. For example for the BDF2 scheme the following approximation can be used:
where ǫ = √ ǫ m / ||v|| 2 , and ǫ m = 2.2 × 10 −16 is the approximate value of machine zero. For more details on the Jacobian-free approach see Knoll and Keyes.
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In steady-state simulations, a globalization phase is needed to provide a better initial iterate for Newton's method. 32 However, in unsteady flow calculations, since the initial guess is already close to the solution, globalization is not needed (at least for the cases studied here).
For more details on the Newton-Krylov method used see Pueyo and Zingg 22 and Chisholm.
33
VI. Results and Discussion
Two unsteady cases are studied: laminar flow over a cylinder, and turbulent flow over a NACA0012 airfoil with a blunt trailing edge. In each case, the flow is unsteady and periodic. We recognize that the thin-layer approximation introduces some error for both flows studied here, but this does not affect our conclusions with respect to temporal accuracy and efficiency. All cases were run on a single Itanium 2 processor with a clock speed of 1500 MHz.
In order to find the initial condition, the flow was simulated from freestream conditions using a relatively large time step for several shedding cycles. The flow was then advanced using a very small time step until a periodic state was reached. This solution was then stored as the initial condition for the study of accuracy and efficiency of the time-marching methods. Note that since BDF2 scheme is not self-starting, the ESDIRK4 scheme was used to advance the first step in all cases.
To obtain a reference solution, a very small time step with the ESDIRK4 scheme is used. The reference solution still contains spatial error due to spatial discretization, but the temporal error is negligible since the time step is sufficiently small. This solution can be used as a reference to compute the temporal error of different time-marching methods. The error in C l is defined as
where N is the number of time-steps. We define efficiency as accuracy per unit of computational effort. The subiteration termination criterion has a significant impact on the efficiency of the algorithm. The subiterations have to be converged sufficiently; otherwise the error at each step will be significant. On the other hand, reducing the residual too much will lead to oversolving the system. There are two ways to control the subiterations: a fixed number of subiterations, or a convergence tolerance. Here we use a relative convergence tolerance, which dictates how many orders of magnitude the algorithm reduces the residual at each step/stage.
A. Laminar flow over a cylinder
Two-dimensional laminar vertex shedding from a circular cylinder is studied. The Mach number and Reynolds number are 0.2 and 100 respectively. Under these conditions, the flow is unsteady and twodimensional. 34 Grids with different densities were used to understand the dependencies of parameters on grid size. The grids are O-type structured meshes. Table 1 provides the grid specifications for the three different grids. Figures 2 and 3 show a snapshot of pressure contours and the variation of lift and drag coefficients for the reference solution.
Accuracy verification: Numerical experiments were conducted to verify the order of accuracy of each time-marching method. C l error , defined by equation (9) , was computed for different time-step sizes. confirms the order of accuracy of the two methods. Note that a tight tolerance was used to achieve these orders of accuracy. Using looser tolerances is more efficient and will be discussed later.
Efficiency of the time-marching methods: Plotting the C l error against the required computational time for a complete cycle for different time-step sizes will help us to quantify the efficiency of the methods used, since it represents the relationship between accuracy and cost. Figures 5 through 9 show this relationship for a range of different time-step values. For each curve, the numbers of time steps per period used for the BDF2 scheme are 10, 20, 50, 100 and 500, respectively. The numbers of time-steps per period used for the ESDIRK scheme are 5, 10, 20, 50 and 100, respectively. As the number of time steps per period is increased, the error is reduced and the cost per period increased. Figure 5 shows the effect of the subiteration termination tolerance on the efficiency of the schemes. Note that this tolerance is relative; in other words, the subiterations are terminated when the residual of the nonlinear problem is reduced by the factor specified. Numerical experiments show that the optimum relative tolerance is 4 orders of residual reduction for the BDF2 scheme and 6 orders of magnitude for the ESDIRK4 scheme. Values presented in Figure 5 are computed on the coarse grid. The results on the medium and fine grids confirm the same optimum tolerances. Since the initial guess at the beginning of each nonlinear step is close to the final converged solution, the preconditioner can be updated at the beginning of each subiteration and kept frozen until the converged solution is obtained. For the BDF2 scheme, this means updating the preconditioner at each time step. For the ESDIRK4 scheme, however, there are two ways of doing this. One method is to update the preconditioner at the beginning of each stage (every nonlinear problem). The other way to treat the ESDIRK4 scheme is to keep the preconditioner for the entire time step (frozen for all stages). Note that the first term in the ESDIRK4 Jacobian equation (6) , I/(a kk ∆t), does not change for different stages (a kk = γ is constant for all stages). For small time steps, this term is large, and the variation of the second term is small. Therefore the preconditioner can be stored and used for subsequent stages. However, for large time steps, the constant term is small and the variation of ∂R(Q p k )/∂Q p k is significant, so it is beneficial to update the preconditioner for each stage. Figure 6 shows the effect of freezing the preconditioner on the coarse grid for both schemes. Figure 6 (b) also compares the effect of freezing the preconditioner for the entire step compared to updating it for each stage. Updating the preconditioner at each stage leads to a small increase in CPU time, but is a more robust strategy. Figure 7 compares the effect of freezing the preconditioner on both schemes. Freezing the preconditioner is beneficial for both time-marching methods. Figure 8 shows the effect of the preconditioner fill level. Smaller fill levels are beneficial in terms of memory and efficiency. Fill level 1 seems to be the best choice for both schemes. Figures 9 shows the results for all three grids using optimal parameters. The time-marching schemes show similar relative performance on all three grids. In each case, there is a point where both methods have the same efficiency, i.e. the same error level and the same cost. At this point, ESDIRK4 uses a much larger time-step. If the acceptable C l error is higher than this level, then the BDF2 scheme is more efficient. When a lower C l error is needed, the ESDIRK4 scheme is the better choice.
Newton-Krylov performance: Tables 2 and 3 demonstrate the performance of the Newton-Krylov method used with the BDF2 and ESDIRK4 schemes on the coarse grid. The data show that the average number of subiterations per time step for BDF2 and per stage for ESDIRK4 decreases as the time step is reduced. This occurs because the initial guess is improved. Moreover, the number of GMRES iterations per subiteration decreases as the time step is reduced. This occurs because the diagonal term in the Jacobian associated with the time step has a favorable effect on the conditioning of the linear system. As a result of these two effects, the cost per time step decreases substantially as the time step is reduced. Overall, the Newton-Krylov approach is seen to be a very efficient approach to such unsteady problems, as the cost of solving the associated nonlinear problems is much lower than the cost of solving a steady-state problem. Table 4 is a summary of the number of grid nodes in each block and the entire mesh. Figures 10 and 11 show a snapshot of pressure contours and the variation of lift and drag coefficients for the reference solution respectively.
Accuracy verification: Figure 12 shows the accuracy diagram for this case. Again, both methods show good agreement with the expected order of accuracy.
Efficiency of the time-marching methods: Figure 13 displays the efficiency of the time-marching methods for this case. In both cases, a frozen preconditioner was used (at each stage for ESDIRK4). No deterioration in the linear convergence was observed. This is consistent with the findings for laminar flow. Also, a fill level of one was sufficient for both schemes. 
VII. Conclusions
The accuracy and efficiency of two time-marching methods, BDF2 and ESDIRK4, solved using a NewtonKrylov algorithm, were investigated. Results show that BDF2 is more efficient for modest error levels; ESDIRK4 is more efficient for very accurate computations. In addition, our results show that the NewtonKrylov method is a very efficient algorithm for unsteady flow computations.
We also draw the following specific conclusions:
• The termination tolerance has a large impact on the efficiency of the scheme. Four and six order residual reduction is optimal for the BDF2 and ESDIRK4 schemes respectively.
• In unsteady computations, the initial guess at each time step is close to the converged solution, so the Newton start-up phase is not needed.
• Freezing the preconditioner is beneficial for both time-marching methods, and is recommended for unsteady computations.
• The preconditioner fill level of one is optimal for both methods in most cases.
Appendix
A. Inviscid and Viscous Fluxes
The inviscid flux vectors are: t )(γ − 1)
where a is speed of sound, γ is the specific heat ratios, and Pr and Pr t are laminar and turbulent Prandtl numbers.
B. ESDIRK4 Coefficients
Butcher 
