Within these panels, parameters that influence that specific task can be adjusted and the obtained results will be displayed. The control panel also has a menu bar, with 'Session' and 'Settings' drop-down menus. The 'Session' menu allows a processing session to be saved or previously saved sessions to be opened. The 'Settings' menu provides control over parameters of the actual
Box 1 | Detector requirements for data sets processed with MOSFLM
The MOSFLM package can process diffraction images from the following detectors: Other considerations to take into account are as follows:
• Images from CCD detectors must have already been corrected for spatial distortion and nonuniformity of response.
• Images from the custom-made Cornell-SLAC Pixel Array Detector at the Linac Coherent Light Source (LCLS) free-electron laser cannot be processed, but data recorded on commercial CCD detectors at both the LCLS and the Japanese free-electron laser SACLA (Spring-8 Angstrom Compact Free Electron Laser) can be processed routinely.
• Electron diffraction images cannot be processed directly, but need to be converted to a format recognized by the program. Software is available 30 to convert images written by the TVIPS TemCam-F416 CMOS detector to Super Marty View format (this is the format adopted for ADSC CCD detectors), and a conversion program is available on the MOSFLM website to convert MRC format images 31 to Super Marty View format. For these images, it is still necessary to define the orientation of the detector relative to the MOSFLM coordinate frame, which is defined in Appendix III of the 'iMosflm User Guide' available on the MOSFLM website.
data collection experiment ('Experiment settings') or the processing of the images ('Processing options'). The image display panel ( Fig. 2) allows a detailed examination of the diffraction images (with the usual zoom, contrast and panning controls), and enables overlaying of the spots selected for indexing and the predicted reflections once the indexing has been carried out. Within this panel, inactive or shadowed regions of the detector can be masked out, and resolution limits for spot finding and for integration can be adjusted separately. There is also a circle-fitting tool to determine the direct beam position from ice rings (if present).
MOSFLM writes out a list of integrated reflections, with indices, intensity estimates and their standard uncertainties, spot coordinates and other information in an MTZ file for input to further data reduction programs (POINTLESS 23 and AIMLESS 24 ) in the CCP4 suite 25 .
Details of the processing are recorded in a date-stamped log file, and a date-stamped summary file contains graphical output (similar to that displayed in the iMosflm GUI) that can be viewed with the CCP4 program LOGGRAPH 25 .
Comparison with other methods
One of the principal advantages of the MOSFLM program as compared with other data-processing software such as XDS 21 and HKL2000 (ref. 26 ) is the design of the GUI (DIALS 20 does not yet have a GUI, although this is currently under development). This makes the software very straightforward to use, especially for inexperienced users, while retaining the functionality required for more difficult cases. The 'Strategy' option, which calculates the initial rotation angle and the rotation range required to collect a complete data set, is also very powerful. It is especially useful when multiple crystals are required to complete a data set, and has the advantage that it takes account of the gaps between the tiles of some detectors (hybrid pixel detectors and some CCDs) when calculating expected data completeness. MOSFLM is also currently the only software that will allow integration of images in which multiple lattices are present, taking proper account of the overlap between different lattices. However, MOSFLM has the disadvantage that it does not use 3D profile fitting, which is present in XDS, DIALS and d*TREK. This procedure can lead to an improvement in data quality when data are collected using high-frame-rate detectors with no readout noise-such as hybrid pixel detectors-that allow data collection in 'shutterless' mode with a small oscillation angle per image (fine phi-sliced data). This mode of data collection is now common on many synchrotron beamlines. If you are attempting to measure a very weak anomalous scattering signal for phasing, then using 3D profile fitting (rather than 2D, as in MOSFLM) can make the difference between success and failure in structure solution. The error modeling is more sophisticated in HKL2000 than in MOSFLM (and possibly other software), and in some cases this can also lead to meaningful improvements when attempting to extract a weak anomalous signal for phasing. XDS has a reputation of being very robust when dealing with poor-quality images (poor spot shape, very weak diffraction and the presence of more than one lattice), although this is difficult to quantify. Finally, MOSFLM and DIALS are both open source, unlike HKL2000 and XDS. MOSFLM, XDS and DIALS are free to academic users.
Figure 2 |
The iMosflm image display window. The fifteen icons (from left to right) control display of the direct beam position (magenta cross); found spots for autoindexing; 'bad' spots from the integration; predicted reflections (yellow-partially recorded, green-too wide in phi); masked areas (e.g., backstop shadow); spot finding area; resolution limits; Rigaku active mask; zoom control; pan control; selection pointer; manual spot addition tool; masking tool; circle fitting tool; and mask eraser. These are followed by entry boxes to allow the finding of a particular reflection and icons for 'reflection successfully found' and multi-lattice display. Each icon has an explanatory 'tool tip' that is activated when the mouse is placed over the icon, as shown for the display of the masked areas (stippled in green). Other features include image selection, summing of images, zooming and shrinking, contrast control, reversed video display and selection of the lattice when processing images with multiple lattices. The size of the display can be adjusted from the 'View' menu, and the color of the prediction boxes can be controlled from the 'Settings' menu. The source code of MOSFLM is also freely available from the MOSFLM website, with a build script written to simplify compilation. As MOSFLM is written in standard FORTRAN 77 and ANSI C, it can be built on any computer on which compilers for these languages exist. The compiled object files are linked against the basic FORTRAN and C libraries in the CCP4 distribution to produce an executable. For platforms that support X11 graphics, a version of MOSFLM can be built that contains the obsolete MOSFLM GUI and also requires the CCP4 xdl_view libraries to link against.
MaterIals

EQUIPMENT SETUP
iMosflm is written in Tcl/Tk v8.4 with the object-oriented extensions (incr Tcl) and (incr Tk). It uses several other (standard) extensions to the core languages for image display (tkImg), parsing XML responses from MOSFLM (tDom), displaying lists of items (treectrl) and producing customizable widgets (Iwidgets).
iMosflm/MOSFLM is also available in the standard CCP4 distribution, and can be launched from both the older CCP4 GUI, CCP4i (either from the 'Program List' menu or in the 'Data Reduction and Analysis Task'), and the recently released CCP4i2 interface (from the 'Integrate X-ray Images' task).
The communication between MOSFLM and iMosflm occurs via a TCP/IP socket.
MOSFLM reads commands from iMosflm, and the results of its calculations are returned through the same socket as XML documents. iMosflm parses these documents and updates the appropriate displays (whether text or graphical) accordingly.
MOSFLM can also be run independently of iMosflm from the command line; this is intended for expert users, for whom comprehensive instructions and lists of commands are published on the MOSFLM website. MOSFLM/iMosflm documentation A detailed tutorial that describes all features of the software is available from the iMosflm website (http://www. mrc-lmb.cam.ac.uk/harry/imosf lm). The tutorial can be followed either with images downloaded from the website or with the users' own data sets. The tutorial is also accessible from the Help item on the menu bar of the iMosflm control window. proceDure reading the images 1| Select the 'Add images' icon from the 'Images' pane ( Fig. 1) and read in the images to be processed by double-clicking the filename of any image in the series in the file browser. The image file that was double-clicked is now displayed in the image display panel, and other images can be selected using the 'Go to' entry box.
A subset of images can be selected using shift+click or ctrl+click, provided that the 'Selected files only' checkbox is ticked. Such a series of images is known as a 'Sector' . For inverse beam experiments, the two sets of images should have a different filename template (e.g., a different 'run' number) and hence treated as separate sectors, or should be numbered so that the image numbers do not overlap. The phi value for the images are displayed in the 'Images' pane.  crItIcal step The direction of rotation of the spindle is reversed as compared with the conventional direction on some synchrotron beamlines. For some beamlines, this is detected automatically by MOSFLM (from the serial number of the detector) and dealt with accordingly. If this is not the case, select the checkbox 'Reverse direction of spindle rotation' via the 'Settings' -> 'Experiment settings' menu (supplementary tutorial, Example 1). ? trouBlesHootInG 2| Examine the displayed image (using the 'Zoom tool', 'Panning tool' and 'Contrast' tools, if necessary) to see whether the diffraction quality is sufficiently good to warrant processing (i.e., diffraction is visible to a resolution that is sufficiently high to be useful) and whether the diffraction spots are well defined.
3|
Check that the direct beam position is credible-for example, that it is within the central backstop shadow (the direct beam position can be displayed by the 'Show beam centre' icon in the Image display panel). ? trouBlesHootInG 4| Check for the presence of multiple lattices, badly split spots, ice rings, bad shadows or inactive regions of the detector. If necessary, mask out bad regions of the detector with the masking tool (Fig. 2) . Ideally, also examine the image that corresponds to a 90° spindle rotation from the first image, as this will be used for indexing . For images recorded on Dectris Pilatus or Eiger detectors with a very small oscillation angle and short exposure times, it can be helpful to sum several images (use the 'Sum' entry box in the image display).
Indexing the images 5|
The 'Indexing' icon becomes active (no longer grayed-out) once the images have been read. Select the 'Indexing' icon to open the 'Indexing' pane in the control panel.
The program will identify diffraction spots on the first image and on a second image that is as close as possible to a 90° spindle rotation from the first image. The found spots will be shown in the image display as crosses, and a representation of the found spots for the two images is shown in the 'Indexing' pane. The program sets a threshold for the intensity of spots to be used in indexing (corresponding to an I/σ (I) value of 20 for strong images, 10 for weaker images or 5 for very weak protocol 1314 | VOL.12 NO.7 | 2017 | nature protocols images). The initial threshold value of 20 is reduced if necessary to obtain at least 100 spots for indexing. Red crosses in the image display indicate spots with an intensity above this threshold; spots below this threshold are displayed in yellow. After finding spots, the program immediately indexes the two images using the selected spots; no user action is required (this behavior and the automatic spot finding on entering the 'Indexing' pane, are controlled by check boxes in the 'Indexing' and 'Spot finding' tabs, respectively, of the 'Processing options').
Assuming the indexing is successful, a list of possible solutions corresponding to different lattice types is presented, with the suggested solution highlighted in blue. The selection of the suggested solution is based on the penalty value ('Pen.') and the root-mean-square difference (RMSD) between predicted and observed spot positions (denoted as 'σ(x,y)' in the interface).
Provided that a solution is found, the mosaicity of the crystal will be estimated (if not automatically indexing after finding spots, the mosaicity can be estimated by clicking the 'Estimate' button). The mosaicity is defined in terms of a spherical model of a reciprocal lattice point 27 and is numerically a factor of two to three times larger than the value derived when processing data with XDS.  crItIcal step All subsequent steps depend critically on obtaining the correct indexing solution. The success of the indexing step is best judged by visual inspection of the predicted reflections in the 'Image' display. The predicted reflections should be a good match to the Bragg spots on the image; in particular, the pattern of the lunes should be correct (supplementary tutorial, Example 1). This can be judged most easily by toggling the display of the predicted reflections on and off, with the 'Show spots' display turned off. Provided that the mosaicity estimation has worked correctly, all spots in the image should be predicted (except possibly at low resolution). In addition, the penalty ('Pen.') value will normally be <20 for the correct solution. The RMSD values will usually be in the range of 0.1-0.2 mm (the larger values are common for data collected using a laboratory source, as a result of the larger spot sizes). However, if the spots are elongated or badly split, the RMSD can be 0.5-1.0 mm or larger for the correct solution (supplementary tutorial, Example 2). In these cases, only visual inspection of the predicted reflections will indicate whether the solution is correct. Note that if the initial direct beam coordinates are only slightly in error, the indexing will probably find the correct solution, but an improved estimate of the cell parameters (resulting in a lower value of RMSD) can be found by simply repeating the indexing step (use the 'Index' button), as this will use the refined values for the direct beam coordinates. If indexing is not successful, see Box 2.  crItIcal step The assignment of symmetry at this stage is based solely on the shape of the unit cell. The true symmetry can be determined only when integrated intensities are available (Step 24). For example, it is not uncommon for a monoclinic space group to have a β angle close to 90°, in which case the indexing will suggest an orthorhombic lattice. ? trouBlesHootInG 6| If the predicted reflections appear to match the observed spots, but do not account for all spots on the image even after adjusting the mosaic spread and mosaic block size (Step 22), it is possible that there is more than one lattice present in the image. Sometimes this is evident from an inspection of the image itself, by the presence of two (or more) sets of intersecting lunes. The presence of multiple lattices usually also results in larger than expected values of σ(x,y) (e.g., 0.3-1.0 mm). Invoke multiple-lattice indexing 28 by clicking the 'Index multiple lattices' icon (next to the 'Index' button) and repeat the indexing. Solutions for the different lattices will be presented in different tabs of the 'Indexing' pane (supplementary tutorial, Example 7).  crItIcal step Even if multiple lattices are known to be present, always do a conventional indexing first (Step 5), as this will provide more accurate direct beam coordinates, which can be critical to multi-lattice indexing.  crItIcal step Critical examination of the results of multiple lattice indexing is necessary. All lattices are normally expected to have the same symmetry. The predicted reflections for each lattice should be checked individually (the lattice can be selected in the 'Images' pane), and when reflections from all lattices are displayed by clicking the 'Show predictions from all lattices' icon, this should account for all Bragg spots on the image. ? trouBlesHootInG 7| Estimate the mosaic spread. If not already carried out automatically, use the 'Estimate' button to get an initial estimate, which will normally lie between 0.1° and 1.5°. This value will be refined during cell refinement and integration.  crItIcal step 'Cell refinement' and 'Integration' will not work correctly if the mosaic spread is left at zero. If either of these tasks is selected with a value of zero for the mosaic spread, then the mosaic spread estimation will be carried out automatically.
8|
If the true space group is known, select it from the list of options in the drop-down menu at the bottom of the 'Indexing' pane. The selection of a particular space group from this list will not have any effect on either the 'Cell refinement' or the 'Integration' task, but will, in some cases, affect the strategy calculation. calculating a data collection strategy  crItIcal If you are processing initial reference images (typically two) before data collection, calculate a data collection strategy using the 'Strategy' task (Steps 9 and 10). If the data have already been collected, go to Step 12. Note that the 'Strategy' calculation takes no account of the presence of multiple lattices. If multiple lattices are present, the calculations will be incorrect as they do not take account of overlapping spots from different lattices. 9| Select the 'Strategy' task and click on the 'Auto-complete' button, which will open a pop-up window (Fig. 3) . If you are collecting a complete data set from this crystal, check the tick box if anomalous data are required and then select 'Ok' . The circle in the lower left pane shows the phi start and end values that should be used to collect a complete data set. The histogram in the lower right shows the resulting data completeness as a function of resolution (other statistics are also available for display).
Box 2 | Ways to achieve successful indexing in difficult cases
There are a variety of actions to undertake if the initial indexing attempt fails. Use the 'Index' button to repeat the indexing after changing any of the parameters listed below. If a solution is found, then continue to step 6. 3. If there are fewer than 100 reflections being used for the indexing, increase this number, either by reducing the I/σ (I) threshold for spots to be included (but do not use a value <3.0) or by including additional images in the spot finding stage by entering the image numbers in the entry box. 4. If many spots are not found because they are very weak and/or rather diffuse, use the 'Spot finding' tab of 'Processing options' to reduce the threshold for finding spots ('Threshold I/σ (I)') from the default value of 5.0 (do not go below 2.0), decrease the 'Spot rms variation' parameter from its default (3.0 for synchrotron data, 1.0 for laboratory sources) and repeat the spot finding by clicking the 'Find' icon for each image (supplementary tutorial, Example 4). 5. Inspect the images to make sure that all spots being used in the indexing (red crosses) are genuine Bragg spots and that split spots are not being treated as two separate spots (see step 11 below) (supplementary tutorial, Example 5). 6. If spots are not found because they are extremely small (two to three pixels), reduce the 'Minimum pixels per spot' parameter in the 'Spot finding' tab. If the spots are extremely large, increasing this parameter can help distinguish real Bragg spots from noise in the image. 7. In very unusual cases in which following steps 3, 4 and 6 does not result in the detection of spots that are clearly visible by eye, manual spot selection (Fig. 2) can be used. 8. Attempt indexing using only one image. If the direction of spindle rotation is wrong, indexing will work with one image but not with two or more. If indexing with the first (or second) image alone works, check the prediction for the subsequent images. If these do not match, then the spindle direction is probably wrong (Step 1 of the Procedure; supplementary tutorial, Example 1). If only one image shows poor spot shape (e.g., split, streaky), omitting this image might result in successful indexing. In addition, if the crystal has changed orientation during data collection by more than a few tenths of a degree, indexing using only the first image may yield a much better prediction than using both images, and this may provide improved integration (supplementary tutorial, Example 6). 11. If the Bragg spots are badly split and the two (or more) components of a single Bragg spot are being treated as separate spots, then defining the 'Minimum spot separation' in the 'Spot finding' tab to be slightly larger than the true spot size can help. The true spot size (in millimeters) can be estimated by examining a (strong) reflection, measuring its size in pixels and using the known pixel size (given in the 'Detector' tab of 'Experiment settings') to convert this to millimeters. Alternatively, simply entering a value of 1.5 mm will work in the majority of cases (supplementary tutorial, Example 5). 12. It is not uncommon to find 'false' spots close to regions with a strong background gradient, for example, due to the backstop shadow, or adjacent to tile boundaries in a tiled detector. Normally these spots will be excluded from indexing by the I/σ (I) threshold. However, if it is necessary to reduce the I/σ (I) threshold to a low value in order to include a sufficient number of reflections, then this region of the detector should be masked out with the 'Masking tool' (Fig. 2) to avoid including these false spots in the indexing. 13 . In rare cases, it can help to change parameters associated with the Fourier-based indexing 28, 32 itself (rather than spot finding). The 'Max deviation from integral hkl' parameter can be reduced from the default value of 0.3 to values of 0.25 or 0.2, and the 'Number of vectors to find for indexing' can be increased from 30 to 50. Both parameters are set in the 'Indexing' tab of 'Processing options' . (ii) Drag the small filled squares denoting the start and end phi values to new positions. The new sector will become red and the completeness will be recalculated. (B) using multiple segments (i) In the pop-up window, select the total rotation angle to be used and the number of segments (maximum of three). The start and end phi values for each segment will now be displayed in the lower left pane. Using this approach, it is sometimes possible to collect an almost complete data set using substantially less than the expected total rotation; for example, a 60° total rotation in two segments will typically yield a 95% complete data set for orthorhombic symmetry. (c) a strategy for multiple crystal data collection (i) Enter the number of degrees of data that will be collected from the first crystal (e.g., 20°) in the 'Rotation' entry box of the pop-up window. Now select the yellow cross-hatched area (this will result in small filled squares appearing at the start and end phi values). Select either the starting or ending phi value, so that the sector turns red. (ii) For the second crystal, index using the reference images as normal. Upon entering the 'Strategy' panel, the sector from the first crystal will already be shown. In the pop-up window, enter the number of degrees of data to be collected from this crystal. The phi start value for the second crystal that yields the highest overall completeness for data from both crystals will be calculated. (iii) Repeat selection of the sector for the second crystal as in Step 10C(i) so that it turns red. (iv) For the third and subsequent crystals, repeat Steps 10C(i-iii). The phi start values will again be calculated to yield the highest completeness for all the wedges of data. (v) Select the 'Save' option in the toolbar to save the current multiple crystal strategy as an ASCII file. If, for any reason, the iMosflm session is closed before data have been collected from all the available crystals, start a new iMosflm session and index the next crystal. Next, in the 'Strategy' panel, read in the details of all the sectors collected from previous crystals using the 'Add' option in the toolbar, selecting the saved strategy file. Calculate the strategy for the new crystal, making sure to select the 'Matrix' for the new crystal in the pop-up window. (vi) The end phi values for each wedge can be changed as in option A if it is found that radiation damage resulted in a smaller wedge of useful data than expected. Subsequent strategy calculations will take this into account.  crItIcal step The strategy calculation depends on the Laue group of the chosen indexing solution.
From the indexing, it is not possible to distinguish between some Laue groups (e.g., 3, 32; 6, 622; or 4, 422). By default, the lowest space group symmetry consistent with the chosen lattice is selected at the indexing stage. If the true space group is known, it should be selected. If not, it is safest to assume the lowest Laue group symmetry.
11| Calculate the maximum allowable oscillation angle per image to avoid spatial overlaps by selecting the 'Check for overlaps' button. Using the default options, this plots the maximum angle as a function of phi angle over the phi range selected by the strategy calculation. Alternatively, the percentage of overlapping reflections for a range of different oscillation angles can be plotted.  crItIcal step For large-unit cells, the number of overlaps will critically depend on the maximum resolution, the mosaic spread and the spot size. The diffraction image should be examined to check that all these parameters have sensible values. New values can be entered via the toolbar.  crItIcal step The program reports only the maximum oscillation angle that can be used to avoid spatial overlaps. For small-unit cells (<100 Å), this can be several degrees. In practice, it is advisable to collect data with an oscillation angle substantially <1°.
refining the unit cell 12| If the diffraction data extend to a resolution >3.5 Å, proceed to option A for Steps on post-refinement of the unit cell parameters. If the resolution is <3.5 Å, proceed to option B for cell refinement using the 'Indexing' task.
(a) post-refinement of unit cell parameters (i) Images in two or more wedges of data are integrated in order to provide the intensities required for post-refinement 27 of the unit cell parameters, crystal orientation and crystal mosaicity. Select the 'Cell Refinement' task (Fig. 4) . Images belonging to two wedges of data (or more for lower symmetries) are automatically selected, but these can be edited manually. (ii) Select the 'Process' button. The images will be integrated and the cell refinement carried out. If any of the cell parameters change by >2.5× their estimated standard deviation, the images will be reintegrated and the refinement repeated. A maximum of five cycles of integration and cell refinement are allowed. (iii) Check the plots of the refined detector and crystal parameters to ensure that the refinement is stable. In particular, the tilt and twist values should not vary by >0.1-0.2°, and the beam x,y-coordinates should not change by >0.1 mm. Within each wedge of data, Y-scale should not vary by >0.001, and the distance should not change by >1 mm. Between wedges, the Y-scale and distance can vary more than this, as these values compensate for cell parameter changes due to radiation damage. Plots of individual parameters can be displayed by highlighting the appropriate parameter. The plots can be expanded to full screen by a combination of shift+left mouse button. (iv) Inspect the RMS error in spot positions (RMS residual), detector distance and Y-scale parameter, which are plotted for each image as a function of cycle number in the lower right window. The RMS residual should decrease in later cycles. The distance and Y-scale values may change between cycles, but ideally the values for the different wedges used in refinement will be more similar to each other in later cycles. (v) When the refinement has converged (or after five cycles), the initial and refined cell parameters are displayed, together with error estimates. The errors should be <1 part in 1,000.
? trouBlesHootInG (B) cell refinement using the 'Indexing' task (i) Select four to seven images for the indexing rather than the default of two. Ideally, these images should be well separated in phi, covering a total range of 90° (e.g., phi values of 0, 15, 30, 45, 60, 75 and 90). (ii) Repeat the indexing. This will generally provide more accurate cell dimensions than the use of two images, especially for lower-symmetry space groups. Integrating the data set 13| Select the 'Integration' task (Fig. 5) . By default, all images in the sector will be selected for integration. However, we advise restricting the initial integration to the first 5-10° of data, so that any possible issues can be detected quickly.
14|
The MTZ output filename will default to a name based on the image filename and the number of the first image processed. If desired, change this by typing a new name into the entry box.
15| By default, the image display is not updated when images are being processed, as this substantially slows down the processing. In difficult cases, it can be helpful to display each image with the predicted reflections superimposed. To do this, select the 'Show predictions on images during processing' icon from the toolbar.
16|
If the images show strong rings or spots due to diffraction from crystalline ice, select the 'snowflake' icon from the toolbar to exclude all reflections that lie in resolution shells corresponding to crystalline ice. ! cautIon Selecting this option will result in a substantial drop in completeness of the measured data. In practice, it is generally better to define specific resolution shells to be excluded using the 'Settings' -> 'Processing options' -> 'Processing' tab.
17|
When processing data collected on a laboratory source, for which the data collection time can be several hours (rather than a few minutes, as when using a synchrotron beamline), it is possible to start integration before all the images have been collected. Select the 'clock' icon to allow the final image number for the integration to be numerically greater than the last image read into the session in Step 1. 18| If more than one sector of data has been read in, select the sector to be processed from the drop-down menu.
19|
If processing images with multiple lattices, select the lattice to be integrated from the drop-down menu.
20|
Select the 'Process' button. This will integrate the selected images and generate plots (Fig. 5) of the refined detector and crystal parameters, intensity statistics and the number of reflections that are overloaded, spatially overlapped or classified as 'bad spots' . Grayscale representations of the average spot profile for reflections in the central region of the detector and the standard profiles used for integration are shown in the upper right and central panels. Mean I/σ (I) values are displayed as a function of resolution in the lower right panel.  crItIcal step The plots for the refined detector and crystal parameters should be examined to check for stable refinement, as detailed in Step 12A. In particular, it is important that the mosaic spread refinement is stable and does not refine to a value that is clearly too small. 22| Adjust the mosaic block size. If some reflections at low resolution are not predicted after the initial integration (after the crystal orientation has been refined), then the mosaic block size should be reduced from its default value of 100 µm. Different values should be entered and the reflection predictions should be examined. A value as low as 0.5 µm may be necessary in some cases (supplementary tutorial, Examples 2, 8 and 9). ? trouBlesHootInG
23|
If the processing is satisfactory, proceed to integrate all images in the data set (selecting the 'a' icon next to the image number entry box will automatically select all images in this sector).  crItIcal step Examine the plots for 'Overloads', 'Bad Spots' and 'Spatial overlaps' . If there are many overloaded reflections, the option to include profile-fitted estimates of the intensity of overloaded reflections should be selected when running 'QuickScale' (Step 25).
? trouBlesHootInG Determining the laue symmetry 24| Select 'QuickSymm' from the toolbar of the 'Integration' panel. This will run POINTLESS 23 , which will attempt to determine the Laue symmetry and, if possible, the space group symmetry. The output is displayed in a new 'qtRView' window, with both the log file and a graphical representation of the important results. The Laue symmetry can often be determined from 5 to 10 degrees of data. If the symmetry is not known in advance, it is worth running QuickSymm using the small wedge of data integrated in Step 13 in order to confirm that the correct symmetry was chosen at the indexing step.  crItIcal step If the Laue symmetry indicated by POINTLESS 23 is lower than that of the indexing solution (and the Laue group confidence is >0.5), it is essential to return to the 'Indexing pane' and select a solution that matches the Laue symmetry indicated by POINTLESS 23 . Carefully examine the values of the correlation coefficient for each symmetry operator, as either noncrystallographic symmetry or merohedral twinning can result in POINTLESS 23 incorrectly selecting a higher Laue group symmetry than the true symmetry. For example, if an orthorhombic symmetry is being tested, the values of the correlation coefficient for all three twofold axes should be similar (provided that there are a reasonable (e.g., >50) number of reflections). If POINTLESS is selecting the wrong symmetry, the correct space group should be selected at the indexing stage, and the option to use the iMosflm symmetry in QuickScale should be selected from the 'Sort Scale and Merge' tab of the 'Processing options' (supplementary tutorial, Example 9). ? trouBlesHootInG Merging and scaling the data set 25| Select 'QuickScale' from the toolbar of the 'Integration' pane. This will run POINTLESS 23 to determine the Laue symmetry and, if possible, the space group symmetry, and will then scale and merge the data in AIMLESS 24 using the symmetry determined by POINTLESS (unless this is overridden as described in Step 24) . The output of both steps is displayed in a new 'qtRView' window. The TRUNCATE 25 program will then generate an MTZ file containing structure factor amplitudes (as well as intensities) and provide intensity statistics that can be used to detect twinning. An 'R-free' flag will also be added to the MTZ file, providing a file that is ready to be used in downstream programs for phasing and/or structure solution.  crItIcal step A limited number of parameters that affect the scaling and merging can be set from the 'Sort Scale and Merge' tab of the 'Processing options' . These include specifying multiple input MTZ files (corresponding to different sectors of data or different crystals), changing resolution limits, excluding batches and controlling the standard deviation correction terms.
Integrating multiple lattices 26|
If multiple lattices have been identified at the indexing stage, the integration must be carried out separately for each lattice. Once the first lattice has been integrated, integrate the second and subsequent lattices by going back to Step 19. The name of the MTZ file is automatically updated for each lattice. When all lattices have been integrated, merge the data using the FECKLESS 25 program before running POINTLESS 23 and AIMLESS 24 , by selecting the 'QuickSymm' or 'QuickScale' option (supplementary tutorial, Example 7).  crItIcal step If multiple lattices have been found, but 'QuickSymm' or 'QuickScale' is to be run on only one of the lattices, it is necessary to click on (and therefore deselect) the 'multiple lattice' icon in the toolbar (immediately next to 'QuickSymm'); otherwise, an error message will be given.
Integrating images in a background job 27|
When processing a large number of images, or processing the same images with different parameter values (such as mosaicity, mosaic block size or spot separation), it can be helpful to set up a command script rather than running all the jobs using iMosflm. Select the 'Batch' option from the drop-down menu next to the 'Process' button. A pop-up window will display all the keywords necessary to run MOSFLM as a background job; these can be cut and pasted into a suitable command script. When integration is carried out in this way, the graphical iMosflm output is lost. However, a summary file is produced (with a .sum extension) and many of the plots can be reproduced by running the CCP4 program LOGGRAPH on this file.
Integrating images in parallel 28|
For large data sets, the integration can be carried out in parallel over a number of processors. To do this, select the 'Parallel' option from the drop-down menu next to the 'Process' button. The images to be processed are divided into a number of batches, depending on the number of cores available.  crItIcal step It is important that the mosaic spread be refined before submitting a parallel-processing job.
? trouBlesHootInG Most common error conditions result in a warning being displayed in a pop-up window, with a description of the error and suggestions on how to correct for it. However, not all errors are trapped in this way, so if the program stops with no obvious warning message, the MOSFLM log file should be examined. This is achieved by selecting the 'History' task and then the 'Log' tab. An error message will appear in the log file, typically 50-100 lines from the end. Some errors will result in the activity icon (top right of the iMosflm window) spinning continuously even though no processing is being carried out. If this occurs, the spinning icon should be clicked and in some cases it will then be possible to continue processing (but do not simply repeat the action that led to the error). In other cases, it will not be possible to execute further tasks via the interface (no action occurs when selecting a new task), and the iMosflm program should be aborted (by pressing Ctrl+C while in the terminal window in which the job was launched) and then restarted. Upon restarting, a 'Recover session' pop-up window will be displayed. Selecting 'Recover' in this window will restore the session to the point at which the last task (that caused the error) was started. This saves repeating steps such as reading in images and indexing. Processing sessions can also be saved to a file ('Session' menu). Reading in a saved session will restore all the graphical output of that session.
Troubleshooting advice on specific errors can be found in table 1.
(continued) The phi values are incorrect in the image header Enter start and end phi values for the first image. This is done by highlighting that image in the list, clicking over the phi values and then entering the correct start and end phi values. The phi values for all other images will be calculated, assuming all images have the same oscillation angle. A sector with gaps in phi values will be handled correctly. However, all images that are contiguous in serial number are assumed to have the same oscillation angle as the first image in the series, regardless of the information in the image headers A warning is given that the detector distance and/or wavelength values are zero
The values have incorrectly been read from the image header
The 'Experiment settings' window will be displayed so that the correct parameters can be provided Crystal orientation has changed more than a few tenths of a degree during data collection
Examine the reflection prediction for the first image in each wedge of data. If the prediction is a poor match to the spots on the image, skip the cell refinement step and integrate the images as far as the first image in the final wedge used for cell refinement. This will provide initial values for the crystal orientation and subsequent cell refinement should be successful. Alternatively, select the 'Pattern matching orientation refinement' from the ' Advanced refinement' tab of 'Processing options' . This will carry out an orientation refinement for the first image of each wedge before integrating the images in that wedge. This can correct for initial errors of up to one degree in the crystal orientation
Crystal mosaicity refines to a value close to zero on the final cycle of cell refinement
Inaccurate initial cell parameters
Estimate the mosaicity by finding a value that provides a good match between the number of predicted and observed reflections on the first image, and then fix at that value by checking the 'Fix' tick box.
Once the cell refinement has been completed, it should be possible to refine the mosaicity • tIMInG The time taken for Step 1, reading the images, will depend critically on the network speed if the images are not stored on the computer being used for processing. In addition, different images have widely different file sizes (from 1.5 Mb to 32 Mb), so the time will vary accordingly. For locally stored images from the widely used Dectris Pilatus 6M detector (file size 6.2 Mb), it takes about 20 s to read 1,000 images. Steps 2 and 4 involve inspection of the images. This is subjective but can take 5 s (for high-quality images) to several minutes for images of poor quality.
Step 3 takes only a second. In straightforward cases, after reading in all the images, an indexing solution (Steps 5-8) can be obtained in a few seconds. However, in challenging cases, which could involve changing some parameters associated with spot finding and indexing, carrying out a direct beam search and/or trying different images and different resolution limits, this step can take several minutes. The strategy calculation (Steps 9-11) takes only a few seconds. Cell refinement (Step 12) will typically take between 30 s and 2 min, depending on the quality of the indexing solution and the resolution of the data. Integration (Steps 13-23) is the most time-consuming task and will depend on the number of images to be processed and the typical number of reflections on each image. For example, a data set with ~700 reflections per image will take ~0.3 s per image, whereas a larger data set with ~2,000 reflections per image takes ~0.6 s per image. For the latter case, a complete data set of 1,200 images would take 12 min to integrate. Using the parallel processing option (Step 28) for large data sets can provide a speedup by a factor of 4-8. Determining the Laue group or space group (Step 24) will normally take only a few seconds, although it will take up to a minute or longer if run on an entire data set. Scaling and merging the data (Step 25) is normally completed in 1-2 min.
Step 26 simply involves integrating each lattice separately, so if there are two lattices, it will take twice as long as integrating a single lattice. Processing in a background job (Step 27) is typically 3-4 times faster than using the iMosflm interface.
antIcIpateD results
Provided that a satisfactory indexing solution has been achieved, the quality of the output data will be determined by the quality of the diffraction images themselves. Overall quality indicators can therefore vary widely between different data sets, and there are no 'correct' values. One possible exception to this is the value of Rmerge at low resolution. Rmerge is a measure of the agreement between the intensities of reflections related by crystallographic symmetry, and for low-resolution reflections (say 20-5 Å) it should normally be in the 2-4% range. Higher Rmerge values indicate a problem with either the processing (e.g., wrong indexing solution, incorrect masking of the direct beam shadow, incorrect choice of mosaic block size) or the data itself (e.g., radiation damage, the merging of data from non-isomorphous crystals). Data from a well-diffracting crystal (e.g., thaumatin) collected at a synchrotron beamline can give overall Rmerge values of 5.2% at 1.57-Å resolution (2.0% at low resolution), whereas important biological information was obtained for a bacterial ATP synthase in which the overall Rmerge was 18.0% (3.7% at low resolution) 10 . Rmeas is a statistically more meaningful parameter than Rmerge, as it takes into account the multiplicity of the data, but again a wide range in values is observed in the literature. Importantly, the final resolution limit for the data set should be based on half data set correlation coefficient (CC(1/2)) or mean (I/σ (I)) values for the merged data, and not on the Rmerge or Rmeas values, as these can exceed 100% at resolutions at which there is still meaningful information in the merged data 29 . The statistics provided at the data Check that the refined mosaicity is correct by examining the predicted reflections; if necessary, reduce the mosaicity and fix it. Alternatively, reduce the minimum spot separation via the 'Processing' tab of 'Processing options' . This must be done with caution, as reducing the minimum separation to a value less than the actual spot size will result in systematic errors in the integrated intensities; in severe cases, the program will fail to integrate the data. In some cases, increasing the 'Profiles Tolerance' values in the 'Advanced integration' tab of 'Processing options' will result in reducing the minimum spot separation determined by the program. Values >0.06 should be avoided scaling and merging step (AIMLESS 24 ) are far better indicators of data quality than any statistics provided during the integration, as the latter take no account of the improvement provided by averaging multiple measurements. It is worth noting that MOSFLM is very robust and can sometimes succeed in integrating data sets even when the indexing solution is incorrect. To avoid this, it is very important to carefully inspect the results of the indexing step (through the comparison of predicted and observed spots) and the subsequent integration (by monitoring the stability of refined parameters and appearance of standard profiles). coMpetInG FInancIal Interests The authors declare no competing financial interests.
