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Práce se zabývá rozpoznáváním typu vozidel z obrazu pořízeného jednou kamerou. 
Obraz je pořízen vždy jako čelní pohled vozidla projíždějícího jedním konkrétním místem a to 
za různých světelných podmínek. Cílem práce je implementace metody klasifikace vozidel 
s ohledem na robustnost, spolehlivost a výpočetní náročnost. Řešení je implementováno 
v prostředí Microsoft Visual Studio 2013 s využitím knihovny OpenCV. 
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Abstract 
This thesis deals with recognition of vehicles with image captured by one camera. The 
image is always taken as a front view of a vehicle passing one specific place in case of various 
lighting conditions. The aim is to implement classification method with regard to robustness, 
reliability and computional complexity. The method is implemented in Mircosoft Visual Studio 
2013 using the OpenCV library. 
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Smyslem této práce je detekce automobilu ve snímku a následné zařazení do třídy podle 
typu vozidla, výrobce a modelu. To může být v praxi využíváno například ke statistickým 
údajům v dopravě a to nejenom z hlediska počtu aut na komunikaci, ale typové rozdělení 
vozidel může vypovídat o provozu, či možném poškození komunikace. Lze totiž předpokládat, 
že komunikace, na které působí převážně osobní automobily a motocykly, nebude tolik zatížena 
ve smyslu rychlostním, ale také ve smyslu namáhání samotné komunikace, jelikož velká 
nákladní auta provoz brzdí a jejich hmotnost přispívá právě k poškozování komunikace. Dále 
toto rozdělení může být využito ke kontrole placených úseků komunikace, jejichž sazby závisí 
právě na typu vozidla. Uplatnění lze nalézt i při pátrání po vozidle, o kterém je znám pouze a 
právě jeho typ. V neposlední řadě může jít i o bezpečnost. Například staví-li se nová 
komunikace, může k jejímu návrhu přispět i to, jaká auta danou komunikací budou projíždět. 
Lze totiž usuzovat, že nákladní automobily mají horší jízdní vlastnosti a pokud se na této 
komunikaci bude vyskytovat velké množství těchto typů vozidel, měla by tato komunikace být 
nenáročná na jízdní vlastnosti vozidla. 
Není tedy pochyb o účelnosti této problematiky. Co se týče provedení, bylo zvoleno 
vizuální řešení, tedy oblast zpracování obrazu. Kamerové zpracování s sebou nese několik 
výhod. Kamera při své práci nijak neomezuje provoz a také se sama neopotřebovává, což 
nastává například při kontaktním provedení pomoci senzorů na komunikaci. Metod obrazového 
zpracování je celá řada. Rešerše těchto metod je také předmětem práce. 
Hlavním cílem práce pak je výběr jedné z těchto metod s ohledem na reálné podmínky a 
implementace vybrané metody s důrazem na robustnost, spolehlivost a výpočetní náročnost. 
Nástroji pro implementaci jsou vývojové prostředí Microsoft Visual Studio 2013 a knihovna 
OpenCV, která podporuje právě oblast zpracování obrazu. Výstupem je také uživatelské 
rozhraní aplikace, pro jednoduší a názornější používání. 
Závěr práce sumarizuje dosažené výsledky při testování aplikace na reálné situaci, uvádí 





2 Ideové řešení 
Problematika klasifikace vozidla se skládá ze tří hlavních kroků. Nejprve je potřeba 
detekovat v obraze vozidlo, tedy zjistit, zda se v obraze nějaké vozidlo vyskytuje. Pokud ano, a 
to je druhý ze tří hlavních kroků, je třeba vozidlo v obraze lokalizovat, tedy zjistit, kde se 
v obraze vozidlo nachází. Posledním krokem je samotné třídění podle typu vozidla. Znázorňuje 
obrázek 1. 
Pořadí těchto kroků je nutné zachovat. S tímto pořadím jsou také jednotlivé kroky 
rozebírány v následujících kapitolách práce. 
 
Obrázek 1: Ideové řešení 
2.1 Rešerše metod 
K detekci automobilu bude využita úloha rozpoznávání registrační značky (RZ), nebo také 
LPR (licence plate recognition), která již je v praxi dlouhodobě používanou. I přesto existuje 
několik variací řešení této úlohy. V tomto případě bude úloha ulehčena o rozpoznávání textu 
registrační značky, jelikož k detekci vozidla postačuje informace o pozici RZ. 
Jedním přístupem podle [1] může být morfologicky založená metoda, kde je RZ 
detekována jako oblasti s velkým kontrastem. Tyto oblasti jsou vyhledávány pomocí 
morfologických operací a následně segmentovány na základě geometrických vlastností RZ. 
Metoda byla testována na 130 snímcích a vykazuje úspěšnost 98%. 
Detekce RZ  může být také, podle [2], převedena na detekci jednotlivých znaků 
vyskytujících se na tabulce RZ, jelikož znaky silně kontrastují s pozadím tabulky RZ, lze 




Dalším přístupem je kombinace dvou metod podle [3]. Pomocí algoritmu kontur a 
Houghovy transformace jsou nalezeny vhodné oblasti odpovídající RZ a tyto oblasti jsou určeny 
jako RZ v případě, že se v nich nachází určitý počet objektů, tedy znaků. Metoda byla testována 
na souboru 805 snímku a vykazuje úspěšnost 98,76% a jejím přínosem je také výpočetní 
náročnost. 
Klasifikace vozidel je úlohou složitější vzhledem velkému množství různých typů 
automobilů. Jelikož se v tomto případě jedna o rozpoznávání na základě čelních snímků, lze 
vyřadit metody založené na principech využívajících 3-D rekonstrukce tvaru vozidla a obecně 
metod, využívajících jiných než čelních pohledů. 
Základním problémem je volba vhodných příznaků. Porovnáním dvou užívaných technik, 
v tomto případě klasifikace loga automobilky, se zabývá [4]. Autoři zde srovnávají příznaky 
typu významných bodů – SIFT a příznaky hranové – Fourier shape deskriptor. Jako hlavní 
problém metody SIFT uvádí neúčinnou detekci významných bodů v případech výrazné změny 
světelných podmínek, jelikož logo automobilu je většinou z chromového materiálů, který velmi 
reflektuje světlo. Taktéž výpočetní náročnost metody SIFT je vysoká, deskriptor dimenze 128. 
Hranový přístup slibuje zmíněnou reflexi potlačit a výpočet kontur a následného konvexního 
obalu není náročný. Ve výsledku se ale ukazuje, že tento přístup je silně závislý na přesné 
segmentaci, která je možná jen při originálním přístupu ke každému vzorku a těžko se 
automatizuje. Nic méně metoda přináší ne gradientní přístup, invariantní vůči rotaci a posunutí. 
Podobný přístup hranové detekce loga automobilu využívá [5], kde je detekována co 
nejmenší oblast výskytu loga s ohledem na symetrii vozidla a předpoklad, že logo se nachází 
v blízkosti středu vozidla. Takto detekovaná oblast je pak porovnávána s etalony log výrobců, 
tzv. template matching, kdy je na základě korelace vypočten nejvíce odpovídající etalon 
danému vzorku. Metoda se opět setkává s problémem přesné segmentace a také s problémem 
normalizace velikosti jednotlivých log. Autoři uvádí úspěšnost 90,23% při testování na 17 
různých snímcích. 
Techniku významných bodů aplikuje práce [7], tentokrát metodu SURF, která je vyvinuta 
z metody SIFT. Práce se zabývá rozpoznáním nejenom výrobce ale také modelu automobilu. 
Využívá k tomu rozčlenění významné oblasti (ROI), u čelních snímků automobilu se jedná o 
jejich masku, vozidla do podoblastí, které tvoří symetrickou mřížku. Poté je aplikována detekce 
symetrických významných bodů metodou SURF a v závislosti výskytu významného bodu 
v určité podoblasti mřížky je automobil klasifikován. Autoři přichází také s přístupem 
rozčlenění snímků na snímky pořízené za denního světla a snímky pořízené v noci, čímž se 
snaží omezit výrazný vliv změny osvětlení. Důležitou částí řešení je detekce symetrie 
automobilu a jeho obrysů k vytvoření mřížky a vyfiltrování nesymetrických významných bodů. 
Výsledkem je průměrná úspěšnost 98,48%, při různých podmínkách počasí, za použíti 
klasifikátoru SVM (support vector machine), při 2846 trénovacích vzorcích a 4090 testovacích 
vzorcích. 
Myšlenku rozdělení souboru snímků na denní a noční využívá také [6], kde je celá oblast 
ROI použita jako trénovací vzorek metody PCA (principal component analysis.), která redukuje 
dimenzi vektoru použitím tzv. eigen-space. Při použití 800 denních a 800 nočních snímků pro 
trénování klasifikátoru, byla dosažena úspěšnost 90%, při testování na 300 denních vzorcích a 




3 Předzpracování obrazu 
Prvním krokem výše uvedeného diagramu je detekce vozidla. K detekci objektů v obraze je 
potřeba si takovýto obraz nejprve připravit, tzv. předzpracovat. V této práci je využit postup 
Cannyho hranového detektoru, který se skládá z následujících kroků. 
3.1 Filtrace šumu 
Šumem v obraze je myšlena rušivá veličina nesoucí poškozenou a tedy nepodstatnou 
informaci. Ten v obraze vzniká především při jeho pořízení vlivem špatného osvětlení či 
nedokonalostmi pořizovací techniky. Šum se v obraze vyskytuje náhodně a většinou se svým 
okolím nemá souvislost. Proto lze využít k potlačení šumu obyčejného průměrování v jistém 
okolí. Předpokládáme totiž, že oblast šumu je malá a od objektů se liší jasem. Každý bod obrazu 
tedy transformujeme na nový s jasem, který je průměrem původních jasů v okolí 
transformovaného bodu. K tomu lze využít operace diskrétní dvourozměrné konvoluce (1), kde 
konvoluční jádro (maska) ℎ  představuje okolí 𝑂  o rozměrech 𝑀  řádků a 𝑁  sloupců 
transformovaného bodu obrazu.[8] 
 𝑓(𝑖, 𝑗) =  ∑ ∑ℎ(𝑖 − 𝑚, 𝑗 − 𝑛)𝑔(𝑚, 𝑛)
∈𝑂(𝑚,𝑛)
 (1)  
Při řešení je použita maska (2) aproximující vlastnosti šumu s Gaussovským rozdělením 
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3.2 Detekce hran 
Po potlačení šumu je dále snaha nalézt v obraze hrany, které mohou pomoci identifikovat 
oblasti objektů. Hrana představuje místo v obraze, kde dochází k ideálně skokové (reálně 
plynulé, ale rychlé) změně jasové funkce. Tudíž pro detekci hrany lze využít parciální derivaci, 
která je v digitalizovaném obraze aproximována diferencí. To lze opět provést pomocí operace 
diskrétní konvoluce (1) volbou vhodné masky ℎ. 
Při řešení je použit Sobelův operátor, který je směrově závislý. Pro detekci hran ve svislé 
(3) a vodorovné (4) ose je použito následujících masek. 
 𝐺𝑦 =  [
−1 −2 −1
   0    0    0
   1    2    1
] (3)  








K výpočtu velikosti a směru gradientu je využito vzorců (5) a (6). 
 
𝐺 = √𝐺𝑥2 + 𝐺𝑦2 (5)  
 
𝜃 =  𝑎𝑟𝑐𝑡𝑎𝑛
𝐺𝑦
𝐺𝑥
 (6)  
Ze všech gradientů jsou pak vybrány pouze ty největší v pozitivním a negativním směru, čímž 
dojde k takzvanému ztenčování. V obraze pak zůstanou pouze tenké hrany o tloušťce jednoho 
pixelu.[12] 
3.3 Prahování s hysterezí 
Prahování obrazu definitivně rozhodne o tom, co v obrazu je hrana a není. Smyslem 
prahování je totiž převést vstupní obraz na obraz binární. To znamená, že pixely představující 
hranu v obraze mají jas roven 1 a jas ostatních pixelů je 0. 
V tomto případě je použito prahování s hysterezí, kdy jsou určeny dva prahy – vyšší 𝑇𝐻 a 
nižší 𝑇𝐿. Pixely, jejichž jas je vyšší, než hodnota vyššího prahu jsou považovány za hranu a je 
jim tedy udělena hodnota 1. Naopak pixely s hodnotou jasu nižší než nižší práh hranami nejsou, 
a proto mají přidělenu hodnotu 0. Zbývá tedy třetí interval, a sice pixely s hodnotou jasu vyšší 
než nižší práh a nižší než vyšší práh. Tyto pixely jsou uznány jako hrana v případě, že se 
nachází v okolí již dříve uznaného pixelu. 
Hodnoty prahů 𝑇𝐻 a 𝑇𝐿, jsou určeny pomocí funkce threshold, která je součástí knihovny 
OpenCV, viz kapitola 8 Implementace. Funkce využívá k nalezení prahové hodnoty metody 
Otsu. Jedná se o kvantitativní metodu, která rozděluje jasové úrovně obrazu do dvou skupin, pro 




2(𝑘), (7)  
kde 𝜎𝑤
2  je společný rozptyl,  𝜔0𝜎0
2  a 𝜔1𝜎1
2  jsou váhované rozptyly jednotlivých skupin pro 
konkrétní prahovou hodnotu 𝑘 . Váhy 𝜔0  a 𝜔1  jsou vypočteny jako distribuční funkce 
odpovídajících skupin. Cílem metody je pak najít takovou hodnotu prahu 𝑘∗, pro kterou platí, že 
 𝜎𝑤
2(𝑘∗) = min(𝜎𝑤
2(𝑘)), (8)  
takto vypočtena prahová hodnota je považována za optimální k danému rozložení jasových 




















Obrázek 2: Určení optimální prahové hodnoty 
Optimální hodnota prahu vypočtena metodou Otsu je pak použita jako prah vyšší 𝑇𝐻 a 
prah nižší je stanoven jako polovina prahu vyššího[11]. 
3.4 Morfologické operace 
Při morfologických operacích je důraz kladen na tvar objektu a transformace, které ho 
zachovávají. Úloha zpracování obrazu se tedy geometrizuje. Objekt obrazu je popsán dvojicemi 
souřadnic bodů, které přísluší objektu. Zápis objektu na obrázku 3 vlevo při počátku souřadnic 
(0,0) v levém horním rohu vypadá následovně: 
 𝑋 = {(0,1), (1,1), (2,1), (3,0), (3,1), (3,2), (3,3), (3,4), (3,5)} (9)  
Morfologická transformace je pak operace bodové množiny objektu s bodovou 
množinou tzv. strukturního elementu, což je také bodová množina reprezentována stejně jako 
objekt obrazu, ale je menší a jeho tvar závisí na konkrétní úloze, viz obrázek 3 vpravo. 
 
Obrázek 3: Bodové množiny 
3.4.1 Dilatace a eroze 
Dilatace je morfologická operace, která skládá dvě množiny (objekt a strukturní element) 
pomocí vektorového součtu podle vzorce (10). 




Eroze je duální operací k dilataci, jelikož s bodovými množinami provádí rozdíl vektorů, což 
znázorňuje vzorec (11). 
 𝑋 ⊖  𝐵 = {𝑑𝜖𝐸2: 𝑑 + 𝑏𝜖𝑋 𝑝𝑟𝑜 𝛻 𝑏𝜖𝐵}  (11)  
Výsledky těchto operací pří použití bodových množin z obrázku 3 jsou znázorněny na 
obrázku 4, z něhož je patrné, že dilatace obrys objektu zesiluje a eroze naopak zeslabuje. To lze 
využít k zvýraznění žádané informace, nebo k potlačení šumu. 
 
Obrázek 4: Výsledek dilatace (vlevo) a eroze (vpravo) 
 
3.5 Rekapitulace předzpracování 
Výše uvedené metody mají společné to, že jejich přínosem je výrazná redukce objemu dat, 
což je pro výpočetní náročnost zásadní. Stejně tak ale musí být na paměti, že dokonalé 
zvýraznění rysů u složitých obrazů není možné. Potlačením nepodstatné informace je potlačena 
i informace podstatná a naopak. Je tedy důležité, aby bylo pohlíženo na danou úlohu komplexně 
a byla snaha zvýraznit v obraze to, co se dále využije a naopak potlačit, co by mohlo omezovat 
další zpracování. Obrázek 5 ilustruje výsledek operace předzpracování pro snímek z databáze 
použité v této práci. 
Start Pořízení snímku Předzpracování
 




4 Detekce a lokalizace 
Úloha detekce a následné lokalizace automobilu v obraze je převedena na úlohu detekce 
registrační značky vozidla. Lze totiž předpokládat, že nachází-li se v obraze registrační značka 
vozidla, bude patřit vozidlu, které je předmětem detekce. 
4.1 Registrační značky vozidel 
Vyhláška č. 343/2004 Sb., o registraci vozidel [13] definuje následující 3 základní typy 
provedení tabulek s registrační značkou. 
Tabulka 1: Rozměry RZ 
Rozměry Typ vozidla 
520 × 110 mm Osobní automobil 
340 × 200 mm Nákladní automobil 
200 × 160 mm Motocykl 
V případě této práce je zájmem klasifikace osobních vozidel. Následná detekce vozidla se 
tedy odvíjí od detekce registrační značky o rozměrech uvedených v tabulce 1. 
4.2 Detekce registrační značky vozidla 
Detekce registrační značky vozidla je výrazně jednodušší než detekce samotného 
automobilu, jelikož u registrační značky využijeme jejího předepsaného tvaru a rozměru. Viz 
kapitola 4.1. 
Výchozí situací je tedy obraz hran, již předzpracován (kapitola 3). V obraze hran je 
nalezena registrační značka kombinací metod detekce kontur a Houghovy metody detekce 
přímek. 
Kontury lze chápat jako navazující pixely stejné intenzity jasu tvořící uzavřenou oblast. 
Samotná kontura je pak definována výčtem jednotlivých pixelů tvořící oblast kontury. 
K nalezení kontur v obraze je použita funkce findContours, viz kapitola 8 Implementace. 
Z rozměrů snímku je předpokládán rozsah velikosti kontury (počet pixelů kontury), ve kterém 
se velikost registrační značky může pohybovat. To lze využít k hrubému vyfiltrování kontur a 
ke zbývajícím konturám je přistoupeno tak, že jsou ohraničeny plošně nejmenším obdélníkem a 
je vypočten poměr stran tohoto obdélníku. V ideálním případě je tento poměr roven tabulkové 








 (12)  
Poměr stran je invariantní vůči změně měřítka, přesto je opět zvolen rozsah poměru s ohledem 
na nedokonalosti segmentace obrazu. Z toho důvodu, že poměru stran mohou odpovídat i 




omezení a to rozsah velikosti, co do počtu pixelů, obdélníku. Tato omezení mají za následek 
vyfiltrování poměrně úzkého počtu předpokládaných registračních značek, tzv. Kandidátů, viz 
obrázek 8, snímek 2a. 
Tito kandidáti jsou dále podrobeni testu vodorovných přímek. Tedy testování, zda-li 
kontura kandidáta obsahuje dvě sekvence vodorovných pixelů určité délky. K tomu je použita 
funkce HougLinesP (kapitola 8), která využívá Houghovy transformace. 
4.2.1 Houghova transformace 
Houghova transformace je segmentační technika, která v obraze vyhledává objekty 
známých tvarů, které lze snadno popsat rovnicí, jako je například přímka, nebo kružnice. 
V případě hledání přímek, vzniká po použití Houghovy transformace dvourozměrný 
parametrický prostor, jelikož normálový tvar rovnice přímky (13)  
 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃 = 𝜌, (13)  
obsahuje dvě neznámé 𝜌 a 𝜃. Kde 𝜌 značí délku normály přímky od počátku a 𝜃  úhel, který 
normála svírá s osou 𝑥 souřadnicového systému, viz obrázek 6.  
 𝑦 = 𝑘𝑥 + 𝑞, (14)  
Normálový tvar rovnice přímky je výhodnější než tvar směrnicový (14), jelikož ve tvaru 
směrnicovém není možné popsat přímku kolmou na osu 𝑥 , tedy potenciální svislou hranu 
v obraze.  
 
Obrázek 6: Směrnicový tvar rovnice přímky, převzato z [15] 
Body v originálním prostoru, které jsou potenciálními body přímky, pak v parametrickém 
prostoru vykreslují harmonické funkce, jejichž průsečík udává optimální parametry přímky, 





Obrázek 7: Parametrický prostor, převzato z [15] 
 V případě této práce je zájmem nalézt přímky vodorovné, jelikož je brán v úvahu 
předpoklad, že snímek je pořízen ve vodorovném smyslu ke komunikaci, po které vozidla 
projíždí a vozidlo není vychýleno z tohoto vodorovného smyslu. I tak je zde ale zvolena 
tolerance úhlu vychýlení automobilu a tedy i registrační značky. Nalezení vodorovných přímek, 
jejichž rozdíl je roven rozsahu výšky registrační značky, ilustruje obrázek 8, snímek 2b. 
 
Obrázek 8: Detekce registrační značky 
Výsledně detekovanou registrační značkou je tedy kontura, splňující rozměrové 
parametry a obsahující dvě vodorovné přímky dané velikosti, viz obrázek 8, snímek 1b. Detekce 
registrační značky je klíčovou úlohou, jelikož se od ní odvíjí další postupy klasifikace, které bez 




4.3 Výběr oblasti zájmu 
V předešlých kapitolách bylo dosaženo detekce registrační značky v obraze. Tato 
informace je využita k výběru tzv. oblasti zájmu, nebo také ROI (region of interest). Jedná se o 
oblast, která nese zásadní informaci vedoucí ke klasifikaci vozidel. V této práci je za takovouto 
oblast považována oblast zahrnující světla a mřížku vozidla. Proto je dále pracováno jen 
s oblastí definované velikosti nad nalezenou registrační značkou, což vede k redukci dat a tím 
k možnosti použití složitějších přístupů zpracování obrazu, které by při velkém počtu dat 
zvyšovaly výpočetní náročnost. 
Oblast zájmu je stanovena z velikosti detekované registrační značky, a to jako obdélník 
s výškou rovnou pětinásobku výšky RZ a délkou rovnu čtyřnásobku délky RZ, jak ilustruje 
obrázek 9. Ošetřeny jsou také případy, kdy se registrační značka nachází na okrajích snímku, 
kde by konstantní velikost oblasti zájmu zasahovala mimo obraz. ROI dále slouží jako výchozí 
obraz k extrakci příznaků, které jsou zásadní pro klasifikaci. 
 
 





5 Extrakce příznaků 
Příznakem se rozumí parametr zkoumaného objektu, tedy automobilu, definující tento 
objekt. Aby mohly být příznaky využity ke klasifikaci, je žádoucí, aby příznaky jednoho 
originálního objektu byly také originální, ale přitom jejich původ musí být totožný, aby bylo 
možné je mezi sebou porovnávat. Ku příkladu lze říci, že příznak tvaru ruky jednoho člověka, je 
originálním příznakem. Totéž lze říci o tvaru nohy jiného člověka. Nelze ale tyto příznaky mezi 
sebou porovnávat a na tomto porovnání následně zakládat klasifikaci osoby. Ideální příznaky 
musí mít co nejmenší vazbu mezi sebou, tzv. nekorelované, musí být invariantní vůči natočení, 
měřítku, osvětlení a jiným změnám a musí být spolehlivé. 
5.1 Radiometrické příznaky založené na regionech 
Z této skupiny příznaků byly zvoleny příznaky velikost, obvod, kompaktnost a 
podlouhlost. Ilustruje obrázek 10. 
 Velikost – číselná hodnota, která udává počet pixelů plochy objektu. Tento 
příznak je směrově invariantní a na významu nabývá při větších rozdílech 
velikosti plochy světlometů a mřížek. 
 Obvod – vlastnostmi obdobný příznak jako velikost, jeho hodnota je určena 
z počtu pixelů hranice objektu. 
 Kompaktnost – udává podobnost objektu vůči kruhu. Je spočítána jako poměr 
druhé mocniny obvodu a velikosti objektu. Nízká hodnota značí vyšší podobnost 
ke kruhu. 
 Podlouhlost – je dána poměrem stran obdélníku opsaného objektu. Vykazuje 
směrovou závislost. 
 




5.2 Radiometrické příznaky založené na hranicích 
V případě této skupiny příznaků jsou geometrické vlastnosti objektu odvozeny na 
základě velikosti hranice. Patří sem především Freemanův kód. Freemanův kód popisuje hranici 
objektu posloupností čísel. Tato čísla určují směr pohybu hrany a rozsah hodnot čísel je závislý 
na uvažovaném okolí pixelu, tedy při čtyř okolí jsou to hodnoty nula až tři a při osmi okolí 
hodnoty nula až sedm. Lze vidět na následujícím obrázku. 
 
Obrázek 11: Směrovost pro osmi okolí (vlevo) a pro čtyř okolí (vpravo) 
K vytvoření Freemanova kódu je zásadní správně určit počáteční bod objektu, od kterého 
je dále podle zvoleného okolí hledán pixel, který tvoří zkoumanou hranici, tedy za předpokladu 
obrazu hran se jedná o pixel s jasovou hodnotou 1. Pro takto nalezený pixel je zapsána číselná 
hodnota, která reprezentuje směr, ve kterém je nalezený pixel od počátečního bodu. Nalezený 
pixel se pak stává novým počátečním a tak se iterativně pokračuje k vytvoření popisu celé 
hranice objektu, ilustruje obrázek 9. Freemanův kód je za předpokladu stejného počátečního 
bodu invariantní vůči natočení v tom smyslu, že počet opakujících se číslic i jejich umístění 
v posloupnosti zůstává. Mění se pouze jednotlivé hodnoty v závislosti na natočení. 
 





5.3 Příznaky světlometů a mřížky 
Na základě předpokladu, že jednotlivé modely automobilů se liší tvarem světlometů a 
mřížky byly zvoleny deskriptory popisující geometrické vlastnosti těchto objektů, tedy příznaky 
radiometrické. Je nutné tedy vysegmentovat objekty světlometů a mřížky a dále vhodně upravit 
k extrakci příznaků. 
5.3.1 Segmentace světlometů 
Při segmentaci světlometů je vycházeno z oblasti zájmu – ROI, která je vymezena 
v kapitole 4.3. Jelikož je předpokladem symetrie vozidla, lze se zabývat zpracováním pouze 
jednoho ze dvou světlometů a druhý zrcadlově dovytvořit. K tomuto účelu byla vybrána levá (z 
pohledu řidiče) část oblasti zájmu o velikosti jedné třetiny oblasti zájmu. 
V části světlometu byl opět použit postup Cannyho hranového detektoru, aby se 
redukovala data. K segmentaci pouze světlometu bylo využito předpokladu, že kontura 
světlometu je v této části největší ve smyslu počtu pixelů tvořící tuto konturu. Z obrazu 
reprezentace hran jsou tedy odstraněny všechny kontury, až na tu největší. Kontura světlometu 
byla dále podrobena morfologickým operacím, aby výsledný obrys byl uzavřený a bez šumu. 
Výsledný světlomet je duplikován a podle osy středu oblasti zájmu přetočen, čímž je 
uměle vytvořen světlomet druhý. Postup získání objektu světlometu je znázorněn na obrázku 13 
vlevo. 
5.3.2 Segmentace mřížky 
Postup segmentace mřížky automobilu byl obdobný jako při segmentaci světlometu s tím 
rozdílem, že při zpracování byla uvažována prostřední část původní oblasti zájmu o velikosti 
jedné poloviny oblasti zájmu.  
Rozdílný byl taky přístup k detekci hran mřížky. Zde bylo, namísto prahování s hysterezí, 
použito prosté prahovaní s hodnotou prahu rovným hodnotě jasu barvy mřížky automobilu, 
jelikož bylo experimentálně zjištěno, že jas barvy mřížky byl nejtmavším místem v oblasti 
zájmu. To znamená, že oblast, která není mřížkou, nese hodnotu jasu světlejší a operace 
prostého prahování tyto oblasti potlačí. Tato úvaha ale selhávala při automobilech černé barvy. 
V těchto případech se metoda navracela k použití Cannyho hranového detektoru. Barva 
automobilu byla zjišťována na základě histogramu oblasti zájmu. Postup segmentace mřížky 
automobilu ilustruje obrázek 13 vpravo. 
Sjednocením příznaků světlometů a mřížky je dána finální segmentace konkrétního 










5.3.3 Radiometrické příznaky světlometů a mřížky 
Jako ukázka příznaků jsou použity příznaky modelu automobilu použitého při ukázce 
segmentace – Škoda Octavia 2 po faceliftu. Výše zmíněné druhy příznaku jsou použity dvakrát, 
jednou pro světlomet a jednou pro mřížku. 
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] (16)  
Uvedené hodnoty platí pro normalizovanou velikost segmentované oblasti. Tato 
normalizace se odvíjí od velikosti etalonu automobilu. Etalon automobilu je uveden v kapitole 
6. Zde jsou uvedeny pouze jeho příznaky. 












] (17)  












] (18)  
Segmentace objektů pomocí jeho hran vykazovala silnou závislost na změně světelných 
podmínek. Postup segmentace objektu se tak těžce automatizoval, jelikož metody zpracování se 
musely odvíjet od konkrétních podmínek. Dalším problémem byla normalizace velikosti 
jednotlivých objektů, jelikož radiometrické příznaky jsou závislé na změně měřítka. Tento 
postup byl tedy vyhodnocen jako nevyhovující a použita byla metoda extrakce příznaků, která 





5.4 Metoda SURF 
Jedná se o metodu detekce a popisu významných bodů v obraze, která vychází z metody 
SIFT (Scale Invariant Feature Transform), podrobněji v [17]. Předností metody SURF (Speeded 
Up Robust Features) je výrazné zrychlení oproti metodě SIFT a také robustnost, kdy se detekce 
stává téměř nezávislou na změně měřítka či rotaci obrazu. Metoda využívá Hessovy matice a 
integrálního obrazu k detekci významných bodů. K popisu těchto bodů jsou použity odezvy 
Haarovy vlny na okolí významného bodu.[21] 
5.4.1 Detekce 
Významnými body v obraze jsou například rohy, skvrny nebo T – spoje. K jejich detekci 
je použita Hessova matice: 
 
𝐻(𝑥, 𝜎) = [
𝐿𝑥𝑥(𝑥, 𝜎) 𝐿𝑥𝑦(𝑥, 𝜎)
𝐿𝑥𝑦(𝑥, 𝜎) 𝐿𝑦𝑦(𝑥, 𝜎)
], (19)  
kde 𝑥 značí bod obrazu a 𝜎 je měřítko. 𝐿(𝑥, 𝜎) je konvoluce obrazu v bodě 𝑥 s druhou parciální 
derivací Gaussovy funkce v příslušném směru. Ke zrychlení výpočtu jsou druhé parciální 
derivace Gaussovy funkce diskretizovány, oříznuty a následně aproximovány (obrázek 14), což 
sice vede k chybám detekce bodů při rotaci obrazu okolo lichých násobků 
𝜋
4
, ale tato chyba je 
zanedbatelná v porovnání s přínosem rychlejšího výpočtu. Dle [18] se úspěšnost opakované 
detekce bodů při různých rotacích obrazu pohybuje v rozsahu 70 – 84%, nejlepších výsledků 
dosahuje při rotacích obrazu o úhel násobku 
𝜋
2








Obrázek 14: Diskretizace druhé parciální derivace Gaussovy funkce ve směru y (𝐿𝑦𝑦) - snímek a, ve směru xy (𝐿𝑥𝑦) - snímek b. 
Aproximace snímku a - snímek c, snímku b - snímek d. Převzato z [18] 
Aproximace uvedené v obrázku 14 jsou použity jako masky při výpočtu konvoluce 
s integrálním obrazem a odpovídají nejmenšímu měřítku. Výpočet všech ostatních měřítek je 
prováděn zvětšováním konvoluční masky a jelikož je konvoluce prováděna s integrálním 
obrazem, výpočet konvoluce není zatížen velikostí použité masky. Determinant Hessovy matice 
je použit k měření lokální změny okolo posuzovaného bodu a pokud je determinant matice 
maximem v okolí toho bodu, bod je považován za významný. Posuzované okolí bodu je 
trojrozměrné, jelikož se skládá z obrazů vyhlazených Gaussovou funkcí pro různé hodnoty 
měřítka 𝜎. [18] 
Z důvodu redukce výpočtů je použit integrální obraz, který umožňuje rychlejší výpočet 




původního obrazu 𝐼𝑂  v oblasti obdélníku, jehož úhlopříčka je definována jako přímka 
s počátečním bodem v počátku souřadnic a koncovým bodem v bodě 𝑥. Vyjadřuje vzorec (20). 
 





 (20)  
Pro takto vypočtený integrální obraz platí, že suma všech bodů obdélníkové oblasti původního 
obrazu jakékoliv velikosti, může být vypočtena pouze pomocí vrcholů teto oblasti v obraze 
integrálním. Vypočtený integrální obraz má rozměr o jeden řádek a jeden sloupec vyšší než 
původní obraz. Ilustruje obrázek 15.[22] 
 
Obrázek 15: Integrální obraz 
5.4.2 Extrakce 
Detekované významné body mají přiřazenu orientaci na základě odezvy okolí 
významného bodu na masku typu Haarovy vlny (obrázek 16, vpravo). Odezvy jsou váhovány 
Gaussovou funkcí příslušného měřítka a posuzováno je kruhové okolí bodu po 60°, kde jsou 
váhované odezvy sčítány a o výsledné orientaci rozhoduje maximální suma z těchto šesti směrů. 
Tímto postupem se detekované významné body stávají rotačně nezávislými.[20] 
Při řešení je použit algoritmus U-SURF (Upright SURF), který invarianci vůči rotaci 
zanedbává pro výchylky vetší ±15°  a stává se tak mnohem rychlejším než SURF[19]. 
Předpokladem tohoto řešení je tedy poloha vozidla ve smyslu vodorovném vůči kameře. 
Popis významného bodu a jeho okolí je stanoven následovně. Okolo významného bodu 
je vybráno čtvercové okolí velikosti 20𝜎 . Toto čtvercové pole je rozděleno do 4 × 4 
čtvercových podoblastí, tedy jedna podoblast má velikost strany 
20𝜎
4
. V každé podoblasti je 
uniformě rozloženo 5 × 5 bodů, pro které jsou vypočteny odezvy na Haarovu vlnu ve směru 
horizontálním (𝑑𝑥) a vertikálním (𝑑𝑦) a dále váhovány Gaussovou funkci. Odezvy jsou v rámci 




 𝑣 = [∑𝑑𝑥 ; ∑ 𝑑𝑦 ; ∑|𝑑𝑥| ; ∑|𝑑𝑦| ]  (21)  
Vektor je vypočten pro každou podoblast a vzniká tak vektor příznaků pro jeden významný bod 
rozměru 1 × 64, ilustruje obrázek 16. Velikost vektoru lze ovlivnit změnou počtu podoblastí 
v závislosti na potřebách konkrétní aplikace. [20] 
 
Obrázek 16: SURF deskriptor, převzato a upraveno z [19] 
5.4.3 Indexování 
K porovnání dvou významných bodů dochází pouze v případě, kdy mají stejný kontrast, 
který je vypočten pomocí Laplaciánu při tvorbě Hessovy matice, tedy během detekce, což 
zrychluje samotné porovnávání významných bodů bez jakékoliv redukce příznakového vektoru. 
Obrázek 17 ilustruje kontrasty významných bodů.[20] 
 
Obrázek 17: Matching, převzato z [20] 
 Ukázka detekce významných bodů a extrakce příznakového vektoru pro tyto body je 
použita v kapitole 6. 
5.5 Porovnání příznaků 
Soubor všech příznaků jednoho objektu tvoří příznakový vektor. Při vyjádření tohoto 




si lze klasifikaci představit jako rozdělení tohoto prostoru na podprostory představující 
jednotlivé třídy. Grafické znázornění vektoru příznaků ve dvourozměrném prostoru je na 
obrázku 18, kde body značí jednotlivé vektory a barva příslušnost k dané třídě. 
 
Obrázek 18: Příznakový prostor 
K porovnání jednotlivých vektorů pak lze použít vzdálenost vektorů v tomto prostoru. To 
lze buďto z pohledu podobnosti, nebo z pohledu odlišnosti. Rozdíl je pouze v tom, že podobnost 
v případě dvou stejných vektorů dosahuje maximálních hodnot a míra odlišnosti pro stejné 
vektory nabývá hodnot minimálních. 
V praxi používanou mírou podobnosti je například skalární součin, definovaný podle 
vztahu (22): 
 






Kde 𝑙  je dimenze prostoru a 𝑥  a 𝑦  jsou vektory příznaků. Tato míra podobnosti při 
normalizovaných vektorech (mají stejnou délku) vyjadřuje úhel svíraný vektory 𝑥 a 𝑦. 
Typickou mírou odlišnosti je 𝑙𝑝-norma: 
 










kde hodnota 𝑝  určuje metriku, například pro 𝑝 = 1  jde o metriku Manhattan. Klasickou 




6 Anotace dat 
Anotovaná data slouží jako etalony, které přesně definuji jednotlivé automobily. K získání 
těchto dat je nutné ke každému vzorku přistupovat originálně a „ručně“ definovat jeho příznaky. 
Dle statistik SDA [14] se v České republice vyskytuje 37 různých značek automobilů, z nichž 
každá zahrnuje několik desítek různých modelů. Pro otestování aplikace, kterou se zabývá tato 
práce, byly brány v úvahu pouze modely vyskytující se v použité databázi snímků automobilů. 
Ta obsahuje 30 modelů 16 výrobců. Podle [14] jsou komunikace v České republice z 80% 
zastoupeny deseti značkami osobních automobilů. Přehled těchto výrobců osobních automobilů, 
počet registrovaných modelů a počet registrovaných aut v české republice za období 2004 - 
2015 znázorňuje tabulka 2. 
Tabulka 2: Značky osobních automobilů v ČR 
Pořadí Značka Počet modelů Počet automobilů 
1 Škoda 8 646216 
2 Volkswagen 25 146948 
3 Ford 20 130362 
4 Hyundai 24 129774 
5 Renault 20 104898 
6 Peugeot 28 80621 
7 Citroën 26 66441 
8 Opel 19 53936 
9 Fiat 21 38141 
10 Audi 17 34457 
Celkový počet testovacích automobilů v použité databázi snímků je 70 a tyto automobily 
jsou zastoupeny 30 různými modely, což udává i počet tříd, které jsou v klasifikaci využívány. 
V ideálním případě tedy výstupem klasifikace bude jeden z těchto referenčních modelů. 
Podrobný výpis jednotlivých modelů se nachází v tabulce v příloze 3. Pro ukázku jsou v tabulce 
3 vypsány referenční modely automobilky Škoda, Ford a Renault. 
Tabulka 3: Modely automobilky Škoda, Ford a Renault 
Pořadí Model Automobilka 
1 Ocatvia II po faceliftu 
Škoda auto 
2 Octavia II 
3 Fabia II 
4 Fabia I 
1 Mondeo III 
Ford 2 Mondeo II 
3 Fiesta II 
1 Espace III 
Renault 




Jako příklad anotace dat byl vybrán model Škoda Octavia II po faceliftu, jelikož je tento 
model použit i jako ukázka části předzpracování obrazu, kapitola 3.5. 
Referenční model je zpracováván tak, aby jeho příznaky byly přesné, v případě nutnosti i 
uměle upravené. Výsledkem anotace referenčních modelů je tedy, stejně jako v případě dat 
testovacích, vektor příznaků definující originální model, viz obrázek 19. 
 
Obrázek 19: Extrakce deskriptoru 
 Extrahované deskriptory jsou v podobě matic ukládány do souborů, příloha 1: 
priloha/test/priznaky/descX.txt, kde X značí pořadí dekriptoru. Oblasti zájmu ROI také ukládány 






Proces klasifikace znamená zařazování objektů do tříd a stroj, který tento proces vykonává, 
se nazývá klasifikátor. V případě této práce je počet tříd předem znám, určen počtem etalonů 
v předchozí kapitole. Dle [24], se klasifikace skládá ze dvou kroků: 
1. Učení – metoda tvorby klasifikačního modelu, který je schopen predikce 
2. Vlastní klasifikace - použití vytvořeného modelu ke klasifikaci dat, u kterých je 
příslušnost do jednotlivých tříd neznámá, tzv. testovací data. 
Jádrem klasifikace je tedy optimální naučení klasifikačního modelu na testovací data. 
Rozeznáváme dva základní typy učení a to učení s učitelem a učení bez učitele. Učení 
s učitelem znamená, že ke tvorbě klasifikačního modelu je k dispozici množina dat, jejichž 
příslušnost ke třídám klasifikace je předem známá, tzv. trénovací data. Naopak v případě učení 
bez učitele taková data k dispozici nejsou. Úloha, kterou řeší tato práce, spadá do oblasti učení 
s učitelem a proto jsou v následujících kapitolách rozebírány pouze metody učení s učitelem. 
Jelikož se tato práce zabývá extrakcí příznaků každého automobilu a následného rozpoznání 
modelu automobilu podle těchto příznaků, bude hlavním úkolem klasifikace jednoznačně 
rozdělit příznakový prostor na určitý počet oblastí, které budou znázorňovat jednotlivé třídy 
neboli modely automobilů. Podle [25] lze takovéto rozdělení učinit dvěma způsoby: 
 Pomocí hranic 
 Pomocí etalonů 
Při rozdělování prostoru příznaků pomocí hranic je hledána křivka, která v tomto 
prostoru optimálně rozděluje jednotlivé vektory příznaků od všech ostatních. Pokud je tato 
křivka lineární, lze konstatovat, že i úloha klasifikace je tzv. lineárně separabilní. Na obrázku 20 
je metoda rozdělení pomocí hranic znázorněna čárkovanými liniemi, které představují právě 
oddělující hranice.  
 




Metoda rozdělení s využitím etalonů využívá předem daných referenčních vektorů 
příznaků, které představují ideálního zástupce dané třídy. Poloha takového etalonu pak 
vymezuje oblast dané třídy a jednotlivé testovací vzorky se do této třídy přiřazují na základě 
podobnosti s tímto etalonem, viz kapitola 5.5. Na obrázku 20 je tato metoda znázorněna 
červenými body, které představují právě etalony jednotlivých tříd. 
V této práci je aplikována druhá z popsaných rozdělovacích metod, kde etalony 
jednotlivých tříd jsou určeny postupem popsaným v kapitole 6. 
7.1 SVM 
Support vector machines (SVM) je metoda, která se snaží nalézt rozdělovací hranici 
prostoru jako lineární funkci, přičemž ji lze aplikovat i na funkce složité a nelineární. Princip 
metody spočívá v tom, že původní prostor převádí do jiného, vícedimenzionálního, kde lze najít 
právě lineární hranici mezi jednotlivými třídami. To znázorňuje obrázek 21, kdy v jednoduchém 
případě původního dvourozměrného pole jsou vektory příznaků rozprostřeny tak, že je lze 
optimálně rozdělit pomocí nelineární funkce kružnice, vyznačeno červenou barvou. 
 
Obrázek 21: Vícedimenzionální prostor 
  
Po přidání dalšího rozměru prostoru lze nalézt rozdělovací hranici lineární, a sice rovinu 
rovnoběžnou s rovinou 𝑋1 a 𝑋3, vyznačenou žlutou barvou. Tento jev lze rozšířit na obecné 
pravidlo, že 𝑁  vzorků prostoru je možno lineárně oddělit v prostoru s 𝑁 − 1  nebo více 
dimenzemi, které platí [26]. Ovšem je nutno mít na zřeteli, že při vysokém počtu dimenzí se 




Dalším problémem je vhodné zvolení umístění lineární oddělovací hranice. V případě 
situace na obrázku 20 tento problém představuje volbu optimální výšky (ve smyslu osy 𝑋2) 
vytvořené roviny. Volba vhodného umístění oddělovací hranice je řešena hledáním bodů, které 
jsou této hranici nejblíže, tzv. support vectors (podpůrné vektory), od nichž se oddělovací 
nadrovina odvíjí, viz obrázek 22. 
 
Obrázek 22: Optimální nadrovina 
Velkou výhodou této metody je, že k určení optimální nadroviny jsou potřeba pouze 
podpůrné vektory, kterých je většinou mnohem méně než je počet jednotlivých vzorků a proto 
tato metoda může vést k vyšší efektivitě, jelikož u většiny ostatních učících algoritmů jsou 
používány všechny vzorky.[26] 
7.2 Neuronové sítě 
Neuronová síť je složena z formálních neuronů (obrázek 23), které jsou vzájemně 
propojeny tak, že výstup jednoho neuronu je vstupem do jednoho nebo více dalších neuronů.  
Neuronová síť se v čase mění a to z hlediska topologie, stavu a konfigurace. Změna topologie 
znamená v případě potřeby rozšíření o další neurony a příslušné spoje, změna stavu znamená 
způsob přechodu od počátečního stavu ke stavu následujícímu a změna konfigurace se týká 





Obrázek 23: Formální neuron, převzato a upraveno z [28] 
Základními výpočtovými modely neuronových sítí jsou: 
 Perceptron 
 Hopfieldova síť 
 Kohonenova síť 
7.2.1 Perceptron a mnohovrstvý perceptron 
Jedná se o nejjednodušší typ neuronové sítě, ve které je topologie složena z 𝑁 vstupů a 
jednoho pracovního neuronu, který je spojen se všemi vstupy. Každý spoj je opatřen příslušnou 
váhou. Přenosová funkce perceptronu je v základní formě skoková a to buď unipolární (výstup 
je 0/1), nebo bipolární (výstup je -1/0/1). [27] 
 𝑤𝑖(𝑡 + 1) = 𝑤𝑖(𝑡) + 𝛼𝑥𝑖 (24)  
 𝑤𝑖(𝑡 + 1) = 𝑤𝑖(𝑡) −  𝛼𝑥𝑖 (25)  
Algoritmus učení perceptronu je naznačen na obrázku 24. Prvním krokem učení je 
inicializace vah a biasu. Hodnoty vah a biasu se nastavují na malé (blízké nuly) náhodné čísla. 
Následně je pro každý tréninkový pár (vstupní vektor a jeho příslušný výstup) vypočten 
skutečný výstup funkce perceptonu a podle něj jsou upraveny hodnoty vah podle vzorce (24) 
v případě, že vypočtená hodnota je nižší než hodnota požadovaná, naopak v případě že 
vypočtená hodnota je vyšší, jsou váhy upraveny podle vzorce (25) a v případě, že vypočtený 
výstup odpovídá výstupu požadovanému, jsou hodnoty vah ponechány. Proměnná 𝑤𝑖(𝑡 + 1) 
značí nově vypočtenou váhu 𝑖-tého tréninkového vzoru a proměnná 𝑥𝑖 hodnotu 𝑖-tého vstupu. 
Hodnota koeficientu učení (𝛼) je v rozmezí (0; 1) a nastavuje se při inicializaci vah. Postup 
adaptace vah je opakován až do chvíle, kdy vypočtené výstupy odpovídají výstupům 





Obrázek 24: Algoritmus učení - Perceptron 
Zásadním omezením modelu perceptronu je to, že dokáže řešit pouze lineárně 
separabilní třídy. Což lze demonstrovat na jednoduché logické funkci XOR, kterou perceptron 
není schopen nahradit. To řeší tzv. mnohovrstvý perceptron, což je síť tvořena více perceptrony 
a více vrstvami sítě. Nejčastěji používaný učící algoritmus je zde řízen algoritmem error 
backpropagation (zpětné šíření chyby - BPG) a přenosová funkce perceptronu je spojitá. 
Předpokladem pro BPG jsou minimálně 3 vrstvy neuronové sítě – vstupní vrstva, skrytá vrstva a 
výstupní vrstva. Váhy jsou zde upravovány zpětně od nevyšší vrstvy směrem k vrstvě nejnižší. 
Principiálně se jedná o minimalizaci střední kvadratické odchylky všech výstupů perceptronů 
od požadovaných výstupů. Změna váhy je spočtena podle vzorce (26): 
 ∆𝑤𝑗𝑘 = −𝜇
𝜕𝐸𝑐
𝜕𝑤𝑗𝑘
, (26)  
kde 𝐸𝑐  je chyba sítě daná součtem kvadratických odchylek jednotlivých tréninkových vzorů a 
𝑤𝑗𝑘  je aktuální váha daného vzoru v dané vrstvě sítě. Symbol 𝜇 je tzv. koeficient učení, který 
ovlivňuje rychlost konvergence nalezení požadované hodnoty váhy. Příliš malá hodnota může 
znamenat pomalé nalezení optimální hodnoty váhy, ale stejně tak i hodnota příliš vysoká, při 
které se funkce hledající optimum dostává do oscilací.[29] 
Jednotlivé kroky algoritmu odpovídají krokům jednoduchého perceptronu s tím 
rozdílem, že je zde vypočítávána chyba sítě 𝐸𝑐 , od níž se také odvíjí adaptace jednotlivých vah. 





7.2.2 Hopfieldova síť 
Tento druh neuronové sítě se skládá z tolika neuronů, kolik má vstupů. Neurony jsou 
mezi sebou vzájemně propojeny, jelikož výstup každého neuronu je veden na vstup ostatních 
neuronů, čímž vzniká uzavřená smyčka. Síť je tedy jednovrstvá a zpětnovazební. Topologie 
takovéto sítě je zobrazena na obrázku 25.[30] 
 
Obrázek 25: Topologie - Hopfieldova síť, převzato a upraveno z [30] 
Algoritmus učení Hopfieldovy sítě je jednorázový proces, kde se nastavují hodnoty vah 
podle vzorce (27), nebo podle vzorce (28), v závislosti na tom, jestli se je přenosová funkce 
neuronů unipolární, nebo bipolární. 
 
𝑤𝑖𝑗 = ∑(2 𝑥
𝑠





, 𝑝𝑟𝑜 𝑖 ≠ 𝑗 (27)  
 







, 𝑝𝑟𝑜 𝑖 ≠ 𝑗 
(28)  
Proměnná 𝑤𝑖𝑗  představuje aktuální váhu, 𝑝 je počet tréninkových vzorů a 𝑠 značí příslušnost 
k tréninkovému vzoru. Jednotlivé tréninkové vzory jsou pak značeny 𝑥. Síť je využívána jako 
iterační autoasociativní paměť, kde počet uchovávaných obrazců je omezen v závislosti na 






Tento způsob klasifikace (k-nearest neighbour) se řadí mezi klasifikátory, které rozdělují 
příznakový prostor pomocí etalonů, viz kapitola 7. Řeší tedy problematiku podobnosti vzorků 
k etalonu dané třídy a jako míru této podobnosti využívá vzdálenost, která je definována 
v závislosti na metrice, viz kapitola 5.5. Metoda tedy předpokládá, že klasifikovaný subjekt má 
podobné vlastnosti se subjektem, jehož zařazení do třídy je předem známo, což se projeví jako 
minimální vzdálenost mezi těmito subjekty. Princip metody je znázorněn na obrázku 26.[31] 
 
Obrázek 26: Princip k-NN 
Vzorky trénovací množiny jsou zobrazeny v příznakovém prostoru. Vzorky testovací 
zobrazíme do stejného prostoru a pro každý nalezneme  𝑘  počet nejbližších sousedů podle 
vzorce (23), kde hledáme minimum. Z příslušnosti k třídám těchto nejbližších sousedů určíme i 
třídu klasifikovaného vzorku. Z toho důvodu se 𝑘  volí jako liché číslo, aby bylo možno 
rozhodnou, které příslušnosti tříd u nejbližších sousedů převládají. 
Výhodou této metody je její jednoduchá implementace a obecná použitelnost. Z tohoto 
důvodu je tato metoda v práci použita jako referenční, pro získání přehledu funkčnosti 
jednotlivých příznaků a ke zjištění základních problémů klasifikace této úlohy. Metoda není 
vhodná pro množiny s hodně prvky, jelikož pak strmě narůstá její výpočetní náročnost.[25] 
Vylepšením metody může být zavedení váhování přínosů jednotlivých sousedů pomocí 
vzdálenosti a to tak, že bližší soused přispívá k výsledku více. Tato metoda se pak stává 







K implementaci aplikace MIKU je zvoleno vývojové prostředí Microsoft Visual Studio 
2013 a využita je především knihovna OpenCV verze 2.4.12, která je open-source a v oblasti 
zpracování obrazu je velice rozšířenou, jelikož obsahuje velké množství implementovaných 
funkcí, které byly při řešení použity. Jsou to například funkce pro načtení snímku jakožto 
matice, funkce určené k transformacím obrazu (využity v části předzpracování), popisu obrazu a 
v neposlední řadě funkce pro prezentaci výsledků.  
K tvorbě grafického uživatelského prostředí byly využity vlastnosti Windows form 
aplications. Aplikace byla vyvíjena na systému Windows 8 a programovacím jazykem byla 
kombinace jazyka C a C++. 
8.1 Algoritmus 
Princip jednotlivých kroků algoritmu byl vysvětlen již dříve. Kapitola se bude zabývat 
ucelením jednotlivých funkcí do kompaktního algoritmu, který vede k řešení základního 
problému klasifikace vozidla. Konkrétní zdrojový kód je pak popsán v příložené dokumentaci. 
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Obrázek 27: Algoritmus řešení 
 Načtení vzorku je provedeno pomocí funkce imread, s paremetrem 0, 
který značí načtení snímku v šedotónové reprezentaci s rozsahem 256 stupňů 
šedi. Podporovaným formátem je .jpg, .png, .jpeg a .gif. 
 Prvním krokem je změna velikosti snímku funkcí resize, jelikož 
snímek je pořízen v poměru 2:1. Dalším krokem je úprava snímku na obraz 
hran a to funkcí Canny, jejímž parametrem jsou dvě hodnoty prahu určeny 






 K detekci RZ jsou v obraze hran nalezeny jednotlivé kontury funkcí 
findContours a ty jsou rozměrově vyfiltrovány. Následně je použita funkce 
HoughLinesP k detekci přímek v obraze a z těchto přímek jsou vyfiltrovány 
ty, které nejsou vodorovnými.  
 Oblast zájmu (ROI) je definována jako obdélník s výškou rovnou pěti 
násobku výšky RZ a s délkou rovnou čtyř násobku délky RZ v poloze nad 
detekovanou RZ. 
 K detekci významných bodů je využita funkce .detect, která je 
vlastností instance třídy SurfFeatureDetector. Extrakce deskriptoru je 
provedena funkcí .compute, která je součástí třídy SurfDescriptorExtractor. 
 Deskriptory jednotlivých etalonů jsou uloženy v souboru descX.txt, kde 
X značí pořadí etalonu a jsou volány postupně funkcí read. Názvy etalonů jsou 
pak uloženy zvlášť a odpovídají pořadí X. 
 Z obou soborů deskriptorů, pro posuzovaný vzorek i etalon, jsou 
nalezeny odpovídající si body metodou KNN. Takto roztříděným bodům jsou 
přiřazeny indexy pomocí funkce .match, která je součástí instance třídy 
FlannBasedMatcher. 
 Mezi jednotlivými příznaky je spočtena euklidovská vzdálenost (23) a 
následně průměr z těchto vzdáleností. Vzorek je klasifikován jako etalon, 
s nímž tvoří nejmenší hodnotu průměru. 
 Každá úspěšná klasifikace může být uložena do souboru pomocí 
funkce write, výsledek klasifikace je zobrazen v uživatelském panelu. 
 
8.2 Seznam funkcí 
Přehled použitých funkcí knihovny OpenCV, jejich začlenění a význam je shrnut 
v tabulce 4, podle dokumentace OpenCV [32]. Nejsou zde uvedeny funkce tvorby GUI, které 
řeší pouze vizuální část aplikace a na samotnou klasifikaci nemají vliv. 
Pořadí Funkce Knihovna Využití 
1 cv::imread highgui2412d.lib Načtení snímku 
2 cv::Resize imgproc2412d.lib Změna velikosti 
3 cv::Threshold imgproc2412d.lib Prahová hodnota 
4 cv::Canny imgproc2412d.lib Detekce hran 
5 cv::findContours imgproc2412d.lib Detekce kontur 
6 cv::arcLength imgproc2412d.lib Velikost kontur 
7 cv::boundingRect imgproc2412d.lib Obdélník opsaný 
8 cv::cvtColor imgproc2412d.lib Barevná reprezentace  
9 cv::HoughLinseP imgproc2412d.lib Detekce přímek 
10 cv::line core2412d.lib Vykreslení přímky 
11 cv::read,write core2412d.lib Zápis/čtení do souboru 
12 cv::SurfFeatureDetector.detect feature2d2412d.lib Významné body 
13 cv::SurfDexcriptorExtractor.compute feature2d2412d.lib Deskriptor 
14 cv::FlannBasedMatcher.match feature2d2412d.lib Porovnání 












8.3 Omezení navrhnutého řešení 
I přes přesné dodržení pokynů správného ovládání aplikace uživatelem, které jsou 
zmíněny v kapitole 9, má aplikace některá omezení, která uživatel neovlivní. Tato omezení 
plynou ze zadání práce a eliminaci těchto omezení lze považovat za předmět dalšího vývoje 
aplikace a tím zlepšení její celkové funkčnosti. 
1. Prvním omezením je forma pořízené fotografie. Aplikace předpokládá vodorovnost 
kamery a tím i pořízených snímků vůči komunikaci. Velkým omezením je také kalibrace 
kamery vůči scéně, která není řešena. Aplikace spoléhá na invariantnost významných 
bodů pořízených algoritmem SURF. Detekce RZ je ale omezena určitým rozsahem, 
který odpovídá použité databázi snímků. 
2. Dalším omezením je podporovaný formát obrázků, který aplikace dokáže zpracovat. 





3. Databáze etalonů slouží k základnímu otestování aplikace a její rozsah nepokrývá 
použití v praktickém provozu. Databáze etalonů zahrnuje 30 osobních automobilů, které 
se vyskytují v použité databázi snímků. 
4. Anotace dat není součástí uživatelského prostředí, data byla anotována zvlášť v sekci 
vývoje a ukládána do souboru ve tvaru TYPVOZIDLA_ZNACKA_MODEL.jpg 
(například Osobni_BMW_318i.jpg). 
5. Aplikace je založena na správnosti detekce RZ, to nelze zaručit ve 100% případů a 
v případě, že je jako RZ detekován objekt, který není RZ, klasifikace takového snímku 
nemůže proběhnout správně. 
6. Klasifikace vychází z rysů masky vozidla. Předpokladem jsou originální masky výrobců 





9 Grafické uživatelské rozhraní aplikace MIKU 
Kapitola se věnuje uživatelskému přístupu k aplikaci MIKU. Důraz je kladen na vizuální 
vjem aplikace – její grafiku, na jednoduchost a přehlednost, aby uživatel přesně věděl, co dělá a 
svůj postup byl schopen kdykoliv zopakovat, což vede k zefektivnění činnosti. Jsou zde 
popsány také externí soubory, které jsou nezbytné pro funkčnost aplikace. Uživatelské rozhraní 
se v pozadí odvolává na funkce, které byly dříve implementovány a popsány v předchozí 
kapitole. 
9.1 Vzhled 
Uživatelský panel se skládá ze dvou základních částí – displeje a klasifikace. V části 
displeje se nachází tři tlačítka, jedno zobrazovací pole a dvě textové pole: 
 Tlačítko Load image, Load images, Load etalon 
 Pole pro zobrazení aktuálního snímku 
 Textové pole Image path a Etalon path 
 
Obrázek 28: GUI – vzhled 
V části klasifikace jsou to čtyři tlačítka, šest textových polí, dva radiobuttony a listbox: 
 Tlačítko Start, Reset, Save, Exit/Stop 
 Textové pole Vehicle, Vehicle band, Vehicle model  
 Textové pole Num of images, Classificated, Not classificated 
 Listbox History of classification 





Pro správné používání aplikace je nutné znát funkčnost jednotlivých komponent a jejich 
omezení, což je popsáno v následujícím textu, který slouží jako návod k používání aplikace na 
klasifikaci vozidel. Tento návod popisuje možnosti aplikace ve všech stavech. 
9.2.1 Načtení souborů 
Po spuštění aplikace má uživatel možnost zvolit mezi automatickou a manuální klasifikací 
pomocí radio butonů v části kontrolního panelu, viz obrázek 29. 
 
Obrázek 29: Kontrolní panel 
Manuální klasifikace umožňuje nahrání jednoho snímku ze souboru pomocí tlačítka Load 
image a jeho další zpracování. Automatická klasifikace naproti tomu umožňuje nahrát adresář, 
ve kterém se nachází série snímků, pomocí tlačítka Load images. Takto nahrané snímky jsou 
pak určeny k postupné klasifikaci, dokud nebudou klasifikovány všechny snímky v adresáři. Pro 
oba módy (automatický i manuální), je aktivováno tlačítko Load etalon, které umožní nahrát 
adresář, obsahující deskriptory jednotlivých etalonů. 
Zvolením možnosti Load image, nebo Load images se posuzovaný snímek zobrazí ve 
čtvercovém zobrazovacím poli a kořenová cesta tohoto snímku se zobrazí v textovém poli 
Image path. Obě tato pole zůstávají neměnná až do chvíle načtení nového snímku. Rovněž po 
načtení adresáře etalonů, je zobrazena cesta k tomuto adresáři v textovém poli Etalon path. 
Zobrazení pracovních souborů je ilustrováno na obrázku 30. 
 





Panel klasifikace je ovládán tlačítky Start, Reset, Save a Exit. Tlačítko Start slouží ke 
spuštění klasifikace aktuálního snímku. Jedná se tedy především o zavolání funkce classify, 
která v sobě zahrnuje postup načtení snímku, jeho předzpracování, extrakci příznaků, porovnání 
s příznaky etalonu a dále zařazení do jedné ze tříd automobilů.  
V případě jakékoliv chyby, která způsobuje nemožnost extrakce příznaků je aktuální 
snímek zařazen do třídy neklasifikovaných automobilů, na což je uživatel upozorněn 
výstražným oknem a tato skutečnost je statisticky zaznamenána do pole Not classificated. 
Situaci, kdy je znemožněna klasifikace ilustruje obrázek 31. Úspěšná klasifikace je 
zaznamenána jak statisticky, pole Classificated, tak informativně, kdy je uživatel upozorněn 
informativním oknem o dokončení klasifikace. Obrázek 32.  
Výsledek klasifikace vzorku je zobrazen v polích Vehicle, Vehicle brand a Vehicle 
model. Tato pole slouží k informaci o klasifikaci aktuálního snímku a při následné klasifikaci je 
informace nenávratně ztracena. K zaznamenávání historie slouží listbox History of 
classification, který zobrazuje všechny dosavadní výsledky klasifikace pro jedno spuštění 
aplikace. Počet výsledků historie klasifikace se shoduje se statistickou hodnotou v poli Num of 
images. 
 





Obrázek 32: Úspěšná klasifikace 
Během klasifikace je uživatel vizuálně informován a jejím průběhu pomocí modulu 
progressBar, který probíhá na pozadí klasifikace a jeho průběh naplňování představuje časový 
průběh klasifikace. Hodnota progressBaru je zobrazena také procentuálně v labelu nad ním. 
Průběh klasifikace lze kdykoliv přerušit pomocí tlačítka Stop, které se zobrazí namísto tlačítka 
Exit při probíhající klasifikaci. 
 
Obrázek 33: ProgresBar 
 Po dokončení klasifikace má uživatel možnost tlačítkem Save výsledky uložit do 
souboru ve tvaru PORADI>DISK\...\ADRESAR\NAZEVSOUBORU == TRIDA KLASIFIKACE. 
Příklad uloženého tvaru: 1> D:\...\vzorky1\1.jpg == Osobni_SKODA_OCTAVIA_2F. Dále má 
uživatel možnost dosavadní výsledky klasifikace vymazat pomocí tlačítka Reset, čímž se 
vynulují všechna zobrazovací pole v klasifikační části aplikace. Tlačítko Exit slouží ke 





10 Testování a výsledky 
Smyslem testování je kromě získání informace o úspěšnosti aplikace také možnost 
zdokonalení aplikace, jelikož se lze zaměřit na chybné případy a snažit se je odstranit. Tímto 
postupem bylo také získáno finální řešení aplikace. Kapitola je dělena do dvou částí, v první jde 
o testování detekce RZ, jelikož je klasifikace postavena na správnosti detekce RZ a druhou částí 
testování je již samotná klasifikace. 
10.1 Detekce RZ 
Algoritmus detekce registrační značky vozidla byl testován na souboru 695 snímků 
z reálného provozu, které byly pořízeny čelně ve dvou pohledech ze shora dolů pro dva jízdní 
pruhy. Příloha 2: Test RZ/vzorky.  
Za úspěšnou detekci RZ byly považovány dva typové případy. Typ PA - registrační 
značka detekována v plném rozsahu a typ PB - detekovaná oblast alespoň ze 70% pokrývá 
skutečnou RZ. 
 
Obrázek 34: Úspěšná detekce RZ, typ PA vlevo, typ PB vpravo 
Neúspěšná detekce je trojího typu. Typ NA – neúspěšná detekce, typ NB – neúspěšná detekce 
vlivem částečného překrytí RZ a typ NC – neúspěšná detekce vlivem neznámého typu RZ. 
Poslední dva typy jsou znázorněny na obrázku 35. 
 
Obrázek 35: Neúspěšná detekce RZ, typ NB vlevo, typ NC vpravo 
Úspěšná detekce nastala v 638 případech, což činí úspěšnost detekce 91,8%. 




velmi zhoršených podmínek detekce, viz typ NB a NC popsán výše. Následující tabulka shrnuje 
výsledky detekce. Při zanedbání případů NB a NC je dosáhnuto úspěšnosti 92,7%. 
Tabulka 5:Výsledky testování 
Testování 
Poč. Snímků PA PB NA NB NC 
695 609 23 54 3 6 
Výsledky 
NA+NB+NC[%] NA+NB[%] NA+NC[%] NA[%] 
90,9 91,8 91,4 92,7 
10.2 Klasifikace 
Klasifikace vozidel se opírá o správnou detekci významných bodů metodou SURF za 
různých podmínek. Metoda SURF byla testována jednotlivě na různých hodnotách měřítka, 
šumu a osvětlení. Závěrečným testem jsou reálná data z provozu, kde se vyskytují kombinace 
těchto podmínek. 
10.2.1 Vliv měřítka 
Změna měřítka byla prováděna koeficientem 𝜎 , kterým je vynásobena výška i šířka 
původního obrazu a body následně lineárně interpolovány, tedy například pro 𝜎 = 2, je velikost 
obrazu čtyř násobná oproti původnímu. Ilustruje obrázek 36. 
 
Obrázek 36: Změna měřítka, 𝜎 = 2 
Tabulka 6: Detekce významných bodů při různých hodnotách měřítka 
Odchylka 
Měřítko 𝜎 = 2 
0,65 0,80 0,95 1,10 1,25 1,40 1,55 1,70 1,85 2,00 
Min 0,043 0,018 0,013 0,023 0,028 0,011 0,014 0,026 0,025 0,019 
Max 0,584 0,604 0,232 0,528 0,483 0,434 0,449 0,467 0,411 0,317 
Prum 0,238 0,168 0,084 0,124 0,116 0,090 0,108 0,098 0,099 0,080 
V tabulce 6 jsou zaznamenány hodnoty euklidovské vzdálenosti (23) mezi jednotlivými 
body, tedy vzdálenost v 64 dimenzionálním prostoru. Jsou to vzdálenosti minimální – Min a 




významných bodů jednoho vzorku. Na základě této hodnoty je vzorek klasifikován. Graf č. 1 
znázorňuje závislost průměrné vzdálenosti na změně měřítka. 
 
 
10.2.2 Vliv šumu 
Šum v obraze byl simulován pomocí funkce randn, jako Gaussův šum se směrodatnou 
odchylkou vypočtenou podle specifických hodnot SNR (Signal to Noise Ratio). Tyto hodnoty 
jsou uvedeny v tabulce 7 jako referenční a závislými hodnotami jsou opět vzdálenosti Min, Max 
a Prum. Závislost průměrné vzdálenosti na hodnotě SNR znázorňuje graf č. 2. 
Tabulka 7: Detekce významných bodů při různých hodnotách SNR 
Odchylka 
SNR[%] 
0 10 20 30 40 50 60 70 80 90 
Min 0,250 0,241 0,229 0,224 0,209 0,187 0,143 0,097 0,056 0,023 
Max 0,473 0,475 0,481 0,473 0,476 0,510 0,495 0,636 0,637 0,435 
Prum 0,370 0,363 0,349 0,340 0,323 0,319 0,276 0,240 0,216 0,102 
Obrázek 37 ilustruje uměle vytvořené zašumění Gaussovým šumem s hodnotou 
𝑆𝑁𝑅 =  70%, což odpovídá 30% zastoupení šumu v obraze. 
 



























10.2.3 Vliv osvětlení 
Změna osvětlení je simulována přičtením (světlejší), nebo odečtením (tmavší) konstantní 
hodnoty k původnímu obrazu. Změněn je tedy každý pixel obrazu o stejnou hodnotu. Výsledek 
takové operace ilustruje obrázek 38. 
 
Obrázek 38: Změna osvětlení, původní obraz + 50 
Graf č. 3 pak znázorňuje závislost průměrné vzdálenosti na konstantách, které jsou 
k původnímu obrazu přičteny. Hodnoty tohoto grafu jsou zaznamenány v tabulce 8. 
Tabulka 8: Detekce významných bodů při různých hodnotách jasu 
Odchylka 
Konstanty osvětlení 
-50 -40 -30 -20 -10 10 20 30 40 50 
Min 0,000 0,000 0,000 0,000 0,000 0,009 0,020 0,035 0,056 0,094 
Max 0,550 0,154 0,147 0,000 0,000 0,449 0,601 0,598 0,613 0,610 






























10.2.4 Reálná data 
Aplikace byla testována na souboru 94 snímků z reálného provozu, kde jsou vozidla 
zachycena v různé vzdálenosti od kamery, ve třech pohledech a s různým osvětlením, či 
zastíněním. 30 snímků z toho souboru slouží jako etalony a dalších 64 snímků jsou vzorky 
určené ke klasifikaci. 
V následující statistice jsou zahrnuty jen případy, ve kterých došlo ke správné detekci 
registrační značky vozidla. To z důvodu zachycení úspěšnosti samotné klasifikace. Správná 
klasifikace výrobce automobilu nastala v 51 případech, což činí úspěšnost 79,7%. Správnost 
klasifikace modelu automobilu vykazuje úspěšnost 76,6%, tedy 49 správně klasifikovaných 
modelů. 
Ukázka úspěšné klasifikace reálných dat je zobrazena na obrázku 39. Použité soubory 
snímků a výsledky klasifikace jsou dodány jako příloha k hlavnímu dokumentu. Příloha 1: 
Priloha/Test/. 
 
Obrázek 39: Úspěšná klasifikace vozidla Škoda Octavia 2 po faceliftu, s průměrnou vzdáleností 0,434. Testovací vzorek vlevo, 
odpovídající etalon vpravo. 
Přílohou hlavního dokumentu je také soubor MIKU_dokumentace.pdf, který slouží jako 
návod k instalaci aplikace a k jejímu otestování. Dále se v tomto souboru nachází popis 






























Práce se zabývá problematikou klasifikace vozidla v oboru počítačového vidění. Je zde 
uvedena rešerše metod, z nichž jsou vybrány algoritmy k dosažení žádaných výsledků. Je to 
především kombinace Houghovy metody a algoritmu kontur k detekci registrační značky 
vozidla a následně algoritmus SURF detekující významné body v obraze sloužící k rozpoznání 
vozidel. Algoritmy jsou otestovány na souboru snímků přiložených k této práci. 
Implementace metody proběhla ve vývojovém prostředí Microsoft Visual Studio 2013 
s využitím knihovny OpenCV verze 2.4.12. Testování bylo provedeno na 64 bitovém operačním 
systému Windows 8 na procesoru Intel Core i3, 2,2 GHz s operační paměti 4GB. 
V problematice detekce RZ byla dosažena úspěšnost 92,7%, s ohledem na použité metody 
výpočetní náročnost závisí na velikosti vstupního snímku, tedy pro detailnější snímek 
algoritmus detekuje více kontur a stává se tak výpočetně náročnějším. Testované snímky jsou 
velikosti 640 × 525  a detekce RZ jednoho snímku trvá průměrně 0,0964𝑠  pří měření 10 
náhodných snímků z použité databáze. 
Úkol extrakce příznaků určených k rozpoznání vozidel a následná klasifikace je úkolem 
mnohem složitějším z hlediska výpočetní náročnosti, správné implementace i robustnosti. 
V práci je testována robustnost použitého algoritmu SURF, přesněji U-SURF, což je varianta 
algoritmu SURF, která je závislá na rotaci. Robustnost z hlediska změny měřítka je znázorněna 
v grafu č.1, kde lze pozorovat, že algoritmus lépe pracuje se zvětšujícím se snímkem (𝜎 > 1) 
než se snímkem, který je menší (𝜎 < 1). To lze vysvětlit ztrátou informace při zmenšení detailů. 
Jako další negativní vliv je testován vliv šumu na opakovatelnosti detekce významných bodů. 
Tuto závislost znázorňuje graf č. 2, kde je pochopitelné, že s rostoucí mírou šumu klesá správná 
detekce významných bodů, avšak tento pokles není strmý a významné body lze detekovat i při 
silném zašumění. Algoritmus se osvědčuje i jako robustní vůči osvětlení, což plyne z grafu č. 3. 
Lze zde pozorovat úspěšnější detekci při tmavším snímku než při světlejším, což je zapříčiněno 
charakterem rozložení jasových hodnot původního snímku, jehož kontrast slábne při přičítání 
konstantní jasové hodnoty. 
Při testování na reálných datech, kde lze pozorovat všechny výše zmíněné faktory 
ovlivňující správnou detekci významných bodů, byla dosažena úspěšnost 79,7% klasifikace 
výrobce automobilu a 76,6% klasifikace konkrétního modelu. Celý průběh klasifikace (včetně 
detekce RZ) jednoho snímku trvá průměrně 0,758𝑠 při měření 10 náhodných snímků z použité 
databáze. 
Zlepšením metody úlohy detekce RZ i klasifikace může být přesnější detekce ROI na 
základě metody odečtu pozadí, kdy lze stanovit průměrný snímek pozadí testovaného místa (dle 
[7] rozdělit na případy denní a noční) a ten odečíst od aktuálního snímku, čímž ze vzniklého 
snímku lze detekovat siluetu automobilu a tu dále zpracovávat. Taktéž vylepšením pro oba 
úkoly je rozšíření databáze etalonů, tedy v případě detekce RZ jsou to rozměrové typy různých 
RZ a v případě klasifikace se jedná o širší databázi anotovaných modelů vozidel. V případě 
úlohy klasifikace lze kompenzovat změny měřítka podle rozměrů detekované RZ, čímž lze také 
dosáhnout lepších výsledků. 
Testované metody vykazovaly teoretické předpoklady a jejich kombinace v použité aplikaci 
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13 Seznam příloh 
Příloha 1: Adresář obsahující zdrojové soubory aplikace, testovací snímky a dokumentaci ke 
spuštění a otestování aplikace  
Příloha 2: Obsah DVD 






 Aplikace MIKU – Priloha/Aplikace/MIKU/MIKU.exe 
 Zdrojové soubory – Priloha/Aplikace/MIKU/main.cpp 
 Dokumentace – Priloha/Aplikace/Dokumentace/MIKU_dokumentace.pdf 
 Kinhovny – Priloha/Aplikace/Knihovny/ 
 Testovací data klasifikace – Priloha/Test/vzorky/ 
 Výsledky klasifikace – Priloha/Test/vysledky/02052016.txt 
 Etalony klasifikace – Priloha/Test/priznaky/ 






Příloha 2. Obsah DVD 
 Aplikace MIKU – Aplikace/MIKU/MIKU.exe 
 Zdrojové soubory – Aplikace/MIKU/main.cpp 
 Dokumentace – Aplikace/Dokumentace/MIKU_dokumentace.pdf 
 Kinhovny – Aplikace/Knihovny/ 
 Testovací data detekce RZ – Test RZ/vzorky/ 
 Výsledky detekce RZ – Test RZ/vysledky/ 
 Testovací data klasifikace – Test VCL/vzorky/ 
 Výsledky klasifikace – Test VCL/vysledky/02052016.txt 
 Etalony klasifikace – Test VCL/priznaky/ 





Příloha 3. Tabulka modelů automobilů použité databáze 




1 Octavia II - facelift 
Škoda auto 
    3 
2 Octavia II      2 
3 Fabia II     2 
4 Fabia I     3 
5 Mondeo III 
Ford 
    3 
6 Mondeo II     2 
7 Mondeo I     1 
8 Fiesta II     1 
9 Fusion     1 
10 Espace III 
Renault 
    1 
11 Megane III     1 
12 Insignia 
Opel 
    1 
13 Astra III     1 
14 Brava 
Fiat 
    1 
15 Panda     1 
16 535d 
BMW 
    1 
17 318i     1 
18 Vito Mercedes Benz     1 
19 i20 
Hyundai 
    1 
20 Tuscan     1 
21 V70 Volvo     2 
22 Passat IV Volkswagen     2 
23 Ceed Kia     1 
24 C4 picasso Citroën     1 
25 Jazz Honda     1 
26 Vaz 2107 Lada     1 
27 406 Peugeot     1 
28 626 Mazda     1 
Celkem 28 28 39 
 
