Frequent itemsets mining (FIM) as well as other mining techniques has been being challenged by large scale and rapidly expanding datasets. To address this issue, we propose a solution for incremental frequent itemsets mining using a Full Compression Frequent Pattern Tree (FCFP-Tree) and related algorithms called FCFPIM. Unlike FP-tree, the FCFP-Tree maintains complete information of all the frequent and infrequent items in the original dataset. This allows the FCFPIM algorithm not to waste any scan and computational overhead for the previously processed original dataset when new dataset are added and support changes. Therefore, much processing time is saved. Importantly, FCFPIM adopts an effective tree structure adjustment strategy when the support of some items changes due to the arrival of new data. FCFPIM is conducive to speeding up the performance of incremental FIM. Although the tree structure containing the lossless items information is space-consuming, a compression strategy is used to save space. We conducted experiments to evaluate our solution, and the experimental results show the space-consuming is worthwhile to win the gain of execution efficiency, especially when the support threshold is low.
I. INTRODUCTION
FRequent itemsets mining (FIM) has become an important research aspect of data mining and plays an fundamental role in association rule mining [1] , [2] , sequence mining [3] , [4] , correlations mining [5] , [6] and the like [7] - [10] . The purpose of FIM is to discover patterns that occur frequently in transaction dataset, thus the interesting and implicit data correlations are discovered. It has been widely used to various application domains, such as Astronomical spectral data analysis [11] , production process quality control [12] , [13] , and mobile environments [14] , [15] . Therefore, there have been a large amount of follow-up research work.
Nowadays, with the increasing use of dataset in the commercial field, FIM as well as other mining techniques has been being challenged by very highly updated dataset [16] , [17] . These new data hold lots of new information, and they will change the pattern of data distribution of the original dataset. Research on incremental mining technology plays an important role in order to extract the latest valuable information from such quantities of datasets. To confront with this The associate editor coordinating the review of this manuscript and approving it for publication was Victor S. Sheng. challenging, we investigate how to effectively perform incremental mining of frequent itemsets. We propose a lossless tree structure called FCFP-Tree to store original dataset in compressed form to avoid repeated scans for the dataset and the overhead of reconstructing tree when the new added data changes the pattern of original data. Importantly, we show how to compress the tree storage structure and propose an effective tree structure adjustment strategy called FCFPIM when mining incremental dataset. FCFPIM is conducive to speeding up the performance of incremental Frequent Itemsets Mining.
A. MOTIVATIONS
The following trends and observations motivate us to develop FCFPIM in this study to improve the performance of incremental Frequent Itemsets Mining.
• Rapid and dynamic accumulation of large amounts of data leads to the inability of traditional static mining methods. With the widespread applications of sensors and mobile computing, data is growing at an unpredictable rate.
To extract the latest valuable information from the new VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ updated dataset, The straightforward solution is to apply the traditional static mining approaches to the updated dataset, such as some classic algorithms Apriori [18] , FP-Growth [19] , [20] , Ecalt [21] , et al. [22] , [23] . However, this treatment is not efficient since it requires to re-scan original dataset and ignores previous mining results. Thereby, the treatment is very time-consuming and resource-intensive. As a result, designing an efficient algorithm that can maintain useful updated information when the dataset changes dynamically is critically important.
• The original dataset is usually very large compared to the incremental dataset. So we should try to avoid or minimize the scanning overhead of the original dataset when mining the incremental data. Compared with the above straightforward solution, we hope to achieve the second solution, that is, to study a method that can combine the previously constructed data structure with new data to avoid the drawbacks of repeatedly operating historical data. Although many algorithms have been presented, most of which were still based on Apriori algorithm and the FP-tree structure.
The noticeable incremental mining algorithm based on the Apriori algorithm was the fast updated algorithm (called FUP) [24] and a series of improved algorithms based on it [25] - [27] . The Apriori-based incremental mining algorithms usually focused on (1) reducing the number of scans for the original data set as the incremental data is available, (2) reducing the number of candidate sets generated during mining process. However, the Apriori-based incremental FIM mining algorithms still require to iteratively generate and test candidate sets level−bylevel by multiple scans, which will cause high computational and I/O cost. Thus, such algorithms are not suitable for incremental mining of large datasets. The algorithms based on the FP-tree structure fundamentally changes the operation mode, which only need twice dataset scans to compress and store the original data to the tree structure and subsequent mining is completed based on the tree. Such algorithms avoid many times of scanning dataset and generation-and-test. Therefore, many works were inspired by this idea.
• Algorithms using tree structure have proven to be very effective without generation of candidate sets [28] - [31] .
When new data are added, incremental mining algorithms need to process them to maintain the tree structure. Resource-intensive maintenance process must be considered to be optimized to improve mining performance. Incremental mining algorithms take the previous mining results into account, and use this knowledge: (1) to remove items that become infrequent and (2) to add new items that become frequent when applying new dataset. Correspondingly, the tree structure should be maintained in time. For the first case, the process is relatively simple because the information of the deleted node remains in the tree structure. We only need remove the infrequent items nodes from the tree structure and theirs parent and child nodes are then directly linked together. On the contrary, because the original infrequent items information has not been retained in the tree structure. When this happens, the original dataset needs to be scanned again to obtain the complete information of the items. Simultaneously, the tree structure will be completely disrupted due to changes in the items frequency. A good tree structure adjustment strategy needs to be developed to improve mining performance.
B. BASIC IDEAS
For the third motivation mentioned above, the difficulty in dealing with incremental mining lies in the fact that the original tree structure does not contain infrequent items information. When new data arrives, the entire updated dataset must re-processed to construct the correct tree structure. In this paper, we thus adopt a lossless tree structure called FCFP-Tree (Full Compression Frequent Pattern Tree), whose structure is similar to FP-tree. FCFP-Tree is adopted to store the full items information, that is, all the infrequent items information is also stored in the tree structure. In this way, to avoid the overhead of re-scanning and reconstructing the tree corresponding to the original dataset when an item changes from infrequent to frequent in the incremental mining process. But this tree structure with complete information is space-consuming, FCFP-Tree optimizes the storage by storing the same items with the same single branch count of infrequent items on the same node. Besides, the sorted items by frequency and their counts are also kept in head table as like FP-tree.
Importantly, newly inserted data will cause the support of each item to no longer follow the original order, which will lead to a lot of adjustment cost of the tree structure. We attempt to modify the procedure of the FP-tree algorithm for incremental mining based on a novel tree structure adjustment strategy called FCFPIM, which will make the tree update faster. FCFPIM only needs to scan the newly added dataset to adjust the new order of frequent items, while the infrequent items do not need to be adjusted, but only maintain the correlation among items. FCFPIM can efficiently adjust the frequent items by adjusting the entire tree structure in one time instead of scanning and updating one by one when the order of the items changes in head table.
C. CONTRIBUTIONS
Compared with the previous works, our main contributions of this study are summarized as follows:
• When new data is applied, in order to avoid scanning the original dataset during incremental mining, we extend the FP-tree structure to involve infrequent items information.
• To reduce the storage space of the extended tree structure with complete information, node structure saved infrequent items is applied a special compression process.
• A low-cost tree structure adjustment strategy was proposed for the maintenance process, which only needs to scan the new dataset twice and then complete the node adjustment in one time instead of scanning and updating one by one.
• We conducted a number of experiments to evaluate our solution against some well-known algorithms. The experimental results show our solution is excellent in mining efficiency.
D. ROADMAP
The rest of this paper is organized as follows. In Section II, some related works are discussed. Section III describes the background knowledge. Section IV presents the definition of the proposed tree structure and related algorithms. Then, FCFPIM algorithm description is given in Section V. Section VI evaluates the performance of FCFPIM. Finally, Section VII concludes the paper with future research directions.
II. RELATED WORK A. APRIORI BASED INCREMENTAL MINING
Cheung first elaborated on ICDE'96 the problem of incremental association rule mining for larger dataset, and proposed the FUP algorithm [24] when the dataset increased. The algorithm is the first incremental algorithm for mining association rules based on Apriori algorithm. It first primarily computes large itemsets from newly inserted transactions and compares them to previous ons in the original dataset. According to the comparison results, FUP determine whether to need to scan the original dataset, thereby, the time of maintaining association rules is saved. However, FUP algorithm needs to scan the original dataset multiple times as well as newly added dataset. Based on FUP, Cheung proposed FUP2 algorithm [25] , which can deal with frequent itemsets mining when dataset are reduced. FUP2 is similar to FUP when it is oriented to incremental dataset.
Ayan N. F. et al. use dynamic prediction strategy to update existing large itemsets [32] . Their proposed algorithm detects and deletes items that are no longer large after the new dataset is updated. However, it becomes incompetent when the minimum support changes.
The algorithm proposed in [26] can find the maximum frequent itemsets based on the lattice decomposition strategy when the dataset is updated. In addition, it is competent for the situation when the minimum support threshold changes, and the generation of candidate sets is greatly reduced. However, it only considers the maximum frequent itemsets in the mining process.
TDUP (three-way decision update pattern) [27] is an extension algorithm of Apriori. In the first stage, Apriori algorithm is used to extract itemsets in the positive region and boundary region from the initial dataset. In the second phase, itemsets support counts are updated based on the incremental data, in the process only the itemsets in border areas are considered. TDUP may miss some potential frequent itemsets with incremental data update. In order to control the deviation caused by TDUP algorithm, a synchronization mechanism is adopted, that is, the latest frequent itemsets are calculated off-line for the updated dataset. However, the algorithm needs to obtain appropriate parameter settings, which is a serious problem.
B. PARTITION BASED INCREMENTAL MINING
In order to avoid multiple scans of the dataset and generation of a large number of candidate sets like Apriori-based algorithms. An algorithm based on partition called sliding window filtering (SWF) algorithm is proposed [33] . In this algorithm, the transaction dataset DB is divided into n partitions, namely P 1 , P 2 , . . . , P n , and a filtering threshold is used in each partition to deal with the generation of candidate sets. When handling each partition the cumulative filter (CF) is the key component to realize incremental mining. If L is a frequent itemset in DB, then L must appear frequently in at least one of the n partitions.
Chang,C.H. and Yang S.H. proposed an extended version of SWF, which generates frequent patterns by reusing previous mining approach [34] .
A sort prefix tree (PSP-tree) based on partition is proposed [35] , and the dataset is processed in two stages by single scan. Initially, the subtree is built and merged with its item list to get a globally sorted list of items. Then, each node of the subtree is dynamically rearranged and merged based on a sort list to form the final tree which is used to complete incremental and interactive mining.
An effective bit-based once-through algorithm for mining frequent itemsets from transaction-sensitive data streams is proposed [36] . The algorithm consists of three phases. The first is the window initialization, each item in each transaction is encoded as a valid bit sequence representation. Second, the left shift technique is used to effectively slide the window during the window sliding phase. Finally, the complete set of frequent items in the current sliding window is generated horizontally during the pattern generation phase.
Compared with the Apriori algorithm, the SWF-class algorithm can find frequent itemsets faster and generate fewer candidate itemsets. However, such algorithms does not consider the case that the dataset is inserted or deleted on a large scale, and some useful patterns may be lost.
C. TREE BASED INCREMENTAL MINING
The mining algorithms based FP-tree structure has greatly improved the efficiency of mining frequent itemsets. Therefore, there have been a large amount of follow-up research work [37] , [38] .
Koh and Shieh have developed AFPIM (Adjusting FP-tree Incremental mining) algorithm [28] . AFPIM still adopts the original concept of FP-tree, where only frequent items are kept in the tree. The defect of AFPIM is that it requires additional mining parameters, which is set below the minimum support threshold. To adjust the tree structure when the order of frequent items changes, AFPIM algorithm is implemented by bubbling sort to swap items, which recursively swaps adjacent items. This adjustment process may be computationally expensive. Another defect is that when previously infrequent items become frequent in the updated dataset, AFPIM algorithm cannot generate updated FP-tree simply by adjusting the items on the original established tree. It needs to re-scan the entire updated dataset to build a new FP-tree. Especially for large dataset, the cost is relatively large.
Cheung and Zaiane designed a CATS-tree (Compressed and arranged transaction sequences tree) [29] . CATS-tree extended the idea of FP-tree to improve compressed storage performance. It requires only once dataset scan to build the tree. However, it is expensive to build the tree by searching for common items and trying to merge new transactions into existing tree paths as each transaction is added without prior knowledge of the data. The CATS-tree holds all items in each transaction, and the nodes in the tree are sorted according to the local frequency in a path instead of global frequency. Therefore, in the process of mining frequent itemsets, it is necessary to traverse not only upwards, but also down. Therefore, the generation of frequent itemsets is costly.
Leung et al. proposed an improved Can-Tree (Canonical order tree) [30] , [39] based on CATS-tree. For the Can-tree, the items are arranged in a canonical order that is not affected by the frequency of the items. So there is no need to adjust the nodes when the tree needs to be updated. And, additional downward traversal is not required during frequent itemsets mining. The most significant drawback with Can-tree is that they cannot be compressed like CATS-tree and FP-tree.
In 2015, yue-shi Lee et al. proposed the IMFPC (Incrementally mining frequent patterns in condensed tree) algorithm [40] , which is used to update frequent itemsets. Based on the storage idea of FP-tree, this algorithm vertically stores data items and transactions in a tree species, and uses the intersection of sets to update tree structure. The deficiency lies in its large space occupation.
Hong,T.P. and Lin,C.W. et al. proposed a fast and effective method for updating the structure of FP-tree, called the FUFP (Fast updated frequent pattern) algorithm [41] , in which only frequent items are saved in FUFP-tree. FUFP algorithm can quickly update and modify the tree by dividing items. When the original large item becomes smaller, it will be directly deleted from the FUFP-tree. Instead, as the original item gets larger, it is added to the end of head table in descending order. But it needs to re-scan the original dataset to find the transaction of the newly enlarged items and insert them into the FUFP-tree. When enough new transactions need to be inserted, re-establishing the FUFP-tree is required to be considered.
Then, Hong,T.P. and Lin,C.W. et al. also attempted to modify the construction of FUFP-tree based on the concept of pre-large itemsets, and proposed the pre-FUFP algorithm [42] . Pre-FUFP improves the mining efficiency of incremental association rules. The deficiency lies in: 1) additional mining parameters and two support thresholds (i.e. the lower support threshold and the higher support threshold) are needed in the algorithm implementation process. 2) when small items becomes large items, the dataset must be scanned again to find out the transaction records containing the items and update the FUFP-tree, thus, the mining efficiency is greatly reduced.
In 2017, Xiao Sun and Hang Qiu et al. proposed EFUFP (Efficient fast updated frequent pattern) algorithm [43] . The EFUFP algorithm is basically the same as the FUFP algorithm, except that EFUFP also establishes a head table for small items based on the minimum support value, in this way, it is more convenient to search when the infrequent items change to frequent items. However, rescanning the dataset is inevitable.
A tree structure based on binary-search is proposed [38] , in which the construction of the tree is not affected by the change of items frequency, because it uses the binary search tree attribute to build the tree. So it is suitable for mining incremental frequent itemsets.
In 2017, on the basis of FIN algorithm [44] , [45] , Deng Z H and Lv S L proposed IFIN algorithm [46] , which is based on prefix tree structure (IPPC-tree). Instead of using the global order of items frequency in data sets like FP-tree, IPPC-tree maintains a local order of items in the path from root to leaf node. The disadvantage is that the tree structure is not compressed enough.
III. PRILIMILARY
Incremental data can be defined as dynamic data that changes with time. In real applications, underlying dataset consists of incremental data that keeps changing and requires continual updating. Mining frequent patterns in this situation is costly. It has been confirmed that tree-based mining is relatively efficient compared to Apriori-based, our study is an improvement based on FP-tree. In this section, we summarize the basic idea of the algorithm based on FP-tree and its incremental mining process.
A. FREQUENT PATTERN TREE (FP-TREE)
The FP-Growth algorithm consists of two phases. In the first phase, the FP-tree is constructed from the dataset. In the second phase, frequent patterns are exported from the FP-tree.
FP-tree compacts the tree structure by storing only frequent items in the dataset to find all frequent patterns. The FP-tree building phase involves three steps. The dataset is first scanned to obtain the frequency (support count) of each item. Items with a support count greater than minimum support are selected as frequent 1-itemsets (items). Next, the frequent items are sorted in descending order. Finally, the dataset is scanned again and the FP-tree is built according to the sorted order of the frequent items. To facilitate tree traversal, a item head table is set up, in which each item points to its first occurrence in the tree and its nodes with the same name.
Starting with an initial suffix pattern of length 1, to construct its conditional pattern base (composed of the set of prefix paths in the FP-tree that appear with the suffix pattern). Then, construct its conditional pattern tree (FP-tree) and recursively mine on the tree. The pattern growth is applied to obtain all frequent itemsets by connecting suffix pattern and the frequent pattern generated by the conditional FP-tree.
B. INCREMENTAL MINING BASED ON FP-TREE
In real applications, datasets usually grow over time and the final frequent itemsets mined from them must be re-evaluated. When the support of an item changes due to the arrival of new data, incremental algorithms will process them to maintain the tree structure. In general, the traditional incremental algorithms based on FP-tree directly removed from the tree and its parent and child nodes are then linked together when an frequent item becomes infrequent. This case is relatively simple to handle. However, for the items which becomes frequent from infrequent, to deal with them is relatively complicated. Traditional incremental algorithms need to re-scan the dataset to reconstruct the FP-tree [37] . The FP-tree algorithm although there is no need to change the order when there are only frequent item changes, it is necessary to reorder when frequent items become small or small items become frequent [47] . The algorithm uses the method of projecting dataset to the FP-tree, starting from the root of the FP-tree, extract each branch whose next node is still large. The cost of projecting the FP-tree is equal to the cost of traversing the FP-tree at a time. When the order of frequent items changes, the items in the tree need to be adjusted. The AFPIM algorithm [28] is implemented by a bubble sorting to exchange items, which recursively exchanges adjacent items. This may be costly in terms of calculations. The adjustment cost of tree structure for these algorithms is too expensive, so we propose a low-cost adjustment strategy.
IV. FCFPIM INCREMENTAL MINING ALGORITHM A. THE STRUCTURE OF A FULL COMPRESSION FREQUENT PATTERN TREE (FCFP-TREE)
In the incremental mining process, in order to avoid the overhead of re-scanning the original dataset and reconstructing tree structure, this study adopts the FCFP-tree structure to compress and store the original dataset, which is defined as follows.
Definition 1: FCFP-tree is a tree structure defined as follows:
1) The FCFP-tree consists of four parts. The first part is the root node, labeled as ''null''. The second part is a tree of all children with the item prefix subtree as the root. The third part is the head table for storing frequent items. The fourth part is the head table for storing infrequent items, which is followed by the third part.
2) Each node in the item prefix subtree consists of four domains, the node structure of the FCFP-tree is defined as follows:
Struct FCFPNode{ Int NodeCount; String NodeItem; Struct FCFPNode *NodeParent; Struct FCFPNode *NodeLink;
} NodeItem: The name of the node, that can identify an item. NodeCount: The statistical count of a node, which is the corresponding support count for an item identified by NodeItem.
NodeParent: A pointer to a parent node in the FCFP-tree. Search along the pointer all the way up, and finally point to the root node.
NodeLink: A pointer to the next node of the same NodeItem in the FCFP-tree. That is to say, all items with the same name are connected with NodeLink pointer in the FCFP-tree.
3) Each item in the header table consists of three fields: NodeItem, NodeCount, and NodeLink. The items in the head table are arranged in descending order by their support counts.
Definition 2: Node compression: If the tree contains a single path P, all items in P will be compressed and stored on a node, whose support is denoted as the support of any node in P.
The FCFP-tree construction algorithm is similar to the FP-tree algorithm, except that the FCFP-tree stores the complete itemsets. In order to further compress the storage of infrequent items, the items with the same count of infrequent items in single-branch are stored on the same node by applying Definition 2. The specific compression process and node form are shown in the subsequent update strategy in Section IV-B. TABLE 1 lists the original transaction dataset ODS. The construction process of the FCFP-tree is illustrated with an example as follows (in which the minimum support is set to 50%): (1) The dataset is scanned for the first time, count each item (1-itemset) and get their support count. Then, the set of 1-itemsets is sorted to L in descending order of support count, and the 1-itemsets are divided into frequent and infrequent according to the minimum support threshold. (2) The dataset is scanned for the second time. First, the root node of the tree is created, and marked with ''null''. Next, the items of each transaction are sorted in the order of L. And, the frequent items of each transaction are created into a single node and inserted into the tree, the infrequent items are compressed and stored according to Definition 2. Take the example of inserting the first transaction, as shown in FIGURE 1.(a) . The completed FCFP-tree is shown in FIGURE 1.(b) .
B. EFFICIENT FCFP-TREE UPDATE STRATEGY FCFPIM
In the process of incremental mining, there will be constant conversion of items frequency, that is, from the initial infrequent to frequent or from the initial frequent to infrequent. In this process, complex tree structure updates are involved. Traditional tree structure needs to adjust a large number of nodes and even rebuild the tree structure. The proposed FCFP-tree update strategy is based on the following properties of FCFP-tree.
Property 1: The frequent items in the tree are globally ordered, and infrequent items in the tree only record the information about the existence of the item in a transaction.
Property 2: In a path, if node b is the parent of node a, then the path of each child node of a contains b.
Property 3: On a subtree, the path of the nodes with the same name must be different.
Updating the FCFP-tree involves two processes: (1) to adjust the tree structure corresponding to the original data. FCFPIM first scans the newly added dataset and updates the head table accordingly, and then adjusts the FCFP-tree structure according to the relative position change of each item in the head table; (2) to scan the newly added data set to add transactions to the adjusted tree structure. TABLE 2 lists the new transaction dataset NDS. Process (1) is relatively complex and resource-intensive, we will describe it taking the new data in Table 2 as an example. The update strategy involves two situations: (1) adjustment for frequent items, and (2) adjustment involving infrequent items. 
1) UPDATE STRATEGY BETWEEN FREQUENT ITEMS
In process (1), according to the changes in the relative position of each frequent items in the head table, the adjustment strategy of FCFP-tree for frequent items is divided into two cases.
Case1: Path adjustment between adjacent nodes. When two adjacent nodes in the head table exchange positions due to changes in their support, the corresponding tree structure should also be adjusted. Take a and b nodes in FIGURE 1.(b) as an example, suppose the support of a is greater than b after adding new data, and they are adjacent. Then, in FIGURE2. (a)), node a and node b must be swapped. The specific steps combining the instance are described below.
If a.NodeCount is greater than b.NodeCount, it indicates that a node should be split (as shown in FIGURE 2. (a)):
Step 1: Insert the child node a of the root, where a .NodeCount is set to a.NodeCount − b.NodeCount. All child nodes of a except node b are designated as child nodes of a . In addition, a.NodeCount is reset to b.NodeCount (as shown in FIGURE 2.(b) ).
Step 2: Exchange the parent link and the child link of node a and node b respectively (as shown in FIGURE2.(c)).
Step 3: Check if there is a child node of root, which is represented as node X (as shown in FIGURE2.(d) ). If X .NodeItem is the same as b.NodeItem, then X .NodeCount is summarized into b.NodeCount. And the child of node X points to node b, and node X is removed (as shown in FIGURE2.(e)).
If a.NodeCount is equal to b.NodeCount, then the a node does not need to be split: perform step 2, step 3 above.
Case2: Path adjustment between non-adjacent nodes. When two non-adjacent nodes in the header table exchange positions due to changes in their supports, the corresponding tree structure should adopt the following adjustment strategy. Take c and e nodes in FIGURE 1.(b) as an example, we illustrate the adjustment strategy.
In the FCFP-tree of the original dataset, the order of frequent nodes is [c, d, e] (in a path, c.NodeCount >= d.NodeCount >= e.NodeCount ), we need find all nodes e, and put node e before node [c, d] (as shown in FIGURE 3.(a) ).
Step 1: According to the NodeLink with the same name, to find the node e and traverse the judgment to determine whether the parent node of the node e is [c, d]. If not, the node does not need to be adjusted upward (as shown in FIGURE 1.(b) , the path [b : 1, e : 1]).
Step 2: If yes, node e needs to be adjusted upwards, and to set d .NodeCount = d.NodeCount − e.NodeCount. If d .NodeCount is equal to 0, go to step 6.
Step 3: If d .NodeCount is not equal to 0, to create a new node d .And d.NodeCount is reset to e.NodeCount. And all children of node d except nodes e were designated as child nodes of d (as shown in FIGURE 3.(b) ). Then, to check if there is a sibling node of d, if there is no sibling node, go to step 6.
Step 4: If there is a sibling node, it is represented as node X (as shown in FIGURE3.(b)). If X .NodeItem is the same as e.NodeItem, X .NodeCount is aggregated into e.NodeCount, and the child of node X points to the parent node of the X node. Then, Node X is removed (as shown in FIGURE 3.(c)) and step 6 is performed.
Step 5: If the X .NodeItem is different from the e.NodeItem, to find the node e of the child nodes of X (the child node's search range is (d to e) ). If not, go to step 6. If there is an execution step 4.
Step 6: To traverse upward and determine whether the parent node of node Y is [c, d] . If yes, step 2 is performed, else the traversal terminates. All children of node e will point to d. Then, to take node e as the parent of node Y and insert the node's namesake node into the tree as a sibling of e (as shown in FIGURE 3.(d), FIGURE 3.(e)).
Step 7: Loop step 1 to 5 until all nodes e are adjusted before node [c, d] (as shown in FIGURE 3.(f)).
2) UPDATE STRATEGY INVOLVING INFREQUENT ITEMS
When it comes to infrequent items, FCFPIM also need to adopt two adjustment strategies to achieve.
Case 1: Adjust the compressed infrequent items upward when they become frequent.
In the FCFP-tree of the original dataset, items b, c, and d are frequent items, and items e, f , and g are infrequent items (as shown in FIGURE 4.(a) ). After the data is updated, the items [c, d] are still frequent, and the item e changes from infrequent to frequent.
Similar to the update strategy between frequent items, when adjusting between adjacent nodes, we apply the path adjustment strategy between two adjacent nodes (see IV-B: 1) Case 1). For example, node e needs to be adjusted to precede node d in FIGURE 4.(b) , a new node e is created and item e is deleted from the compressed node. Then the path adjustment strategy between two adjacent nodes is applied to node d and e , thereby, completing the adjustment process.
When adjusting between non-adjacent nodes, we apply the path adjustment strategy between two non-adjacent nodes (see IV-B: 1) Case 2). For example, node e needs to be adjusted to precede node [c, d] in FIGURE 4.(c) ). The adjustment process follow above process.
Case 2: Compress the frequent items when they become infrequent.
In FIGURE 5.(a) , items b, c, and d are frequent items, and items e, f , and g are infrequent items. After dataset is updated, the items [c, d] changes from frequent to infrequent, and the item e changes from infrequent to frequent.
In the same way, when adjusting node e to precede node d, we apply the path adjustment strategy between two adjacent nodes (see IV-B: 1) Case 1). The results after processing are shown in FIGURE 5. (b) . When adjusting node e to precede node [c, d], we apply the path adjustment strategy between two non-adjacent nodes (see IV-B: 1) Case 2). The results after adjusting are shown in FIGURE 5. (c) ).
C. INSTANCE
As explained in the example in IV-A, all the data of the original dataset has been compressed and stored in an FCFPtree. The original head table is shown in TABLE 3. After the dataset is added, the minimum support count becomes 11 × 50% = 5.5. Therefore, the head table is accordingly updated, where a, b, e, and c are frequent items, and d, f , and g are infrequent(see According to the adjustment order of the above nodes, the proposed update strategies in Section IV-B are applied, the FCFP-tree is adjusted accordingly. The tree after then items adjustment is shown in FIGURE6. The updated tree after adding new data is shown in FIGURE7. 
V. FCFPIM ALGORITHM DESCRIPTION
This section gives an algorithmic description of the construction and incremental update strategy for FCFP-tree in IV-A and IV-B Algorithm 1: Count the items in T and store them and their frequencies into the OHead_Table in descending order, and separate the frequent items from the infrequent items in the OHead_Table (see step [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The items in each T are sorted according to the order in OHead_Table, and we need to judge whether each item in T is frequent. If an item is frequent, it will be inserted into the tree. If it is infrequent and conforms to the condition of the compressed node, the item will be compressed when it is inserted the tree (see steps [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . It can be seen from Algorithm 1 that the time complexity of the process is O(n 2 ). Algorithm 2: Scan the new dataset NDS and record the new data to the OHead_Table. If a new item appears, add it is directly appended to the end of the OHead_Table (see steps [1] [2] [3] [4] [5] [6] . After the update, the original frequent items are sorted in descending order by bubble sorting, and the items in the bubble sorting path are recorded in AdjItem_Dict (see step [7] [8] . And the new infrequent items that was frequent earlier are moved to fpf_item in order (see steps [9] [10] [11] [12] [13] . For new frequent items that are infrequent earlier, they are inserted directly into the corresponding position of the frequent item by insert sorting. And record the items in the inserted path in AdjItem_Dict (see steps [14] [15] [16] [17] [18] [19] . Finally, UHead_Table is obtained (see step 20) . The time complexity of the algorithm is O(n) in the best case, and O(n 2 ) in the worst case.
Algorithm 3: Divide the adjustment strategy into two cases, in which steps 1-12 corresponds to the two update strategies Algorithm 1 BuildFCFPTree Input: ODS, Min_sup Output: An FCFPTree, Ohead_Table 1: for transaction T ∈ ODS do 2: for item ∈ T do 3: 1-itemsets[item] ← item.count 4: end for 5: end for 6: 1-itemsets.descending 7: for item ∈ 1-itemsets do 8: if item.count >= Min_sup then 9: Pf_item. add(item) 10: else 11: fPf_item.add(item) 12: end if 13 : end for 14: Ohead_Table ← [pf_item,fpf_item] 15: for transaction T ∈ ODS do 16: items in T are sorted by Ohead_Table 17: for item ∈ T do 18: if item.count >= Min_sup then 19: FCFPTree.InsertNode(item) 20: else if item satisfies the definition2 condition 21: FCFPTree.InsertCompressionNode(item) 22: end if 23: end for 24 : end for in section IV-B.1. They adjust the items order on the tree structure for frequent items. And, the adjustment strategies involving infrequent items in section IV-B.2 is performed by steps 13-33. Moreover, steps 34-39 describe the process of inserting incremental data into the updated tree structure. From the algorithm description, the time complexity Of this algorithm is O(n 2 ).
VI. EXPERIMENTAL RESULTS AND ANALYSIS A. EXPERIMENTAL SETTINGS
To evaluate the performance of FCFPIM we implement it in python3.6.8. The experiments are executed on Windows 7 system, the processor is Intel(R) Core(TM) I5-4200H CPU @ 2.80GHz 2.80GHz, 4GB of installed memory (RAM), system type is 64-bit operating system. In the experiments, the performance of FCFPIM is evaluated against TDUP [27] , EFUFP [43] and IFIN [46] . The reasons to select the three algorithms for performance evaluation are as follows:
(1) TDUP is a horizontal algorithm based on the Apriori algorithm, so we chose it to compare it with the class-Apriori algorithm. (2) EFUFP is an improved algorithm of FUFP and per-FUFP algorithm, which is a classic class-FP-tree incremental algorithm. (3) IFIN is the latest algorithm that shows performance advantages over other frequent itemsets mining algorithms.
Algorithm 2 AdjustItemList
Input: NDS, OHead_Table, Min_sup Output: Item to be adjusted AdjItem_Dict, UHead_Table 1: cpf_item ← copy OHead_Table.pf_item 2: for transaction T ∈ UDS do 3: for item ∈ T do 4: OHead_Table ← item.count 5: end for 6: end for 7: OHead_Table. pf_item. Descending use up−BubbleSort 8: AdjItem_Dict ← <item, BubbleSort path > 9: for item ∈ pf_item do 10: if item <= Min_sup then 11: item move to OHead_Table.fpf_item according to cpf_item of order 12: end if 13 : end for 14: for item ∈ fpf_item do 15: if fpf_item[item] >= Min_sup then 16: item move to pf_item use InsertSort 
B. THE EFFECT OF INCREMENTAL DATASET
In this set of experiments, we report the execution times of original dataset mining operation and the incremental update operation with different incremental data. The EFUFP algorithm is chosen to compare with our proposed FCFPIM because they are both improved algorithms based on the FP-tree. The experimental data adopts T10I4D100K due to its flexibility, the minimum support is set to 0.5% and the incremental data is set from 100k to 500K. The incremental mining is divided into two phases: the original data mining phase and the incremental update mining phase. As depicted in FIGURE 8(a), the execution time of the FCFPIM algorithm is slightly worse than the EFUFP algorithm in the original data mining phase. This is because EFUFP only stores if key.count >= Min_sup (in ODS) then 3: if len(value == 1) then 4: for n doode ∈ NodeLink(key) 5: if node.NodeParent.NodeItem == value[0] then 6: Path adjustment between adjacent nodes. 7: end if 8: end for 9: else 10: Path adjustment between non-adjacent nodes. 11: end if 12: end if 13: if key.count < Min_sup (in ODS) and key.count >= Min_sup(in ODS+NDS) then 14: for node ∈ NodeLink(key) do 15: if node is compressedNode then 16: new_node ← Create a new node with the same information as the node 17: Point node. NodeLink to new_node 18: Insert new_Node between node and node.NodeParent 19: node.NodeItem.remove(key) 20: if len(value==1) then 21: Path adjustment between adjacent nodes. 22: else 23: Path adjustment between non-adjacent nodes. 24: end if 25: else 26: If len(value==1) 27: Path adjustment between adjacent nodes.
28:
Else 29: Path adjustment between non-adjacent nodes. 30: end if 31: end for 32: end if 33 : end for 34: for transaction T ∈ NDS do 35: items in T are sorted by Uhead_Table 36: for item ∈ T do 37: algorithm1 38: end for 39 : end for frequent items in the tree, while FCFPIM stores all the items. As depicted in FIGURE 8.(b) , it can be seen that FCFPIM execution time is faster than EFUFP in the incremental mining phase. Because FCFPIM algorithm only needs to scan the newly added dataset and to efficiently adjust the order of the nodes according to our proposed update strategy, and the EFUFP algorithm still needs to re-scan the huge original dataset when the small items become frequent.
In short, FCFPIM behaves better, the execution speed of FCFPIM is about 20% faster than the EFUFP. Comparison of the two figures shows that the incremental update phase takes longer execution time, especially for large datasets, so the optimization of the update mining phase is more critical.
We also compare the entire running time of all four algorithms (FCFPIM, EFUFP, TDUP and IFIN) under different incremental datasets. As depicted in FIGURE 9.(a), dataset T10I4D100K is adopted, and minimum support is set to 0.5%. Obviously, as the size of the incremental dataset increases, the execution time of each algorithm increases significantly, but the execution time of the FCFPIM algorithm is lower than the other three algorithms. For TDUP algorithm, the first phase of it needs to be mined using the Apriori algorithm, which affects its efficiency of execution. The EFUFP algorithm needs to rescan the original dataset or even rebuild the tree structure during the incremental phase. IFIN needs to recursively maintain pre-order and post-order during the construction phase,and an enumeration tree needs to be built to mine In the mining process. From FIGURE 9.(b), we can see the larger the dataset is, the more the running time difference is. The runtime of each algorithm increases with the size of the dataset increases. With this dataset, the FCFPIM algorithm is about 5% faster than EFUFP, about 7% faster than IFIN, and about 10% faster than TDUP. Although the efficiency of FCFPIM is affected by the increase of the dimension (the impact of the data dimension on the performance of the algorithm will be discussed in section VI-E), FCFPIM still has a slight advantage.
C. THE EFFECT OF SUPPORT THRESHOLD VALUE
In the same way, we choose EFUFP algorithm to compare with our proposed FCFPIM in the execution times of original dataset mining operation and the incremental update operation with different minimum support levels. The experimental dataset adopts T10I4D100K, the incremental data is 500K and the support threshold value is set from 0.5 % to 1.3 %. As depicted in FIGURE 10.(a) , the execution time of these two algorithms is gradually reduced. Because the number of frequent items will decrease with the minimum support becomes larger in the mining stage of the original dataset, which will result in a significant reduction in the tree size and cost of the mining tree. Since EFUFP only stores frequent items, and the tree construction speed is about 10% faster than FCFPIM. However, the execution time of the FUFPIM in the incremental update phase is faster than EFUFP as depicted in FIGURE 10 .(b).
We also compare the entire running time of FCFPIM, EFUFP, TDUP and IFIN algorithms under different minimum support. Given incremental data is 500K and the minimum support threshold changes from 0.5% to 1.3%. On the T10I4D100K dataset, the execution efficiency of these four algorithms has improved with the minimum support increases as depicted in FIGURE 11.(a). However, FCFPIM algorithm has a greater performance comparison advantage when the support is lower. Because low support means that the number of infrequent items may be small, which causes the overhead of adjusting the tree structure to be smaller. From  FIGURE 11 .(b), we can intuitively see that the execution time of FCFPIM is lower than that of the other three algorithms when we apply larger dataset T40I10D100K. Comparing the execution efficiency on the two datasets, it can be seen that the efficiency of the FCFPIM algorithm is improved when the size of the original dataset is increased. FIGURE 11.(c) and FIGURE 11.(d) show the time difference between FCFPIM and other algorithms on T10I4D100K and T40I10D100K datasets. It can be seen that the FCFPIM algorithm has a larger execution time difference than other algorithms under low support threshold, that is, FCFPIM algorithm is more suitable for occasions with lower support. Because all information of the dataset has been stored to the FCFP-tree, when the support threshold is small, fewer infrequent items in the tree will decrease the time and space for storing infrequent items.
D. THE EFFECT OF DATASET DENSITY
In this section, we evaluate the effect of data density on FCFPIM algorithm performance. The connect dataset and the mushroom dataset are adopted, we process them to the same size. Given the incremental data of 100K and the minimum support is 0.5 % to 1.3 %. FIGURE 12.(a) shows that the execution time of the FCFPIM algorithm on connect dataset is shorter. Our proposed FCFPIM algorithm performs 12% faster than on the mushroom dataset. In FIGURE 12.(b) , minimum support is set to 0.5% and the incremental data size changes from 100k to 500K. The experimental results show that the FCFPIM algorithm behaves better on connect dataset, performs about 15% faster than on mushroom dataset. In which, connect dataset is more dense, namely, FCFPIM is more suitable for dense datasets. It is because the tree structure used by FCFPIM inherits the advantages of the FP-tree. In other words, the denser the data, the greater the compression of the tree, then FCFPIM will perform better.
E. THE EFFECT OF DATASET DIMENSIONS
In this group of experiments, the datasets T40I10D100K and T10I4D100K are used to evaluate the effect of data dimensions on FCFPIM algorithm performance. In FIGURE 13.(a) , the incremental data is 500K and the minimum support is set from 0.5 % to 1.3 %. The experimental results show that the FCFPIM algorithm runs faster on the T10I4D100K dataset. The execution time on the T10I4D100K dataset is approximately 16% faster than on the T40I10D100K dataset. In FIGURE 13.(b) , minimum support is configured as 0.5% and the incremental data is from 100k to 500K. The results shown in FIGURE 13.(b) are in consistent with FIGURE 13.(a). Experimental dataset T10I4D100K has a lower dimension than T10I4D100K. That is, FCFPIM algorithm is more suitable for low-dimensional datasets. This is mainly because the addition of dimensions introduces more items, including frequent items as well as infrequent items. Thus, frequency conversion of these items will often occur, which will lead to higher update overhead.
VII. CONCLUSION AND FUTURE WORK
In this paper, for most incremental mining algorithms, it is necessary to repeatedly scan the original datasets or the tree structure adjustment cost is too high, which leads to the low efficiency of incremental mining. The algorithm of FCFP-tree and FCFPIM updating strategy are proposed. The advantages of our algorithm are as follows: 1) FCFP-tree is a compressed storage structure to store the complete information of dataset; 2) During the incremental mining process, there is no need to rescan the original dataset and rebuild the tree structure; 3) A low-cost tree structure adjustment strategy is proposed for the maintenance process. However, a large number of experiments in section VI prove FCFPIM algorithm behaves slightly worse for sparse and high dimensional datasets. But overall, FCFPIM algorithm is conducive to speeding up the performance of incremental Frequent Itemsets Mining.
Since the FCFP-tree contains the complete items information, this space overhead can adversely affect the scalability of the algorithm. As a future research direction, we will introduce a metric to determine whether an item needs to be saved in the tree structure. The definition of this metric will take into account the characteristics of the data and the ratio of the new data to the original data. Besides, in the recent years, a big evolution of information technology has brought a sudden growth in data size. Such big data are not only large in size but also complex-structured. Traditional serial computing is not enough to confront with the problem. Therefore, distributed and parallel computing based on cluster environment are widely to adopted to process such huge data. Therefore, we will consider to extend FCFPIM algorithm to parallel mode to further improve the mining efficiency of FIM. In addition to performance issues of the parallel algorithm of parallel FIM systems, such as load balancing, shuffle cost, etc., will be an intriguing research direction. In addition, the practical application of FIM is also worthy of attention, we will consider applying it to celestial spectral data analysis based on previous research [48] - [50] . 
