Abstract: Environmental exposures, including some that vary seasonally, may play a role in the development of many types of childhood diseases such as cancer. Those observed in children are unique in that the relevant period of exposure is inherently limited or perhaps even specific to a very short window during prenatal development or early infancy. As such, researchers have investigated whether specific childhood cancers are associated with season of birth. Typically a basic method for analysis has been used, for example categorization of births into one of four seasons, followed by simple comparisons between categories such as via logistic regression, to obtain odds ratios (ORs), confidence intervals (CIs) and p-values. In this paper we present an alternative method, based upon an iterative trigonometric logistic regression model used to analyze the cyclic nature of birth dates related to disease occurrence. Disease birth-date results are presented using a sinusoidal graph with a peak date of relative risk and a single p-value that tests whether an overall seasonal association is present. An OR and CI comparing children born in the 3-month period around the peak to the symmetrically opposite 3-month period also can be obtained. Advantages of this derivative-free method include ease of use, increased statistical power to detect associations, and the ability to avoid potentially arbitrary, subjective demarcation of seasons.
Introduction
Cancer researchers have sought to demonstrate whether a link exists between season of birth and childhood diseases such as cancer [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . An early narrow window of susceptibility during prenatal development [14] [15] or perhaps infancy is believed to exist for childhood cancer.
These periods are characterized by rapid cell growth and division and a yet undeveloped immune system. Oncogenic viruses [16] [17] [18] and chemicals [19] [20] have been shown under laboratory conditions to readily induce cancers when applied during specific periods in development versus adulthood. Therefore, evidence of an association between childhood cancer and season of birth may suggest a role for a seasonally variable environmental exposure in its etiology. Exposure to infectious agents, pesticides, indoor environmental tobacco smoke and other sources of polycyclic aromatic hydrocarbons, and use of antihistamines are a few examples of environmental factors that conceivably may follow a seasonal pattern. Other factors of interest to consider in the study of childhood cancer and seasonality include harmonic variation in population mixing, diet, temperature, humidity, sunlight/photoperiod, levels of vitamin D3 and endogenous hormones.
A number of statistical tests for the analysis of harmonic data have been presented in the literature . This paper presents a novel and easy to use adaptation of earlier methods that is suitable for analyzing season of birth as a risk factor for diseases such as childhood cancer.
Methods
Logistic regression is used to estimate the probability for disease in relation to potential risk factors and confounding variables [43] . The technique has been widely used in epidemiologic studies, including casecontrol studies to examine the etiology of childhood cancer. Letting x 1 ,…,x r denote a study participant's values for the (r) predictor variables in a logistic regression model, the probability for disease (D) is computed as: [44] [45] . In this example, let
where ξ MAX  is determined iteratively by finding the value from 1 to 365 that maximizes the coefficient 1 b .
The maximum 3-month seasonal period of risk is found by taking the 91.25 day-wide interval centered on ξ MAX    . Analogously, the minimum risk period is found by taking the symmetrically opposite 3-month interval centered on ξ MIN .  The seasonal association is visualized by plotting 1 1 b x (i.e., harmonic displacement) against DOB over the range 1 to 365. A single p-value can be obtained as described above for this predictor variable to test whether a seasonal pattern exists. An OR for disease in the maximum versus minimum 3-month seasonal period and corresponding 95% confidence interval (CI) also may be computed, using standard methods [43] . In the case of a leap year, the 29 th day of February is recoded as calendar day 59 so that the respective year consists of 365 days.
Example
Using hypothetical childhood cancer birth-date data from a case-control study (Appendix 1), we conducted analyses using the methods described above, and for comparison, the typical, more basic method to examine whether there is a seasonal pattern in children's DOB. The identification of an underlying sinusoidal trend would be consistent with the hypothesis of a seasonally varying exposure (e.g., viruses, use of pesticides) as a possible etiologic risk factor for childhood cancer.
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Discussion
We have presented a simple, iterative logistic regression-based method to analyze seasonal data. The method represents a generalization of earlier trigonometric models yet is easier to apply and interpret. A novel aspect of the technique is its ability to optimally fit a sinusoidal curve to the underlying data by plotting harmonic displacement against calendar time. An additional key feature of this approach is the ability to obtain an overall p-value and an OR for disease in the "maximum versus minimum" 3-month seasonal period and a corresponding 95% CI. Whereas no single method provides a universal solution to handle harmonic data, the current method accommodates varying length of months, different populations at risk, adjustment for potentially confounding variables, and is fairly robust when used for small samples. The associated statistical test inherently will have greater family-wise power to detect a sinusoidal pattern when compared to chi-square methods or performing multiple pair-wise tests for seasonality. Analogous to a dose response relationship based upon a best-fitting monotonic model and a priori mechanism of action, multiplicity correction is not necessary for sinusoidal logistic regression because there is only one parameter and one statistical test. Furthermore, it takes into account the order of events (e.g., consecutively high/low time periods) and in contrast to pair-wise seasonal comparisons, the underlying definition of season in the current model is not arbitrary for a start and end date, but is determined via the model algorithm.
Several limitations may apply to the use of sinusoidal logistic regression. For example, parameter estimates may be biased if there is a discrepancy between observed values and values expected under the model. Accordingly, the data should be examined for goodnessof-fit using a standard procedure such as the HosmerLemeshow test [46] . Erroneous results may occur in the case of multiple within-year cycles or competing out-ofphase cycles resulting in a cancelling of effects (e.g., opposing seasonal effects by histologic subgroup). A minor modification can be made to the sinusoidal function to allow for multiple cycles [25-26, 34, 40] . For example, a lunar cycle having multiple peaks per year may be modeled by substituting "365" in the denominator of equation (2) with "29.53" (i.e., the number of days in the lunar cycle). When appropriate, stratification is advised in the latter situation as a means to minimize "cancelling of effects." Further, the lack of a seasonal effect does not necessarily rule out the etiologic importance of putative risk factors that vary in the environment seasonally. Conversely, the seasonal association of a specific risk factor with childhood cancer does not necessarily imply causality. As with any statistical test, the results of this method should be carefully interpreted in light of underlying limitations and biologic plausibility.
