ABSTRACT HIV-1 integrase is one of the three essential enzymes required for viral replication and has great potential as a novel target for anti-HIV drugs. Although tremendous efforts have been devoted to understanding this protein, the conformation of the catalytic core domain around the active site, particularly the catalytic loop overhanging the active site, is still not well characterized by experimental methods due to its high degree of flexibility. Recent studies have suggested that this conformational dynamics is directly correlated with enzymatic activity, but the details of this dynamics is not known. In this study, we conducted a series of extended-time molecular dynamics simulations and locally enhanced sampling simulations of the wildtype and three loop hinge mutants to investigate the conformational dynamics of the core domain. A combined total of .480 ns of simulation data was collected which allowed us to study the conformational changes that were not possible to observe in the previously reported short-time molecular dynamics simulations. Among the main findings are a major conformational change (.20 Å ) in the catalytic loop, which revealed a gatinglike dynamics, and a transient intraloop structure, which provided a rationale for the mutational effects of several residues on the loop including Q 148 , P
INTRODUCTION
The human immunodeficiency virus type-1 integrase (IN) is a key enzyme in the replication cycle of the HIV-1 virus (Asante-Appiah and Skalka, 1997). It is responsible for inserting the retroviral cDNA into the host genome, a required step for efficient viral replication. Because of its pivotal role in the replication cycle, IN has gained much attention as a novel target for drug development in recent years (Bushman, 1995; Chen et al., 2002a,b; Pani et al., 2002; Pluymers et al., 2001; Sayasith et al., 2001 ). However, drug discovery programs targeting IN have not been very successful. High-throughput screening programs have so far only identified one series of active compounds (Dayam and Neamati, 2003) and structurebased methodologies have been hampered by the lack of complete and detailed structural data. The difficulty in obtaining structural information of IN stems from the low solubility of the full-length IN, which presents a major challenge for x-ray and NMR analysis.
Despite the lack of detailed structural information, the basic outline of the IN's structural organization has been known for some time. Biochemical studies (Engelman and Craigie, 1992; Johnson et al., 1986) have revealed that IN is organized into three domains: the N-terminal domain, the core domain, and the C-terminal domain. Mutagenesis studies have located the catalytic site to the core domain and identified a conserved three-residue motif (D,D 35 -E) common in many other retroviral INs and transposases (Engelman and Craigie, 1992; Kulkosky et al., 1992) . Thus, the core domain has been the focal point of the structurefunction investigations.
Based on functional analogy, a possible catalytic mechanism patterned after that of the Escherichia coli DNA polymerase I has been proposed (Beese and Steitz, 1991) . However, crystallographic analysis of the core-domain has shown that the three-dimensional structure around the active site has a high degree of flexibility (Bujacz et al., 1996; Dyda et al., 1994; Greenwald et al., 1999) , and the true active conformation of IN is still not completely determined. Without more detailed structural information about the structural and dynamical properties of the active site, the structural mechanism of the IN remains unsolved. One of our long-term objectives is to understand the structural mechanism through theoretical modeling. To help better define the scope of this study, we briefly summarize the relevant experimental and theoretical findings of the IN to date.
As a DNA manipulating enzyme, IN catalyzes two major reactions during the integration process: 39-processing and strand transfer. In the first step, known as 39-processing, just after the viral RNA genome is reverse transcribed into double-stranded linear cDNA (Brown et al., 1987; Lobel et al., 1989) by reverse transcriptase, IN recognizes two conserved nucleotides (59-CA-39) and removes two terminal nucleotides (59-GT-39) 39, exposing the 39-hydroxyl group of A for use in nucleophilic attack in the next step of catalysis (Gallay et al., 1995) . After 39-processing, IN stays bound to the viral DNA and forms a preintegration complex. In the second reaction, known as strand transfer or joining, IN catalyzes a concerted insertion of the viral DNA into the host genome using the previously exposed 39-hydroxyl groups of the viral DNA. A 5-bp gap between the insertion points results in a 5-bp duplicate sequence flanking each side of the inserted provirus.
Because these two steps utilize the same active site and yet involve different substrates, it has been postulated that the active site conformation of IN may be different for each step. This view is supported by a recent study in which selective inhibition of the strand transfer reaction but not the 39-processing reaction was observed (Espeseth et al., 2000) . Further evidence of the conformational flexibility arose from the crystallographic analysis of the core-domain, which showed that the three-dimensional structure around the active site has a high degree of flexibility (Bujacz et al., 1996; Dyda et al., 1994; Greenwald et al., 1999) .
In the available crystal structures of IN, the core domain consists of an a/b-fold with five b-strands at the center, sandwiched by six a-helices (Fig. 1) . On each side of the b-core is a surface loop. The first loop (139-152) is located near the conserved catalytic triad containing several conserved residues. We refer to it here as the catalytic loop. Three conserved acidic residues (D 64 , D 116 , E 152 ) form a catalytic triad motif commonly found in other retroviral INs and transposases (Engelman and Craigie, 1992; Kulkosky et al., 1992) right below the catalytic loop (see Table 2 for schematics). Because of its proximity to the active site, we are most interested in the dynamics of this loop.
In a recent mutagenesis study on the core domain by Greenwald et al. (1999) , the flexibility of the catalytic loop overhanging the active site was found to correlate with enzymatic activity. In that experiment, the glycine residues at each end of the catalytic loop (G 140 and G 149 ) were mutated into alanines. The prevalent effect of the mutations is to decrease the loop flexibility as shown by crystallographic analysis that demonstrated the reduced temperature factors of the mutants in the loop region. Because of the reduced flexibility, G149A and G140A mutants exhibited ninefold and 18-fold reduction in activity, respectively, and the G140A/G149A double mutant was virtually inactive. Thus, it is now clear that the flexibility of the loop is essential for IN's enzymatic activity.
Yet, despite accumulation of several crystallographic structures of the core domain, this important catalytic loop has often been found to be either completely disordered or poorly ordered in crystals, and its structure and dynamics could have been influenced by the neighboring units through crystal contacts. Much less is known about the flexibility of the loop. What are the major modes of its native motion and how do the loop hinge mutations affect the native modes of dynamics? What are the conformations accessible to the loops in solution? How does the energy landscape look in the vicinity of the preferred (native) conformation? Answers to these questions are central to our understanding of IN's function. However, these questions cannot be easily derived from the crystal structures. It is also interesting to understand the crystal packing effect on the dynamics of exposed loops.
In this study, we conducted an extensive set of molecular dynamics (MD) simulations to explore the conformational space around the crystallographic native state of IN's core domain. To circumvent the limited conformational sampling ability of molecular dynamics simulations at room temperature, we chose a three-stage simulation strategy. In the first stage, we used multiple-trajectory short-time simulations. By combining the sampling ability of the multiple trajectories, we expect to sample more conformational space than single trajectory of the same length. In the second stage, we selected the most interesting trajectory in which the loop reached positions closest to the active site from the ensemble of the multiple trajectories and extended it to a much longer timescale to probe more fully the time-dependent aspect of the dynamics.
By using this two-tiered approach, we successfully followed the loop from its open state to a relatively stable closed state. The closed conformation was observed after ;8 ns of simulation in one trajectory and took another ;2 ns to become completely closed. Once closed, the loop remained in that state for nearly 30 ns. To further enhance the sampling around the closed conformation, we applied the locally FIGURE 1 Schematics of the IN core domain. Backbone of the loop is colored in yellow (residues 141-148), the two hinge residues are colored in blue; the green sphere is the Mg 21 ; the three conserved catalytic residues are highlighted in red; the two prolines in the loop are also highlighted in stick representation. The figure was prepared using the PyMol software (DeLano, 2002) . enhanced sampling (LES; Elber and Karplus, 1990) method to the closed state conformation. The enhanced sampling allowed us to observe the reopening event of the loop within ;4 ns of LES simulation time.
These simulations were further complemented by the simulations of the three loop hinge mutants (G140A, G149A, and G140A/G149A). Our results indicated that this large-scale loop motion was not observed in the mutant structures within the simulation timescale. Comparison of the major conformational states sampled by the three mutants to that sampled by the wild-type showed that the differences are mainly concentrated in the catalytic loop region. Because the gating motion was significantly hampered (completely eliminated in the case of the double mutant), we believe that this conformational dynamics is functionally relevant and is likely to play a role in catalysis.
In the following sections, we present the details and results of our simulation and discuss the implications of our findings in the context of IN structure-dynamics-function relationship and IN specific inhibitor design.
THEORETICAL METHODS

Model building
Four molecular systems were constructed, the wild-type IN, the G140A mutant, the G149A mutant, and the G149A/G140A double mutant. The wild-type model was constructed from chain B of the crystal structure 1QS4. ), we chose to include single Mg 21 in the simulations to probe the dynamics of the core domain in its apo-state when FIGURE 2 RMSD versus time. The horizontal axes represent RMSD values in Å , and the vertical axes represent time in nanoseconds. The RMSDs were calculated using C a atoms only and fitted to the initial structure of each simulation. The black lines represent the RMSD of the whole protein, and the shaded lines represent the RMSD without the loop region (residue 140-149, 186-196) .
only one metal ion is bound. The missing coordinates were homology modeled from chain B of 1BIS, which contains these two missing residues, using the SwissPDB software (Guex and Peitsch, 1997 ). The completed models were then subjected to 200 cycles of steepest descent energy minimization using the GROMOS force field available in the SwissPDB software, allowing only residues 140-143 to move while holding the rest of the protein fixed. The tleap module in AMBER7 (Case et al., 2002) was used to prepare the input files for simulations. The Duan et al. (2003) force field (also known as ff03) was selected to represent the molecular mechanical potentials. Our experience has shown that this force field has a reasonable balance between the a-helix and b-strand conformations and therefore is more appropriate for extended-time simulations of proteins whose structure contains both a-and b-structural elements. Hydrogens were added with the tleap program as well, and protonation states of the ionizable side chains were assigned according to values previously predicted (Lins et al., 1999) by the UHBD (Madura et al., 1995) program. (The neutral H 114 was protonated at the e-position, whereas the rest of the ionizable side chains were kept at their standard protonation states.) The completed model was then solvated with TIP3P water (Jorgensen et al., 1983) in a box measuring 73 3 77 3 60 Å 3 . The system was neutralized with two Cl ÿ ions. Both mutations introduced in the 1QS4 structure to aid in crystallization (F 185K and W 131E ) were changed back to their wild-type identities since we are interested in the dynamics of the domain in its native form. The parameters of Cl ÿ and Mg 21 ions were taken from the standard AMBER database.
The three mutant models were constructed by replacing the appropriate residues in the above wild-type model with the mutant residues using the SwissPDB software. These mutated structures were then energy minimized, solvated, and neutralized as outlined above.
Explicit solvent molecular dynamics simulations
The initial solvated structures were first subjected to 200 steps steepest descent energy minimization, whereas the solute atoms, including both the protein and the Mg 21 ion, were restrained by a harmonic potential with a force constant of 100.0 kcal/mol/Å 2 . After the initial solvent minimization, the entire system was minimized using 200 steps of steepest descent minimization without harmonic restraints.
The minimized structures were then subjected to an equilibration protocol in which the temperature of the systems was gradually raised from 100 K to 300 K over a 10-ps period while holding both the volume and temperature constant, followed by another 10-ps of solvent density adjustment at 300 K by holding the temperature and pressure constant while allowing the volume to change. The initial velocities were assigned randomly from a Maxwellian distribution at 100 K. At the end of the equilibration, the average temperature of the final 5 ps was ;300 K, and the average density was ;1.0 g/ml. Long range electrostatic interactions were treated with the particle mesh Ewald (Darden et al., 1993) method. Periodic boundary conditions were applied via both nearest image and the discrete Fourier transform implemented as part of the particle mesh Ewald method. All bonds involving hydrogen atoms were restrained using the SHAKE (Ryckaert et al., 1977) algorithm, allowing larger time steps (2 fs) to be taken. Global translation and rotation of the system (solvent and solute) was removed every 100 integration steps during the simulation.
The initial 20-ps stage was designed to equilibrate those particles that were added during the initial model-building process, including water molecules and hydrogen atoms, and to allow the systems to be solvated adequately. It was not intended to bring the system into ''thermodynamic equilibrium''. Therefore, the initial 20-ps trajectories were discarded and were followed by the production stage in which both pressure (1.0 ATM) and temperature (300 K) were held constant by Berendsen's coupling scheme. This allowed us to monitor the conformational transitions from the early stages. On the other hand, the first 5 ns of trajectories were excluded from more quantitative analyses, such as B-factor calculation, population, and distribution, to allow adequate equilibration of the system. In the latter cases, the effective equilibration phase was more than 5 ns in each trajectory.
A set of 44 independent simulations (11 for each model system) was conducted using the same simulation protocol. These multiple trajectories allow us to study events that are one order of magnitude slower than the simulation time of the individual trajectories. In this case, the 11-trajectory sets allowed us to study the events of ;100-ns timescale. The differences among the trajectories for each system were the initial velocities, which were assigned by choosing different random number seeds. These trajectories sampled different regions in the phase space and conformational space, as clearly shown in root mean-square deviation (RMSD) plots (Fig. 2) . These multiple trajectories were intended to examine the consistency of the 
Explicit solvent molecular dynamics simulations with LES
In this set of simulations, we took one structure from each model as our starting structures for LES simulations. The wild-type structure was taken from the final snapshot of the 40-ns extended MD simulation. Because none of the mutant loops were closed, we arbitrarily took the final structures of the last run (run 11) as starting points. We then divided the loop into three regions (140-143, 144-146, and 147-149) and replaced each segment with five duplicate copies by using the addles module in AMBER7. All copies belonged to the same region and had the same initial conformation as that of the template structure but were given different initial velocities to permit divergence. Four nanoseconds of data were collected for each model.
Conformation clustering
A heuristic clustering approach was used to characterize the snapshots of the MD simulations based on the C a -RMSD of the loop region. In this method, a snapshot may become a member of its closest cluster if the C a -RMSD is smaller than a given cutoff (1.5 Å ), otherwise a new cluster is created. The C a -RMSD was calculated after rigid body alignment of the loop and the two bracing secondary elements (the b-strand N-terminal to the loop and the a-helix C-terminal to the loop) with respect to the average structure of the cluster. This method is semilinear and is rather efficient for clustering large data sets. However, it is a heuristic method and is inherently approximate. The error margin is related to the cutoff used in the clustering; clusters generated using a small cutoff can be highly accurate. To further enhance the accuracy, the clusters were filtered by removing structures that were far away from the average of the cluster as measured by the RMSD. The removed snapshots were then compared to the existing clusters.
RESULTS AND DISCUSSION
Multiple trajectory (10-ns) results Fig. 2 shows the main-chain RMSD of the protein core, excluding the loop regions, and of the whole protein for all 44 trajectories. The core RMSD averaged over individual trajectories ranged from 0.89 Å to 1.27 Å with an overall 1.05 6 0.09 Å when averaged over all 44 trajectories. The RMSD indicated that the overall structures were well maintained; the protein core was quite stable throughout the simulations. This high stability is clearly demonstrated by the B-factors calculated from the simulations (discussed later). On the other hand, the loops showed notably higher degrees of fluctuations, as exemplified by the overall RMSD of the whole protein. When the entire protein was considered, the average main-chain RMSD ranged from 5.00 Å to 2.56 Å for an overall average of 3.27 6 0.41 Å . The large RMSD indicates that loops underwent conformational changes.
Crystal structures of the wild-type (1B2D), G149A mutant (1B92), and G149A/G140A double mutant (1B9F) were solved by Greenwald et al. (1999) . The structure of the single mutant G140A has yet to be solved due to poor crystallization. In Fig. 3 we compared the crystallographic B-factors to those calculated from our MD trajectories by B ¼ ð8p 2 Þ= ð3ÞAEDr 2 ae where AEDr 2 ae is the mean-square atomic fluctuation averaged over the last 5 ns of the 11 simulations on each of the wild-type and mutants. The correlation between the experimental values and the MD calculated values, excluding the loop regions, were in the range of 0.7 to 0.8.
One notable difference is found in the interface loop region where the crystallographic B-factors in all of the crystal structures are generally lower than the MD B-factors. This is mainly due to crystal packing effects. In the case of 1QS4, the interface loop is packed against another subunit. In the case of 1B9D and 1B9f, the loops are packed against structures from neighboring unit cells due to crystallographic symmetry. By comparison, the MD simulations mimicked the protein in solution phase; there were no protein neighbors to form stabilizing interactions with the interface loop, hence the interface loop was allowed a greater degree of freedom.
Although the B-factor offers a convenient yardstick by which one can compare experimental and simulation results, one should note that the crystallographic B-factor measures both the thermal fluctuation (including conformational heterogeneity of the proteins) and global translation and rotation. In our calculated B-factors, however, the global translation/ rotation has been removed by rigid-body alignment. Therefore, one might expect that the calculated B-factors should be smaller than the experimental ones. However, one should also consider other factors, such as crystal packing, which can play a role and can reduce the flexibility of the parts involved in the crystal contacts. Notwithstanding these differences, comparison with crystallographic B-factors offers a qualitative assessment of the simulations.
To summarize the nearly 40,000 snapshots, we performed a clustering analysis using the heuristic algorithm outlined in the Methods section. Note that in this analysis, only the conformational states of the catalytic loop were clustered to highlight the conformational transitions of the loop observed in the simulations. The clustering was based on the C a -RMSD computed by aligning the loop and the two bracing secondary elements, b-5 (residues 135-149) and a-4 (residues 150-160), from each end of the loop.
Figs. 4-7 show the representative structures of the clusters identified. As shown in the figures, the majority of the loop conformations are distributed in various types of open conformations. Among the clusters generated from the wildtype simulations (Fig. 4) , clusters 6 and 8 are in the closed form. The main difference between these two clusters is at the P 142 /P 145 . The loop conformational change in cluster 8 is mainly localized on residue P 142 , whereas in cluster 6, both P 142 and P 145 have changed position. The closed conformation makes up ;3% of all snapshots (Fig. 4, clusters 6 and 8) . Given a total of 110 ns simulations, we would estimate a time constant of ;3.6 ms, assuming a two-state kinetics. Thus, the event is a relatively slow process. On the other hand, the small fraction of closed conformation observed in the LES simulation (discussed later) suggests that the loop favors the open conformation. This is in agreement with the currently available crystallographic structures whose resolved portion of the loop is mostly found in the open conformation.
Another interesting conformation is cluster 7 shown in Fig.  4 in which the loop is bent backward with Y 143 pointing away from the active site, making contact with the hydrophobic patch consisting of residues I 60 , V 79 , and A 80 . This provides a possible explanation for the reduced activity of Y143L mutation (Table 1) . A possible scenario is that the L 143 of the mutant makes stronger contact with the hydrophobic patch and stabilizes the loop into the open conformation.
Extended-time MD results
To explore the loop motion in greater detail, we extended the wild-type trajectory that showed the closed conformation to ;40 ns (including the initial 10 ns) and closely monitored the conformational state of the loop. Fig. 8 a shows the time course of C a -RMSD of this extended wild-type simulation. To facilitate tracking the position of the loop, we defined two planes (one for the loop, one for the active site) and monitored the angle and distance between the two planes as a measure of the gating motion. The loop plane is made up of the two hinge-C a atoms and the Y 143 -C a atom; the active site plane is made up of the two hinge-C a atoms and the Mg 21 atom. Fig. 8 b shows the gate behavior as a function of time.
Starting from the initial open conformation, the loop began to dip forward toward the catalytic triad at ;8 ns. By 10 ns, the loop was completely bent over and assumed a closed conformation. It remained in the closed conformation for another 10 ns and then opened slightly for a brief moment at ;20 ns before closing again for another 20 ns. We stopped the simulation after seeing that the loop attempted to open up (see Fig. 4 , cluster 5) for a second time at ;40 ns when the loop appeared to move upward but did not return to the completely open position found in the initial structure.
To characterize the snapshots of this long simulation, we also performed a clustering analysis using all snapshots from this trajectory. Four major clusters were found in this trajectory, two in the closed state and two in the open state. Fig. 9 shows the backbones of these four states superposed on one another and the position of Y 143 in each structure. In extending the simulation, our goal was to gain a more complete view of the loop dynamics and to gain insights into the perturbations due to the mutations. To facilitate our analysis of the motion, we applied essential dynamics (ED) analysis. ED analysis (Amadei et al., 1993 ) is a motion analysis technique that was developed specifically to reduce the complexity of the data to aid in the extraction of meaningful insights. In this analysis, the principal components of the protein's motion are extracted from the variancecovariance matrices DA ij ¼ AEðx i ÿ x x i Þðx j ÿ x x j Þae where x i and x j are, respectively, the ith and jth dimension of the coordinates from which the fast modes of local motions and thermal fluctuations are filtered out to reveal the slower, correlated modes of motions that are more likely to be relevant to biological function. In our analysis, we selected the C a atoms to describe the backbone conformations, and the variance-covariance matrices were calculated by averaging over the simulations. The results of the ED analysis are the collection of eigenvectors that represent the correlated modes of motion and their associated eigenvalues that specify the amplitudes of the motion. Earlier studies have shown that, when reduced to the essential space, the first few eigenvectors are sufficient to describe most of a protein's correlated motions (de Groot et al., 1996) . Herein we present only the first essential modes for the extended-time simulations. For comparison, we also show the representative ED modes for the three mutants.
In Fig. 10 , we show the maximum (red) and minimum (yellow) projected structures of the first essential mode for each of the four systems. They were superimposed to highlight the extrema of each essential motion. In the wildtype simulation, the primary mode of motion is the opening and closing of the catalytic loop. The red and yellow spheres in the middle of the loop represent Y 143 at the minimum and maximum positions, respectively. This residue occupies the The abbreviations for each of the columns are Res, Residue number; Mut, nature of the mutation; CI, 39-processing activity; IN, strand transfer activity; DIS, disintegration activity. Numbers are in percent activity. *van den Ent et al. (1998) . y Leavitt et al. (1993) . z van Gent et al. (1992) . § (Gerton et al. (1998) . { Engelman and Craigie (1992) . yy Cannon et al. (1994) .
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tip of the loop and has been implicated in catalysis (Beese and Steitz, 1991; Chen et al., 2000; Esposito and Craigie, 1998; van Gent et al., 1993) . In the ''loop closing'' mode, the Y 143 was brought closer to the other three catalytic residues (also depicted in spheres of red and yellow) to form a fourpoint active site configuration. The distance between the C a atoms of Y 143 in the two projected structures is 13.8 Å . This large-scale motion has never been observed in previous MD simulations largely due to the smaller timescales sampled in those simulations, and hence represents a new possible active site conformation. The blue and magenta spheres represent the positions of the two loop hinges, and the bottom two green spheres represent the positions of T 66 and S 119 . We show these two residues as anchoring points around the active site to facilitate the visual comparison.
In comparison to the wild-type, the catalytic loop in the three mutant systems showed significant reduction in mobility. The G149A single mutant still retained some residual wild-type loop motion with a 7.07 Å maximum separation between the open and closed conformations (C a of P 145 ), but the catalytic loop in the G140A mutant was virtually stationary and the double mutant showed a slight backward bending motion that formed a more open active site configuration.
The geometry of the IN catalytic loop is asymmetric and contains one proline residue near each end of the loop (P 142 and P 145 ). Because proline side chains are rigid in nature, these two residues are responsible for much of the ordered internal structure of the loop. In the open conformation of the loop, the C g atom of P 142 points toward the active site, whereas the C g atom of P 145 points away from the active site. In the completely closed conformation, the orientations of these two residues become reversed. As in most b-a types of loops (Oliva et al., 1997) , the region near the C-terminal end, around P 145 , has a more helical character and the region near the N-terminal end, around P 142 , has more of an extended and b-character. During the simulations, residues P 145 , Q 146 , and S 147 form a transient 3 10 -helix ;20% of the time in the wild-type, 50% in G149A, 37% in G40A, and 12% in the G140A/G149A double mutant. Available mutagenesis data show that P 145 and Q 148 are particularly sensitive to mutations, suggesting that the transient 3 10 -helical region plays a role in IN's function. Because of the extensive hydrogen-bonding interactions involved, we hypothesize that the hydrogen-bonding network in this region might contribute to the loop motion.
The role of Y 143 in catalysis has received some attention recently. Based on the proposed structural arrangement of the active site of E. coli polymerase I (Beese and Steitz, 1991) , it has been suggested that the role of Y 143 may be to similarly stabilize the activated water molecule. Mutagenesis studies have shown that mutations at this position shift the preference of nucleophile during the 39-processing reaction from water to alcohol (van Gent et al., 1992 (van Gent et al., , 1993 Vink et al., 1991) , which appears to support this hypothesis.
In our simulations, we observed that the wild-type Y 143 side chain has a high degree of mobility as shown in Fig. 11 . Interestingly, in the three mutant simulations, the orientations of Y 143 are predominately pointing toward the active site. This change of orientation was previously interpreted as FIGURE 9 Wall-eyed stereogram of the four representative conformations identified from the 40-ns wild-type simulation. The catalytic loop is color coded to correspond to the color coding scheme of Table 2 (maroon, cluster 1; blue, cluster 2; red, cluster 3; and pink, cluster 4). The three conserved catalytic residues are colored by atom (C, green; O, red; and H, white) . The Mg 21 ion is shown in sphere representation. 
Closed to open transition by LES
The limited simulation time, although already considerably long in comparison to the typical simulations on systems of similar size, precluded the possibility of the observation of reversible open-close events. This could largely be due to kinetically trapped closed or open conformations. In the extended-time simulation, once the loop entered into the closed conformation, it never completely opened up again throughout the 40-ns trajectory. In other 10-ns simulations, despite the large degree of conformational flexibility in the loop regions, reversible conformational changes were rare because of the timescale. One interesting question was the following: can the loop in the completely closed conformation open up again? This question can be more effectively addressed by advanced sampling techniques such as LES (Elber and Karplus, 1990; Roitberg and Elber, 1991) without resorting to exceedingly long conventional MD simulations. The LES method is based on a mean-field theory in which enhanced sampling is achieved through making multiple copies of parts of the protein. As a result of enhanced sampling, the barriers separating local minima in the LES calculation are lower, which enhances the probability of barrier-crossing events. In these simulations, the multiple copies are allowed to diverge in the simulations by assigning different initial velocities.
The starting structures of the LES simulations were taken from the final structures from either the extended simulations or from one of the trajectories. These structures were already well equilibrated in terms of side-chain orientation and solvent environment because they were subjected to at least 10 ns of MD simulation. We observed that the divergence of the copies in all four systems leveled off after ;1 ns of simulation, and in the case of the double mutant, there was even a slight decrease (data not shown). In the wild-type LES simulations, we observed that the loop returned to its open conformation after 1.5 ns and remained open for the remainder of the simulation. In the three mutants, the LES simulation also resulted in the open form of the loop. In short, the LES simulations suggest that the open conformation is the preferred state of the catalytic loop. This is in agreement with the experimental observations that the loops are in the open state. Nevertheless, our simulations, starting from the open conformation, were able to sample the closed conformation.
The mobility observed in the simulations highlights the need to take into account protein dynamics to design effective inhibitors. In the case of IN, the conformational flexibility is intimately linked to the active site conformation. The high degree of flexibility implies plasticity of the active site and the ability to accommodate changes (e.g., mutation). It also implies that the active site may undergo considerable conformational changes upon binding to ligands. If so, one may wish to consider the correlated motions between ligands and IN to design effective inhibitors. In the closed conformation, the loop actually forms a canopy overhanging the active site, forming a deeper pocket than the open form. We speculate this conformation may be used to identify ligands that may stabilize the closed conformation of IN. The benefits of such a ligand are twofold. In addition to the obvious benefit that it may be a lead compound for further inhibitor design, it may also serve as an experimental tool to investigate the dynamics of the loop.
In light of the high degree of conformational variability exhibited by the loop, one may conclude that the functionally important catalytic loop is much less ordered than the rest of the protein. One may also anticipate that binding to the substrate can reduce the mobility and make the loop more ordered. Because of close proximity, the active site significantly changed its shape when the loop moved from the open form to the closed form (Fig. 12) . Clearly, for efficacy of drug design, these structural variations should be explored.
We superimposed 5CITEP onto the binding site of the wild-type open and closed conformations obtained from clustering analysis. The location of 5CITEP also overlaps in FIGURE 12 Molecular surface representation of three representative structures from the wild-type simulations and the crystal structure 1QS4, chain A, with the inhibitor 5CITEP superimposed in the active site using the orientation and position found in the crystal structure. The blue patches represent residues K 156 , K 159 known to interact with DNA; the red patches represent the three conserved catalytic residues; the yellow patches represent the catalytic loop; and the green patches represent the newly identified alternative binding trench for 5CITEP from docking studies by Schames et al. (2004) . Some residues belong to both the loop region and the trench region ( between the E 152 and D 64 where the second metal ion is supposed to coordinate during catalysis. This suggests a possible mechanism for 5CITEP's inhibitory action. Note that the green patch actually makes up the underside of the loop and becomes buried in the closed conformation. In the open form, this ''trench'' is fully exposed and forms a very well-defined shape for binding of ligands, but in the closed form, the trench is completely buried. These conformations may offer a better platform for further structure-based inhibitor design efforts. We speculate that a bidentate ligand fitting into both binding sites may be a stronger inhibitor that can bind across the grooves formed by residues C 65 , T 66 , H 67 , Q 92 , Q 148 , E 152 , K 156 , and K 159 . An example of such a ligand is the L-chicoric acid that has two rigid wings joined by a common flexible center. This may provide an explanation of why the L-chicoric acid is so far the most potent IN inhibitor.
Inasmuch as the active form of IN in vivo requires at least a dimer, the conformational change involved may not be limited to the secondary or tertiary structural levels; it may likely extend to the quaternary structural level as indicated by the dynamic nature of the interface loop (data not shown). But because the full-length structure of the IN is still unavailable and the exact functional multimeric state of IN has not been unambiguously determined, our research focus is on understanding the structure and dynamics of the core domain.
CONCLUSIONS
The IN is an interesting enzyme both because it is clinically important and because it is a member of the transposase/IN family of enzymes that are believed to be the main driving forces behind evolution. In this study, we focused on understanding the structure-function-dynamics relationships of the catalytic core domain, paying special attention to the catalytic loop. Starting from the experimental 5CITEP-bound crystal structure, our simulations demonstrated largescale conformational changes of the catalytic loop. Analysis of protein loop conformations is a notoriously difficult task because they do not have easily identifiable regular geometric patterns. Until recently, analysis and classification of loops were done manually, and languages used to describe these structures remained mostly qualitative (Espadaler et al., 2004; Oliva et al., 1997 Oliva et al., , 1998 Turcotte et al., 2001) . In our work, we have attempted a systematic characterization of the loop dynamics in an effort to further our understanding of this important enzyme. We summarize the lessons learned as follows:
The wild-type catalytic loop has a slow mode of motion that closes and opens the space around the active site, and the transient formation of a 3 10 -helical structure by the residues around P 145 appears to be a major influence in the dynamics of the loop. Because the hinge mutations sterically hinder the loop from closing, the associated loss of activity strongly suggests that this closing-opening conformational change is functionally important. The seven conformations identified by clustering analysis provide a starting point for further work on docking and virtual screening studies. The dynamics of Y 143 has been further clarified in our simulations and is closely linked to the loop conformation. Judging from the high flexibility rendered by the catalytic loop, one may speculate that the role of the loop is to provide the mobility to allow Y 143 to access the substrate easily and to allow easy release of the products.
