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Abstract
We consider the inverse problem of finding unknown elastic parame-
ters from internal measurements of displacement fields for tissues. The
measurements are made on the entirety of a smooth domain. Since
tissues can be modeled as quasi-incompressible fluids, we examine the
Stokes system and consider only the recovery of shear modulus dis-
tributions. Our main result is to establish Lipschitz stable estimates
on the shear modulus distributions from internal measurements of dis-
placement fields. These estimates imply convergence of a numerical
scheme known as the Landweber iteration scheme for reconstructing
the shear modulus distributions.
1 Introduction
We consider the problem of Magnetic Resonance Elastography (MRE). Us-
ing internal measurements of time-harmonic displacement fields offers the
possibility of a high-resolved reconstruction of shear modulus distributions,
in MRE; see [9]. High resolution is important in the detection of cancerous
anomalies in their early stages [2].
In this paper, we provide stability estimates for reconstructing the shear
modulus from internal measurements of displacement fields. For doing so,
we first reduce the time-harmonic elasticity system to the Stokes system.
Then we will follow the general approach in [12]. Our other main references
are [18, 20, 24, 28]. See [3, 4, 9, 16, 22, 25, 23, 27] for recent works on
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†Department of Mathematics and Applications, Ecole Normale Supe´rieure, 45 Rue
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the inverse problem in MRE. For recent books and reviews on other inverse
problems from internal measurements we refer to [2, 17, 21, 23].
From a mathematical standpoint, inverse problems from internal mea-
surements typically involve more measurements than parameters of interest
and allow the recovery of the interesting parameters from an often redun-
dant system of partial differential equations. Many times exact algebraic
inversions may not be available. This paper addresses the specific problem
of the Stokes system. We reduce the problem of finding the shear modulus to
the inversion of an over-determined system of partial differential equations.
We prove that under certain hypotheses, this system is elliptic and satis-
fies the Lopatinskii condition. Moreover, we show that in three dimensions
additional internal measurements are needed. For other stability results on
inverse problems from internal data for scalar equations we refer the reader
to [5, 6, 11, 15, 18, 26].
Ultimately the goal of examining Stokes system is their use in MRE to
detect cancerous anomalies. We use the stability analysis of elliptic systems
to prove the convergence of a numerical scheme known as the Landweber
iteration scheme. This iteration scheme has already shown success in other
simpler models [7].
The paper is organized as follows. In section 2 we derive the Stokes
system from the elasticity equations as the compressional modulus goes to
infinity. In section 3 we provide some preliminary results on over-determined
systems of partial differential equations. Section 4 is to prove the stability
result of reconstructing the shear modulus from internal measurements of
the displacement field in three dimensions. In section 5, the two dimen-
sional case is considered. In section 6 we state the convergence result of the
corresponding Landweber scheme. The paper ends with some concluding
remarks.
2 Derivation of Stokes System from Elasticity Equa-
tions
Let Ω denote a simply-connected compact and smooth domain in Rd where
d = 2, 3 with C∞-boundary ∂Ω. We consider
f(x) = (f1(x), f2(x), . . . , fd(x)) : Ω→ Rd.
We use the Einstein summation convention for the rest of this paper.
For two matrices A and B, we let
A : B = aijbij .
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We define the Hilbert spaces Hm(Ω)d for m ∈ N, as the completion of the
space of f(x) ∈ C∞c (Ω)d such that
m∑
i=1
∫
Ω
(∇if(x) : ∇if(x) + |f(x)|2) dx <∞.
We write |∇f |2 = ∇f : ∇f from now on. For any u ∈ H1(Ω)d, we let
2∇su = ∇u+ (∇u)t,
where ∇u is the matrix (∂jui)di,j=1 with ui as the i-th component of u, and
the superscript t denotes the transpose. Let µ(x) ∈ C1(Ω), then we define
the conormal derivative
2
∂u
∂ν
= µ(x)
(∇u+ (∇u)t)n,
where n is the outward unit normal to the boundary ∂Ω.
We consider the following boundary value problem for the elasticity equa-
tions

∇(λ(x)∇ · uλ) + ω2uλ(x) + 2∇ · µ(x)∇suλ(x) = 0 in Ω,
uλ(x) = F (x) on ∂Ω
(2.1)
with µ(x), λ(x) ∈ C1(Ω¯) the Lame´ coefficients (respectively, the shear and
the compressional modulus) satisfying
λ ≥ λmin = min{λ(x) : x ∈ Ω¯} > 0, (2.2)
µ ≥ µmin = min{µ(x) : x ∈ Ω¯} > 0. (2.3)
The solution uλ(x) is such that
uλ(x) : Ω→ Rd.
It is known that the solution uλ(x) exists and is unique. In particular,
∇suλ(x) ∈ L2(Ω)d if F (x) ∈ H1/2(∂Ω), λ, µ ∈ L∞(Ω) and satisfy (2.2)
and (2.3) and ∇suλ(x) ∈ H4(Ω)d under the additional assumptions that
µ(x), λ(x) ∈ C4(Ω¯), F ∈ H9/2(∂Ω)d. We need the latter regularity assump-
tion for later stability estimates in sections 4 and 5.
The Poisson ratio σ of the anomaly is given in terms of the Lame´ coeffi-
cients by
σ =
λ/µ
1 + 2λ/µ
.
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It is known in soft tissues σ ≈ 1/2 or equivalently λ >> µ. This makes
it difficult to reconstruct both parameters µ and λ simultaneously [19],[14].
Therefore we first construct asymptotic solutions to the problem (2.1) when
λmin →∞. We loosely follows [4] and [8] which consider piecewise constant
Lame´ coefficients. We show that in the limit, the elasticity equations (2.1)
reduces to the following Stokes system

ω2u(x) + 2∇ · µ(x)∇su(x) +∇p(x) = 0 in Ω,
∇ · u(x) = 0 in Ω,
u(x) = F (x) on ∂Ω,
∫
Ω
p(x) dx = 0.
(2.4)
Theorem 1. Suppose that ω2 is not an eigenvalue of the problem (2.4) with
F (x) = 0, then there exists a positive constant C which is independent of λ
such that the following error estimates hold for λmin large enough
||uλ − u||H1(Ω)d ≤
C√
λmin
. (2.5)
Proof. We recall the following identities ∀v ∈ H1(Ω)d:∫
Ω
(∇p) · v dx = −
∫
Ω
(∇ · v)p dx+
∫
∂Ω
(v · n)p dx (2.6)
and ∫
Ω
∇ · (µ∇su) · v dx = −2
∫
Ω
µ∇su : ∇sv dx+
∫
Ω
∂u
∂ν
· v dx. (2.7)
We will also need the following lemma.
Lemma 1. [Korn’s inequality] Let Ω be as above. Let u ∈ H10 (Ω)d then∫
Ω
|∇u|2 dx ≤ 2
∫
Ω
|∇su|2 dx,
Proof. c.f., for instance, [3].
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We first prove that if ω2 is not an eigenvalue of (2.4) then for λ sufficiently
large it is not an eigenvalue of the problem (2.1). We start by assuming that
v is in fact an eigenvector for (2.1) but not for (2.4). We integrate by parts
using (2.6) and (2.7) to obtain the following identity∫
Ω
λ|∇ · v|2 dx+ 4
∫
Ω
µ|∇sv|2 dx = ω2
∫
Ω
|v|2 dx.
Without loss of generality, we assume that v is normalized in L2(Ω)d. Then∫
Ω
|∇ · v|2 dx ≤ ω
2
λmin
.
Setting q = λ∇ · v in (2.1) , we see that the following holds

ω2v(x) + 2∇ · µ(x)∇sv(x) +∇q(x) = 0 in Ω,
∇ · v = O
(
1√
λmin
)
in Ω,
v(x) = 0 on ∂Ω,
(2.8)
where the term O
(
1√
λmin
)
is in the space L2(Ω)d. Because ω2 is not an
eigenvalue of (2.4) by assumption, then there is a constant C by Poincare´
Inequality and Lemma 1 such that
||v||L2(Ω)d ≤
C√
λmin
.
Recalling that v is normalized in L2(Ω)d, this is impossible for sufficiently
large λmin. Hence we can conclude that ω
2 is not an eigenvalue of (2.1). It
follows that if the system (2.4) has a unique solution then so does the system
(2.1).
For the second step, we prove (2.5). We denote uE = uλ− u where uλ, u
are solutions to the problems (2.1) and (2.4) respectively. It is clear that
uE = 0 on ∂Ω.
We can derive the following energy identity by subtracting (2.4) from
(2.1) and using (2.6) and (2.7):∫
Ω
λ(x)|∇ · uE |2 dx+ 4
∫
Ω
µ(x)|∇suE|2 dx− ω2
∫
Ω
|uE |2 dx =
∫
Ω
p∇ · uE.
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Let the bilinear form B(·, ·) on the space H10 (Ω)d be denoted by
B(v, v) =
∫
Ω
λ(x)|∇ · v|2 + 4
∫
Ω
µ(x)|∇sv|2 dx,
it then follows that
B(uE, uE)− ω2
∫
Ω
|uE |2 dx ≤ ||∇ · uE||L2(Ω) ||p||L2(Ω) . (2.9)
Using Korn’s inequality, we see that B(·, ·) is coercive. By the theory of
collectively compact operators (see [10]) it follows that if the main estimate
(2.5) holds for ω = 0 then it also holds for any ω2 which is not an eigenvalue
of (2.4). For this, we prove only for the case ω2 = 0. By the inequality (2.9),
B(uE, uE) ≤ C ||∇ · uE ||L2(Ω) ,
where C = ||p||L2(Ω) is a bounded number independent of λ. As a result we
get
4µmin ||uE||2H1(Ω)d + λmin ||∇ · uE ||2L2(Ω) ≤ C ||∇ · uE||L2(Ω) .
Thus we can derive that
||∇ · uE ||L2(Ω) ≤
C
λmin
,
which further implies
µmin ||uE||2H1(Ω)d ≤
C
λmin
.
The main estimate (2.5) follows immediately.
3 Preliminaries on Over-determined Elliptic Boundary-
Value Problems
In this section, we present some basic properties about over-determined ellip-
tic boundary-value problems which plays a key role in our stability estimates
in Section 4 and 5. The presentation follows closely to the ones in [24, 28].
We present it here for the convenience of the reader.
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We first recall the definition of ellipticity in the sense of Douglis-Nirenberg.
Consider the (possibly) redundant system of linear partial differential equa-
tions
L(x, ∂
∂x
)y = S, (3.1)
B(x, ∂
∂x
)y = φ
for y unknown functions y = (y1, . . . , ym) comprising in total ofM equations.
Here L(x, ∂∂x) is a matrix differential operator of dimensionM×d with entries
Lij(x,
∂
∂x). For each 1 ≤ i ≤M , 1 ≤ j ≤ m and for each point x. The entry
Lij(x,
∂
∂x) is a polynomial in
∂
∂xi
i = 1, . . . , d. If the system is redundant,
then there are possibly more equations than unknowns,M ≥ m. The matrix
B(x, ∂∂x) has entries Bij(x, ∂∂x) for 1 ≤ k ≤ Q, 1 ≤ j ≤ m consisting of Q
equations at the boundary. The operators are also polynomial in the partials
of x. Naturally, the vector S is a vector of length M , and φ is a vector of
length Q.
Definition 1. [c.f.[1],[13]] Let integers si, tj ∈ Z be given for each row
1 ≤ i ≤M and column 1 ≤ j ≤ m with the following property: for si+tj ≥ 0
the order of Lij does not exceed si + tj. For si + tj < 0, one has Lij = 0.
Furthermore, the numbers are normalized so that for all i one has si ≤ 0.
The numbers si, tj are known as Douglis-Nirenberg numbers.
The principal part of L for this choice of numbers si, tj is defined as the
matrix operator L0 whose entries are composed of those terms in Lij which
are exactly of order si + tj.
The principal part B0 of B is composed of the entries which are composed
of those terms in Bkj which are exactly of order σk + tj . The numbers σk,
1 ≤ k ≤ Q are computed as
σk = max
1≤j≤m
(bkj − tj)
with bkj denoting the order of Bkj. Real directions with ξ 6= 0 and
rankL0(x, iξ) < m
are called characteristic directions of L at x. The operator L is said to be
(possibly) over-determined elliptic in Ω if ∀x ∈ Ω and for all real nonzero
vectors ξ one has
rankL0(x, iξ) = m.
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We next recall the following Lopatinskii boundary condition.
Definition 2. Fix x ∈ ∂Ω and let ν be the inward unit normal vector at
x. Let ζ be any non-zero tangential vector to Ω at x. We consider the line
{x+ zν, z > 0} in the upper half plane and the following system of ODE’s
L0(x, iζ + ν d
dz
)y˜(z) = 0 z > 0, (3.2)
B0(x, iζ + ν d
dz
)y˜(z) = 0 z = 0. (3.3)
We define the vector space V of all solutions to the system (3.2)-(3.3) which
are such that y˜(z) → 0 as z → ∞. If V = {0}, then we say that the
Lopatinskii condition is fulfilled for the pair (L,B) at x.
Now, let A be the operator defined by
A = (L,B).
Then the equations (3.1) read as Ay = (S, φ).
Let A acts on the space
D(p, l) =W l+t1p (Ω)× . . . ×W l+tmp (Ω)
with l ≥ 0, p > 1. Here Wαp denotes the standard Sobolev space with α’s
order partial derivatives in the Lp space. With some regularity assumptions
on the coefficients of L and B, A is bounded with range in the space
R(p, l) =W l−s1p (Ω)× . . .×W l−smp (Ω)×W
l−σ1− 1p
p × . . .×W
l−σq− 1p
p (∂Ω).
We have the following result, see [28, Theorem 1].
Theorem 2. Let the integers l ≥ 0, p > 1 be given. Let (S, φ) ∈ R(p, l).
Let the Douglis-Nirenberg numbers si and tj be given for L and σk be as in
Definition 1. Let Ω be a bounded domain with boundary in Cl+max tj . Also
assume that p(l−si) > d and p(l−σk) > d for all i and k. Let the coefficients
Lij be in W
l−si
p (Ω) and the coefficients of Bkj be in W
l−σk− 1p . The following
statements are equivalent
1. L is over-determined elliptic and the Lopatinskii covering condition is
fulfilled for (L,B) on ∂Ω.
2. There exists a left regularizer R for the operator A = L × B such that
RA = I − T
with T compact from R(p, l) to D(p, l).
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3. The following a priori estimate holds
m∑
j=1
||yj||
W
l+tj
p (Ω)
≤ C1
(
M∑
i=1
||Si||W l−sip (Ω) +
Q∑
k=1
||φk||
W
l−σj−
1
p
p (∂Ω)
)
+C2
∑
tj>0
||yj||Lp(Ω) ,
where yj is the j-th component of the solution of y.
4 Main Stability Estimate in Dimension Three
We set d = 3 for this section. We show that stability estimates for recon-
structing µ are possible by using two sets of internal measurements of the
displacement fields.
Theorem 3. Let (u1, p1) and (u˜1, p˜1) be solutions to (2.4) with different
boundary conditions. In other words we set F (x) = F1(x) and F (x) = F˜1(x)
in (2.4) for the respective solutions but they share µ = µ1. We assume that
there exists a positive constant C independent of (x, ξ) ∈ T ∗Ω¯, where T ∗Ω¯
denotes the cotangent space, such that
|(∇su1(x)ξ)× ξ|+ |(∇su˜1(x)ξ)× ξ| ≥ C|ξ|2. (4.1)
Let (u2, p2) and (u˜2, p˜2) be solutions to the Stokes system (2.4) with µ = µ2
and F (x) = F1(x) and F (x) = F˜1(x), respectively. Assume that µ1, µ2 ∈
C4(Ω¯) and µ1 = µ2 on ∂Ω. Then there exist a constant C, depending on
‖µ2‖Cl+2(Ω¯), and a finite dimensional subspace K, of W 42 (Ω) such that
||µ1 − µ2||W 4
2
(Ω) ≤ C
(
||u1 − u2||W 5
2
(Ω) + ||u˜1 − u˜2||W 5
2
(Ω)
)
, (4.2)
provided that (µ1 − µ2) ⊥ K.
Remark 1. It is possible that it requires more than two sets of measure-
ments, but the arguments here work the same. In general we need a finite
number of internal measurements, but we do not prove their existence here.
Notice that this condition is very different from the usual assumption which
is typically something of the form |∇u| ≥ c > 0 [23] for the conductivity
equation or det∇su 6= 0 for elastic wave equations [28]. Here, det denotes
the determinant. Naturally this provides the necessary rank condition in
Definition 1.
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We start by eliminating the pressure terms from the Stokes systems. We
consider the equations for i = 1, 2,
∇ · µi∇sui + ω2ui +∇pi = 0.
Taking the cross product of both sides yields
∇×∇ · µi∇sui + ω2∇× ui = 0.
Setting µ = µ1 − µ2 and w = u1 − u2, if we subtract the first equation from
the second equation we obtain
∇×∇ · µ∇su1 = g, (4.3)
where
g = −∇× [∇ · µ2∇sw]− ω2∇× w.
It is then clear that there is a constant C depending on ‖µ2‖C2+l(Ω¯) such that
||g||W lp(Ω) ≤ C ||w||W l+3p (Ω) (4.4)
for all l ≥ 0, p > 1. In order to determine µ, we view the identity (4.3) as
a system of over-determined second-order partial differential equations for
the unknown function µ. Indeed, one can recast ∇ × [∇ · µ∇su1] in the
format of a linear operator Lu1(x,
∂
∂x) which is a polynomial of degree 2 in
∂
∂xi
, i = 1, 2, 3, acting on µ.
We want to apply Theorem 2 to the over-determined system of µ. We en-
counter the difficulty that Lu1 is not elliptic. Actually, the principal symbol
of the linear operator Lu1 can be calculated which turned out to be
L0(x, iξ) = (∇su1(x)ξ) × ξ,
and which is clearly not elliptic. Therefore, we have to augment the operator
Lu1 with a second set of measurements.
We set
L∗ = (Lu1 , Lu˜1) B∗ = (Trace on ∂Ω,Trace on ∂Ω),
and consider the new augmented system:
L∗[µ] = (g, g˜), B∗[µ] = (0, 0). (4.5)
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It is clear that the condition (4.1) ensures that the new augmented system
is elliptic. We now check that the Lopatinskii condition is satisfied. Define
matrix A as ∇su1 and A˜ = ∇su˜1. The equations (3.2) and (3.3) for the
Lopatinskii condition read as follows
(Av × v) d
2
dz2
µ˜+ i(Aζ × v +Av × ζ)dµ˜
dz
− (Aζ × ζ)µ˜ = 0,
(A˜v × v) d
2
dz2
µ˜+ i(A˜ζ × v + A˜v × ζ)dµ˜
dz
− (A˜ζ × ζ)µ˜ = 0,
µ˜(0) = 0,
where ζ · ν = 0. Now we can apply the transpose of ((Av × v), (A˜v × v)) to
the first two equations in the system. This results in an ODE of the form
a
d2
dz2
µ˜+ ib
dµ˜
dz
+ cµ˜ = 0 (4.6)
with a b, c being real numbers depending on the entries of A, A˜, ζ, v. The
expression for a is given by
a = |Av × v|2 + |A˜v × v|2 > 0,
which by our assumptions is positive. The solutions are linear combinations
of the fundamental solutions exp(λ1z) and exp(λ2z), where λ1, λ2 are given
by
λ1,2 =
−bi±√−b2 − 4ac
2a
.
Clearly there is at most one exponentially decaying fundamental solution,
from which we can derive that the Lopitanskii covering condition is satisfied.
Proof of Theorem 3. We have check that the augmented system (L∗,B∗) is
elliptic and the Lopatinskii condition is satisfied. To apply Theorem 2, we
set φ = 0, d = 3, tj = 2(1 ≤ j ≤ 6), si = 0(i = 1), l = 2 and p = 2. Note
that on the perpendicular space to the kernel K, the operator A∗ = (L∗,B∗)
is invertible, thus we have the estimate
||µ||W 4
2
(Ω) ≤ C(||g||W 2
2
(Ω) + ||g˜||W 2
2
(Ω)) ≤ C ′(||w||W 5
2
(Ω) + ||w˜||W 5
2
(Ω)).
The conclusion that K is finite dimensional follows from standard compact-
ness argument. This completes the proof of the Theorem.
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5 Main Estimate in Dimension Two
We set d = 2. We show in this section that stability estimates are possible
without additional set of internal measurements.
Theorem 4. Let (u1, p1), and (u2, p2) be solutions to the equation (2.4) with
coefficients µ1 and µ2 respectively. Assume that µ1, µ2 ∈ C4(Ω¯) and µ1 = µ2
on ∂Ω and the following non-degeneracy condition holds:
det(∇su1(x)) 6= 0, x ∈ Ω¯. (5.1)
Then there exists a non-zero constant C, depending on ‖µ2‖C4(Ω¯), and a
finite dimensional subspace K, of W 42 (Ω) such that
||µ1 − µ2||W 4
2
(Ω) ≤ C ||u1 − u2||W 5
2
(Ω) (5.2)
provided (µ1 − µ2) ⊥ K.
Remark 2. The non-degeneracy condition (5.1) is equivalent to the follow-
ing one
∂x1u
1
1(x) 6= 0
where u11 denotes the first entry in the solution u1. This follows from the
equation that ∇ · u1 = 0.
Proof. We apply the similar arguments as in the previous section. However
instead of the operator ∇× which is not defined for d = 2, we use the ana-
logue which is the operator (∂x1 ,−∂x2)· to eliminate the pressure term. (This
comes from deRahm’s theorem, and there is an analogue of this operator in
any dimension, but we concentrate on the cases d = 2, 3 which are relevant
for the physical models).
Set µ = µ1 − µ2, we can derive that
(∂x1 ,−∂x2) · (2∇ · µ∇su1) = g (5.3)
where
||g||W lp(Ω) ≤ C ||u1 − u2||W l+2p (Ω)
for all l ≥ 0, p > 1. If we calculate the principal symbol of the linear operator
(acting on the function µ) on the left hand side of (5.3), we obtain
L0(x, iξ) = 2|ξ|2∂x1u11(x),
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where we have used the fact that ∇ · u1 = 0. Thus the operator is elliptic
by our assumption. We now check for the Lopatinskii boundary condition.
The associated equations are
d2
dz2
µ˜ = 2∂x1u
1
1|ζ|2µ˜,
µ˜(0) = 0.
The solutions can be written as µ˜ = C1 exp(λ1z) + C2 exp(λ2z) where λ1
and λ2 are roots of the following characteristic equation
λ2 = 2∂x1u
1
1(x)|ζ|2.
One can show that the only solution which decays to zero at the infinity is
the trivial solution. Thus the Lopatinskii condition is satisfied. The rest of
the proof follows by the same arguments as in the proof of Theorem 3.
6 Imaging Shear Modulus Distributions
Let um be the measured displacement field, which corresponds to the true
shear modulus distribution µtr. In order to reconstruct µ from um, we intro-
duce the following discrepancy functional between the computed and mea-
sured displacement fields:
J [µ] = 1
2
∫
Ω
|u− um|2 dx,
where u is the solution to (2.4), and minimize J [µ] over all admissible µ. For
a given µ, we let v denote the solution to the following adjoint system [3]:

2∇ · µ∇sv + ω2v +∇p = u− um in Ω,
∇ · v = 0 in Ω,
v = 0 on ∂Ω,
∫
Ω
p dx = 0.
The Fre´chet derivative DJ [µ] of J is given by [3]
< DJ [µ], δµ >=
∫
Ω
δµ∇sv : ∇su dx.
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As such, we can identify DJ [µ] with ∇sv : ∇su.
Using a gradient descent method, we can then numerically minimize J .
If the initial guess is µ0 we can then update it with the following scheme
µn+1(x) = µn(x)− σDJ [µn](x) x ∈ Ω, n ≥ 0 (6.1)
with σ being the step size; see again [3].
On the other hand, if we let F denote the following map
F : µ 7→ u,
then, according to [7], we have
DJ [µ] = (DF [µ])∗(F [µ] −F [µtr]),
where the superscript ∗ denotes the adjoint.
The result is that the optimal control scheme (6.1) can be identified with
the Landweber iteration scheme given by
µn+1(x) = µn(x)− σ(DF [µ])∗(F [µ]−F [µtr])(x) x ∈ Ω, n ≥ 0.
From [7, Appendix A], the following convergence result in H4(Ω) for the
Landweber (or equivalently the optimal control) scheme holds.
Theorem 5. Let d = 2. Assume that the assumptions of Theorem 4 are
satisfied and K is trivial. If, for sufficiently small ǫ0,
||µ0 − µtr||H4(Ω) < ǫ0,
then
||µn − µtr||H4(Ω) → 0 as n→∞.
In three dimensions, we should modify the discrepancy function J as
follows
J [µ] = 1
2
[ ∫
Ω
|u− um|2 dx+
∫
Ω
|u˜− u˜m|2 dx
]
,
where um and u˜m corresponds to two different boundary conditions F = g
and F = g˜ and are such that condition (4.1) holds. Accordingly, F should
be changed to
F : µ 7→
(
u
u˜
)
,
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where u and u˜ are respectively the solutions to the Stokes system with bound-
ary conditions g and g˜. The following convergence result holds true in three
dimensions. Its proof is exactly the same as in the two-dimensional case. It is
worth emphasizing that the theorem requires adding two energy functionals
for the iteration to converge.
Theorem 6. Let d = 3. Assume that the assumptions of Theorem 3 are
satisfied and K is trivial. If, for sufficiently small ǫ0,
||µ0 − µ∗||H4(Ω) < ǫ0,
then we have
||µn − µtr||H4(Ω) → 0 as n→∞.
It is worth noticing that a good initial guess for the reconstruction prob-
lem of µ in both the two and three dimensional cases was recently found in
[9].
7 Concluding Remarks
In this paper we have derived Lipschitz stability estimates for the reconstruc-
tion of shear modulus distributions from internal measurements of displace-
ment fields. Our estimates yield to a convergence result for the Landweber
iteration scheme. It would be very interesting to make use of multifrequency
measurements in order to remove the kernel K of the over-determined sys-
tem (L,B). Another challenging problem is to extend the present analysis
to anisotropic shear modulus distributions. These important problems will
be the subject of a future work.
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