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ABSTRACT

MODELING AND SIMULATION OF DRIVEN
NANOPATTERNING OF BULK-MATERIAL AND
THIN-FILM SURFACES
SEPTEMBER 2019
ASHISH KUMAR
B.Tech., INDIAN INSTITUTE OF TECHNOLOGY KHARAGPUR
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Dimitrios Maroudas

Material nanostructures such as nanowires, quantum dots, and nanorings have
a wide variety of applications in electronic and photonic devices among numerous
others. Assembling uniformly arranged and consistently sized nanostructure patterns
on solid material surfaces is a major challenge for nanotechnology. This dissertation
focuses on developing predictive models capable of simulation and analysis of such
nanopattern formation on bulk material and strained thin film surfaces.
Single-layer atomic clusters (islands) of sizes larger than a critical size on crystalline conducting substrates undergo morphological instabilities when driven by an
externally applied electric field or thermal gradient. We have conducted a systematic and comprehensive study of epitaxial single-layer island dynamics under electromigration conditions, which has revealed that in homoepitaxial islands of largerthan-critical size, an externally applied electric field triggers fingering and necking
instabilities on the edge of the migrating islands. These instabilities, when properly
vii

controlled, result in parent island breakup into organized regular or complex patterns
such as arrays of parallel nanowires, single-layer nanorings, and nanodisc distributions. In all cases, we have explained the onset of morphological instability based
on linear stability analysis and characterized the post-instability dynamics and the
resulting stable nanopatterns.
We have also analyzed the formation of quantum dots and nanorings resulting from
stress-driven atomic diffusion on strained thin film surfaces. Epitaxially depositing
germanium thin films, beyond a critical thickness, on an ordered pit-patterned silicon
substrate leads to self-assembly of ordered germanium quantum dots inside the pits.
In order to describe Ge film surface morphological response, we have developed an
atomistically-informed, 3D continuum-scale kinetic model. Self-consistent dynamical
simulations based on our model and supported by linear and nonlinear morphological
stability theories show formation of complex nanostructures on the epitaxial film surface, including nanorings at the rims of pits, a single quantum dot and/or concentric
nanorings at the center of a pit, as well as regular arrays of quantum dots inside pyramidal pits. Our findings are consistent with experimental observations reported in
the literature and reveal that the types, shapes, and dimensions of the formed nanostructure patterns can be controlled precisely by properly tuning materials, processing,
or geometrical parameters.

viii
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islands. The diagram shows only a section of the formed nanowire
away from the nanowire’s ends. The large dots (solid circles)
represent nodes (grid points) on the nanowire island edge as
discretized for the numerical computations. . . . . . . . . . . . . . . . . . . . . . . 37
2.16 Schematic depiction of the formed nanowire configuration at the
asymptotic state reached by a current-driven single-layer island,
showing only a section of the formed nanowire away from the
nanowire’s back (trailing) end. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1

Schematic representation of a single-layer epitaxial nanowire-shaped
island on a crystalline conducting substrate under the action of an
electric field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2

(a) Plot of representative dispersion relation, ω(k), obtained by LST.
(b) Schematic representation of the growth of the nanowire edge
perturbation amplitude under the action of an externally applied
electric field for a perturbation with the maximally unstable
wavelength λmax . (c) Dependence of λmax on the nanowire straight
edge orientation, θE , as predicted by LST for unstable response
on {110}, {100}, and {111} substrate surfaces and the nanowire
straight edge aligned with the slowest edge diffusion direction.
(d1-d3) Simulated current-driven evolution of a nanowire-shaped
Ag island that breaks up into daughter islands on a Ag{111}
substrate surface for a nanowire oriented along the slowest edge
diffusion direction and the electric field aligned with the Cartesian
x-axis. The daughter island configuration immediately before the
electric field is turned off is shown in (d3). (d4) Stable
daughter-island pattern obtained after the electric field is turned
off and the islands reach their equilibrium morphology. A
magnified view of the marked region in the resulting pattern is
shown in the inset. Parameter values: AN W = 100πlE2 , L/w = 50,
m = 3, and φ = 0◦ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
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3.3

Stable daughter-island patterns obtained as a result of a
current-induced straight edge instability undergone by the
nanowire configurations shown in (a1), (b1), and (c1) with the
nanowire straight edge oriented along the slowest edge diffusion
direction and the electric field applied along the horizontal
direction (x-axis) on a (a2, b2, c2) {110}, (a3, b3, c3) {100}, and
(a4, b4, c4) {111} substrate surface. In (b2-b4) and (c2-c4),
magnified views of the marked regions in the resulting patterns
are shown in the corresponding insets. Other parameter values:
AN W = 100πlE2 and L/w = 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.4

Stable daughter-island patterns obtained as a result of a
current-induced straight edge instability undergone by the
nanowire configurations shown in (a1) and (b1) with the nanowire
straight edge oriented along the fastest edge diffusion direction
and the electric field applied along the horizontal direction
(x-axis) on a (a2, b2) {110}, (a3, b3) {100}, and (a4, b4) {111}
substrate surface. The parameter values are AN W = 100πlE2 ,
L/w = 100, and φ as indicated in each panel. . . . . . . . . . . . . . . . . . . . . . 45

3.5

¯ (b1-b3) number of
(a1-a3) Mean daughter island diameter, d,
daughter islands, N , and (c1-c3) angle subtended at the corner, β,
in the daughter-island patterns formed as a result of a
current-induced edge instability of a single-layer nanowire-shaped
island as a function of the nanowire straight edge orientation, θE ,
on a (a1, b1, c1) {110}, (a2, b2, c2) {100}, and (a3, b3, c3) {111}
substrate surface for a nanowire straight edge aligned with the
slowest edge diffusion direction. L/w = 400 (open circles), 200
(open diamonds), 100 (open triangles), and 50 (star symbols). . . . . . . 48

3.6

¯ and (b1-b3) number of
(a1-a3) Mean daughter island diameter, d,
daughter islands, N , formed as a result of a current-induced edge
instability of a single-layer nanowire-shaped island as a function
of the angle between the applied electric field and the nanowire
straight edge, θE , on a (a1, b1) {110}, (a2, b2) {100}, and (a3,
b3) {111} substrate surface for a nanowire straight edge aligned
with the fastest edge diffusion direction. Results are shown for
nanowire aspect ratios, L/w, of 400 (open circles), 200 (open
diamonds), 100 (open triangles), and 50 (star symbols). . . . . . . . . . . . . 49

4.1

Schematic representation of a single-layer epitaxial island with a
rounded edge morphology on a crystalline conducting substrate
under the action of an electric field. The xy−plane of a Cartesian
frame of reference corresponds to the substrate surface plane. . . . . . . . 52
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4.2

(a1-a6) Sequences of configurations generated from the current-driven
evolution of the island shown in (a1) on a {110} FCC substrate
surface. The electric field is oriented along the fast edge diffusion
direction and is aligned with the x−axis. (b) Evolution of the
mean island diameter of the population of islands, d¯ (blue open
circles), the standard deviation of the island diameter of the
population, σd (orange open diamonds), and the number of
islands in the island population, N (green open triangles), in the
dynamical pattern formed under the action of the electric field.
The red dashed line represents the critical island size, dc , required
for necking on {110} FCC substrate surfaces. (c) Evolution of the
total edge length (sum of the perimeters) of all the islands in the
island population, Γ (blue open circles), in the dynamical pattern
formed on the {110} FCC substrate surface under the action of
the electric field. Parameter values: m = 1, φ = 0, d0 = 23 lE . . . . . . . . 55

4.3

(a) Logarithmic (log-log) plot of the evolution of the average
dimensionless area, Ã, of the islands forming in an evolving
complex pattern on a {110} FCC substrate surface as a function
of dimensionless time, t̃. The normal plot of the evolution of Ã as
a function of t̃ is shown in the inset. The variously colored open
circles correspond to data for the current-driven evolution of
larger-than-critical islands on {110} FCC substrate surfaces
(m = 1) with initial island sizes of d0 = 14 lE , d0 = 16 lE ,
d0 = 18 lE , d0 = 19 lE , d0 = 20 lE , d0 = 22 lE , d0 = 23 lE ,
d0 = 24 lE , and d0 = 32 lE . In both plots, the solid lines
correspond to the best fit of the data according to the scaling
relation Ã ∼ t̃−1.3304 . (b) Representative plot of the evolution of
the dimensionless total edge length of all the islands in the
pattern, Γ̃ (orange open circles), as a function of t on a {110}
FCC substrate surface for an initial island size d0 = 20 lE . The
black solid line corresponds to the best fit of the data according to
Eq. (4.4). The two insets show the dependence of the relaxation
time, τp , and the exponent, n, in Eq. (4.4) on d0 . . . . . . . . . . . . . . . . . . . 58
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4.4

Representative sequences of equilibrium configurations consisting of
complex patterns formed on {110} FCC substrate surfaces
(m = 1) from the current-driven evolution of larger-than-critical
single-layer rounded islands after the electric field, which was
oriented along the fast edge diffusion direction (φ = 0), aligned
with the x−axis, and applied for a time period ta has been turned
off and the islands of the resulting patterns have been let to
equilibrate and obtain their equilibrium rounded morphology. The
initial island size is (a1)-(a4) d0 = 14 lE , (b1)-(b4) d0 = 16 lE ,
(c1)-(c4) d0 = 18 lE , (d1)-(d4) d0 = 19 lE , (e1)-(e4) d0 = 20 lE ,
(f1)-(f4) d0 = 22 lE , (g1)-(g4) d0 = 23 lE , (h1)-(h4) d0 = 24 lE ,
and (i1)-(i4) d0 = 32 lE . (j) Sequences of equilibrium
configurations of island patterns at a fixed ta = 100.2 τ for
increasing, from (j1) to (j4), initial island size d0 . . . . . . . . . . . . . . . . . . 61

4.5

Characterization of complex patterns formed from current-driven
dynamics of larger-than-critical single-layer epitaxial islands on
{110} surfaces of FCC crystalline conducting substrates: Mean
island diameter of a population of islands, d¯ (blue solid circles),
standard deviation of the diameters of the islands in a population,
σd (orange crosses), and number of islands in the island
population, N (green open triangles), of a given complex pattern
as a function of the duration of application of the electric field, ta ,
before it is turned off for an initial island size of (a) d0 = 14 lE ,
(b) d0 = 16 lE , (c) d0 = 18 lE , (d) d0 = 19 lE , (e) d0 = 20 lE , (f)
d0 = 22 lE , (g) d0 = 23 lE , (h) d0 = 24 lE , and (i) d0 = 32 lE .
When applied, the electric field is oriented along the fast edge
diffusion direction (φ = 0) and aligned with the x−axis. After the
electric field is turned off, the resulting patterns are let to
equilibrate until each island obtains its equilibrium rounded
morphology. The red dashed line represents the critical island
size, dc , required for necking on {110} FCC substrate surfaces. . . . . . . 63
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4.6

(a1-a6) Sequences of configurations generated from the current-driven
evolution of the island shown in (a1) on a {100} FCC substrate
surface. The electric field is oriented along the fast edge diffusion
direction and is aligned with the x−axis. (b) Evolution of the
mean island diameter of the population of islands, d¯ (blue open
circles), the standard deviation of the island diameter of the
population, σd (orange open diamonds), and the number of
islands in the island population, N (green open triangles), in the
dynamical pattern formed under the action of the electric field.
The red dashed line represents the critical island size, dc , required
for necking on {100} FCC substrate surfaces. (c) Evolution of the
total edge length (sum of the perimeters) of all the islands in the
island population, Γ (blue open circles), in the dynamical pattern
formed on the {100} FCC substrate surface under the action of
the electric field. Parameter values: m = 2, φ = 0, d0 = 36 lE . . . . . . . . 65

4.7

(a) Logarithmic (log-log) plot of the evolution of the average
dimensionless area, Ã, of the islands forming in an evolving
complex pattern on a {100} FCC substrate surface as a function
of dimensionless time, t̃. The normal plot of the evolution of Ã as
a function of t̃ is shown in the inset. The variously colored open
circles correspond to data for the current-driven evolution of
larger-than-critical islands on {100} FCC substrate surfaces
(m = 2) with initial island sizes of d0 = 22 lE , d0 = 24 lE ,
d0 = 26 lE , d0 = 28 lE , d0 = 30 lE , d0 = 32 lE , d0 = 34 lE ,
d0 = 36 lE , and d0 = 38 lE . In both plots, the solid lines
correspond to the best fit of the data according to the scaling
relation Ã ∼ t̃−1.4118 . (b) Representative plot of the evolution of
the dimensionless total edge length of all the islands in the
pattern, Γ̃ (orange open circles), as a function of t on a {100}
FCC substrate surface for an initial island size d0 = 30 lE . The
black solid line corresponds to the best fit of the data according to
Eq. (4.4). The two insets show the dependence of the relaxation
time, τp , and the exponent, n, in Eq. (4.4) on d0 . . . . . . . . . . . . . . . . . . . 67
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4.8

Representative sequences of equilibrium configurations consisting of
complex patterns formed on {100} FCC substrate surfaces
(m = 2) from the current-driven evolution of larger-than-critical
single-layer rounded islands after the electric field, which was
oriented along the fast edge diffusion direction (φ = 0), aligned
with the x−axis, and applied for a time period ta has been turned
off and the islands have been let to equilibrate and obtain their
equilibrium rounded morphology. The initial island size is
(a1)-(a4) d0 = 22 lE , (b1)-(b4) d0 = 24 lE , (c1)-(c4) d0 = 26 lE ,
(d1)-(d4) d0 = 28 lE , (e1)-(e4) d0 = 30 lE , (f1)-(f4) d0 = 32 lE ,
(g1)-(g4) d0 = 34 lE , and (h1)-(h4) d0 = 36 lE . (i) Sequences of
equilibrium configurations of island patterns at a fixed ta = 802 τ
for increasing, from (i1) to (i8), initial island size d0 . . . . . . . . . . . . . . . 69

4.9

Characterization of complex patterns formed from current-driven
dynamics of larger-than-critical single-layer epitaxial islands on
{100} surfaces of FCC crystalline conducting substrates: Mean
island diameter of a population of islands, d¯ (blue solid circles),
standard deviation of the diameters of the islands in a population
in a given complex pattern, σd (orange crosses), and number of
islands in the island population, N (green open triangles), of a
given complex pattern as a function of the duration of application
of the electric field, ta , before it is turned off for an initial island
size of (a) d0 = 22 lE , (b) d0 = 24 lE , (c) d0 = 26 lE , (d)
d0 = 28 lE , (e) d0 = 30 lE , (f) d0 = 32 lE , (g) d0 = 34 lE , (h)
d0 = 36 lE , and (i) d0 = 38 lE . When applied, the electric field is
oriented along the fast edge diffusion direction (φ = 0) and
aligned with the x−axis. After the electric field is turned off, the
resulting patterns are let to equilibrate until each island obtains
its equilibrium rounded morphology. The red dashed line
represents the critical island size, dc , required for necking on
{100} FCC substrate surfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.1

Schematic representation of the surface morphological transformation
of a coherently strained thin film, deposited epitaxially on a
pit-patterned substrate up to a nominal thickness h0 , from (a) its
initial configuration consisting of a pit in the domain center
mimicking the pit-patterned substrate to (b) a complex
configuration with a nanoring forming at the rim of the pit and a
quantum dot emerging from the center of the pit. 2D surface
height contour maps of the configurations in (a) and (b) are
shown in (c) and (d), respectively. In all cases, the unit cell is
shown of a periodic pattern on the film surface. . . . . . . . . . . . . . . . . . . . 77
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5.2

(a1-a8) Simulated evolving surface morphology, h(x, y, t), of a
coherently strained epitaxial film starting with an inverted
truncated conical nanopit configuration with opening diameter of
17.7 l at (a1) t = 0.0 τ , (a2) t = 0.3 τ , (a3) t = 0.6 τ , (a4)
t = 0.9 τ , (a5) t = 1.2 τ , (a6) t = 1.5 τ , (a7) t = 1.8 τ , and (a8)
t = 2.1 τ . (b1, b2) 1D surface profiles, h(x; y, t), along the
x-direction and passing through the center of the unit cell of
(a1)-(a4) and (a5)-(a8) are plotted in (b1) and (b2), respectively.
In both (b1) and (b2), the surface profile evolution sequences are
from the bottom to the top; in (b1/b2), the profiles of the
configurations shown in (a1/a5), (a2/a6), (a3/a7), and (a4/a8)
are colored blue, red, gold, and purple, respectively. In both (b1)
and (b2), consecutive surface profiles have been displaced upwards
(along the h-axis) by 0.1 l for clarity regarding their shapes. In all
cases, a unit cell is shown of a periodic pattern on the film
surface. Parameter values: h0 = 0.6 l, pit-pattern period
dpit = 18 l, pit depth = 0.1 l , k = 0.4 l−1 , and ΞW = 0.0006. . . . . . . . 79

5.3

[(a1-a8) from Fig. 6 of Ref. [1]] 3D AFM micrographs of a
heteroepitaxial Ge/Si{100} system on a pit-patterned substrate
above a single pit (a1) before any growth, (a2) after Si buffer layer
growth, and (a3-a8) with uniformly increasing Ge film thickness
(at uniform deposition rate) from 6 ML to 11 ML at TGe = 650◦ C.
(b1-b8) Simulated evolving surface morphology, h(x, y, t), of a
coherently strained epitaxial film starting with an inverted
truncated conical nanopit configuration with opening diameter of
17.7 l at (b1) t = 0.0 τ , (b2) t = 0.3 τ , (b3) t = 0.6 τ , (b4)
t = 0.9 τ , (b5) t = 1.2 τ , (b6) t = 1.5 τ , (b7) t = 1.8 τ , and (b8)
t = 2.1 τ . (c1, c2) 1D surface profiles, h(x; y, t), along the
x-direction and passing through the center of the unit cell of
(b1)-(b4) and (b5)-(b8) are plotted in (c1) and (c2), respectively.
In both (c1) and (c2), the surface profile evolution sequences are
from the bottom to the top; in (c1/c2), the profiles of the
configurations shown in (b1/b5), (b2/b6), (b3/b7), and (b4/b8)
are colored blue, red, gold, and purple, respectively. In both (c1)
and (c2), consecutive surface profiles have been displaced upwards
(along the h-axis) by 0.1 l for clarity regarding their shapes. In all
cases, a unit cell is shown of a periodic pattern on the film
surface. Parameter values: h0 = 0.6 l, pit-pattern period
dpit = 18 l, pit depth = 0.1 l , k = 0.4 l−1 , and ΞW = 0.0006. . . . . . . . 83
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5.4

(a) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface
morphology that consists of a periodic arrangement of nanopits,
with (a1) the top view of one such nanopit structure shown in the
unit cell of the regular nanopit pattern for a conical pit with
opening diameter of 16.0 l at (a1) t = 0 τ , (a2) t = 0.7 τ , (a3)
t = 1.5 τ , and (a4) t = 2.3 τ . 1D surface profiles, h(x; y, t), along
the horizontal black solid lines marked on the 2D contour maps of
(a1) and (a4) are plotted in blue and red, respectively, in (a5). (b)
Height of quantum dots, hQD , from the base of the pits at time
t = 2.3 τ as a function of the pit opening diameter d0 . The d0
values that correspond to absence of quantum dots (hQD = 0) and
formation of quantum dots at the center of the pit are denoted by
blue and red open circles, respectively. In the simulations,
h0 = 0.6 l, dpit = 18 l, pit depth = 0.1 l , k = 0.4 l−1 , and
ΞW = 0.0006. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.5

2D contour maps of simulated evolving surface morphology, h(x, y, t),
of a coherently strained thin film starting with a surface
morphology that consists of a periodic arrangement of nanopits,
with (a1), (b1), and (c1) the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for
(a1-a5) a square pyramidal pit with equal opening length and
width of 16.0 l at (a1) t = 0 τ , (a2) t = 0.8 τ , (a3) t = 1.7 τ , and
(a4) t = 2.6 τ ; (b1-b5) a rectangular pyramidal pit with opening
length (along the x-axis) of 18.0 l and width (along the y-axis) of
16.0 l at (b1) t = 0 τ , (b2) t = 0.8 τ , (b3) t = 1.7 τ , and (b4)
t = 2.6 τ ; and (c1-c5) a square pyramidal pit with equal opening
length and width of 18.0 l at (c1) t = 0 τ , (c2) t = 0.8 τ , (c3)
t = 1.7 τ , and (c4) t = 2.6 τ . 1D surface profiles, h(x; y, t), along
the horizontal black solid lines marked on the 2D contour maps of
(a1) and (a4), (b1) and (b4), and (c1) and (c4) are plotted in blue
and red, respectively, in (a5), (b5), and (c5), respectively. In the
simulations, h0 = 0.26 l, dpit = 24 l, pit depth = 0.1 l, k = 0.5 l−1 ,
and ΞW = 0.0072. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
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5.6

[(a) and (b) from Fig. 2 of Ref. [1]] Influence of pit dimensions in a
pit-patterned Si{100} substrate on the Si buffer layer and Ge film
growth. Sample group SGA in Ref. [1]. For all fields dpit = 425
nm. (a) and (b) Sub-panels (i): AFM images of the pits before
growth. The color coding contains the depth information of the
pits. The pit diameters before growth are (a) 175 nm and (b) 262
nm. (a) and (b) Sub-panels (ii): Surface inclination images (SAIs)
of the respective pits shown in sub-panel (i) after growth of a
45-nm-thick Si buffer layer. The color coding was chosen in such a
way that for inclinations < 10◦ the color changes (from white to
violet) every 2◦ , see left color bar. (a) and (b) Sub-panels (iii):
SAIs of the respective pits shown in sub-panel (ii) after the
deposition of 3 ML of Ge at 700 ◦ C. (c) Linescans in the [110]
direction through the middle of the pits shown in (a) and (b)
before growth (black curves), after Si buffer layer growth (blue
curves), and after Ge growth (red curves). (d, e) 2D contour maps
of simulated evolving surface morphology, h(x, y, t), of a
coherently strained thin film starting with a surface morphology
that consists of a periodic arrangement of nanopits, with (d1) and
(e1) the top view of one such nanopit structure shown in the unit
cell of the regular nanopit pattern for (d1-d5) a conical pit with
opening diameter of 20.0 l at (d1) t = 0 τ , (d2) t = 0.7 τ , (d3)
t = 1.5 τ , and (d4) t = 2.3 τ ; (e1-e5) a conical pit with opening
diameter of 21.0 l at (e1) t = 0 τ , (e2) t = 0.7 τ , (e3) t = 1.5 τ ,
and (e4) t = 2.3 τ . 1D surface profiles, h(x; y, t), along the black
solid lines marked on the 2D contour maps of (d1) and (d4) and
(e1) and (e4) are plotted in blue and red, respectively, in (d5) and
(e5), respectively. In the simulations, h0 = 0.15 l, dpit = 24 l, pit
depth = 0.03 l, k = 0.3 l−1 , and ΞW = 0.0375. . . . . . . . . . . . . . . . . . . . . 89
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5.7

[(a) and (b) from Fig. 7 of Ref. [1]] Influence of the pit homogeneity
in a pit-patterned Si{100} substrate on Ge island growth. Sample
template SF in Ref. [1]. (a) AFM height mode image of the
{111}-sided pits (dpit = 400 nm) before growth. The pit
dimensions are inhomogeneous due to defective e-beam
lithography. (b) AFM micrograph in SAI mode. 5 ML of Ge were
deposited at 700◦ C. The Si buffer layer and the Ge film growth
lead to single dots located off-center, as well as double dots and
triple dots in the pits. Pits with small sidewall inclination αpit
(measured from the x-y plane) do not host islands, while nicely
centered islands are only found in pits with steeper sidewalls
(dark-blue color; see white arrows). (c-f) 2D contour maps of
simulated evolving surface morphology, h(x, y, t), of a coherently
strained thin film starting with a surface morphology that consists
of a periodic arrangement of nanopits, with (c1), (d1), (e1), and
(f1) the top view of one such nanopit structure shown in the unit
cell of the regular nanopit pattern for (c1,c2) a square pyramidal
pit with equal opening length and width of 16.0 l and k = 0.5 l−1
at (c1) t = 0 τ and (c2) t = 2.6 τ ; (d1,d2) a rectangular pyramidal
pit with opening length (along the x-axis) of 18.0 l and width
(along the y-axis) of 16.0 l and k = 0.5 l−1 at (d1) t = 0 τ and
(d2) t = 2.6 τ ; (e1,e2) a square pyramidal pit with equal opening
length and width of 18.0 l and k = 0.5 l−1 at (e1) t = 0 τ and (e2)
t = 2.6 τ ; and (f1,f2) a square pyramidal pit with equal opening
length and width of 18.0 l and k = 0.35 l−1 at (f1) t = 0 τ and
(f2) t = 2.6 τ . In the simulations, h0 = 0.26 l, dpit = 24 l, pit
depth = 0.1 l, and ΞW = 0.0072. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.1

Schematic representation of (a) a unit cell of the initial configuration
of a periodic pattern of pits shown in (b) on the surface of a
coherently strained thin film. The initial pit pattern on the film
surface mimics the shape of the pit-patterned substrate, consisting
of a regular array of pits in the shape of inverted truncated cones.
(c) 2D contour map of surface morphology, h(x, y), of four (2 × 2)
such unit cells. (d) 1D surface profile of the configuration in (c)
along the dashed black line on the 2D contour map. . . . . . . . . . . . . . . . 95
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6.2

(a) Representative 2D contour maps of simulated evolving surface
morphology, h(x, y, t), of a coherently strained thin film starting
with a surface morphology that consists of a periodic arrangement
of nanopits, with the top view of one such nanopit structure
shown in the unit cell of the regular nanopit pattern for a conical
pit at (a1) t = 0, (a2) t = 1.0 τ , (a3) t = 2.0 τ , and (a4)
t = 15.0 τ . 1D surface profiles, h(x; y, t), along the x-direction
and passing through the center of the pit in the configurations of
(a1), (a2), (a3), and (a4) are plotted in (b1), (b2), (b3), and (b4),
respectively. The corresponding simulated evolution of the film
surface RMS roughness, SR(t), and its time derivative over a time
period of 15 τ are plotted in (c1) and (c2), respectively, with the
end of the first asymptotic state reached at a time marked by a
downward pointing red arrow in (c1). The parameter values in
the simulation are: d0 = 16.5 l, h0 = 0.3 l, dpit = 60 l, hp = 0.2 l ,
k = 0.4 l−1 , and ΞW = 0.0369. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.3

(a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface
morphology that consists of a periodic arrangement of nanopits,
with the top view of one such nanopit structure shown in the unit
cell of the regular nanopit pattern for a conical pit with
pit-pattern period dpit of (a1-a5) 36 l, (b1-b5) 48 l, and (c1-c5)
60 l at (a1, b1, c1) t = 0, (a2, b2, c2) t = 0.6 τ , (a3, b3, c3)
t = 1.3 τ , and (a4, b4, c4) t = 2.0 τ . 3D views of the film surface
morphology corresponding to the top views shown in (a4), (b4),
and (c4) are depicted in (a5), (b5), and (c5), respectively. 1D
surface profiles, h(x; y, t), along the black solid lines marked on
the 2D contour maps of (a1) and (a4), (b1) and (b4), and (c1)
and (c4) are plotted in blue and red, respectively, in (a6), (b6),
and (c6), respectively. The 1D surface profiles plotted in red have
been displaced upwards (along the h-axis) by 0.1 l for clarity
regarding their shapes. The other parameter values in the
simulations are: h0 = 0.3 l, d0 = 17 l, hp = 0.1 l, k = 0.4 l−1 , and
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6.4

(a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface
morphology that consists of a periodic arrangement of nanopits,
with the top view of one such nanopit structure shown in the unit
cell of the regular nanopit pattern for a conical pit with deposited
film thickness h0 of (a1-a5) 0.3 l, (b1-b5) 0.6 l, and (c1-c5) 0.9 l at
(a1, b1, c1) t = 0, (a2, b2, c2) t = 0.6 τ , (a3, b3, c3) t = 1.3 τ ,
and (a4, b4, c4) t = 2.0 τ . 3D views of the film surface
morphology corresponding to the top views shown in (a4), (b4),
and (c4) are depicted in (a5), (b5), and (c5), respectively. 1D
surface profiles, h(x; y, t), along the black solid lines marked on
the 2D contour maps of (a1) and (a4), (b1) and (b4), and (c1)
and (c4) are plotted in blue and red, respectively, in (a6), (b6),
and (c6), respectively. The 1D surface profiles plotted in red have
been displaced upwards (along the h-axis) by 0.1 l for clarity
regarding their shapes. The other parameter values in the
simulations are: dpit = 60 l, d0 = 17 l, hp = 0.1 l, k = 0.4 l−1 , and
(a) ΞW = 0.0369, (b) ΞW = 0.0046, and (c) ΞW = 0.0014. . . . . . . . . . 103

6.5

(a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface
morphology that consists of a periodic arrangement of nanopits,
with the top view of one such nanopit structure shown in the unit
cell of the regular nanopit pattern for (a1-a5) a conical pit with
pit depth hp = 0.1 l at (a1) t = 0, (a2) t = 0.6 τ , (a3) t = 1.3 τ ,
and (a4) t = 2.0 τ ; (b1-b5) a conical pit with hp = 0.4 l at (b1)
t = 0, (b2) t = 0.3 τ , (b3) t = 0.7 τ , and (b4) t = 1.2 τ ; and
(c1-c5) a conical pit with hp = 0.8 l at (c1) t = 0, (c2) t = 0.1 τ ,
(c3) t = 0.3 τ , and (c4) t = 0.6 τ . 3D views of the film surface
morphology corresponding to the top views shown in (a4), (b4),
and (c4) are depicted in (a5), (b5), and (c5), respectively. 1D
surface profiles, h(x; y, t), along the black solid lines marked on
the 2D contour maps of (a1) and (a4), (b1) and (b4), and (c1)
and (c4) are plotted in blue and red, respectively, in (a6), (b6),
and (c6), respectively. The 1D surface profiles plotted in red have
been displaced upwards (along the h-axis) by 0.4 l for clarity
regarding their shapes. The other parameter values in the
simulations are: h0 = l, d0 = 17 l, dpit = 60 l, k = 0.4 l−1 , and
ΞW = 9.95 × 10−4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
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6.6

(a, b, c, d) 2D contour maps of simulated evolving surface
morphology, h(x, y, t), of a coherently strained thin film starting
with a surface morphology that consists of a periodic arrangement
of nanopits, with the top view of one such nanopit structure
shown in the unit cell of the regular nanopit pattern for a conical
pit with pit opening diameter d0 of (a1-a5) 16 l, (b1-b5) 18 l,
(c1-c5) 22 l, and (d1-d5) 28 l at (a1, b1, c1, d1) t = 0, (a2, b2, c2,
d2) t = 0.6 τ , (a3, b3, c3, d3) t = 1.3 τ , and (a4, b4, c4, d4)
t = 2.0 τ . 3D views of the film surface morphology corresponding
to the top views shown in (a4), (b4), (c4), and (d4) are depicted
in (a5), (b5), (c5), and (d5), respectively. 1D surface profiles,
h(x; y, t), along the black solid lines marked on the 2D contour
maps of (a1) and (a4), (b1) and (b4), (c1) and (c4), and (d1) and
(d4) are plotted in blue and red, respectively, in (a6), (b6), (c6),
and (d6), respectively. The 1D surface profiles plotted in red have
been displaced upwards (along the h-axis) by 0.1 l for clarity
regarding their shapes. The other parameter values in the
simulations are: dpit = 60 l, h0 = 0.3 l, hp = 0.1 l, k = 0.4 l−1 , and
ΞW = 0.0369. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.7

(a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface
morphology that consists of a periodic arrangement of nanopits,
with the top view of one such nanopit structure shown in the unit
cell of the regular nanopit pattern for (a1-a5) a conical pit with
k = 0.2 l−1 at (a1) t = 0, (a2) t = 0.8 τ , (a3) t = 1.7 τ , and (a4)
t = 2.6 τ ; (b1-b5) a conical pit with k = 0.3 l−1 at (b1) t = 0, (b2)
t = 0.6 τ , (b3) t = 1.3 τ , and (b4) t = 2.0 τ ; and (c1-c5) a conical
pit with k = 0.4 l−1 at (c1) t = 0, (c2) t = 0.6 τ , (c3) t = 1.3 τ ,
and (c4) t = 2.0 τ . 3D views of the film surface morphology
corresponding to the top views shown in (a4), (b4), and (c4) are
depicted in (a5), (b5), and (c5), respectively. 1D surface profiles,
h(x; y, t), along the black solid lines marked on the 2D contour
maps of (a1) and (a4), (b1) and (b4), and (c1) and (c4) are
plotted in blue and red, respectively, in (a6), (b6), and (c6),
respectively. The 1D surface profiles plotted in red have been
displaced upwards (along the h-axis) by 0.1 l for clarity regarding
their shapes. The other parameter values in the simulations are:
dpit = 60 l, h0 = 0.3 l, hp = 0.1 l, d0 = 32 l, and ΞW = 0.0369. . . . . . 109
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6.8

(a) Number of peaks N formed at the first asymptotic state inside
the pits on the surface of a coherently strained thin film, starting
with a surface morphology that consists of a periodic arrangement
of conical nanopits, as a function of the pit opening diameter d0
and the pit wall slope expressed by the wave number k. N = 0, 1,
2, 3, 4, 5, 6, and 7 are denoted by open circles, inverted open
triangles, asterisks, crosses, open diamonds, open squares, open
triangles, and plus symbols, respectively. Number of peaks N
formed at the first asymptotic state inside the pits on the film
surface as a function of (b) pit opening diameter d0 for a constant
value of wave number k = 0.4 l−1 and (c) wave number k for a
constant value of pit opening diameter d0 = 32 l. (d) Dependence
of the critical pit opening diameter d0,c1 for the onset of formation
of one quantum dot inside a pit on the pit wall slope expressed by
the wave number k. In (b), (c), and (d), solid lines and open
circles denote predictions of linear stability theory and simulation
results, respectively. The other parameter values used in the
simulations and the linear stability analysis are: dpit = 60 l,
h0 = 0.3 l, hp = 0.1 l, and ΞW = 0.0369. . . . . . . . . . . . . . . . . . . . . . . . . 113

7.1

(a) Schematic representation of the initial configuration of a periodic
pattern of pits on the surface of a coherently strained thin film.
The initial pit pattern on the film surface mimics the shape of the
pit-patterned substrate consisting of a regular array of pits in the
shape of inverted truncated pyramids. (b) Top view of surface
morphology, in the form of a 2D contour map of h(x, y), of four
(2 × 2) unit cells of the periodic film surface configuration. The
pits have opening lengths, lx and ly along the two principal pit
directions, x and y, respectively. (c) 1D surface profile along the
dashed black line on the top view of the configuration shown in
(b). The geometrical parameters that capture the complete design
of the surface pit pattern considered in this study, as depicted in
(b) and (c) are: film thickness h0 , pit depth hp , pit pattern period
dpit , pit opening length and width lx and ly , respectively, and pit
wall inclination set through the wave number k. . . . . . . . . . . . . . . . . . 116
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7.2

Numerical simulation results based on our model showing surface
evolution and the resultant surface morphology starting from a
configuration that has a film surface in the shape of a periodic
arrangement of inverted truncated pyramidal pits. In all cases,
the results show a unit cell of a regular pit-patterned surface with
pit-pattern period dpit of (a) 36 l, (b) 48 l, and (c) 60 l. (1-4)
show 2D contour maps of the computed evolving film surface
morphology, h(x, y, t), at (1) t = 0, (2) t = 0.7 τ , (3) t = 1.4 τ ,
and (4) t = 2.1 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The
respective 1D surface profiles, h(x; y, t), along the black solid lines
marked on the top views of (1) and (4) are plotted as blue and
red curves in (6). To make the 1D surface profiles easier to view,
the red profiles have been displaced upwards (along the h-axis) by
0.1 l. The values of the remaining simulation parameters are:
h0 = 0.3 l, lx = 18 l, ly = 18 l, hp = 0.1 l, k = 0.5 l−1 , and
ΞW = 0.0369. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.3

Numerical simulation results based on our model showing surface
evolution and the resultant surface morphology starting from a
configuration that has a film surface in the shape of a periodic
arrangement of inverted truncated pyramidal pits. In all cases,
the results show a unit cell of a regular pit-patterned surface with
deposited film thickness h0 of (a) 0.3 l, (b) 0.6 l, and (c) 0.9 l.
(1-4) show 2D contour maps of the computed evolving film surface
morphology, h(x, y, t), at (1) t = 0, (2) t = 0.7 τ , (3) t = 1.4 τ ,
and (4) t = 2.1 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The
respective 1D surface profiles, h(x; y, t), along the black solid lines
marked on the top views of (1) and (4) are plotted as blue and
red curves in (6). To make the 1D surface profiles easier to view,
the red profiles have been displaced upwards (along the h-axis) by
0.2 l. The values of the remaining simulation parameters are:
hp = 0.1 l, dpit = 60 l, lx = 18 l, ly = 18 l, k = 0.5 l−1 , and (a)
ΞW = 0.0369, (b) ΞW = 0.0046, and (c) ΞW = 0.0014. . . . . . . . . . . . . 121
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7.4

Numerical simulation results based on our model showing surface
evolution and the resultant surface morphology starting from a
configuration that has a film surface in the shape of a periodic
arrangement of inverted truncated pyramidal pits. In all cases,
the results show a unit cell of a regular pit-patterned surface with
pit depth hp of (a) 0.1 l, (b) 0.4 l, and (c) 0.8 l. (1-4) show 2D
contour maps of the computed evolving film surface morphology,
h(x, y, t), at (a1) t = 0, (a2) t = 0.7 τ , (a3) t = 1.4 τ , and (a4)
t = 2.1 τ ; at (b1) t = 0, (b2) t = 0.2 τ , (b3) t = 0.5 τ , and (b4)
t = 0.8 τ ; and at (c1) t = 0, (c2) t = 0.1 τ , (c3) t = 0.3 τ , and
(c4) t = 0.5 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The
respective 1D surface profiles, h(x; y, t), along the black solid lines
marked on the top views of (1) and (4) are plotted as blue and
red curves in (6). To make the 1D surface profiles easier to view,
the red profiles have been displaced upwards (along the h-axis) by
0.4 l. The values of the remaining simulation parameters are:
h0 = 1.0 l, lx = 18 l, ly = 18 l, k = 0.5 l−1 , dpit = 60 l, and
ΞW = 9.95 × 10−4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

7.5

Numerical simulation results based on our model showing surface
evolution and the resultant surface morphology starting from a
configuration that has a film surface in the shape of a periodic
arrangement of inverted truncated pyramidal pits. In all cases,
the results show a unit cell of a regular pit-patterned surface with
pit opening length lx of (a) 15.9 l, (b) 18 l, (c) 23 l, and (d) 27 l.
(1-4) show 2D contour maps of the computed evolving film
surface morphology, h(x, y, t), at (1) t = 0, (2) t = 0.7 τ , (3)
t = 1.4 τ , and (4) t = 2.1 τ . (5) shows the 3D views of the film
surface morphology corresponding to the top views shown in (4).
The respective 1D surface profiles, h(x; y, t), along the black solid
lines marked on the top views of (1) and (4) are plotted as blue
and red curves in (6). To make the 1D surface profiles easier to
view, the red profiles have been displaced upwards (along the
h-axis) by 0.1 l. The values of the remaining simulation
parameters are: h0 = 0.4 l, hp = 0.1 l, ly = 15.9 l, k = 0.4 l−1 ,
dpit = 60 l, and ΞW = 0.0156. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
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7.6

Numerical simulation results based on our model showing surface
evolution and the resultant surface morphology starting from a
configuration that has a film surface in the shape of a periodic
arrangement of inverted truncated pyramidal pits. In all cases,
the results show a unit cell of a regular pit-patterned surface with
pit opening length lx of (a) 17 l, (b) 24 l, and (c) 28 l. (1-4) show
2D contour maps of the computed evolving film surface
morphology, h(x, y, t), at (1) t = 0, (2) t = 0.7 τ , (3) t = 1.4 τ ,
and (4) t = 2.1 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The
respective 1D surface profiles, h(y; x, t), along the black solid lines
marked on the top views of (1) and (4) are plotted as blue and
red curves in (6). To make the 1D surface profiles easier to view,
the red profiles have been displaced upwards (along the h-axis) by
0.1 l. The values of the remaining simulation parameters are:
h0 = 0.4 l, hp = 0.1 l, ly = 28 l, k = 0.4 l−1 , dpit = 60 l, and
ΞW = 0.0156. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.7

Numerical simulation results based on our model showing surface
evolution and the resultant surface morphology starting from a
configuration that has a film surface in the shape of a periodic
arrangement of inverted truncated pyramidal pits. In all cases,
the results show a unit cell of a regular pit-patterned surface with
pit wall slope set by the wave number k of (a) 0.19 l−1 , (b)
0.2 l−1 , and (c) 0.3 l−1 . (1-4) show 2D contour maps of the
computed evolving film surface morphology, h(x, y, t), at (1)
t = 0, (2) t = 0.7 τ , (3) t = 1.4 τ , and (4) t = 2.1 τ . (5) shows the
3D views of the film surface morphology corresponding to the top
views shown in (4). The respective 1D surface profiles, h(x; y, t),
along the black solid lines marked on the top views of (1) and (4)
are plotted as blue and red curves in (6). To make the 1D surface
profiles easier to view, the red profiles have been displaced
upwards (along the h-axis) by 0.1 l. The values of the remaining
simulation parameters are: h0 = 0.4 l, hp = 0.1 l, lx = 32 l,
ly = 32 l, dpit = 60 l, and ΞW = 0.0156. . . . . . . . . . . . . . . . . . . . . . . . . . 131
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7.8

Number of quantum dots (QDs) formed inside each inverted
truncated pyramidal pit at the first asymptotic state, N , as a
function of (a1, a2) lx and ly for k = 0.4 l−1 and (b1, b2) lx and k
for ly = 32 l as predicted by (a1, b1) the weakly nonlinear
tip-splitting instability theory and (a2, b2) direct dynamical
simulations of epitaxial film surface morphological evolution. (c)
Dependence of the critical pit opening lengths, lx,c1 and ly,c1 , for
the onset of formation of a single (N = 1) quantum dot inside a
pit on the pit wall slope expressed by the wave number k. In (c),
the solid line and open circles denote predictions of the weakly
nonlinear tip-splitting instability theory and simulation results,
respectively. In all simulations and analytical calculations,
dpit = 60 l, h0 = 0.4 l, hp = 0.1 l, and ΞW = 0.0156. . . . . . . . . . . . . . . 133
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CHAPTER 1
INTRODUCTION

1.1

Motivation

Metals and semiconductors with nano-engineered surfaces have a wide range of
technological applications [2–12]. The ability to form and manipulate nanoscale
features by controlling macroscopic forces is essential to advancing nanotechnology.
Macroscopic forces, such as externally applied electric fields, thermal gradients, mechanical stress, etc., can be used to drive atomic motion through the mass transport
phenomena of electromigration, thermomigration, and stress-induced self-diffusion.
This concept of external-force-driven nanostructure control has been tested successfully on diverse material systems ranging from metal conductors [13] to colloids [14]
and block copolymers [15–17] to liquid droplets [18]. A single macroscopic force by
itself or in synergistic combination with other macroscopic forces can be used to trigger morphological instability in surfaces and in surface features. A careful control
of pattern forming morphological instabilities, through control of macroscopic forces,
can be used to design and precisely engineer stable nanopatterns on surfaces [19, 20].
The ability to control surface features merely with the help of externally applied
macroscopic forcing can have a major impact on reliable nanoscale engineering. Developing fabrication processes based on self- and directed-assembly can likely set a
new paradigm for nanofabrication.
In this dissertation, we focus on the study of the driven morphological evolution of
nanoscale surface features and thin-film structures of face-centered cubic (fcc) metallic crystals and elemental or compound semiconductor materials. The two material
1

systems we will study in this dissertation are: (a) single-layer epitaxial islands on
crystalline conducting fcc substrate surfaces and (b) coherently strained thin films
grown epitaxially on semiconductor substrates. The forces considered for driving
nanopatterning are electric fields, mechanical stresses, and thermodynamic driving
forces. Specifically, we will study systematically three closely related problems with
the aim of predicting conditions for triggering morphological instabilities resulting
in nanopattern formation and exploiting such instabilities in order to design stable
nanopatterns.
1. Current-driven dynamics of single-layer epitaxial islands: We will analyze the
evolution of coherently strained single-layer islands under electromigration conditions on fcc substrate surfaces. This analysis is motivated by the fact that the
edges of single-layer islands on fcc substrates, when driven with an externally
applied electric field, become unstable beyond a critical island size [21]. The
electric field, in conjunction with edge diffusional anisotropy, triggers a morphological instability on the edge of the migrating islands, resulting in formation
of protrusions, facets, fingers, and necks on the island’s edge. For islands with
sizes greater than a second (larger) critical island size, edge protrusions, facets,
or fingers grow and lead, through formation of thin necks, to the breaking up
of the parent island into daughter islands. We demonstrate that careful control
of the electric field can lead to formation of organized single-layer stable island
patterns. We emphasize on identifying the conditions under which the currentdriven single-layer island morphologies become unstable and on exploring the
complexity of the corresponding various morphologically stable and metastable
surface patterns.
2. Surface nanopatterning of coherently strained epitaxial thin films induced by
nonlinear instabilities: The motivation for addressing this problem originates
from the observation of various stress-induced surface nanopatterns in both
2

computer simulations and experiments, which cannot be explained or predicted
by linear stability theory. Examples of these nanopatterns include secondary
ripples from the tip splitting of surface ripples in uniaxially stressed bulk crystalline solids [22] , multiple quantum dots (QDs), also known as quantum dot
molecules (QDMs), on surfaces of epitaxially grown and biaxially stressed semiconductor films [23], and nanorings formed upon thermal annealing of metallic
thin films deposited on oxide substrates [24, 25]. In this research, we have implemented a surface morphological evolution model for biaxially stressed thin
films [20] toward a fundamental understanding of the complex pattern formation
resulting from film surface morphological instabilities and develop a practical
guide for the fabrication of precisely controlled surface nanostructure patterns.

1.2

State of knowledge in the field

In the past few decades, with the advancement of high-performance computing
and detailed experimental imaging techniques such as in-situ scanning tunneling microscopy (STM), a significant effort has been made to understand the dynamical
response to macroscopic forces of surface features. There have been numerous theoretical (both atomistic and continuum-scale) and experimental studies aimed at understanding the evolution of surfaces and nanoscale surface features under the action
of external fields. Here, we give a concise overview of the state of knowledge in this
field.

1.2.1

Current-driven dynamics of single-layer epitaxial islands

An interesting problem of surface electromigration is the current-driven dynamical response of single-layer adatom and vacancy clusters, i.e., islands and voids of
single-layer thickness/depth, on surfaces of crystalline conducting substrates. Many
theoretical studies either using kinetic Monte Carlo (KMC) simulations with energy
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Figure 1.1. Schematic representation of a single-layer epitaxial island with a rounded
edge morphology on a crystalline conducting substrate under the action of an electric
field. The xy−plane of a Cartesian frame of reference corresponds to the substrate
surface plane.

barriers for adatom hopping on the surface computed according to the embeddedatom method (EAM) [26, 27] or based on a mesoscopic theoretical framework [28–31]
have been conducted to understand the driven dynamics of single-layer adatom and
vacancy clusters. Theoretical studies based on continuum models of mass transport
in the periphery or edge diffusion regime have reported complex morphological evolution for electromigration-driven single-layer adatom islands on solid surfaces, reaching oscillatory and even chaotic asymptotic states [32]. Periphery (edge) diffusional
anisotropy also was taken into account in these models [32–34]. These analyses revealed oscillatory shape evolution and complex migration trajectories where different
modes of motion alternate in a periodic, quasiperiodic, or irregular fashion [32]. In
addition, oscillatory dynamics in the morphological evolution of such homoepitaxial
islands has been demonstrated by atomic-scale KMC simulations on Cu(001) surfaces [35]. The agreement between the KMC simulation results and the continuum
model predictions justified the qualitative and semi-quantitative validity of properly
parameterized continuum models of edge atomic diffusion. A comprehensive analysis
of current-driven oscillatory dynamics of single-layer islands on crystalline conducting substrates based on an experimentally validated edge diffusion model has been
presented in Ref. [36].

4

Experimental studies of electromigration-driven dynamics of islands on surfaces
have been challenging and the experimental literature on the subject is sparse. The
first experimental study of electromigration-induced motion of islands was reported
in Ref. [37], where the steady-state motion of Si islands driven by a DC current was
examined. An excellent recent experimental study [13] based on in situ STM imaging
examined the effects of thermally excited defects on the current-biased displacement
of single-layer Ag islands on single crystalline Ag{111}. Motivated by the above
experimental and theoretical studies, we have performed detailed theoretical and
computational studies, presented in Chapter 2, 3, and 4 and in Appendix A of this
dissertation to explore the driven morphological response of single-layer islands on
crystalline substrate surfaces, well beyond any previous or current theoretical and
computational effort on island electromigration. Based on these recent studies, we
have established the electric-field-driven assembly of single-layer epitaxial islands as
a viable physical processing approach for surface nanopatterning.

1.2.2

Surface nanopatterning of biaxially stressed thin films

Both the groove patterns on strained bulk solid surfaces induced by the AsaroTiller or Grinfeld (ATG) instability [38–41] and the 3D islands on heteroepitaxial thin
films induced by the Stranski-Krastanow (SK) instability [42–44] can be understood
and predicted by linear stability theories based on driven surface mass transport
models. However, other more complex patterns that have been observed on surfaces
of strained bulk solids and coherently strained epitaxial thin films cannot be explained
by linear stability theory.
One example of complex surface nanopatterns is that of multiple quantum dots
(QDs) or quantum dot molecules, characterized by two or more closely spaced QDs,
which form on coherently strained heteroepitaxial thin films. Such multiple QDs
have been reported in experimental studies, including dumbbell-shaped QDs, ob-
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Figure 1.2. Schematic representation of the surface morphological transformation of
a coherently strained thin film, deposited epitaxially on a pit-patterned substrate up
to a nominal thickness h0 , from (a) its initial configuration consisting of a pit in the
domain center mimicking the pit-patterned substrate to (b) a complex configuration
with a nanoring forming at the rim of the pit and a quantum dot emerging from the
center of the pit. 2D surface height contour maps of the configurations in (a) and (b)
are shown in (c) and (d), respectively. In all cases, the unit cell is shown of a periodic
pattern on the film surface.

served in the growth of InSb layers on GaSb substrates [45], multiple QDs grown in
the InSb/GaAs and InSb:N/InAs systems [46], and QD pairs formed in the epitaxy
of InAs on GaAs substrates for both patterned and unpatterned GaAs substrate surfaces [47, 48]. In all of these cases, the formed QDs are characterized by split tips
of variable height. A theoretical study [20] based on tip splitting instability analysis
[49, 22, 50, 51] has explained the formation of multiple quantum dots in experiments
and has provided insights into organized nanopattern formation by perturbing morphologically the biaxially stressed film surface using buried quantum dot patterns.
In addition to the quantum dot molecules, another interesting class of complex
nanostructures that also has been observed on biaxially stressed semiconductor thin
film surfaces is self-assembled nanorings that form at the boundaries of nanopits during epitaxial deposition of germanium on silicon {100} substrates [52, 1]. Electronic
confinement in such nanorings makes these nanoscale structures very promising for
the fabrication of optoelectronic [53, 54] and sensing devices [55, 56]. These nanorings
form purely due to the competition between surface energy and elastic strain energy
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in a manner analogous to nanorings forming on biaxially stressed metallic thin films
upon thermal annealing [24, 25]. Motivated by the above experimental and theoretical studies, we have performed detailed theoretical and computational studies,
presented in Chapter 5, 6, and 7 and in Appendix B of this dissertation to explore
ordered pattern formation in heteroepitaxial thin films deposited on pit-patterned
substrate surfaces. Based on the studies, we have established stress driven assembly
of nanopatterns as a viable physical processing approach for surface nanopatterning.

1.3

Research Objectives

The goal of this dissertation is to develop a better fundamental understanding of
the effects of macroscopic forces, such as mechanical stress, electric fields, and thermal gradients, as well as thermodynamic driving forces induced, e.g., as a result of
defect interactions on morphological changes on surfaces of crystalline metallic conductors or semiconductors or in two-dimensional materials. Such an understanding
will enable quantitative prediction of the driven morphological evolution of surfaces
of epitaxial thin films and surface features such as single-layer islands and vacancy
islands, as well as edge-type defects in low-dimensional materials such as graphene
sheets. Such quantitative prediction of driven morphological evolution will, in turn,
enable the design and precise control of pattern formation on material surfaces and
low-dimensional materials. These patterning capabilities will have impact on improving materials function and reliability, developing new fabrication strategies based on
directed assembly, and creating a new paradigm for nanofabrication technologies.
Aiming at achieving such a broader goal, in this dissertation, we will pursue the
following specific objectives:
• Atomistically informed hierarchical multiscale modeling of external-field-driven
complex pattern formation dynamics for populations of epitaxial islands on crystalline solid substrates as a novel approach to substrate surface nanopatterning.
7

• Analysis of stress-driven morphological instabilities and post-instability pattern
formation in coherently strained heteroepitaxial thin films that lead to formation
of fine-scale surface features, such as quantum dot molecules and nanorings
and enable length-scale selection and engineering. The analysis will be based
on a 3D continuum-scale model of coherently strained epitaxial film surface
morphological evolution and identify the conditions for nanostructure pattern
formation toward developing optimal film growth and post-growth processing
strategies.

1.4

Dissertation Organization

This dissertation is organized as follows. In Chapter 2, we present a theoretical study on formation of nanowires with precisely controlled widths, starting from
single-layer conducting islands on crystalline conducting substrates under the controlled action of macroscopic forcing provided by an externally applied electric field
that drives island edge electromigration. Numerical simulations based on an experimentally validated model and supported by linear stability theory showed that
large-size islands undergo a current-induced fingering instability, leading to nanowire
formation after finger growth. Depending on the substrate surface crystallographic
orientation, necking instabilities after fingering lead to the formation of multiple parallel nanowires per island. In all cases, the axis of the formed nanowires is aligned
with the direction of the externally applied electric field. The nanowires have constant widths, on the order of 10 nm, which can be tuned by controlling the externally
applied electric field strength. Our findings have important implications for developing future lithography-free nanofabrication and nanoelectronic patterning techniques.
This work has been published in Applied Physics Letters.
In Chapter 3, using an externally applied electric field as the macroscopic force,
we have carried out a computational study on the formation of surface nanopatterns
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consisting of single-layer homoepitaxial islands as a result of a morphological instability that can occur under edge electromigration conditions on the straight edge of a
single-layer nanowire grown epitaxially on a crystalline substrate. Direct dynamical
simulations based on a model that has been validated experimentally for the Ag/Ag
system showed that the current-induced nanowire edge instability causes the breakup
of the nanowire and leads to the formation of uniformly distributed islands, arranged
in linear or V-shaped arrays, which are uniformly sized with nanoscale dimensions.
The simulation results were supported by linear stability theory and demonstrated
that the geometrical features of the island patterns and the island sizes can be controlled precisely by controlling the electric field direction with respect to the nanowire
axis and the electric field strength. Our findings have important implications for developing physical nanopatterning approaches toward enabling future nanofabrication
technologies. This work has been published in Applied Physics Letters.
In Chapter 4, we have conducted a systematic study of complex pattern formation
resulting from the driven dynamics of single-layer homoepitaxial islands on surfaces
of face-centered-cubic (fcc) crystalline conducting substrates under the action of an
externally applied electric field. The analysis was based on an experimentally validated nonlinear model of mass transport via island edge atomic diffusion, which also
accounted for edge diffusional anisotropy. We analyzed the morphological stability
and simulated the field-driven evolution of rounded islands for an electric field oriented along the fast edge diffusion direction. For larger-than-critical island sizes on
{110} and {100} fcc substrates, we showed that multiple necking instabilities generate complex island patterns, including not-simply-connected void-containing islands
mediated by sequences of breakup and coalescence events and distributed symmetrically with respect to the electric field direction. We analyzed the dependence of
the formed patterns on the original island size and on the duration of application of
the external field. Starting from a single large rounded island, we characterized the
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evolution of the number of daughter islands and their average size and uniformity.
We found that the evolution of the average island size follows a universal power-law
scaling relation, and the evolution of the total edge length of the islands in the complex pattern follows Kolmogorov-Johnson-Mehl-Avrami kinetics. Our study makes a
strong case for the use of electric fields, as precisely controlled macroscopic forcing,
toward surface patterning involving complex nanoscale features. This work has been
published in Physical Review Applied.
In Chapter 5, we have developed a properly parameterized, three-dimensional
continuum-scale kinetic model for monitoring the surface morphological evolution
of coherently strained heteroepitaxial thin films that captures the morphological response of epitaxially grown Ge thin films on pit-patterned Si{100} substrates. The
model accounts for curvature-driven atomic diffusion on the film surface, biaxial lattice misfit strain in the film, and the wetting potential between the film and the
substrate. Self-consistent dynamical simulations based on our model have showed
formation of complex nanostructures on the epitaxial film surface, including nanorings at the rims of pits, a single quantum dot at the center of a pit, as well as multiple
quantum dots inside pits with rectangular openings, consistent with experimentally
observed nanostructures. Our simulation results have reproduced the variation in the
formed nanostructural features observed experimentally by properly varying the key
experimental parameters, namely, the pit size and the pit geometry. This study has
set the stage for designing systematic experimental protocols toward precise control
of complex nanoring and quantum dot patterns forming on surfaces of epitaxially
grown coherently strained semiconductor thin films. This work has been published
in Materials Research Express.
In Chapter 6, we have reported a systematic computational study on the formation of complex nanostructures consisting of quantum dots and nanorings on surfaces
of coherently strained thin films grown epitaxially on pit-patterned substrates. The
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analysis is based on the above-mentioned self-consistent dynamical simulations according to a film surface evolution model and is supported by linear stability theory
that explains the film surface nanopattern formation as the outcome of a StranskiKrastanow instability. Emphasis has been placed on the design of conical pit patterns,
and the effects on the resulting film surface nanopattern of varying geometrical design
parameters including film thickness, pit-pattern period, pit depth, pit opening diameter, and pit wall inclination. We have demonstrated that varying the pit opening
diameter and the pit wall slope leads to formation of complex nanostructures inside
the pits of a regular pit pattern on the film surface, which include quantum dots,
as well as single nanorings and multiple concentric nanorings that may or may not
surround a central quantum dot inside each pit. This work has been published in
Journal of Applied Physics.
In Chapter 7, we have also performed a systematic and comprehensive analysis of
complex nanostructures forming on surfaces of coherently strained thin films grown
epitaxially on pit-patterned substrates consisting of pits that are in shape of an inverted pyramid. We have demonstrated that varying the pit opening length and width
and the pit wall slope leads to formation of an array of multiple quantum dots inside
the pits of a regular pit pattern on the film surface. Our simulation predictions have
demonstrated that both the number and the array size of multiple quantum dots in
the ordered nanostructure patterns forming on the film surface can be controlled precisely by tuning the geometrical parameters of the pits, namely the pit opening length
and width and the pit wall slope, on the pit-patterned substrate. Our findings have
important implications for designing optimal semiconductor surface patterns toward
enabling future nanofabrication technologies. This work is currently in preparation
to be submitted for publication.
Chapter 8 summarizes the key contributions of this dissertation to this field of
research toward a fundamental understanding of the current-driven dynamics of sin-
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gle layer islands and resulting nanopattern formation and the stress-driven pattern
formation in biaxially stressed epitaxial thin films. A concise discussion of several
futures directions in this area of research is also presented.
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CHAPTER 2
CURRENT-DRIVEN NANOWIRE FORMATION ON
SURFACES OF CRYSTALLINE CONDUCTING
SUBSTRATES

2.1

Introduction

The ability to form and manipulate nanoscale features by controlling macroscopic
forces is essential to advancing nanotechnology. For example, externally applied
fields, such as electric fields and thermal gradients, can be used to drive atomic
motion through the mass transport phenomena of electromigration [57, 13, 49, 58]
or thermomigration [59, 60] providing paradigm shifts in surface engineering and
nanofabrication based on physical patterning. This concept of external-force-driven
nanostructure control has been tested successfully on diverse material systems ranging from metal conductors [13] to colloids [14] and block copolymers [16, 17]. Here, we
examine the feasibility of this concept toward formation of nanowires, high-aspect ratio material structures confined to nanoscopic length scales in all but one dimension,
which are particularly appealing for a broad range of applications [61], from electronic and photonic technologies [62–65] to biological applications [66, 67] and energy
technologies such as photovoltaics, batteries, and artificial photosynthesis [68–73].
Recent experimental studies based on in situ scanning tunneling microscopy [13]
have demonstrated the ability to control the dynamics of single-layer islands of a few
thousand metal atoms grown by a two-step thermal deposition method on crystalline
substrates of the same metal through current-induced displacements mediated by
surface electromigration. The islands migrate along the electric field direction with
√
constant velocities that are inversely proportional to the island size R = island area
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Figure 2.1. Schematic representation of a current-driven single-layer epitaxial island
on a crystalline conducting substrate.

[13]. Theoretical studies [27, 26, 30, 28, 29] have found periphery or edge diffusion
to be the dominant mode of mass transport in such islands, and continuum-domain
as well as atomistic simulation studies [21, 32, 33, 35] have demonstrated complex
current-driven nonlinear island dynamics, from oscillatory to chaotic, for islands exceeding a critical size Rc [21].
We report a strategy for nanowire formation on crystalline substrate surfaces, with
the nanowire geometry tuned by controlling purely macroscopic forcing parameters.
We focus on formation of single-layer nanowires of conducting materials on surfaces
of crystalline conducting substrates with the macroscopic forcing provided by an
externally applied electric field. Starting from stable rounded islands, the equilibrium
configuration of single-layer epitaxial islands in the absence of external forcing, and
using stability analysis and numerical simulations, we show that, for islands larger
than a critical size, proper control of the direction and magnitude of the applied field
triggers a current-induced fingering instability that transforms the island into a stable
nanowire configuration. Depending on the substrate orientation and for larger island
sizes, we find that necking instabilities following finger growth facilitate the formation
of arrays of parallel nanowires from a single original island. In all cases, the nanowires
are confined in one dimension with their width controlled precisely by controlling the
applied field strength. We demonstrate this strategy as a potential technique for
lithography-free nanofabrication and physical patterning of surfaces at dimensions
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barely accessible even by e-beam lithography, using Ag islands on Ag substrates as
a benchmark system for which our model has been validated experimentally [13, 21].
Achieving parallel arrays of ∼ 10-nm-wide nanowires and demonstrating the ability
to control their direction could have important implications for developing future
nanoelectronic patterning techniques applicable, e.g., to the interconnect structures
of future electronic chips.

2.2

Model and Computational Methodology

We monitor the current-driven island evolution by time stepping the continuity
equation of mass conservation, vn = −Ω ∂Js /∂s, where vn is the normal velocity
component at any point on the edge of a single-layer homoepitaxial island on the
xy-surface plane of a substrate of a face-centered cubic (fcc) crystalline solid driven
by an applied electric field of strength E0 aligned with the Cartesian x-axis, as shown
in Fig. 2.1; Ω is the atomic area, s is the arc length along the island edge and Js is
the edge atomic flux. Following classical phenomenology, Js is expressed by a NernstEinstein equation as the sum of two contributions, one due to a thermodynamic
driving force and a drift flux due to the electromigration force [32, 21] giving the
continuity equation
∂
vn = −Ω
∂s

(

"

Ds (θ)
∂µ
−
+ qs∗ Es
kB T
∂s

#)

.

(2.1)

In Eq. (2.1), Ds is the edge atomic diffusivity, kB is the Boltzmann constant, T is
temperature, µ = γ̃Ωκ is the chemical potential of an edge atom, γ̃ is the edge stiffness
taken to be isotropic [32, 21], κ = dθ/ds is the local edge curvature where θ is the edge
orientation [32, 21], qs∗ is the effective charge of an edge atom, and qs∗ Es is the local
tangential component of the electromigration force with Es = E0 cos θ. The island is
practically a two dimensional object with one atomic-layer thick z-dimension. Hence,
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the island boundary has negligible effect on electric field and no nonlocal phenomenon
such as current crowding is considered in this model [32].
We account for edge diffusional anisotropy, Ds (θ) = Ds,max f (θ), the strongest and
most important anisotropy in the material system of interest through the anisotropy
function f (θ) = {1 + A cos2 [m(θ + φ)]}/(1 + A) ≤ 1 for fcc crystals; A > 0 is the
anisotropy strength, φ is the misorientation angle formed between the fastest edge
diffusion direction and the direction of the externally applied field, and m is an integer
parameter that expresses symmetry due to crystallographic orientation and sets the
number of fast diffusion directions; m = 1, 2, and 3 for {110}, {100}, and {111} substrate surfaces, respectively [32, 21]. The model, Eq. (2.1) with the above expression
for Ds (θ), has been validated [21] by comparing the predicted current-driven island
morphology and the island size dependence of the island migration velocity with the
experimental results of Ref. [13]; we have used the same experimentally determined
physical parameters [13] for the theoretical and simulation studies in this chapter.
The corresponding characteristic length scale is lE =

q

γ̃Ω/|qs∗ E0 | and the diffusional

time scale is τ = lE4 /[Ds,max γ̃Ω2 /(kB T )]. The dimensionless form of the continuity
equation, Eq. (2.1), thus becomes
"

!#

∂
∂κ
vn =
f (θ)
− cos(θ)
∂s
∂s

.

(2.2)

In our numerical simulations of current-driven single-layer island dynamics, we
have implemented the marker-particle front tracking method of Ref. [19]. In this
method, we first discretize the island edge using a grid of nodal points along the
island edge with a fine grid resolution with mesh size (distance between neighboring
nodes) δ S̃ as shown in Fig. 2.2. In order to solve Eq. (2.2) numerically, we need
to first determine the curvature κ and the edge orientation θ at each node. We use
standard notation [74] for the edge orientation θ (−π < θ ≤ π), i.e.θ is measured
from the positive y-axis and is positive in the clockwise direction as shown in Fig. 2.1.
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ds

- dy θ
dx
θ

n̂i
ith node

Figure 2.2. Schematic representation of a discretized single-layer rounded epitaxial
island in the simulations. A magnified view of a portion (boxed segment) of the island
edge also is shown for clarification. n̂i is the unit vector normal to the island edge at
the ith node (i = 1, 2, 3, . . . , n). The first node (i = 1) and the last node (i = n) on
the discretized island edge are colored green and red, respectively.

The curvature κ can be determined at each node through the equation

κ=

θ = tan−1

dθ
ds

−dy
dx

!

d2 x.dy − d2 y.dx
1
·
1 + (dy/dx)2
(dx)2
d2 x.dy − d2 y.dx
=
(dx)2 + (dy)2

dθ =

ds =

q

(dx)2 + (dy)2

dθ
d2 x.dy − d2 y.dx
=⇒ κ =
=
ds
[(dx)2 + (dy)2 ]3/2
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Curvature at ith node κi =

d2 x
ds2

!

dy
.
ds
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dx
ds

!

d2 y
−
ds2
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!2

+
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dy
ds

!

dx
.
ds
i

!

!2 3/2

i

(2.3)


i

In order to obtain the sign of θ and a value of θ between −π and π we calculate
θ according to the expression

th

Edge orientation at i

−(dy/ds)i
cos−1
node θi =
|(dy/ds)i |

"

dx
ds

In the numerical simulations, we compute the spatial derivatives

!#

(2.4)
i

dy dx d2 y d2 x
, , ,
ds ds ds2 ds2

at

each node using a central finite difference scheme. Using Eq. (2.2), we determine the
velocity at each node. We implement a variable time-step size in the simulations such
that the time step ∆t ≤ min(δsi )/ max(vn ). Using a 4th-order Runge-Kutta method
for time stepping, we determine the x- and y-coordinates of each node at the next
time step.
We remesh the discretized island edge every few time steps. There are two main
purposes for such remeshing: (1) to redistribute the space between the nodes such
that neighboring nodes are nearly equidistant on the island edge, and (2) to increase
or decrease the number of nodes for tracking an evolving island depending on the
perimeter of that island for given island area (which is conserved for accurate time
stepping of the continuity equation). For remeshing, we use nodal interpolation to
compute the new position of the nodes on the island edge based on a user prescribed
mesh size δ S̃.
As an example, consider that at a time t = t1 , the total number of nodes in
an evolving island is n1 (Fig. 2.3(a)). The ith node in that particular island has
coordinates (xi , yi ). Let the distance between the ith and (i + 1)th node be δsi and
assume that all such distances δsi are nearly equal to each other at time t = t1 .
Just prior to the next remeshing, let the time be t = t2 (Fig. 2.3(b1)), and consider
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t = t2

t = t1
n1 = 16
(a)

n1 = 16
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E0
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n2 = 26
After Remeshing
(b2)

ith node
δsi

δSi

δSi

δsi

δsˆi

δSi

Figure 2.3. (a) Schematic representation of a discretized single-layer rounded epitaxial island in simulations of driven island evolution at time t = t1 migrating under
the action of an electric field. The solid circles denote the nodes through which we
track the edge morphology of the migrating island. n1 is the total number of nodes
representing the discretized island at time t1 . (b1) Schematic representation of the
migrating island in (a) at time t = t2 (t2 > t1 ), just before the remeshing, assuming
no remeshing occurs between t1 and t2 . (b2) Schematic representation of the island
edge morphology at time t = t2 immediately after the remeshing. n2 is the total
number of nodes representing the discretized island at time t2 . The first node (i = 1)
and the last node (i = n) on the island edge are colored green and red, respectively.

that there has not been any remeshing between t = t1 and t = t2 . Since there has
been no such remeshing, the total number of nodes at time t = t2 (immediately
before remeshing) will be equal to n1 . At this time t = t2 , we may observe that the
neighboring nodes in the new island morphology are no longer equidistant from each
other i.e., all δsi are not nearly equal for every value of i. Even if we figure out a
way to redistribute all the spaces between the nodes to make the neighboring nodes
equidistant from each other, the new nodal distances δsi might become significantly
greater or significantly smaller than the initially intended δ S̃ depending on the new
island perimeter.
In order to keep the nodal distances δsi , for all nodes i close to δ S̃, we dynamically
adjust the number of nodes required to represent the evolving island edge every few
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time steps. While dynamically adjusting the number of nodes, we also redistribute
the distances between neighboring nodes to make them equidistant from each other.
This entire process is easily accomplished by using nodal interpolation. We express
the x and y coordinates (xi , yi ) of each node as a function of s where s is the arc-length
along the island edge. So, for the first node s1 = 0, for the second node s2 = δs1 , for
the third node s3 = δs1 +δs2 , and for the ith node si =

Pi−1

r=1

δsr . Since the discretized

island must form a closed loop, δsn is the distance between the nth node and the 1st
node. This allows for the x and y coordinates of all the nodes to be expressed as a
function of the arc length s, i.e., xi (s) and yi (s). Therefore, the coordinates of all the
nodal points xi and yi are single-valued (Fig. 2.4) and, hence, interpolating functions
xi (s) and yi (s) can be fit through all the grid points on the island edge.
Once the continuous interpolating functions have been determined, we estimate
the number of nodes n2 , immediately after remeshing, using the expression
!

perimeter of the island at t = t2
.
n2 = INT
δ S̃
The island perimeter is equal to sn+1 =
after remeshing will become δŝi =

Pn

r=1

perimeter
.
n2

(2.5)

δsr . The distances δsi immediately

We can subsequently interpolate the

new coordinate set (xi , yi ) of the ith node using this new distance δŝi such that the
arc length s of the ith node after remeshing will be si =

Pi−1

r=1

δŝr . Figure 2.3(b2)

depicts a schematic representation of the island edge configuration immediately after
remeshing at time t = t2 .
In the code that implements the above numerical procedure, we maintain an array
n whose pth element stores the instantaneous total number of nodes of the pth island (in
the general case of an entire population of islands evolving on the substrate surface).
In the numerical simulations, island breakup is triggered when two grid (nodal)
points belonging to different segments on the edge of the same island approach closer
than half the distance between neighboring nodal points along the island edge; a
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Figure 2.4. (a1) x and (a2) y coordinates of the nodes on the discretized island
edge plotted as a function of the arc-length s along the edge of an island migrating
under the action of an electric field immediately before the island edge remeshing. The
solid circles denote the nodes through which we track the morphology of the migrating
island. (b1) New x and (b2) new y coordinates of the nodes on the disctretized island
edge plotted as a function of s immediately after the island edge remeshing. The first
node (i = 1) and the last node (i = n) are colored green and red, respectively.
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segment is defined as the edge length spanned by three consecutive grid points on
the island periphery. Merging of two islands upon an island coalescence event also is
treated by an equivalent criterion. The technique is completely analogous with that
used in the simulation of breakup and coalescence of voids in metallic conductors and
has been implemented in Ref. [19].

2.3

Linear Stability Analysis of Rounded Island Edge Morphology Under Electromigration Conditions

To analyze the morphological stability of the current-driven island, we use linear
stability theory (LST) [75–77, 31]. In this linear stability analysis, we introduce an
O() with   1 morphological perturbation to a perfectly rounded single-layer island
under the action of an applied electric field and predict according to LST the various
eigenmodes of the driven dynamical system, including any unstable eigenmodes that
grow with time triggering morphological instabilities of the island’s edge. We conduct
our study in the plane-polar coordinate system (r, θ) with the origin fixed at the
center of the island; r represents the distance of a point at the island edge from the
island center and θ is the edge orientation. It should be noted that our plane polar
coordinate system differs from the conventional plane polar coordinate system in that,
here, θ = 0◦ coincides with the y-direction of the corresponding Cartesian frame of
reference, and θ increases in the clockwise direction. The distance r can be expressed
as an evolving island edge shape function r(θ, t) and represented by a perturbation
expansion of the form
"

r(θ, t) = r0 1 + 

∞
X

#

an (t) cos(nθ) + bn (t) sin(nθ)

n=0
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where − π ≤ θ < π. (2.6)

In Eq. (2.6), r0 is the radius of the perfectly rounded island,  is the amplitude of a
perturbation from the rounded morphology (  1), and an and bn are real coefficients
with b0 ≡ 0.
According to the continuity equation, Eq. (2.1), the normal velocity, vn , at a point
on the island edge is given by
∂Js
∂
vn = −
= −Ω
∂s
∂s

(

"

Ds (θ)
∂µ
−
+ qs∗ Es
kB T
∂s

#)

(2.7)

which can be written in its dimensionless form as
(

"

∂κ
∂
f (θ)
− cos θ
vn (θ) =
∂s
∂s

#)

where − π ≤ θ < π,

(2.8)

f (θ) is the edge diffusional anisotropy function defined earlier in this chapter, and
length and time have been made dimensionless by dividing with the characteristic
length scale lE =

q

γ̃Ω/|qs∗ E0 | and the diffusional time scale τ = lE4 /[Ds,max γ̃Ω2 /(kB T )],

respectively.
The arc length increment along the island edge, ds, can be written in terms of the
local curvature κ and the subtended angle, dθ. For the perturbed island morphology,
we derive the expression for the curvature κ in terms of θ and the Fourier coefficients
{an (t)} and {bn (t)}, n = 0, 1, 2, ..., ∞. Substituting the expressions for f (θ), ∂s, and
κ into Eq. (2.8) gives an expression for vn in terms of the Fourier coefficients {an (t)}
and {bn (t)} and θ as
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"

#

Am sin [2m(θ + φ)]  X
cos(θ)  cos(θ) X 2
2
vn = −
n(n
−
1)Γ
−
−
(n − 1)∆n
n
1+A
r03
r0
r0
)"
#
(
A
 X 2 2
sin(θ)  sin(θ) X 2
1
+
− 3
n (n − 1)∆n +
+
(n − 1)∆n ,
+
1 + A 2(1 + A)
r0
r0
r0
(
)"
#
A cos [2m(θ + φ)]
 X 2 2
sin(θ)  sin(θ) X 2
+
− 3
n (n − 1)∆n +
+
(n − 1)∆n
2(1 + A)
r0
r0
r0
(2.9)

where ∆n = an (t) cos(nθ) + bn (t) sin(nθ)
and

(2.10)

Γn = −an (t) sin(nθ) + bn (t) cos(nθ).

In Eq. (2.9), A, m, and φ are the edge diffusional anisotropy parameters as defined
earlier in this chapter.
The normal velocity component at any point on the island edge, vn , can also be
obtained by taking the inner product of the time derivative of this point’s position
vector r (= r(θ, t)êr ) with the unit vector normal to the island edge at the point. At
any point on the island edge, for an O() perturbed island according to Eq. (2.6), the
corresponding unit normal vector can be expressed as

h X

n̂ = êr − 

i

n (−an sin(nθ) + bn cos(nθ)) êθ ,

(2.11)

yielding for vn the expression
∞
X
d
r(θ, t)êr · n̂ = r0 
ȧn (t) cos(nθ) + ḃn (t) sin(nθ),
dt
n=0

!

vn =

(2.12)

where a dot over a symbol is used to denote differentiation with respect to time.
By equating the coefficients of {cos(nθ)} and {sin(nθ)} from Eq. (2.9) with the coefficients of {cos(nθ)} and {sin(nθ)} from Eq. (2.12) for each mode n we obtain a
set of non-homogeneous linear ordinary differential equations (ODEs) for the Fourier
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coefficients, {an } and {bn }. Since  is positive, ȧ0 represents the rate of expansion of
the island, ȧ1 represents the velocity along θ = 0◦ (y-direction), and ḃ1 represents the
velocity along θ = 90◦ (x-direction). The island morphology is independent of the
corresponding three Fourier coefficients; hence, these coefficients need not be evaluated. Furthermore, in the derived set of ODEs, we observe that the evolution of none
of the modes (Fourier coefficients) depends on either a1 or b1 ; hence, the equations
for the evolution of a1 and b1 can be omitted from the set of ODEs that has to be
solved to monitor (within the LST) the island’s morphological evolution.
Expressing the remaining Fourier coefficients a0 , a2 , b2 , a3 , b3 , . . . as a column vector x yields in compact form the equation

ẋ = A · x + b

(2.13)

for the derived set of linear ODEs for the unknown Fourier coefficients. In this
formulation, Eq. (2.13), we have truncated the expansion for the position vector of
Eq. (2.6) to consider Fourier coefficients only up to n = 100, i.e., the set of unknown
coefficients is {a0 , a2 , b2 , a3 , b3 , ...a100 , b100 }. We have checked carefully the convergence
of the series for the resulting shape function and found the truncation error in keeping
modes up to n = 100 to be negligible.
The solution to Eq. (2.13) is

x=

n
X

Cr Zr eλr t − A−1 · b

(2.14)

r

where, {λr }, r = 0, 2, 3, 4, . . . , n, are the eigenvalues of the matrix A, {Zr }, r =
0, 2, 3, . . . , n are the corresponding eigenvectors, and {Cr }, r = 0, 2, 3, . . . , n are the
unknown coefficients in the linear combination of the exponentially growing or decaying modes, determined by applying the initial condition, i.e., the shape of the island
at t = 0. At t = 0, the slightly perturbed rounded morphology
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(a)

R/lE = 10√π

E0

(b)

R/lE = 6√π

E0

Figure 2.5. Morphological evolution obtained from linear stability theory of singlelayer Ag island edge under the action of an applied electric field on a Ag substrate
surface. Dashed lines: initial configurations.
Solid lines: current-induced configura√
tions. (a) Ag{110},
m = 1; R = 10 π lE ; φ = 90◦ ; and t = 15 τ . (b) Ag{100},
√
m = 2; R = 6 π lE ; φ = 45◦ ; and t = 3 τ .

R0
r(θ, 0) = q
(1 − ε cos(qθ))
1 + ε2 /2

where q = 2 and ε = 0.1

(2.15)

is used as the initial condition for both the linear ODE set, Eq. (2.14), derived within
the LST and the numerical simulation of the island morphological evolution according
to the fully nonlinear model. The denominator,

q

1 + ε2 /2, in the expression for

r(θ, 0) in Eq. (2.15) ensures that the perturbed island has the same area as a circular
q

island with radius R0 (r0 = R0 /( 1 + ε2 /2)).
The sequences of island configurations shown in Figs. 2.6-2.9 compare the island
evolution obtained from the linear stability theory with that obtained from the dynamical simulations according to the fully nonlinear model. From these comparisons,
it is evident that the linear stability theory predicts correctly the number of protrusions emanating from the island edge, including the features that are precursors to
the fingers forming clearly at later stages of the evolution, providing a fundamental
quantitative understanding of the numerical simulation results. Although detailed
predictions of the island morphology at times longer than the t → 0 limit are beyond
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(a1)

t=0τ

(a2)

t=3τ

(a3)

t=6τ

(a4)

t=9τ

(b2)

t=3τ

(b3)

t=6τ

(b4)

t=9τ

100 nm {110}
(b1)

t=0τ

100 nm {110}

Figure 2.6. Morphological evolution of single-layer island edge obtained from (a1a4) linear stability theory and (b1-b4) dynamical simulation according to the fully
nonlinear model under the action of an
√ applied electric field on a {110} substrate
surface and for an island size R = 10 πlE . The electric field is directed from left
to right and at a misorientation angle of 90◦ with respect to the fast edge diffusion
direction.

the scope of linear stability theory, it is clear that LST predicts accurately the various
unstable eigenmodes that govern the fingering instabilities captured by the numerical
simulations.

2.4

Results and Discussion

In conjunction with the LST, we also use direct dynamical simulations to study
the current-driven island morphological stability and verify the predictions of the
LST. In the simulations, we employ a well-tested front tracking method [78, 21] and
handle island breakup with the procedure described in Ref. [19]. Here, we use material
properties characteristic of Ag islands on Ag substrates, yielding lE = 13.55 nm and
τ = 32.5 s [21], and focus on a misorientation angle such that the applied electric
field is aligned with the slowest edge diffusion direction: φ = π/(2m), i.e., for {110},
{100}, and {111} substrates, φ = 90◦ , 45◦ , and 30◦ , respectively. For these substrate
surface orientations, m = 1, 2, and 3, respectively, both the LST and the numerical
simulations predict, in perfect agreement, critical sizes for loss of stability of the
rounded island morphology of r0,c = 3.44 lE , 1.43 lE , and 1.45 lE , respectively.
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(a1)
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50 nm
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t=1τ

(b3)

t=2τ

(b4)
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Figure 2.7. Morphological evolution of single-layer island edge obtained from (a1a4) linear stability theory and (b1-b4) dynamical simulation according to the fully
nonlinear model under the action of √
an applied electric field on a {100} substrate
surface and for an island size R = 6 πlE . The electric field is directed from left
to right and at a misorientation angle of 45◦ with respect to the fast edge diffusion
direction.
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100 nm {100}
(b1)

t=0τ
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Figure 2.8. Morphological evolution of single-layer island edge obtained from (a1a4) linear stability theory and (b1-b4) dynamical simulation according to the fully
nonlinear model under the action of an
√ applied electric field on a {100} substrate
surface and for an island size R = 10 πlE . The electric field is directed from left
to right and at a misorientation angle of 45◦ with respect to the fast edge diffusion
direction.
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t=0τ
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Figure 2.9. Morphological evolution of single-layer island edge obtained from (a1a4) linear stability theory and (b1-b4) dynamical simulation according to the fully
nonlinear model under the action
√ of an applied electric field on a {100} substrate
surface and island size R = 15 πlE . The electric field is directed from left to right
and at a misorientation angle of 45◦ with respect to the fast edge diffusion direction.

(a)

(b)

(c)

t = 0 τ t = 9 τ t = 45 τ

(d)

(e)
t = 450 τ 200 nm

N=1
t = 3000 τ

Figure 2.10. Simulated current-driven morphological evolution of single-layer
Ag
√
island edge on a Ag{110} substrate surface. Parameter values: R = 10 π lE , m = 1,
and φ = 90◦ .

2.4.1

Current-driven morphological evolution of islands on {110} substrate surfaces

Simulation according to the fully nonlinear model, Fig. 2.10, shows that the morphology of a large-size island evolves from close to a rounded initial morphology to an
asymptotically stable nanowire configuration with very high aspect ratio, L/w ≈ 40,
where L and w are the nanowire length and width, respectively; the nanowire axis
is always aligned with the direction of the electric field E0 . Figure 2.11 shows the
current-driven morphological evolution of an individual single-layer island from an
initially rounded morphology into a single nanowire as obtained from our dynamical
simulations according to the fully nonlinear model for {110} substrate surfaces at two
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t = 650 τ 200 nm

N=1

t = 1452 τ
N=1
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Figure 2.11. √
Morphological evolution of√single-layer Ag island edge for an island size
(a1-a5) R = 6 πlE and (b1-b5) R = 14 πlE from dynamical simulations according
to the fully nonlinear model under the action of an applied electric field directed from
left to right on {110} surfaces of Ag substrates at misorientation angles of 90◦ with
respect to the fast edge diffusion direction.

different island sizes. Regardless of the island size, for a near-rounded initial island
morphology on {110} substrate surfaces under an applied electric field directed along
one of the principal directions of the substrate surface with the fast edge diffusion direction being along the other principal direction (perpendicular to that of the electric
field), the observed fingering instability (finger formation) occurs always at a specific
location, namely, the leading end of the migrating island with respect to the electric
field direction, leading ultimately to the formation of a single nanowire-shaped island
configuration. For this type of substrate surface orientation and electric field application, increasing the island size leads to an increase in the aspect ratio (length/width)
of the nanowire with the width of the nanowire remaining constant, as established
earlier in this chapter. It should be mentioned that for m = 1 and φ 6= 90◦ , a necking
instability for island sizes larger than a critical value leads to island breakup into
daughter islands [21]; the special alignment of the externally applied field examined
here, φ = 90◦ , inhibits the necking instability and enables stable nanowire formation.
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2.4.2

Current-driven morphological evolution of islands on {100} substrate surfaces

Results from simulations of current-driven island morphological evolution on {100}
substrate surfaces, m = 2, are shown in Fig. 2.12. Three distinct stages in the island
evolution are observed. During the initial stage of evolution, over a time period on the
order of 10 τ , multiple protrusions are formed on the island edge (due to the growth
of unstable modes) and are arranged symmetrically with respect to the direction of
E0 (x-axis); during this period, the simulation results are qualitatively consistent
with the LST predictions, with direct comparisons provided in Figs 2.6, 2.7, 2.8, and
2.9. During the next stage, over a longer time period on the order of 100 τ , only
those protrusions that correspond to the dominant unstable modes grow further and
facilitate a fingering instability. Finally, finger growth forms narrow necks at the
back (trailing) end of the island, triggering a necking instability and causing island
breakup, thus leading into an asymptotic morphologically stable state consisting of
an array of parallel nanowires arranged symmetrically with respect to the direction of
√
E0 . For example, during the evolution of the island of size R = 18 π lE , Fig. 2.12(c),
at t = 24 τ , four pronounced protrusions are observed at the island’s leading end;
as the edge shape evolution proceeds, two of these protrusions merge to form one
finger, generating a total of three fingers, which leads, upon necking and breakup,
to an asymptotic state of three parallel nanowires with their axes aligned with E0 ,
Fig. 2.12(c5). It should be emphasized that in the asymptotic states reached by the
simulations, in the evolution sequences of Figs. 2.10 and 2.12, the stable nanowires
translate under the action of the electric field along x at constant speed for given
nanowire size in a manner similar with the smaller-size asymptotic island states of
Ref. [21].
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Figure 2.12. (a-d) Simulated current-driven morphological evolution of large-size
single-layer Ag islands on Ag{100} substrate surfaces toward formation of stable
nanowire configurations as a result of (a) fingering instability and (b-d) fingering
and
√
◦
necking √
instabilities. Parameter
values: m = 2; φ =
√
√ 45 ; and (a) R = 4 π lE , (b)
R = 11 π lE , (c) R = 18 π lE , and (d) R = 22 π lE . In (a5), (b5), (c5), and
(d5), N denotes the number of nanowires per initial individual island formed at the
asymptotic state reached by the driven dynamical system. (e-l) Complex intermediate current-induced single-layer island configurations with multiple fingers √
emanating
from the
lE , (f)
√ island edge formed
√ from individual
√ islands of size√(e) R = 26 π √
R = 34 π l√
,
(g)
R
=
42
π
l
,
(h)
R
=
46
π
l
,
(i)
R
=
48
π
l
,
(j)
R
=
56
π lE ,
E
E
E
E
√
◦
(k) R = 62 π lE , and (l) R = 70 π lE on Ag{100} substrates at φ = 45 at the
times indicated and with the number of fingers N increasing with increasing R.
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2.4.3

Current-driven morphological evolution of islands on {111} substrate surfaces
The current-driven island morphological dynamics starting from a near-rounded

morphology on {111} substrate surfaces, under a horizontally directed electric field at
a misorientation angle of 30◦ with respect to a fast edge diffusion direction, is shown
in Fig. 2.13 and exhibits strong similarities with the driven island morphological evolution from the same initial configuration on {100} surfaces under a properly directed
applied electric field, as presented earlier in this chapter. Close examination of the
driven dynamics on these two substrate surfaces reveals only one main difference between them. In all cases, except for those where the driven island evolution on {111}
substrate surfaces leads to formation of 2 fingers, Figs. 2.13(b1-b5) and 2.13(c1-c5),
the fingers formed on the island’s edge are arranged symmetrically with respect to the
electric field direction, thus leading (upon necking) to an array of nanowires that are
parallel to each other and arranged symmetrically with respect to the same direction
(axis of symmetry). On {111} substrates, the number of symmetrically arranged fingers is always odd, as shown in Fig. 2.13(d-i), i.e., N = 3, 5, 7, . . . fingers. The reason
for the formation of an odd number of fingers for this substrate surface orientation is
the symmetry of the island morphology after the instability is triggered and the first
finger-like feature begins to form on the island edge, as seen in Figs. 2.13(d2) and
2.13(d3). In the case where island evolution on {111} surfaces results in two asymmetrical fingers, N = 2, the asymmetry also can be explained in a similar manner
on the basis of the asymmetric island morphology after the first finger-like feature
begins to form, as seen in Figs. 2.13(b3) and 2.13(c3).
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Figure 2.13. (a-d) Morphological evolution of single-layer Ag islands toward formation of stable nanowire configurations as a result of current-induced (a) fingering
instability√and (b-d) fingering and
√ necking instabilities
√ undergone by large-size,
√ (a1a5) R = 6 πlE , (b1-b5) R = 10 πlE , (c1-c5) R = 14 πlE , and (d1-d5) R = 18 πlE ,
individual islands under an applied electric field directed from left to right on {111}
surfaces of Ag substrates at misorientation angles of 30◦ with respect to the fast
edge diffusion direction. In (a5), (b5), (c5), and (d5), N (reported on the upper
right corner) denotes the number of nanowires per initial individual island formed
at the asymptotic state reached by the driven dynamical system. (e-i) Complex
intermediate current-induced single-layer island configurations with multiple fingers
emanating from the island edge, similar to those exhibited in the island morphologies
√
of (b4),√(c4), and (d4), formed
from
individual
islands
of
size
(e)
R
=
24
πlE , (f)
√
√
√
R = 34 πlE , (g) R = 46 πlE , (h) R = 60 πlE , and (i) R = 64 πlE on the same
type of substrate and under applied electric fields with the same orientation as in
(a-d) at the times indicated (recorded on the lower right corner) with the number of
fingers N (recorded on the upper right corner) increasing with increasing island size
R.
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Figure 2.14. Dependence of the number of nanowires, N , formed from the currentdriven evolution of an individual single-layer island on {110}, {100}, and {111} substrate surfaces on the island size, R, indicating the critical values of R beyond which
the number of fingers/nanowires formed increases. The general trend of the N (R)
dependence over the entire range of R examined is shown in the inset.

All of these asymptotic states, nanowires or nanowire arrays at m = 1, 2, or 3,
R > Rc , and φ = π/(2m), are stable only under the application of an electric field;
upon turning off the current, the thermodynamically stable rounded morphology is
reached asymptotically after a long time on the order of 105 τ . From an experimental
point of view, these stable nanowires can be immobilized by turning off the current and
reducing the temperature sufficiently to dramatically slow down edge atom diffusion.
From the simulation results on current-driven island evolution of Figs. 2.12 and
2.13, it is evident that the number of fingers emanating from the island edge at the
intermediate stage of evolution increases with increasing individual island size R and
so does the total number of formed nanowires, N . Also, as N increases, the distance
between any two adjacent nanowires in an array of nanowires becomes more uniform.
The results of a comprehensive simulation study for the dependence of the number
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of nanowires formed at the asymptotic state on the island size are summarized in the
response diagram of Fig. 2.14. From the results of Fig. 2.14, the range of individual
island sizes corresponding to a given number N as well as the critical island sizes
required for transition between asymptotic states of nanowire arrays with different
numbers of nanowires are identified.

2.5

Calculation of Nanowire Width

To calculate the width of the nanowire configuration at the asymptotic state
reached from the driven evolution of the single-layer island, we computed the width
of the configuration at multiple locations on the island edge along the direction of
elongation in the island’s morphologically stable steady state (asymptotic state) and
reported the average width; this sample of widths constitutes a very narrowly peaked
distribution if locations close to the nanowire’s two ends (where the curvature of the
edge shape becomes nonzero) are avoided. We compute the width wi at node i by
subtracting its y-coordinate value from that of a node closest to it on the opposite
(parallel) side of the nanowire (denoted by node j), i.e., wi = |yi − yj |. A schematic
depiction of this wi computation is presented in Fig. 2.15. Using this sampling and
averaging technique, we obtained the nanowire widths of 2.58lE , 2.21lE , and 2.12lE
reported earlier in this chapter for nanowires formed on {110}, {100}, and {111}
substrate surfaces, respectively.
The stable nanowire morphology at the asymptotic states reached by the simulations of Figs. 2.10, 2.12, and 2.13 are characterized by confinement in one dimension.
The resulting constant nanowire widths are 2.58lE , 2.21lE , and 2.12lE for {110},
{100}, and {111} substrate surfaces, respectively. The width of the nanowires in simulations are determined using the method presented in the next section. The width,
w, of the nanowire can be estimated by applying an overall force balance on the
nanowire at its asymptotic stable state, where the total force on the island is zero.
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Figure 2.15. Schematic depiction of the nanowire width computation at the asymptotic states reached by the current-driven single-layer islands. The diagram shows
only a section of the formed nanowire away from the nanowire’s ends. The large dots
(solid circles) represent nodes (grid points) on the nanowire island edge as discretized
for the numerical computations.

Approximating the nanowire-end shape as semicircular, as shown in Fig. 2.16, and
making use of the symmetry of the approximate nanowire morphology gives
Zl

F · ds = −

0

κ=2/w
Z

dµ +

0

π/2
Z

qs∗ E0 cos θ

0



w
2



dθ = 0.

(2.16)

In Eq. (2.16), the force F is given by the term in the square brackets in Eq. (2.1),
ds is tangent to the nanowire edge with magnitude ds, and dµ = γ̃Ωdκ. Equation
q

(2.16) yields w = 2 γ̃Ω/|qs∗ E0 | ≡ 2lE , which is in good agreement with the above
simulation predictions considering our nanowire-end shape approximation in the force
balance. More importantly, the above result implies that the nanowire width can be
tuned by controlling the strength E0 of the externally applied electric field, scaling
−1/2

like w ∼ E0

2.6

.

Summary and Conclusions

In summary, we demonstrated a strategy for forming precisely controlled confined
nanowire features on conducting substrate surfaces, emerging as surface patterns trig37
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Figure 2.16. Schematic depiction of the formed nanowire configuration at the
asymptotic state reached by a current-driven single-layer island, showing only a section of the formed nanowire away from the nanowire’s back (trailing) end.

gered by morphological instabilities driven by an externally applied electric field and
using the Ag/Ag system as an example. This strategy can be considered as a physical
nanopatterning technique involving the control of macroscopic forces, such as electric or magnetic fields, light, and temperature gradients, acting on well characterized
surfaces. Our analytical and simulation studies can be used to design experimental
protocols for such surface patterning and can be extended to various other material
systems, including metals, semiconductors, graphene [79–81] and 2D materials, as
well as polymers [82], opening up exciting physical patterning possibilities toward
nanofabrication technologies.
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CHAPTER 3
SURFACE NANOPATTERN FORMATION DUE TO
CURRENT-INDUCED HOMOEPITAXIAL NANOWIRE
EDGE INSTABILITY

3.1

Introduction

The purpose of this dissertation chapter is to report a surface nanopatterning approach by exploiting a current-induced instability undergone by the straight edge of
a single-layer homoepitaxial nanowire on a crystalline conducting substrate. Such a
nanowire structure can be fabricated directly by epitaxial growth or driven evolution
of large single-layer epitaxial islands, as discussed in Chapter 2; these nanowires are
practically two-dimensional (2D) surface features with length L and width w, such
that L  w, with widths confined to nanoscale dimensions. Using linear stability
theory (LST) and numerical simulations based on a fully nonlinear model of driven
morphological evolution, we show that, under the action of an electric field, a morphological instability can be triggered on the nanowire’s edge and propagate through
the nanowire causing its breakup. This post-instability dynamics leads to formation
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Figure 3.1. Schematic representation of a single-layer epitaxial nanowire-shaped
island on a crystalline conducting substrate under the action of an electric field.
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of patterns, linear or V-shaped, of uniformly sized and distributed islands with dimensions ∼ 10 nm; the island patterns and sizes can be controlled precisely through
control of the electric field strength and direction. This nanopatterning strategy can
be potentially adopted for lithography-free nanofabrication and physical patterning
of surface features at dimensions that cannot be accessed by e-beam lithography.
The epitaxial nanowire-shaped island is shown in Fig. 3.1 on the crystalline solid
substrate surface that corresponds to the xy-plane of a Cartesian frame of reference.
The current-driven evolution of this nanowire is monitored using the model and computational methodology presented in Chapter 2.

3.2

Linear Stability Analysis of Nanowire Edge Morphology
Under Electromigration Conditions

To analyze the morphological stability of a straight nanowire edge under the action
of an electric field, we use LST and follow the evolution of the single-layer nanowire
edge upon perturbing its straight morphology with a low-amplitude plane-wave perturbation. The analysis is completely analogous to that for a planar surface/facet of a
fcc crystal under surface electromigration conditions [83–85] and gives the dispersion
relation
ω(k) = −f (θE )k 4 + [f (θE ) sin θE − f 0 (θE ) cos θE ] k 2 .

(3.1)

In Eq. (3.1), ω is the characteristic dimensionless rate of growth or decay of a perturbation with dimensionless wave number k and the prime denotes differentiation with
respect to θE ; a representative ω(k) relation is plotted in Fig. 3.2(a). The maximally
unstable wave number kmax corresponds to the maximum growth rate ω(kmax ) > 0
that will dominate the driven post-instability evolution of the nanowire edge. Consequently, LST implies that, for the finite-width nanowires under consideration, growth
of the nanowire straight edge perturbation at the dominant ω(kmax ), Fig. 3.2(b), will
lead to formation of practically equal-size and equally-spaced daughter islands due
40
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Figure 3.2. (a) Plot of representative dispersion relation, ω(k), obtained by LST.
(b) Schematic representation of the growth of the nanowire edge perturbation amplitude under the action of an externally applied electric field for a perturbation with
the maximally unstable wavelength λmax . (c) Dependence of λmax on the nanowire
straight edge orientation, θE , as predicted by LST for unstable response on {110},
{100}, and {111} substrate surfaces and the nanowire straight edge aligned with
the slowest edge diffusion direction. (d1-d3) Simulated current-driven evolution of a
nanowire-shaped Ag island that breaks up into daughter islands on a Ag{111} substrate surface for a nanowire oriented along the slowest edge diffusion direction and
the electric field aligned with the Cartesian x-axis. The daughter island configuration immediately before the electric field is turned off is shown in (d3). (d4) Stable
daughter-island pattern obtained after the electric field is turned off and the islands
reach their equilibrium morphology. A magnified view of the marked region in the
resulting pattern is shown in the inset. Parameter values: AN W = 100πlE2 , L/w = 50,
m = 3, and φ = 0◦ .
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to necking and subsequent breakup of the narrow nanowire. The maximally unstable
wavelength, λmax ≡ 2π/kmax , provides a length scale for the characteristic spacing
of the daughter islands and, thus, for the characteristic daughter island size, d, with
d2 ≈ λmax w. For a nanowire aligned with the slowest edge diffusion direction, the
dependence of λmax on θE for {110}, {100}, and {111} substrate surfaces is plotted in
Fig. 3.2(c), showing that λmax decreases with increasing θE and attains a minimum
value when the electric field is perpendicular to the nanowire straight edge, θE = 90◦ .
The LST is validated by comparisons of its predictions with the results of direct
dynamical simulations using the front tracking technique of Refs. [21, 78]. In the simulations, the initial nanowire configurations are terminated at both ends with rounded
(semi-circular) edges. Results from a representative simulation of nanowire breakup
due to current-induced edge instability are shown in Figs. 3.2(d1-d4). The instability
originates at the ends of the nanowire, Fig. 3.2(d2), because of a strong thermodynamic driving force for atomic transport due to the nonzero curvature at the rounded
nanowire ends. The propagation of the necking instability from both nanowire ends
toward the nanowire center leads to nanowire breakup and formation of daughter islands that are practically uniform in size and in distribution on the substrate surface,
with adjacent daughter islands being equidistant. Figure 3.2(d3) shows the daughter
island pattern formed just before the electric field is turned off. Turning the electric
field off causes the migration of the daughter islands on the substrate to stop and
leads eventually to the thermodynamically stable configuration of Fig. 3.2(d4), which
consists of a pattern of daughter islands with rounded morphology.

3.3

Results and Discussion

Using our direct dynamical simulations, we explore systematically the various
daughter island nanopatterns that may emerge as a result of the current-induced
nanowire straight edge instability at constant nanowire area, AN W . We use AN W =
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Figure 3.3. Stable daughter-island patterns obtained as a result of a current-induced
straight edge instability undergone by the nanowire configurations shown in (a1), (b1),
and (c1) with the nanowire straight edge oriented along the slowest edge diffusion
direction and the electric field applied along the horizontal direction (x-axis) on a
(a2, b2, c2) {110}, (a3, b3, c3) {100}, and (a4, b4, c4) {111} substrate surface. In
(b2-b4) and (c2-c4), magnified views of the marked regions in the resulting patterns
are shown in the corresponding insets. Other parameter values: AN W = 100πlE2 and
L/w = 100.

100πlE2 and vary the nanowire aspect ratio L/w, the substrate surface orientation, and
the nanowire straight edge orientation, θE , focusing on two limiting cases of nanowire
orientation on the substrate surface, namely, those with the nanowire axis parallel to
the slowest and parallel to the fastest edge diffusion direction.
Figure 3.3 shows representative final stable patterns, after the electric field is
turned off, of daughter islands obtained from current-induced nanowire edge instability for nanowires with axes parallel to the slowest edge diffusion direction. Figures 3.3(a1), 3.3(b1), and 3.3(c1), show the initial nanowire configurations. Figures 3.3(a2-a4), 3.3(b2-b4), and 3.3(c2-c4) depict the final stable daughter-island
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patterns on {110}, {100}, and {111} substrate surfaces, respectively. At θE values far from 90◦ , 0◦ < θE <∼ 50◦ or ∼ 130◦ < θE < 180◦ , the breakup of the
nanowire into daughter islands is initiated only at the leading edge of the nanowire
and propagates toward its trailing end resulting in a pattern of small daughter islands
distributed along a straight line, Figs. 3.3(a2-a4). At θE values not so far from 90◦ ,
∼ 50◦ < θE <∼ 130◦ , the breakup of the nanowire into daughter islands is initiated at both ends of the nanowire and propagates toward the nanowire center. After
breakup, both the daughter island and the parent island migrate in the direction of
the applied electric field. Due to their smaller size, the daughter islands travel faster
than the large-size nanowire-shaped parent island; also, the daughter islands formed
are of comparable size with each other and, hence, their migration speeds also are
comparable resulting in daughter island positions along the migration direction that
correspond to distances proportional to the time of migration from the formation of
each individual daughter island. Such daughter island migration in conjunction with
the sequential generation of daughter islands starting from both ends of the nanowire
lead to formation of a final “V-shaped" pattern of daughter islands distributed along
two intersecting straight lines, Figs. 3.3(b2-b4), with a corner of angle β. The number of daughter islands and the inter-daughter-island spacing are generally different
on the two different lines causing symmetry breaking, except for the special case of
θE = 90◦ . At θE = 90◦ , the pattern obtained, similar to that of Fig. 3.2(d4), consists
of equal-size daughter islands distributed uniformly along the two intersecting lines
and arranged symmetrically with respect to the electric field direction, Figs. 3.3(c2c4). In these patterns, only daughter islands originating at the nanowire edges and
that at the nanowire center where the breakup cascade terminates deviate in size
and spacing from the other daughter islands in the pattern, resulting in a symmetric
V-shaped arrangement.
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Figure 3.4. Stable daughter-island patterns obtained as a result of a current-induced
straight edge instability undergone by the nanowire configurations shown in (a1) and
(b1) with the nanowire straight edge oriented along the fastest edge diffusion direction
and the electric field applied along the horizontal direction (x-axis) on a (a2, b2)
{110}, (a3, b3) {100}, and (a4, b4) {111} substrate surface. The parameter values
are AN W = 100πlE2 , L/w = 100, and φ as indicated in each panel.

In the case where the nanowire straight edge is parallel to the fastest edge diffusion direction, organized patterns of fairly uniform daughter-island distributions are
obtained only for a certain range of θE around 90◦ , namely, for ∼ 45◦ < θE <∼ 135◦ .
Figure 3.4 shows representative final stable patterns (after the electric field is turned
off) of daughter islands obtained in this case. Outside this orientation angle range,
much more complex patterns are obtained, far removed from fairly uniform distributions of comparable-size daughter islands.
Here, the electric field is directed along the x-axis. The left panels in Fig. 3.4,
Figs. 3.4(a1) and 3.4(b1), show the initial nanowire configurations. The next three
panels, Figs. 3.4(a2)-3.4(a4), and 3.4(b2)-3.4(b4), to the right of each initial nanowire
configuration, depict the final stable patterns obtained from the current-induced
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nanowire edge instability on {110}, {100}, and {111} substrate surfaces, respectively.
Similar to the case described earlier in this chapter (where the nanowire straight
edge is oriented along the slowest edge diffusion direction), in this case, as well as for
θE ∼ 90◦ , the breakup of the nanowire into daughter islands is initiated at both ends
of the nanowire and propagates toward the nanowire center. Due to their smaller
size compared to the remaining parent island after breakup, the daughter islands
travel faster than the large-size nanowire-shaped parent islands, resulting in a final
pattern of daughter islands distributed along two intersecting lines; this constitutes
a “V-shaped” pattern with a corner of angle β formed by the two intersecting lines.
The daughter islands obtained have different inter-island spacings on the two intersecting lines while uniformly distributed on each line, and the sizes of the daughter
islands on different lines are different, except for the special case of an orientation
angle θE = 90◦ . At θE = 90◦ , the pattern obtained consists of daughter islands distributed uniformly along the two intersecting lines and arranged symmetrically along
the electric field direction (x-axis), Figs. 3.4(b2)-3.4(b4). In this case of nanowire
orientation on the substrate surface, the angle β formed by the two intersecting lines
of daughter islands is close to 180◦ in all the simulations. This is because, in this case,
the propagation of the instability along the nanowire edge occurs faster, causing the
daughter islands to drift only a short distance under the action of the electric field
before a new breakup is triggered. Hence, the difference between the x-coordinates
of the centers of mass of adjacent daughter islands never becomes large enough to
give rise to a lower angle β at the corner of the intersecting lines of daughter-island
patterns.
¯ and the number of daughter islands (N )
The mean daughter-island diameter (d)
resulting from the current-induced nanowire edge instability for the three substrate
surfaces examined ({110}, {100}, and {111}) are summarized in the response diagrams of Fig. 3.6 as functions of the orientation angle θE . These two key metrics of
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the daughter-island pattern, d¯ and N vs. θE , are symmetric with respect to θE = 90◦ .
The uniformity in the mean daughter-island diameter and the number of daughter
islands increases with increasing nanowire aspect ratio.
¯ the number of daughter islands (N ), and
The mean daughter-island diameter (d),
the angle subtended between the two intersecting lines of daughter islands (β), of the
patterns formed as a result of the current-induced nanowire edge instability for the
{110}, {100}, and {111} substrate surfaces are summarized in the response diagrams
of Fig. 3.5 as functions of the orientation angle θE for nanowire axes aligned with
the slowest edge diffusion direction. For nanowires oriented along the fastest edge
diffusion direction are presented in Fig. 3.6 and exhibit similar trends with those of
¯ E ),
Fig. 3.5 over the range ∼ 45◦ < θE <∼ 135◦ . It is evident from Fig. 3.5 that d(θ
N (θE ), and β(θE ) are symmetric with respect to θE = 90◦ . Consistent with the LST
implications, for given L/w and substrate surface orientation, the smallest daughter
islands are obtained for electric fields perpendicular to the nanowire straight edge,
θE = 90◦ . Consequently, N exhibits a maximum at θE = 90◦ , also consistent with
the LST implication that N ≈ L/λmax . At high aspect ratios, L/w ≥ 100, nanowire
breakup is triggered even at θE = 0◦ . The uniformity with varying θE in the mean
daughter-island diameter and the number of daughter islands increases with increasing
L/w. For given L/w, this pattern uniformity increases with increasing symmetry, m,
of edge diffusional anisotropy. Finally, we emphasize that d¯ is proportional to lE
−1/2

(∝ E0

), which implies that the size and, thus, the number of daughter islands

in the formed post-instability patterns can be controlled precisely by controlling the
strength of the applied electric field.

3.4

Summary and Conclusions

In summary, we presented an approach for surface nanopatterning based on a
morphological instability undergone by the straight edge of a single-layer epitaxial

47

d (lE)

8 (a1)

8 (a2)

{110}

8 (a3)

{100}

6

6

6

4

4

4

20
60

(b1)

90
θE (deg)

180 2 0

{110}

60

90
θE (deg)

180 2 0

{100}

(b2)

60

40

40

20

20

20

90
θE (deg)

180

{111}

N

40

(b3)

{111}

00
(c1)

90
θE (deg)

{110}

β (deg)

180
120
60
0

180 00

90
θE (deg)

90
θE (deg)

180 00

{100}

(c2)

(c3)

180

180

120

120

180

60
0

90
θE (deg)

180

60
0

90
θE (deg)

180

{111}

90
θE (deg)

180

¯ (b1-b3) number of daughter
Figure 3.5. (a1-a3) Mean daughter island diameter, d,
islands, N , and (c1-c3) angle subtended at the corner, β, in the daughter-island
patterns formed as a result of a current-induced edge instability of a single-layer
nanowire-shaped island as a function of the nanowire straight edge orientation, θE ,
on a (a1, b1, c1) {110}, (a2, b2, c2) {100}, and (a3, b3, c3) {111} substrate surface
for a nanowire straight edge aligned with the slowest edge diffusion direction. L/w =
400 (open circles), 200 (open diamonds), 100 (open triangles), and 50 (star symbols).
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single-layer nanowire-shaped island as a function of the angle between the applied
electric field and the nanowire straight edge, θE , on a (a1, b1) {110}, (a2, b2) {100},
and (a3, b3) {111} substrate surface for a nanowire straight edge aligned with the
fastest edge diffusion direction. Results are shown for nanowire aspect ratios, L/w, of
400 (open circles), 200 (open diamonds), 100 (open triangles), and 50 (star symbols).
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nanowire on a crystalline substrate under the action of an externally applied electric field and demonstrated it for the Ag/Ag system. This current-induced instability
causes nanowire breakup and formation of patterns of uniformly sized and distributed
islands, with nanoscale dimensions, organized in linear or V-shaped arrangements.
The island dimensions and the island pattern geometrical features can be designed
precisely by controlling the strength of the electric field and its direction with respect
to the nanowire axis. Our analysis can be extended to study the stability of heteroepitaxial nanowires with proper modifications in the expressions for the edge diffusivity
and the edge stiffness to account for the effects of strain due to lattice mismatch [21].
Our approach can be used to fabricate more complex and dense nanostructure arrays
by starting with an aligned array of parallel nanowires [86, 87]. Our findings can be
used to provide both experimentally testable hypotheses and design tools for surface
nanopatterning over a broad class of materials that respond to macroscopic forces,
such as electric and magnetic fields, thermal gradients, or radiation, enabling physical patterning approaches to nanofabrication. Finally, we mention that, although
alloyed materials are beyond the scope of this dissertation, the main results of this
study may be valid for alloyed systems in the dilute limit and making proper use of
effective binary diffusivities.
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CHAPTER 4
COMPLEX PATTERN FORMATION FROM
CURRENT-DRIVEN DYNAMICS OF
SINGLE-LAYER HOMOEPITAXIAL ISLANDS ON
CRYSTALLINE CONDUCTING SUBSTRATES

4.1

Introduction

Starting from a single monolayer-thick island with a shape merely perturbed from
being perfectly rounded [75], a previous study on current-driven single-layer island
dynamics on crystalline conducting substrates [21] has reported that the electric field,
in conjunction with edge diffusional anisotropy, triggers a morphological instability
on the edge of the migrating islands, with size d0 greater than a critical island size
dc resulting in formation of features such as protrusions, fingers, and narrow necks
on the island’s edge. Islands on face-centered cubic (FCC) substrate surfaces that
are larger than the critical size, dc , have been shown to undergo a so-called necking
instability, which leads to the breakup of the parent island into an assembly of daughter islands resulting in pattern formation on the substrate surface [19, 86, 88]; such
patterns include arrays of nanowires with confined widths, discussed in Chapter 2,
and assemblies of small uniformly-sized islands arranged in linear or V-shaped arrays,
discussed in Chapter 3.
In this dissertation chapter, we study the dynamics of single-layer homoepitaxial
rounded islands with an initial size, d0 , that is larger than the critical size, dc , on
surfaces of face-centered cubic (FCC) substrates under the action of an externally
applied electric field that is oriented along the fast edge diffusion direction; in our
notation, island size refers to the island equivalent diameter (i.e., a length equal to
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Figure 4.1. Schematic representation of a single-layer epitaxial island with a rounded
edge morphology on a crystalline conducting substrate under the action of an electric
field. The xy−plane of a Cartesian frame of reference corresponds to the substrate
surface plane.

the diameter of a circular island that has the same area as the actual island). Islands
on {110} and {100} FCC substrate surfaces with d0 > dc undergo necking, which
results in the breakup of the parent island into daughter islands that continue to
migrate in the direction of the electric field and may undergo coalescence or further
breakup depending upon their size, speed, and instantaneous morphology. Starting
from a single island with a rounded morphology, as shown in Fig. 4.1, these sequences
of breakup and coalescence events result in the formation of an entire population of
daughter islands in a pattern that is complex, symmetric with respect to the applied electric field direction, and increasingly distributed far from the symmetry axis
with time. We show that this complex evolving pattern can be frozen in place on
the substrate surface by switching off the electric field. Without the action of the
electric field, the islands attain their equilibrium morphology. The evolution of patterns under the action of the electric field also leads to formation of islands that are
non-simply connected, containing one or more voids. These non-simply-connected
void-containing islands, upon switching the electric field off, result in formation of
stable void-containing-islands. The simplest of these islands resemble nanoring structures [89, 24], which are known for their optical and plasmonic properties [90, 91] and
constitute very promising nanostructures for the fabrication of optoelectronic [92, 53],
sensing [55], and magnetic data storage devices [93–95]. The nanorings formed in our
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study have single-layer height and lateral sizes on the order of 10 nm. Further, we
characterize in detail the evolution of the island population by monitoring the number of daughter islands, the total edge length (sum of the perimeters of all islands
in the island population) in the island pattern, the average size of the daughter islands in an evolving island population, and the island size uniformity in the island
population. We find that the evolution of the total edge length follows KolmogorovJohnson-Mehl-Avrami kinetics [96–100] and that the evolution of the average island
area follows a universal scaling law. Eventually, the current-driven island dynamics
reaches a steady state. Moreover, upon turning off the electric field, the individual
daughter islands achieve their equilibrium morphology resulting in a complex stable,
frozen-in nanopattern. We characterize the nanopatterns and show that as the duration of the electric field action increases, the mean island diameter of the resulting
island population in the pattern converges toward the critical island size, dc , required
for necking for the given FCC substrate surface. The distribution of island sizes in a
population also becomes more uniform with time.
The initial configuration of an epitaxial monolayer-thick rounded island is shown
in Fig. 4.1 on the crystalline solid substrate surface that corresponds to the xy−plane
of a Cartesian frame of reference. The current-driven evolution of this rounded island
is monitored using the model and computational methodology presented in Chapter 2.
The dependence of Ds on εm has been discussed in Ref. [21]. For FCC crystalline
substrate surfaces, the edge diffusional anisotropy Ds (θ) = Ds,max f (θ) is accounted
for by using a three-parameter anisotropy function f (θ) = {1+A cos2 [m(θ +φ)]}/(1+
A) ≤ 1; A > 0 is the anisotropy strength, φ is the misorientation angle formed by
the direction of the externally applied field and the fast edge diffusion direction, and
m is the number of fast edge diffusion directions determined by the surface crystallographic orientation. This integer parameter m provides the continuum evolution
model, Eq. (2.1), with some atomistic information for the substrate surface structure;
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m = 1, 2, and 3 correspond to {110}, {100}, and {111} substrate surfaces, respectively [32, 21]. Surface reconstructions, which may be common over a broader class
of materials, would complicate f (θ) and require proper modification of its present
functional form. We have validated the above model by comparing its predictions for
the stable driven island morphologies and the island migration speed dependence on
the island size with the experimental data of Ref. [13] [21].
We use direct dynamical simulations to explore the dynamics of large-size homoepitaxial rounded islands (d0 > dc ), such as that shown schematically in Fig. 4.1,
to identify what patterns emerge when the electric field is oriented along the fast
edge diffusion direction (φ = 0), and to understand how to control and design these
patterns. The key parameters that we vary in this simulation study are the initial
island size, d0 , the substrate surface orientation, m, and the duration for which the
electric field is applied, ta , before it is turned off. In all our simulations, φ = 0, and
the electric field is aligned with the positive x−axis. The simulation methodology
for time stepping, front tracking, and handling of island breakup and coalescence
processes is identical to that described in Ref. [19].

4.2

Results and Discussion

Under the action of an electric field oriented along the fast edge diffusion direction, on {110} and {100} substrate surfaces, the islands that have sizes greater than
the critical size dc undergo necking, and breakup into daughter islands [21]. If the
daughter islands formed as a result of this necking instability have sizes smaller than
the critical island size dc , they migrate in the direction of the electric field with a
stable morphology at a constant speed [21].
From our simulations we determine the critical island size required for triggering
the necking instability, dc , to be 3.7 lE and 8.2 lE for {110} and {100} substrate
surfaces, respectively. These critical island sizes are computed following systematic
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Figure 4.2. (a1-a6) Sequences of configurations generated from the current-driven
evolution of the island shown in (a1) on a {110} FCC substrate surface. The electric
field is oriented along the fast edge diffusion direction and is aligned with the x−axis.
(b) Evolution of the mean island diameter of the population of islands, d¯ (blue open
circles), the standard deviation of the island diameter of the population, σd (orange
open diamonds), and the number of islands in the island population, N (green open
triangles), in the dynamical pattern formed under the action of the electric field.
The red dashed line represents the critical island size, dc , required for necking on
{110} FCC substrate surfaces. (c) Evolution of the total edge length (sum of the
perimeters) of all the islands in the island population, Γ (blue open circles), in the
dynamical pattern formed on the {110} FCC substrate surface under the action of
the electric field. Parameter values: m = 1, φ = 0, d0 = 23 lE .

numerical protocols, such as that in Ref. [21]. They mark the computed onset of
necking undergone by the island’s edge, and are expressed in units of lE . For the
range of island sizes we have examined in our study, the islands migrating on {111}
substrate surfaces (m = 3) under the action of the electric field do not undergo
necking and breakup to form daughter islands. Instead, on {111} substrate surfaces,
islands undergo a fingering transition which leads to the formation of a protrusion
at the island’s leading edge. Eventually, under the action of the electric field, the
islands’ evolution on these substrates (m = 3) transitions to their migrating at an
angle with the electric field direction with a more stable faceted morphology, as has
been reported in Ref. [21].
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Figures 4.2(a1)-(a6) show a representative sequence of configurations during the
current-driven evolution of a near-rounded single-layer island on a {110} FCC substrate surface (m = 1); in Fig. 4.2, t denotes the time elapsed since the electric field
was turned on. On large islands under the action of the electromigration force, edge
morphological instabilities cause the formation of protrusions at multiple locations
along the island’s edge. The number of locations where such protrusions appear increases with increasing initial island size, d0 . The locations of these protrusions on the
island edge are arranged symmetrically with respect to the direction of the externally
applied electric field. The protrusions grow to form narrow necks and the edge evolves
further leading to the breakup of the initial island into daughter islands. The daughter islands with sizes greater than the critical size for necking, dc , undergo further
necking instabilities and breakup. Because smaller islands migrate faster than larger
ones, smaller-sized daughter islands produced at/near the trailing end in an evolving
pattern may catch up, depending on their exact location and pattern features, with
the larger daughter islands located ahead of them in the pattern near/at its leading
end. If a trailing smaller island is on a collision course with a larger island ahead
of it, the two islands will coalesce giving rise to a larger island. Such a sequence of
breakup and coalescence events may lead to the formation of non-simply-connected
void-containing islands. This is because, during coalescence, the trailing island and
the leading island may trap some void space between them generating a vacancy island (void) within the larger post-coalescence island. Voids can also be generated if
a neck forms on a sufficiently large island leading to a formation of a horseshoe-like
edge morphological feature. The ends of the horseshoe-shaped island after breakup,
may come in contact with each other, thus trapping void space within this island.
In such non-simply-connected islands, voids migrate due to edge atomic diffusional
transport in the direction opposite to that of the islands’ migration.
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In the evolving complex island patterns, as the number of islands, N , increases due
to the breakup processes with the increasing duration of application of the electric
¯ in the resulting island population decreases and
field, the average island size, d,
becomes increasingly more uniform; the island size distribution tends toward a steady
state characterized by an average island size equal to that required for necking, dc ,
which is marked by the horizontal dashed red line in Fig. 4.2(b). Together with the
¯ Fig. 4.2(b) also shows the evolution of the standard deviation of the
evolution of d,
island size of the population, σd , and the number of islands in the population of the
pattern, N ; it is evident that σd converges to 0 as d¯ converges to dc . After the first set
of breakup events, the subsequent breakup and coalescence events happen at a fast
rate because of the presence of a large number of necks in the islands of the pattern
and of a larger number of islands in the pattern in close proximity to each other
on the substrate surface. The steady state reached by the island size is understood
because no further breakup can occur after the islands reach the critical size of dc and
since islands of the same size migrate at the same speed, therefore avoiding collisions
leading to coalescence. Figure 4.2(c) shows the evolution of the total edge length
of the pattern, i.e., the sum of the perimeters of all the islands in the population,
Γ. Turning off the electric field at any given point in time causes the individual
islands in the population to stop migrating and attain their equilibrium (rounded)
morphologies due to curvature driven edge diffusion, resulting in a stable equilibrium
pattern of static islands. For example, upon turning off the electric field, the evolving
patterns shown in Figs. 4.2(a5) and 4.2(a6) reach the stable equilibrium patterns of
Figs. 4.4(g2) and 4.4(g4), respectively. During such a pattern equilibration, islands
that are in close proximity to each other may coalesce as they evolve toward their
equilibrium rounded morphology due to the rearrangement of the individual islands’
edges.
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Figure 4.3. (a) Logarithmic (log-log) plot of the evolution of the average dimensionless area, Ã, of the islands forming in an evolving complex pattern on a {110}
FCC substrate surface as a function of dimensionless time, t̃. The normal plot of the
evolution of Ã as a function of t̃ is shown in the inset. The variously colored open
circles correspond to data for the current-driven evolution of larger-than-critical islands on {110} FCC substrate surfaces (m = 1) with initial island sizes of d0 = 14 lE ,
d0 = 16 lE , d0 = 18 lE , d0 = 19 lE , d0 = 20 lE , d0 = 22 lE , d0 = 23 lE , d0 = 24 lE ,
and d0 = 32 lE . In both plots, the solid lines correspond to the best fit of the data
according to the scaling relation Ã ∼ t̃−1.3304 . (b) Representative plot of the evolution
of the dimensionless total edge length of all the islands in the pattern, Γ̃ (orange open
circles), as a function of t on a {110} FCC substrate surface for an initial island size
d0 = 20 lE . The black solid line corresponds to the best fit of the data according to
Eq. (4.4). The two insets show the dependence of the relaxation time, τp , and the
exponent, n, in Eq. (4.4) on d0 .
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For all initial island sizes, we have examined the evolution of the average island
area of an island population resulting from the breakup of the initial larger-thancritical island. Figure 4.3(a) shows the plot of the dimensionless average island area,
Ã, as a function of dimensionless time, t̃, where the dimensionless quantities are
defined as
Ã =

Ā − Ac
A0 − Ac

(4.1)

t − tn
.
τ

(4.2)

and
t̃ =

In Eq. (4.1), Ā is the average area of the islands in the population in the evolving
nanopattern, Ac is the critical (minimum) island area required for a necking instability
(and hence breakup of the parent island into daughter islands) to occur, and A0 is
the area of the initial island. In Eq. (4.2), t is a given time instant in the simulation,
with the electric field turned on at t = 0, tn is the time of occurrence of the first set
of breakup events for a given initial island size, and τ is the characteristic diffusional
time scale. The evolution of Ã reaches eventually a steady state characterized by an
average island area of the island population in the pattern equal to the critical island
area required for necking, Ac . The linear long-time scaling shown by the straight-line
fit of the data in the log-log plot of the evolution of Ã in Fig. 4.3(a) implies that, at
long times, the evolution of Ã follows a power law with an exponent α: for {110}
FCC substrate surfaces, the corresponding scaling relation is Ã ∼ t̃−1.3304±0.0312 , i.e.,
α ≈ −4/3. The reported statistical error corresponds to a 90% confidence interval
in the slope calculation over the range of d0 values examined in the analysis. Since
Ã = C t̃α , where C is a constant, the number of islands in the evolving pattern can
be estimated as a function of time as N = A0 /Ā, i.e.,

N=

A0

C t̃α

A0
.
+ Ac (1 − C t̃α )
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(4.3)

In the long-time limit, the number of islands obtained is Nt̃→∞ = A0 /Ac , as expected
from the convergence of the island size to its steady-state value discussed above and
shown in Fig. 4.2(b).
Under the constant application of the electric field, the total edge length, Γ, for all
initially larger-than-critical island sizes, grows over time as shown in Fig. 4.3(b) for a
representative case with d0 = 20 lE . Analysis of the simulation results, throughout the
parameter space explored in this study, shows that the evolution of the dimensionless
total edge length, Γ̃, can be described on the basis of Kolmogorov-Johnson-MehlAvrami kinetics [96–100], involving a compressed exponential function of t,
Γ − Γ0
Γ̃ =
= 1 − exp
Γt→∞ − Γ0

"

t
−
τp

!n #

.

(4.4)

In Eq. (4.4), Γ0 is the perimeter (edge length) at t = 0 of the original rounded island
that undergoes breakup under the action of the external field giving rise to the island
population of the pattern, Γt→∞ is the total edge length of a population of daughter
islands of uniform size equal to the critical island size dc required for necking, τp is the
corresponding relaxation time, and the exponent n > 1. The solid line in Fig. 4.3(b)
shows the least-square fit of the data according to Eq. (4.4). The relaxation time, τp ,
and the exponent, n, obtained from the best fit of the simulation data are plotted as
functions of the initial island size, d0 , in the insets in Fig. 4.3(b). τp increases almost
monotonically with increasing d0 , which can be understood qualitatively on the basis
of atomic transport through edge diffusion that requires longer time for larger-sized
islands. The exponent n lies between 2.0 and 3.0 and also exhibits almost monotonic
increase with increasing d0 .
Figure 4.4 shows various representative final stable patterns obtained for various initial island sizes as a function of the duration for which the electric field was
applied, ta , before it was switched off. After the electric field was turned off, each
island in the population was let to achieve its equilibrium rounded morphology. The
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Figure 4.4. Representative sequences of equilibrium configurations consisting of
complex patterns formed on {110} FCC substrate surfaces (m = 1) from the currentdriven evolution of larger-than-critical single-layer rounded islands after the electric
field, which was oriented along the fast edge diffusion direction (φ = 0), aligned with
the x−axis, and applied for a time period ta has been turned off and the islands of the
resulting patterns have been let to equilibrate and obtain their equilibrium rounded
morphology. The initial island size is (a1)-(a4) d0 = 14 lE , (b1)-(b4) d0 = 16 lE ,
(c1)-(c4) d0 = 18 lE , (d1)-(d4) d0 = 19 lE , (e1)-(e4) d0 = 20 lE , (f1)-(f4) d0 = 22 lE ,
(g1)-(g4) d0 = 23 lE , (h1)-(h4) d0 = 24 lE , and (i1)-(i4) d0 = 32 lE . (j) Sequences
of equilibrium configurations of island patterns at a fixed ta = 100.2 τ for increasing,
from (j1) to (j4), initial island size d0 .
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final stable patterns obtained are fairly complex and their complexity increases with
increasing initial island size, d0 , and duration of application of the external field,
ta . The equilibrium patterns formed on {110} substrate surfaces are symmetric with
respect to an axis aligned with the direction of the applied electric field. With increasing ta , the number of daughter islands in the final stable pattern increases and
the islands get distributed increasingly farther from the pattern’s symmetry axis. The
non-simply connected domains (islands containing voids) that are generated as the
pattern evolves may lead to formation of stable non-simply connected islands in the
final stable patterns as shown, for example, in Figs. 4.4(b1), 4.4(c1), and 4.4(c2).
In the absence of external forcing, these non-simply connected domains also achieve
their stable equilibrium annular, ring-like morphology due to curvature driven edge
diffusion. The islands on the left of the equilibrium patterns of Figs. 4.4(b1), 4.4(c1),
4.4(c2), and 4.4(e2), i.e., some of the simplest of the void-containing islands in the
patterns of Fig. 4.4, constitute the smallest possible nanoring structures because of
their single-layer thickness. It is worth noting that these nanorings are not generated
because of lattice mismatch or thermal mismatch in a strained deposited film [24] but
due to the action of an electric field on unstrained homoepitaxial islands. It should
also be mentioned that stabilizing such nanoring configurations requires careful control of ta , since non-simply-connected domains cannot be stabilized at long times, i.e.,
in the long ta limit, the island pattern contains only simply connected island domains
as is evident in Fig. 4.4; note the absence of void-containing islands in the equilibrium
patterns of Figs. 4.4(a4), 4.4(b4), 4.4(c4), 4.4(d4), 4.4(e4), 4.4(f4), 4.4(g4), 4.4(h4),
and 4.4(i4). For completeness, Fig. 4.4(j) shows sequences of equilibrium configurations of island patterns at a fixed value of the duration of electric field application,
ta = 100.2 τ , for increasing, from Fig. 4.4(j1) to Fig. 4.4(j4), initial island size d0 in
order to clarify the diversity exhibited by these equilibrium island patterns at given
ta over the range of initial island sizes examined.
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Figure 4.5. Characterization of complex patterns formed from current-driven dynamics of larger-than-critical single-layer epitaxial islands on {110} surfaces of FCC
crystalline conducting substrates: Mean island diameter of a population of islands,
d¯ (blue solid circles), standard deviation of the diameters of the islands in a population, σd (orange crosses), and number of islands in the island population, N (green
open triangles), of a given complex pattern as a function of the duration of application of the electric field, ta , before it is turned off for an initial island size of (a)
d0 = 14 lE , (b) d0 = 16 lE , (c) d0 = 18 lE , (d) d0 = 19 lE , (e) d0 = 20 lE , (f)
d0 = 22 lE , (g) d0 = 23 lE , (h) d0 = 24 lE , and (i) d0 = 32 lE . When applied, the
electric field is oriented along the fast edge diffusion direction (φ = 0) and aligned
with the x−axis. After the electric field is turned off, the resulting patterns are let
to equilibrate until each island obtains its equilibrium rounded morphology. The red
dashed line represents the critical island size, dc , required for necking on {110} FCC
substrate surfaces.
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We characterize these complex equilibrium patterns on {110} substrates as a function of the duration of the applied electric field in Fig. 4.5; ta = 0 in the plots of
Fig. 4.5 implies that the electric field is never turned on. Figure 4.5 shows the mean
¯ the standard
island size of the population of islands in the equilibrium pattern, d,
deviation of the island sizes of the population, σd , and the number of islands, N , in
the equilibrated pattern as functions of ta for various initial island sizes. The general
¯ and σd with increasing ta in the equilibrium patterns follow those of
trends of N , d,
¯ and σd under the action of the external field shown in the case
the evolution of N , d,
of Fig. 4.2(b). Therefore, with increasing ta , the average island size of the population
of islands in the equilibrium pattern converges to the critical island size required for
necking, dc ; this is indicated by the horizontal dashed red lines in all the plots of
Fig. 4.5. As a result, the size distribution of the islands in the equilibrium pattern
becomes more uniform with increasing ta , leading to a convergence toward a value of
zero of its standard deviation, σd , in the long ta limit.
The current-driven dynamics of single-layer islands observed on {100} substrate
surfaces (m = 2) is similar to the complex dynamics observed on {110} substrate
surfaces (m = 1). The two main differences observed in the island dynamics on {100}
surfaces compared to that on {110} surfaces are that the driven island evolution on
{100} substrate surfaces leads to formation of distinct edge facets which are not seen
on {110} substrates and that, depending upon the formation process of the daughter
islands after necking, the daughter islands migrate either in the direction of the electric
field or at an angle with the field direction. Facets seen on the migrating islands’ edge
on {100} substrate surfaces are not observed on islands migrating on {110} substrate
surfaces because such edge facet formation is observed only for substrate surfaces with
symmetry higher than 3-fold, expressed by an anisotropy parameter m ≥ 1.5 [32].
Figures 4.6(a1)-(a6) show a representative case for the current-driven dynamics of a
larger-than-critical sized island on a {100} substrate surface. Starting from a rounded
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Figure 4.6. (a1-a6) Sequences of configurations generated from the current-driven
evolution of the island shown in (a1) on a {100} FCC substrate surface. The electric
field is oriented along the fast edge diffusion direction and is aligned with the x−axis.
(b) Evolution of the mean island diameter of the population of islands, d¯ (blue open
circles), the standard deviation of the island diameter of the population, σd (orange
open diamonds), and the number of islands in the island population, N (green open
triangles), in the dynamical pattern formed under the action of the electric field.
The red dashed line represents the critical island size, dc , required for necking on
{100} FCC substrate surfaces. (c) Evolution of the total edge length (sum of the
perimeters) of all the islands in the island population, Γ (blue open circles), in the
dynamical pattern formed on the {100} FCC substrate surface under the action of
the electric field. Parameter values: m = 2, φ = 0, d0 = 36 lE .

morphology, such a large island on a {100} substrate surface first undergoes a fingering
instability. The fingering instability is followed by the formation of a narrow neck,
Fig. 4.6(a3), and the breaking up from the parent island of a daughter island formed
from the leading tip of the finger following a necking instability. This kind of necking
and breakup generates a daughter island that migrates in the direction of the electric
field. Breakup of the parent island on a {100} substrate surface also can happen
through fingering and necking near the vertices of the island in symmetric locations
from its leading end, Fig. 4.6(a4), that generates daughter islands which migrate at an
angle with the field direction and have faceted morphologies that feature a standing
wave on one of the island sides, resembling the edge features near the necks in the
“side wings” of the island in Fig. 4.6(a4). Islands in the resultant evolving pattern
undergo a sequence of breakup and coalescence events similar to those occurring in
evolving patterns on {110} substrates surfaces. Such patterns on {100} substrates

65

also feature non-simply-connected void-containing islands similar to those forming in
the evolving patterns on {110} substrate surfaces. Figure 4.6(b) shows the evolution
¯ the
of the mean island size of the population of islands in the evolving pattern, d,
standard deviation of the island size of the population, σd , and the number of islands,
N in the island population of the pattern formed from the current-driven evolution
of the large rounded island of Fig. 4.6(a1). Eventually, the evolution of d¯ and σd
converges to their steady-state values of dc and zero, respectively. Figure 4.6(c)
depicts the evolution of the total edge length of the islands in the pattern, Γ. The
time required for the resulting island pattern to approach a steady state on {100}
surfaces is close to one order of magnitude longer than that on {110} substrate surfaces
due to the slower island migration velocities on surfaces of higher (crystallographic)
symmetry, m, of edge diffusional anisotropy [21]; such slower migration speeds imply
longer times between island coalescence events.
Figure 4.7(a) shows the evolution of the dimensionless average area, Ã, for a
range of initial island sizes 22 lE ≤ d0 ≤ 38 lE on {100} substrates. Following
the same statistical analysis conducted for the datasets of Fig. 4.3(a) shows that the
dimensionless average area evolves according to the scaling relation Ã ∼ t̃−1.4118±0.0873 ,
i.e., a power law that is universal throughout the range of d0 examined, with an
exponent close to that of the respective power law on {110} surfaces, α = −1.4118 ∼
−4/3. The straight-line fit in the log-log plot of Fig. 4.7(a) confirms the power-law
behavior at long times and gives the exponent α as a fitting parameter. Figure 4.7(b)
shows the evolution, under constant electric field action, of the dimensionless total
edge length, Γ̃, for a representative case with d0 = 30 lE . Consistent with the Avrami
kinetics on {110} surfaces, the evolution of Γ̃ follows the relationship of Eq. (4.4)
on {100} substrate surfaces too. The dependence of the relaxation time, τp , and
the exponent, n, in Eq. (4.4) on the initial island size d0 is plotted in the insets in
Fig. 4.7(b); both τp and n are obtained as fitting parameters by fitting the simulation
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Figure 4.7. (a) Logarithmic (log-log) plot of the evolution of the average dimensionless area, Ã, of the islands forming in an evolving complex pattern on a {100}
FCC substrate surface as a function of dimensionless time, t̃. The normal plot of the
evolution of Ã as a function of t̃ is shown in the inset. The variously colored open
circles correspond to data for the current-driven evolution of larger-than-critical islands on {100} FCC substrate surfaces (m = 2) with initial island sizes of d0 = 22 lE ,
d0 = 24 lE , d0 = 26 lE , d0 = 28 lE , d0 = 30 lE , d0 = 32 lE , d0 = 34 lE , d0 = 36 lE ,
and d0 = 38 lE . In both plots, the solid lines correspond to the best fit of the data
according to the scaling relation Ã ∼ t̃−1.4118 . (b) Representative plot of the evolution
of the dimensionless total edge length of all the islands in the pattern, Γ̃ (orange open
circles), as a function of t on a {100} FCC substrate surface for an initial island size
d0 = 30 lE . The black solid line corresponds to the best fit of the data according to
Eq. (4.4). The two insets show the dependence of the relaxation time, τp , and the
exponent, n, in Eq. (4.4) on d0 .
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data according to Eq. (4.4) as shown in Fig. 4.7(b). For the current-driven island
dynamics on {100} substrate surfaces, τp again increases almost monotonically with
increasing d0 , while n lies in the range 1.1 ≤ n ≤ 1.6 and fluctuates around a mean
value of ∼ 1.4.
The Avrami kinetics, Eq. (4.4), followed by the growth of the total edge length of
the islands in the current-driven patterns that form both on {110} and {100} substrate surfaces when the electric field direction is aligned with the fast edge diffusion
direction is an important result for nanopattern design and engineering on conducting
substrate surfaces. A rigorous derivation of Eq. (4.4) and prediction of the compressed
exponential function parameters, τp and n, requires further theoretical analysis of the
island dynamics, i.e., analysis based on a coarse-grained description of island migration [21], coalescence, and breakup that mediate the island pattern formation. Such
a theoretical analysis is beyond the scope of this dissertation. Of course, the fundamental dynamics that governs all of these processes is that of edge atomic diffusion
and electromigration-induced drift, as described by Eq. (2.1) and the accompanying
relations for the edge atomic chemical potential and diffusivity required for its closure.
Figures 4.8(a)-4.8(h) show representative equilibrium patterns obtained on {100}
substrates as a function of the duration of application of the electric field, ta , for
various initial island sizes d0 ; sequences of equilibrium island patterns at ta = 802 τ
over the range of initial island sizes d0 examined are shown in Fig. 4.8(i). The stable
patterns obtained on {100} substrate surfaces are similar to those obtained on {110}
substrate surfaces. The equilibrium shape of the islands in the final equilibrated
patterns is rounded because in our model the edge stiffness, γ, is considered to be
isotropic. The facets observed during the current-driven evolution of the islands
are due to a kinetic anisotropy (edge diffusional anisotropy) and, hence, they do
not feature in the final stable pattern. Due to the higher critical island diameter
for necking, dc , on {100} than on {110} substrate surfaces, the number of islands
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Figure 4.8. Representative sequences of equilibrium configurations consisting of
complex patterns formed on {100} FCC substrate surfaces (m = 2) from the currentdriven evolution of larger-than-critical single-layer rounded islands after the electric
field, which was oriented along the fast edge diffusion direction (φ = 0), aligned with
the x−axis, and applied for a time period ta has been turned off and the islands have
been let to equilibrate and obtain their equilibrium rounded morphology. The initial
island size is (a1)-(a4) d0 = 22 lE , (b1)-(b4) d0 = 24 lE , (c1)-(c4) d0 = 26 lE , (d1)(d4) d0 = 28 lE , (e1)-(e4) d0 = 30 lE , (f1)-(f4) d0 = 32 lE , (g1)-(g4) d0 = 34 lE , and
(h1)-(h4) d0 = 36 lE . (i) Sequences of equilibrium configurations of island patterns
at a fixed ta = 802 τ for increasing, from (i1) to (i8), initial island size d0 .
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obtained in the equilibrium pattern on {100} substrate surfaces is smaller than that
on {110} surfaces for the same initial island size. The final stable (equilibrium)
patterns obtained on {100} surfaces are complex and, consistently with the patterns
on {110} surfaces, their complexity increases with increasing initial island size, d0 ,
and duration of application of the external field, ta . Each equilibrium pattern in
Fig. 4.8 is symmetric with respect to an axis aligned with the electric field direction
and, with increasing ta , the daughter islands are distributed increasingly farther from
the symmetry axis. It should be mentioned that in the equilibrium island patterns
of Figs. 4.4 and 4.8 the total island area, A (shaded area in these figures), remains
constant and equal to the area of the original rounded island, A = A0 = πd0 2 /4, which
guarantees mass conservation during both current-driven evolution and subsequent
equilibration upon switching off the external field. Although individual islands in
the patterns may grow (due to coalescence) or shrink (due to breakup), the total
island area of each pattern, which is equal to the sum of the areas of all the islands
in the pattern, is conserved. We have checked thoroughly in all of our simulations
and confirm that total island area conservation is satisfied; this is guaranteed by
the accuracy and precision of our numerical integration of the continuity equation,
Eq. (2.1).
Finally, Fig. 4.9 shows the characterization of the complex equilibrium patterns on
{100} surfaces as a function of the duration of the applied electric field, ta . All of the
trends observed in the patterns on these substrate surfaces with m = 2, in the long
ta limit, are consistent with those observed in the characterization of the equilibrium
patterns obtained on substrate surfaces with m = 1. We further mention that the
trends shown in Figs. 4.5 and 4.9 may give the impression that the plotted quantities
are multivalued functions of ta . This is clearly not the case: this false impression may
be created due to the large fluctuations in the variation of the plotted quantities with
ta during the initial stages of the evolution process as a result of island breakup and
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Figure 4.9. Characterization of complex patterns formed from current-driven dynamics of larger-than-critical single-layer epitaxial islands on {100} surfaces of FCC
crystalline conducting substrates: Mean island diameter of a population of islands, d¯
(blue solid circles), standard deviation of the diameters of the islands in a population
in a given complex pattern, σd (orange crosses), and number of islands in the island
population, N (green open triangles), of a given complex pattern as a function of the
duration of application of the electric field, ta , before it is turned off for an initial
island size of (a) d0 = 22 lE , (b) d0 = 24 lE , (c) d0 = 26 lE , (d) d0 = 28 lE , (e)
d0 = 30 lE , (f) d0 = 32 lE , (g) d0 = 34 lE , (h) d0 = 36 lE , and (i) d0 = 38 lE . When
applied, the electric field is oriented along the fast edge diffusion direction (φ = 0) and
aligned with the x−axis. After the electric field is turned off, the resulting patterns
are let to equilibrate until each island obtains its equilibrium rounded morphology.
The red dashed line represents the critical island size, dc , required for necking on
{100} FCC substrate surfaces.
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coalescence events during the equilibration period after the field is switched off. To
¯ a)
clarify this feature in the datasets, we have connected the mean island diameter d(t
data points in Figs. 4.5(c) and 4.9(d) with solid lines.
For the range of island sizes examined in this study, the current-driven islands
migrating on {111} substrate surfaces (m = 3) do not breakup to form patterns
consisting of populations of daughter islands. Islands on {111} surfaces undergo a
fingering transition which leads to the formation of a protrusion at the island’s leading
edge. The corresponding island morphology is similar to that shown in Fig. 4.6(a2).
However, this type of morphology is unstable on {111} substrate surfaces and the
migrating islands transform to a stable faceted morphology and begin migrating at an
angle with the electric field direction. Before the migrating island’s shape transitions
to a stable faceted morphology, the edge diffusional dynamics leads to the formation
of necks similar to that shown in Fig. 4.6(a3), but the edge of the islands remain
intact, i.e., no breakup is triggered, and, therefore, there is no formation of daughter
islands accompanying the current-driven dynamics of large islands on {111} substrate
surfaces. Instead, islands with faceted edge shapes exhibit oscillatory dynamics on
{111} surfaces and are characterized by a morphology with a stable straight edge
on one side of the island and a standing edge wave on the other side, while the
island migrates at constant speed in the direction of the straight edge. Detailed
characterization and analysis of such complex oscillatory dynamics are presented in
the Appendix A.

4.3

Summary and Conclusions

In summary, we have demonstrated that morphological instabilities on the edge
of a larger-than-critical single-layer island migrating on {110} or {100} surfaces of
FCC crystalline substrates under the action of an electric field that is oriented along
the fast edge diffusion direction can lead to the formation of intriguingly complex
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patterns, consisting of assemblies of single-layer islands smaller than the original island and arranged symmetrically with respect to the electric field direction. We have
characterized in detail the evolving complex patterns of the island assemblies, with
the initial island size and the duration of application of the electric field being the
key pattern formation parameters. We have shown that the evolution of the average area of the islands in the assembly under the action of the electric field follows
a universal kinetic relation and that the evolution of the total edge length of the
formed assembly of islands, for all initial island sizes examined, follows Avrami kinetics. We have also characterized the stable patterns formed after the electric field
is turned off, and we have shown that the average island size and the uniformity of
an island population in a complex pattern, for all initial island sizes, reach a steady
state as the duration of application of the electric field increases. These stable complex patterns, upon switching off the electric field, feature formation of the smallest
observed nanorings with single-layer height and lateral sizes on the order of tens of
nanometers, a range of length scales that is barely accessible through the use of ebeam lithography. Therefore, we have described a novel, current-induced approach
for the formation of metallic nanoring structures, which have very appealing properties toward applications in optoelectronics and data storage systems: starting from an
array of deposited epitaxial islands, electric fields can be used to create arrays of such
fine nanorings by exploiting electromigration-driven morphological dynamics, which
allows for formation of unique geometries and selection of nanometer-scale sizes.
In closing, we mention that we expect the current-driven dynamics of coherently
strained single-layer heteroepitaxial islands on crystalline conducting substrates to
be qualitatively similar to that of the homoepitaxial islands analyzed in this study,
leading to analogously complex pattern formation mediated by island breakup and
coalescence processes. Specifically, as reported in Ref. [21], the current-driven singlelayer heteroepitaxial islands exhibit a similar linear dependence of island migration
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speed on the inverse of the island size at small island sizes, as well as a critical island
size dc beyond which the rounded island edge becomes unstable; however, for heteroepitaxial islands the critical island sizes are greater than those for homoepitaxial
islands [21]. Moreover, misfit strain has a direct effect on the atomic mobility for
edge diffusion and, thus, affects significantly the island migration speed [101, 102]:
specifically, tensile misfit strain leads to a decrease in the island migration speed
while compressive misfit strain accelerates the translational motion of the island [21].
Therefore, depending on whether the misfit strain is tensile or compressive, the island
coalescence rate will be slower or faster, respectively, which will affect quantitatively
the island pattern formation kinetics. Such current-driven dynamics of heteroepitaxial islands and the resulting complex pattern formation will be explored in future
studies.
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CHAPTER 5
MODELING OF QUANTUM DOT AND NANORING
PATTERN FORMATION ON PIT-PATTERNED
SEMICONDUCTOR SUBSTRATES

5.1

Introduction

Because of their electronic confinement, semiconductor material nanostructures
such as quantum dots and nanorings have a wide variety of applications in electronic and photonic devices [103–106], sensing [107, 108], and magnetic recording devices [109], among numerous others. One method of forming such nanostructures on
surfaces of epitaxially grown semiconductor thin films is through Stranski-Krastanow
(SK) growth [42, 43] due to biaxial misfit strain in the epitaxial film because of
its lattice mismatch with the substrate. However, quantum dots formed as a result of SK growth instabilities nucleate randomly on the film surface and, typically,
lack uniformity both in size and in their arrangement. This non-uniformity is usually undesirable for application purposes, where uniform positioning and ordering of
nanostructures is required. To address this challenge of self-assembling uniformly
arranged and consistently sized nanostructures in such epitaxially grown coherently
strained thin films, recent studies have explored strategies for guiding nanostructure
formation in epitaxial films by depositing them on substrates with a modified morphology [110, 23, 111–113].
Among various methods involving formation of self-assembled ordered quantum
dots during epitaxial growth of thin films, a very successful one is that of growth of
coherently strained thin films on pit-patterned substrate surfaces [114, 52, 1, 115].
This method of formation of ordered nanostructures has been studied experimentally
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for various semiconductor heteroepitaxial film/substrate systems such as Ge/Si [114,
52, 1], InN/GaN [115], InAs/GaAs [116], and Ge/Si3 N4 [117]. These experimental
studies have reported nucleation of ordered nanostructures, such as periodic patterns
of one or more quantum dots forming inside the pits [52, 1, 116] and nanoring-like
structures forming at the rims of the pits [52, 115, 114, 117].
Many theoretical and computational studies using continuum-scale models and
Monte Carlo simulations [118–122] have analyzed surface morphological evolution
of epitaxial films grown on patterned substrates, including the formation of islands
(quantum dots) on pit-patterned substrates. An analysis of film surface morphology
based on a phase field model that characterized the resulting pit geometry on the surface of an epitaxial film on a pit-patterned substrate has been presented in Ref. [118].
Analysis of morphological stability and numerical simulations of morphological evolution of epitaxial film surfaces that have been perturbed according to plane-wave
patterns have predicted asymptotic states of quantum dot patterns on the epitaxial
film surface [119, 120]. Furthermore, analytical thermodynamic studies of strained
island nucleation on patterned substrates [121], as well as Monte Carlo simulations
of self-assembly and ordering mechanisms of Ge islands on pre-patterned Si{001}
substrates [122] have been conducted. In spite of these elegant studies, formation of
single and multiple quantum dots inside pits and of nanorings at pit rims on surfaces of epitaxial films on pit-patterned substrates has not been analyzed in detail or
predicted in direct comparison with experimental findings.
In this dissertation chapter, we present a theoretical model for the surface evolution of coherently strained epitaxial thin films which are deposited on pit-patterned
semiconductor substrates. The model predictions provide a comprehensive interpretation for the formation of the above mentioned interesting nanostructure patterns
that have been observed in experiments. In our study, we emphasize on the diffusional kinetics of surface morphological evolution as well as on direct and systematic
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Figure 5.1. Schematic representation of the surface morphological transformation of
a coherently strained thin film, deposited epitaxially on a pit-patterned substrate up
to a nominal thickness h0 , from (a) its initial configuration consisting of a pit in the
domain center mimicking the pit-patterned substrate to (b) a complex configuration
with a nanoring forming at the rim of the pit and a quantum dot emerging from the
center of the pit. 2D surface height contour maps of the configurations in (a) and (b)
are shown in (c) and (d), respectively. In all cases, the unit cell is shown of a periodic
pattern on the film surface.

comparisons of our modeling predictions with detailed experimental observations of
nanostructure pattern formation during Ge epitaxial growth on pit-patterned Si substrates. In our predictions and comparisons, we refer specifically to the Ge/Si heteroepitaxial system; however, our model can be parameterized for any heteroepitaxial
film/substrate material system and used to develop growth strategies and guide the
design of systematic experimental protocols toward precise control of ordered nanostructure patterns on epitaxial film surfaces.

5.2

Surface Evolution Model

We consider a coherently strained thin film grown epitaxially on a thick substrate,
with a film surface morphology shown in Fig. 5.1(a) which mimics that of a film
deposited through layer-by-layer growth on a pit-patterned substrate surface such
as those in the experiments of Ref. [1]. Instead of performing a direct simulation
of the growth of an epitaxial film from zero thickness to its final thickness h0 as it
happens in the experiments, we start with an initial configuration consisting of a thin
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film whose surface is at a distance h0 above the surface of the substrate on which
the film is deposited. This essentially means that the film’s initial configuration, as
shown in Fig. 5.1(a), takes the shape of the pit on the substrate surface with the pit
repeated periodically, mimicking the substrate’s pit pattern. In our study, we have
examined two initial pit configurations, mimicking substrate surfaces with patterns
of: (1) pits with a shape resembling an inverted truncated cone that has a circular
pit opening; and (2) pits with a shape resembling an inverted truncated pyramid
that has a rectangular or square pit opening. The wall of each pit is represented
by half a wavelength of a cosinusoidal wave specified by a wave number k. At time
t = 0, we let the film surface evolve according to our film surface evolution model
detailed below. We find that over time the film surface with “conical” pits as initial
configuration evolves to form a complex nanopattern configuration with a nanoring
forming at the rim of each pit as shown in Fig. 5.1(b). Together with this nanoring
formation in the complex pattern, we predict that either one quantum dot or no
quantum dot at all may form inside each pit depending on the lateral size of the pits,
which we quantify through the diameter of the circular pit opening d0 . Moreover,
we show that the number of quantum dots emerging from inside the pits in the final
pattern also depends on the geometry of the initial pit configuration. If we start with
a “pyramidal” pit as an initial configuration as opposed to a “conical” pit, we predict
formation of a single quantum dot or multiple quantum dots depending on the lateral
size of such a pyramidal pit with a rectangular opening.
The film is subject to an equibiaxial stress with nonzero stress components in the
x- and y-directions of the Cartesian frame of reference of Fig. 5.1(a). The surface
morphology of the film is parameterized with the surface height function h(x, y, t).
Using a Nernst-Einstein equation to express the surface atomic flux and the continuity
equation to express mass conservation gives the height evolution equation
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Figure 5.2. (a1-a8) Simulated evolving surface morphology, h(x, y, t), of a coherently
strained epitaxial film starting with an inverted truncated conical nanopit configuration with opening diameter of 17.7 l at (a1) t = 0.0 τ , (a2) t = 0.3 τ , (a3) t = 0.6 τ ,
(a4) t = 0.9 τ , (a5) t = 1.2 τ , (a6) t = 1.5 τ , (a7) t = 1.8 τ , and (a8) t = 2.1 τ . (b1,
b2) 1D surface profiles, h(x; y, t), along the x-direction and passing through the center
of the unit cell of (a1)-(a4) and (a5)-(a8) are plotted in (b1) and (b2), respectively.
In both (b1) and (b2), the surface profile evolution sequences are from the bottom
to the top; in (b1/b2), the profiles of the configurations shown in (a1/a5), (a2/a6),
(a3/a7), and (a4/a8) are colored blue, red, gold, and purple, respectively. In both
(b1) and (b2), consecutive surface profiles have been displaced upwards (along the
h-axis) by 0.1 l for clarity regarding their shapes. In all cases, a unit cell is shown
of a periodic pattern on the film surface. Parameter values: h0 = 0.6 l, pit-pattern
period dpit = 18 l, pit depth = 0.1 l , k = 0.4 l−1 , and ΞW = 0.0006.
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∂h
δs ΩDs
= H 0 ∇s ·
∇s (UE − γf κ + UW ) .
∂t
kB T

(5.1)

In Eq. (5.1), H 0 ≡ (1 + h2x + h2y )1/2 , hx ≡ ∂h/∂x and hy ≡ ∂h/∂y, Ω is the atomic
volume, δs /Ω is the number of surface atoms per unit area, kB is the Boltzmann
constant, T is temperature, Ds is the film surface atomic diffusivity, and ∇s represents
the surface gradient operator; within the bracketed flux expression in the right-hand
side of Eq. (5.1), ∇s acts on the chemical potential of the film surface atoms, which
includes contributions from the densities of the elastic strain energy UE , the surface
energy γf κ, where κ is the surface curvature, and the wetting potential, UW . The
wetting potential density is given by

UW =

(γf − γs )b
H 0 π(b2 + h2 )

(5.2)

according to the “transition-layer” (of thickness b) model [123, 124], where γf and
γs are the surface free energies per unit area of the film and substrate materials,
respectively. For simplicity, we neglect both the surface diffusivity and the surface
free energy anisotropies. UE is computed by solving the elastostatic boundary-value
problem (BVP) in the film and calculating the stress and strain tensors at every point
on the film surface. As described in detail in Ref. [20], UE is calculated asymptotically
based on regular perturbation theory and keeping up to second-order terms in the
asymptotic expansion. We should also mention that in the calculations of the elastic
strain energy of the thin film, we use the bulk value of the elastic modulus of Ge for
the thin film; although the elastic moduli of nanostructures can be quite different from
the bulk material values, for a Ge/Si epitaxial system on a practically infinitely thick
Si substrate and for the lattice mismatch between the film and substrate materials in
this epitaxial system, we do not expect the elastic properties of Ge to be substantially
different from their bulk values and cause any differences in the findings of this study.
Dimensional analysis of Eq. (5.1) gives a length scale l = Ms γf /σ02 , where Ms is the
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biaxial modulus of the substrate [20] and σ0 is the magnitude of the biaxial stress
in the film in a reference-state configuration with planar film surface morphology,
a time scale τ = kB T l4 /[δs ΩDs γf ], and a dimensionless parameter Ξw = [2b(γs −
γf )/(πh30 γf )]l2 that expresses the strength of the wetting potential [20]. Using a Ge
film on a Si substrate at 700◦ C as a representative heteroepitaxial system, we estimate
the values of l and τ as l ≈ 17 nm and τ ≈ 8.1 min ≈ 485 s.
It should be mentioned that the governing equations and boundary-value problems
in our model are the same with those of the model employed in Ref. [20]. However,
the problems addressed in the two studies are different due to the different epitaxial
film configurations involved. In Ref. [20], the film surface is merely perturbed from
the perfectly planar morphology by a low-amplitude long-wavelength perturbation or
a random perturbation (resembling thermal fluctuations), while here the surface of
the film reflects the actual pit configuration of the patterned substrate as depicted
in Fig. 5.1(a), i.e., the heteroepitaxial system geometries of the problems addressed
in the two studies are substantially different. Also, importantly, in Ref. [20], the
key geometrical parameter is the perturbation wavelength (for infinitesimally low
amplitude), while here the pit size (diameter, depth, etc.) and overall geometry
are important parameters as explained in the discussion of Section 5.3. Finally, the
analysis in Ref. [20] is relevant to film growth on substrates that, if patterned, the
pattern consists of regular arrays of embedded quantum dots as opposed to the pitpatterned substrates examined here.

5.3

Simulation Results and Discussion

To explore the kinetics of the stressed film surface morphological evolution, we
conduct systematic dynamical simulations according to the film evolution model of
Eq. (5.1). In the simulations, we solve the elastostatic BVP self-consistently with
the film surface propagation as described in Ref. [20] based on a spectral collocation
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method [124]; in this implementation, the film surface is discretized using 128 × 128
grid points and discrete fast Fourier transforms are performed. For the integration
of Eq. (5.1), we employ an advanced operator splitting-based semi-implicit spectral
method [125] with adaptive time step size. Using this implementation of our model,
we carry out self-consistent dynamical simulations to explore the epitaxial film surface
dynamics for the two geometries of initial configuration described above, namely, with
pits resembling inverted truncated cones and pyramids. In the simulations, we start
with a film thickness h0 that is well above the critical film thickness required for SK
morphological instability; for Ge/Si{100}, this critical thickness is ≈ 3 ML [42, 126,
127].
Figure 5.2 shows representative simulation results for the film surface morphological evolution according to our model for a film deposited on a substrate patterned
with pits resembling inverted truncated cones. Figures 5.2(a1-a8) show 3D views
of unit-cell configurations of a periodic pit pattern on the film surface as the surface
evolves under the action of the driving forces of Eq. (5.1). In this case, the pit-pattern
period, dpit , is 18 l. Our model predicts that starting with the initial configuration
of Fig. 5.2(a1), the film surface evolves and leads to formation of a single quantum
dot emerging from the center of the pit. This can be seen clearly from the evolving
surface profiles along the x-axis through the center of the pit, which are shown in
Figs. 5.2(b1) and 5.2(b2) for the configurations of Figs. 5.2(a1-a4) and Figs. 5.2(a5a8), respectively. Our model also predicts the nucleation of a nanoring-like structure
at the rim of the circular pit opening. It can be seen from the surface profiles in
Fig. 5.2(b1) and 5.2(b2) that the pit deepens over time and the bottom-most part of
the pit attains the critical film thickness.
Our predictions are in good agreement with the experimental findings of Refs. [1,
52, 114] for epitaxial growth of Ge films on pit-patterned Si{100} substrates. Figure 5.3 shows the comparison between our modeling predictions and the experimental
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Figure 5.3. [(a1-a8) from Fig. 6 of Ref. [1]] 3D AFM micrographs of a heteroepitaxial
Ge/Si{100} system on a pit-patterned substrate above a single pit (a1) before any
growth, (a2) after Si buffer layer growth, and (a3-a8) with uniformly increasing Ge
film thickness (at uniform deposition rate) from 6 ML to 11 ML at TGe = 650◦ C.
(b1-b8) Simulated evolving surface morphology, h(x, y, t), of a coherently strained
epitaxial film starting with an inverted truncated conical nanopit configuration with
opening diameter of 17.7 l at (b1) t = 0.0 τ , (b2) t = 0.3 τ , (b3) t = 0.6 τ , (b4)
t = 0.9 τ , (b5) t = 1.2 τ , (b6) t = 1.5 τ , (b7) t = 1.8 τ , and (b8) t = 2.1 τ . (c1, c2)
1D surface profiles, h(x; y, t), along the x-direction and passing through the center
of the unit cell of (b1)-(b4) and (b5)-(b8) are plotted in (c1) and (c2), respectively.
In both (c1) and (c2), the surface profile evolution sequences are from the bottom
to the top; in (c1/c2), the profiles of the configurations shown in (b1/b5), (b2/b6),
(b3/b7), and (b4/b8) are colored blue, red, gold, and purple, respectively. In both
(c1) and (c2), consecutive surface profiles have been displaced upwards (along the
h-axis) by 0.1 l for clarity regarding their shapes. In all cases, a unit cell is shown
of a periodic pattern on the film surface. Parameter values: h0 = 0.6 l, pit-pattern
period dpit = 18 l, pit depth = 0.1 l , k = 0.4 l−1 , and ΞW = 0.0006.

83

results reported in Fig. 6 of Ref. [1]. Figures 5.3(a1-a8) show the surface morphological evolution of a unit cell of a heteroepitaxial Ge/Si{100} system on a pit-patterned
substrate through 3D AFM micrographs during epitaxial growth, first of a Si buffer
layer and then of the Ge film. The pit pattern size (period) is dpit = 300 nm. Figure 5.3(a1) shows the initial pit configuration on the Si{100} substrate surface before
any growth has taken place. Figure 5.3(a2) depicts the configuration immediately
after the Si buffer layer growth. Following the Si buffer layer growth, Ge is deposited
at T = 650◦ C at a uniform rate of 0.05 Å/s. Figures 5.3(a3-a8) show the film surface
evolution as the Ge film thickness grows from 6 ML to 11 ML (ML = monolayer).
Using the Ge deposition rates given in Ref. [1], we estimate the total time, ttotal ,
required to reach the configuration shown in Fig. 5.3(a8) as ttotal ≈ 20 min 45 s; when
converted to simulation time, using the time scale τ defined earlier in this chapter,
this time becomes ttotal ≈ 2.57 τ . In the simulation, we start with a configuration
that mimics that of a layer-by-layer grown film over the pit-patterned substrate, as
explained earlier in this chapter. We start with an initial configuration with a film
thickness h0 corresponding to that of the 11 ML of grown Ge in the experiments. We
estimate the characteristic length scale l defined earlier in this chapter to be around
17 nm and accordingly choose the unit cell size in the x- and y-directions of the
computational domain to correspond to the size of the unit cell in the experiments.
Figures 5.3(b1-b8) show a sequence of 3D configurations during the surface evolution
of the 11-ML-thick Ge film deposited on top of the post-Si-buffer layer pit configuration shown in Fig. 5.3(a2). The simulation results indicate that the surface evolves
and reaches a configuration, Fig. 5.3(b8), which resembles closely the final configuration from the experiments, Fig. 5.3(a8). This comparison demonstrates a very good
qualitative agreement between simulation predictions and experimentally observed
film surface nanostructure and morphology. The time needed by the 11-ML-thick
film in the simulation to evolve to this configuration is 2.1 τ which is close to the
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Figure 5.4. (a) 2D contour maps of simulated evolving surface morphology, h(x, y, t),
of a coherently strained thin film starting with a surface morphology that consists
of a periodic arrangement of nanopits, with (a1) the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for a conical pit with
opening diameter of 16.0 l at (a1) t = 0 τ , (a2) t = 0.7 τ , (a3) t = 1.5 τ , and (a4)
t = 2.3 τ . 1D surface profiles, h(x; y, t), along the horizontal black solid lines marked
on the 2D contour maps of (a1) and (a4) are plotted in blue and red, respectively, in
(a5). (b) Height of quantum dots, hQD , from the base of the pits at time t = 2.3 τ as
a function of the pit opening diameter d0 . The d0 values that correspond to absence
of quantum dots (hQD = 0) and formation of quantum dots at the center of the pit
are denoted by blue and red open circles, respectively. In the simulations, h0 = 0.6 l,
dpit = 18 l, pit depth = 0.1 l , k = 0.4 l−1 , and ΞW = 0.0006.

(estimated) experimental time of 2.57 τ . From these comparisons, we conclude that
our model has been able to capture both the experimental length scale of the nanostructures and the experimental time scale for the formation of these nanostructures;
this also implies a reasonably good quantitative agreement with the experiments of
Ref. [1].
Whether a quantum dot will form at the center of the pit or not depends on the
initial opening diameter of the “conical” pits. For example, for such conical pits with
large opening diameters, as shown in Fig. 5.2(a1), a quantum dot forms at the center of
the pit, whereas for conical pits with opening diameters smaller than a critical value
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quantum dot formation at the center of the pit is not predicted. A representative
simulation result for a pit with a smaller-than-critical opening diameter (contrary to
the pit depicted in Fig. 5.2) is shown in Figs. 5.4(a1-a5). Figures 5.4(a1-a4) show
2D contour maps of the evolving film surface shape within the unit cell of a periodic
inverted truncated cone-shaped pit pattern with the initial configuration shown in
Fig. 5.4(a1). Figure 5.4(a5) shows the surface profile of the initial configuration and
the final configuration (depicted in Fig. 5.4(a4)) along the marked horizontal black
solid line in the unit cell, indicating that, in this case, a quantum dot does not emerge
from the center of the pit. Keeping all the other parameters fixed at their values that
yielded the results of Fig. 5.2, we estimate from our simulations a critical conical pit
opening diameter d0,c = 16.14 l for quantum dot formation at the center of the pit.
This estimation is based on the response diagram of Fig. 5.4(b), which shows the
dependence of the height from the base of the pit, hQD , of quantum dots formed at
the center of the pit in the final configuration as a function of the initial pit opening
diameter.
Experimental studies have reached a similar conclusion. During Ge growth in the
experiments on inverted truncated cone-shaped Si pit templates due to differences in
experimental parameter values. Sub-panels (i) in both Figs. 5.6(a) and 5.6(b) show
the top views of the initial pit configurations on a Si{100} substrate surface before
any epitaxial growth. The surface profiles of the pits before any epitaxial growth
are shown by black solid lines in Fig. 5.6(c). Sub-panels (iii) in both Figs. 5.6(a)
and 5.6(b) show the final configurations obtained at the end of the experiment after
deposition of a 50-nm-thick Si buffer layer and of a 3-ML-thick Ge film at 700◦ C,
respectively. The corresponding surface profiles are shown in Fig. 5.6(c) with a solid
blue line after Si buffer layer growth and with a solid red line after growth of a 3ML-thick Ge film. Figures 5.6(d1-d5) and 5.6(e1-e5) show sequences of film surface
configurations from simulated film surface evolution of two initial configurations that
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Figure 5.5. 2D contour maps of simulated evolving surface morphology, h(x, y, t), of
a coherently strained thin film starting with a surface morphology that consists of a
periodic arrangement of nanopits, with (a1), (b1), and (c1) the top view of one such
nanopit structure shown in the unit cell of the regular nanopit pattern for (a1-a5) a
square pyramidal pit with equal opening length and width of 16.0 l at (a1) t = 0 τ ,
(a2) t = 0.8 τ , (a3) t = 1.7 τ , and (a4) t = 2.6 τ ; (b1-b5) a rectangular pyramidal
pit with opening length (along the x-axis) of 18.0 l and width (along the y-axis) of
16.0 l at (b1) t = 0 τ , (b2) t = 0.8 τ , (b3) t = 1.7 τ , and (b4) t = 2.6 τ ; and (c1-c5)
a square pyramidal pit with equal opening length and width of 18.0 l at (c1) t = 0 τ ,
(c2) t = 0.8 τ , (c3) t = 1.7 τ , and (c4) t = 2.6 τ . 1D surface profiles, h(x; y, t), along
the horizontal black solid lines marked on the 2D contour maps of (a1) and (a4), (b1)
and (b4), and (c1) and (c4) are plotted in blue and red, respectively, in (a5), (b5),
and (c5), respectively. In the simulations, h0 = 0.26 l, dpit = 24 l, pit depth = 0.1 l,
k = 0.5 l−1 , and ΞW = 0.0072.
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mimic the two experimental initial configurations shown in Figs. 5.6(a) and 5.6(b),
respectively. In the two sets of simulation results presented in Figs. 5.6(d1-d5) and
5.6(e1-e5), all the parameter values are identical except for the lateral sizes of the
initial pit configurations, which we define for the inverted truncated cone-shaped pits
as their opening diameters. The simulation results show that for pits with a larger
opening diameter (than a critical value as discussed earlier in this chapter) the film
surface evolves to formation of a quantum dot at the center of the pit, which is not the
case for pits with smaller (than critical) opening diameters. The comparison of the
simulation results with the experimental images and profiles confirms that our model
can reproduce both of these qualitative observations. In the experimental results, the
presence or absence of a quantum dot at the center of the pit is quite clear; however,
the formation of nanorings at the rims of the pits only becomes clear after observing
carefully sub-panels (iii) of Figs. 5.6(a) and 5.6(b), where it appears that a nanoring
is indeed forming at the rim of each pit.
The type of nanopattern formed on the evolving film surface also depends on the
initial geometry of the pit in the pattern. To explore such pit geometry effects, we
have analyzed the epitaxial film surface evolution in the case where the film is deposited on a substrate with a regular pattern of pits with a shape resembling that
of an inverted truncated pyramid as opposed to an inverted truncated cone analyzed
above. The pits shaped to resemble inverted truncated pyramids have rectangular
(including square) openings. Evolution of epitaxial film surfaces with such “pyramidal” pits leads to formation of a nanoring-like structure at the rims of the pits similar
to those observed in the previous class of “conical” pits. However, we predict that
for these “pyramidal” pits, the number of the quantum dots formed within each pit
depends on the length of the sides of the rectangular pit opening consistently with the
experimental observations of Ref. [1]. Figures 5.5(a1-a4), 5.5(b1-b4), and 5.5(c1-c4)
show 2D contour maps of the evolving film surface shape within the unit cell of a
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Figure 5.6. [(a) and (b) from Fig. 2 of Ref. [1]] Influence of pit dimensions in a
pit-patterned Si{100} substrate on the Si buffer layer and Ge film growth. Sample
group SGA in Ref. [1]. For all fields dpit = 425 nm. (a) and (b) Sub-panels (i): AFM
images of the pits before growth. The color coding contains the depth information of
the pits. The pit diameters before growth are (a) 175 nm and (b) 262 nm. (a) and (b)
Sub-panels (ii): Surface inclination images (SAIs) of the respective pits shown in subpanel (i) after growth of a 45-nm-thick Si buffer layer. The color coding was chosen
in such a way that for inclinations < 10◦ the color changes (from white to violet)
every 2◦ , see left color bar. (a) and (b) Sub-panels (iii): SAIs of the respective pits
shown in sub-panel (ii) after the deposition of 3 ML of Ge at 700 ◦ C. (c) Linescans in
the [110] direction through the middle of the pits shown in (a) and (b) before growth
(black curves), after Si buffer layer growth (blue curves), and after Ge growth (red
curves). (d, e) 2D contour maps of simulated evolving surface morphology, h(x, y, t),
of a coherently strained thin film starting with a surface morphology that consists of a
periodic arrangement of nanopits, with (d1) and (e1) the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for (d1-d5) a conical
pit with opening diameter of 20.0 l at (d1) t = 0 τ , (d2) t = 0.7 τ , (d3) t = 1.5 τ , and
(d4) t = 2.3 τ ; (e1-e5) a conical pit with opening diameter of 21.0 l at (e1) t = 0 τ ,
(e2) t = 0.7 τ , (e3) t = 1.5 τ , and (e4) t = 2.3 τ . 1D surface profiles, h(x; y, t), along
the black solid lines marked on the 2D contour maps of (d1) and (d4) and (e1) and
(e4) are plotted in blue and red, respectively, in (d5) and (e5), respectively. In the
simulations, h0 = 0.15 l, dpit = 24 l, pit depth = 0.03 l, k = 0.3 l−1 , and ΞW = 0.0375.
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periodic inverted truncated pyramid-shaped pit pattern with the initial configuration
shown in Figs. 5.5(a1), 5.5(b1), and 5.5(c1), respectively. In these initial configurations, the pit-opening perimeters increase such that the pit-opening widths (along
the y-direction) for the initial configurations in Figs. 5.5(a1) and 5.5(b1) are equal,
and the pit-opening lengths (along the x-direction) for the initial configurations in
Figs. 5.5(b1) and 5.5(c1) also are equal. Figures 5.5(a4), 5.5(b4), and 5.5(c4) show
the resulting patterns due to the evolution of the film surface mediated by diffusional
(atomic transport) kinetics. It is clear from these results that the number of quantum
dots that may form inside each pit [one, two, and four in the cases of Figs. 5.5(a4),
5.5(b4), and 5.5(c4), respectively] is strongly dependent on the size of the pit opening.
In each case, the nanoring-like structure surrounding the pits in the final pattern is
formed consistently at the rims of all the pits as can be seen from the surface profiles
of Figs. 5.4(a5), 5.5(b5), and 5.5(c5).
Finally, we show that our model can predict the shape evolution observed in the
experiments of Ref. [1] during epitaxial growth on a pit-patterned substrate in which
the pit template resembles an inverted truncated rectangular pyramid as opposed to
the previous two cases where the pits were of conical shape. Our model can accurately
predict the number of quantum dots that will grow within the pits depending on the
sizes of the pits and the inclination angles of the pits’ sidewalls. The sidewall inclination angle is defined in our model using the parameter (wave number) k, which sets
the wavelength of the cosinusoidal wave that is used for the shape of the sidewall in
our model (as described earlier in this chapter). Figure 5.7(a) shows the pit pattern
containing the pyramid-shaped pits in Si{100} substrate surfaces before any growth
has taken place. The sidewalls of these pits consist of {111}-oriented surfaces. Figure 5.7(b) shows the AFM micrograph in SAI mode after deposition of a 5-ML-thick
film of Ge at 700◦ C on top of the Si buffer layer. The pit pattern size dpit in the experiments is 400 nm and the pit opening sizes range from 195 to 225 nm. Again, the
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Figure 5.7. [(a) and (b) from Fig. 7 of Ref. [1]] Influence of the pit homogeneity
in a pit-patterned Si{100} substrate on Ge island growth. Sample template SF in
Ref. [1]. (a) AFM height mode image of the {111}-sided pits (dpit = 400 nm) before
growth. The pit dimensions are inhomogeneous due to defective e-beam lithography.
(b) AFM micrograph in SAI mode. 5 ML of Ge were deposited at 700◦ C. The Si buffer
layer and the Ge film growth lead to single dots located off-center, as well as double
dots and triple dots in the pits. Pits with small sidewall inclination αpit (measured
from the x-y plane) do not host islands, while nicely centered islands are only found
in pits with steeper sidewalls (dark-blue color; see white arrows). (c-f) 2D contour
maps of simulated evolving surface morphology, h(x, y, t), of a coherently strained
thin film starting with a surface morphology that consists of a periodic arrangement
of nanopits, with (c1), (d1), (e1), and (f1) the top view of one such nanopit structure
shown in the unit cell of the regular nanopit pattern for (c1,c2) a square pyramidal
pit with equal opening length and width of 16.0 l and k = 0.5 l−1 at (c1) t = 0 τ
and (c2) t = 2.6 τ ; (d1,d2) a rectangular pyramidal pit with opening length (along
the x-axis) of 18.0 l and width (along the y-axis) of 16.0 l and k = 0.5 l−1 at (d1)
t = 0 τ and (d2) t = 2.6 τ ; (e1,e2) a square pyramidal pit with equal opening length
and width of 18.0 l and k = 0.5 l−1 at (e1) t = 0 τ and (e2) t = 2.6 τ ; and (f1,f2) a
square pyramidal pit with equal opening length and width of 18.0 l and k = 0.35 l−1
at (f1) t = 0 τ and (f2) t = 2.6 τ . In the simulations, h0 = 0.26 l, dpit = 24 l, pit
depth = 0.1 l, and ΞW = 0.0072.
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initial configurations in our simulations have been designed such that they mimic the
pit configurations from the experiments. Our simulations predict the formation of one
or more quantum dots inside each pit as shown in Figs. 5.7(c2), 5.7(d2), and 5.7(e2),
which depict the 2D contour maps of the final surface configurations (at t = ttotal )
obtained in the simulations; these predictions are consistent with the experimental
findings of Fig. S3(b). The experimental study of Ref. [1] also reported that if the pit
wall inclination angle αpit is not higher than a critical value then no quantum dots
form inside the pit during the epitaxial growth of the film. Our model has been able
to reproduce this finding as well. Figure 5.7(f1) shows an initial configuration which
is identical to the initial configuration shown in Fig. 5.7(e1) except for the sidewall
inclination angle (through the value of parameter k in our model), which is lower
in the initial configuration of Fig. 5.7(f1). The model predicts that at low sidewall
inclination angles no quantum dots are formed inside the pits consistently with the
experimental observations.

5.4

Summary and Conclusions

In summary, our theoretical model and dynamical simulations based on the model
can capture the complex nanostructures and their patterns observed in experiments
during epitaxial growth of Ge thin films on pit-patterned Si substrates. A similar
validation of our model for epitaxial growth of InAs film on GaAs substrates has
been discussed in Appendix B. Our modeling results provide a fundamental kinetic
interpretation of the experimental reports in the literature on quantum dot pattern
formation on surfaces of epitaxial semiconductor films grown on pit-patterned semiconductor substrates. In addition to the parameters examined (i.e., varied) in this
study, the pit wall slope is a parameter that plays an important role in the ensuing
pattern formation on the epitaxial film surface: this parameter is captured through
the wave number k in the pit geometry used here in the implementation of our model.
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In the case of pits resembling an inverted truncated cone, we have found that varying the pit wall slope, while keeping all other parameters constant, affects whether
a quantum dot is formed at the center of the pit or not. A more systematic analysis of how parameters such as pit geometry, pit opening size, pit-pattern size (i.e.,
period), pit-wall slope, pit depth, and film thickness has be varied to determine the
nanostructure pattern formation on epitaxial film surfaces and has been presented
in Chapters 6 and 7 and Appendix B. The studies from Chapters 5, 6, and 7 and
Appendix B can be used to guide the design of systematic experimental protocols
for the discovery and precise control of nanostructure patterns forming on surfaces of
epitaxially grown, coherently strained semiconductor thin films.
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CHAPTER 6
DESIGN OF SEMICONDUCTOR SURFACE PITS FOR
FABRICATION OF REGULAR ARRAYS OF QUANTUM
DOTS AND NANORINGS

6.1

Introduction

In Chapter 5, we developed a continuous-domain kinetic model of epitaxial film
surface morphological response for coherently strained films on pit-patterned semiconductor substrates. We used this model to interpret experimental results of ordered
quantum dot pattern formation on surfaces of Ge films grown epitaxially on pitpatterned Si substrates, with quantum dots emerging inside the pits and nanorings
forming at the rims of the pits [1, 52]. However, in spite of these earlier studies, the
effects of systematically varying the numerous pit pattern design parameters on the
resulting epitaxial film surface nanostructure pattern remain unexplored.
In this dissertation chapter, we use our experimentally validated kinetic model
of surface morphological response of epitaxial films on pit-patterned substrates to
explore the effects on film surface nanopattern formation of varying the geometrical
design parameters of the pit pattern. We focus on conical pit geometries and examine
the effects of five key parameters: film thickness, pit-pattern period, pit depth, pit
opening diameter, and pit wall slope. We find that the pit opening diameter and
the pit wall slope are particularly important design parameters and their proper
tuning can lead to formation of patterns of nanostructures, such as quantum dots
and nanorings inside the pits. The complexity of the nanostructures forming inside
the pits can be increased with increasing pit opening diameter or making the pit wall
slope steeper; such nanostructures include single nanorings or multiple concentric
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Figure 6.1. Schematic representation of (a) a unit cell of the initial configuration of
a periodic pattern of pits shown in (b) on the surface of a coherently strained thin
film. The initial pit pattern on the film surface mimics the shape of the pit-patterned
substrate, consisting of a regular array of pits in the shape of inverted truncated
cones. (c) 2D contour map of surface morphology, h(x, y), of four (2 × 2) such unit
cells. (d) 1D surface profile of the configuration in (c) along the dashed black line on
the 2D contour map.
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nanorings that may or may not surround a central QD. The formation of all of these
nanoscale features inside pits on the film surface is explained by linear stability theory
as outcomes of an SK instability undergone by the epitaxial film.

6.2

Simulation Results and Discussion

We have conducted a systematic protocol of self-consistent dynamical simulations
according to the surface evolution model of Chapter 5 in order to explore the film
surface morphological dynamics for the film with the pattern of conical pits shown in
Fig. 6.1 and investigate the effects of varying the several pit design parameters on the
film surface dynamical response. In the simulations, we solve the elastostatic BVP
self-consistently with the propagation of the film surface as described in Ref. [20].
Our numerical implementation of the surface evolution model is based on a spectral
collocation method [124], where the film surface is discretized using 512 × 512 grid
points and discrete fast Fourier transforms are carried out. In the simulations, the
film thickness h0 is always taken to be well above the critical film thickness required
for triggering the SK morphological instability; this critical thickness is approximately
equal to 3 monolayers for Ge/Si{100} [42, 126, 127].
The surface morphology that evolves under the action of the driving forces that
contribute to the chemical potential gradient of Eq. (5.1), from its initial configuration, can reach a sequence of asymptotic states over time. We can use the RMS
roughness [128, 129] of the film surface, SR, as a morphological metric to track these
asymptotic states (the condition we pose for an asymptotic state to be realized in
our dynamical simulations is d(SR)/dt = d2 (SR)/dt2 = 0). In Fig. 6.2, we show
representative simulation results for the film surface morphological evolution in the
case where the system reaches two asymptotic states, the first of which is reached
over a faster time scale than the characteristic one for reaching the second. Figures 6.2(a1-a4) show 2D contour maps of the surface morphology within the unit cell
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Figure 6.2. (a) Representative 2D contour maps of simulated evolving surface morphology, h(x, y, t), of a coherently strained thin film starting with a surface morphology that consists of a periodic arrangement of nanopits, with the top view of one such
nanopit structure shown in the unit cell of the regular nanopit pattern for a conical
pit at (a1) t = 0, (a2) t = 1.0 τ , (a3) t = 2.0 τ , and (a4) t = 15.0 τ . 1D surface
profiles, h(x; y, t), along the x-direction and passing through the center of the pit in
the configurations of (a1), (a2), (a3), and (a4) are plotted in (b1), (b2), (b3), and
(b4), respectively. The corresponding simulated evolution of the film surface RMS
roughness, SR(t), and its time derivative over a time period of 15 τ are plotted in
(c1) and (c2), respectively, with the end of the first asymptotic state reached at a
time marked by a downward pointing red arrow in (c1). The parameter values in the
simulation are: d0 = 16.5 l, h0 = 0.3 l, dpit = 60 l, hp = 0.2 l , k = 0.4 l−1 , and
ΞW = 0.0369.
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of a periodic pit pattern configuration on the film surface with the initial configuration depicted in Fig. 6.2(a1). Figures 6.2(b1-b4) show the corresponding surface
profiles of the configurations of Figs. 6.2(a1-a4), along the x-direction of a cross section of the film perpendicular to the xy-plane and passing through the center of the
unit cell. Figures 6.2(c1) and 6.2(c2) show the evolution of the film surface RMS
roughness SR(t) and its time derivative d(SR)/dt, respectively. The evolving surface morphology reaches its first asymptotic state over a time scale on the order of
1 τ . For the case shown in Fig. 6.2, the heteroepitaxial system remains in the first
asymptotic state until around t = 2.0 τ , with the “end” of this asymptotic state
being marked by a downward pointing arrow in Fig. 6.2(c1). Over a longer time scale
(t > 9 τ in the case of Fig. 6.2), the system reaches another asymptotic state that
is characterized by formation of multiple concentric nanorings on the film outside of
the original pit region, Fig. 6.2(a4), with the formation of a central quantum dot
inside the pit; in this case, the formation of this central QD is guaranteed (as we
will see below) because of the proper choice of parameters such as the pit opening
diameter and pit wall inclination. The nanoring formation on the rest of the film
happens ultimately due to the SK instability being triggered and the propagation
of the instability directed radially outwards by the presence of the pits, i.e., in this
case, the nanoring forming at the rim of the original pit is the first nanoring formed.
The instability then propagates radially outwards, resulting in sequential formation
of each one of the concentric nanorings present in the longer-term asymptotic state.
The time instant when each one of these concentric nanorings is formed is indicated
by each one of the spikes in the d(SR)/dt evolution plot shown in Fig. 6.2(c2). These
nanorings resemble the nanoring configurations that have been demonstrated in a
recent study to form due to thermal stress development upon thermal annealing of
stressed deposited thin films as a result of a morphological transformation of larger
quantum dots already present in the film prior to the thermal annealing [130]. The
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concentric nanorings shown in Fig. 6.2(a4) are actually a metastable state as well
and over longer time periods break up into many smaller-sized quantum dots. These
QDs formed from the dissociation of these nanorings then rearrange themselves into
a regular hexagonal lattice arrangement of smaller, uniformly sized QDs. Interesting
physical phenomena that have been observed experimentally [1, 52], such as formation of quantum dots inside the pits and nanorings at the rims of the pits due to
pattern formation during epitaxial film growth and/or subsequent annealing constitute the first asymptotic state in the morphological evolution of the epitaxial film
surface. Although these asymptotic states may be metastable, kinetically trapped
states, they are diffusionally driven and can be easily realized through diminishing
the diffusion rates by lowering the temperature of the experiment and “freezing” the
desired pattern in place.
Our study focuses on the film surface patterns that may form at this first asymptotic state inside the pits of the initial film surface morphology and how these patterns
can be controlled by tuning the design parameters of the pit-patterned heteroepitaxial system. Instead of deposition processing or material parameters, we emphasize
on the five key geometrical parameters of the pits in the regular pattern, as shown
schematically in Fig. 6.1(d), namely, the pit-pattern period dpit , the epitaxial film
thickness h0 , the pit depth hp , the pit opening diameter d0 , and the pit wall slope
controlled by the wave number k. In the rest of this Section, we analyze and discuss
the effects of each one of these geometrical parameters on the film surface pattern
formed at the first asymptotic state.

6.2.1

Effect of pit-pattern period on film surface pattern

Figure 6.3 shows representative simulation results that capture the effect on the
epitaxial film surface morphology of varying over a broad range the pit-pattern size
dpit , i.e., the center-to-center distance between neighboring pits, emphasizing on the

99

resulting nanopattern at the end of the first asymptotic state. Figures 6.3(a1-a4),
6.3(b1-b4), and 6.3(c1-c4) show 2D contour maps of the evolving film surface morphology within the unit cell of a periodic pit pattern with the initial configurations
of the film surface shown in Figs. 6.3(a1), 6.3(b1), and 6.3(c1), respectively. In these
configurations, we increase dpit from 36 l to 60 l while keeping all the other design
parameters constant. Figures 6.3(a4), 6.3(b4), and 6.3(c4) show the 2D contour maps
of the resulting film surface configurations at the end of the first asymptotic state, the
3D views of which are shown in Figs. 6.3(a5), 6.3(b5), and 6.3(c5), respectively. It is
evident from these simulation results that varying the pit-pattern size has no qualitative effect on the resulting film surface nanopattern formation, i.e., dpit variation
does not cause any qualitative change in the film surface morphological response, as
shown in the surface profiles of Figs. 6.3(a6), 6.3(b6), and 6.3(c6): all of these views
and profiles of the film surface indicate that in all cases, regardless of the pit-pattern
size, a single QD is formed at the center of each pit on the film’s surface. This result
from our simulations agrees with the results from the experimental studies of Ref. [1],
which established that varying pit-pattern size over one order of magnitude has no
effect on the resulting epitaxial film surface nanopattern. This agreement between
our simulation predictions and such experimental data provides further validation for
our film surface morphological evolution model of Section 5.2.

6.2.2

Effect of epitaxial film thickness on film surface pattern

Figure 6.4 shows representative simulation results that capture the effect of varying
the epitaxial film thickness h0 on the resulting film surface nanopattern at the end
of the first asymptotic state. Figures 6.4(a1-a4), 6.4(b1-b4), and 6.4(c1-c4) show
2D contour maps of the evolving film surface morphology within the unit cell of a
periodic pit pattern with the initial film surface configurations shown in Figs. 6.4(a1),
6.4(b1), and 6.4(c1), respectively. In these heteroepitaxial system configurations,

100

h (l)
y (l)

x (l)

h (l)

x (l)

y (l)

x (l)

h (l)

x (l)

x (l)

y (l)

x (l)

Figure 6.3. (a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface morphology that
consists of a periodic arrangement of nanopits, with the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for a conical pit with
pit-pattern period dpit of (a1-a5) 36 l, (b1-b5) 48 l, and (c1-c5) 60 l at (a1, b1, c1)
t = 0, (a2, b2, c2) t = 0.6 τ , (a3, b3, c3) t = 1.3 τ , and (a4, b4, c4) t = 2.0 τ . 3D
views of the film surface morphology corresponding to the top views shown in (a4),
(b4), and (c4) are depicted in (a5), (b5), and (c5), respectively. 1D surface profiles,
h(x; y, t), along the black solid lines marked on the 2D contour maps of (a1) and
(a4), (b1) and (b4), and (c1) and (c4) are plotted in blue and red, respectively, in
(a6), (b6), and (c6), respectively. The 1D surface profiles plotted in red have been
displaced upwards (along the h-axis) by 0.1 l for clarity regarding their shapes. The
other parameter values in the simulations are: h0 = 0.3 l, d0 = 17 l, hp = 0.1 l,
k = 0.4 l−1 , and ΞW = 0.0369.
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we increase h0 from 0.3 l to 0.9 l while keeping all the other design parameters
constant. Figures 6.4(a4), 6.4(b4), and 6.4(c4) show the 2D contour maps of the
resulting film surface configurations at the end of the first asymptotic state; the 3D
views of these film surface morphologies are shown in Figs. 6.4(a5), 6.4(b5), and
6.4(c5), respectively. These simulation results demonstrate that varying the film
thickness over a broad range of h0 does not have any qualitative effect on the resulting
nanopattern formation as can be seen in the surface profiles of Figs. 6.4(a6), 6.4(b6),
and 6.4(c6): regardless of film thickness, the resulting film surface nanopattern does
not change and consists of a single QD occupying the central region of each pit in all
cases. However, the quantitative effect of varying h0 can be significant: increasing the
epitaxial film thickness increases the accumulated elastic strain energy in the film,
which leads to formation of more pronounced surface features as compared to those
formed on the surface of a thinner film, namely, larger QDs and taller nanoring rims.

6.2.3

Effect of pit depth on film surface pattern

Figure 6.5 shows representative simulation results that capture the effect of varying
the pit depth hp on the resulting film surface nanopattern at the end of the first
asymptotic state. Figures 6.5(a1-a4), 6.5(b1-b4), and 6.5(c1-c4) show 2D contour
maps of the evolving film surface shape within the unit cell of a periodic pit pattern
with the initial epitaxial film surface configurations shown in Figs. 6.5(a1), 6.5(b1),
and 6.5(c1), respectively. In these heteroepitaxial configurations, we increase hp over a
broad range, from 0.1 l to 0.8 l, while keeping all the other system design parameters
constant. Figures 6.5(a4), 6.5(b4), and 6.5(c4) show the 2D contour maps of the
resulting film surface configurations at the end of the first asymptotic state, with
the 3D views of the surface morphologies shown in Figs. 6.5(a5), 6.5(b5), and 6.5(c5),
respectively. It is evident from these simulation results that varying the pit depth does
not have any qualitative effect on the resulting nanopattern formation as shown in the
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Figure 6.4. (a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface morphology that
consists of a periodic arrangement of nanopits, with the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for a conical pit with
deposited film thickness h0 of (a1-a5) 0.3 l, (b1-b5) 0.6 l, and (c1-c5) 0.9 l at (a1, b1,
c1) t = 0, (a2, b2, c2) t = 0.6 τ , (a3, b3, c3) t = 1.3 τ , and (a4, b4, c4) t = 2.0 τ . 3D
views of the film surface morphology corresponding to the top views shown in (a4),
(b4), and (c4) are depicted in (a5), (b5), and (c5), respectively. 1D surface profiles,
h(x; y, t), along the black solid lines marked on the 2D contour maps of (a1) and
(a4), (b1) and (b4), and (c1) and (c4) are plotted in blue and red, respectively, in
(a6), (b6), and (c6), respectively. The 1D surface profiles plotted in red have been
displaced upwards (along the h-axis) by 0.1 l for clarity regarding their shapes. The
other parameter values in the simulations are: dpit = 60 l, d0 = 17 l, hp = 0.1 l,
k = 0.4 l−1 , and (a) ΞW = 0.0369, (b) ΞW = 0.0046, and (c) ΞW = 0.0014.
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surface profiles of Figs. 6.5(a6), 6.5(b6), and 6.5(c6). However, there is a quantitative
effect of increasing the pit depth due to the increase in the thermodynamic driving
force associated with the film surface curvature. As a result, the end of the first
asymptotic state is reached earlier for film surfaces with deeper pits. Moreover, the
ratio of the surface feature size formed inside the pit over the nanoring size formed
at the rim of the pit increases with increasing pit depth. Therefore, the pit depth is
a parameter that can be tuned to control the size (height and width) of the nanoring
forming at the rim of the pits as opposed to controlling the nanoscale features that
are formed inside the pits.

6.2.4

Effect of pit opening diameter on film surface pattern

Figure 6.6 shows representative simulation results that capture the effect of varying the pit opening diameter d0 on the resulting film surface nanopattern at the end of
the first asymptotic state. Figures 6.6(a1-a4), 6.6(b1-b4), 6.6(c1-c4), and 6.6(d1-d4)
show 2D contour maps of the evolving film surface morphology within the unit cell
of a periodic pit pattern with the initial epitaxial film surface configurations shown
in Figs. 6.6(a1), 6.6(b1), 6.6(c1), and 6.6(d1), respectively. In these heteroepitaxial
configurations, we vary d0 over a broad range while keeping all other parameters constant. Figures 6.6(a4), 6.6(b4), 6.6(c4), and 6.6(d4) show the 2D contour maps of
the resulting film surface configurations at the end of the first asymptotic state, with
the 3D views of these film surface morphologies depicted in Figs. 6.6(a5), 6.6(b5),
6.6(c5), and 6.6(d5), respectively. These simulation results demonstrate clearly that
varying the pit opening diameter has a significant qualitative effect on the resulting
nanopattern formation as can be seen in the surface profiles of Figs. 6.6(a6), 6.6(b6),
6.6(c6), and 6.6(d6). Our simulations predict that the surface morphological evolution of an epitaxial film deposited on a conical pit with a pit opening diameter
smaller than a critical value will not cause the formation of a quantum dot (i.e., a
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Figure 6.5. (a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface morphology that
consists of a periodic arrangement of nanopits, with the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for (a1-a5) a conical
pit with pit depth hp = 0.1 l at (a1) t = 0, (a2) t = 0.6 τ , (a3) t = 1.3 τ , and
(a4) t = 2.0 τ ; (b1-b5) a conical pit with hp = 0.4 l at (b1) t = 0, (b2) t = 0.3 τ ,
(b3) t = 0.7 τ , and (b4) t = 1.2 τ ; and (c1-c5) a conical pit with hp = 0.8 l at (c1)
t = 0, (c2) t = 0.1 τ , (c3) t = 0.3 τ , and (c4) t = 0.6 τ . 3D views of the film surface
morphology corresponding to the top views shown in (a4), (b4), and (c4) are depicted
in (a5), (b5), and (c5), respectively. 1D surface profiles, h(x; y, t), along the black
solid lines marked on the 2D contour maps of (a1) and (a4), (b1) and (b4), and (c1)
and (c4) are plotted in blue and red, respectively, in (a6), (b6), and (c6), respectively.
The 1D surface profiles plotted in red have been displaced upwards (along the haxis) by 0.4 l for clarity regarding their shapes. The other parameter values in the
simulations are: h0 = l, d0 = 17 l, dpit = 60 l, k = 0.4 l−1 , and ΞW = 9.95 × 10−4 .
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single QD) inside the pit, as shown in Fig. 6.6(a1). However, in cases of pits with
opening diameters slightly larger than the critical pit opening diameter, as in the
configuration of Fig. 6.6(b1), the film surface morphological evolution will lead to
formation of a single quantum dot inside the pit. Experimental studies have reached
similar conclusions [1].
In our simulation studies, we have been able to explore the surface morphological evolution of epitaxial films with conical pits that have opening diameters well
beyond the range of d0 that has been explored in experimental studies. Specifically,
our simulations predict that employing patterns of pits with increasing pit opening
diameter leads to formation of regular patterns of film surface features of increasing
complexity such as single nanorings (Fig. 6.6(c5)), a central quantum dot surrounded
by a single nanoring (Fig. 6.6(d5)), double concentric nanorings, a central quantum
dot surrounded by double concentric nanorings, and so on, emerging from inside each
pit. These nanostructures forming inside the pits are easily identified from the surface
profiles on certain film cross sections in the heteroepitaxial configurations at the end
of the first asymptotic state, such as the surface profiles shown in red in Figs. 6.6(a6),
6.6(b6), 6.6(c6), and 6.6(d6). The number of peaks in these profiles inside the surface
pit, N , are characteristic of the features forming inside the pits: N = 0 means that
there is no QD or other feature forming inside the pit, N = 1 indicates the formation
of one quantum dot inside the pit, N = 2 indicates formation of a single nanoring
inside the pit and surrounding its center, N = 3 means that a single quantum dot
is formed at the central region of the pit surrounded by a nanoring centered at the
pit’s center, N = 4 means two concentric nanorings (or a double concentric nanoring)
centered at the pit’s center, and so on. For the parameters used in the simulations
that yielded the representative results of Fig. 6.6, we have summarized the dependence of N on d0 over the full range of d0 examined in this study in the response
diagram of Fig. 6.8(b). These results are discussed further and the formation of the
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nanostructural features inside the pit is explained on the basis of a linear stability
theory in Section 6.3.

6.2.5

Effect of pit wall slope on film surface pattern

Figure 6.7 shows representative simulation results that capture the effect of varying the pit wall slope, controlled by setting the wave number k, on the resulting
film surface nanopattern at the end of the first asymptotic state. Figures 6.7(a1a4), 6.7(b1-b4), and 6.7(c1-c4) show 2D contour maps of the evolving film surface
morphology within the unit cell of a periodic pit pattern with the initial epitaxial
film surface configurations shown in Figs. 6.7(a1), 6.7(b1), and 6.7(c1), respectively.
In these initial heteroepitaxial configurations, we vary the wave number k that determines the pit wall slope while keeping all the other design parameters constant.
Figures 6.7(a4), 6.7(b4), and 6.7(c4) show the 2D contour maps of the epitaxial film
surface configurations at the end of the first asymptotic state, with the 3D views of
these configurations shown in Figs. 6.7(a5), 6.7(b5), and 6.7(c5), respectively. It is evident from these simulation results that varying the pit wall slope through varying the
wave number k has a major qualitative effect on the resulting nanopattern formation
as can be seen in the surface profiles of Figs. 6.7(a6), 6.7(b6), 6.7(c6), and 6.7(d6).
In Chapter 5, we had shown that, in agreement with experimental reports [1], the
pit wall slope has to exceed a certain threshold for the formation of a quantum dot
inside the pit, while all the other design parameters are kept constant.
In our simulation studies, we have explored the surface morphological evolution
of epitaxial films with conical pits that have wall slopes, tuned by the wave number
k, well beyond the range of pit wall slopes that has been explored experimentally. In
particular, our simulations predict that increasing the pit wall slope in the employed
pit patterns, through increasing the wave number k, leads to formation of increasingly
complex regular patterns of film surface features such as single nanorings, a single
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Figure 6.6. (a, b, c, d) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface morphology that
consists of a periodic arrangement of nanopits, with the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for a conical pit with
pit opening diameter d0 of (a1-a5) 16 l, (b1-b5) 18 l, (c1-c5) 22 l, and (d1-d5) 28 l at
(a1, b1, c1, d1) t = 0, (a2, b2, c2, d2) t = 0.6 τ , (a3, b3, c3, d3) t = 1.3 τ , and (a4, b4,
c4, d4) t = 2.0 τ . 3D views of the film surface morphology corresponding to the top
views shown in (a4), (b4), (c4), and (d4) are depicted in (a5), (b5), (c5), and (d5),
respectively. 1D surface profiles, h(x; y, t), along the black solid lines marked on the
2D contour maps of (a1) and (a4), (b1) and (b4), (c1) and (c4), and (d1) and (d4) are
plotted in blue and red, respectively, in (a6), (b6), (c6), and (d6), respectively. The
1D surface profiles plotted in red have been displaced upwards (along the h-axis) by
0.1 l for clarity regarding their shapes. The other parameter values in the simulations
are: dpit = 60 l, h0 = 0.3 l, hp = 0.1 l, k = 0.4 l−1 , and ΞW = 0.0369.
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Figure 6.7. (a, b, c) 2D contour maps of simulated evolving surface morphology,
h(x, y, t), of a coherently strained thin film starting with a surface morphology that
consists of a periodic arrangement of nanopits, with the top view of one such nanopit
structure shown in the unit cell of the regular nanopit pattern for (a1-a5) a conical
pit with k = 0.2 l−1 at (a1) t = 0, (a2) t = 0.8 τ , (a3) t = 1.7 τ , and (a4) t = 2.6 τ ;
(b1-b5) a conical pit with k = 0.3 l−1 at (b1) t = 0, (b2) t = 0.6 τ , (b3) t = 1.3 τ ,
and (b4) t = 2.0 τ ; and (c1-c5) a conical pit with k = 0.4 l−1 at (c1) t = 0, (c2)
t = 0.6 τ , (c3) t = 1.3 τ , and (c4) t = 2.0 τ . 3D views of the film surface morphology
corresponding to the top views shown in (a4), (b4), and (c4) are depicted in (a5),
(b5), and (c5), respectively. 1D surface profiles, h(x; y, t), along the black solid lines
marked on the 2D contour maps of (a1) and (a4), (b1) and (b4), and (c1) and (c4)
are plotted in blue and red, respectively, in (a6), (b6), and (c6), respectively. The 1D
surface profiles plotted in red have been displaced upwards (along the h-axis) by 0.1 l
for clarity regarding their shapes. The other parameter values in the simulations are:
dpit = 60 l, h0 = 0.3 l, hp = 0.1 l, d0 = 32 l, and ΞW = 0.0369.
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quantum dot at the pit’s center surrounded by a single nanoring (Fig. 6.7(b5)), double concentric nanorings centered at the pit’s center (Fig. 6.7(c5)), a central quantum
dot surrounded by two concentric nanorings and so on, emerging from inside each
pit. These nanostructural features forming inside the pits are again easily identified
by inspecting the surface profiles in the heteroepitaxial configurations at the end of
the first asymptotic state, such as the surface profiles shown in red in Figs. 6.7(a6),
6.7(b6), and 6.7(c6). For the parameters used in the simulations that yielded the representative results of Fig. 6.7, we have summarized the dependence on k of the number
of peaks N forming inside the pits and appearing in the surface profiles above in the
response diagram of Fig. 6.8(c). Consistent with our discussion in Section 6.2.D, each
value of N corresponds to a certain nanostructural feature forming inside the pit:
if N is odd the feature consists of a central QD surrounded by (N − 1)/2 concentric nanorings, while an even number N corresponds to formation of N/2 concentric
nanorings centered at the pit’s center without a central QD forming inside the pit.
The formation of this complex sequence of nanostructural features, with N increasing
with increasing k, emerging from inside the pit is explained on the basis of a linear
stability theory in Section 6.3.
Figure 6.8(a) summarizes the film surface morphological response in a comprehensive response diagram for the dependence of the number of peaks N of the features
emerging inside the surface pit on the two key design parameters, d0 and k, which
affect significantly the film surface pattern formation resulting from the evolution of
the surface of the heteroepitaxial thin film until the end of the first asymptotic state.
As mentioned above, in Figs. 6.8(b) and 6.8(c), N is plotted as a function of d0 at
constant k and as a function of k at constant d0 , respectively, with the value of the
parameter that has been kept constant reported inside each plot. Figure 6.8(d) shows
the dependence on the wave number k that controls the pit wall slope of the critical
pit opening diameter, d0,c1 , for the formation of a single quantum dot, i.e., the value
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of the pit opening diameter that marks the onset of the emergence of the N = 1
feature from inside the pit as a function of k.

6.3

Linear Stability Theory

We have explained the dependence of the number N of film surface features emerging inside the surface pit on the two parameters d0 and k in Figs. 6.8(b) and 6.8(c),
respectively, and the dependence of d0,c1 on k in Fig. 6.8(d) based on a linear stability
theory (LST) following the approach of Ref. [20]. Specifically, to analyze the morphological stability of the planar film surface at the base of the pit under the action
of the stress in the film due to the lattice mismatch strain, we use LST and follow
the evolution of a nanopit’s base flat surface upon perturbing its planar morphology
with a low-amplitude plane-wave perturbation. The analysis of Ref. [20] gives the
dispersion relation
ω = 2k̃ 3 − k̃ 4 − ΞW k̃ 2 .

(6.1)

In Eq. (6.1), ω is the characteristic dimensionless rate of growth or decay of a perturbation with dimensionless wave number k̃, k̃ ≡

q

k̃x2 + k̃y2 . The maximally unstable

wave number k̃max corresponds to the maximum growth rate ω(k̃max ) > 0 that will
dominate the driven post-instability evolution of the planar surface of the pit’s base.
Consequently, LST implies that, for the confined conical pits under consideration,
growth of the pit base surface perturbation at the dominant ω(k̃max ) will lead to
formation of features that correspond to concentric nanorings with or without the
presence of a central quantum dot emerging from the center of the pit, with these
features distributed uniformly over the base of the pit. Depending on the size of
the pit’s base, these nanoscale surface features can manifest themselves as a single
central quantum dot (N = 1), a single nanoring (N = 2), a central quantum dot
surrounded by a nanoring (N = 3), two concentric nanorings (N = 4), a central
quantum dot surrounded by two concentric nanorings (N = 5), and so on, namely,
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axially symmetric features with the mode number N increasing (in a “radially outward” fashion) as the pit base increases. The maximally unstable (dimensional)
√
wavelength, λmax ≡ 2π/kmax = 8πl/(3 + 9 − 8ΞW ), provides a length scale for the
characteristic separation distance between consecutive nanorings emanating from the
pit’s base and, thus, the number of peaks N observed inside the pit can be estimated
(to within the linear stability approximations) by N = [dp /λmax ], where dp is the
diameter of the circular disc that constitutes the base of the “conical” pit and the
square brackets are used to denote the integer part of the bracketed quantity. The
results of the linear stability theory are plotted as blue lines (or line segments) in Figs.
6.8(b), 6.8(c), and 6.8(d) and are in very good agreement with the (fully nonlinear)
simulation predictions. Moreover, the LST predictions provide a comprehensive explanation and analytical support for the numerical simulation results and constitute
an efficient design tool for fabricating pit patterns that will result in certain regular
nanopatterns on the film surface, consisting of certain types of features (mode N )
with controlled dimensions (wavelength λmax ).

6.4

Summary and Conclusions

In summary, we have carried out a comprehensive computational analysis of complex nanostructure formation on the surface of coherently strained thin films grown
epitaxially on pit-patterned substrates based on self-consistent dynamical simulations
according to an experimentally validated film surface evolution model. We focused on
conical pit patterns and investigated systematically the effects on the resulting film
surface nanopattern of varying the key geometrical pit pattern design parameters,
namely, the film thickness, pit-pattern period, pit depth, pit opening diameter, and
pit wall inclination. We found the pit opening diameter and the pit wall slope to be
the most significant design parameters, and that their variation can cause formation
of complex nanostructures inside the pits of a regular pit pattern on the epitaxial
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Figure 6.8. (a) Number of peaks N formed at the first asymptotic state inside
the pits on the surface of a coherently strained thin film, starting with a surface
morphology that consists of a periodic arrangement of conical nanopits, as a function
of the pit opening diameter d0 and the pit wall slope expressed by the wave number
k. N = 0, 1, 2, 3, 4, 5, 6, and 7 are denoted by open circles, inverted open triangles,
asterisks, crosses, open diamonds, open squares, open triangles, and plus symbols,
respectively. Number of peaks N formed at the first asymptotic state inside the
pits on the film surface as a function of (b) pit opening diameter d0 for a constant
value of wave number k = 0.4 l−1 and (c) wave number k for a constant value of
pit opening diameter d0 = 32 l. (d) Dependence of the critical pit opening diameter
d0,c1 for the onset of formation of one quantum dot inside a pit on the pit wall slope
expressed by the wave number k. In (b), (c), and (d), solid lines and open circles
denote predictions of linear stability theory and simulation results, respectively. The
other parameter values used in the simulations and the linear stability analysis are:
dpit = 60 l, h0 = 0.3 l, hp = 0.1 l, and ΞW = 0.0369.
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film surface, which include quantum dots, as well as single nanorings and multiple
concentric nanorings with or without a central quantum dot inside each pit. Our computational findings are supported by linear stability theory that explains the nanostructural features forming inside the pits as the outcome of a Stranski-Krastanow
instability.
Although our model has been validated for the Ge/Si heteroepitaxial system, it
can be parameterized properly for any heteroepitaxial film/substrate material system
and extended to multicomponent (as opposed to elemental material) films. Computer
simulations based on such models can be used to develop growth strategies and guide
the design of systematic experimental protocols toward fabrication of ordered nanostructure patterns on epitaxial film surfaces, including patterns of complex nanostructures with controlled geometries and dimensions. Furthermore, although the present
study focused on pit patterns consisting of conical pits, other pit geometries, such
as pyramidal pits, merit analogous systematic investigation and exploration of the
ordered nanostructure patterns that can be formed as a result of film surface morphological response for films grown epitaxially on such patterned substrates. Such
computational studies are presented in Chapter 7 and in Appendix B.
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CHAPTER 7
DESIGN OF SEMICONDUCTOR SURFACE PITS FOR
FABRICATION OF REGULAR ARRAYS OF QUANTUM
DOT MOLECULES

7.1

Introduction

In this dissertation chapter, we use our experimentally validated kinetic model of
Chapter 5 to explore, through self-consistent dynamical simulations, the effects of the
pit-pattern geometrical design parameters on nanopattern formation as a result of the
surface morphological response of epitaxial films grown on pit-patterned substrates.
We focus on pits with a shape that resembles that of an inverted truncated pyramid
with a rectangular base and a rectangular pit opening with all corners and edges
rounded off by defining the pit walls using a cosinusoidal wave with wave number
k; increasing this wave number leads to a steeper pit wall slope. Following a similar
approach to that of the previous chapter on “conical pits”, we examine the dependence of nanopattern formation on six pit geometrical (design) parameters shown in
Figs. 7.1(b) and 7.1(c): film thickness h0 , pit-pattern period dpit , pit depth hp , pit
opening length lx , pit opening width ly , and pit wall slope determined through the
wave number k. If the pit geometrical dimensions are large enough, we find that growing coherently strained heteroepitaxial films on pyramidal pit-patterned substrates
leads to formation of two broad types of nanopatterns. In the first nanopattern type,
the initial pyramidal pit forming on the film surface splits into a 1D array of smaller
nanopits separated by ridges. In the second type, a single quantum dot or multiple
quantum dots (also known as quantum dot molecules or quantum dot clusters) form
inside each one of the film surface pits. If the pit geometrical dimensions do not
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Figure 7.1. (a) Schematic representation of the initial configuration of a periodic
pattern of pits on the surface of a coherently strained thin film. The initial pit pattern
on the film surface mimics the shape of the pit-patterned substrate consisting of a
regular array of pits in the shape of inverted truncated pyramids. (b) Top view of
surface morphology, in the form of a 2D contour map of h(x, y), of four (2 × 2) unit
cells of the periodic film surface configuration. The pits have opening lengths, lx and
ly along the two principal pit directions, x and y, respectively. (c) 1D surface profile
along the dashed black line on the top view of the configuration shown in (b). The
geometrical parameters that capture the complete design of the surface pit pattern
considered in this study, as depicted in (b) and (c) are: film thickness h0 , pit depth
hp , pit pattern period dpit , pit opening length and width lx and ly , respectively, and
pit wall inclination set through the wave number k.
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exceed a certain critical value, no nanostructures are observed to form inside the film
surface pits. In all cases, we observe the formation of four nanostructures on the
film surface that have been referred to in the literature as four elongated quantum
dots that create a symmetric bounding wall surrounding each of the four sides of the
rectangular opening of the pyramidal film surface pit. Our simulations predict that
in the case of formation of quantum dot clusters, the individual QDs in the cluster
are arranged in a 1D or a 2D (nx × ny ) array of QDs, where nx , ny ∈ {1, 2, 3, ...}.
We further find that the pit opening dimensions, namely, the pit opening length lx
and pit opening width ly , as well as the pit wall slope tuned through the wave number k are important design parameters because they drastically affect the emerging
nanopatterns; hence, proper tailoring of these parameters can be used to control both
the pattern type and the number of nanostructures, such as quantum dots and ridges
forming inside the pits. The complexity of these nanostructures forming inside the
pits can be increased with increasing pit opening dimensions or making the pit wall
slope steeper. The formation of all the nanoscale features inside pyramidal pits on the
film surface predicted by the numerical simulations is explained based on a recently
introduced nonlinear “tip-splitting” instability [20] that accompanies the (linear) SK
instability during epitaxial growth.

7.2

Results and Discussion

We have conducted a systematic protocol of self-consistent dynamical simulations
according to the surface evolution model and numerical implementation of Chapter 5
in order to explore the film surface morphological dynamics for the film with the
pattern of pyramidal pits shown in Fig. 7.1 and investigate the effects of varying
the several pit design parameters on the film surface dynamical response. The film
surface is discretized using a 512 × 512 grid. In the simulations, the film thickness
h0 is always taken to be well above the critical film thickness required for triggering
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the SK morphological instability. We take the pit wall slope controlled by the wave
number k to be the same in all directions. In all cases examined, we only characterize
and analyze nanopatterns that are formed at the first asymptotic state as defined in
Chapter 6. The overall dynamics and the nanopatterns that emerge at longer times
for the case of pyramidal pits are quite similar to the nanopatterns that emerge at
longer times in the case of conical pits and, hence, they have not been discussed again
in this chapter.

7.2.1

Effect of pit-pattern period on film surface pattern

Figure 7.2 shows representative simulation results that capture the effect of varying
the pit-pattern period dpit on the epitaxial film surface pattern. Varying pit-pattern
period changes the center-to-center distance between neighboring pits, which is equivalent to changing the unit cell size of the regular pit-patterned substrate. We have
varied the pit-pattern period over a broad range and examined the resulting nanopattern at the first asymptotic state. Figures 7.2(a1-a4), 7.2(b1-b4), and 7.2(c1-c4) show
the evolving film surface top views using 2D contour maps of the morphology of the
epitaxial film surface within a unit cell of the periodic pattern. Figs. 7.2(a1), 7.2(b1),
and 7.2(c1) show the respective configurations at time t = 0. In these configurations,
examined in Fig. 7.2, we have increased dpit from 36 l to 60 l, while keeping all other
geometrical design parameters constant. Figures 7.2(a4), 7.2(b4), and 7.2(c4) show
the top view of the resulting film surface configurations at the first asymptotic state.
The 3D views corresponding to the surface (final) configurations of Figs. 7.2(a4),
7.2(b4), and 7.2(c4) are shown in Figs. 7.2(a5), 7.2(b5), and 7.2(c5), respectively.
Figures 7.2(a6), 7.2(b6), and 7.2(c6) show both the initial and the final 1D surface
profiles plotted with blue and red curves, respectively. The top views, the 3D view
of the final configuration, and the 1D surface profiles all indicate that varying pitpattern size dpit has no qualitative effect on the resulting film surface nanopattern
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Figure 7.2. Numerical simulation results based on our model showing surface evolution and the resultant surface morphology starting from a configuration that has a
film surface in the shape of a periodic arrangement of inverted truncated pyramidal
pits. In all cases, the results show a unit cell of a regular pit-patterned surface with
pit-pattern period dpit of (a) 36 l, (b) 48 l, and (c) 60 l. (1-4) show 2D contour
maps of the computed evolving film surface morphology, h(x, y, t), at (1) t = 0, (2)
t = 0.7 τ , (3) t = 1.4 τ , and (4) t = 2.1 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The respective 1D surface
profiles, h(x; y, t), along the black solid lines marked on the top views of (1) and (4)
are plotted as blue and red curves in (6). To make the 1D surface profiles easier to
view, the red profiles have been displaced upwards (along the h-axis) by 0.1 l. The
values of the remaining simulation parameters are: h0 = 0.3 l, lx = 18 l, ly = 18 l,
hp = 0.1 l, k = 0.5 l−1 , and ΞW = 0.0369.

formation. In all cases, regardless of the pit-pattern period, a single QD molecule
consisting of 4 QDs arranged as a 2 × 2 array of QDs is formed at the center of each
pit on the film’s surface. Along with the quantum dot molecule emerging from within
the pit, in all cases, we also see formation of 4 elongated quantum dots decorating
the rim of the pit with each elongated QD decorating each side of the rim. Such
elongated quantum dots predicted to form at the rims of the pits in our numerical
simulations also have been observed to form in the experiments of Refs. [131–133].
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7.2.2

Effect of epitaxial film thickness on film surface pattern

Figure 7.3 shows representative simulation results that capture the effect of varying the film thickness h0 on the epitaxial film surface pattern. We have varied film
thickness over a broad range and examined the resulting nanopattern at the first
asymptotic state. Figures 7.3(a1-a4), 7.3(b1-b4), and 7.3(c1-c4) show, through 2D
contour maps, the evolving top views of the morphology of the epitaxial film surface
within a unit cell. Figs. 7.3(a1), 7.3(b1), and 7.3(c1) show the respective configurations at time t = 0. In these configurations, examined in Fig. 7.3, we have increased
h0 from 0.3 l to 0.9 l while keeping all other geometrical design parameters constant. Figures 7.3(a4), 7.3(b4), and 7.3(c4) show the top view of the resulting film
surface configurations at the first asymptotic state. The 3D views corresponding to
the surface (final) configurations of Figs. 7.3(a4), 7.3(b4), and 7.3(c4) are shown in
Figs. 7.3(a5), 7.3(b5), and 7.3(c5), respectively. Figures 7.3(a6), 7.3(b6), and 7.3(c6)
show both the initial and the final 1D surface profiles plotted as blue and red curves,
respectively. The top views, the 3D view of the final configuration, and the 1D surface
profiles all indicate that varying epitaxial film thickness h0 has no qualitative effect
on the resulting film surface nanopattern. In all cases, regardless of the epitaxial
film thickness, a single QD molecule consisting again of 4 QDs arranged as a 2 × 2
array of QDs is formed at the center of each pit on the film’s surface. Along with the
quantum dot molecule emerging from within the pit, in all cases, again, we also see
formation of 4 elongated quantum dots decorating the rim of the pit. Although there
is no observed qualitative effect of varying film thickness, its quantitative effect could
be prominent. Increasing film thickness increases the resultant accumulated elastic
strain energy in the epitaxial film and, hence, increasing film thickness will lead to
formation of larger and more pronounced surface features, i.e., larger QDs within the
QD molecules (QDMs) and taller elongated rims, as compared to those formed on
the surface of a thinner epitaxial film.
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Figure 7.3. Numerical simulation results based on our model showing surface evolution and the resultant surface morphology starting from a configuration that has a
film surface in the shape of a periodic arrangement of inverted truncated pyramidal
pits. In all cases, the results show a unit cell of a regular pit-patterned surface with
deposited film thickness h0 of (a) 0.3 l, (b) 0.6 l, and (c) 0.9 l. (1-4) show 2D contour
maps of the computed evolving film surface morphology, h(x, y, t), at (1) t = 0, (2)
t = 0.7 τ , (3) t = 1.4 τ , and (4) t = 2.1 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The respective 1D surface
profiles, h(x; y, t), along the black solid lines marked on the top views of (1) and (4)
are plotted as blue and red curves in (6). To make the 1D surface profiles easier to
view, the red profiles have been displaced upwards (along the h-axis) by 0.2 l. The
values of the remaining simulation parameters are: hp = 0.1 l, dpit = 60 l, lx = 18 l,
ly = 18 l, k = 0.5 l−1 , and (a) ΞW = 0.0369, (b) ΞW = 0.0046, and (c) ΞW = 0.0014.

121

7.2.3

Effect of pit depth on film surface pattern

Figure 7.4 shows representative simulation results that capture the effect of varying
the pit depth hp on the epitaxial film surface pattern. We have varied pit depth over
a broad range and examined the resulting nanopattern at the first asymptotic state.
Figures 7.4(a1-a4), 7.4(b1-b4), and 7.4(c1-c4) show, using 2D contour maps of the
film surface height, the evolving top views of the morphology of the epitaxial film
surface within a unit cell. Figures 7.4(a1), 7.4(b1), and 7.4(c1) show the respective
configurations at time t = 0. In these configurations, examined in Fig. 7.4, we have
increased hp from 0.1 l to 0.8 l while keeping all other geometrical design parameters
constant. Figures 7.4(a4), 7.4(b4), and 7.4(c4) show the top view of the resulting film
surface configurations at the first asymptotic state. The 3D views corresponding to
the surface (final) configurations of Figs. 7.4(a4), 7.4(b4), and 7.4(c4) are shown in
Figs. 7.4(a5), 7.4(b5), and 7.4(c5), respectively. Figures 7.4(a6), 7.4(b6), and 7.4(c6)
show both the initial and the final 1D surface profiles as curves colored blue and
red, respectively. The top views, the 3D view of the final configuration, and the
1D surface profiles all indicate that varying pit depth hp has no qualitative effect on
the resulting film surface nanopattern. In all cases, regardless of the pit depth, a
single QD molecule consisting of 4 QDs arranged as a 2 × 2 array of QDs is formed
again at the center of each pit on the film’s surface. In all cases, along with the
quantum dot molecule emerging from within the pit, we also see again formation
of 4 elongated quantum dots decorating the rim of the pit. Although there is no
qualitative effect on the resulting film surface pattern of varying pit depth, there are
quantitative effects. Increasing pit depth increases the film surface curvature inside
the pits, thus increasing the thermodynamic driving force associated with the film
surface curvature contribution to the surface chemical potential. As a result, the first
asymptotic state is reached earlier for film surfaces with deeper pits. Furthermore,
the ratio of the sizes of surface features (QDMs) forming inside the pits over those of
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Figure 7.4. Numerical simulation results based on our model showing surface evolution and the resultant surface morphology starting from a configuration that has a
film surface in the shape of a periodic arrangement of inverted truncated pyramidal
pits. In all cases, the results show a unit cell of a regular pit-patterned surface with
pit depth hp of (a) 0.1 l, (b) 0.4 l, and (c) 0.8 l. (1-4) show 2D contour maps of the
computed evolving film surface morphology, h(x, y, t), at (a1) t = 0, (a2) t = 0.7 τ ,
(a3) t = 1.4 τ , and (a4) t = 2.1 τ ; at (b1) t = 0, (b2) t = 0.2 τ , (b3) t = 0.5 τ , and
(b4) t = 0.8 τ ; and at (c1) t = 0, (c2) t = 0.1 τ , (c3) t = 0.3 τ , and (c4) t = 0.5 τ . (5)
shows the 3D views of the film surface morphology corresponding to the top views
shown in (4). The respective 1D surface profiles, h(x; y, t), along the black solid lines
marked on the top views of (1) and (4) are plotted as blue and red curves in (6). To
make the 1D surface profiles easier to view, the red profiles have been displaced upwards (along the h-axis) by 0.4 l. The values of the remaining simulation parameters
are: h0 = 1.0 l, lx = 18 l, ly = 18 l, k = 0.5 l−1 , dpit = 60 l, and ΞW = 9.95 × 10−4 .

the elongated QD features forming at the rims of the pits increases with increasing
pit depth. Therefore, pit depth is a parameter that can be tuned to control the size
of the QDs forming at the rims of the pits relative to the size of the QDs within the
QDMs forming inside the pits.

7.2.4

Effect of pit opening dimensions on film surface pattern

Varying pit opening dimensions, while keeping all the other parameters constant,
has a strong effect on the resulting nanopattern formation. In the case of pyramidal
123

pits, there are two pit opening parameters that can be independently varied. In our
simulations, the two pit opening parameters that we vary are the pit opening length
lx and width ly along the x- and y-axis, respectively, as shown in Fig. 7.1(b). Our
simulations predict that if both lx and ly are smaller than a critical value lc then
no quantum dots are formed inside the pits. This can be seen in Fig. 7.5(a) and
can be understood based on the fact that there is not enough space available for a
quantum dot to nucleate at the bottom of the pit. The only nanostructures that
emerge in this case are formed at the rim of the pit. The final nanostructure formed
in the case depicted in Fig. 7.5(a) exactly resembles the nanostructures observed in
the experiments of Refs. [131–133]. Furthermore, the existence of critical pit opening
sizes, beyond which we begin to see formation of nanostructures inside each pit is
consistent with the results of Chapter 6 where we had seen that, in the case of conical
pits, if the pit opening diameter is smaller than a critical value then no quantum dots
are formed inside the pit. If both lx and ly exceed slightly the critical value lc1 then a
single quantum dot is formed at the base of the pit. This critical value lc1 , with the
subscript “1” denoting the formation of a single quantum dot, is dependent on the pit
wall slope (tuned by the wave number k) and is discussed in detail in section 7.3. We
have identified two distinct sets of final nanopatterns that are formed with varying
the two pit opening dimensions lx and ly ; their formation and characteristics are
discussed below.

7.2.4.1

Formation of 1D arrays of nanopits

When one of the pit opening dimensions, e.g., ly , is smaller than the critical value
for the formation of one quantum dot inside each pit while the other dimension lx is
larger than the critical value, i.e., ly < lc1 and lx > lc1 , then the original pit simply
splits into a 1D array of smaller nanopits, which are contained within the initial pit
configuration. The smaller pits are separated by a ridge-like bounding quantum dot
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wall. Figure 7.5 shows representative simulation results that capture the effect of
varying the pit opening dimension along the x-axis, lx , on the epitaxial film surface
pattern. We have varied lx over a broad range and examined the resulting nanopattern
at the first asymptotic state. Figures 7.5(a1-a4), 7.5(b1-b4), and 7.5(c1-c4) show the
evolving top views, using 2D contour maps of the film surface height, of the epitaxial
film surface morphology within a unit cell. Figures 7.5(a1), 7.5(b1), and 7.5(c1) show
the respective configurations at time t = 0. In these configurations, examined in
Fig. 7.5, we have increased lx from 15.9 l to 36 l while keeping all other geometrical
design parameters constant. Figures 7.5(a4), 7.5(b4), and 7.5(c4) show the top view
of the resulting film surface configurations at the first asymptotic state. The 3D
views corresponding to the (final) surface configurations of Figs. 7.5(a4), 7.5(b4), and
7.5(c4) are shown in Figs. 7.5(a5), 7.5(b5), and 7.5(c5), respectively. Figures 7.5(a6),
7.5(b6), and 7.5(c6) show both the initial and the final 1D surface profiles plotted
as blue and red curves, respectively. Our simulation results show that, if lx is only
slightly larger than the critical value lc1 then the original pit splits into two nanopits
as shown in Fig. 7.5(b1-b6). The final nanostructure shown in Fig. 7.5(b4) exhibits a
strong resemblance with the “double pit” nanostructure formed in the experiments of
Ref. [133]; this comparison further validates our already well-validated computational
model. Increasing lx increases the number of nanopits, which the original pit will
split into. In the cases where the original pit splits into more than two nanopits, the
multiple nanopits formed are arranged in a 1D array and are equi-distributed within
the original pit.

7.2.4.2

Formation of single quantum dots and quantum dot clusters

When both of the pit opening dimensions lx and ly are larger than the critical
value for the formation of one quantum dot, lc1 , then film surface evolution leads
to formation of a nx × ny array of quantum dots where nx , ny ∈ {1, 2, 3, ...}. A
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Figure 7.5. Numerical simulation results based on our model showing surface evolution and the resultant surface morphology starting from a configuration that has a
film surface in the shape of a periodic arrangement of inverted truncated pyramidal
pits. In all cases, the results show a unit cell of a regular pit-patterned surface with pit
opening length lx of (a) 15.9 l, (b) 18 l, (c) 23 l, and (d) 27 l. (1-4) show 2D contour
maps of the computed evolving film surface morphology, h(x, y, t), at (1) t = 0, (2)
t = 0.7 τ , (3) t = 1.4 τ , and (4) t = 2.1 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The respective 1D surface
profiles, h(x; y, t), along the black solid lines marked on the top views of (1) and (4)
are plotted as blue and red curves in (6). To make the 1D surface profiles easier to
view, the red profiles have been displaced upwards (along the h-axis) by 0.1 l. The
values of the remaining simulation parameters are: h0 = 0.4 l, hp = 0.1 l, ly = 15.9 l,
k = 0.4 l−1 , dpit = 60 l, and ΞW = 0.0156.
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1 × 1 array means that there is formation of a single quantum dot inside the pit.
Figure 7.6 shows representative simulation results that capture the effect of varying
the pit opening dimension along the x-axis, lx , on the epitaxial film surface pattern.
In these results presented in Fig. 7.6, the value of ly is substantially larger than the
respective value in the simulation results presented in Fig. 7.5. We have varied the
pit opening dimension lx over a broad range and examined the resulting nanopattern
at the first asymptotic state. Figures 7.6(a1-a4), 7.6(b1-b4), and 7.6(c1-c4) show
the evolving top views of the epitaxial film surface morphology within a unit cell by
means of 2D contour maps of the film surface height. Figures 7.6(a1), 7.6(b1), and
7.6(c1) show the respective configurations at time t = 0. In these configurations,
examined in Fig. 7.6, we have increased lx from 15.9 l to 36 l while keeping all other
geometrical design parameters constant. Figures 7.6(a4), 7.6(b4), and 7.6(c4) show
the top view of the resulting film surface configurations at the first asymptotic state.
The 3D views corresponding to the (final) surface configurations of Figs. 7.6(a4),
7.6(b4), and 7.6(c4) are shown in Figs. 7.6(a5), 7.6(b5), and 7.6(c5), respectively.
Figures 7.6(a6), 7.6(b6), and 7.6(c6) show both the initial and the final 1D surface
profiles with blue and red curves, respectively. The top views, the 3D view of the
final configuration, and the 1D surface profiles all clearly indicate that varying the pit
opening dimensions has a significant qualitative effect on the resulting nanopattern.
Our simulation studies have enabled us to explore the surface morphological evolution of epitaxial films with pyramidal pits that have opening dimensions well beyond
the range of lx and ly that have been explored in experimental studies. Specifically,
our simulations predict that employing patterns of pits with increasing pit opening dimensions leads to formation of quantum dot molecules with increasing number
of quantum dots per such “molecule” that are arranged in regular patterns of 1dimensional or 2-dimensional nx × ny arrays. We predict that carefully controlling
the pit opening dimensions lx and ly controls the number of quantum dots nx and
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Figure 7.6. Numerical simulation results based on our model showing surface evolution and the resultant surface morphology starting from a configuration that has
a film surface in the shape of a periodic arrangement of inverted truncated pyramidal pits. In all cases, the results show a unit cell of a regular pit-patterned surface
with pit opening length lx of (a) 17 l, (b) 24 l, and (c) 28 l. (1-4) show 2D contour
maps of the computed evolving film surface morphology, h(x, y, t), at (1) t = 0, (2)
t = 0.7 τ , (3) t = 1.4 τ , and (4) t = 2.1 τ . (5) shows the 3D views of the film surface
morphology corresponding to the top views shown in (4). The respective 1D surface
profiles, h(y; x, t), along the black solid lines marked on the top views of (1) and (4)
are plotted as blue and red curves in (6). To make the 1D surface profiles easier to
view, the red profiles have been displaced upwards (along the h-axis) by 0.1 l. The
values of the remaining simulation parameters are: h0 = 0.4 l, hp = 0.1 l, ly = 28 l,
k = 0.4 l−1 , dpit = 60 l, and ΞW = 0.0156.
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ny in the quantum dot cluster forming within the pit. For example, in Fig. 7.6, increasing lx while keeping ly constant leads to formation of quantum dot molecules
consisting of QDs arranged in arrays of 3 × 1 (Fig. 7.6(a5)), 3 × 2 (Fig. 7.6(b5)), 3 × 3
(Fig. 7.6(c5)) QDs, and so on, emerging from inside each pit. These nanostructures
forming inside the pits are easily identified from the surface profiles on certain film
cross sections in the heteroepitaxial configurations at the first asymptotic state, such
as the surface profiles shown in red in Figs. 7.6(a6), 7.6(b6), and 7.6(c6). For the
parameters used in the simulations that yielded the representative results of Fig. 7.6,
we have summarized the dependence of the number of QDs in the QD molecules
forming inside each pit, N , on the pit opening dimensions lx and ly over the full range
of lx and ly examined in this study in the response diagram of Fig. 7.8(a2). These
results are discussed further and the formation of the nanostructural features inside
each pit is explained on the basis of a weakly nonlinear tip-splitting instability theory
in Section 7.3.

7.2.5

Effect of pit wall slope on film surface pattern

Figure 7.7 shows representative simulation results that capture the effect of varying
the pit wall slope through varying the wave number k on the epitaxial film surface
pattern. We have varied k over a broad range and examined the resulting nanopattern
at the first asymptotic state. Figures 7.7(a1-a4), 7.7(b1-b4), and 7.7(c1-c4) show the
evolving top views (2D contour maps of the film surface height) of the epitaxial film
surface morphology within a unit cell. Figures 7.7(a1), 7.7(b1), and 7.7(c1) show the
respective configurations at time t = 0. In these configurations, examined in Fig.
7.7, we have varied k while keeping all other geometrical design parameters constant.
Figures 7.7(a4), 7.7(b4), and 7.7(c4) show the top view of the resulting film surface
configurations at the first asymptotic state. The 3D views corresponding to the (final)
surface configurations of Figs. 7.7(a4), 7.7(b4), and 7.7(c4) are shown in Figs. 7.7(a5),
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7.7(b5), and 7.7(c5), respectively. Figures 7.7(a6), 7.7(b6), and 7.7(c6) show both the
initial and the final 1D surface profiles as blue and red curves, respectively. The top
views, the 3D view of the final configuration, and the 1D surface profiles all clearly
indicate that varying the pit wall slope through varying the wave number k has a
major qualitative effect on the resulting nanopattern formation. In Chapters 5 and
6, we had shown that, in agreement with experimental reports [1], the wall slope of a
conical pit needs to be greater than a certain critical value kc1 to enable formation of
a single quantum dot inside each pit, while all the other design parameters are kept
constant. Such an observation also holds in the case of the pyramidal pits examined
in this study.
In our present simulation studies, we have explored the surface morphological
evolution of epitaxial films with pyramidal pits that have wall slopes, tuned by the
wave number k, well beyond the range of pit wall slopes that has been explored
experimentally. In particular, our simulations predict that increasing the pit wall
slope in the employed pit patterns, through increasing the wave number k, leads to
formation of quantum dot molecules with increasing number of quantum dots that
are arranged in regular patterns of 1-dimensional (nx × 1) or 2-dimensional (nx × ny )
arrays. For example, in Fig. 7.7, starting with a value of k that leads to formation of
no quantum dots (Fig. 7.7(a5)), increasing the value of k leads to formation of a single
quantum dot (Fig. 7.7(b5)), a quantum dot molecule with 9 QDs (Fig. 7.7(c5)), and
so on, emerging from inside each pit. These nanostructural features forming inside
the film surface pits are again easily identified by inspecting the surface profiles in the
heteroepitaxial configurations at the first asymptotic state, such as the surface profiles
shown in red in Figs. 7.7(a6), 7.7(b6), and 7.7(c6). For the parameters used in the
simulations that yielded the representative results of Fig. 7.7, we have summarized the
dependence of the number of QDs in the QD molecules forming inside each pit, N , on
k and lx over the full range of k and lx examined in this study in the response diagram
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Figure 7.7. Numerical simulation results based on our model showing surface evolution and the resultant surface morphology starting from a configuration that has a
film surface in the shape of a periodic arrangement of inverted truncated pyramidal
pits. In all cases, the results show a unit cell of a regular pit-patterned surface with pit
wall slope set by the wave number k of (a) 0.19 l−1 , (b) 0.2 l−1 , and (c) 0.3 l−1 . (1-4)
show 2D contour maps of the computed evolving film surface morphology, h(x, y, t),
at (1) t = 0, (2) t = 0.7 τ , (3) t = 1.4 τ , and (4) t = 2.1 τ . (5) shows the 3D views
of the film surface morphology corresponding to the top views shown in (4). The
respective 1D surface profiles, h(x; y, t), along the black solid lines marked on the
top views of (1) and (4) are plotted as blue and red curves in (6). To make the 1D
surface profiles easier to view, the red profiles have been displaced upwards (along the
h-axis) by 0.1 l. The values of the remaining simulation parameters are: h0 = 0.4 l,
hp = 0.1 l, lx = 32 l, ly = 32 l, dpit = 60 l, and ΞW = 0.0156.
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of Fig. 7.8(b2). The formation of this complex sequence of nanostructural features,
with N increasing with increasing k, emerging from inside each pit is explained on
the basis of a weakly nonlinear tip-splitting instability theory in Section 7.3.
We summarize the epitaxial film surface morphological response through two comprehensive response diagrams presented in Fig. 7.8. Figure 7.8(a) summarizes the
dependence of the number of QDs, N , in a QD molecule emerging from inside each
surface pit during epitaxial film growth on pit-patterned substrate surfaces on two
key design parameters, lx and ly , which significantly affect the film surface pattern
formation resulting from the heteroepitaxial thin film surface evolution until the first
asymptotic state. Figure 7.8(b) summarizes the dependence of N on k and lx at
constant ly = 32 l. Figure 7.8(c) shows the dependence on the wave number k that
controls the pit wall slope of the critical pit opening dimension lc1 , where lx = ly = lc1
is the pit opening dimension required for the formation of a single quantum dot inside
each pit, i.e., the value of the pit opening size that marks the onset of the emergence
of the N = 1 feature from inside the pit as a function of k.

7.3

Weakly Nonlinear Tip-Splitting Instability Theory

We have explained the dependence of the number N of quantum dots in a quantum
dot molecule emerging inside each film surface pit on the parameters lx , ly , and k in
Figs. 7.8(a) and 7.8(b), and the dependence of lc1 on k in Fig. 7.8(c) based on a
weakly nonlinear tip-splitting instability theory following the approach of Ref. [20].
Specifically, we analyze the morphological stability of the planar film surface at the
base of each pit under the action of the stress in the film due to the lattice mismatch
strain by monitoring the evolution of the nanopit’s base upon perturbing its planar
morphology with a low-amplitude plane-wave perturbation. We follow the approach
of Ref. [20] and obtain the linear-order solution together with the respective dispersion
relation
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Figure 7.8. Number of quantum dots (QDs) formed inside each inverted truncated
pyramidal pit at the first asymptotic state, N , as a function of (a1, a2) lx and ly for
k = 0.4 l−1 and (b1, b2) lx and k for ly = 32 l as predicted by (a1, b1) the weakly
nonlinear tip-splitting instability theory and (a2, b2) direct dynamical simulations
of epitaxial film surface morphological evolution. (c) Dependence of the critical pit
opening lengths, lx,c1 and ly,c1 , for the onset of formation of a single (N = 1) quantum
dot inside a pit on the pit wall slope expressed by the wave number k. In (c), the
solid line and open circles denote predictions of the weakly nonlinear tip-splitting instability theory and simulation results, respectively. In all simulations and analytical
calculations, dpit = 60 l, h0 = 0.4 l, hp = 0.1 l, and ΞW = 0.0156.

ω = 2k̃ 3 − k̃ 4 − ΞW k̃ 2 .

(7.1)

In Eq. (7.1), ω is the characteristic dimensionless rate of growth or decay of a perturbation with dimensionless wave number k̃, k̃ ≡

q

k̃x2 + k̃y2 . We further follow the

approach of Ref. [20] and along with the linear-order (first) harmonic, we obtain the
higher-order harmonic terms in the solution for the height function of the evolving
film surface morphology. Any higher-order harmonic that has a growth rate higher
than that of the primary harmonic triggers a tip-splitting instability and leads to
formation of secondary ripples on the initial plane-wave perturbation.

133

According to Ref. [51], the growth rate of the harmonic with wave number nk̃
follows Eq. (7.1) and, therefore, can be written as

ω̃ (n) ≡ ω(nk̃) = 2(nk̃)3 − (nk̃)4 − ΞW (nk̃)2 .

(7.2)

The harmonic with the highest growth rate ω̃ (n) will dominate the evolution of the
film surface morphology. In order to find this harmonic with the highest growth rate,
we impose the condition
ω̃ (n−1) ≤ ω̃ (n) ≥ ω̃ (n+1)

(7.3)

which sets the range of k̃ for the formation of n QDs along a straight line and can be
simplified into the inequality
1 + ζ(n)
1 + ζ(n − 1)
≤ k̃ ≤
,
ξ(n)
ξ(n − 1)

(7.4)

where

ζ(n) ≡

ξ(n) ≡

(n + 1)4 − n4
(n + 1)3 − n3

v
u
u
t1 +

and

[(n + 1)4 − n4 ][(n + 1)2 − n2 ]
ΞW .
[(n + 1)3 − n3 ]2

The (dimensionless) perturbation wavelength along a particular axial direction is
equal to the (dimensionless) size of the flat base of the pyramidal pit along that
particular direction, i.e., λx = lx /l − 2π/(kl) and λy = ly /l − 2π/(kl). Using these
wavelength expressions and substituting k̃ = 2π/λ in Eq. (7.4) gives the relations
2πξ(nx − 1)
2π
2πξ(nx )
≤ lx /l −
≤
and
1 + ζ(nx − 1)
kl
1 + ζ(nx )
2πξ(ny − 1)
2π
2πξ(ny )
≤ ly /l −
≤
,
1 + ζ(ny − 1)
kl
1 + ζ(ny )
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(7.5)
(7.6)

which relate the pit geometrical parameters lx , ly , and k to the number of quantum
dots along a straight line in the x- and y-directions, given by the integer values nx and
ny , respectively. The total number of quantum dots N in a quantum dot molecule
forming at the base of the pit is given by

N = nx × ny .

(7.7)

The above analysis shows that the number of quantum dots in the quantum dot
molecule forming inside the pit at the first asymptotic state depends on the size of
the pit’s base. The results of the weakly nonlinear tip-splitting instability theory are
shown in the response diagrams of Figs. 7.8(a1) and 7.8(b1), and are plotted as a blue
line in Fig. 7.8(c). The results of this stability analysis are in very good agreement
with the (fully nonlinear) simulation predictions. Moreover, the predictions of the
tip-splitting instability theory provide a comprehensive explanation and analytical
support for the numerical simulation results and constitute an efficient design tool for
fabricating pyramidal pit patterns that will result in formation of regular nanopatterns
of quantum dot molecules on the film surface.

7.4

Summary and Conclusions

We have carried out a systematic and comprehensive simulation study of the
nanostructures that form on surfaces of coherently strained thin films epitaxially deposited on pit-patterned semiconductor substrates where the periodically arranged
pits are in the shape of an inverted truncated pyramid. We have conducted our study
using an experimentally validated film surface evolution model and reported results
of nanostructure pattern formation based on fully nonlinear self-consistent dynamical simulations according to the model. We have analyzed the effects of varying pit
geometrical design parameters for such pyramidal pits on the emerging nanopatterns.
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The geometrical design parameters we have varied in our study are the film thickness,
pit-pattern period, pit depth, pit opening length and width, and pit wall inclination.
We have found the pit opening dimensions, length and width, and the pit wall slope to
be the most important design parameters as these can affect qualitatively and alter
significantly the complexity of the film surface nanopatterns formed in the experiments. The complex nanostructures thus formed by varying pit length and width,
as well as pit wall inclination include nanopit arrays, elongated QDs forming at the
rims of the pits, and quantum dot molecules grown inside the film surface pits. Our
computational findings are supported by weakly nonlinear morphological instability
theory that explains the type, number, and arrangement of nanostructural features
forming inside each pit as the outcome of a tip-splitting instability of the pit’s base.
In closing, we emphasize that although we have validated our film surface evolution
model only for the Ge/Si and InAs/GaAs heteroepitaxial systems in this and previous
studies, the model can be parameterized properly and extended to any heteroepitaxial film/substrate material system including multicomponent (alloyed) material films.
Computer simulations based on our model can be used to identify growth strategies
and guide the design of systematic experimental protocols toward fabrication of ordered nanostructure patterns on epitaxial film surfaces, including complex patterns
of nanostructures with controlled geometries and dimensions.
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CHAPTER 8
SUMMARY, CONCLUSIONS, AND FUTURE WORK

8.1

Summary and Conclusions

In summary, we have demonstrated a strategy for forming precisely controlled
confined nanowire features on conducting substrate surfaces, emerging as surface patterns triggered by morphological instabilities driven by an externally applied electric
field and using the Ag/Ag system as an example. This strategy can be considered
as a physical nanopatterning technique involving the control of macroscopic forces,
such as electric or magnetic fields, light, and temperature gradients, acting on well
characterized surfaces. Our analytical and simulation studies can be used to design
experimental protocols for such surface patterning and can be extended to various
other material systems, including metals, semiconductors, graphene [79–81] and 2D
materials, as well as polymers [82], opening up exciting physical patterning possibilities toward nanofabrication technologies.
In addition to the nanowire formation, we have presented an approach for surface
nanopatterning based on a morphological instability undergone by the straight edge
of a single-layer epitaxial nanowire on a crystalline substrate under the action of an
externally applied electric field and demonstrated it for the Ag/Ag system. This
current-induced instability causes nanowire breakup and formation of patterns of
uniformly sized and distributed islands, with nanoscale dimensions, organized in linear
or V-shaped arrangements. The island dimensions and the island pattern geometrical
features can be designed precisely by controlling the strength of the electric field and
its direction with respect to the nanowire axis. Our analysis can be extended to study
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the stability of heteroepitaxial nanowires with proper modifications in the expressions
for the edge diffusivity and the edge stiffness to account for the effects of strain due to
lattice mismatch [21]. Our approach can be used to fabricate more complex and dense
nanostructure arrays by starting with an aligned array of parallel nanowires [86, 87].
Our findings can be used to provide both experimentally testable hypotheses and
design tools for surface nanopatterning over a broad class of materials that respond
to macroscopic forces, such as electric and magnetic fields, thermal gradients, or
radiation, enabling physical patterning approaches to nanofabrication. Finally, we
mention that, although alloyed materials are beyond the scope of this dissertation,
the main results of this study may be valid for alloyed systems in the dilute limit and
making proper use of effective binary diffusivities.
Furthermore, we have demonstrated that morphological instabilities on the edge
of a larger-than-critical single-layer island migrating on {110} or {100} surfaces of
FCC crystalline substrates under the action of an electric field that is oriented along
the fast edge diffusion direction can lead to the formation of intriguingly complex
patterns, consisting of assemblies of single-layer islands smaller than the original island and arranged symmetrically with respect to the electric field direction. We have
characterized in detail the evolving complex patterns of the island assemblies, with
the initial island size and the duration of application of the electric field being the
key pattern formation parameters. We have shown that the evolution of the average area of the islands in the assembly under the action of the electric field follows
a universal kinetic relation and that the evolution of the total edge length of the
formed assembly of islands, for all initial island sizes examined, follows Avrami kinetics. We have also characterized the stable patterns formed after the electric field
is turned off, and we have shown that the average island size and the uniformity of
an island population in a complex pattern, for all initial island sizes, reach a steady
state as the duration of application of the electric field increases. These stable com-
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plex patterns, upon switching off the electric field, feature formation of the smallest
observed nanorings with single-layer height and lateral sizes on the order of tens of
nanometers, a range of length scales that is barely accessible through the use of ebeam lithography. Therefore, we have described a novel, current-induced approach
for the formation of metallic nanoring structures, which have very appealing properties toward applications in optoelectronics and data storage systems: starting from an
array of deposited epitaxial islands, electric fields can be used to create arrays of such
fine nanorings by exploiting electromigration-driven morphological dynamics, which
allows for formation of unique geometries and selection of nanometer-scale sizes.
Finally, we have demonstrated that our theoretical model and dynamical simulations based on the model can capture the complex nanostructures and their patterns
observed in experiments during epitaxial growth of Ge thin films on pit-patterned Si
substrates. Our modeling results provide a fundamental kinetic interpretation of the
experimental reports in the literature on quantum dot pattern formation on surfaces
of epitaxial semiconductor films grown on pit-patterned semiconductor substrates.
We have carried out a comprehensive computational analysis of complex nanostructure formation on the surface of coherently strained thin films grown epitaxially on
pit-patterned substrates based on self-consistent dynamical simulations according to
an experimentally validated film surface evolution model. We have explored both
conical and pyramidal pit patterns and investigated systematically the effects on the
resulting film surface nanopattern of varying the key geometrical pit pattern design
parameters, namely, the film thickness, pit-pattern period, pit depth, pit opening
dimensions, and pit wall inclination. We found the pit opening size and the pit wall
slope to be the most significant design parameters, and that their variation can cause
formation of complex nanostructures inside the pits of a regular pit pattern on the
epitaxial film surface, which include a single quantum dot, quantum dot molecules,
as well as single nanorings and multiple concentric nanorings with or without a cen-
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tral quantum dot inside each pit. Our computational findings are supported by linear
stability theory in case of conical pits and by weakly nonlinear tip-splitting instability
theory in case of pyramidal pits, that explains the nanostructural features forming
inside the pits as the outcome of a Stranski-Krastanow instability. Although our
model has been validated for the Ge/Si heteroepitaxial system, it can be parameterized properly for any heteroepitaxial film/substrate material system and extended
to multicomponent (as opposed to elemental material) films. Computer simulations
based on such models can be used to develop growth strategies and guide the design
of systematic experimental protocols toward fabrication of ordered nanostructure patterns on epitaxial film surfaces, including patterns of complex nanostructures with
controlled geometries and dimensions.

8.2

Future Research Directions

Based on the understanding and experience developed on the research front of
external-field-driven surface stabilization and patterning, we would like to propose as
future research directions the following, specific, research tasks:
• Current-driven dynamics of single-layer heteroepitaxial islands on crystalline
conducting substrates
• Modeling of Nano-Fuzz Formation in Helium-Ion-Irradiated Tungsten
8.2.1

Current-Driven Dynamics of Single-Layer Heteroepitaxial Islands
on Crystalline Conducting Substrates

In heteroepitaxial islands, the lattice mismatch affects both the chemical potential
of an edge atom and the edge diffusivity of the island atoms on the substrate surfaces.
Specifically, lattice mismatch affects the elastic strain energy in the island, which
features in our model in the form of the elastic contribution to island edge stiffness
γ̃el . Lattice mismatch also affects the edge atomic diffusivity, which is accounted for
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in our model through the expression for Ds,max (εm ) = D0 exp [− ((Eb + εm α)/(kB T ))]
as established in previous theoretical studies in the literature [101, 102]. A previous
study [21] has found that depending on whether the islands are in tension or in
compression, the current-driven island migration is slower or faster, respectively, as
compared to that of homoepitaxial islands at zero misfit strain. The combined effects
on surface pattern formation of the lattice mismatch strain impact on island edge
stiffness and edge atomic diffusivity have not been studied yet.
Specifically, we are going to explore, in detail, the effects of strain due to lattice
mismatch and the direct impact of misfit on edge atomic mobility on the dynamics
of coherently strained heteroepitaxial islands. We will focus on a representative heteroepitaxial system with the epitaxial islands under compression, consisting of Ag
islands on Pt substrate surfaces, and another representative one with the epitaxial
islands under tension, consisting of Pt islands on Ag substrate surfaces. In both cases,
we will investigate the island edge morphological evolution and associated complex
dynamical phenomena, namely, oscillations and pattern-forming instabilities, as well
as resulting breakup and coalescence phenomena in a manner analogous to the studies
detailed in Chapters 2, 3, and 4 and in the Appendix A.

8.2.2

Modeling of Nano-Fuzz Formation in Helium-Ion-Irradiated Tungsten

Due to its low hydrogen solubility, low sputtering yield, high melting point, and
high thermal conductivity, tungsten (W) is considered as a suitable plasma-facing
material (PFM) candidate for divertor and first-wall systems, capable of tolerating
the extreme conditions of high temperature and particle flux inside fusion reactors.
However, experiments have shown that helium (He) from linear and tokamak plasma
devices is responsible for the formation of a nanostructure with a fuzz-like morphology
on the W surface after a few hours of plasma exposure. We are especially interested in
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fuzz formation under the operating conditions of temperature, He impact energy, and
He flux expected for ITER’s divertor, which affect the reactor performance leading
to increases in the nucleation of He bubbles, retention of hydrogen isotopes, and
production of high-atomic-number dust.
Modifying the continuum model and the computational tools of Chapter 5 in
this dissertation, we will be able to conduct a systematic protocol of self-consistent
dynamical simulations of the evolution of the irradiated tungsten surface morphology
with an objective of obtaining a fundamental understanding of the initial stage of fuzz
formation and predicting the surface morphological evolution of helium-ion-irradiated
tungsten considered as a PFM. Specifically, we will
1. examine a broad range of operating conditions, including surface temperatures
from 1300 to 2300 K, He ion energies from 10 eV to 1 KeV, and He fluxes over
several orders of magnitude from 1016 to 1022 m−2 s−1;
2. conduct a sensitivity analysis of the key model parameters, such as He concentration and He nanobubble size;
3. identify the critical range of conditions for nanotendril formation on the surface,
a precursor to fuzz-like surface growth; and
4. further extend the model by comparison of the model predictions with experimental observations, as well as the anticipated divertor performance.
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APPENDIX A
ANALYSIS OF CURRENT-DRIVEN OSCILLATORY
DYNAMICS OF SINGLE-LAYER HOMOEPITAXIAL
ISLANDS ON CRYSTALLINE CONDUCTING
SUBSTRATES

This work has been published as: Dwaipayan Dasgupta, Ashish Kumar, and
Dimitrios Maroudas, “Analysis of current-driven oscillatory dynamics of single-layer
homoepitaxial islands on crystalline conducting substrates,” Surface Science 669,
pages 25-33 (2018).
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a b s t r a c t
We report results of a systematic study on the complex oscillatory current-driven dynamics of single-layer homoepitaxial islands on crystalline substrate surfaces and the dependence of this driven dynamical behavior on
important physical parameters, including island size, substrate surface orientation, and direction of externally
applied electric ﬁeld. The analysis is based on a nonlinear model of driven island edge morphological evolution
that accounts for curvature-driven edge diﬀusion, edge electromigration, and edge diﬀusional anisotropy. Using
a linear theory of island edge morphological stability, we calculate a critical island size at which the island’s
equilibrium edge shape becomes unstable, which sets a lower bound for the onset of time-periodic oscillatory
dynamical response. Using direct dynamical simulations, we study the edge morphological dynamics of currentdriven single-layer islands at larger-than-critical size, and determine the actual island size at which the migrating
islands undergo a transition from steady to time-periodic asymptotic states through a subcritical Hopf bifurcation.
At the highest symmetry of diﬀusional anisotropy examined, on {111} surfaces of face-centered cubic crystalline
substrates, we ﬁnd that more complex stable oscillatory states can be reached through period-doubling bifurcation at island sizes larger than those at the Hopf points. We characterize in detail the island morphology and
dynamical response at the stable time-periodic asymptotic states, determine the range of stability of these oscillatory states terminated by island breakup, and explain the morphological features of the stable oscillating islands
on the basis of linear stability theory.
© 2017 Elsevier B.V. All rights reserved.

1. Introduction
The controlled motion and dynamical behavior of atoms or atomic
clusters adsorbed on crystalline substrate surfaces under the action of externally applied macroscopic forces is an important and intriguing area
of study from the perspective of nanoscience and nanotechnology. Toward this end, obtaining a comprehensive fundamental understanding
of the complex nonlinear dynamics of such surface adsorbates and their
features driven by externally applied macroscopic forcing is of great signiﬁcance. It has been demonstrated that atoms adsorbed on crystalline
substrate surfaces, as well as collective surface dynamical behavior, can
be driven in a controlled manner by electric ﬁelds or thermal gradients
through the transport phenomena of electromigration [1–10] or thermomigration [11–14]. In general, the ability to drive mass transport
and pattern formation on surfaces through use of macroscopic forces has
been demonstrated at both mesoscopic and nanoscopic length scales in
various material systems ranging from metal conductors [2] to colloids
[15] and block copolymers [16–18] to liquid droplets [19]. These driven

∗
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nonlinear dynamical phenomena have inspired recent studies to explore
externally applied macroscopic forcing as a convenient and eﬃcient tool
to create nanopatterns on crystalline solid surfaces [20–24].
Among such macroscopic-force-driven assembly processes, the
electromigration-driven assembly of crystalline conducting surface features, such as single-layer islands and voids, have been investigated
extensively through both atomistic simulation and continuum-domain
simulation studies [8–10,25,26]. Theoretical studies have examined various mechanisms of mass transport in single-layer epitaxial islands [27–
32], with atomic transport through periphery or edge diﬀusion identiﬁed as the dominant of these diﬀusional transport processes. An important experimental study [2] based on in situ scanning tunneling microscopy has shown that such homoepitaxial islands on metallic substrates move in the direction of electron ﬂow through edge atomic diffusion with a migration speed
that is inversely proportional to the is√
land size, Rs (where 𝑅𝑠 = island area). In a previous study on currentdriven single-layer island dynamics on crystalline conducting substrates
[25], we reported that there exist two critical island sizes, Rc, 1 and Rc, 2
with Rc, 1 < Rc, 2 , which set an island size range within which complex
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Fig. 1. Schematic representation of a single-layer epitaxial island with a rounded edge morphology on a crystalline conducting substrate under the action of an electric ﬁeld. The 𝑥 − 𝑦
plane of a Cartesian frame of reference corresponds to the substrate surface plane.

island edge morphological evolution occurs. Speciﬁcally, we found that,
under the action of an externally applied electric ﬁeld, islands with size
Rs < Rc, 1 , migrate on the substrate surface retaining a stable rounded
morphology with a migration speed that is linearly proportional to the
inverse of the island size 1/Rs . At island sizes Rs > Rc, 1 , the electric
ﬁeld, in conjunction with edge diﬀusional anisotropy, triggers a morphological instability on the edge of the migrating islands, resulting
in formation of protrusions, facets, ﬁngers, and necks on the island’s
edge. For sizes Rs > Rc, 2 , these protrusions, facets, and ﬁngers grow and
lead, through formation of thin necks, to the breaking up of the parent island into daughter islands. For island sizes between Rc, 1 and Rc, 2 ,
the current-driven migrating islands can reach a time-periodic oscillatory state through a Hopf bifurcation transition [25]. The occurrence
of such current-driven complex oscillatory single-layer island dynamics
was ﬁrst reported in the theoretical study of Ref. [8]. In spite of these
interesting theoretical analyses, the intriguing oscillatory states reached
by current-driven epitaxial islands have not been characterized fully and
their range of complexity and stability have not been established.
In this article, we conduct a systematic study to identify, demonstrate, and characterize the complex oscillatory current-driven dynamics
of single-layer homoepitaxial islands and the eﬀects on this dynamics of
important physical parameters, including island size, substrate surface
orientation, and direction of externally applied electric ﬁeld. The initial island morphology is shown in Fig. 1; this is a rounded morphology
constituting a low-amplitude perturbation from the equilibrium (circular) morphology in the absence of electric ﬁeld action. Using a linear
theory of edge morphological stability [33–36] developed in Ref. [21],
we determine the critical island size Rc, 1 at which the island’s rounded
edge shape becomes unstable and, hence, bracket the size range over
which the time-periodic oscillatory states could occur. We also examine the dependence of Rc, 1 on the (misorientation) angle the electric
ﬁeld makes with the fast edge diﬀusion direction for {110}, {100}, and
{111} face-center cubic (fcc) crystalline substrate surfaces. Next, using
direct dynamical simulations, we study the edge morphological dynamics of current-driven single-layer islands with sizes Rs larger than that
required to destabilize the rounded edge morphology and as large as required to cause island breakup, i.e., Rc, 1 < Rs < Rc, 2 . We show that there
exists a critical island size RHP such that Rc, 1 < RHP < Rc, 2 , at which the
migrating islands undergo a transition from a steady to a time-periodic
asymptotic state mediated by a subcritical Hopf bifurcation. We also determine the dependence of RHP on the substrate surface orientation and
the direction of the electric ﬁeld with respect to fast edge diﬀusion directions. We characterize in detail the island morphology at the stable
time-periodic asymptotic states and explain the morphological stability
of these oscillating islands on the basis of linear stability theory.
The rest of this article is structured as follows: In Section 2, we give
a brief description of our model of driven morphological evolution of
single-layer epitaxial islands. In Section 3, the linear stability theory
(LST) is presented for determining the critical island size Rc, 1 for the onset of current-driven island edge instability and the dependence of Rc, 1
on the direction of the applied electric ﬁeld is predicted. In Section 4, we
present the results of direct dynamical simulations, based on our model,

of islands undergoing morphological oscillations and characterize their
driven complex oscillatory dynamics. In Section 5, we explain through
a linear theory of island edge stability the morphological features of stable islands undergoing edge shape oscillations. Finally, the conclusions
of our study are summarized in Section 6.
2. Model of island dynamics
The initial conﬁguration of a single-layer (i.e., monolayer-thick)
rounded epitaxial island is shown in Fig. 1 on a crystalline solid substrate surface that corresponds to the 𝑥 − 𝑦 plane of a Cartesian frame of
reference; as detailed in Section 3, the initial shape of the island’s edge is
a low-amplitude perturbation from a circular shape. The current-driven
evolution of an island with such a morphology is monitored by time stepping the continuity equation, according to which the normal velocity,
𝑣𝑛 , at any point on the island edge is proportional to the edge divergence
of the mass ﬂux along the island edge, Js . The dominant mode of mass
transport in such single-layer islands is edge diﬀusion [27–31]. Terrace
diﬀusion and evaporation-condensation kinetics are neglected for the
size of the metallic islands and the temperature range considered in
this study (several tens of degrees above room temperature) [2,27–31].
The applied electric ﬁeld that drives island electromigration [1–10] is
aligned with the Cartesian x axis and has strength E0 . The ﬂux Js is expressed by a Nernst-Einstein equation [8,25] resulting in the continuity
equation
{
[
]}
𝜕 𝐷𝑠 (𝜃, 𝜀𝑚 ) 𝜕𝜇
𝑣𝑛 = −Ω
−
+ 𝑞𝑠∗ 𝐸𝑠 .
(1)
𝜕𝑠
𝑘𝐵 𝑇
𝜕𝑠
In Eq. (1), Ω is the atomic area, s is the arc length along the island’s edge,
Ds (𝜃, 𝜀m ) is the edge atomic diﬀusivity, where 𝜃 is the edge orientation
(Fig. 1) and 𝜀m is the misﬁt strain (𝜀𝑚 = 0 and 𝜀m ≠ 0 for homoepitaxial
and heteroepitaxial islands, respectively), kB is the Boltzmann constant,
T is temperature, 𝜇 is the chemical potential of an edge atom, 𝑞𝑠∗ is the
eﬀective charge of an atom at the island edge, and 𝑞𝑠∗ 𝐸𝑠 is the local
component of the electromigration force, tangent to the island’s edge,
as typically expressed in all phenomenological models of driven atomic
transport due to electromigration [1–4,7,8]. The chemical potential of
an edge atom is expressed as 𝜇 = (𝛾̃ + 𝛾̃el )Ω𝜅, where 𝛾̃ is the edge stiﬀness that is taken to be isotropic [8,25], 𝛾̃el is the elastic contribution to
the island edge tension [25], and 𝜅 = 𝑑 𝜃∕𝑑 𝑠 is the local edge curvature.
It should be emphasized that elastic eﬀects are absent in homoepitaxial islands (𝜀𝑚 = 0 and 𝛾̃el = 0) and that isotropic edge stiﬀness implies
a circular island morphology at equilibrium. The local approximation
𝐸𝑠 = 𝐸0 cos 𝜃 [8] is justiﬁed by the 2D nature of the single-layer islands,
which renders nonlocal eﬀects, such as current crowding, negligible.
The edge atomic diﬀusivity is taken to be anisotropic and expressed as
𝐷𝑠 (𝜃, 𝜀𝑚 ) = 𝐷𝑠,max (𝜀𝑚 )𝑓 (𝜃), where f(𝜃) is the corresponding anisotropy
function. From the dimensional analysis of Eq. (1), we derive the char√
acteristic length scale lE as 𝑙𝐸 = 𝛾̃ Ω∕|𝑞𝑠∗ 𝐸0 | and the characteristic time
4 ∕[𝐷
2 ∕(𝑘 𝑇 )]. From the physical parameters rescale 𝜏 as 𝜏 = 𝑙𝐸
𝛾
̃
Ω
𝑠,max
𝐵
ported in Ref. [2], we determine lE and 𝜏 to be 13.6 nm and 32.5 s,
respectively.
26
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The dependence of Ds on 𝜀m is discussed in Ref. [25]. For fcc
crystalline substrate surfaces, the edge diﬀusional anisotropy 𝐷𝑠 (𝜃) =
𝐷𝑠,max 𝑓 (𝜃) is accounted for by using a three-parameter anisotropy function 𝑓 (𝜃) = {1 + 𝐴 cos2 [𝑚(𝜃 + 𝜙)]}∕(1 + 𝐴) ≤ 1; A > 0 is the anisotropy
strength, 𝜙 is the misorientation angle formed by the direction of the
externally applied ﬁeld and the fast edge diﬀusion direction, and m is
an integer parameter expressing the number of fast edge diﬀusion directions, which is determined by the surface crystallographic orientation;
𝑚 = 1, 2, and 3 correspond to {110}, {100}, and {111} substrate surfaces, respectively [8,25]. A useful parametric study of current-driven
island dynamics with varying the anisotropy strength A has been reported in Ref. [8]. Surface reconstructions, which may be common over
a broader class of materials, will complicate f(𝜃) and require proper
modiﬁcation of the above simple functional form. We have validated
[25] this model of current-driven island dynamics by comparing its predictions for the stable driven island morphologies and the dependence
of the island migration speed on the island size with the experimental
data of Ref. [2].

Fig. 2. Dependence of the critical island size Rc, 1 of current-driven single-layer epitaxial
islands on the misorientation angle 𝜙 for {110}, {100}, and {111} fcc substrate surfaces,
𝑚 = 1, 2, and 3, respectively, as predicted by linear stability theory. In all cases, the dimensionless diﬀusional anisotropy strength is 𝐴 = 10.

where x is a column vector containing all the unknown Fourier coeﬃcients 𝑎0 , 𝑎2 , 𝑏2 , 𝑎3 , 𝑏3 , … , A is a matrix of known coeﬃcients depending
on the island size Rs and the anisotropy parameters m, A, and 𝜙, and b
is a column vector that contains information about the initial perturbation of the circular edge. We monitor the eigenvalues of the matrix A
to identify the stable and unstable Fourier modes and infer whether the
perturbation given to the edge of an island of particular size on a particular substrate surface grows or decays over time; presence of any unstable Fourier modes, which will grow with time, trigger morphological
instabilities of the island’s edge. A more rigorous, detailed description
of this linear stability theory is given in Ref. [21].
Fig. 2 summarizes the dependence of the critical island radius for
the onset of instability, Rc, 1 , on the misorientation angle for the three
fcc substrate surfaces examined as predicted by LST. For {110} substrate
surfaces, Rc, 1 exhibits a strong dependence on the misorientation angle,
while for {100} and {111} substrate surfaces Rc, 1 remains fairly constant with increasing misorientation angle 𝜙. These LST-obtained Rc, 1
values are in excellent agreement with the direct numerical simulation
results except for the case of 𝑚 = 1 over the range 𝜙 < 80°, where the
agreement is merely good. A comparison of the LST-obtained Rc, 1 values with the numerically predicted critical island sizes RHP and Rc, 2
for 𝑚 = 1 is shown in Fig. 4(a). It can be seen from Fig. 4(a) that for
𝑚 = 1 substrate surfaces at low 𝜙 values, all three critical island sizes,
i.e., Rc, 1 , RHP , and Rc, 2 , are very close to each other. Inconsistencies in
the LST predictions for Rc, 1 , such as being greater than RHP and Rc, 2
obtained from direct nonlinear dynamical simulation at low 𝜙 values,
occur because the LST slightly over-predicts the value of Rc, 1 and because of the close proximity in the values of Rc, 1 , RHP , and Rc, 2 . The
slight over-prediction of Rc, 1 by LST is due to the truncation error from
neglecting the nonlinear terms upon linearization of the governing edge
shape evolution equation.

3. Linear stability analysis
We use linear stability theory [21,33–36] to analyze the morphological stability of the electric-ﬁeld-driven islands and aid our understanding of the transition from steady island migration to complex oscillatory
dynamics. We examine the stability of the rounded island morphology,
which is a stable steady state for small-size migrating islands [25] in
the frame of reference moving at the stable island’s migration speed.
Starting with a perfectly circular morphology with radius 𝑟(𝜃, 𝑡) = 𝑟0 , we
introduce an (𝜀𝑝 ) morphological perturbation with 𝜀p ≪ 1, given by a
series expansion of the form
[
]
∞
∑
𝑟(𝜃, 𝑡) = 𝑟0 1 + 𝜀𝑝
𝑎𝑛 (𝑡) cos(𝑛𝜃) + 𝑏𝑛 (𝑡) sin(𝑛𝜃)
(2)
𝑛=0

where −𝜋 ≤ 𝜃 < 𝜋. In Eq. (2), 𝜀p is the low amplitude of the perturbation
from the circular morphology, and an and bn are real Fourier coeﬃcients
with b0 ≡ 0. For simplicity, we conducted the analysis in the plane polar coordinate system (r, 𝜃) with a Lagrangian reference frame centered
at the island’s center; r represents the distance of a point at the island
edge from the island center and 𝜃 is the polar angle with respect to the
y-axis, increasing in the clockwise direction. The Lagrangian frame of
reference is implemented by excluding from consideration, the eigenmodes responsible for the island migration velocity [21].
Writing Eq. (1) in dimensionless form, expressing the diﬀerential arc
length along the island edge as 𝑑𝑠 = 𝑑𝜃∕𝜅 and the curvature 𝜅 in terms of
𝜃 and the Fourier coeﬃcients {an (t)} and {bn (t)}, 𝑛 = 0, 1, 2, … , ∞, and
substituting the expressions for f(𝜃), 𝜕 s, and 𝜅 into the right-hand side
(RHS) of the dimensionless form of Eq. (1) gives an expression for 𝑣𝑛 in
terms of the Fourier coeﬃcients {an (t)} and {bn (t)} and 𝜃. We compare
this expression for 𝑣𝑛 with an equivalent expression for 𝑣𝑛 , which is
derived directly by taking the inner product of the time derivative of
the position vector r (= 𝑟(𝜃, 𝑡)𝐞̂ 𝑟 ) with the unit vector 𝐧̂ normal to the
island edge at the point under consideration, yielding
(
)
𝑑
𝑣𝑛 =
𝑟(𝜃, 𝑡)𝐞̂ 𝑟 ⋅ 𝐧̂
(3)
𝑑𝑡
= 𝑟0 𝜀𝑝

∞
∑
𝑛=0

𝑎̇ 𝑛 (𝑡) cos(𝑛𝜃) + 𝑏̇ 𝑛 (𝑡) sin(𝑛𝜃),

4. Complex oscillatory dynamics
We have explored the complex oscillatory behavior of current-driven
homoepitaxial islands, i.e., 𝜀𝑚 = 0, using direct dynamical simulations.
Speciﬁcally, we analyzed the dynamics of islands with size Rs in the
range Rc, 1 < Rs < Rc, 2 to systematically identify the conditions that lead
to the onset of oscillatory asymptotic states and examined the stability
of such time-periodic states. We have conducted a systematic parametric study to identify, demonstrate, and characterize the complex driven
dynamics of homoepitaxial single-layer islands and determine the dependence of the corresponding critical island sizes on the anisotropy
parameters. The key parameters that we vary in this simulation study
are the island size, Rs , the substrate surface orientation by varying m,
and the misorientation angle, 𝜙. In all our simulations, the electric ﬁeld
is aligned with the x axis and has a positive sense. In the simulations, we
implement the marker-particle front tracking method of Ref. [25], which

(4)

where a dotted Fourier coeﬃcient is used to denote its time derivative.
By equating the coeﬃcients of {cos (n𝜃)} and {sin (n𝜃)} in the two linearized expressions for 𝑣𝑛 , Eq. (4) and the one obtained by Fourier transforming the RHS of Eq. (1), we obtain a set of non-homogeneous linear
ordinary diﬀerential equations (ODEs) for the Fourier coeﬃcients, {an }
and {bn } for all modes n. Expressing this set of ODEs in compact matrixvector notation yields
𝐱̇ = 𝐀 ⋅ 𝐱 + 𝐛

(5)
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Fig. 4. (a) Dependence of the critical island size Rc, 1 (orange open triangles), the island
size at the Hopf point, RHP (black open circles), and the island size at the onset of necking
instability, Rc, 2 (red solid squares), on the misorientation angle 𝜙 for parameter values
𝑚 = 1 and 𝐴 = 10. The Rc, 1 values shown in the plot are obtained from linear stability theory, whereas the RHP and Rc, 2 values are obtained through direct dynamical simulation.
The ﬁgures in the inset show island morphologies at certain Rs and 𝜙 values (marked by
arrowheads). In the inset ﬁgures, the edges of the island morphologies observed at the
onset of island failure are colored red, while those observed at steady or time-periodic
states are colored black. (b) Stable steady morphology reached through current-driven
evolution of a homoepitaxial single-layer island on a crystalline substrate. Parameter values: 𝑚 = 1; 𝐴 = 10; 𝜙 = 90◦ ; and (b1) 𝑅𝑠 = 5.32𝑙𝐸 , (b2) 𝑅𝑠 = 6.65𝑙𝐸 , and (b3) 𝑅𝑠 = 7.98𝑙𝐸 .
(For interpretation of the references to colour in this ﬁgure legend, the reader is referred
to the web version of this article.)

Fig. 3. (a) Representative island conﬁgurations undergoing complex oscillatory dynamics during the current-induced morphological evolution of a single-layer homoepitaxial
island of size 𝑅𝑠 = 9.75𝑙𝐸 for anisotropy parameters 𝑚 = 1, 𝐴 = 10, and 𝜙 = 70◦ . The island conﬁgurations have been displaced upwards (along the Cartesian y-axis) over time
for clarity regarding their morphological evolution. The orange dashed vertical lines are
drawn to highlight that the islands at the oscillatory asymptotic state migrate along the
electric-ﬁeld direction, i.e., along x. (b) Evolution of a morphological metric, given by the
island perimeter Ps , for the island of (a) at its asymptotic state. (c) Bifurcation diagram
of the driven island morphological response, where the oscillation amplitude, 𝜀, of the
island perimeter at the asymptotic state is plotted as a function of the island size Rs . RHP
is the island size at the Hopf point; the Hopf bifurcation is subcritical, accompanied by
hysteresis marked by ↓ and ↑ arrows. The island morphology at the point of failure due to
necking and island breakup is shown in the inset. Black solid circles and blue open circles
denote steady and time-periodic states, respectively, while the red solid square marks the
onset of necking. (For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the web version of this article.)

time-periodic response of the island’s shape at this asymptotic state. The
evolution of Ps for the island of Fig. 3(a) is depicted in Fig. 3(b), exhibiting clearly a time-periodic state of constant amplitude and frequency.
We denote the amplitude of the wave formed in Fig. 3(b) with 𝜀 and use
it as the response metric to construct the corresponding bifurcation diagram, as a function of island size Rs , shown in Fig. 3(c) for a representative case of misorientation angle 𝜙 = 70◦ . The driven morphological response of Fig. 3(c) is characterized by a transition of the asymptotic state
reached by the island from steady, 𝜀 = 0, to time-periodic, 𝜀 > 0, mediated by a Hopf bifurcation at a critical island size 𝑅𝑠 = 𝑅𝐻𝑃 . The Hopf
bifurcation is subcritical and is accompanied by hysteresis, a hallmark
of subcritical Hopf bifurcation, as shown in Fig. 3(c) using red vertical
↓↑ arrows to highlight the hysteresis loop. The asymptotic states reached
in the island’s driven morphological response become time-periodic at
island sizes Rs > RHP upon increasing island size. When the island size
Rs exceeds the critical value Rc, 2 , i.e., Rs > Rc, 2 , the island edge morphology undergoes a necking instability and the island breaks up into
two or more daughter islands through (an) increasingly narrow neck(s).
The island morphology at the point of failure for island size 𝑅𝑠 = 𝑅𝑐,2 is
shown in the inset of Fig. 3(c) at 𝜙 = 70◦ .
With increasing misorientation angle above 𝜙 = 10◦ , the critical size
RHP for transition in the dynamical response as a result of Hopf bifurcation increases monotonically with 𝜙 and diverges asymptotically as
𝜙 → 90° as shown in Fig. 4(a). For misorientation angles 𝜙 ≤ 10°, no oscillatory dynamics is observed and the stable asymptotic states reached
by the driven islands are steady (in the frame of reference moving with
the migration velocity of the morphologically stable island). The dependence on the misorientation angle 𝜙 of the critical island size Rc, 2 for
necking instability also exhibits a similar behavior with that of RHP but
over a diﬀerent range of misorientation angles, namely, 0 ≤ 𝜙 < ∼ 75°.
The Rc, 1 values obtained from LST and discussed in Section 3 are

employs central ﬁnite diﬀerences for computation of spatial derivatives
and a 4th-order Runge–Kutta method for time stepping. We have restricted our parametric study to the point of failure of the single-layer
island (through breakup into two or more islands following necking instabilities). The driven dynamical response beyond the point of failure
has been analyzed and discussed in Refs. [20], [21], and [23].
A representative case of current-driven single-layer island dynamics
is shown in Fig. 3(a) on a {110} surface, 𝑚 = 1, for 𝜙 ≠ 0, where the island migrates along a direction that intersects the applied electric ﬁeld
direction and the fast edge diﬀusion direction. After an initial transient
period, the island remains intact and reaches the oscillatory asymptotic
state of Fig. 3(a): the island migrates on the substrate surface at constant speed with a stable morphology consisting of a straight edge on
one side of the island and a standing wave on the other, with the island
edge forming a continuous loop. The vertical orange dashed lines going
through the troughs of the edge waves are used as a visualization aid for
the evolution of the migrating island with the oscillating morphology.
The island migrates in the direction along which the straight island edge
is oriented. During its migration, under the action of the applied electric
ﬁeld, the island glides past the standing edge wave formed on the other
side of the island edge forming a new wave-like protrusion at the leading island end while receding itself from the trailing end. The evolving
island conﬁgurations in the sequence of Fig. 3(a) have been displaced
upwards (along the y axis) over time to clarify the visualization of the
island’s morphological evolution. We choose the perimeter Ps of the migrating island as a morphological metric to monitor and demonstrate the
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shown in Fig. 4(a) for comparison. For values of 𝜙 > 𝜙c ∼ 75°, largesize islands exhibit stable oscillatory dynamics, reaching stable timeperiodic asymptotic states, as shown in Fig. 9(a) for anisotropy
√ parameters 𝐴√= 10, 𝜙 = 85◦ , and 𝑚 √
= 1 and island size (1) 𝑅𝑠 = 7 𝜋𝑙𝐸 , (2)
𝑅𝑠 = 5 𝜋𝑙𝐸 , and (3) 𝑅𝑠 = 4.5 𝜋𝑙𝐸 . The island morphological response
remains qualitatively the same as that shown in Fig. 3. Conﬁnement
due to mass conservation (equivalent to area conservation for the singlelayer islands considered here) leads to quantization of the wave pattern,
i.e., the number of protrusions appearing at the edge of an island of given
size will remain constant at any time during the driven morphological
evolution at the time-periodic state. Moreover, with increasing island
size, the number of features (protrusions) appearing at the faceted island
edge increases; however, the number of edge features remains constant
for the same island size at diﬀerent misorientation angles. Finally, for
the special case of 𝑚 = 1 and 𝜙 = 90◦ , neither oscillatory morphological
response nor necking instability is observed over the island size range
examined in this study. At this speciﬁc misorientation angle and substrate surface orientation, for a relatively small island size, the stable
island morphology is a rounded shape symmetric with respect to the
electric ﬁeld direction (x axis); with increasing island size, a ﬁnger-like
protrusion starts to appear in the stable island morphology, emanating
from the leading end of the traveling island, which, for large-size islands, leads to the formation of an elongated ﬁnger-like stable morphology as shown in Figs. 4(b1), 4(b2), and 4(b3). We have investigated this
interesting special case in the driven island morphological response in
detail as a potential strategy for external-ﬁeld-driven nanowire fabrication. Such current-driven nanowire formation has been analyzed and
discussed in Ref. [21].
Fig. 5 shows a representative current-driven morphological response
of an isolated single-layer island on a {100} surface, 𝑚 = 2, for 𝜙 ≠ 0. In
this representative case in terms of electric-ﬁeld misalignment, there is a
critical island size RHP with Rc, 1 < RHP < Rc, 2 that corresponds to a Hopf
point marking the onset of a transition from steady to time-periodic
asymptotic states in the island dynamical response, i.e., the transition
occurs for island sizes smaller than those that trigger the necking instability at 𝑅𝑠 = 𝑅𝑐,2 . The morphological evolution of the island over a full
period at the time-periodic state is depicted in Fig. 5(a) with the timeperiodic response of the island’s perimeter shown in Fig. 5(b). Similar to
the morphological response at 𝑚 = 1 and 𝜙 ≠ 0, the Hopf bifurcation is
subcritical and accompanied by hysteresis, as shown in the bifurcation
diagram of Fig. 5(c), where the red solid arrows are used to highlight
the resulting hysteresis loop. However, in spite of the similarities with
the dynamical response at 𝑚 = 1 and 𝜙 ≠ 0, there are also diﬀerences
compared to the response depicted in Fig. 4(a) at 𝑚 = 1, with the dependence of the critical island size Rc, 2 on the misorientation angle 𝜙
and the dynamics of failure constituting the key qualitative diﬀerences
in the island dynamical response on the two diﬀerent substrate surface
orientations. Speciﬁcally, at 𝑚 = 2, the island size at the point of failure,
Rc, 2 , ﬁrst increases and then decreases monotonically as a function of
𝜙, exhibiting a maximum at a misorientation angle 𝜙𝑐 = 10◦ . The failure
(breakup to daughter islands) of the island is due to a necking instability
as shown in the insets in Fig. 5(d) with islands colored in red. As the misorientation angle increases beyond 𝜙c , failure is caused by the formation
of two protrusions at the island’s leading end, which then leads to ﬁnger
formation followed by ﬁnger growth that triggers the necking instability
at the trailing end of the island as shown in the inset in Fig. 5(c) and the
upper right inset in Fig. 5(d). Furthermore, with increasing misorientation angle from 𝜙 = 𝜙𝑐 to 𝜙 = 𝜋∕(2𝑚) = 45◦ , the nature of the islands’
breakup shows a transition from asymmetric to symmetric, regarding
the distribution of the resulting daughter islands with respect to the
electric-ﬁeld direction. Moreover, in case of failure mediated by ﬁnger
growth, the fully grown ﬁnger undergoes a morphological response similar to that of an individual island of the same size; e.g., the top ﬁnger in
the island morphology shown in the inset in Fig. 5(c) exhibits complex
oscillatory behavior. For the special case of 𝑚 = 2 and 𝜙 = 45◦ , no oscillatory morphological response is observed, in a manner analogous to

Fig. 5. (a) Representative island conﬁgurations undergoing complex oscillatory dynamics
during the current-driven morphological evolution of a homoepitaxial single-layer island
on a crystalline substrate for 𝑅𝑠 = 8.86𝑙𝐸 and anisotropy parameters 𝑚 = 2, 𝐴 = 10, and
𝜙 = 30◦ . The island conﬁgurations have been displaced upwards (along the Cartesian yaxis) over time for clarity regarding their morphological evolution. (b) Evolution of a
morphological metric, given by the island perimeter Ps , for the island of (a) at its asymptotic state. (c) Bifurcation diagram of the driven island morphological response, where
the oscillation amplitude, 𝜀, of the island perimeter at the asymptotic state is plotted as a
function of the island size Rs . RHP is the island size at the Hopf point; the Hopf bifurcation
is subcritical, accompanied by hysteresis marked by ↓ and ↑ arrows. The island morphology at the point of failure due to island necking and breakup is shown in the inset. Black
solid circles and blue open circles denote steady and time-periodic states, respectively,
while the red solid square marks the onset of necking. (d) Dependence of the critical island size Rc, 1 (orange open triangles), the island size at the Hopf point RHP (black open
circles), and the island size at the onset of necking instability Rc, 2 (red solid squares) on
the misorientation angle 𝜙 for parameter values 𝑚 = 2 and 𝐴 = 10. The Rc, 1 values shown
in the plot are obtained from linear stability theory, whereas the RHP and Rc, 2 values are
obtained through direct dynamical simulation. The ﬁgures in the inset show the island
morphologies at certain Rs and 𝜙 values (marked by arrowheads). In the inset ﬁgures, the
edges of the island morphologies observed at the onset of island failure are colored red,
while those observed at steady or time-periodic states are colored black. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)

the case of 𝑚 = 1 and 𝜙 = 𝜋∕(2𝑚); however, for an island of size larger
than the critical size Rc, 2 , symmetric breakup due to an instability originated from protrusion formation on the leading island end, propagated
through ﬁnger growth, and completed by necking at the island’s trailing
end is observed.
The driven morphological response of an isolated single-layer island
on a {111} surface, 𝑚 = 3, for 𝜙 ≠ 0 is qualitatively similar to the response for 𝑚 = 2 and 𝜙 ≠ 0. In addition, the morphology of the asymptotic state for both 𝑚 = 2 and 3 is similar to that in the asymptotic
state described earlier for 𝑚 = 1 characterized by a stable facet (at the
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Fig. 6. Representative island conﬁgurations undergoing complex oscillatory dynamics during the current-driven morphological evolution of a homoepitaxial single-layer island on a
crystalline substrate for (a1) 𝑅𝑠 = 8.86𝑙𝐸 and (b1) 𝑅𝑠 = 10.46𝑙𝐸 . The island conﬁgurations have been displaced upwards (along the Cartesian y-axis) over time for clarity regarding their
morphological evolution. Anisotropy parameters: 𝐴 = 10, 𝑚 = 3, and 𝜙 = 5◦ . (a2) and (b2) Evolution of a morphological metric, given by the island perimeter Ps , with the corresponding
(a3) and (b3) phase portraits and (a4) and (b4) power spectra at the time-periodic asymptotic state for the islands of (a1) and (b1), respectively.

upper island edge) oriented along the island migration direction and a
standing wave on the (lower) island edge opposite to the stable facet.
One such representative morphological response and the corresponding
evolution of the island’s morphological metric Ps at the time-periodic
asymptotic state are shown in Figs. 6(a1) and 6(a2), respectively. Furthermore, the bifurcation diagram in the vicinity of the Hopf point, as
shown in Fig. 8(a), is qualitatively the same with that for 𝑚 = 2. However, there is one signiﬁcant diﬀerence in the bifurcation diagram for
the island response on {111} substrate surfaces, 𝑚 = 3, as compared to
that on {110} and {100} substrate surfaces. Beyond the Hopf point, with
increasing island size Rs at 𝑚 = 3, the island dynamical response and the
evolution of the corresponding morphology metric along the oscillatory
branch of the bifurcation diagram exhibit interesting complex behavior. With increasing Rs , as the response metric 𝜀 passes through a maximum, a morphological transition occurs in the time-periodic asymptotic state marked by the appearance of an additional protrusion in the
standing wave feature at the island’s edge across from the stable facet.
With further increase in Rs , the response metric 𝜀 exhibits a minimum
as a function of island size: at this island size, a period-doubling bifurcation occurs in the morphological response resulting in a two-period
oscillatory asymptotic state (period-2 or 2-cycle). The island morphological response and the evolution of the morphological norm at this
period-2 asymptotic state are shown in Figs. 6(b1) and 6(b2), respectively. We have characterized these oscillatory asymptotic states in detail, and the corresponding phase portraits and power spectra are shown
in Figs. 6(a3) and 6(b3) and Figs. 6(a4) and 6(b4), respectively. The
power spectrum expresses the distribution of frequencies in the Fourier
time-series representation of the periodic orbit and is generated by fast
Fourier transform of Ps (t) at the asymptotic state. We have used a Lomb–
Scargle periodogram [37–40] to identify the periodicity in the sampled
perimeter data. The corresponding phase portrait is drawn on the 𝑙1 − 𝑙2
plane, where l1 is the length of the straight island edge and l2 is the
(perpendicular) distance from the midpoint of the straight island edge
to the wavy island edge on the opposite side.

Upon further increase in the island size Rs , the island dynamical response comes out of the period-2 asymptotic state. The evolution of the
morphological metric Ps returns to a single-period (period-1) asymptotic
state. A representative morphological response and the corresponding
evolution of the island’s morphological metric Ps at the time-periodic
asymptotic state, having come out of the ﬁrst period-2 state, are shown
in Figs. 7(a1) and 7(a2), respectively. The corresponding phase portrait
and power spectrum are shown in Figs. 7(a3) and 7(a4), respectively.
With further increase in Rs , the response metric 𝜀 passes through a maximum, accompanied by another morphological transition, followed by a
minimum in 𝜀 marked by the occurrence of another period-doubling
bifurcation. The island morphological response and the evolution of
the morphological norm at a subsequent period-2 oscillatory asymptotic
state are shown in Figs. 7(b1) and 7(b2), respectively. The corresponding phase portrait and power spectrum are depicted in Figs. 7(b3) and
7(b4), respectively.
Fig. 8(a)summarizes in a bifurcation diagram the dependence on the
island size Rs of the response metric corresponding to the edge shape
oscillation amplitude 𝜀 on {111} substrate surfaces for 𝜙 = 5◦ . The subcritical Hopf bifurcation and the resulting hysteresis are shown with
red solid vertical arrows. In Fig. 8(a), single-period (period-1) timeperiodic asymptotic states are denoted by blue open circles. After reaching a maximum with increasing Rs , the response metric 𝜀 decreases with
Rs until a minimum value, where it undergoes a supercritical perioddoubling bifurcation, which marks the onset of 2-cycle time-periodic
states; these period-2 asymptotic states are denoted by orange open circles. As demonstrated above (Figs. 6 and 7), at larger island sizes, the
driven island morphological response comes out of the period-2 asymptotic state, entering a new single-period time-periodic state. With continuously increasing Rs , the occurrence of another maximum in the response metric 𝜀 followed by its decrease with Rs to another minimum,
period-doubling bifurcation, entering into a new period-2 time-periodic
asymptotic state, and returning to a one-cycle oscillatory state is repeated until the island size Rs exceeds Rc, 2 and, hence, becomes suﬃciently large to undergo a necking instability and break up into daughter
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Fig. 7. Representative island conﬁgurations undergoing complex oscillatory dynamics during the current-driven morphological evolution of a homoepitaxial single-layer island on a
crystalline substrate for (a1) 𝑅𝑠 = 12.85𝑙𝐸 and (b1) 𝑅𝑠 = 16.40𝑙𝐸 . The island conﬁgurations have been displaced upwards (along the Cartesian y-axis) over time for clarity regarding their
morphological evolution. Anisotropy parameters: 𝐴 = 10, 𝑚 = 3, and 𝜙 = 5◦ . (a2) and (b2) Evolution of a morphological metric, given by the island perimeter Ps , with the corresponding
(a3) and (b3) phase portraits and (a4) and (b4) power spectra at the time-periodic asymptotic state for the islands of (a1) and (b1), respectively.

5. Morphological features of stable islands

islands. We note that the dynamical response of these islands cannot become chaotic through a period doubling bifurcation route to chaos because there is no further period doubling bifurcation beyond the period
doubling from the 1-cycle (period-1) to the 2-cycle (period-2) asymptotic state. For the range of anisotropy strength and island size considered in this study, the island response upon increasing island size comes
out of the 2-cycle state and back to the 1-cycle state without triggering a
sub-harmonic cascade. With increasing island size, we have transitions
between the 1-cycle and 2-cycle states until the island becomes larger
in size than Rc, 2 and its breakup due to necking instability occurs. This
interesting dynamical response at 𝑚 = 3 is attributed to the range of island sizes examined and is not considered a bifurcation breaking due to
a nonlinear imperfection at 𝜙 ≠ 0. Fig. 8(b) summarizes the dependence
of the critical island sizes Rc, 1 , RHP , and Rc, 2 at 𝑚 = 3 on the misorientation angle 𝜙. For the range of island sizes that we have examined in
this study, islands on 𝑚 = 3 surfaces at 𝜙 = 0◦ do not break up. Instead,
islands on these {111} surfaces undergo a ﬁngering transition which
leads to the formation of a protrusion at the island’s leading end. This
type of island morphology is unstable on {111} substrate surfaces, and
the migrating islands transform to a stable faceted morphology, similar to what is shown in Fig. 7(a1), and begin migrating at an angle
with the electric ﬁeld direction [23]. Also, similar to what is observed
at 𝑚 = 2, in the case of 𝑚 = 3, the island size Rc, 2 at the necking point
ﬁrst increases and then decreases monotonically as a function of 𝜙, exhibiting a maximum at a misorientation angle 𝜙𝑐 = 20◦ . The resulting
failure (breakup to daughter islands) of the island caused by the necking instability is shown through the island conﬁgurations in the insets
in Fig. 8(b) with the corresponding island edges colored in red. As the
misorientation angle increases beyond 𝜙c , failure is mediated by the formation of two protrusions at the island’s leading end, etc., in a manner
similar to failure dynamics at 𝑚 = 2. Also, in a manner similar to the
dynamical response at 𝑚 = 2, in the case of 𝑚 = 3, oscillatory dynamics
is not observed at 𝜙 = 𝜋∕(2𝑚).

A universal morphological feature present in all the islands that exhibit stable oscillatory morphological response is that, for a given set of
anisotropy parameters, m, A, and 𝜙, the stable facet (i.e., straight island
edge segment) orientations remain the same regardless of the island size
Rs . Therefore, the stability of these facets depends only on their orientation and is independent of the island size. The morphological stability of these facets (linear edge segments of single-layer islands) can be
analyzed and explained by employing linear stability theory. The analysis is completely analogous to that for a planar surface or facet of an
fcc crystal under surface electromigration conditions [41–43]. Using a
direct mathematical derivation of the condition for the occurrence of
stable facets, we prove that the occurrence of such stable facets is solely
dependent on the anisotropy parameters.
Speciﬁcally, to understand the physics that governs the preferential
orientation of these stable facets, we impose in the frame of reference
moving at the island’s migration speed a pseudo steady-state condition
[41] and rewrite the governing equation as
[ ∗
]
𝐽𝑠
𝑑𝜅
Ω̃𝛾
=−
− 𝐸0 𝑞𝑠∗ cos 𝜃 ≡ −𝑉 ′ (𝜃),
(6)
𝑑𝑠
𝑀(𝜃)

where 𝐽𝑠∗ is the constant edge atomic ﬂux for a stable facet of orientation 𝜃 and 𝑀(𝜃) = 𝐷𝑠 𝑓 (𝜃)∕(𝑘𝐵 𝑇 ) is the edge atomic mobility. Eq. (6) is
further rearranged and written as an energy conservation equation for a
particle of pseudo mass (𝛾̃ Ω) moving in a conservative force ﬁeld given
by the gradient of the potential V(𝜃); the position of the particle, 𝜃 = 𝜃(𝑠),
is a function of time, represented by s, and 𝜅 = 𝑑 𝜃∕𝑑 𝑠 plays the role of
the particle velocity. This yields
1
Ω̃𝛾 𝜅 2 + 𝑉 (𝜃) = constant.
(7)
2
Formation of stable facets with orientations 𝜃 = 𝜃 ∗ is viewed as the existence of multiple degenerate maxima of the potential of Eq. (7) at 𝜃 = 𝜃 ∗ ,
V(𝜃 ∗ ), at which the particle stays for a maximum amount of time, s, during its evolution and oscillates between two such degenerate maxima.
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shape perturbation, with perturbation wavenumber k, from the edge
facet orientation 𝜃 0 is
𝜔(𝑘) = −𝑀 (𝜃 ∗ )Ω̃𝛾 𝑘4 + 𝑀 (𝜃 ∗ )𝑉 ′′ (𝜃 ∗ )𝑘2 .

(8)

The ﬁrst term in Eq. (8) is always negative since M(𝜃) > 0. Hence, the surface orientation 𝜃 = 𝜃 ∗ will be stable (i.e., 𝜔 < 0) if and only if V′′(𝜃 ∗ ) < 0;
consequently, a maximum in V(𝜃 ∗ ) corresponds to a stable surface (in
our case straight island edge) orientation. Using the above condition of
V(𝜃) maximization, we determine analytically the stable facet orientations 𝜃 = 𝜃 ∗ for each set of anisotropy parameters used in the cases of
Figs. 9(a)- 9(c) and marked these orientations using gray dotted lines. It
is evident from Fig. 9 that the predictions of the linear stability theory
for the stable facet orientations are in excellent agreement with the morphologies obtained from the direct dynamical simulations of currentdriven island evolution.
6. Summary and conclusions
In summary, we have conducted a systematic and comprehensive
parametric study to characterize the complex oscillatory dynamics of
current-driven single-layer homoepitaxial islands on crystalline conducting substrates based on a nonlinear driven evolution model that
accounts for curvature driven edge atomic diﬀusion, edge electromigration, and edge diﬀusional anisotropy. We have found that, with increasing island size, the islands reach stable time-periodic states through
subcritical Hopf bifurcation from stable steady states at a critical island
size; these stable oscillatory states lose stability at large island sizes,
where a necking instability is triggered causing island breakup. At the
highest symmetry of diﬀusional anisotropy examined, 𝑚 = 3 for {111}
substrate surfaces, more complex oscillatory states have been reached
mediated by period-doubling bifurcation at island sizes larger than those
at the Hopf points. We have also established theories, based on linear
stability analysis, which can predict both the critical island size for the
onset of morphological instability from the rounded island edge shape
and the orientation of linear edge facets formed in the stable oscillatory
asymptotic states reached by the island driven dynamical response. The
island morphological responses and instabilities they undergo, as observed in our direct dynamical simulations with increasing island size,
show a strong dependence of the current-driven island dynamics on the
substrate surface crystallographic orientation as well as on the direction of the externally applied electric ﬁeld with respect to the fast edge
diﬀusion directions.
Our ﬁndings, regarding both island dynamical response and island
morphology at stable asymptotic states, may set the stage for designing
nanofabrication strategies based on current-directed island assembly. In
such strategies, island size, substrate surface orientation, and electricﬁeld direction through its misorientation with crystallographic directions of fast diﬀusion can be used as experimental control parameters to
tune the microscopic (or nanoscopic) edge features emerging from the
morphological evolution of single-layer epitaxial islands on crystalline
conducting substrates driven by a macroscopic force. In the experimental study of Ref. [2], the current-driven migration of single-layer homoepitaxial Ag islands on Ag{111} substrates has been reported. We
expect that the complex oscillatory behavior presented in our study can
be observed on Ag/Ag systems at temperatures of (10) degrees above
room temperature, for islands with diameters of (100) nm, under the
action of an electric ﬁeld with strength of (102 ) − (104 ) V/m. We also
argue that such complex oscillatory dynamical response also can be exhibited by homoepitaxial single-layer islands that are similar to Ag/Ag,
such as Cu/Cu or Au/Au.
In the absence of the external driving force (the electric ﬁeld), the
islands stop migrating on the substrate surface. Eventually, the island
morphology returns to its thermodynamically stable rounded shape
under the action of curvature-driven diﬀusion alone in the absence
of electromigration. Nevertheless, given the strong (Arrhenius) temperature dependence of diﬀusional kinetics, reducing the temperature

Fig. 8. (a) Bifurcation diagram of the driven island morphological response for anisotropy
parameters 𝑚 = 3, 𝐴 = 10, and 𝜙 = 5◦ , where the oscillation amplitude, 𝜀, of the island
perimeter at the asymptotic state is plotted as a function of the island size Rs . RHP is the
island size at the Hopf point; the Hopf bifurcation is subcritical, accompanied by hysteresis marked by ↓ and ↑ arrows. Black solid circles denote steady states, while blue and
orange open circles represent time-periodic states with a single period and two periods,
respectively. (b) Dependence of the critical island size Rc, 1 (orange open triangles), the
island size at the Hopf point RHP (black open circles), and the island size at the onset
of necking instability Rc, 2 (red solid squares) on the misorientation angle 𝜙 for parameter values 𝑚 = 3 and 𝐴 = 10. The Rc, 1 values shown in the plot are obtained from linear
stability theory, whereas the RHP and Rc, 2 values are obtained through direct dynamical
simulation. The ﬁgures in the inset show the island morphologies at certain Rs and 𝜙 values (marked by arrowheads). In the inset ﬁgures, the edges of the island morphologies
observed at the onset of island failure are colored red, while those observed at steady or
time-periodic states are colored black. (For interpretation of the references to colour in
this ﬁgure legend, the reader is referred to the web version of this article.)

Fig. 9. Island edge morphologies reached in the complex current-driven oscillatory dynamics of homoepitaxial single-layer islands on crystalline substrates for anisotropy parameters 𝐴 = 10, (a) 𝑚 = 1 and 𝜙 = 85◦ , (b) 𝑚 = 2 and 𝜙 = 30◦ , and (c) 𝑚 = 3 and 𝜙 = 25◦ .
For each parameter set, the island size increases from the bottom to the top, i.e., from (a3)
to (a1), (b3) to (b1), and (c3) to (c1), respectively. In each case, the gray dotted lines mark
the island edge directions that correspond to stable edge facet orientations as predicted
by linear stability theory.

To analyze the stability of the facet with orientation 𝜃(𝑠) = 𝜃0 (𝑠), we
perturb the morphology as 𝜃(𝑠) = 𝜃0 (𝑠) + 𝜀𝑠 𝜃1 (𝑠), with 𝜀s being the lowamplitude perturbation parameter, and conduct a linear stability analysis for the facet orientation 𝜃0 = 𝜃 ∗ , as reported in Refs. [41] and [42] in
the case of surface facets under surface electromigration conditions. The
resulting dispersion relation for the growth or decay rate of the facet
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suﬃciently to markedly slow down edge atomic diﬀusion can
“freeze” desired current-driven nanopatterns in place, enabling potential nanofabrication strategies. Perhaps more importantly, the ability to
precisely control external-ﬁeld-driven oscillations of stable nanoscale
objects, such as epitaxial islands, on crystalline substrate surfaces may
open new research directions toward developing electronic and optical
device technologies.
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Abstract
We report numerical simulation results that provide a comprehensive explanation to recent
experimental observations of multiple quantum dot formation inside pits on surfaces of thin ﬁlms
grown epitaxially on nanofabricated substrates with ordered patterns of pits that are elongated and
have unequal pit wall inclinations. Our self-consistent dynamical simulations are based on a properly
parameterized surface morphological evolution model for biaxially stressed epitaxial thin ﬁlms and
are supported by a nonlinear surface morphological stability theory. Consistently with the
experimental observations, we ﬁnd that quantum dots form inside pits on the ﬁlm surface if the pits
are sufﬁciently large, with sufﬁciently steep pit wall slopes, and that the number of quantum dots
forming inside each one of these pits increases with increasing length of the long side of elongated pits
with different wall inclinations along the two principal pit directions. We also demonstrate that we can
precisely control how many quantum dots will form inside each one of the pits by properly tailoring
geometrical parameters of the pits on the substrate, such as the pit opening dimensions and pit wall
slopes.

1. Introduction
Fabrication of semiconductor quantum dots (QDs) constitutes a promising approach toward enabling
numerous technological applications in magnetic recording devices [1], electronic and photonic devices [2–5],
sensing [6, 7], as well as quantum computer architectures [8, 9]. A common approach to fabrication of
semiconductor quantum dots exploits Stranski-Krastanow (SK) surface growth instabilities in thin ﬁlms
deposited epitaxially on thick semiconductor substrates [10, 11], which occur as a result of the lattice mismatch
between the deposited ﬁlm and substrate materials that leads to the development of biaxial stress in the epitaxial
ﬁlm. Unless they are properly guided, QDs grown due to SK instabilities may be randomly distributed on the
ﬁlm surface and have a non-uniform size distribution. To achieve the ordered arrangement and uniform sizing
of quantum dots that is desirable for application purposes, various strategies for guiding quantum dot formation
on the surface of epitaxial thin ﬁlms deposited on substrates have been developed in recent studies [12–16].
Epitaxial growth of semiconductor thin ﬁlms on substrates with ordered patterns of pits on their surfaces
[17–20] has been a very successful method of fabricating ordered QD patterns. This approach to forming
ordered arrays of quantum dots has been implemented successfully in various semiconductor ﬁlm/substrate
material systems, including Ge/Si [17–19], Ge/Si3N4 [21], InAs/GaAs [22], and InN/GaN [20]. The above
experimental studies have demonstrated the formation of periodic patterns of single or multiple QDs that grow
inside pits forming on the epitaxial ﬁlm surface [18, 19, 22], as well as nanoring-like structures that form at the
rims of the pits on the ﬁlm surface [17, 18, 20, 21].
Several theoretical and computational models have been developed for the analysis of the surface
morphological evolution and nanostructure pattern formation of epitaxial ﬁlms deposited on patterned
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substrates, ranging from continuum-scale models to atomistic Monte Carlo simulations [23–27]; the problems
addressed included the analysis of the surface morphology of pits forming on the surface of a ﬁlm deposited
epitaxially on a pit-patterned substrate [23]. In our recent studies [28, 29], we have introduced a 3D continuumscale kinetic model of surface morphological evolution of coherently strained thin ﬁlms grown epitaxially on pitpatterned substrates; systematic comparisons of the predictions of numerical simulations based on the model
with the experimental ﬁndings of [18, 19] were used to validate the model [28, 29]. Our simulations explained
the formation of ordered nanostructure patterns reported in the experiments and demonstrated how
geometrical parameters of the pits in the pit-patterned substrates can be tailored to control the type and
dimensions of the nanostructure patterns that form on the deposited ﬁlm surface. However, the underlying
parameter space is vast and remains largely unexplored.
Recent experimental observations have demonstrated the formation of multiple quantum dots inside
elongated pits on the deposited ﬁlm surface, with unequal pit wall inclinations along the two principal pit
directions [30]. The experiments have also shown that the number of QDs forming inside each pit on the ﬁlm
surface increases if the pits become increasingly longer, i.e., if their dimension increases in the long side of the pit
[30]. The purpose of this article is to demonstrate that the number (and features) of QDs growing inside each pit
can be controlled and optimized by properly designing the pits on the substrate surface through tuning of their
geometrical parameters, especially the pit opening dimensions and pit wall inclinations. Our analysis is based on
self-consistent dynamical simulations of the surface morphological evolution of ﬁlms grown on pit-patterned
substrates in conjunction with systematic exploration of the pit geometrical parameter space. The simulation
results agree well with the experimental ﬁndings of [30] and are supported by a nonlinear morphological
stability theory.

2. Surface evolution model and numerical implementation
We analyze the evolution of the surface morphology of a thin ﬁlm deposited epitaxially on an inﬁnitely thick
substrate that contains a periodic arrangement (pattern) of pits on its surface; we take the pit pattern to be a
square-lattice arrangement of identical pits shaped as inverted truncated pyramids. In our modeling, we take the
initial ﬁlm conﬁguration to have been deposited through layer-by-layer growth so that its surface morphology
mimics that of the substrate, as illustrated in ﬁgure 1. In our modeling, we monitor the surface dynamics of this
coherently strained ﬁlm conﬁguration, as opposed to simulating directly the epitaxial ﬁlm deposition process
that occurred in the experimental studies of [17, 18, 21, 22, 30]. All the relevant geometrical parameters that need
to be speciﬁed for a complete design of the surface pit pattern are shown in ﬁgure 1(d): these include the ﬁlm
thickness, h0, the pit depth hp, the pit opening dimensions lx and ly in the two principal pit directions x and y,
respectively, the pit wall inclinations in the principal pit directions, and the distance between neighboring pits,
i.e., the pit pattern period, dpit. The geometry of the pit walls is deﬁned by half a wavelength of cosinusoidal waves
with wave numbers kx and ky, respectively; increasing wave number leads to a steeper pit wall slope. In the
present study, we place special emphasis on pit-patterned substrates with elongated pit openings with lx>ly and
different pit wall inclinations along the two principal pit directions, i.e., k x ¹ k y , resulting in epitaxial ﬁlms
resembling those in the experiments of [30].
The ﬁlm and substrate materials are lattice mismatched. As a result, the epitaxial ﬁlm is biaxially strained
while the ﬁlm/substrate interface remains coherent. The resulting stress state in the ﬁlm is equibiaxial, as shown
in ﬁgure 1(a), with a stress magnitude of σ0. The ﬁlm surface morphology is parameterized using the ﬁlm height
function h(x, y, t). The morphological evolution of the ﬁlm surface is monitored by time integration of the
continuity equation [28, 29, 31], where the surface atomic ﬂux is expressed by a Nernst-Einstein equation
[28, 29, 31] with a thermodynamic driving force provided by the surface gradient of the chemical potential of
surface atoms [31]: this chemical potential includes contributions (in ﬁeld-variable form) from the surface free
energy of the curved ﬁlm surface, the elastic strain energy at the surface, UE, and the ﬁlm’s wetting potential, UW,
described following the transition-layer model [32, 33]. In our implementation of this surface evolution model,
we take the free energy per unit area and the atomic diffusivity of the ﬁlm surface, γfand Ds, respectively, to be
isotropic since anisotropies in the surface properties are not expected to be important factors in determining the
qualitative features of the patterns forming on the ﬁlm surface [29]. UE is expressed using regular perturbation
theory, with the asymptotic expansion truncated after second-order terms [31, 33], and calculated based on the
solution of the elastostatic boundary-value problem (BVP) with the evolving ﬁlm surface providing a tractionfree boundary. We focus on the case of an InAs ﬁlm grown epitaxially on a thick GaAs(001) substrate and take
the elastic properties of the InAs ﬁlm to be identical to those of bulk InAs; any minor differences in the elastic
properties of InAs in its thin-ﬁlm form [34] is not expected to have any signiﬁcant effect on our modeling
predictions.
2

155

Mater. Res. Express 6 (2019) 086328

C-S Chen et al

Figure 1. Schematic depiction of a heteroepitaxial system consisting of a thin ﬁlm deposited epitaxially on a pit-patterned substrate,
resulting in a regular array (periodic pattern) of pits on the ﬁlm surface. The shape of each pit is an inverted truncated pyramid with
different pit opening lengths, lx and ly along the two principal pit directions, x and y, respectively. (a) Unit cell of ﬁlm/substrate system
conﬁguration showing that the epitaxial ﬁlm is under biaxial compression with a stress magnitude of σ0. (b) Film surface
conﬁguration. (c) Top view of the ﬁlm surface morphology as a 2D ﬁlm height contour map; 4 unit cells are shown (2 × 2 array). (d)
Surface conﬁguration over the area shown in (c) in the form of two 1D surface proﬁles along the horizontal black dashed line and the
vertical black dot-dashed line. For a complete design of the surface pit pattern, the following geometrical parameters, labeled in (d)
and (c), need to be speciﬁed: ﬁlm thickness, h0; pit depth, hp; pit pattern period, dpit; pit opening length and width, lx and ly,
respectively; and pit wall inclinations in the directions along and across the pits controlled by the wave numbers, kx and ky,
respectively.

From dimensional analysis of the continuity equation, we derive a characteristic length scale l = Ms gf s02,

a time scale t = kB Tl 4 [ds WDs gf ], and a dimensionless wetting potential XW = [2b (gs - gf ) (ph03 gf )] l 2. In
the above equations that deﬁne l, τ, and XW , Ms is the substrateʼs biaxial modulus, kB is Boltzmannʼs constant, T
is temperature, δs/Ω expresses the areal density of surface atoms, γs is the substrateʼs surface free energy per unit
area, and b is the thickness of the transition layer. For an InAs/GaAs(001) ﬁlm/substrate system at 500 °C, we
estimate that l≈10 nm and τ≈1.3 s. In previous studies [28, 29], we found the above model to be very
successful in describing the formation of nanostructure patterns on surfaces of Ge ﬁlms grown epitaxially on Si
{100} substrates with nanofabricated periodic pit patterns by comparing the model predictions with the
experimental observations reported in [18, 19].
Based on the above morphological evolution model for the ﬁlm surface, we have performed numerical
simulations of the epitaxial ﬁlm surface dynamical response and examined the effects of varying the pit
geometrical parameters on the nanostructure patterns that form on the surface of the epitaxial ﬁlm. We follow
the approach of [31] to solve the elastostatic BVP in a self-consistent manner with the ﬁlm surface propagation
(front tracking). We use a grid with 512×512 grid points to discretize the ﬁlm surface and perform fast Fourier
transforms to solve the elastostatic BVP by implementing the spectral collocation method of [33]. We
implement a semi-implicit spectral method with advanced operator splitting [35] to integrate the continuity
equation and use adaptive time stepping in the time integration.

3. Results and discussion
In our analysis, we consider epitaxial ﬁlms that are sufﬁciently thick to undergo the SK morphological instability,
which is triggered when the thickness h0 of the ﬁlm exceeds a critical thickness, h0,c; for the InAs/GaAs{001}
ﬁlm/substrate system, h0,c≈1.45 ML [36]. As shown in [29], the evolution of the ﬁlm surface morphology
reaches a sequence of asymptotic states over time starting from its initial conﬁguration. Here, we focus on the
ﬁrst asymptotic state that the ﬁlm surface reaches and investigate the effects on the patterns that form inside the
elongated pits of the four key geometrical parameters of the pit shape shown in ﬁgure 1(d), namely, the pit
opening lengths lx and ly in the two principal pit directions x and y, respectively, and the pit wall inclinations in
the x and y direction that are controlled by the wave numbers kx and ky, respectively. Consistent with the ﬁndings
of [29], we ﬁnd that varying the other pit geometrical parameters does not cause any qualitative changes in the
3
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Figure 2. QD height, hQD, as a function of (a) kx at k y = 0.44 l -1 and (b) ky at k x = 0.22 l -1; hQD is measured from the base of each
surface pit and the wave numbers kx and ky control the slopes of the pit walls along the principal pit directions, x and y, respectively. In
both (a) and (b), blue and red open circles are used to denote that QDs do not form, hDQ=0, and a single QD forms, hDQ>0, inside
the pit emerging from the pitʼs center, respectively. The 1D surface proﬁles in the inset plots, h(x) at constant y and t=2.0 τ in (a) and
h(y) at constant x and t=2.0 τ in (b), plotted along the center lines of the xy-plane of the unit cell, are colored consistently with the
data points (simulation results) that they represent (see black arrows). In the simulations, h0=0.4 l, lx=32 l, ly=16 l, hp=0.3 l,
dpit=60 l, and ΞW=0.016 7.

morphological response of the epitaxial ﬁlm surface for the elongated pit geometries considered in the present
study.
3.1. Effects of varying pit wall inclinations
The dependence of the height, hQD, of the QD which forms in the center of the elongated pit at t=2.0 τ on the
wave numbers that control the wall inclinations along the two principal pit directions is shown in ﬁgure 2; hQD is
measured from the base of the surface pit. In ﬁgure 2(a), all parameters are kept ﬁxed except for the pit wall
inclination in the x direction, which is controlled by the wave number kx. We ﬁnd that the critical value of kx
required to form a single QD in the surface pit center is k x, c » 0.197 l -1. In ﬁgure 2(b), hQD is plotted as a
function of the wave number ky, which controls the pit wall inclination in the y direction, while all other
parameters are kept ﬁxed. The critical value of ky for the onset of a single QD formation in the elongated surface
pit center is found to be k y, c » 0.396 l -1. From the 1D surface proﬁles, h(x) at given y and t in the insets in
ﬁgures 2(a) and h(y) at given x and t in the insets in ﬁgure 2(b), it is evident that a a single QD is grown inside the
elongated pit while varying kx or ky, respectively, above its critical value. For kx<kx, c in ﬁgure 2(a) and ky<ky, c
in ﬁgure 2(b), quantum dots do not form inside the pits resulting in hQD=0. Based on the above results, for an
InAs ﬁlm grown epitaxially on a GaAs(001) substrate under typical growth conditions, the dimensions of the
pitʼs base should be larger than l x - 2p k x, c » 1.5 nm and l y - 2p k y, c » 1.5 nm , respectively, for the
parameters that yielded the simulation results of ﬁgures 2(a) and (b), respectively, in order to guarantee quantum
dot formation inside each ﬁlm surface pit. In addition, we ﬁnd that this transition undergone by hQD that marks
the onset of quantum dot formation is more abrupt in the case of ﬁgure 2(a) where kx is varied and increases
above its critical value, whereas in ﬁgure 2(b), the corresponding transition in hQD is smoother without being
accompanied by such a sudden jump upon increasing ky over its critical value.
3.2. Effects of varying pit opening length
The other key parameter in determining the ﬁlm surface morphology and whether QDs will form inside the pits
of the ﬁlm surface conﬁguration is the pit opening length. Representative simulation results for the surface
morphology of the epitaxial ﬁlm after the ﬁrst asymptotic state is reached are shown in ﬁgure 3 and demonstrate
the effects of varying the pit opening length lx in the x direction for a pit with different wall inclinations,
controlled by the wave numbers kx and ky with kx<ky. Figures 3(a1)–(a4), (b1)–(b4), (c1)–(c4), (d1)–(d4), and
(e1)–(e4) show top views of the morphology of the epitaxial ﬁlm surface, within the unit cell of the periodic
pyramidal pit pattern, as it evolves from its initial conﬁguration depicted in ﬁgures 3(a1), (b1), (c1), (d1), and
(e1), respectively. In the cases examined in ﬁgure 3, lx increases over the range from 17 l, in ﬁgure 3(a1), to 33 l, in
ﬁgure 3(e1), while all other geometrical and physical parameters are kept constant. Figures 3(a4), (b4), (c4), (d4),
and (e4) show the top views of the epitaxial ﬁlm surface when the metastable (ﬁrst asymptotic) state has been
reached; in all cases, this state is reached at time t=2 τ. The 3D views of the corresponding surface
morphologies are displayed in ﬁgures 3(a5), (b5), (c5), (d5), and (e5), respectively. These simulation results
demonstrate clearly that varying the pit opening length has major impact on determining whether QDs will be
formed and the number of QDs formed inside the elongated pits as seen in the respective 1D surface proﬁles of
ﬁgures 3(a6), (b6), (c6), (d6), and (e6). These numerical simulation results show that when the pit opening length
4
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Figure 3. Computed surface morphological evolution and surface conﬁguration at the ﬁrst asymptotic state for an epitaxial ﬁlm
grown on a substrate with an ordered periodic pattern of pits. The pits on the ﬁlm surface have rectangular openings with length in the
x direction lx of (a) 17 l, (b) 20 l, (c) 24 l, (d) 28 l, and (e) 33 l. In all cases, the surface evolution is monitored through 2D contour maps
of the ﬁlm height h(x, y, t) shown on top views of the ﬁlm surface unit cell at times t (from left to right) of (1) 0, (2) 0.7 τ, (3) 1.3 τ, and
(4) 2.0 τ. In each case, the panel numbered (5) shows the 3D view of the ﬁlm surface conﬁguration corresponding to the top view of (4)
and the panel numbered (6) shows the 1D surface proﬁle, h(x) at given y and t, along the horizontal black solid lines marked on the
corresponding top views at t=0 (blue proﬁle) and t=2.0 τ (red proﬁle). The parameters used in the simulations are: h0=0.4 l,
ly=16 l, hp=0.3 l, k x = 0.35 l -1, k y = 0.44 l -1, dpit=60 l, and ΞW=0.016 7.

lx is shorter than a critical length, no QDs form inside the pit, as seen in ﬁgure 3(a6); instead, the only
morphological effect is a symmetric modulation of the pit wall shape with respect to the yz−plane. However,
increasing lx above that critical length, as is the case in ﬁgures 3(b1), (c1), (d1), and (e1), a single QD or multiple
QDs will form as a result of the surface morphological evolution; if multiple QDs form, they are arranged in a
linear array along the x axis inside the elongated pit. The number of QDs that are formed inside the elongated
surface pit is clearly identiﬁed in the red surface proﬁles shown in ﬁgures 3(b6), (c6), (d6), and (e6); these proﬁles
correspond to the ﬁlm’s cross sections along the horizontal black solid line in ﬁgures 3(b4), (c4), (d4), and (e4) at
the ﬁrst asymptotic state. Having characterized these surface proﬁles, we deﬁne a new integer variable, N, which
gives the number of proﬁle peaks in the ﬁlm surface morphology inside the elongated pit, denoting the number
of QDs that have formed inside each pit. If no QD formation occurs inside the surface pit, then N=0, while
N=1, 2, 3, 4, etc., denotes the formation of one, two, three, four, etc., QDs inside the pit emanating from the pit
base. All the N quantum dots that are formed inside the elongated pit are arranged in a line along x inside the pit
and for N to increase the pit opening length lx has to increase, i.e., the number of quantum dots forming inside
the pit can be tuned by varying lx. The qualitative agreement between our simulation results and the
experimental ﬁndings of [30] is excellent; in the experiments of [30], one, two, three, and four quantum dots
have been observed with increasing pit opening length in the x direction for pit walls with different inclination
along the two principal pit directions.
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Figure 4. Dependence of number of QDs, N, that form inside each surface pit of an epitaxial ﬁlm grown on a substrate with an ordered
periodic pattern of pits on the ratio of pit opening lengths in the x and y direction, lx/ly. Simulation results and NLST theory
predictions are denoted by open circles and solid line segments, respectively. In the numerical simulations and analytical calculations,
h0=0.4 l, ly=16 l, hp=0.3 l, k x = 0.35 l -1, k y = 0.44 l -1, dpit=60 l, and ΞW=0.016 7.

3.3. Nonlinear morphological stability theory
The dependence on the pit opening length lx of the number N of QDs emerging from each pitʼs base on the ﬁlm
surface can be explained by a nonlinear stability theory (NLST). Upon perturbing the morphology of the ﬁlm
surface at the base of the pit from its planar state with a low-amplitude, long-wavelength plane-wave
perturbation with wave number k=2π/ λx, where l x = l x - 2p k x is the length of the pit base, multiple QD
formation can be triggered due to a nonlinear tip-splitting instability [31, 37, 38]. According to the analysis of
[31], subharmonic modes with wave numbers Nk are excited by the original plane-wave perturbation. For
isotropic surface diffusion, the growth rate of the subharmonic mode having a wave number of Nk is given by
w1(N ) = 2(Nk)3 - (Nk)4 - XW (Nk)2.

(1)

1 + z (N )
[1 + z (N - 1)]
k
,
x (N )
x (N - 1)

(2)

The subharmonic mode with the highest growth rate of w1(N ) will determine how many QDs (i.e., N) will form
inside the surface pit. This dominant mode (N) satisﬁes the inequalities w1(N - 1)  w1(N )  w1(N + 1), which gives

[(N + 1)4 - N 4][(N + 1)2 - N2]

where x (N ) º [(N + 1)4 - N 4] [(N + 1)3 - N 3] and z (N ) º 1 XW . In the
[(N + 1)3 - N 3]2
above equations and inequalities, evolution rates and wave numbers have been made dimensionless by
multiplying the corresponding quantities with τ and l, respectively. Figure 4 shows the results of the NLST (blue
line segments) and compares the NLST predictions with the simulation results (red open circles) for the
dependence of N on lx for all other parameters kept ﬁxed in the form of N as a function of the pit opening aspect
ratio lx/ly. From the comparison, it is clear that there is excellent qualitative agreement, as well as good
quantitative agreement, between the NLST predictions and the simulation results.
The results of ﬁgure 4 also demonstrate clearly that the pits of the substrate surface can be designed properly,
by tailoring the pits’ geometrical parameters, so that the number of QDs growing inside each pit of the epitaxial
ﬁlm surface can be controlled. For example, according to the results of ﬁgure 4 and for the parameter values that
have been kept constant in the simulations that yielded the results of ﬁgure 4, it is evident (from the range of lx/ly
values that give N=1) that a single quantum dot can be grown inside each ﬁlm surface pit for an InAs ﬁlm
grown on a GaAs(001) substrate for pit opening dimensions (lx×ly) ranging from 185×160 nm2 to
225×160 nm2.

4. Summary and conclusions
In conclusion, we have used numerical simulations in conjunction with nonlinear stability theory based on a
properly parameterized ﬁlm surface morphological evolution model to analyze the formation of quantum dots
inside surface pits of biaxially strained epitaxial thin ﬁlms deposited on pit-patterned substrates with ordered
arrays of elongated pits with different pit wall inclinations along the principal pit directions. We have found that
using sufﬁciently large pit openings and sufﬁciently steep pit wall inclinations guarantees that quantum dots will
form inside the ﬁlm surface pits and the number of such grown quantum dots inside each pit increases with
increasing the pit length. Our computational results are explained on the basis of a tip-splitting instability
undergone by the base of the pits on the ﬁlm surface and provide a comprehensive interpretation to the recent
6
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experimental ﬁndings reported in [30]. Validation of our surface morphological evolution model had been
provided in [28, 29] through systematic comparisons of the model predictions with experimental reports for the
Ge/Si{100} ﬁlm/substrate system. The present study reproduces experimentally observed nanostructures on
surfaces of InAs ﬁlms grown epitaxially on GaAs(001) pit-patterned substrates, which validates the model
further. More importantly, the ﬁndings of our theoretical and computational study demonstrate how to
engineer pit-patterned substrates in order to guarantee that quantum dots will grow inside the surface pits of the
epitaxial ﬁlm and control the number of quantum dots grown inside each pit. These modeling results can be
used to guide future experimental research, through development of systematic experimental protocols over the
proper range of geometrical and processing parameters, toward growing desired ordered patterns of
semiconductor quantum dots of speciﬁed dimensions on surfaces of coherently strained epitaxial thin ﬁlms.
Finally, we mention that the metastable state of the ﬁlm surface morphology that is analyzed and
characterized in our study corresponds to a kinetically trapped state that is observed over the time scales of the
experimental study of[30]. Given that the kinetics responsible for the morphological evolution of the epitaxial
ﬁlm surface is governed by atomic diffusion, such kinetically trapped states can be easily realized by simply
cooling down the heteroepitaxial material system, which reduces surface diffusion rates signiﬁcantly and locks in
place the corresponding nanostructure patterns. Our ﬁndings make a strong case for pit patterning of
semiconductor substrates as an optimal strategy for fabrication of ordered arrays of semiconductor
nanostructures with precisely tunable features and sizes.
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