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Introduction
Most systems surrounding us in everyday life consist of the collection of numer-
ous elements and their interactions. Tthe interactions between different parts of
such systems at their smallest scale often lead to unexpected outcomes at the ob-
servable level. This kind of emergent behavior is a hallmark of complex systems,
whose patterns may be hard to predict from the properties of their constituents.
Some universal properties common to various different systems might also charac-
terize these patterns. Understanding this universal behavior is a great theoretical
challenge, while in many cases, it is also crucial for practical applications.
The tools for the modeling and investigation of complex systems were mostly devel-
oped in the field of physics. Theories and numerical simulations for self-organization
and pattern formation explained crystal growth with different boundary conditions,
as well as phase transitions in advanced materials. However, complex systems also
include living cells, the climate of the Earth, transportation and communication
systems or the economic market. This demonstrates that the examples span across
multiple scientific disciplines. Therefore, the methods and concepts of complexity
science can be applied to a wide variety of fields ranging from language, society,
and economics to biology or machine behavior.
Previously, the lack of computing capacity and the inability to obtain and process
large datasets prevented the detailed exploration and simulation of such systems.
Recently, there is growing accessibility of digitalized data also in fields that are not
directly related to physics. Gene sequencing and gene expression, sensor systems,
internet traffic, stock market transactions all provide a large amount of informa-
tion for further analysis. This enables the building and testing of new models for
collective emerging phenomena.
The currently available digital data sources give an unprecedented insight into
collective human behavior. Mobile phones and subscriptions are now almost ubiq-
uitous, with a growing share of smartphones on the market. The direct usage of call
data makes it possible to get a large-scale and fine-grained picture of the spatial
and temporal aspects of human activity. With the help of the internet, billions of
people use various online platforms for ordering food, different items, hiring people
or cars for jobs or maintaining their personal relationships through social media
platforms. When people post messages, upload photos, recommend places, search
for or engage with news, they leave valuable traces of information containing rich
context behind. Harvesting this information is the key to building successful mod-
els of emergent patterns in human behavior, that often rely on previous concepts
from physics and complexity sciences.
These digital human footprints often contain sensitive data. For example, call
records or credit card transactions are able to reveal information on the where-
abouts and habits of individual users. Yet, after careful anonymization, encryption
and aggregation, it is possible to obtain meaningful insights into human behavior
without violating these limitations.
The growing amount of high-resolution data makes it lucrative to search for pat-
terns and make predictions without leaning on modeling. However, our understand-
ing of socio-economical phenomena cannot come solely from data science that of-
ten lacks structural insights and context and fails to explain the detected patterns.
Therefore, new approaches should develop models that bridge the microscopic data
to macroscopic observables. These methods should create solid validation, calibra-
tion, and comparison of the developed models with ground-truth data.
In this thesis, I would like to contribute to the bridging of human digital data
footprints with real-world outcomes through different models. In Chapter 1, I
aspire to introduce the literature on how human digital footprints can be used
to model various real-world outcomes, especially by using data with geographical
information. The background review is then narrowed down to the introduction of
the Twitter social network and the theory of urban scaling, since Twitter data and
the urban scaling methodology form the background of the following chapters of
the thesis.
In Chapter 2, I present the results of a study on urban scaling in historical and
recent presidential elections of the United States. Here, I show that election results
fit into the urban scaling framework and that a probabilistic model from economic
complexity theory underlies the scaling results. In Chapter 3, I explore how the
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same urban scaling phenomenon is present in the words of the language we use
on social media, namely the Twitter online social network, and how qualitative
linguistic laws such as Zipf’s law and the Heaps law hold in these online posts.
Chapter 4 analyzes the correlation of employment and unemployment rates of ge-
ographical areas in the United States with Twitter daily activity profiles. In this
chapter, I also develop an algebraic approach for treating geographical areas by
assuming that the observed human activity timelines consist of the timelines of
differently behaving groups of people. Chapter 5 investigates how spatiotemporal
patterns in social media word use predict mobile-phone based land use clustering





1 Predicting real-world outcomes
The fields of computational social science has emerged recently partly due to the
shift in social sciences towards more data-intensive research and a growing comput-
ing capacity for data storage and simulations [10]. The introductory article that
attempted to summarize existing and foster future research under the hood of this
field came out in 2009 [11]. Some large-scale social science measurements have been
in use decades before the appearance of this paper. But the sheer amount of new
data sources and the possibilities that come with them encouraged the development
and testing of new techniques and their limits [12].
In the following, I attempt to give an overview of the different possibilities and
limitations of the field of computational social science, with a special focus on
connecting digital geographical footprints to real-world data or outcomes, and with
a predominance of literature on the Twitter social media platform.
Using data from online sources to predict real-world outcomes is an alluring topic,
that also has remarkable economic potential. Most companies aspire for gathering
information on user preferences concerning a product or a service, or predicting
sales before releasing an item. Therefore, the paper of Asur and Huberman [13]
earned considerable notice. The authors predicted future movie box-office revenues
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better than market-based predictors. They have successfully built the prediction
model using messages of an online social networking site, Twitter. By incorporating
sentiments extracted from the short messages of Twitter into their model, they
could further improve on the performance of their predictions. The paper claimed
that “[their] method can be extended to a large panoply of topics, ranging from
the future rating of products to agenda setting and election outcomes. At a deeper
level, this work shows how social media expresses a collective wisdom which, when
properly tapped, can yield an extremely powerful and accurate indicator of future
outcomes.” Though this claim might seem too dashing at first sight, with different
tools and careful approach, it is possible to harvest the rich source of information
coming from similar data sources.
Search engines are one of the first tools users consult when they are confronted
with a new question. What people search for often reveals geographical or tem-
poral trends, for example when they gather information on political candidates
or a beginning illness. One of the first articles that assessed the modeling of the
geographical aspects of search engine queries was the article by Backstrom et al.
[14]. They determined the rough location of search engine queries by estimating
the location of the IP-address of the originating query and then fitted a model
that predicted an approximate center and influence distance for a certain query.
By comparing the results of the study to ground-truth data, the results suggest
that online content is very much embedded in real-world geographic context. This
means that online content may contain information that is strongly related to socio-
economical phenomena having spatial aspects. Another paper of the same group
[15] proposed a method for inferring the location of Facebook users from the lo-
cation of their friends by using a similar probabilistic approach. This leads to a
location precision comparable to that of IP-based methods.
A famous use case of using search engine queries for real-world predictions is the
Google Flu Trends tool for influenza epidemic forecasting [16]. At first, the method
has gained much publicity, since the authors claimed that the tool is able to fol-
low current influenza epidemic trends from symptom search volumes on Google
with only a one day lag. In contrast, the official organization that collects data
reported by healthcare professionals, Center for Disease Control (CDC), has much
slower reaction times. Such methods could be very useful for reducing public health
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costs because early forecasts could mean that effective preventive measures such
as vaccination can be taken at an early stage of the epidemic. In 2013, though,
Google Flu Trends again made the headlines, for predicting more than double
influenza-related doctor visits than CDC. The article [17] stressed that the algo-
rithm performed poorly because of overfitting a few numbers of parameters from
a large dataset. By using two- or three weeks of historical CDC data, predictions
are actually better than that of Google Flu Trends. Moreover, the search term
suggestion feature introduced into Google search in 2011 modifies the query term
distribution because of the reinforcing effects of the recommendations, therefore,
it influences the results of the predictions. The moral of the case of Google Flu
Trends is that it is very important to reflect on the generalizability and the context
of the problem we are currently trying to solve using non-traditional data sources.
Mining public health indicators from social media remains a promising field de-
spite the shortcomings of the Google Flu Trends predictions. It takes time for the
official reports to be released. Meanwhile, self-reported influenza-like illnesses or
hay-fever symptoms from online data sources can mark the beginning of the dis-
ease or allergy season almost instantaneously. Using Twitter messages containing
GPS information, the so-called geolocated tweets, it is even possible to pinpoint
the location of illnesses or allergens, that is very useful for creating timely and
local interventions [18]. Several studies explored the possibilities of automatically
constructing health-related topics from Twitter and various other online sources to
complement traditional reports [19–15].
Because different psychological traits are present in the language with which users
express themselves [25–19], another direction in connecting public health to social
media research is that of identifying the potential risk, course and onset of mental
illnesses [29, 21]. The online language reflects not just on the psychological state
of individuals, but also that of a community. Thus, the rate of coronary heart
disease failures correlates with the linguistic traits of social media posts representing
negative mental states [31]. Not just the diseases, but their perception can also
be tracked using social media. For example, discussions on vaccines [32], diabetes
expertise, news, and management [33] or Ebola misinformation and rumors [34]
can be assessed by working with appropriately filtered Twitter data.
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Another huge problem is the prevalence of obesity in developed countries, that
leads to several different civilization diseases in the population. Therefore, it could
be helpful to assess information on dietary habits of users and peer effects in food
consumption using Twitter messages at a large scale [35, 27]. Obesity rates in
the United States [37, 29] have been shown to be correlated with Twitter-derived
characteristics such as happiness, food, and physical activity indicators at the zip
code level.
Using geolocated social media posts to locate pollen seasons reflects an engineering
attitude towards the data. In this engineering framework, humans are regarded
as a distributed sensor system, and posts containing information relevant to the
selected topic are considered as noisy signals. These noisy signals are then mined
for meaningful information and are considered as an “alert” if the meaningful part
surpasses a certain threshold. A very early article of Eagle and Pentland emphasizes
the role of mobile phones as new, wearable sensors [39]. All kinds of alerts can
later be built on this sensor network [40] after processing the sensor information.
For example, in an emergency case, users messaging about the urgent situation
may reach locals faster than official emergency centers. Japanese authors report
a Twitter-based earthquake-alert system that is able to reach users potentially
at risk at a higher speed than official alert systems [41]. The data footprints
of moving disasters and their consequences such as tornadoes are also traceable
through geolocated posts, indicating the merge of the real and the cyberspace [42–
35].
Geolocated social media data also means that the physical space is enriched by the
content from the online space through the different pictures, posts, and metadata
that are generated on the different platforms. This phenomenon can be thought
of as some kind of an augmented reality, in which user-generated content layers,
though invisible to the eye, add a considerable amount of information on top of
traditional maps [45]. However, this content emphasizes only selected elements
of the social experience, for example, the online representation of languages can
be distorted compared to the number of speakers. Moreover, recommendation
algorithms presenting results for queries can cause a further imbalance by rein-
forcing the visibility of already highly popular viewpoints, languages, and places.
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Therefore, the careful evaluation of the social composition of the creators of these
contents is necessary.
This is why many studies deal with predicting the demographical traits of social
media users including Twitter users. Users’ self-reported first and last names often
serve as a predictor of race and gender. Because certain names have a limited
popularity time span, they can also serve as a predictor of age [46–40]. Geograph-
ical location of user homes, which can be determined for frequent posters, can be
connected to census data, thus inferring demographic attributes for social media
poster populations [50]. Follower lists and content can also be indicative of user
demographics, according to an article [51], in which the authors predict demo-
graphical attributes using the census information on visitors of different websites
combined with the follower information. Age might also be encoded in linguistic
style, the proportion of certain word categories and the content sharing habits of
users. Based on these traits, a machine classifier predicts the age of users similarly
or better, but certainly faster than humans [52]. Machine learning algorithms are
able to classify users not just into demographic, but also into political categories
[53, 45].
If not inferring attributes for individual users, correlating or predicting socio-
economic variables of geographical areas from geolocated data footprints is also
a widely researched topic. Social network structure, activity, and language are all
influenced by the ethnicity, age, gender, social status or lifestyle of users. Thus,
they allow for various methods to search for connections or models between the
online content and the demographic or economic variables. The diversity of social
networks is also strongly related to the economic output of geographical areas [55].
Distinct behavioral patterns characterize rural and urban dwellers in their mobile
communication patterns, and signs of adaptation are also traceable as people move
to more urbanized spaces [56]. Local social network structure can be linked to cor-
ruption [57], and user geolocation allows the studying of long-distance traveling and
migration patterns on a previously unprecedented scale [58, 50]. Main language
use patterns uncovered by unsupervised learning methods are also strongly corre-
lated to county-level census variables in the United States [60]. Not just English,
but also French linguistic features show a strong dependence on socio-economical
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factor [61]. Social media posts also reveal immigrant communities and their level
of integration or segregation within cities [62, 54].
2 The Twitter social media platform
Twitter is an online social networking site that has been launched in 2009. With
this service, users can post short messages, so-called tweets to other users that sub-
scribe to these messages. The service advertises itself as a so-called microblogging
platform, where the term microblogging refers to a limit on the length of tweets.
While traditional blog posts are typically refreshed on a daily scale, Twitter en-
courages users to broadcast their short status updates, the so-called tweets more
often. The limit on the character number of a tweet used to be 140, but it has
now been extended to 280 characters. The relative simplicity of the concept of the
service attracted a great many users, with the number of monthly active tweet-
ers estimated to be above 300 million in each quarter since 2015 according to the
company’s own report [64].
Messages can not only contain plain text, they might contain a variety of hypertext
elements. They often include images and web links, many of the latter being
abbreviated by various services due to the 140/280 character constraint. Users
can mention another user in their tweets by using the @ sign and the screen name
or username of the mentioned user in the text. They can also mark tweets as
related to certain topics by highlighting certain words with a # sign, that is used to
create so-called hashtags. Each tweet has a timestamp that bears the exact UTC
millisecond time of the posting. Conversations are created by replying to a tweet:
the original tweets are displayed in the same thread with the replies on the webpage
or in the mobile application.
The user that subscribes to another user’s stream of tweets – or the so-called feed –
is called a follower. Followership is an asymmetrical relationship since interest in
others’ content is not implicitly mutual. A typical example of such an asymmetrical
relationship is the Twitter account of a news outlet, that is followed by much more
people that it follows. Therefore, simple follower relationships create a directed
network, in which nodes are the Twitter users, and only mutual followerships form
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Figure 1.1. A sample tweet from the official account of Twitter. At the top, there
is a small profile picture of the user who posted, the screen name Twitter in bold, and the
username Twitter beginning with . There is a button called “Follow” in the top right corner.
The timestamp of the tweet is indicated below the main text. At the bottom, several counters
show the different interactions with this tweet. These are the number of retweets, the number of
likes and the number of replies in the conversation.
reciprocated edges in both directions. These bidirectional edges are then supposed
to mark a stronger relationship between users, as such, they are often called friend-
ships. Many applications only consider these mutual connections for constructing
a social network from Twitter data, but usage might depend on the context.
The feature that Twitter is really famous for is retweeting, which is when users
choose to broadcast another user’s message to their own followers extended by
their own comment. This enables the almost instantaneous amplification of news
or messages that somehow grab the attention of many users. Therefore, the site
is widely used by celebrities and politicians, since millions of followers and the
followers of these followers etc. are easily reached within seconds with the right
tweeting technique. This kind of instantaneousness means that news and opinions
travel on Twitter much faster than they used to spread via traditional mass media
such as newspapers or television broadcasting. Therefore, retweeting transformed
the production and consumption of news in a profound way [65]. Also, the ar-
ticle [66] suggests that Twitter behaves more like a new media in many aspects
rather than a social network. From studying the follower network, the authors
11
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suggest that the network characteristics deviate significantly from that of other
human social networks, since the degree distribution does not follow a power-law,
and the network has a short effective diameter and low reciprocity. The power-law
assumption breaks down because there are many people that gather more followers
than a power-law tail would predict. These are celebrities or politicians who ac-
tively engage with their followers on the platform. However, other studies confirm
some similarities between the network srtuctures derived from Twitter data and
other human social networks. For example, mention networks have a small-world
property [67], follower networks are highly assortative [68], and scale-freeness and
small-worldness is present in the retweet network [69].
Another strong side of the Twitter data is its richness in geographic information
apart from the messages and the social network data. Before April 2015, the
smartphone application tagged messages with the exact GPS coordinates of the
users by default, these are the so-called geolocated tweets. Therefore, approximately
1% of all tweets sent had GPS coordinates attached to them. After April 2015,
users had to opt in to share their exact coordinates, and place-tagging by using real
place names was preferred by the platform. Since tweets about the Eiffel Tower
sent from New York might also be tagged as Paris, this tagging procedure is not a
reliable source for the origin of the tweet. Therefore, the change in the geolocation
sharing policies meant a significant decline in the number of geolocated tweets.
Despite the shrink in the geolocated data volume, Twitter remains a valuable source
for precisely geolocated content, but the quality and quantity of geolocated data
depends on the collection period.
The availability of exact geographical location combined with the network struc-
tures made it possible to test former social science theories with a big data ap-
proach. For example, a well-known result is that the capacity of the human brain
limits the number of close social relationships one can engage in. This capacity is
marked by the Dunbar number, that means that an average human is closely con-
nected to only 150 other humans. A 2011 study of Goncalves and colleagues find
that this limit is still there in the age of online social networks, where in theory, it
became much easier to maintain relationships regardless of physical distance and
time constraints. That geographical distance matters in the formation of mutual
12
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ties, and that the digital age did not bring the “death of distance” forward is further
confirmed by another article [70].
Geographical embeddedness makes it possible to repeat the famous Milgram exper-
iment, that claimed that there is on average six degrees of separation between any
two individuals, and that messages are able to find their way to the recipient along
social network hops. Researchers could test this theory by navigating through the
large-scale geographical social network of individuals on Twitter. It turned out that
the Twitter follower network is navigable between cities as messages find their way
in the follower network quickly through long distances. But this navigability breaks
down inside cities, where the dependence of the existence of social ties on distance
behaves differently [71]. Weighted ties between geographical regions can be used to
investigate regional clusters at the country scale [72] or at a lower pixel resolution
[73]. The communities found with different clustering techniques on these weighted
networks uncover meaningful economic, cultural and administrative relationships.
The same weighted regional network can be used to model the geographical diffu-
sion of new concepts or ideas, such as the viral video Gangnam style [74]. The viral
spreading process on the regional social network exhibits the same characteristics
as usual epidemic models using the effective distance concept of [75]. References
[71–65] are based on the same dataset as Chapters 3 and 4 of the present thesis.
Twitter has been made truly popular amongst researchers by making its data freely
accessible through the Application Program Interface (API). Free access is granted
to at most 1% of all sent messages at a given time, and continuous filtered streaming
of this 1% restricted to a topic or a geographical area is also available. If the
demanded data volume surpasses this 1%, Twitter starts to sample the results.
For Chapters 3, 4 and 5 of this thesis, I use the collected results of the Twitter
Streaming API filtered for geolocation information. Chapters 3 and 4 rely on a large
relational database containing the geolocated world stream from 2013 to 2015 [76],




2.1 Potential limitations and biases
While Twitter offers an unprecedented amount of freely available social media data,
the dataset also has its limitations and possible biases. First of all, the algorithm
with which Twitter provides the 1% sample through its Streaming API is not
publicly available. Therefore, the freely available tweets might not be uniformly
sampled from the Firehose stream that contains the full amount of tweets. Unfor-
tunately, the Firehose stream is expensive to obtain and the amount of downloaded
data is costly to assist with infrastructure.
To address this problem, Morstatter et al. designed comparisons between the free
sampling API and the full Firehose stream in two studies. In their earlier article
[77], the authors showed that the coverage of the Streaming API depends on the
overall volume of the tweets matching the filter conditions. It means that filtering
for certain keywords might cause a decrease in the coverage if the keywords get more
global attention, or if the total volume of tweets decreases causing the lowering of
the 1% threshold. However, if queries are specific enough, it is possible to obtain
sufficiently large coverages. For example, since geolocated tweets amount to only
a small fraction of the total tweet volume, filtering for them can yield coverages
up to 90%. Also, datasets obtained with the Streaming API are consistent in the
sense that the same queries give the same results if their scopes overlap in time,
even when submitted from different geographical locations, which is also confirmed
in [78]. The second article [79] addresses the difference in the sampled and the
full stream in top hashtags, topic distributions, network metrics, and geographical
distributions. They come to the conclusion that a random sample of the same size
as the sample from the Streaming API represents the full stream better in the topic
distribution, the top-n hashtags when n is small, and the network metrics, but the
results can be enhanced by aggregating several days’ worth of data.
An alarming issue is that the sampling algorithm of Twitter has not been released
publicly. Whenever the volume of the data stream surpasses the 1% threshold, the
API behaves like an unavoidable “black box”, of which researchers could not know
what biases it could introduce. A recent paper from Pfeffer et al. successfully
reverse engineered the sampling algorithm [80] and showed that the sampling is
based on a certain millisecond-level time-window. Tweets falling into this time
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window are going to be included in the sample stream. The decision is based on
the timestamp a tweet receives when arriving at Twitter’s servers. Thus, if the
time delay between the posting computer and Twitter’s servers can be estimated
reliably, it is possible to artificially enrich the supposedly random stream coming
from the API. The authors in [80] demonstrated their ability to tamper with the
sample, and proposed methods for identifying possible accounts that deliberately
distort the sample. The found accounts are mostly automated users, so-called bots.
The messages of these automated accounts are either filtered in our work, or we
use data from geographical regions where tweeting activity is high, and therefore,
the fraction of bot messages compared to the whole sample is negligible. Moreover,
less bots post messages with coordinates than without.
Aggregation and using only geotagged tweets ensures that the data used in the
present thesis contains most messages from the full stream. However, the fact re-
mains that Twitter users are not representative of the whole population. In the
United States, urban, young (aged 18 to 29) and African American users are over-
represented on the platform according to a Pew Research Survey [81]. This is in
line with another piece of research showing that volunteered geographic information
such as Twitter, Flickr or Foursquare (the latter two being other location-based so-
cial networking sites) is biased towards urban perspectives [82] in the US and that
Twitter is more likely to be adopted by African Americans among young users [83].
Automated methods also confirm some of these biases [46], namely that Twitter
users significantly overrepresent the densely populated regions of the US and are
predominantly male. However, this particular study argues that geographically,
Hispanic and African American people are underrepresented in counties that tra-
ditionally have higher percentages of these ethnicities (e.g. Southwest of the US
for Hispanic, and Midwest and South for African American users). Highly dispro-
portionate spatial distribution of geotagged messages in London can be attributed
to the abundance of tourists tweeting from the city center, which can be another
source of error in the sample [84]. In the UK, Twitter users also tend to be much
younger than the population in addition to certain occupations being overrepre-
sented on the platform [85].
The ability to broadcast information instantaneously to a large number of people
in a simple yet effective form contributes to a large number of automated ser-
15
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vices prevailing on Twitter. Robot tweeters announce weather broadcasts, post
job hiring messages or advertisements at regular intervals with a very high fre-
quency compared to that of an average user. These messages can distort samples
where researchers’ main aim would be to detect patterns of human interactions and
conversations in Twitter messages. Therefore, automated bot detection methods
are being developed to sufficiently filter bot content [86, 78]. Another topic that
has attracted much attention lately is that of fake news. Fake news can also be
disseminated automatically, that might influence the opinion formation processes
taking place on online social platforms. Combatting disinformation through the
understanding and effective filtering of bot content is crucial to maintaining the
fairness of media platforms during elections or referendums [88, 80].
Therefore, when designing studies and interpreting results, we have to be aware
of the sampling and demographic biases, as well as possible automated sources
distorting the sample. Geotagged tweets are recovered almost fully using only the
Streaming API, therefore, sampling biases do not play a large role in the datasets
of the thesis. Demographic biases may, on the other hand, affect the outcomes of
the models.
3 The theory of urban scaling
More than half of the world’s population now lives in urban areas. The fraction
and the total number of the urban population are both going to increase in the
next decades [90]. Therefore, an important aspect of the utilization of data with
geographical information is to understand how to create sustainable cities. This
includes the quantitative analysis and modeling of the population growth, resource
use, infrastructure volume, but also the economic outputs or other metrics that are
needed or generated by cities.
Cities are sometimes compared to biological organisms, where the transport and
infrastructure play the role of the circulatory or metabolic systems [91]. Scaling
in biological systems is a long-studied subject. For example, we know that the
metabolic rate of an animal depends only on the body mass with a power-law
relationship that holds over several orders of magnitude [92]. This relationship
16
CHAPTER 1
is called Kleiber’s law, and it states that if M is the body mass of an animal,
then the metabolic rate is proportional to M3/4. The relationship is remarkable
in its magnitude range of validity and its simplicity, as well as in the specific 3/4
exponent of the power-law. It can be shown that the exponent can be gained by
supposing principles of optimal energy use and optimal material transport in all
kinds of species. In this sense, the law is very general, since it assumes that a cat
is just the scaled-up version of a mouse, and an elephant is just a scaled-up version
of a cat in terms of energy consumption and general functioning. Similar scaling
laws can be established for the length of life or for the hearbeat rates of different
animals.
This idea of a generalized animal whose basic measurable quantities can be captured
through universal power-laws led to the idea of cities from the same city system or
country being a “scaled-up” version of each other [93, 85]. That is, between certain
total input or output quantity Y of a city, and its population size N , there is a
power-law relationship
Y (N) = Y0 ·Nβ, (1.1)
where Y0 is a constant, and the exponent β characterizes the growth of the quantity
Y with population size [93]. This equation is called an urban scaling law, and if
β = 1, it simplifies to a simple linear relationship. It turns out from measurements,
that for infrastructural measures β is smaller than 1, which is called a sublinear
scaling. It means that agglomerating populations into bigger and bigger cities
creates economies of scale, where agglomerating people into bigger settlements pays
off in having to build fewer roads, cables or gas stations per capita. This behavior
is similar to that of biological organisms, despite the exact value of the exponent β
being not 3/4 in the case of cities. For other quantities, though, such as the total
GDP of a city, the number of patents or crime, there is a β > 1 superlinear increase
with city size in the scaling law. The β > 1 superlinear behavior is remarkable
since it means an increase in per capita productivity and creativity, that has no
corresponding counterparts in biological systems. Therefore, it is important to
understand and model the phenomena that lead to this superlinear behavior.
One of the first modeling approaches was that of Arbesman, Kleinberg and Strogatz
[95]. The authors assume that output production stems from the interconnected
17
BACKGROUND
inhabitants of a city with outwards connections giving a negligible contribution and
that the social network is organized as a random network upon a hierarchical struc-
ture. The hierarchical structure is represented as a tree with at most b branches at
each level, that might – from the bottom to the top – correspond to people forming
households, households forming blocks etc. They define the distance d between two
people as the distance to their first common ancestor in the hierarchy. Then they
suppose that the probability that two people know each other decays exponen-
tially with d and that as d increases, the productivity being in interpersonal links
varies exponentially. That is, in most cases increases, but a decrease is also imag-
inable. Also, they assume that the maximum number of people possibly reachable
at distance d goes with bd. By summing up these assumptions for all levels of the
hierarchy for all people, productivity becomes a superlinear function, which can be
modeled for example by a power-law. The superlinearity of the productivity also
holds in case of looser assumptions for the decay of the friendship probability or
the increase in productivity with the distance.
A similar hierarchical infrastructural approach can be found in the work of Betten-
court [96]. Here, a set of different interaction types or social networks contribute to
a certain output measure Y in the city. At the same time, resources are consumed
through hierarchical infrastructural networks. By assuming that infrastructure
networks fill the whole area of the city, that they cover the minimum amounts
consumed, and that matching boundary conditions of the hierarchy (such as each
person at the lowest level needs a constant amount of energy, water etc.), it is pos-
sible to maximize the output via optimal social connections while taking energy
dissipation in the network hierarchy into account. The model predicts an exponent
of β = 7/6 for socio-economic outputs, and β = 5/6 for infrastructural measures.
This is in line with the observed superlinear and sublinear behavior of such metrics.
A quite different viewpoint is explained in [97]. Here, the superlinearity in the
exponents for socio-economic metrics is explained through the increasing economic
complexity [98] of city environments with size. This model not only accounts for
the superlinear scaling exponent, but gives a relationship between the constant
Y0 and β, and accounts for the behavior of the deviations around the scaling laws.
Because this model underlies the model for the scaling of metropolitan area election
results, I explain it in detail in Chapter 2.
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An important question in this topic is the exact definition of cities for the measure-
ments. Both the delineation and the level of aggregation can affect the measured
β values. To comply with the theoretical assumptions of homogeneous population
mixing and accessibility of the models, cities are defined as functional units, where
strongly interacting, co-located social networks exist [99]. It can be shown that
disaggregating a single unit into two smaller ones decreases the β exponents in
case of superlinear scaling, if the smaller units are very heterogeneous. For exam-
ple, if they represent a business and a residential part of a city, the inhomogeneity
decreases agglomeration effects. This is why it is important to include all parts
of a city into the delineation that play a role in either the social network or eco-
nomic production. If two disparate units are counted as one, it also decreases the
exponent towards linearity. In this case, the expected payoff from the agglomer-
ation does not take place, and as a consequence, the unit is going to fall “below”
the scaling law, and the slope of the fit is going to decrease [99]. In the case of
the United States, both the literature and this thesis use the Metropolitan and
Micropolitan Statistical Areas given by the US Census Bureau [100]. These areas
are functional units created considering commuter flows and economic dependence
as well as population densities, where metropolitan areas may comprise of several
cities.
In a broader perspective, urban scaling laws are just the expected values of Y given
the conditional probability distribution P (Y |N). Estimating P (Y |N) is a difficult
task, though, because of the often granular nature of the data for small Y and N
values. For example, the yearly number of homicides might be equal to 1, 2 or 3
for a small settlement. Therefore, by using Bayes theorem
P (Y |N) = P (N |Y )P (Y )
P (N)
, (1.2)




P (N |Y ), (1.3)
it is possible to circumvent this limitation. Thus, there will be enough number of
cities for small granular values of Y .
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By fitting lognormal distributions to P (N |Y ) for the number of homicides in three
Latin-American countries, and by making a power-law assumption based on the
data for P (Y ), the authors in [101] were able to establish a lognormal distribution
for P (Y |N), that is further validated in [102]. The mean value of this lognormal
distribution gives the power-law of the urban scaling. Moreover, by summing up
the terms in (1.3), it is possible to deduce that urban scaling leads to a Zipfian
distribution P (N) in the city sizes. The scaling exponents and Zipf exponents are
connected, and not just the often cited α = 2 is possible as the Zipf’s law for cities
(see the review of Gabaix [103]).
The exponents β and the constant Y0 may change slowly over time, though. There-
fore, scaling exponents can also be interpreted as marking different stages in the
lifecycle of technologies. According to [104], new, resource-intensive, innovative
technologies are the ones that are still at the first stage of the innovation lifecycle,
and that are most likely to appear in bigger cities. Therefore, these technologies
are characterized by a superlinear β > 1 exponent. As technologies mature and
become more widespread, the exponent gradually decreases through a linear stage,
where β = 1, to the sublinear β < 1 regime. This evolution is observable in
the time series of the exponent of the textile industry or rubber manufacturing,
that already had time to reach the sublinear state, despite having initially been
superlinear processes.
Urban scaling has another effect on the mechanism of innovation cycles [93]. If
we assume that urban growth is scaling-driven, that is, if resources Y are used for
maintaining (with a rate R) and adding new individuals (with a rate E), than the
we get that













The solution for the latter equation has different behavior for the superlinear,
linear and sublinear cases. While the sublinear solution leads to saturation, and
the linear to exponential growth, superlinear β > 1 means that cities grow faster
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than exponential. This would lead to an infinite population in a finite amount of
time. Thus, the creation of innovation would anticipate the collapse of cities, had
it not been for resetting the initial parameters of the equation. The solution is
provided by successive cycles of innovation that reset this singularity, and enable
cycles of population growth spurts, which is also observable in empirical datasets.
Because the urban scaling relationships are only the expected values of the P (N |Y )
statistics, it is necessary to treat the deviations of the data from the scaling curves
consistently. According to Alves et al. [105], the logarithmic residuals ξ have a
normal distribution (µ = 0, σ = 1) for all of the investigated urban indicators,
where the residual ξi for one city having a population Ni with an urban indicator
value Yi is
ξi =
log Yi− < log Yi >w
σw
. (1.6)
Here, <>w denotes a window-wise average for a certain small range of N , and
σw is the standard deviation of the Yi-values within the same N -window. The σw
values are independent of the population size N since they are almost constant
over the whole population range for numerous different urban indicators. The
deviations ξi from the power-law can form the basis of more reliable indicators
than traditional per-capita ones. Per capita indicators introduce a bias towards
smaller or bigger cities depending on whether there are sublinear or superlinear
scaling laws [106]. This is why the authors of [106] call this measure so-called
Scale-Adjusted Metropolitan Indicator (SAMI). The distribution of SAMI values
can also be indicative of the validity of scaling laws. For example, metrics that
have a skewed lognormal distribution are most likely the result of the addition of
two or more power-laws [99].
These deviations ξi from the scaling laws tend to be persistent over time [107].
Because of the relatively long characteristic timescales, policies focusing on simple
population growth might not stop undesirable persistent deviation patterns as long
as there is no fundamental change in local urban dynamics. Though they would
place the city into a different position along the scaling law, the under- or over-
achievements would still resemble the earlier ones. On the positive side, investing
in fundamental changes seems to have a long-term effect. Therefore, if successful,
they could be very desirable by policy-makers. As opposed to temporal correla-
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tions, spatial ones in ξi values last no longer than approximately 200 km. Instead
of spatial proximity, cities can find their “kindred cities” by creating hierarchical
clusters based on the SAMI values ξi. These cities may be far from each other in
space, but they possess similar scale-independent characteristics. The Metropoli-
tan and Micropolitan areas of the United States, for example, fall into a small
number of categories according to this clustering as in Figure 4A-B of [107]. The
concept of kindred cities also gives useful insight into the emerging urban patterns
in India [108].
The theory of urban scaling has received criticism for arbitrarily choosing the
power-law functional form and for the lacking statistical evidence of the lognor-
mal residual distributions [109]. However, the proposed logarithmic relationship in
[109] approaches singularity as city size decreases, and as such, it cannot account
for the smaller cities in the data in many cases [99]. Also, the theoretical models
proposed in [95, 97] and [96] account for the power-law scaling form. The potential
bias in the OLS fits and the statistical testing of the validity of the exponents is as-
sessed in [110] by using MLE estimators that comply with the expectations of [111–
104] for power-law and power-law distribution fits. The article [102] addresses the
issue of the residual distributions and the power-law distribution of P (Y ) used in
[101] for Brazilian datasets, and finds that for most metrics, neither log-normality
in the residuals, nor power-laws for the metrics distribution can be rejected, with
the only exception being that of the number of homicides. Log-normality testing
for the distribution of the residuals can, therefore, be used for testing whether a
certain measure exhibits urban scaling [99].
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Universal Scaling Laws in Metro
Area Election Results
In this chapter I explain the anomaly of election results between large
cities and rural areas in terms of urban scaling in the 1948-2016 US elec-
tions and in the 2016 EU referendum of the UK. The urban scaling curves
are universal and depend on one single parameter only, which is the scal-
ing exponent of the party that shows superlinear scaling and drives the
process. The sublinear exponent of the other party is merely the conse-
quence of probability conservation. Based on a recently developed model
of urban scaling, I give a microscopic model of voter behavior. In this
model, diversity characterizing humans in creative aspects is replaced by
social diversity and tolerance. The model can also predict new political
developments such as the fragmentation of the left and “the immigration
paradox”.
The material presented in this chapter appeared in [1].
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1 Introduction
Based on notions from economic complexity and cultural evolution, Gomez-Lievano,
Patterson-Lomba, and Hausmann recently proposed a new model (GLPLH model)
of superlinear urban scaling [97]. They demonstrated the validity of the model
on 43 urban phenomena related to employment, innovation, crime, education, and
diseases. The model accounts for the difference in scaling exponents and average
prevalence across phenomena as well as for the difference in the variance within
phenomena across cities of similar size.
The central idea is that an urban phenomenon needs M number of complementary
factors that must simultaneously be available for an individual to participate in
an urban phenomenon. These factors might be provided by the city itself, or
the individuals themselves might possess them. For example, to get a patent, at
least the following six factors should be present from either of the two sources:
have a technological problem, have a solution, present the idea clearly, apply for
a patent, include subsequent corrections from examiners, and satisfy all the legal
requirements.
There are a certain number of factors that an individual possesses by default. The
probability that an individual lacks some factors that the city has to provide is
chosen from the binomial distribution with probability q ∈ (0, 1) and the number
of factors M . This probability q quantifies the complexity of the phenomenon,
because the greater q is, the more factors an individual requires from the city. The
fraction of factors that a city provides for an individual is r ∈ (0, 1). It represents a
measure of urban diversity and tends to accumulate logarithmically r = a+b·logN
with the population size. Here, a and b have been found to be constant across a wide
range of urban phenomena. The logarithmic accumulation of diversity is a strong
assumption, but multiple anthropological studies showed that the accumulation of
the diversity of skills, behaviors, beliefs or even vocabulary follows this relationship,
see the references of [97]. Alternatively, the fraction of factors not present in a city




Given a city with m factors present, the probability that an individual requires
any number of the m factors that the city has, but none of the M − m factors
that the city does not have is P = (1 − q)M−m ≈ eq(M−m) for q  1. This is
exactly the probability that all factors are there for a phenomenon and the indi-
vidual participates in the urban process. The average number of occurrence of the
phenomena is then Y = N〈P 〉N , yielding Y ≈ NeqM(1−r(N)) = NeqMb logN0/N where
〈e−qm〉N ≈ e−Mr(N) and averaging goes for cities of population N . Introducing the







where N is now the part of population conceivably susceptible to the given urban
phenomena. The equation (2.1) now has the usual form of urban scaling, using N0
transformed with the power 1− β instead of Y0 as the constant multiplier.
Scaling laws and universality have been observed in various aspects of the political
process and elections [114–111]. They can be even used to detect election anomalies
[121]. In the last decade, complex systems-based approaches using social contagion
theory have been developed [122–119] for understanding scaling in election data. In
this chapter, I concentrate on the phenomenological aspects of the observed scaling
only and don’t study the detailed mechanism behind the social contagion process.
In the 2016 presidential elections of the United States, it has been noticed that
votes for Democrats were disproportionally high in large cities [129]. In the United
Kingdom, major cities followed a similar pattern, when they mostly voted to remain
in the European Union. This phenomenon can be understood in the context of
social contagion, where larger cities are shown to facilitate opinion spreading due to
network effect [128]. However, the exact statistical properties of the dependence of
the votes on city size can be better explained through scaling laws. Here I show that
election data in the US and the referendum votes in the UK show strong evidence
of urban scaling. Moreover, in the US, the scaling curves follow a hidden rule, a
single parameter family of scaling curves, for both parties and for all the elections
in the investigated period of almost 70 years. Using the concept that tolerance and
diversity are strongly coupled in cities [130], I develop a microscopic model of voter
behavior which produces the macroscopic level urban scaling, explains the observed
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single parameter scaling, and describes the distribution of deviations from the
macroscopic curve. The new model can even explain unexpected voter behaviors
like “the immigration paradox” in Britain. The paradox was that communities that
had the fewest recent immigrants from the EU were the most likely in wanting to
leave the EU [131].
2 Materials and methods
2.1 Data sources
First, I analyze data for the votes cast for the two main political parties in ur-
ban areas in all post-World War II US presidential elections [132] and in the UK
EU referendum [133]. I downloaded county-level historical US presidential election
datasets from [132], and then I calculated the total number of votes for the Demo-
cratic and Republican Party and the turnouts for all Metropolitan and Micropolitan
Statistical Areas [134] by matching MSA’s to the county level data [135].
As for the UK, I downloaded electorate-level number of votes for Remain and Leave
from the EU referendum result dataset [133]. I filtered the UK electorates based
on whether they have a city in their core [136], because the resolution of the data
available about the referendum was not enough to consider using cities as units.
2.2 Data fit
For each year y in the US dataset, and also for the EU referendum data, I assume
that the expected value of the number of voters for a party or an opinion (D,
Democrat or R, Republican etc.) scales with the size of a city in the following way:








Taking the logarithm of both sides, a line is fitted using an Ordinary Least Squares
(OLS) fit on the (log Y, logN) pairs for each election for both parties or opinions
(I leave the year and party notations for simplicity reasons):
log(Y (N)) = log(Y0) + β · log(N),
where the β denotes the slope, log Y0 the the intercept of the fitted line, thus β is
the exponent of the party in year y.
3 Results and discussion














Figure 2.1. Urban scaling in the 2016 US presidential elections. Doubly logarithmic
plot of votes cast for Republicans (red) and Democrats (blue) as the function of the voter turnout
for the 912 largest Metropolitan and Micropolitan Statistical Areas of the US in 2016. Best OLS
fit line slopes β and regression coefficients R2 are in the insets.
Figure 2.1 shows votes for the political options as a function of voter turnout
for the 912 largest Metropolitan and Micropolitan Statistical Areas representing
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about 82% of the total voter population for the 2016 presidential election in the
US. Figure 2.2 shows the votes as a function of voter turnout for the Remain and
Leave opinions in the 2016 EU referendum for the urban electoral districts of the
UK. The votes for Democrats and “Remain in the EU” scale superlinearly with
exponents βD ≈ 1.14 and βrem ≈ 1.09, while votes for Republicans and “Leave the
EU” follow sublinear scaling with βR ≈ 0.92 and βlea ≈ 0.91. While the elections















Figure 2.2. Urban scaling in the 2016 UK EU referendum. Doubly logarithmic plot of
votes cast for Leave (red) and Remain (blue) as the function of the voter turnout for the the EU
referendum in the UK. Best OLS fit line slopes β and regression coefficients R2 are in the insets.
To exclude the effect of a possible scaling of the turnout with population sizes, I
fitted the equation
Y (y)(N) = Y
(y)
0 ·NβT ,
where this time Y denotes the turnout of the election in year y, and N denotes

















Figure 2.3. Scaling of turnout with city population in the 2016 US presidential election.
The historical exponent values are plotted in Figure 2.4.
Figure 2.5 shows the historical record of scaling exponents of the Democrats βD
and of the Republicans βR for the 18 presidential elections in the period 1948-
2016. The exponent of the Democrats has an increasing, while the exponent of the
Republicans a decreasing historical trend. The Democrat and Republican curves
roughly mirror each other in the whole period. The relation of the two exponents
becomes apparent when the Republican exponent is plotted as a function of the
Democrat exponent in Figure 2.7.
For each election and for each party I can determine the scaling exponent β and
the constant Y0 independently from the fits. Figure 2.6 shows log Y0 as a function
of β, that indicates a very strong (R2 = 0.96) linear relationship between the two
parameters
log Y0 = −αβ + δ, (2.2)
for both parties and for all elections, with α = 12.111 and δ = 11.396. This linear
relationship means that the parameters are not independent from each other, there-
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Figure 2.4. Historical scaling exponents of turnout fits in US presidential elections.
fore, given β, it is possible to determine log Y0. Thus, the number of parameters
for each year’s fits, which were the following four: βD, βR, log Y D0 and log Y R0 are
reduced to two: βD and βR, from which the other two can be determined.
The above relationship (2.2) can be derived from simple analytical assumptions as
well. If the intercept log(Y0) is a function of β that changes slowly with β, and
knowing that β is always close to 1, it is possible to linearly approximate log Y0
around 1:
log(Y0(β)) ≈ log(Y0(1))︸ ︷︷ ︸
δ−α





+ · · · = −α · β + δ
In the case of β = 1, it has to be true, that
Y0(1) = e
δ−α = 〈p〉 = p0,
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Figure 2.5. Scaling exponents for the Republicans (red) and Democrats (blue) with error bars
for the 18 presidential elections of the US from 1948 to 2016.
the city-averaged voter fractions, since β = 1 would mean that every city votes as
if all voters were dispersed homogeneously:
YD(N) = p0N.
Further implications can be calculated, if I let α = logN∗, then p0 can also be
expressed with N∗, p0 = eδ/eα = eδ/N∗.
log(Y0(β)) = − logN∗ · β + log(p0) + logN∗
By substituting it into the original scaling relation:
log Y (N) = log(p0N
∗)− β · logN∗ + β · logN
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log(Y₀)=-12.111·β+11.396, R²=0.96














Figure 2.6. Interrelation of the exponents of urban scaling in US elections. Urban
scaling exponents of Republicans as a function of the Democrats for 18 US presidential elections
from 1948 to 2016 (dots) and the theoretical curve (red line) derived from probability conservation
(2.5).
thus,











This implies that all fitted lines have to go through the (N∗, p0N∗) point, because
at N = N∗, Y equals to p0N∗ regardless of the value of β. Also note, that N∗
is universal for both parties and for all elections. Thus, the scaling relations only
have one parameter, the scaling exponent β. In the US historical elections, the
numerical factor eδ−α is equal to 1/2 within numerical error and the parameter
N∗ ≈ 182, 000 is the average turnout of a US city of total population 429, 000 in
2016. This is about the size of Fort Wayne IN, the 125th Metropolitan Statistical
Area of the US.
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Therefore, the form of the scaling relation is independent of the party and election:













where N is the voter turnout in a city, β is the exponent of the party and logN∗ =
α.
The remarkable property of this scaling relation is that in average, at turnout
N = N∗, the parties share the votes equally (YD = YR = N∗/2) independent of
their exponents βD and βR or of the year of the election and unaffected by historic
changes in population. For cities above turnout N∗, the party with higher β gets
the majority of votes, while below this turnout the party with smaller β succeeds
in average. While in 2016 already 125 metropolitan areas surpassed the population
corresponding to this critical turnout, only 45 did so in 1948.
The observed linear relationship (2.2) and the single parameter form (2.3) of the
scaling curve is predicted by the GLPLH model. Therefore, it is reasonable to
assume that it can be adapted to the election process. Formally, I recover my scaling
curve (2.3) from this theory by identifying the susceptible population with half of
the voter turnout N/2 and by setting N0 = N∗/2. There are two discrepancies
between my scaling curve (2.3) and that of the GLPLH model. The GLPLH
model is applicable for superlinear β > 1 (Mq > 0) values only, while in case of
elections both superlinear and sublinear exponents arise, and the numerical value
of N0 ≈ 1.8 · 105 is nine orders of magnitude smaller for elections than for metrics
covered in [97].
The main difference of elections from other urban phenomena is that the scaling
curves influence each other via the competition for votes. This competition is
expressed mathematically by the probability conservation
YD/N + YR/N = 1 (2.4)
for the sum of the fraction of votes the parties get. Let us observe this relationship
more closely!
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In a given year, it holds for every city i that the number of Democrat and Repub-











Assuming scaling from (2.3), the expected values of the Democrat and Republican





























































Because the exponents βD and βR are close to 1, the left hand side can be approx-
imated to the second order












+ · · ·+












+ · · · = 2
Let us average the equation over all cities in a year:
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In the first order, βR − 1 = −(βD − 1). Because the term (βR − 1)2 is small, I only
use its first order approximation, thus:




















































This means that βR can be approximated from βD, which again decreases the num-
ber of parameters needed to describe a year’s election scaling relationships down to
one: βD determines βR, and from these two, the intercepts can be calculated using
(2.2).











Equation (2.5) also guarantees that one of the exponents will be superlinear while
the other sublinear. The numerical subsitution for the historical βD values is shown
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as a red dashed line in Figure 2.7. Since the scaling exponent of one of the parties
can be determined from the other, one single parameter, the scaling exponent
of one of the parties, fully determines the urban scaling curves for both parties.
Accordingly, only one of the scaling exponents needs a detailed explanation. A
model derived for the results of one of the parties will determine the results of the
other party via probability conservation. The strategy of one of the parties will
result in a superlinear exponent, which can be explained by an adaptation of the
GLPLH model, while the result of the party with the sublinear exponent is just
a consequence of the other party’s strategy and the probability conservation law.
The explanation of a strategy that results in a superlinear scaling follows later.











Figure 2.7. Interrelation of the parameters of urban scaling in US elections. Intercepts
of the scaling relations log Y0 as a function of the scaling exponent β for Republicans (red)
and Democrats (blue) for presidential elections in the period 1948-2016. Fitted line (2.2) with
parameters and regression coefficient in the inset.
Next, I analyze the results in the period 2000-2016, where the Democratic party
has a pronounced superlinear scaling, and the Republican party a sublinear scaling.
I show that the statistical distribution of the results for Democrats is in accordance
with the GLPLH model, while the distribution of the votes for Republicans deviates
from it and is merely the consequence of probability conservation. I note here, that
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while my fits show a superlinear scaling for the Republican party before 1960, the
R2-values of these fits are not as reliable as that of the more recent ones, and
therefore, I will continue my analysis of superlinear processes and of the model
only for the aforementioned years.
A Scale-Adjusted Metropolitan Indicator [101, 105–98, 137] (SAMI) is the loga-
rithmic deviation of the value Yi from the average scaling curve for a city with
population Ni
ξi = log Yi − log Y0 − β logNi. (2.6)
The articles [101, 105] predict that SAMIs for a given city size range are normally
distributed if the investigated measure obeys the urban scaling laws. In Figure 2.9
I show the distribution of these population window-wise standardized SAMIs for
both parties. Normality checks for these distributions were conducted. Based
on Table 2.1, standardized SAMIs for Democratic party follow standard Gaussian
distribution as confirmed by a Kolmogorov–Smirnov test in agreement with the
SAMI literature. However, the same standardization procedure results in a skewed
distribution for the Republicans, for whom the distribution is not normal and the
GLPLH model doesn’t apply. This also confirms that two parties don’t have an







Table 2.1. p-values for the Kolmogorov-Smirnov test on the distribution of the
rescaled SAMIs. pDem shows the p-values for the different election years for the Democrat
rescaled SAMI distributions, while pRep shows the same for the Republicans.
The GLPLH model states that the SAMI variance can be expressed with the former
complexity parameter q and the number of complementary factors M as σ2SAMI =
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q2Mb(logN0 − 〈logN〉), where 〈logN〉 is the mean of the logarithm of city sizes.
It can also be expressed with the scaling exponent
σ2SAMI = q(β − 1)(logN0 − 〈logN〉). (2.7)
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Figure 2.8. Fluctuations around the average scaling curve. City sizes are binned into 20
windows of uniform sizes on logarithmic scale. In the inset, standard deviation of SAMIs (2.6)
for all metropolitan areas in my study as a function β − 1. Best fit line parameters are in the
inset.
Using the inset of Figure 2.8, the general validity of this formula can be checked
for both parties and for all elections in the 1948-2016 period. For the variance
averaged over all metropolitan areas, though the data is noisy, it is not possible
to reject the notion of proportionality with β − 1. This is also indicating that
the complexity parameter q is approximately constant over several elections. From
the fitted line and from the numerical value 〈logN〉 = 10.55 for the 2016 election,
q ≈ 0.28. Then, in the 2000-2016 period for the superlinearly scaling results of
the Democrats, a more detailed calculation is made for ten windows of city sizes.
In the main figure of Figure 2.8, the curves of σ2SAMI/(β − 1) in these windows
collapse onto the same curve for different elections. For low city sizes, the linear
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relationship expected after the data collapse does not fit well, as shown by the inset
of Figure 2.8 or even better, Figure 2.10. For greater city sizes, where statistical
errors are lower, the collapse confirms that the complexity parameter q is constant.
This implies that the change of the scaling exponent βD for the Democrats in this
period comes solely from the change of the number of complementary factors M .
Figure 2.9. Standardized deviation of SAMIs for the last five US presidential elec-
tions. Lower panel: Scatter plot for the Democrat (left) and Republican (right) standardized
deviations (horizontal axis) and logarithmic city size (vertical axis). Upper panel: Distribution
of the standardized deviations. For the Democrats (left) it is a standard normal distribution
(solid line). For Republicans (right) it is a skewed distribution deviating from the standard nor-
mal distribution (solid line). I used the Kolmogorov-Smirnov test to check the normality of the
distributions at a significance level of 5%.
But what are the necessary complementary factors in the context of elections, that
must simultaneously be present in order to vote for Democrats in the 1988-2016
period? These factors can be best understood in the terms of issue voting, where
voters choose a candidate or an opinion by comparing their own viewpoints in
different political issues to that of the voted one [138–131].
Because the complexity parameter q is approximately constant, the 4-6 times
growth of βD−1 in the investigated period means that the number of issues M got
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Figure 2.10. Transformed variance as a function of the exponent.
multiplicated about 4-6 times. The concrete value ofM cannot be determined from
the data, only the product bM that changed from about 0.09 to 0.52 with b being
constant. If one could find these factors, then Republicans (or the Leave campaign)
could be characterized as comprising of those voters, who don’t accept at least one
of those M issues that are necessary for a voter voting for the superlinearly scaling
opinion or party.
Here, given the agenda of Democrats, the complementary factors might be “liberal
values” in general, and the Democrat voter typically accepts all of these M values
or issues simultaneously. Such values include tolerance and acceptance towards
various social groups ranging from women and blacks at the beginning and middle
of the 20th century to LGBT communities, immigrants, refugees and various other
social minorities recently. If a voter is not able to accept at least one of these
values or groups, then he or she will probably not vote for the Democrats. That
explains why groups of the Republican and the Leave voters look so heterogeneous:
they consist of groups that oppose at least one of these liberal values, and that are
otherwise not held together by a common political agenda. This also explains the
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recent steady increase of the Democrat exponent: as more and more M values are
introduced, it increases the exponent, making bigger cities having disproportionally
more Democrats than smaller ones. This result is in line with the findings of [128],
who explain the same phenomenon via the increasing impact of social contagion in
the more populated areas of the United States.
In this context, I can identify q as a probability that a voter – left on its own
devices – rejects one of the M liberal values, and r(N) is the probability that
a city of size N makes a voter tolerant towards those values. Social diversity
grows with the city size and voters in cities can face an increasing number of
social issues and can develop tolerance towards them. This is in accordance with
“the immigration paradox” phenomenon in Great Britain, where voters living near
immigrants develop a tolerance towards them, while those who do not are more
likely to reject them [131]. Therefore, just like other types of diversities in cities,
tolerance grows like r(N) ∼ logN/N0, but the number of maximal social diversity
is reached at N0 ≈ 4 · 105, which is smaller than the diversity N∗ ≈ 1.8 · 1014
observed for the more general type of diversity characterizing humans in creative
aspects. Finally, there is one more consequence of this model: as the number of
liberal values M seems to grow continuously, the potential voters who don’t accept
one of them also increases, and becomes detrimental for electoral success. This
leads to the fragmentation of the political left, since a larger number of smaller
parties accepting only a subset of the M values, or even "single-issue" parties can
minimize the number of estranged voters and maximize the aggregated votes of all
these parties.
4 Conclusion
In this chapter, I applied urban scaling theory to the number of votes cast in the
Metropolitan and Micropolitan Statistical Areas in the 1948-2016 presidential elec-
tions of the US and the votes cast in the urban areas of the 2016 EU referendum
in the UK. I found that out of the two voting options (Democrat/Republican, Re-
main/Leave), one always follows a superlinear, while the other a sublinear scaling.
Using the historical dataset, I showed that instead of four parameters (two for
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both scaling fits), the single exponent of the superlinearly scaling party is enough
to characterize all processes across the elections and the parties. I derived the
other exponent from the superlinear exponent by using the conservation of voting
probabilities, and showed that it determines imposes sublinearity on the other ex-
ponent. I then analyzed the fluctuations around the scaling curve distributions and
found that the distribution corresponding to the superlinear exponent is lognormal.
I concluded that the two parties play different roles in urban scaling. The party
with superlinear exponent drives the process, while the scaling of the party with the
sublinear exponent is merely the result of probability conservation. In the context
of elections I identified the elements of the GLPLH model and showed that social
tolerance and diversity replace creative diversity in this context. I pointed to new
political consequences of the model. I believe that the model and the calculations
could further be extended to metropolitan areas in other countries or to electoral
systems with multiple choices.
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Scaling in words on Twitter
Scaling properties of language are a useful tool for understanding genera-
tive processes in texts. In this chapter scaling relations in citywise Twitter
corpora coming from the Metropolitan and Micropolitan Statstical Areas
of the United States are investigated. A slightly superlinear urban scaling
with the city population can be observed for the total volume of the tweets
and words created in a city. Then I find that a certain core vocabulary
follows the scaling relationship of that of the bulk text, but most words are
sensitive to city size, exhibiting a super- or a sublinear urban scaling. In
both regimes, the meaning of the most superlinearly or most sublinearly
scaling words is representative of their exponent. In this chapter, it is also
shown that the parameters for Zipf’s law and Heaps law differ on Twitter
from that of other texts, and that the exponent of Zipf’s law changes with
city size.
The material presented in this chapter can be found in [2].
SCALING IN WORDS ON TWITTER
1 Introduction
The recent increase in digitally available language corpora made it possible to
extend the traditional linguistic tools to a vast amount of often user-generated
texts. Understanding how these corpora differ from traditional texts is crucial in
developing computational methods for web search, information retrieval or machine
translation [141]. The amount of these texts enables the analysis of language on a
previously unprecedented scale [142–135], including the dynamics, geography and
time scale of language change [145, 137], social media cursing habits [147–140] or
dialectal variations [150].
Various studies have analyzed spatial variation in the text of OSN messages and
its applicability to several different questions, including user localization based on
the content of their posts [14, 151], empirical analysis of the geographic diffusion of
novel words, phrases, trends and topics of interest [152, 144], or measuring public
mood [154].
While many of the above cited studies exploit the fact that language use or social
media activity varies in space, it is hard to capture the impact of the geographic
environment on the used words or concepts. There is a growing literature on how
the sheer size of a settlement influences the number of patents, GDP or the total
road length driven by universal laws [93]. These observations led to the estab-
lishment of the theory of urban scaling [96, 88, 99, 101, 106, 98, 155–148], where
scaling laws with city size have been observed in various measures such as eco-
nomic productivity [137], human interactions [158], urban economic diversification
[159], election data [160], building heights [161], crime concentration [162, 154] or
touristic attractiveness [164].
In this chapter, the aim is to capture the effect of city size on language use via
individual urban scaling laws of words. By examining the so-called scaling expo-
nents, it is possible to connect geographical size effects to systematic variations in
word use frequencies. It can be shown that the sensitivity of words to population
size is also reflected in their meaning. I also investigate how social media language
and city size affects the parameters of Zipf’s law [165], and how the exponent of
Zipf’s law is different from that of the literature value [165, 157]. It is also shown
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that the number of new words needed in longer texts, the Heaps law [142] exhibits
a power-law form on Twitter, indicating a decelerating growth of distinct tokens
with city size.
2 Methods
2.1 Twitter and census data
The data used in the present chapter was obtained from the freely available 1%
sample of Twitter via the streaming API that is described in Chapter 1. Here,
456 millions of the geolocated tweets are analyzed, that have been collected be-
tween February 2012 and August 2014 from the area of the United States. A
geographically indexed database is constructed of these tweets, permitting the ef-
ficient analysis of regional features [76]. Using the Hierarchical Triangular Mesh
scheme for practical geographic indexing, a US county is assigned to each tweet
[167, 159]. County borders are obtained from the GAdm database [169]. Counties
are then aggregated into Metropolitan and Micropolitan Areas using the county to
metro area crosswalk file from [135]. Population data for the MSA areas is obtained
from [170].
There are many ways a user can post on Twitter. Because a large amount of
the posts come from third-party apps such as Foursquare, the messages are filtered
according to their URL field. Only those messages are left that have either no source
URL, or their URL after the ’https://’ prefix matches one of the following SQL
patterns: ’twit%’, ’tl.gd%’ or ’path.com%’. These are most likely text messages
intended for the original use of Twitter, and where automated texts such as the
phrase ’I’m at’ or ’check-in’ on Foursquare are left out.
For the tokenization of the Twitter messages, the toolkit published on https://
github.com/eltevo/twtoolkit is used. Words that are less than three characters
long, contain numbers or have the same consecutive character more than twice
are left out. Hashtags, characters with high unicode values, usernames and web
addresses [76] are also filtered.
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2.2 Urban scaling
Here I investigate urban scaling relations between urban area populations and
various measures of Twitter activity and the language on Twitter. As a reminder,
here is the relationship from Chapter 2:
Y (N) = Y0 ·Nβ. (3.1)
When fitting scaling relations on aggregate metrics or on the number of times a
certain word appears in a metropolitan area, it is always assumed that the total
number of tweets, or the total number of a certain word Ytot must be conserved in
the law. That means that there is only one parameter in our fit, the value of β,
while the multiplication factor Y0 determined by β and Ytot as follows:
K∑
i=1
Y0 ·Nβi = Ytot,
where the index i denotes different cities, the total number of cities is K, and Ni
is the population of the city with index i.
For the statistical analysis, the ’Person Model’ of Leitao et al. [110] is used, where
this conservation is ensured by the normalization factor, and where the assumption
is that out of the total number of Ytot units of output that exists in the whole urban
system, the probability p(j) for one person j to obtain one unit of output depends









j , if there are
altogether M people in all of the cities. Formally, this model corresponds to a
scaling relationship from (3.1), where Y0 = Ytot/Z(β). But it can also be interpreted
as urban scaling being the consequence of the scaling of word choice probabilities
for a single person, which has a power-law exponent of β − 1.
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To assess the validity of the scaling fits for the words, one can confirm nonlinear
scaling, if the difference between the likelihoods of a model with a βW (the scaling
exponent of the total number of words) and β given by the fit is big enough.
It means that the difference between the Bayesian Information Criterion (BIC)
values of the two models ∆BIC = BICβ=1 − BICβ 6=1 is sufficiently large [110]:
∆BIC > 6. Otherwise, if ∆BIC < 0, the linear model fits the scaling better, and
between the two values, the fit is inconclusive.
2.3 Zipf’s law
Here, the following form for Zipf’s law is used that is proposed in [171], and that
fits the probability distribution p(f) of the word frequencies f apart from the very
rare words:
p(f) = C · f−α, if f > fmin,
where C is a constant, and α is the exponent of the power-law distribution.
The probability distribution of the frequencies is fit by using the powerlaw package
of Python [172], that uses a Maximum Likelihood method based on the results of
[112, 104, 173]. fmin is the frequency for which the power-law fit is the most
probable with respect to the Kolmogorov-Smirnov distance [172].
A perhaps more common form of the law connects the rank of a word and its
frequency:
f(r) = C · r−γ.
The first form is useful, because the fitting method of [172] can only reliably tell the
exponent for the tail of a distribution. In the rank-frequency case, the interesting
part of the fit would be at the first few ranks, while the most common words are
in the tail of the p(f) distribution.
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This enables us to compare our result to several others in the literature.
3 Results and discussion
3.1 Scaling of aggregate metrics
First, I checked how some aggregate metrics: the total number of users, the total
number of individual words and the total number of tweets change with city size.
Figures 3.1, 3.2 and 3.3 show the scaling relationship data on a log-log scale, and
the result of the fitted model. In all cases, ∆BIC was greater than 6, which
confirmed nonlinear scaling. The the total count of tweets and words both have a
slightly superlinear exponents around 1.02. The deviation from the linear exponent
may seem small, but in reality it means that for a tenfold increase in city size,
the abundance of the quantity Y measured increases by 5%, which is already a
significant change. The number of users scales sublinearly (β = 0.95 ± 0.01) with
the city population, though.
It has been shown in [158] that total communication activity in human interaction
networks grows superlinearly with city size. This is in line with the findings that
the total number of tweets and the total word count scales superlinearly. However,
the exponents are not as big as that of the number of calls or call volumes in
the previously mentioned article (β ∈ [1.08, 1.14]), which suggests that scaling
exponents obtained from a mobile communication network cannot automatically
be translated to a social network such as Twitter.
3.2 Individual scaling of words
For the 11732 words that had at least 10000 occurrences in the dataset, scaling
relationships were fitted using the Person Model. The distribution of the fitted
exponents is visible in Figure 3.5. There is a most probable exponent of approxi-
mately 1.02, which corresponds roughly to the scaling exponent of the overall word
count. This is the exponent which is used as an alternative model for deciding non-
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Figure 3.1. Scaling of the number of distinct users who sent a geolocated message
with city population. Each point represents an MSA, the fitted line is the best MLE fit for
the Person Model of [110].
linearity, because a word that has a scaling law with the same exponent as the total
number of words has the same relative frequency in all urban areas. The linear and
inconclusive cases calculated from ∆BIC values are located around this maximum,
as shown in different colors in Figure 3.5. In this figure, linearly and nonlinearly
classified fits might appear in the same exponent bin, because of the similarity in
the fitted exponents, but a difference in the goodness of fit. Words with a smaller
exponent, that are "sublinear" do not follow the text growth, thus, their relative
frequency decreases as city size increases. Words with a greater exponent, that
are "superlinear" will relatively be more prevalent in texts in bigger cities. There
are slightly more words that scale sublinearly (5271, 57% of the nonlinear words)
than superlinearly (4011, 43% of the nonlinear words). Three example fits from
the three scaling regimes are shown in Figure 3.4.
Words falling into the "linear" scaling category were sorted according to their
BIC values showing the goodness of fit for the fixed β model. The first 50 words
in Table 3.1 according to this ranking are some of the most common words of the
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Figure 3.2. Scaling of the total number of words with city population. Each point
represents an MSA, the fitted line is the best MLE fit for the Person Model of [110].
Figure 3.3. Scaling of the total number of geolocated messages with city population.
Each point represents an MSA, the fitted line is the best MLE fit for the Person Model of [110].
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(a) Sublinear scaling (b) Linear scaling (c) Superlinear scaling
Figure 3.4. Three scaling relationships from the sublinear (a), linear (b), and superlinear (c)
scaling regimes with the MLE fits explained in the Methods section.
Figure 3.5. Distribution of word exponents. Statistically significant deviations from the
scaling of the total number of words are marked by color codes. The peak around 1.02 marks
words that have an exponent around the exponent of the total number of words. The majority of
words follow a superlinear or a sublinear scaling law. Note, that there can be multiple categories
in one bin according to the ∆BIC of fits.
English language, apart from some swearwords and abbreviations (e.g. lol) that are
typical for Twitter language [60]. These are the words that are most homogeneously
present in the text of all urban areas.
From the first 5000 words according to word rank by occurrence, the most sub-
linearly and superlinearly scaling words can be seen in Table 3.2. Their exponent
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the you and that for this just lol like with have but get not your
was all love what are when out know good now got can about one time
day how they too shit want back need why she people right some see
going today fuck will really her
Table 3.1. The top 50 words as ranked according to the BIC values for a β = 1.0207 fixed
exponent Person Model. These are the words that correspond most to the scaling of the overall
word volume, thus, they are the words that appear most homogeneously in the texts of all urban
areas.
differs significantly from that of the total word count, and their meaning can usu-
ally be linked to the exponent range qualitatively. The sublinearly scaling words
mostly correspond to weather services reporting (flood 0.54, thunderstorm 0.61,
wind 0.85), some certain slang and swearword forms (shxt 0.81, dang 0.88, damnit
0.93), outdoor-related activities (fishing 0.82, deer 0.81, truck 0.90, hunting 0.87)
and certain companies (walmart 0.83). There is a longer tail in the range of su-
perlinearly scaling words than in the sublinear regime in Figure 3.5. This tail
corresponds to Spanish words (gracias 1.41, por 1.40, para 1.39 etc.), that could
not be separated from the English text, since the shortness of tweets make auto-
mated language detection very noisy. Apart from the Spanish words, again some
special slang or swearwords (deadass 1.52, thx 1.16, lmfao 1.17, omfg 1.16), flight-
reporting (flight 1.25, delayed 1.24 etc.) and lifestyle-related words (fitness 1.15,
fashion 1.15, restaurant 1.14, traffic 1.22) dominate this end of the distribution.
Thus, when compared to the slightly nonlinear scaling of total amount of words,
not all words follow the growth homogeneously with this same exponent. Though
a significant amount remains in the linear or inconclusive range according to the
statistical model test, most words are sensitive to city size and exhibit a super- or
sublinear scaling. Those that fit the linear model the best, correspond to a kind of
’core-Twitter’ vocabulary, which has a lot in common with the most common words
of the English language, but also shows some Twitter-specific elements. A visible
group of words that are amongst the most super- or sublinearly scaling words are
related to the abundance or lack of the elements of urban lifestyle (e.g. deer, fit-
ness). Thus, the imprint of the physical environment appears in a quantifiable way
in the growths of word occurrences as a function of urban populations. Swearwords
and slang, that are quite prevalent in this type of corpus [147, 139], appear at both




flood severe thunderstorm warning statement april lsu february bama
ole unc shxt beside deer shelby kentucky ian fishing dynasty dorm
freeze nigha carolina roomie walmart december january tornado gotti
mountains mite wind kelsey campus exams mart roommates frat mud
roads lmbo biology duke logan roommate ruzzle exam pinterest brooke
bahaha slowly further mam hunting bahahaha thanking dang dwn hush
softball bailey haley porch rec gates yuu november memphis marshall
haven storms ncaa cody renee tanning oomf heck paige nosey casino
southern muh bre lab tub truck cowboy jeep seth messy lawd layin
tourney trashy puke library gah lake tweeps rae semester wreck
johns bonfire studying until quit state gotcha anatomy prolly knw
eagle wrk lifting flag lastnight courtney awhile tweetin bend ann
abby march douche snuggle fog bracket hannah bedtime golf sittin
gosh lynn whiskey nerves rain road town fixing hut whatcha drinkin
driveway damnit country moore riley lyin duck
superlinear:
hoy gracias por para feliz con cuando que siempre verdad algo donde
amor ver tiempo mejor semana estas alguien bien jajaja mas del todo
jajajaja vez tus ama tengo vamos porque buenos eres linda muy quiero
puedo hola las mucho nada sabes mañana amo soy les tambien vas
dormir buenas amigo hay madrid mis bueno gusta brunch mal jaja uno
flight familia dos cara delayed landed dice casa amigos loco grande
papi fin traffic tix com lounge puerto heights brazil rico deja gate
madre solo pls luis plane event international bon bella oscar sin
mil damm ily mon studio maria carlos lmfao italian das film thx omw
peep era salon omfg van jose london sushi blocks security vip mah
ilysm hookah fitness cos ariana fashion via park jenny performing
pronto artists stadium kanye restaurant awk melissa market danny
ale booked leo inspired connect rft fab culture artist demi blasting
design
Table 3.2. The most sublinearly (0.54 < β < 0.93) or superlinearly (1.13 < β < 1.41) scaling
words out of the 5000 most frequent words with small bootstrapped error ∆β < 0.1. Sublinear
words are sorted in an ascending, superlinear words in a descending order with respect to β.
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urbanization, but the share of overall swearing on Twitter grows with city size.
The peak consisting of Spanish words at the superlinear end of the exponent distri-
bution marks the stronger presence of the biggest non-English speaking ethnicity
in bigger urban areas. This is confirmed by fitting the scaling relationship to the
Hispanic or Latino population [174] of the MSA areas (β = 1.31 ± 0.14), which
despite the large error, is very superlinear.
3.3 Zipf’s law on Twitter
Figure 3.6 shows the distribution of word counts in the overall corpus. The power-
law fit gave a minimum count xmin = 13, and an exponent α = 1.682± 0.001. To
check whether this law depends on city size, the same distribution was fitted for
the individual cities, and according to Figure 3.7, the exponent gradually decreases
with city size, that is, it decreases with the length of the text.
Figure 3.6. Probability distribution of word frequencies in the overall corpus and power-law
fitted by the powerlaw package.
That the relative frequency of some words changes with city size means that the
frequency of words versus their rank, Zipf’s law, can vary from metropolitan area to
54
CHAPTER 3
metropolitan area. Thus, the exponent of Zipf’s law depends on city size, namely
that the exponent decreases as text size increases. It means that with the growth
of a city, rarer words tend to appear in greater numbers. The values obtained for
the Zipf exponent are in line with the theoretical bounds 1.6-2.4 of [175]. In the
communication efficiency framework [175, 167], decreasing β can be understood
as decreased communication efficiency due to the increased number of different
tokens, that requires more effort in the process of understanding from the reader.
Using more specific words can also be a result of the 140 character limit, that was
the maximum length of a tweet at the time of the data collection, and it may be a
similar effect to that of texting [177]. This suggests that the carrying medium has
a huge impact on the exact values of the parameters of linguistic laws.
The Zipf exponent measured in the overall corpus is also much lower than the
β = 2 from the original law [165]. The second power-law regime cannot be observed
either, as suggested by [178] and [171]. Because most observations so far hold only
for books or corpora that contain longer texts than tweets, our results suggest that
the nature of communication, in our case Twitter itself affects the parameters of
linguistic laws.
3.4 Vocabulary size change
Figure 3.8 shows the vocabulary size as a function of the metropolitan area popu-
lation, and the power-law fit. It shows that in contrary to the previous aggregate
metrics, the vocabulary size grows very sublinearly (β = 0.68) with the city size.
This relationship can also be translated to the dependency on the total word count,
which would give a β = 0.68/1.02 = 0.67, another sublinear scaling.
The decrease in β for bigger cities (or bigger Twitter corpora) suggesting a decreas-
ing number of words with lower frequencies is thus confirmed. There is evidence,
that as languages grow, there is a decreasing marginal need for new words [179].
In this sense, the decelerated extension of the vocabulary in bigger cities can also
be regarded as language growth.
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Figure 3.7. Dependency of the Zipf exponent on city population. The exponent de-
creases as the number of words in a city grows.
4 Conclusion
In this chapter, I investigated the scaling relations in citywise Twitter corpora com-
ing from the Metropolitan and Micropolitan Statstical Areas of the United States.
A slightly superlinear scaling could be observed decreasing with the city population
for the total volume of the tweets and words created in a city. When observing
the scaling of individual words, a certain core vocabulary following the scaling re-
lationship of that of the bulk text has been found, but most words are sensitive
to city size, and their frequencies either increase at a higher or a lower rate with
city size than that of the total word volume. At both ends of the spectrum, the
meaning of the most superlinearly or most sublinearly scaling words is representa-
tive of their exponent. I also examined the increase in the number of words with
city size, which has an exponent in the sublinear range. This shows that there is a
decreasing amount of new words introduced in larger Twitter corpora.
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Figure 3.8. Scaling of the total number of distinct words with city population. Each
point represents an MSA, the fitted line is the best MLE fit for the Person Model of [110].
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By modeling macro-economical indicators using digital traces of human
activities on mobile or social networks, it is possible to provide important
insights to processes previously assessed via paper-based surveys, polls or
infrequently updated official records. For this chapter, aggregated workday
activity timelines of US counties have been collected from the normalized
number of messages sent in each hour on the online social network Twitter.
I show that county employment and unemployment statistics are encoded
in the daily rhythm of people by decomposing the activity timelines into
a linear combination of two dominant patterns. The mixing ratio of these
patterns defines a measure for each county, that correlates significantly
with employment (0.46 ± 0.02) and unemployment rates (−0.34 ± 0.02).
Thus, the two dominant activity patterns can be linked to rhythms sig-
naling the presence or lack of regular working hours of individuals. The
analysis could provide policymakers a better insight into the processes gov-
erning employment, where problems could not only be identified based on
the number of officially registered unemployed people, but also on the basis
of the digital footprints people leave on different platforms.
The material presented in this chapter appeared in [3].
UNEMPLOYMENT RATES FROM TWITTER DAILY RHYTHMS
1 Introduction
Several aspects on the possible usage of mobile phone records and social media
status updates in the estimation of official data, such as census, demographic or
land use records have been discussed in recent papers. A promising approach is the
analysis of the diurnal rhythm of humans. Due to the 24 hour periodicity of the
Earth’s rotation, we are biologically bound to show daily periodic behavior both at
the individual and at the aggregate level. This periodic cycle is governed mainly
by internal biochemical processes [180–174], but the impact of external factors and
the environment also leaves its imprint on these daily patterns [184, 176].
As Säramaki and Moro point out in their paper [186], an interesting application is
to consider the geospatial aspects of the aggregate level of daily rhythms, as it can
provide insight into several different phenomena ranging from the actual land use
patterns in a city [187–188] and on a campus [189], to the tracking of anomalous
events [197, 189], or the estimation of population size [199], mobility patterns [200],
poverty [201] or crime rates [202] in a certain area.
Because regardless of the phenomenon, these aggregate spatio-temporal patterns
always consist of the superposition of the daily rhythms of individuals, it is worth
investigating how the main features of the aggregate level form from superposition.
If individuals could be clustered into more or less homogeneously behaving groups
based on their daily activity patterns or rhythms [203], then the aggregate pattern
can be understood as the combination of the group patterns, and the group that has
more individuals dominates the aggregate daily rhythm. The groups of individuals
can form along many demographic and/or socioeconomic factors, of which being
employed and going to and from work at regular hours is the most determining one
with respect to the daily activity patterns. Thus, decomposing the groups from
the aggregate patterns in different geographical regions might give insight into the
estimation of employment statistics in that region.
Nowcasting or estimating unemployment rates using the digital traces of search en-
gines has already been in the focus of several papers [204–197]. It has already been
shown, that daily activity patterns of individuals can be linked to the regularity of
their working hours [39]. The loss of a job has severe psychological consequences
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[207], therefore, a mass layoff can be detected based on the observation of the
mobile call patterns of individuals [208]. Such a mass layoff also appears in unem-
ployment statistics, though much later than it is predictable from the mobile call
data. In [209], there is a strong evidence that aggregated daily activities of certain
time intervals of geographical regions can be indicative of unemployment rates.
In this chapter, 63 million geolocated messages are obtained from the publicly avail-
able stream of the social network Twitter from the area of the United States sent
between January and October 2014. Monday to Friday relative tweeting activity
is aggregated for each hour in each US county to form an average workday activity
pattern. All users are included into the aggregation process, thus, we did not sepa-
rate the users based on their age or employment status. It is then assumed that the
daily activity patterns form a roughly linear subspace of the 24-hour “timespace”.
By finding this linear subspace, that is, by finding the line on which the county
patterns lie, it is possible to give a measure that is linked to the ratio of two groups
of people tweeting in a county. This measure correlates significantly with county
employment and unemployment rates, and the average patterns corresponding to
the two groups can be linked to lifestyles connected to regular working hours or
the lack of them. Thus, it is possible to give a framework for decomposing the
digital activity patterns of geographical regions and linking the decomposition to
employment and unemployment rates.
2 Methods
2.1 Twitter dataset
In this analysis, I use the 1% datastream that is freely provided by Twitter through
their Application Program Interface described in Chapter 1. In this study, I focus
on the part of the data stream that has geolocation information. The dataset
includes a total of 63 million tweets from the contiguous United States collected
between January 2014 and October 2014. Using the Hierarchical Triangular Mesh
scheme for practical geographic indexing [167, 159], a US county was assigned to
each tweet. County borders are obtained from the GAdm database [169].
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2.2 Demographic datasets
For the population-weighed linear model of the next section, county-level popula-
tion statistics was obtained from the US 2010 Census [210]. Unemployment and
labor force data were downloaded for the time window of the Twitter dataset from
the Local Area Unemployment Statistics page of the Bureau of Labor Statistics
[211]. An average was taken for the months ranging from January 2014 to October
2014 for each county.
Though unemployment levels are defined as the number of unemployed per total
labor force in a county, in this chapter, the share of employed is defined as the
number of employed people divided by the whole population of a county. This
measure fits the model for the daily rhythm better as discussed in the Results
section.
2.3 Daily activity patterns
Let’s define a daily activity pattern with an hourly resolution for each county, that
are enumerated by k = 1 . . .M . All tweets originating from a given county from the
period between January 2014 and October 2014 are counted in each hour (the hour
range goes from i = 0, 1, . . . , 23) on workdays, that is from Monday to Friday, after
correcting for timezone and daylight saving time in each county. Because of the
differing population and Twitter penetration rates (share of people using Twitter)
in each county, the number of tweets ni is normalized by the total tweet counts.
Thus, each county (k) is represented by a 24-dimensional vector (y(k)), where the












i = 1 ∀k = 1 . . .M.
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To improve the quality of the dataset, only those counties are considered in which
the overall tweet count during the ten month exceeded the threshold of 1800. Thus,
1884 counties are left for the analysis.
2.4 Linear model
The tweeting pattern of a county is supposed to be represented by the linear com-
bination of only two universal patterns (A and B, where boldface denotes vec-
tor quantities) that are mixed for each county k with a proportion of α(k), and
1 − α(k), respectively. Thus, the two universal patterns that compose the pattern
of a county are identified as corresponding to two differently behaving population
groups, whose aggregate tweeting patterns form A and B. There is no further
restriction on these α(k) values, they can be any arbitrary real numbers.





(k) · Ai + (1− α(k)) ·Bi = α(k)(Ai −Bi) +Bi. (4.1)
Let us denote the weight of each county by w(k), which is proportional to its
population p(k), such that w(k) = p(k)/
∑M
k=1 p
(k). The squared error of the model

















iBi = 1. This leads to the following expression to minimize with Lagrange
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i − α(m)(Ai −Bi)−Bi
)
(−(Ai −Bi)) = 0 (4.5)
Summing Eq 4.3 and Eq 4.4 for j yield 0 for the Lagrange multipliers λa and λb.
Thus, the problem reduces to minimizing E, which actually measures the sum of








the equation system is not linearly independent. Thus, exact values for Aj, Bj and
α(k) can’t be obtained, they will be dependent on each other.














The line from which the summed distance of the datapoints is minimal is the line
whose direction is parallel to the eigenvector (m) corresponding to the largest
eigenvalue of the covariance matrix C, where
Cij = 〈yiyj〉 − 〈yi〉 〈yj〉 , (4.8)









By substituting the expression for α(k) into Eq 4.3)+Eq 4.4, and by averaging over
k, the point 〈y〉 should fit onto the line.








A = 〈y〉+ 2 ·m · σ(α), (4.10)
B = 〈y〉 − 2 ·m · σ(α), (4.11)
and calulate α(k) values according to Eq 4.7.
In other words, the minimum occurs if A−B is parallel to the eigenvector m
corresponding to the biggest eigenvalue of the weighed covariance matrix C, and
that B can be chosen as the average of y(k)s. Here, an element of the covariance
matrix C is








Consider now a linear representation of the data with a coordinate system where
the mean 〈y〉 sets the origin and m is the direction of the line. α(k) values are
calculated for each county by projecting y(k) onto this line. A positive α(k) means a
county, where the majority of people are active on Twitter in correspondence with
the daily rhythm dictated by m, accordingly, negative α(k) is in connection with
an opposite pattern.
Because the linear equation system derived from the minimization of the squared
error is linearly dependent, the scale on the line is not set, as A−B is only deter-
mined up to an arbitrary scaling factor. Thus, the α(k) values are also determined
only up to a scaling factor. Let us now choose A and B to be two standard de-
viations of α(k)-s away from the origin 〈y〉 in the two directions of the new linear
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A = 〈y〉+ 2 ·m · σ(α), (4.14)
B = 〈y〉 − 2 ·m · σ(α). (4.15)
A and B are both normalized to 1, where in the 2-dimensional case their com-
ponents represent the selected two hours, while in the 24 dimensional case they
represent the 24 hours of the day.
3 Results and discussion
In this section, I present the description and the discussion of the main results of
this chapter. First, the correlation between the activities of individual hours and
employment and unemployment rates is investigated, and two dimensions with
which employment and unemployment levels have maximum or minimum correla-
tions are chosen. It is then evaluated, to what extent the linear model is a valid
description of the data for these most separating dimensions (2) and then for all
possible dimensions (24) of the dataset. Second, there is a discussion on how the
linear models in 2 and 24 dimensions separate the two population groups with the
two distinct activity patterns, and a possible interpretation of these patterns is
given. Third, the two groups are connected with real-world indicators like share
of employed in a county, and the plausibility of the correspondence of the daily
patterns of the two separate groups to employment status is discussed.
First, population-weighted Pearson correlations are evaluated for each hour i be-
tween y(k)i activities for the 1884 counties (from which the number of messages is
adequate) and employment and unemployment levels. The errors of these correla-
tions are calculated by bootstrapping the sample for n = 1000 times, the results
with errorbars are shown in Figure 4.1. While unemployment levels are defined in
the traditional way of the Bureau of Labor Statistics, here, the share of employed
is defined slightly differently, normalizing the number of employed by the entire
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population of a county. This definition matches the notion of population share of
“active” people regarding regular working hours better.
The hours between 6am and 8pm show a significantly positive correlation with em-
ployment, and a negative one with unemployment. During the night, between 9pm
and 5am, the correlation is reversed. With respect to employment, the correlation
peaks at 12pm with 0.43±0.02 and reaches its lowest value at 1am with−0.39±0.03.
The location of the maximum and minimum of correlation with unemployment are
shifted slightly to 12pm and 12am, though exactly with opposite signs (0.30± 0.02
for 12am and −0.38± 0.02 for 12pm). The signs of the correlations and the hours
of their extreme values indicate that increased daytime activity is associated with




















































Figure 4.1. Population-weighted Pearson correlation of employment and unemploy-
ment levels with hourly activities. Errorbars are calculated using bootstrapping n = 1000
times. The hours between 6am and 8pm correlate significantly positively with employment and
negatively with unemployment. This relationship turns out to be exactly the opposite during the
night. Regarding employment, the most distinguishing hours are 1am (most negative correlation)
and 12pm (most positive correlation).
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Figure 4.2. Activity of counties in the space of 12am and 1pm. Each dot represents a
county, and the horizontal axis measures the relative tweeting activity between 12am and 1am
in that county, while the vertical axis represents the relative tweeting activity between 1pm and
2pm in that county. As these two measures are correlated, a linear transformation cound combine
them into a single coordinate. The new coordinate axis is represented by the dashed line. The
black arrow points to the average of the measures along the original axes. The blue and the
red arrows are possible choices for A and B vectors, see the Linear model part in the Methods
section.
To check the linearity of the model described in the Methods section, the coordi-
nate system of the hours having the extreme correlation values with employment
levels is chosen at first. Figure 4.2 shows the 12am (y0) and 1pm (y13) activities
of the filtered counties with the dashed line corresponding to the direction of the
first eigenvector of the covariance matrix, now calculated only from these two di-
mensions. Eigenvalues are normalized by their sum. The first eigenvalue of the
covariance matrix carries 0.99 share from all the variance in the data. Thus, linear-
ity in this two-dimensional subspace of the whole 24-hour activity space is a good
assumption.
Then the validity of the linear model in all 24 dimensions presented in Eq 4.1 is
assessed. In Figure 4.3a eigenvalues of the covariance matrix C are plotted, again,







































Figure 4.3. The result of the principal component analysis of the population-weighted
covariance matrix. a Proportion of explained variance for the principal components of the
covariance matrix. Only the first four components carry a share of variance significantly greater
than zero. b Principal component corresponding to the largest principal value. The amplitude
of vector components is plotted, each vector coordinate corresponds to an hour ranging from 0
to 23. The vector components are positive from 5am to 8pm, and negative otherwise.
to a variance significantly greater than 0, and the first principal component stands
out with a proportion of 0.52, whereas the other three significant components carry
0.25, 0.13 and 0.04 share of the variance. Thus, the dataset is mostly linear even
in the 24-dimensional space, and the representation with Eq 4.1 remains plausible.
In the 2-dimensional case, the dashed line of Figure 4.2 marks the direction of
the first principal vector. The difference between the two vectors A (red) and B
(blue) representing the two universal patterns (see Methods on p. 66) is parallel
to this component, let us denote it by m. It can be seen in Figure 4.2 that the
2-dimensional A pattern is marked by an increased activity at 1pm, and a de-
creased activity at 12am, while pattern B is characterized by exactly the inverse
relationship.
The principal component corresponding to the largest principal value in the 24-
dimensional case can be seen in Figure 4.3. As the coordinates represent the hours,
it can be seen from Figure 4.3 that m is positive from 5am until 8pm, and negative
otherwise. Thus, the positive elements of m select mainly those hours during which
people are awake, and the negative elements correspond to the sleeping hours.
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Figure 4.4. Activity patterns corresponding to the two population groups. The red
line, A corresponds to the daily activity pattern of a population with regular working hours. The
blue line, B corresponds to the other group who stay up until later in the evening and wake up
later as well. The dashed line marks the average activity of all counties.
Figure 4.4 shows the elements of the 24-dimensional A and B from Eq 4.14-4.15.
By interpreting these patterns as the different average tweeting patterns of two
population groups, each α(k) is proportional to the share of people in a county
in one population group. A possible hypothesis is that the group more active
during the daytime corresponds to people who regularly go to work, school etc.
on weekdays, thus their daytime is regulated by the earlier wake-up and bedtime
indicated in pattern A. On the other hand, pattern B could correspond to a group
where this regulation factor does not exist due to retirement, unemployment or any
other reason, which would allow these people to be more active during nighttime
and wake up later.
To confirm this hypothesis, I correlate α(k) values with labor force and unemploy-
ment estimates from the Local Area Unemployment Statistics (see Methods on
p. 62) of the investigated counties. In the 2-dimensional case, these combined
values of α(k) do not correlate with employment (0.38 ± 0.03) or unemployment
(−0.32± 0.02) better than previous activity measures from single dimensions from
Figure 4.1. However, by using all dimensions, correlations of 0.46 ± 0.02 and
−0.34 ± 0.02 are found for employment (see scatterplot in Figure 4.5) and un-
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Figure 4.5. Scatterplots of 24-dimensional projected α(k) values with employment
and unemployment
employment, respectively. For the employment, this is an improvement to that
of the single dimensional correlations, while it is not for the unemployment. A
possible interpretation is that a stricter daily rhythm is imposed upon those who
are employed, as such, the characteristics of their activity curves mean a stronger
overall pattern than that of the unemployed. Nevertheless, the result shows that
high a α(k) is significantly bound to higher employment, and lower unemployment
rates, and that the overall shape of the activity timeline can give us more infor-
mation than just using one feature of a whole day. The similarity of the regional
distribution of α(k), unemployment and employment rates are visualized on the
three maps of Figure 4.6.
These results are in line with previous research carried out for Spain in [209],
where share of Twitter activity during a window of the morning hours (8-11am),
afternoon hours (3-5pm) and of the night hours (0-3am) correlated significantly
with unemployment rates among 25 to 44-year old inhabitants of Spanish adminis-
trative areas. High morning and low night activity indicated lower unemployment
rates, which is in correspondence with the obtained correlations. Although in Spain
high afternoon activity correlated positively with unemployment levels, this phe-
nomenon cannot be observed in the US. Due to the bias in the age of Twitter users
towards younger age groups [81], the calculated county activity patterns are not
representative of the whole population. I believe that this model could be improved
by incorporating labor force data detailed by different age groups.
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Figure 4.6. Map of α(k), employment and unemployment levels. Regional similarities
are visualized by plotting a α(k) measures, employment b and unemployment c on a US county







Figure 4.7. Schematic figure of linear model. Linear representation of the datapoints by
A and B corresponding to the two universal patterns later identified as the active and inactive
patterns, the dashed line showing the mean value of activities. The bold vector is the direction of
the first eigenvector of the covariance matrix C. hi, hj and hk represent three arbitrarily chosen
axis corresponding to different hours i, j and k of the day.
That correlation with unemployment is significantly lower than correlation with
labor force share of the population can be related to the fact that the share of
employed should overlap more with the population exhibiting the “working” pattern
A, whereas officially registered unemployed people are not distinguishable in this
context from those who are on a maternal leave or are retired. There might be
other inherent reasons, for example, the more flexible working hours in the creative
industry that limit the power of such a simple model explaining the employment




In this chapter I analyzed an extensive collection of geolocated tweets originating
from the United States between January 2014 and October 2014. Each tweet
was assigned to a county, then daily tweeting activity patterns were aggregated
for a typical weekday, and I investigated the extent to which hourly activities
correlate with employment or unemployment levels. Daily activity patterns were
then modelled as being the superposition of two universal patterns, thus aiming
for a simple linear approximation of the dataset. By minimizing the squared error
of the estimations, I obtained that the difference of the two patterns should be
parallel to the first eigenvector of the covariance matrix of the dataset and that the
mean of the data should fit on the line when selecting only 2 dimensions, and when
using all 24 dimensions of the data as well. The set of eigenvalues of the covariance
matrix in both cases confirmed the validity of the linear model, which captured
most (0.99, 0.52) of the variance in the dataset. Whereas in the 2-dimensional case
the first eigenvector pointed to the direction where 1pm activity was increased,
and 12am activity decreased, in the 24-dimensional case, it had positive elements
during the daytime hours (6am-8pm), and was negative during the most of the
night (9pm-5am).
By projecting county activity patterns onto these lines with the mean as the origin,
I obtained a measure for each county that indicated the extent to which the tweeting
pattern of a county resembles that of the first eigenvector. This measure has been
shown to correlate significantly with county labor force shares and unemployment
rates, though in the 2-dimensional case, these correlations could not enhance the
performance of the single hourly correlations. Using all 24 dimensions, I obtained a
better Pearson correlation of 0.46±0.02 and−0.34±0.02 for employment and unem-
ployment, respectively. The signs of the correlations indicate a relationship where
counties exhibiting a higher tweeting activity during the daytime (6am-8pm) have
higher employment and lower unemployment rates, and counties with increased
night activity can be related to lower employment and higher unemployment rates.
These correlations show, that even though Twitter population is biased towards
younger age groups, and employment data was considered for all age groups, the
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underlying relationship between daily activity patterns and employment data can
be captured with plausible outcomes.
The results thus showed, that by analyzing a relatively sparse publicly available
geolocated dataset, a very simple model can explain to a significant extent such
an important socio-economic indicator as employment/unemployment. The model
could even be further improved by incorporating detailed data for different age
groups or other datasets from either traditional or digital sources such as mobile
traffic data. It would be worth to investigate whether dynamic changes of activity
patterns over time can follow employment trends. This kind of analysis would
allow policy makers a better insight into the processes connected to employment
phenomena, and could form the basis of future datasets, where problems could not
only be identified based on officially registered unemployed people, but also on a
basis of the digital footprints people leave on different platforms.
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Urban land use detection
Cities are constantly evolving complex systems. Detection methods of land
use distribution have to keep pace with their changing landscapes. Tradi-
tional analysis relies on surveys refreshed at most yearly. However, because
of the widespread use of mobile devices, cell phone activity measurements
can be used as sensors for the functional clustering of urban districts. These
activity-based proprietary measurements have lately been complemented
by publicly available geosocial data that enables a content-aware analy-
sis. In this work, I analyze the relationship between conversation content
and functional spatial clusters of cities with a double dataset approach. I
look at the differentiating power of the content of local conversations in
activity-driven land use detection that is based on mobile phone records.
Three metropolises, London, New York City, and Los Angeles are ana-
lyzed separately and in comparison to each other. I show that the share
of words with a similar temporal pattern to that of local mobile activities
is different across cities, as well as between functional clusters. Moreover,
conversational content can differentiate both functional clusters of a single
city, and similar locations of the same function across many cities, like
business areas that otherwise have a common temporal heartbeat. Words
related to activity types are then identified as the most important features
emerging from the content-based, data-driven classification.
The material presented in this chapter appeared in [4].
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1 Introduction
1.1 Background
As already mentioned in Chapter 1, the global population increase drives urban ex-
pansion faster than ever before, as confirmed by the survey of the United Nations
Department of Economic and Social Affairs [90]. This accelerated urbanization
process means that the key to the solution of many global problems lies in making
various aspects of cities more efficient. Such aspects range from planning opti-
mal urban public transportation systems to dividing urban space between several
important activities such as residence, commerce, industry or recreation. Thus,
understanding and modeling urban mobility and land use patterns are of major
importance [193].
Traditional methods of detecting urban land use have several shortcomings. Offical
records might be non-existing and they are difficult to keep up-to-date. Moreover,
actual land use might differ from the intention of authorities that makes these
records unreliable. Checking the real state on site often includes conducting costly
individual surveys, that suffer from the usual drawbacks of being slow or having
low or inconsistent response rates. With the recent availability of satellite imaging,
land use can be automatically inferred using digital image processing techniques in
combination with Geographic Information Systems (GIS). However, the frequency
of GIS imaging is not able to uncover any dynamic aspects of land use. As such,
land use records are hard to keep up-to-date with the rehabilitation projects and
the spontaneous reorganizations of the city life.
Apart from the time delay, the lack of actual social aspects of land use is also a
disadvantage of such static methods. Social aspects include how exactly people
interact with these urban environments, which is a crucial piece of information
helping the work of analysts and decision-makers alike. Recently, the availability
of large-scale mobile phone datasets enabled the study of human mobility at a
previously unprecedented scale. Mobile phone data can be regarded as a certain
type of collection of digital traces that people leave behind with their devices.
These traces then act as a human sensor network [39, 212], that allows an almost
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real-time analysis as opposed to the processing of census or GIS data, or the use
of large, paper-based surveys. Therefore, quantitative or activity-based analysis of
mobile communication records is the core of many urban studies.
One branch of these studies focusing on inferring land use from mobile phone traces
builds on supervised learning methods. This means that they try to detect land use
patterns using labeled ground-truth data. These are in some cases official records,
in other cases crowdsourced points of interest. Dashdorj et al. [213] used both types
of data in their paper, and they found that official land use records are harder to
predict than crowdsourced OpenStreetMap data from mobile timelines with the
applied machine learning methods. This suggests that OpenStreetMap is more
capable of following the updates and reorganizations of city life. A Random Forest
Classification trained on zone labeling yields reasonable clusters in the article of
Toole et al. [191]. Another paper from Pei et al [192] detects land use clusters by
semi-supervised clustering, using expert labeled data to train the algorithm.
Supervised methods still require predefined labels, that alone might introduce errors
into the detection process [191, 183]. Therefore, unsupervised learning methods are
also widespread in this area. A milestone of this approach was using the eigenvector
decomposition of the spatiotemporal mobile phone activities [188]. The first few
eigenvectors capture the most important patterns in Rome, showing typical signa-
tures of daily city life. Since then, k-means clustering [190, 194, 186], hierarchical
clustering [197], Independent Component Analysis [214] or Latent Dirichlet Allo-
cation [215] have also been applied to decompose urban spatiotemporal dynamics
into the most typical signatures. The automatically provided land use clusters un-
covered by these unsupervised methods align well with ground-truth data. Thus,
they could be used for almost real-time monitoring of actual patterns and trends,
such as crime prediction [202], ambient population density [216, 208], or urban
greenspace usage [218].
However, mobile phone datasets are often proprietary and hard to obtain. There-
fore, there has been significant interest in channeling freely available data sources
into the above methods. Such data sources are the different location-based social
networks such as Twitter or Foursquare. Many studies exploit the freely available
Twitter stream introduced in Chapter 1, for example, spectral clustering of Self-
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Organized Maps of urban Twitter messages provides similar land use information
to that of mobile phone clusterings [219, 211]. Latent Dirichlet Allocation also
proved to be useful on Twitter data by Ríos and Muñoz [215]. Steiger et al. [221]
argue that Self-Organizing Maps that construct the division of the urban space
based on the data itself solve the problem of modifiable basic units present in stud-
ies using arbitrary divisions or administrative units. Social networks and people’s
travel behavior are connected to each other [222], as well as social network activity
in certain ranges of a day and land use types [223]. Apart from the spatiotemporal
aspects, social media data can be reflective of the content of the local communi-
cation, that deepens the understanding of the land use signatures [221, 224]. For
further reference on using mobile phone datasets in urban sensing, see the extensive
reviews of Jiang [225] and Blondel [226].
1.2 Focus of the study
Despite the coexistence of various methods and datasets, location-based content-
aware studies are not only sparse, but the cross-validation of the findings with
census data or with mobile phone records is also underrepresented. The study of
Lenormand et al. [227] suggests that the signatures found in mobile and social
media datasets correlate significantly. Because only a few studies addressed the
cross-checking of different data sources, those possessing the proprietary mobile
phone data and obtaining the free social media data are able to provide meaningful
comparisons. Therefore, researchers for whom only social media data is available
are able to assess the validity of their results. To bridge this dual landscape of
urban studies, this chapter analyzes the connection between conversation content
from social media data and functional spatial clusters of cities based on mobile
activity timelines.
This work is based on a double set of geo-traces of communication measurements:
first I use the results of a previous quantitative analysis of mobile phone records
of Grauwin et al. [194], and second, I add qualitative aspect by analyzing public
Twitter messages of the same locations. Geo-tagged messages of three different
cities are aggregated into the same spatial grid as used in the former work of land
use detection. These three cities include London, New York City, and Los Angeles,
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because their mobile call data and land use clustering is available, and they share
English as a common language. While datasets of mobile phone records are detailed
in [194], geosocial measurements are discussed in Materials and methods. Fig. 5.1
illustrates the explanatory power of the geosocial content with three examples.
In what follows, first, the general relationhsip between original functional clusters
and the content of communication is investigated. Then, the correlation between
the original activity profiles and the word timelines corresponding to the same
areas is examined. Next, I look at the intra-urban distinctive power of words by
trying to recover the original functional clusters strictly from local word frequency
information. Finally, I analyze the ability of communication content to distinguish
inter-urban classification of pixels mixed from various cities but from the same
functional activity clusters.
Details of the data collection and the used analytic methods are presented in the
Materials and methods section. The results are briefly summarized in the Results
section and then further discussed in the Discussion section.
2 Materials and methods
2.1 Data collection
For the present chapter, the freely available 1% sample of the Twitter API de-
scribed in Chapter 1 is used. With the help of the sample filtering parameters,
geotweets were queried between 1 January 2015 and 31 December 2015 falling
within the three bounding boxes of three distinctive metropolises: London, New
York City, and Los Angeles. Table 5.1 lists the corner coordinates of each bounding
box and the number of geotweets originating from these bounding boxes for the
three investigated cities. These cities have been selected for complete comparative
analysis based on multiple features. First, we can compare high volume Twitter
measurements at the same locations to the results of [194] from these same cities.
Second, they all share English as a major tweeting language, which allows direct
comparison between them.
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city SW long SW lat NE long NE lat number of geotweets
London -0.510 51.286 0.334 51.692 6,959,417
New York City -75.997 39.505 -71.856 42.180 10,769,664
Los Angeles -124.409 32.534 -114.130 42.009 6,520,472
Table 5.1. Data collection bounding boxes given to Twitter queries. The table contains
the data collection bounding box coordinates given to Twitter queries (SW - southwest, NE -
northeast corner) and number of collected geotweets for the three cities analyzed.
2.2 Data aggregation, notations
Because Twitter messages are too short for individual assessment with traditional
topic modeling analysis, the data is aggregated both in space and in time domains.















Residential Mixed Commercial Recreational Businessc
Figure 5.1. Examples showing how urban communication activities represent geo-
social aspects. The subfigures show examples of how Twitter data segments the spatial and
time domains in three cities. Spatial grids are the same as used for the study in [194]. Uncolored
pixels contain no data. (a) Spatial distribution of the number of Twitter messages in London
aggregated over the entire collection period. (b) Log frequency heatmap of the word ‘park’ in
New York City. (c) Activity timeline of the word ‘run’ across different land use clusters in Los
Angeles aggregated into the hours of a week.
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enables assigning a functional label to each pixel, that I obtained from [194]. That
is, for each city, a 0.5km×0.5km grid has been used, and the (lon,lat) coordinate
pairs of the tweets were sorted into these spatial grids. Each tweet is assigned
to a time bin, according to the hour of the week the tweet had been sent from
(beginning with 0 and ending with 167). Because small spatial pixels do not contain
enough words to retrieve meaningful weekly word timelines, the average timelines
of the words are calculated for entire functional clusters. An example of the cluster
timelines for the word ‘run’ can be seen in Figure 5.1c.
To calculate word frequency distributions in the pixels, I parsed the text of the
tweets into words. First, URLs, usernames beginning with @, and hashtags begin-
ning with # were removed. Then texts were broken into words using the Twitter-
specific tokenizer of [228] and words were lemmatized with [229, 221].
For the word frequency analysis, I created word (lemma) frequency matricesW c for
each city c, where the elementsW cip = ncip represent the number of occurrences of the
ith word in the pth pixel of city c. Before any further processing, pixel-wise word
counts were saved for normalization purposes, denote these by nnormi . Stopwords
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c), where Θ(x)
is the Heaviside function. Table 5.2 shows the filtering thresholds and the number
of remaining pixels and words.
city min wf min vw min pf min pv num words num pixels
London 100,000 500 30,000 1,500 2,979 979
New York City 100,000 500 30,000 1,500 3,097 969
Los Angeles 20,000 500 20,000 700 2,578 2,452
Table 5.2. Filtering conditions for the word-document matrices, and number of
remaining words and pixels after the filtering process. The table contains the filtering
conditions for the word-document matrices, and number of remaining words and pixels after the
filtering process. Columns: min wf - minimum overall word count per pixel, min wv - minimum
types of unique words in a pixel, min pf - minimum overall count of a word in all pixels, min pf
- minimum number of pixels a word appeared in, num words - number of remaining words, num
pixels - number of remaining pixels.
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Thus, after filtering and normalization, Wc matrices look like the following (the c
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From the clustering of the mobile networks, the partitioning of the pixels p is
already given. Let’s call these partitions or clusters Kck, where c denotes the city,
and where k = 1, . . . , 5 in the case of New York City and Los Angeles, and k =
1, . . . , 6 in the case of London. Each cluster is a set of pixel indices according to the
original map. Let’s consider now only the filtered pixels as the elements of these
sets.











































Figure 5.2. Land use clusters on the spatial grid based on the clustering of mobile
activity timelines. The three figures show the land use clusters on the spatial grid based on
the clustering of mobile activity timelines for the three cities: (a) New York City (b) Los Angeles
(c) Greater London [194].
Machine learning
For every pixel p, the column p of theWc matrix that contains the word frequencies
defined above is taken. Then a Random Forest classifier [232] is trained for each
cluster in a city with 10-fold cross-validation, such that the true labels as if all
pixels that are in clusters had label 1, and all of the others label 0. The number of
estimators in each classifier was 10,000, the maximum number of features used 500,
and the maximum classifier depth 4. The goodness of the clusterings is assessed
with the Area Under Curve (AUC) indicator [233]. The AUC score gives the
probability that the corresponding classifier ranks a randomly chosen pixel with
label 1 higher than a randomly chosen pixel with label 0 [234]. AUC is equal to 1
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if the classification is perfect, that is, the classifier perfectly recovers the original
labeling in the test set. However, it is equal to 0.5, if the classifier behaves like a
totally random classifier assigning 1 or 0 with a probability 0.5 to the pixels. The
closer to 1 the AUC score is, the better the classifier performs.
2.3 Top feature selection
First, the most significant words of a cluster k in a city c were obtained by taking
the words with the highest z-scores.The set of all words that are present in the two
cities c1 and c2 is {j|j ∈ Kc1k and j ∈ Kc2k }, and it becomes possible to compare
clusters k across city pairs (c1, c2) with the help of the following two sets:
Tc1 = {j|zj,Kc1k > 0.5},
Tc2 = {j|zj,Kc2k > 0.5}.
The Jaccard-index between these sets is given by:
J c1,c2k =
|Tc1 ∩ Tc2|
|Tc1 ∪ Tc2 |
.
3 Results
Quantitative activity timelines: mobile phone vs. word usage
patterns
To measure the similarity between these two weekly timeline shapes, I correlated
the quantitative activity patterns of words to those of the mobile-activity-based
functional clusters. Figure 5.3a shows the fraction of words that are not correlated,
and Figure 5.3b shows the fraction of words that are highly correlated to the
timeline shapes. In New York City, the non-correlated word share is consistently
lower throughout all clusters than in the other two cities. Moreover, the share of




Figure 5.3. Fraction of words inside functional clusters based on timeline correlations
with mobile activity. The figures show the fraction of words whose timelines are or are not in
alignment with the mobile timeline of the functional cluster. (a) Fraction of words whose timeline
correlates with |C| < 0.2 with that of the mobile-activity-based cluster. (b) Fraction of words
whose timeline correlates with |C| > 0.5 with that of the mobile-activity-based cluster.
This effect is not as pronounced, but still existing in the case of Los Angeles. Note
how business and commercial clusters show a higher alignment with their word
timelines when considering both Figure 5.3a and Figure 5.3b in the case of New
York City and Los Angeles. However, word timelines in London align much less
with the mobile activity profiles of their clusters. This is reflected in the high
share of non-correlated, and in the extremely low share of highly correlated word
timelines.
3.1 Qualitative analysis: intra-city distinctive power of words
It is also interesting to investigate word distributions in different clusters of the
same city and their cluster-level differentiating power. Here the focus is on the
overall frequency of the words spatially aggregated into pixels - like above - for the
whole data collection period (see Data aggregation, notations section in Materials
and methods for details). Based on the pixel word frequencies, a Random Forest
classifier [232] is built for each city (see the Machine learning section in Materials
and methods) to learn the cluster labels.
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Figure 5.4. Mean AUC scores of the Random Forest Classification. The figure shows
the mean AUC scores of the Random Forest Classification that tried to separate different cluster
labels based on the Twitter language. Results are based on overall word frequencies of city
pixels representative of the predictability of the original mobile phone activity clusters in each
of the three cities. Error bars are calculated using the standard deviation of AUC scores for the
clustering of different data types.
Figure 5.4 shows the performance of the classifiers broken down to city and cluster
labels characterized by their AUC scores [233]. Altogether, each classifier performs
better than a truly random one, which would yield an AUC of 0.5. In general,
pixels belonging to Business and Commercial clusters are classified consistently





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































URBAN LAND USE DETECTION
3.2 Qualitative analysis: inter-city comparison of functional
clusters
When comparing multiple cities, mobile phone timeline patterns show common
weekly rhythms in the pixels forming the Business cluster. Here I demonstrate
how content-aware qualitative study reveals well identifiable marks of the different
cities’ business quarters, as well as any other part of their urban landscapes.
First, multiple Random Forest classifiers are trained to separate pixels belonging to
the same functional cluster coming from different cities. The outcome of multiple
runs on this classification problem gives an almost perfect AUC (0.99, 1.00) for
every land use type. Thus, even the Business clusters of different cities are well
separated from each other, when viewed not only from the time domain but from
the content-based approach. The most distinctive features of the classifier for the
Business cluster are listed in Table 5.4 in decreasing order of importance. The
names and abbreviations of the cities (Table 5.4 in bold) are among the top ten
most distinctive features. The following features also contain certain city parts or
city-specific words (‘Brooklyn’, ‘Hollywood’, ‘California’, ‘NJ’, ‘avenue’, ‘beach’).
Other top features include words connected to touristic activities (‘photo’, ‘posted’)
or advertisements (‘opening’, ‘click’).
ny i’m york london los day great latest angeles work
park time love today we’re street it’s opening night
photo click good nj city posted brooklyn happy la cali-
fornia nyc fit greater station incident apply recommend
tonight avenue de will hollywood center square best
morning view united team beach you’re
Table 5.4. List of the most distinctive words used for the classification of the Business
pixels into different cities. The table lists the most distinctive words used for the classification




4.1 Quantitative activity timelines: mobile phone vs. word
usage patterns
Since mobile phone datasets are often proprietary and the content of the data
is hidden due to privacy reasons, it is important to understand how open-source
datasets, such as social media content, relate to mobile activity measurements.
Giving activity profiles or mobility trajectories semantic content enriches our un-
derstanding of the time-domain patterns that can be observed [224, 235]. The
analysis shows that the share of words whose cluster-wise timelines align well or
badly with the mobile cluster timelines varies significantly from city to city. It is
interesting to see how the two American cities - New York City and Los Angeles -
show a greater agreement of the word and mobile timelines than London. Probably,
the structure of the two investigated American cities are inherently different from
that of London in the sense that the functions present in them are more distinct.
The greater overlap between the functions in the London clusters causes a more
diverse word pattern that leads to a decrease in the ‘harmonization’ of the word
timelines and mobile phone timelines.
Note that the temporal resolution of the data allows for capturing events only on
longer timescales. Twitter, as a conversational platform, is often used to facilitate
reporting or discussions of global topics. Hence, tweets that are related to big events
such as the London Marathon quickly spread over the entire area of a city. Smaller
events that are only of local interest become undetectable due to the sparsity of
the data. I used an aggregation over a year’s worth of messages to obtain a spatial
resolution in the text comparable to that of the mobile phone records. Thus the
resulting timelines represent an average or typical behaviour.
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4.2 Qualitative analysis: intra-city distinctive power of words
Social media activity [215, 223, 235, 227] or content [221, 224] can segment a city
into different land use types. The question is, whether a clustering obtained from a
given type of dataset - such as mobile activity - can be validated by another dataset.
The extent to which the mobile clustering can be retrieved is characterized by the
AUC score of a Random Forest Classifier. In the present chapter, the trained
classifier always performs better than a random guess. Even the error bars for the
AUC scores, originating from the classification based on clusters of different data
types, stay above the random threshold of 0.5. It can be observed that Business and
Residential areas perform consistently better at the recognition task (with AUCs
higher than 0.7 in 5 out of 6 cases, see Figure 5.4) than the other land use types. A
possible explanation can be that the core of a city formed by the pixels labelled as
Business has a quite characteristic word pattern because of the city center specific
features (e.g. local touristic attractions) that are present there. Likewise, the lack
of these specific features can easily identify a pixel as a Residential one. It can
be expected that the Mixed land use type is not easily recognizable (having the
lowest AUC), since the various topics present in other land use types does not help
the classifier to sort Mixed type pixels correctly. It must also be highlighted the
Recreational cluster of Los Angeles that is well classified with a small error (AUC
above 0.7). Presumably, what sets it apart from the recreational clusters of other
cities is that most of its pixels form a relatively compact geographical area along
the city’s famous beach. This separates it well both in the time domain and the
topic space.
By looking at the words that highlight a certain cluster of a city in Table 5.3, it is
possible to assess the content that sets the functional clusters of cities apart can
be assessed. It is expected and confirmed from the word analysis, that geographi-
cally bound landmarks of cities appear in the clusters in which they are physically
present. For example, note the words ‘UCLA’, ‘Disney’ in the Los Angeles, ‘Big
Ben’, ‘King’s Cross’, ‘Tower Bridge’, ‘Westminster’, ‘Waterloo’, ‘St. Pancras’ in
the London, ‘Central Park’, ‘bridge’ and ‘harbor’ in New York City Business clus-
ters,. The Commercial cluster in London (‘HPA’, ‘Heathrow’, ‘Stratford’, ‘Shard’
etc.) and the Recreational cluster in LA (‘Long Beach’, ‘Burbank’, ‘Glendale’) also
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show the same landmark-specific top words. This phenomenon is most prominent
in the Business clusters, which can relate to the fact that Business cluster pixels are
mostly located in the core of the cities where the density of landmarks and touris-
tic attractions is higher. However, not only landmarks, but activity-specific words
are also in alignment with land uses. For example, the words ‘hotel’, ‘university’,
‘event’, ‘store’ in the Commercial, and ‘view’, ‘beautiful’, ‘stadium’, ‘grill’, ‘water’,
‘forest’, ‘bird’, ‘garden’, ‘yoga’, ‘shoppe’ in the Recreational clusters. Again, these
words belong to city-specific activities, like ‘water’ being representative of Los An-
geles, ‘forest’ of London, while ‘yoga’ and ‘shoppe’ of New York City. The Los
Angeles Residential cluster is marked by a higher presence of swearwords. These
activity-specific words have a general meaning, thus, they can enhance the perfor-
mance of land use detection algorithms relying solely on data or call volumes. It is
also worth noting that content may enable a better resolution in the determination
of functional spatial clusters. For example, poorer or richer residential neighbor-
hoods might look similar according to normalized averaged mobile activity, but
conversational content could reveal the differences between them.
4.3 Qualitative analysis: inter-city comparison of functional
clusters
Using the content-aware dataset the following questions can be asked. First, is it
true that the Business clusters of these three cities cannot be distinguished from
each other? Second, do business clusters share a common temporal heartbeat as
well as a common vocabulary? One of the most interesting results of the previ-
ous study [194] was the high level of similarity between Business clusters’ weekly
activity patterns in three fundamentally different cities. Actually, after the joint
clustering of all of their pixel timelines, business areas emerged as the single dom-
inant cluster, and the clustering did not show any other commonly recognizable
functional pattern. To answer the above questions, I performed a new training on
the word frequencies (disregarding the time domain again) using the pixels labelled
as Business from all three cities. The results show a clear difference between the
cities, as almost all (AUC ≈ 1) Business cluster pixels are correctly categorized
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into their own cities. This suggests that the content appearing in the Business
functional clusters of different cities is remarkably different.
The features that separate the three Business clusters are listed in Table 5.4. The
name of the cities and their abbreviations dominate the first ten places of this list,
which suggests that the content separates mostly along the geographical names.
But some features connected to tourism and certain landmarks (‘park’, ‘station’,
‘street’, ‘beach’) are also present, which indicates that apart from geographical
names, certain functions of Business pixels also set the cities apart. Thus, even
though the pace of work - measured through activity timelines - resemble each
other across different cities, the content is truly unique in a certain Business cluster.
Further analysis revealed that cities are recognizable with a similar level of certainty
not only based on their Business zone traits, but also based on the relevant content
of conversations in other types of detected land use clusters.
Is must be noted here that the generalization of results from the comparative
analysis of geolocated Twitter user behavior to the general population is not a
trivial task. Twitter users are not representative of the population neither in the
US [79] nor in London or in the UK [47, 84]. Mobile phone records can also contain
sampling biases across different age groups, because younger people more often
have Internet subscriptions with larger monthly cap, and the population is not
uniformly distributed or uniformly active within different areas of the cities. These
biases can also be present in the aggregated geographical analysis, for instance,
because of segregated housing issues. Inferring demographical attributes of Twitter
users and especially mobile phone users is in itself a highly demanding task [50,
85, 237]. Nevertheless, Twitter remains the most important source of publicly
available geolocated textual data, and this is the most state-of-the-art method by
which conversational content can be accessed in different areas of a city.
5 Conclusion
In conclusion, this chapter focuses on validating and enriching mobile activity based
land use clustering with the help of publicly available Twitter messages. Through
the evaluation of the complementary datasets, it is also possible to gain some
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insights into the similarities and the most differentiating features of human activity
traces in three metropolises. After the spatial and temporal aggregation of tweets,
I first analyzed how word frequency timelines align with mobile activity timelines
of functional clusters. I found that the share of words whose frequency moves
similarly to that of mobile activities is not the same across the clusters of different
cities and that it also differs from cluster to cluster. With the help of Random Forest
classifiers, I determined how much of the functional clustering can be retrieved in
a certain city based only on words. The performance of the classifiers was the
highest for the Business and Residential clusters and was significant in all cases.
Words responsible for the separation of city clusters were typically found to be
geographically bound landmarks and city-specific expressions, but topics related
to the detected cluster functions also appeared as differentiators. Pixels belonging
to the same functional cluster have also been separated into different cities, which
could be done with almost 100% certainty. Finally, I analyzed the most distinctive
words that enabled the separation of cities among pixels belonging to the same
functional cluster.
Here, the focus was only on the local typical word uses, because aggregation and
filtering hide any anomalies that can happen due to special events or emergencies.
The approach could be used for event detection: mining for patterns that are
different from typical at a given location or at a given time. Using words that are
distinctive of a certain type of cluster could enhance the performance of existing
land-use detection algorithms. The added dimension of conversational content
could also lead to a greater resolution in functional clustering by breaking down
areas similar in call or data volume profiles but differing in local focus topics. I
believe that this work can lead to further investigation of connections between
various urban descriptors derived from independent data sources.
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In this thesis, I aimed to understand and model complex human behavior. This
understanding is based on the recent availability of rich data sources such as mobile
call records and social media data. Here, I used mobile call records, billions of the
messages of the online social network Twitter, and a detailed historical database
of the voting data of United States counties for explaining aggregate patterns. In
Chapter 1, I gave an extensive review of the background of using geographically
tagged social media data for predicting real-world outcomes, and I also introduce
Twitter and the structure of its messages in detail. I also discussed the potential
biases and drawbacks using the freely available Twitter data. Despite these issues, I
still believe that Twitter is able to provide meaningful insight into various aggregate
phenomena, as I show in the chapters following Background. The end of Chapter 1
introduces the reader into the literature on urban scaling, that is the underlying
theory in Chapters 2-3 of this thesis. In the following paragraphs, I would like to
give a brief summary of each of the chapters of this work.
First, in Chapter 2, I use the urban scaling framework to explain the historical vot-
ing patterns of metropolitan areas in the United States. First, I show how votes cast
for the Republican and Democratic parties in the 2016 presidential elections of the
United States fit the laws of urban scaling. This fit reflects previous observations
about bigger cities voting more for Democrats. In the urban scaling framework,
this is equivalent to the fact that the votes given the Democratic party show a
CONCLUSION
superlinear scaling as a function of the voter turnout in the metropolitan areas.
Moreover, I showed that the scaling holds for historical election results beginning
from 1960, with the scaling exponents of the two parties being dependent on each
other. The dependence follows from substituting the scaling relationships into the
conservation of the voting probability when summing up for all parties. Thus, the
measured exponents fit well the theoretical expectation from the scaling laws in
each election year, and out of the two exponents, one is enough to explain the
other. Then I show that similarly to an urban scaling model of Gomez-Lievano et
al., the intercepts and scaling exponents are also connected by a linear relationship
using all fits from the historical election results. Therefore, to explain one election,
it is enough to model the scaling exponent of one of the parties, and the scaling
exponent of the other party and the intercepts of the fits can be calculated from
that single exponent using the universal parameters characterizing the historical
election process. I then tested the distribution of the normalized logarithmic devi-
ations from the party scaling curves, and I found that only the deviations for the
Democratic party follow a lognormal distribution, that corresponds to urban scal-
ing phenomena. Therefore, urban scaling for the Republican party is just the result
of the probability conservation process. Finally, I was able to explain the voting
behavior for the superlinearly scaling Democratic party by applying the economic
model of Gomez-Lievano et al. to voting processes, where a number of values or
issues have to be tolerated by an individual voter in order to vote for the party.
Bigger cities make their inhabitants more tolerant towards certain minorities or
beliefs though processes of social contagion and growing cultural diversity. Using
this fact, I successfully explained the growing gap between the scaling exponents
of the two main US parties by showing that the number of issues or values a voter
has to accept has increased over the years. The model seems to be applicable to
other voting processes such as the 2016 EU referendum in the United Kingdom,
where the votes cast for the Remain opinion also exhibit a similar superlinear phe-
nomenon as the Democratic voters. Here, the model underlying the results can
explain the famous “immigration paradox”, which means that communities hav-
ing more diverse ethnic backgrounds voted more for Remain, that was the more
immigration-friendly option.
Second, in Chapter 3, I apply the urban scaling theory to the language of geo-
graphically tagged social media messages. In this chapter, I showed how single
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word frequencies in the different metropolitan areas of the United States obey the
urban scaling laws. While the total word volume and the total tweet volume is also
scaling slightly superlinearly, the exponents characterizing their scaling laws are
less than exponents for human interactions from previous literature. Those words
that follow the same exponent than that of the total word count, are mostly coming
from a core vocabulary of the language, such as the stopwords “the” or “he”. Also,
words with the most super- or sublinear exponents have a meaning that is repre-
sentative of the super- or sublinear phenomena from other urban scaling measures.
Therefore, the extent of agglomeration in geographical space has a quantitatively
well measurable effect on word choice in the language of social media. At the end of
the chapter, I also show that the number of distinct words scales sublinearly with
the population, which corresponds to Heaps law. This demonstrates how there is
a decreasing marginal need for new words as there is a growing number of people,
thus, a growing number of tweets in a certain area.
Third, in Chapter 4, I develop a new numerical measure that correlates well with
employment levels of geographical areas. This measure is created from the daily
activity profile of geographical areas through a linear model. The main idea is
that the aggregated daily activity timelines are a linear combination of the average
activity timelines of two groups of people. One of these groups has a regular daily
temporal structure, imposed upon them by either work or school, and the other
group lacks this structure because of being unemployed or otherwise inactive. I used
geolocated Twitter messages aggregated into daily patterns within the counties
of the United States. Then, I decomposed the detected patterns into the linear
combination of the daily patterns of the two groups by minimizing the squared
error between the data and the model. As a result, I obtained two base patterns
for the active and inactive group of people. The shape of these patterns reflects
being active or inactive, with the active pattern corresponding to people getting
up earlier and going to bed earlier, and the inactive pattern exhibiting a shifted
timeline with getting up later and ceasing activity also later in the night. The
coefficient for each county, that gives the mixing ratio of the two base patterns,
correlates significantly with county employment level. Thus, instead of measuring
the relative activity of a chosen time window from a day, I gave a measure capturing
the whole shape of the daily pattern observed in a geographical area correlating
with employment levels.
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Finally, in Chapter 5, I investigate how urban land use is connected to the context
of social media messages sent from areas with differing land use. The segmentation
of urban space based on observed call patterns or social media data with geolocation
information already has an extensive literature. But this literature is only based
either on call activity data that does not focus on the context of the land use
patterns, or social media data alone, that lacks the granularity of the call datasets.
In this chapter, I presented a comparative study of three cities, London, New
York City, and Los Angeles using call data based land use clusters and geolocated
messages from the social media platform Twitter. I found that word timelines
aligning well with the activity timelines, or words that are relatively more abundant
in an area reflect the social context of land use within most clusters. Moreover,
I built a machine learning model trying to capture differences in the word usage
within different clusters of the same city, and within the same cluster of different
cities. I found that social context is capable of reproducing the land use clusters to
a significant extent based on a goodness measure of the machine learning classifiers.
I also found that while activity patterns alone cannot tell the difference between
the Business clusters of different cities, the context-based machine learning is able
to set these clusters apart. This approach is useful for determining the extent
to which patterns detected in proprietary call data are recoverable from freely
available social media data sources.
In conclusion, I attempted to show multiple sides of the applicability of large-scale
data sources for understanding aggregate human behavior. I used both the spatial,
temporal and textual features of my datasets, and I extended and developed new
models for the explanation of collective phenomena measured in the data. I hope
that this work provides valuable insights and a basis for future research in the
interdisciplinary community that tries to understand complex social phenomena.
Summary
In this thesis, I aimed to understand and model human behavior with tools from
complexity science. There are already several studies that use models borrowed
from physics such as gravity or radiation for explaining phenomena like human
mobility. For validating such models, rich data sources such as mobile call records
and social media data have recently become available. In the present work, I used
mobile call records, billions of the messages of the online social network Twitter,
and a detailed historical database of the voting data of United States counties for
explaining aggregate patterns.
In Chapter 1, I introduced the literature on how human digital footprints can
be used to model various real-world outcomes, especially by using data with ge-
ographical information. The background review was then narrowed down to the
introduction of the Twitter social network and the potential limitations and biases
present in the Twitter data, that is used in Chapters 3-5. Then, I decribed the
formalization of the theory of urban scaling, and reviewed the most important em-
pirical papers based on this theory, since the urban scaling methodology sets the
background for Chapters 2 and 3 of the thesis.
In Chapter 2, I presented the results of a study on urban scaling in historical and
recent presidential elections of the United States. Here, I showed that election
results fit into the urban scaling framework and that a probabilistic model from
economic complexity theory underlies the scaling phenomenon. In Chapter 3, I
explored how the same urban scaling phenomenon is present in the word frequen-
cies of the language people use on social media, namely the Twitter online social
network. In this chapter, I also showed how qualitative linguistic laws, namely the
Zipf’s law and the Heaps law, hold in these online posts.
Chapter 4 analyzed the correlation of employment and unemployment rates of
geographical areas in the United States with Twitter daily activity profiles. In this
chapter, I also developed an algebraic approach for treating geographical areas in
which the observed human activity timelines consist of the timelines of differently
behaving groups of people. Chapter 5 investigated how spatiotemporal patterns
in social media word frequencies predict mobile-phone based land use clustering in
different cities. Finally, I summarized my findings in Chapter 6.
Összefoglalás
Disszertációmban emberi viselkedési mintázatokat próbáltam megérteni a komplex
rendszerek vizsgálati módszereinek segítségével. Az irodalomban több példát is
találhatunk arra, hogy fizikai modellek, mint például a gravitációs vonzás vagy a
sugárzás, alkalmasak emberek kollektív viselkedésének leírására. Az ilyen és ehhez
hasonló modellek alátámasztására ma már több különböző nagy adatforrás is a ku-
tatók rendelkezésére áll. Doktori dolgozatomban ezek közül az adatforrások közül a
Twitter szociális hálózat ingyenesen elérhető milliárdos nagyságrendű bejegyzéseit,
mobiltelefonok hívásaiból származó adatokat, illetve egy részletes, hosszú időszakot
felölelő amerikai elnökválasztási választási adatbázist használtam.
Az 1. fejezet található összefoglalóban először áttekintettem, milyen már létező
lehetőségek vannak a digitális emberi lábnyomok felhasználására különböző szocio-
ökonómiai mutatók modellezésében. A háttérirodalom taglalását ezek után leszűkí-
tettem a Twitter online közösségi hálózatra, majd diszkutáltam, milyen lehetséges
korlátjai vagy torzításai lehetnek a Twitterből származó adatoknak, mivel ezeket
az adatokat használtam a disszertáció 3., 4. és 5. fejezetében. Majd az 1. fejezet
második felében bevezettem a városi skálázás elméleti alapjait, illetve bemutat-
tam az ehhez kapcsolódó legfontosabb empirikus tanulmányokat, melyek a 2. és a
3. fejezetekhez kapcsolódnak.
A 2. fejezetben megmutattam, hogy az Egyesült Államok városi területeinek szava-
zási eredményei több választásra visszamenőleg skálázási viselkedést mutatnak, és
a skálázási paraméterek összefüggéseit egy komplexitási modell segítségével értel-
meztem. A 3. fejezetben megvizsgáltam, hogy ugyanez a városi skálázási jelenség
áll azon bejegyzések szógyakoriságainak hátterében, melyeket az emberek a Twitter
online szociális hálózaton küldenek egymásnak. Ugyanebben a fejezetben megvizs-
gáltam az online bejegyzésekben két kvalitatív nyelvészeti törvény, a Zipf-törvény
és a Heaps-törvény paramétereit.
A 4. fejezetben megmutattam, hogy egy adott földrajzi terület foglalkoztatottsági,
illetve munkanélküliségi mutatói szignifikánsan korrelálnak az ugyanazon területen
élő lakosság szociális hálózati adataiból általam újonnan bevezetett mérőszámmal.
Egy lineáris algebrai modellel a megfigyelt átlagos napi aktivitást két különbözően
viselkedő csoport napi aktivitására bontottam fel. Az 5. fejezetben pedig felügyelt
gépi tanulás segítségével szociális hálózatból származó adatokból több különböző
városban is rekonstruáltam a mobilhívási adatokon alapuló területhasználati klasz-
tereket. Végül a 6. fejezetben foglaltam össze eredményeimet.
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