In this paper, we focus on the one-dimensional Keller-Segel chemotaxis system in a random heterogeneous domain. We assume that the corresponding diffusion and chemotaxis coefficients are given by stationary ergodic processes, and apply methods pertaining to stochastic two-scale convergence to derive the homogenized macroscopic equations. Special attention is paid to developing efficient numerical schemes for approximating the homogenized asymptotic coefficients.
Formulation of the problem
We consider a variation of the original Keller-Segel model of chemotaxis [6] , where the coefficients of the model are defined by stationary stochastic processes. Specifically, we consider the system:
x ∈ Q, t > 0, ∂u ε ∂n = 0, ∂v ε ∂n = 0, x ∈ ∂Q, t > 0,
where u ε and v ε denote the density of a population of cells and the concentration of a chemoattractant, respectively, and α, γ are positive constants. As will become apparent in the following, the parameter ε represents the spatial scale of the microscopic structure of the underlying medium or substrate. The diffusion coefficient D ε u and the chemosensitivity function χ ε depend on ε, as they are affected by changes in the properties of the substrate. It is assumed that these changes do not affect the diffusion of chemicals, and specifically the diffusion coefficient D v does not depend on ε (nonetheless, we allow for D v to be a function of the spatial variable x). Throughout the paper, we focus on an one-dimensional setting, i.e. (1) is defined over a bounded spatial domain Q such that dim(Q) = 1.
In order to specify the dependence of the model coefficients on the microscopic scale ε, we introduce the concept of a spatial dynamical system as follows (see, e.g., [3] ). We consider a probability space (Ω, F, P ) with probability measure P . We define an one-dimensional dynamical system T (x) : Ω → Ω, i.e. a family {T (x) : x ∈ R} of invertible maps, such that for each x ∈ R, both T (x) and T −1 (x) are measurable and satisfy the following conditions:
(i) T (0) is the identity map on Ω and for all x 1 , x 2 ∈ R, T (x) satisfies the semigroup property:
T (x 1 + x 2 ) = T (x 1 )T (x 2 ).
(ii) P is an invariant measure for T (x), i.e. for each x ∈ R and F ∈ F we have that P (T −1 (x)F ) = P (F ).
(iii) For each F ∈ F, the set {(x, ω) ∈ R × Ω : T (x)ω ∈ F } is a dx × dP (ω)-measurable subset of R × Ω, where dx denotes the Lebesgue measure on R.
The coefficients in (1) are defined as follows. First, we define two statistically homogeneous (i.e., stationary) random fields through the relations D u (x, ω) = D(T (x)ω) and χ(x, ω) = χ(T (x)ω), where D and χ are given measurable functions from Ω to R. Then, given the specified assumptions on the random fields, the coefficients D ε u (x) and χ ε (x) are defined as
We remark that this construction of the coefficients sets the stage for the use of ergodic theory in section 3. As alluded to above, the chemoattractant diffusion coefficient D v does not depend on ε. The following assumption is made throughout the paper.
Assumption 1. The following hold:
(ii) It is assumed that
(iii) With respect to the initial conditions, it is assumed that
We are now in a position to define the concept of weak solution that is used in this paper. In the following, Q τ = (0, τ ) × Q for some τ > 0, and ·, · Qτ denotes the standard inner product in
, and
for any φ, ψ ∈ L 2 (0, τ ; H 1 (Q)) and almost surely in ω ∈ Ω. Moreover, u ε and v ε satisfy the initial conditions
A priori estimates
In this section, we establish a priori estimates for the weak solutions of (1) that eventually lead to the proof of our main homogenization result in section 3.
Theorem 3. Under Assumption 1 there exists a unique weak solution of (1) for every ε > 0, and for P -a.e. ω ∈ Ω we have
for some constant C that is independent of ε.
Proof. The existence of a weak solution to problem (1) is proved by showing the existence of a fix point of the operator K defined on L 4 (0, τ ; W 1,4 (Q)) by v ε,n = K(v ε,n−1 ) with v ε,n given as a solution of the linear problem u
By applying Galerkin's method and a priori estimates similar to the estimates (7), (12), (14), and (15) established below, we obtain for every v ε,n−1 ∈ L 4 (0, τ ; W 1,4 (Q)) the existence of solutions (u ε,n , v ε,n ) of (5) with
, along with the Schauder Fixed point theorem and a priori estimates that are independent of n, ensure the existence of a solution to the original nonlinear problem (1) for all ε > 0.
The regularity of the solutions ensures that u ε , v ε ∈ C([0, τ ]; L 2 (Q)) for P -a.e. ω ∈ Ω, and thus the initial conditions are satisfied.
To prove the required a priori estimates, we first consider φ = 1 and ψ = 1 as test functions in (2) and
and
Hence, we obtain
Multiplying the second equation in (1) by v ε and ∂ 2 x v ε , integrating over Q, and using zero-flux boundary conditions together with the specified assumptions on D v , we have
Applying Young's and Gronwall's inequalities and using
Multiplying the first equation in (1) by u ε , integrating over Q, and using zero-flux boundary conditions together with the stated assumptions on D u give
The term on the right-hand side can be estimated as
Then, using the Gagliardo-Nirenberg inequality, i.e. for w ∈ W 1,r (Q)
Thus, using estimate (11) we have
Then, the estimate in (7) together with (10) ensure that
Hence, using the last inequality along with (6) and (9), we obtain
Combining all estimates together, we have that
Using dim(Q) = 1 in the last estimate, we obtain that
Considering ∂ t ∂ 2 x v ε as a test function in (3), applying integration by parts, and using zero-flux boundary conditions together with the specified assumptions on D v yield that
where C = C(d 2 v , α). Then using (7), (12), and the assumption v 0 ∈ H 2 (Q), we have
Multiplying the first equation in (1) by u ε t , integrating over Q and using zero-flux boundary conditions we obtain
Then the term on the right-hand side can be rewritten as
The second and third terms can be estimated as
For the last term we have that for t ∈ (0, τ ]
Applying Gronwall's lemma and using estimates (12), (13), and (14) along with u 0 ∈ H 1 (Q) and v 0 ∈ H 2 (Q), we obtain that for a.e. t ∈ [0, τ ]
Thus, we conclude that
We remark that the above a priori estimates are first derived for Galerkin approximations constructed by smooth eigenfunctions of the one-dimensional Laplace operator with Neumann boundary conditions. Then, using standard arguments pertaining to the weak convergence and lower semicontinuity of the norms involved, we also obtain the corresponding estimates for the solutions u ε and v ε of (1).
To prove uniqueness, we assume there are two solutions and consider u ε = u ε 1 − u ε 2 and v ε = v ε 1 − v ε 2 as test functions in equations (2) and (3), respectively,
Then using the boundedness of u ε i and ∂ x v ε i , i = 1, 2, along with Young's and Gronwall's inequalities, we obtain u ε 1 = u ε 2 and v ε 1 = v ε 2 for a.e. (t, x) ∈ Q τ and P -a.e. ω ∈ Ω.
Stochastic homogenization
In this section, we derive our main homogenization result for problem (1) . The system of macroscopic equations is obtained in Theorem 14 by using the concept of stochastic two-scale convergence introduced in [10] . For the reader's convenience we state the general definition of two-scale convergence by means of Palm measures, and then apply it to the specific context of the problem studied in this paper. In the following, we also make use of the concepts of invariance and ergodicity, which we now define.
Definition 4.
A measurable function f on Ω is said to be invariant for a dynamical system T (x) if for each x ∈ R, f (ω) = f (T (x)ω), P -a.e. on Ω.
Definition 5. A dynamical system T (x) is said to be ergodic, if every measurable function which is invariant for T (x) is P -a.e. equal to a constant.
The random environment described by the coefficients in (1) can also be characterized in terms of a random measure, which is defined as follows. Even though more general definitions of random measure exist in the literature (see, e.g., [5] ), in the remaining of the paper, µ ω will always denote a random measure on (R, B(R)).
Definition 7.
The Palm measure of the random measure µ ω is the measure µ on (Ω, F) defined by the relation
where I K denotes the characteristic function of the set K.
The value of the concept of Palm measure is that it allows for a generalization of Birkhoff's ergodic theorem for stationary random measures. Specifically, given a dynamical system T (x), we say that the random measure µ ω is stationary if for every φ ∈ C ∞ 0 (R)
where µ T (x)ω (A) = µ ω (A + x) for all A ∈ B(R). The intensity m(µ ω ) of a random measure µ ω is defined by
Theorem 8 (Ergodic theorem [10] ). Let the dynamical system T (x) be ergodic and assume that the stationary random measure µ ω has finite intensity m(µ ω ) > 0. Then
for all bounded Borel sets A, with |A| > 0, and all g ∈ L 1 (Ω, µ).
We remark that for µ = P , Theorem 8 reduces to the classical ergodic theorem of Birkhoff. We now define the concept of stochastic two-scale convergence, which is one of the main tools used in proving Theorem 14. We consider the family of random measures
We remark that an immediate consequence of Theorem 8 is that on every compact subset of R, the family dµ ε ω (x) converges weakly to the deterministic measure m(µ ω ) dx a.s. with respect to P as ε → 0 (see, e.g., [10] ).
Definition 9 (Stochastic two-scale convergence [4, 10] ). Let Q be a domain in R, T (x) be an ergodic dynamical system, and T (x)ω be a "typical trajectory," i.e. one that satisfies equation (18) for all g ∈ C(Ω). Then, we say that a sequence
can be used as a test function in Definition 9. The concept of "typical trajectory" in Definition 9 extends to realizationsω ∈ Ω. Specifically, we say that ω ∈ Ω is a "typical realization" if (18) holds true atω for all g ∈ C(Ω).
Theorem 10. [4, 10] Every sequence {v
) in the sense of stochastic two-scale convergence.
Before we proceed, we need to define a concept of stochastic derivative and the space H 1 (Ω, µ) for the Palm measure µ. First, we say that a function f ∈ C(Ω) belongs to C 1 (Ω) if the limit
exists and ∂u(ω) ∈ C(Ω). Then, the Sobolev space H 1 (Ω, µ) is defined as follows.
Definition 11. [10] We say that a function u ∈ L 2 (Ω, µ) belongs to H 1 (Ω, µ) and ∂ ω u is a (stochastic) derivative of u if there exists a sequence
In general, the stochastic derivative ∂ ω u does not have to be unique (see [10] for counterexamples). We remark, however, that the particular setting of our problem yields the uniqueness of ∂ ω u. We also define L 2 pot (Ω, µ) and L 2 sol (Ω, µ) to be the spaces of potential functions and divergence-free functions, respectively. More precisely, L
where the closure in the definition of L 2 pot (Ω, µ) is with respect to the L 2 (Ω, µ) norm. We now state two compactness results for the notion of stochastic two-scale convergence to be used in the following. Theorems 12 and 13 were proved in [10] in the more general setting of Q ⊂ R n and for an arbitrary random measure. Here, the theorems are stated in the context of our problem, i.e. for an onedimensional domain and a non-degenerate random measure µ ω (see [10] for a definition of non-degeneracy).
Theorem 12.
[10] Let Q be a domain in R and assume that µ ω is a non-degenerate random measure and that the sequence
Then there exist functions v ∈ H 1 (Q) and v 1 ∈ L 2 (Q; L 2 pot (Ω, µ)) such that, up to a subsequence, the following hold:
Theorem 13.
Then there exists a function v ∈ L 2 (Q; H 1 (Ω, µ)) such that, up to a subsequence, the following hold:
Similar results hold for {v ε } ⊂ L 2 (0, τ ; H 1 (Q, µ ε ω )), where the time variable is considered as a parameter [4] . In the following theorems, the Palm measure reduces to the probability measure P , i.e., µ = P . We now state and prove the main homogenization result of this paper.
Theorem 14. We assume that the dynamical system T (x) is ergodic and the coefficients D ε u , χ ε and D v satisfy Assumption 1. Then the sequence of weak solutions of the microscopic problem, i.e. problem (1), converges to the solution of the macroscopic model:
where
andū 1 ,û 1 are solutions of the auxiliary problems
Proof. From the a priori estimates in (4), we obtain that
Then, using the compactness theorem for stochastic two-scale convergence with µ = P , we obtain that, up to a subsequence,
for all "typical" realizations ω. Now, considering the two-scale convergence of u ε and ∂ t u ε , we have that for
Thus,ũ(t, x, ω) = ∂ t u(t, x) for a.a. (t, x) ∈ Q τ and P -a.e. ω ∈ Ω. Similarly we conclude thatṽ(t,
From the definition of stochastic two-scale convergence of ∂ x v ε , we obtain that for
The weak convergence of v ε in L 2 (0, τ ; H 1 (Ω)), which is ensured by the a priori estimates, implies that
for P -a.e. ω ∈ Ω and ϕ ∈ L 2 (Q τ ). Thus, by choosing b(ω) = 1, we conclude thatv(t, x) = ∂ x v(t, x) for a.a.
(t, x) ∈ Q τ . Hence, the stated a priori estimates and the Aubin-Lions compactness lemma [7] ensure that, up to a subsequence, u ε → u, v ε → v, and
We now derive the macroscopic equations. Choosing ψ ∈ C ∞ (Q τ ) as test function in (3), and by considering the weak convergence of u ε and v ε , we obtain
and ϕ 2 ∈ C 1 (Ω), as test function in (2) and obtain
The two-scale limit in equation (29) and the strong convergence of u ε yield
Choosing ϕ(t, x) = 0 for (t, x) ∈ Q τ we obtain
Due to the stated assumptions on D u and χ there exists a unique solution u 1 (t, x, ·) ∈ L 2 pot (Ω) of (31) that depends linearly on ∂ x u(t, x) and u(t, x) ∂ x v(t, x) for a.e. (t, x) ∈ Q τ [9] . We consider u 1 (t, x, ω) = ∂ x u(t, x)ū 1 (ω) + u(t, x) ∂ x v(t, x)û 1 (ω) for a.e (t, x) ∈ Q τ and P -a.e. ω ∈ Ω, and obtain from (31) that
pot (Ω) are solutions of the problems (27) and (28), respectively. Considering now ϕ 1 = 0 in (30), and using the above expression for u 1 , we obtain the macroscopic model (25) with effective coefficients D * and χ * given by (26).
By the stochastic two-scale convergence of u ε and ∂ t u ε , and the initial condition u ε (0,
Similar calculations for v ε ensure that the initial conditions u(0, x) = u 0 (x) and v(0, x) = v 0 (x) are satisfied a.e. in Q.
The proof of the uniqueness of the solution is similar to the corresponding proof for the microscopic problem, and hence the convergence of the whole sequences {u ε } and {v ε } follows. Since (25) has a unique solution, and D * and χ * do not depend on ω, it follows that the solution of (25) does not depend on ω either.
Numerical approximations
We now turn our attention to the question of numerically approximating the homogenized coefficients shown in (26). Our approach here builds upon the periodic approximation method, proposed in [1] . Specifically, we apply a "periodization" procedure as follows.
We let S ρ = [0, ρ] for some ρ > 0, and for each ω ∈ Ω we consider the periodic functions
Then for P -a.a. ω ∈ Ω, we obtain the equations
The equation forū ε has periodic coefficients, and hence we can employ methods pertaining to periodic homogenization to obtain the effective coefficients for the corresponding macroscopic problem. However, since D ρ u,per (z, ω) and χ ρ per (z, ω) are not ergodic anymore, the effective coefficients are not deterministic (i.e., they depend on ω ∈ Ω). Thus, in a numerical setting, the computation of the corrector functions and the effective coefficients requires the generation of several realizations of the solutions and subsequent averaging over those realizations.
The unit cell problems that are obtained from the periodic homogenization approach are:
Given the corrector functionsη ρ ,η ρ ∈ H 1 per (S ρ ), the effective coefficients are then defined by
and the macroscopic equations read
The following theorem is the key result of this section. It guarantees the convergence of the effective coefficients obtained by periodic approximation to the original effective coefficients obtained from the stochastic homogenization approach of the previous section. 
Proof. First, we consider in S 1 = [0, 1] the auxiliary problems
From the definition of D 
where D * and χ * are given by (26).
We then consider the coordinate transformation y = z/ρ in equations (32), transforming S ρ to the unit interval S 1 . We letη 
for P -a.e. ω ∈ Ω. Finally, since the only periodic solutions of (42) with zero average areη ∞ (y) = 0 and η ∞ (y) = 0 for y ∈ S 1 , it follows from (43) that 
for P -a.e. ω ∈ Ω. This proves the convergence results stated in the theorem.
