We have established the exact expression for the gravitational potential of a homogeneous polar cell -an elementary pattern used in hydrodynamical simulations of gravitating discs. This formula, which is a closed-form, works for any opening angle and radial extension of the cell. It is valid at any point in space, i.e. in the plane of the distribution (inside and outside) as well as off-plane, thereby generalizing the results reported by Durand (1953) for the circular disc. The three components of the gravitational acceleration are given. The mathematical demonstration proceeds from the incomplete version of Durand's formula for the potential (based on complete elliptic integrals). We determine first the potential due to the circular sector (i.e. a pie-slice sheet), and then deduce that of the polar cell (from convenient radial scaling and subtraction). As a by-product, we generate an integral theorem stating that "the angular average of the potential of any circular sector along its tangent circle is 2 π times the value at the corner". A few examples are presented. For numerical resolutions and cell shapes commonly used in disc simulations, we quantify the importance of curvature effects by performing a direct comparison between the potential of the polar cell and that of the Cartesian (i.e. rectangular) cell having the same mass. Edge values are found to deviate roughly like 2 × 10 −3 × N/256 in relative (N is the number of grid points in the radial direction), while the agreement is typically four orders of magnitude better for values at the cell's center. We also produce a reliable approximation for the potential, valid in the cell's plane, inside and close to the cell. Its remarkable accuracy, about 5 × 10 −4 × N/256 in relative, is sufficient to estimate the cell's self-acceleration.
Introduction
The determination of the potential and forces due to various distributions of matter is an important part of theoretical and numerical geophysics and especially astrophysics. Applications concern for instance the dynamics of solid particles (satellites, asteroids, circumstellar material, planetary rings) orbiting dense objects, the internal structure of self-gravitating systems like planets, rotating stars, galaxies and massive discs, moments of inertia and geodetic problems (e.g. Binney and Tremaine, 1987; Arnaboldi and Sparke, 1994; Šubr and Karas, 2005; Nelson, 2006; Baruteau and Masset, 2008; Vogt and Letelier, 2009; Schulz, 2009) . In general, symmetry in shape or in mass distribution offers a simplified mathematical framework. However, this is not always sufficient to enable a full analytical calculus. Other assumptions are therefore sometimes invoked, like the reduction of the number of dimensions. The circular disc as a flat, two dimensional system is of great interest in astrophysics. Several cases have been studied, differing mainly by the size of the system (finite or not), and by the surface density profile Σ, generally a function of the radius a and polar angle, the most basic being probably the homogeneous disc (Durand, 1953; Lass and Blitzer, 1983; Conway, 2000; Fukushima, 2010; Tresaco et al, 2011) . Non-homogeneous discs have been widely considered in the context of galactic dynamics. There are axially symmetrical discs, analysed for instance by Mestel (1963) for Σ ∝ 1/a, by Casertano (1983) for Σ ∝ e −a , by Schulz (2009 Schulz ( , 2012 for Σ ∝ (1 − a) n/2 (n integer), by Huré et al (2007) and Brada and Milgrom (1995) for Σ ∝ a s (with s real). Potential/surface density pairs have also been produced for fully inhomogeneous discs Kalnajs (1976) ; Quan (1993) ; Qian (1992); Evans and Collett (1993) (see also Binney and Tremaine, 1987) .
In models and especially in numerical simulations working in polar and cylindrical coordinates, circular discs are naturally discretized into a large collection of massive polar cells, which individually generate in space an attractive force. This enables to introduce any kind of inhomogeneity from individual homogeneous cells. To our knowledge, the general formula for the gravitational potential of a polar cell -leading to these forces -is not known yet, probably because it is not really easy to derive from direct integral calculus. Huré et al (2009) have addressed the problem in the special case where the potential and field is required along the symmetry axis of the homogeneous cell, which greatly simplifies the mathematical derivation. Here, we generalize this result and report the exact expressions valid inside the distribution as well as outside, including the complicated off-plane case. These expressions work for any cell shape (radially or angularly elongated). These new results are therefore appropriate to estimate correctly the potential and internal forces of self-gravitating discs as continuous (i.e. non-particle) systems.
The paper is organized as follows. In Section 2, we recall the formula for the potential and acceleration of a flat and homogeneous circular disc derived by Durand (1953) in the context of electrostatics. In Section 3, we write the integral expression for the potential of a circular sector (and polar cell) and explain our strategy to perform this integration analytically from Durand's formula. In Section 4, we deduce the generic formula enabling to treat the circular sector and polar cell as well. We give in Section 5 the expressions enabling to construct the 3 components of the gravitational acceleration. In Section 6, we address a few remarks about technical aspects (computation in the cell's plane, potential in the polar axis, long-range behavior). The formula for the potential is graphically illustrated in Section 7. In Section 8, we generate a theorem about the angular average of the potential in the cell's plane, deduced from periodicity. Section 9 is devoted to a comparison of the potential of the polar cell with its Cartesian analog, in conditions typical of current numerical simulation of hydrodynamical discs where polar cells have almost rectangular shapes. This helps to decide when and where curvature effects can be neglected. Finally, in Section 10, we establish a very good approximation for the potential, by using the expansion of the elliptic integral of the first kind around the singularity by Van de Vel (1969) . A few concluding remarks follow. Several appendices contain definitions and demonstrations.
Potential of a flat, circular disc
The derivation of the expression for the potential of a homogeneous and flat, circular disc, with radius a as shown in Fig. 1a is found in Durand (1953) in his remarkable textbook devoted to Electrostatics (for the astrophysical context, see Lass and Blitzer, 1983; Conway, 2000; Tresaco et al, 2011) . Up to a factor −GΣ where G is the constant of gravitation and Σ is the surface density of the disc, the expression reads, retaining Durand's notation:
where R and Z are the cylindrical coordinates of the observation point P( r) (i.e. r = R e R + Z e Z ), E, K and Π are the complete elliptic integrals of the first, second and third kinds respectively (see the Appendix A for a definition),
where z is the altitude of the disc,
is the modulus (0 ≤ k ≤ 1),
is the characteristic or parameter (0 ≤ k ≤ m ≤ 1), and
which is a Heaviside-type function, i.e. ǫ ′ +H(R − a) = 1. he potential is finite and continuous everywhere, including at the edge (i.e. at R = a and Z = z). It is possible to express the Π-function in terms of Heuman's lambda function (Conway, 2000) .
We can easily calculate the potential everywhere in space of an annulus, simply by considering Eq.(1) with two different values of a. For instance, if a in denotes the inner edge and a out is the outer edge of the annulus, then we have:
Equation (1) is also the starting point to determine the potential of any axially symmetrical system with non-zero thickness, by performing an integration along the z-direction. This is usually achieved through a numerical process. Finally, from Eq.(1), we can get the gravitational acceleration g disc = −∇ψ disc by differentiation (see appendix B), which is an important quantity to study the dynamics of test particles. Note however that g disc logarithmically diverges at the edge (like for any homogeneous, bidimensional distribution). and so Eq.(9) takes the well-known form:
whose closed-form is therefore Eq.(1). In the special case where β = π 2 (i.e. θ = θ ′ ), the floating sector is exactly a half-disc, and the observation point P is somewhere along the diameter. As a consequence, ψ float is half the potential of the circular disc, i.e.
1 2 ψ disc ( r; a). For amplitudes β = π 2 , the determination of Eq.(11) by analytical means is not trivial. We can distinguish two cases:
• within the plane of the distribution where ζ = 0, we have k = m. This is the most simple case: the result can be found either by a change of integration variable (da → dm), or by using a change of modulus of the F -function (i.e. m → a/R ≤ 1 or m → R/a ≤ 1). This is the method used in Huré et al (2009) to determine the potential along the symmetry axis of the polar cell.
• when the observation point is off the plane of the sheet (i.e. ζ = 0), things are more tricky (the goal of the paper). We have not been able to solve this general problem by direct integration but by exploring the incomplete version of Durand's formula. It turns out that this approach was successful.
To get the incomplete version of Durand's formula, we simply change the complete elliptic integrals into incomplete ones. For each term in Eq.(1), the correspondence is then:
where E and Π are the incomplete elliptic integrals of the second and third kinds respectively (see Appendix A for a definition). We have then calculated the partial derivatives of each term with respect to the radius a, aiming at the generation of the right integrand a R kF (β, k) appearing in Eq.(11). This process requires the calculation of the partial derivatives of the incomplete elliptic integrals with respect to k and/or m (see Appendix C), as well as the derivatives of the modulus k and parameter m with respect to a, namely:
and
The derivatives of the three terms in the right-hand-side of Eq.(15) are fully expanded in Appendix D. By summing the resulting formulae, we find that i) the incomplete elliptic integrals of the second and the third kinds disappear, and ii) the expected integrand is indeed present.
We actually obtain the following relation:
and we recognize the expected integrand a R kF (β, k). The point is that the second asymmetric term can be written in the form of a partial derivative with respect to a too. This was a priori not guaranteed, but there is indeed a closed-form. The demonstration is given in Appendix E. For any angle β ≤ π 2 , we have the general relationship:
and so we deduce the indefinite integral:
− R sin 2β asinh a + R cos 2β
is the distance from point P(R, θ, Z) to point P ′ (a, θ ′ , z). To be rigorous, we should include in the right-hand-side of Eq. (20) any function of the three variables ζ, β, and R, but this is not necessary here since we work with a definite integral in the following. With 0 and a as the lower and upper bounds respectively, we get the expression for ψ float ( r) defined by Eq.(11), and then ψ sector ( r) given by Eq.(9) or Eq.(12). As E(β, 0) = F (β, 0) = Π(β, 0, 0) = β, we deduce that the elliptic integrals cancel each other at the lower bound. We finally get, for β ≤
where we have defined for convenience:
for the "trigonometric" term, and
− asinh R cos 2β
for the "hyperbolic" term. Note that both H and T depend not only on the amplitude β but also on m and k through a/R and ζ. Equation (22) is exact. It is valid in all of space, in the plane of the distribution (if ζ = 0) as well as off the plane. It can obviously be put in various equivalent forms, in particular by combining the intrinsic functions having two different arguments. As expected, it is an even function of ζ (the potential is the same above and below the plane of the distribution). Because of the inverse trigonometric function in Eq.(19), Eq.(22) must not be used for amplitudes β larger than π 2 (unless T must include a constant). Such amplitudes correspond to a floating sector larger than half-a-disc, or ∆θ ′ > π. This configuration is precisely the one displayed in Fig. 2a . To treat cases with β > π 2 , we replace this large floating sector by a circular disc minus a small floating sector. The small floating sector to be removed has the following properties: i) same radius a, ii) opening angle 2π − ∆θ ′ ≤ π, and iii) two bounding angles
and β = 0, respectively. For β > π 2
, the potential of the floating sector is then given by:
A typical algorithm to determine ψ float whatever β by using uniquely Eq. (22) is then the following: 
Potential of the circular sector and polar cell
The potential of a circular sector is found from Eqs. (22) and (25) by considering two amplitudes β 1 and β 2 , according to Eq.(12). Similarly, the gravitational potential of a polar cell is found from Eq.(12) by considering two circular sectors having the same bounding angles but two different radii. A typical polar cell is depicted in Fig. 2b . Let a in be the inner radius of the cell, a out the outer radius, ∆a = a out − a in ≥ 0 the radial extension, and θ 
where, for each circular sector, the quantities δ, k and m must be computed as: and
while ζ is the same for the two sectors.
Accelerations
The gravitational accelerations − ∇ψ sector and − ∇ψ cell due to the circular sector and polar cell respectively involve the partial derivatives with respect to the three variables R, θ and Z. We have
where − ∇ψ float ( r; a, β) is the acceleration of the floating circular sector with bounding angles 0 and θ ′ = π + θ − 2β. The 3 components of ∇ψ float ( r; a, β) are derived in Appendices F, G and H. As for the potential (see Eq. (25)), the case with β > π 2 must be treated by considering the circular disc, i.e.
where
, and ∇ψ disc ( r; a) = − g disc ( r; a) (see Appendix B).
Important remarks and special cases
Case with β = π 2
. As mentioned above, this case corresponds to the value of the potential at the edge of a half-disc (i.e. along the axis defined by θ = θ ′ ). For that amplitude, all the incomplete elliptic integrals take their complete value. The inverse hyperbolic functions vanish, while the two inverse trigonometric functions may still contribute through an argument eventually infinite. We then need to consider three cases, depending on the position of the observation point relative to the tangent circle, which is the circle with radius a and tangent to the circular sector. The same kind of distinction exists under axial symmetry (Durand, 1953; Lass and Blitzer, 1983) . We have:
• if R = a, then m = 1 and a + R cos 2β = 2R cos 2 β. The argument of the first inverse tangent function remains finite. We find:
and so lim
• if R > a, then (a − R)/ sin 2β < 0. The two inverse trigonometric functions cancel each other, and so we get: lim
• if R < a, then (a − R)/ sin 2β > 0. The two inverse trigonometric functions bring the same contribution and we find:
We then conclude that:
We see that this result can be written in the compact form:
where ǫ ′ is a step-function already defined in Section 2. We then fully recover Durand's formula.
Axial symmetry. Given the above analysis, we see that Durand's formula and Eq. (12) are indeed equivalent. Actually, axial symmetry implies ∆θ = 2π, which is achieved for instance with θ
, that is for 2β 1 = π and 2β 2 = −π. In particular, the term −|ζ|π × ǫ ′ in Eq.
(1) comes from the two trigonometric functions, in the limit β → π 2 − . We have:
which is nothing but the potential of two half-discs, hence the factor 2 in Durand's formula.
Calculations in the plane. For ζ = 0, we have k = m and δ = (a + R). The two functions Π and T do not contribute. Equation (11) then becomes:
− R sin 2β asinh a + R cos 2β R| sin 2β| − asinh cos 2β | sin 2β| .
Polar axis. We see from Eq.(40) that for R = 0 and ζ = 0, δ = a, and k = m = 0. Only the incomplete integral E and F contribute, and they are identical to the amplitude. The potential of the floating sector (up to a factor −GΣ) is then given by:
which is nothing but the length of the arc. So, the potential of the circular sector at its corner is:
For ζ = 0, we have :
and then
which leads to:
Long-range behavior. At large distance from the system, the modulus k → 0, meaning that F (β, k) ≈ β to second-order in k. At the same order, we then have
With δ ≈ r ≫ √ a 2 + z 2 , r being the spherical radius, we have
By difference, we get from Eq. (12):
which is the expected result: far enough from the system, the potential is proportional to the mass and inversely proportional to the relative distance.
A few numerical examples
The way to compute the potential depends mainly on the polar angle θ relative to θ ′ 1 and θ ′ 2 . We recommend to proceed as follows: . The potential is then computed directly from Eq. (12) where each term is determined from Eq. (22);
we can proceed as above by considering a new observation point P"( r ′′ ) mirror symmetric of P with respect to the plane of the distribution for which the potential is the same. The altitude of this point is 2z−Z (the radius and polar angle are unchanged). The new bounding angles are : θ
where 2β
≤ β 1 . In this case, ψ float ( r; a, β 2 ) is determined from Eq.(22) and ψ float ( r; a, β 1 ) is found from Eq.(25). We finally have (see also Eq. (26)):
where Figure 4 shows the potential of a circular sector in two (R, θ)-planes. The first panel is for ζ = 0 (i.e. in the plane of the cell), and the second panel is for ζ = a/2. The opening angle of the sector is ∆θ
. Finally, the potential of a polar cell computed from Eq.(27) is shown in Fig. 5 for ζ = 0 and for ζ = a/2 (off-plane). The opening angle is the same, the radius at the outer edge is a out = : in the plane (top panel) and off-plane with ζ = a/2 (bottom panel). The color code is the same. A few contour levels are superimposed. (the boundary is shown in white). 
A theorem
In the plane of the distribution, Eq.(22) takes a particularly simple form since m = k (i.e. ζ = 0). In addition, for R = a we have m = k = 1. All along this tangent circle, we have:
= − sin 2β × ln 1 + 1 | cos β|
The function H(β) is plotted versus β in Fig. 6 for a = R and ζ = 0. It is an odd function of the angle 2β, and is 2π-periodic in this same angle. As a consequence, when integrated over any interval [0, π], we always get:
In fact, this periodicity does not depend on a and R, and so Eq. (53) is true even for m = 1. We can easily integrate over one period each term in the right-hand-side of Eq. (12). We take the interval [θ
As we have
we find:
Regarding the second term, the integration which is to be performed over the same interval in θ, gives:
Consequently, the potential of the circular sector integrated over the whole tangent circle is
We can therefore postulate that the angular average of the potential along the tangent circle of any circular sector with radius a and opening angle ∆θ ′ is (up to a factor −GΣ):
where . According to Eq.(57), the area (shown in grey) under this last curve is a. The potential ψ sector versus the polar angle θ along the circle tangent to the circular sector, for different opening angles ∆θ ′ labelled on the curves, and a = 1 (bottom panel). The area under each curve is 4a∆θ ′ according to Eq.(57).
is the opening factor of the circular sector. This relation can be rewritten into different forms. In particular, by using the value at R = 0 (see Sect. 6), we also have:
meaning that the angular average of this potential is 2 π times the value at the corner. For the circular disc, we have ∆θ ′ = 2π and so Figure 7a shows ψ float versus θ, as well as the potential of the corresponding circular sector ψ sector . Figure 7b shows ψ sector versus θ over one period for various opening angles ∆θ ′ . It is probably possible to derive other theorems by considering only the range [θ 
Curvature effects and high resolutions
When the opening angle ∆θ ′ of the polar cell tends to zero, curvature effects are expected to gradually vanish. The cell becomes more and more rectangular, i.e. Cartesian. It is interesting to analyze how potential values vary in such a case. In particular, it can be interesting to be able to decide whether or not the formula for the Cartesian (i.e. rectangular), homogeneous cell can be used instead of the formula for the polar cell, for a given accuracy, and to quantify the deviation between the two. This is what we have done by considering practical cases. In current numerical simulations of self-gravitating discs, the discretisation consists in a grid with N × L cells (N is for the radial direction, and L is for the angular direction), typically a few hundred in each direction (e.g. Nelson, 2006; Baruteau and Masset, 2008; Pierens et al, 2011) . The angular resolution 1 L is often smaller than the radial resolution 1 N , in order to produce, at least at some radius, polar cells with almost square shape 3 . This is achieved when:
where ∆θ ′ is the opening angle (see Sec. 3), and ∆a is the radial extension (see Sec 4). Since, by nature, cells have not the same size in polar coordinates, while the shapes stay homothetic, this conditions cannot be met everywhere. For a regular radial discretisation, this condition translates into:
and we see that the polar cell is close to the square cell L ≈ 6N, while at twice this distance, this is achieved for L = 3N. Like a polar cell, a Cartesian cell is defined by four corners with coordinates (x is shown in Fig. 8a . We have then compared the potential of the polar cell ψ cell and the potential of the Cartesian cell ψ rect. in the case where the two systems have the same mass, for various numerical resolutions 1/N and 1/L. To complete the above example, we show in Fig. 8b the potential of the polar cell having the same mass and same radial extension as the rectangular sheet. We have compared the two potentials numerically. For this purpose, the setup is the following:
for the polar cell, and
for the rectangular sheet. The value of y ′ 1 ensures that the mass of the two systems remains the same whatever the parameters N and L. The relative difference is shown in Fig. 9 for N = 256 and L = 6N inside the cell and close neighbourhood. As expected, the largest deviations are observed at the four corners and along the boundaries, in excess or in default. The maximum value is ∆ max ≈ 2 × 10 −3 here (in absolute). The deviations remain globally small : i) along the mean arc R = Figure 10 shows ∆ max and ∆ c for N running from 2 4 = 16 to 2 12 = 4096 and L = 6N still. Both log |∆ max | and log |∆ c | vary as a power-law of N. There is about 4 orders of magnitude between the deviation at the corners and the deviation at the center. We have roughly:
for boundary values, and
for values at the cell center. We have considered different ratios L/N, in particular L = 3N and L = 12N which corresponds to polar cells slightly elongated in the angular and in the radial directions, respectively. We have noted that all the results are globally similar.
Approximation in the vicinity of the cell
As a matter of fact, we can find a good approximation for the potential in the vicinity of the polar cell. This may actually be interesting not to manipulate incomplete elliptic integrals and to work with a less complicated expresssion. The vicinity of the polar cell means β-amplitudes and moduli m close to unity. In such a case, we can use the following expansion based on the work by Van de Vel (1969) :
In contrast, it does not seem possible to approximate the hyperbolic term H(β) for m = k without generating noticeable errors. So we take its exact form:
The approximation for the potential of the floating sector, denoted ψ float 0
, is found from Eq. (22) or Eq.(40) using Eq.(69). We get:
For both coherence and optimization, the value of ψ disc , when necessary (i.e. in the case where β > π 2 ), must be replaced by its approximation at the same order, namely:
The approximation for the potential of the circular sector and then for the polar cell 4 are then found from Eqs. (73) and (74) by using convenient amplitudes β 1 and β 2 , and radii a in and a out . We have checked the accuracy of this approximation in the same conditions as above. The relative difference
is shown in Fig. 11 for N = 256 and L = 6N inside the cell and close neighbourhood. We note that the agreement is remarkable with |∆| ≈ 10 −3 . It is especially excellent again along the mean arc R = 1 2 (a in + a out ), which means that the angular component of the force should be very accurate.
As above, we have changed the resolution (still with L = 6N). The results are displayed in Fig. 12 . We roughly find:
for values of the potential along the boundary, and
for values at the cell center.
Concluding remarks
In this article, we have investigated the gravitational potential of the circular sector and polar cell, which are two fundamental patterns present in numerical simulations of disc-like structure. Several new results have been established : the exact formula valid in all space and for any cell shape, an average theorem and an approximation for the interior potential. We have also quantified the curvature effects by comparing the potential of the polar cell and that of the Cartesian cell. All the formulae presented here are appropriate to both theoretical and applied studies requiring either low or high spatial resolution. Applications to electrostatics and capacitance problems are straightforward.
4 Inside the cell, we have β 2 ≤ π 2 ≤ β 1 , and so the approximation for the circular sector (i.e. for θ ∈ [θ
where β
and the angular acceleration is Figure 12: Relative deviation ∆ between ψ cell given by and its approximation as a function of the resolution parameters N and L = 6N: at the center of the polar cell (white square) and along the boundary (filled circles) (see also Fig.11 for N = 256 ). 
A Elliptic integrals
The incomplete elliptic integral of the first kind is
where k is the modulus and φ the amplitude. The incomplete elliptic integral of the second kind is
The incomplete elliptic integral of the third kind is
where m is the characteristic or parameter. The complete elliptic integrals are found by setting φ = π 2 , namely
B Acceleration of the circular disc
The two components of the acceleration g disc = −∇ψ disc associated with Eq.(1) are also given in Durand's textbook (Durand, 1953) . Up to a factor −GΣ, these are:
where Sign(ζ) is the sign of ζ (or 0 if ζ = 0).
C Derivative of the elliptic integrals
For the incomplete elliptic integrals of the first and second kinds, we have respectively for any modulus k, complementary modulus k ′ = √ 1 − k 2 and amplitude φ (Gradshteyn and Ryzhik, 2007) 
Regarding the incomplete elliptic integrals of the third kind, we have two derivatives. We have
and so
where the last integral can be found in Gradshteyn and Ryzhik (2007) . The partial derivative with respect to k is then given by
which is the incomplete version of the expression in Durand (1953) . The partial derivative with respect to the parameter m is:
The integral (which can be obtained by an arduous calculation from the elementary decomposition of the denominator) is also given by Dieckmann (2011) 5 . We then have:
where m ′ = √ 1 − m 2 is the parameter complementary of m.
D Partial derivatives with respect to the radius a
The partial derivative of the first term in Eq. (15) is
where δ, k and m are given by Eqs. (3), (4) and (5) respectively. For the second term, we have
The last term containing the elliptic integral of the third kind is not easy to determine, since both m and k depend on a. We have
We also have
After some algebra, we find
we deduce that the partial derivative of the third term in Eq.(15) does not depend on Π. Actually, we get
E Integration of the asymmetric term
We first separate the term into two terms, namely
We then get
where δ 2 − 4aR sin 2 φ =PP ′2 . The integration of the first term (if we omit the quantity 2R sin φ cos φ) with respect to a is:
Regarding the second term, we set
As
the integral of this term now reads (if we omit the quantity 2ζ 2 R sin φ cos φ):
We can then write the second term in the right-hand-side of Eq.(18) as a derivative, like
(1 − m 2 sin 2 φ) = ∂ a R sin 2φ asinh a + R cos 2φ
+ζarctan ζ(a + R cos 2φ) R sin 2φPP ′ .
F Radial acceleration of the floating sector
To determine the radial component of the acceleration g float = − ∇ψ float associated with Eq. (22), we need the partial derivatives of k and m with respect to R. We have
and 1 m ∂ R m = a − R 2R(a + R) .
These relations can be deduced from Eqs. (16) and (17) respectively by exchanging a and R.
With the help of the Appendix D, we find
where k ′ = √ 1 − k 2 , and
For the derivative of the two functions RH and ζT , we respectively find ∂ R RH(φ) = H(φ) − R sin 2φ ζ 2 + R 2 sin 2 2φ ζ 2 cos 2φ − aR sin 2 2φ PP ′ − ζ 2 cos 2φ
and ∂ R ζT (φ) = −ζ 2 sin 2φ PP ′ R 2 sin 2 2φPP ′ 2 + ζ 2 (a + R cos 2φ) 2 (120)
× R cos 2φ − (a + R cos 2φ) 1 + R(R + a cos 2φ) PP ′ 2 + ζ 2 sin 2φ R cos 2φ (ζ 2 + R 2 sin 2 2φ) ζ 2 + R 2
So the radial gradient of ψ float is We see that this expression is fully compatible with the expression for ∂ R ψ disc given in the Appendix B for φ = π 2 , since we get in this case
= 1 2 ∂ R ψ disc .
G Angular acceleration of the floating sector
Regarding the angular acceleration ∂ θ ψ float of the floating sector, we have
meaning that we need in particular the partial derivatives of the elliptic integrals with respect to their amplitude β. For any amplitude φ, we have
and ∂ φ Π(φ, m, k) = 1
None of the quantities k, δ, k and m depend on φ. The inverse hyperbolic term and the inverse trigonometric term in Eq. (12) give respectively ∂ φ sin 2φ asinh a + R cos 2φ ζ 2 + R 2 sin 2 2φ = 2 cos 2φ asinh a + R cos 2φ 
I Potential of a rectangular sheet
The potential in the plane of a rectangular sheet (up to a factor −GΣ) is given by the expression (Durand, 1953; Chappell et al, 2012) :
