INTRODUCTION
Reasoning about equality has been one of the most challenging problems in automated deduction. In the past thirty years, a number of methods have been proposed. In this survey, we give an overview of one of the more successful approaches, the term rewriting method.
Term rewriting was first proposed by . Its original purpose was for generating canonical term rewriting systems which can be used as decision procedures for proving the validity of equalities in certain equational theories. With the emergence of equationally specified abstract data types in the late 197Os, term rewriting has gained considerable popularity also as a bridge between programming language theory and program verification. Its application to theorem proving has also been extended to different domains.
The term rewriting approach to theorem proving is unique in several aspects. It is one of the few methods which can be applied to a variety of problem domains. In addition to the validity problem of equational logic, it has also been applied to inductive theorem proving, first-order theorem proving, unification theory, and even geometry theorem proving. From the operational point of view, term rewriting is a fonvard chaining method. In other words, its main inference mechanism deduces new lemmas from known theorems, rather than reducing the intended problem into subproblems and trying to solve them separately. Forward chaining methods are usually not efficient due to the large number of theorems produced which makes the search space unmanageable.
(As a tradeoff, forward chaining methods usually do not require backtracking, which is necessary in most backchaining methods.) In fact, term rewriting is one of the very few successful forward chaining methods. The problem of space explosion is handled in term rewriting through two techniques: a notion of critical pairs, which tries to find only "useful" lemmas, and more importantly, a notion of simplification. Basically, simplification replaces existing data by those which are logically equivalent but "smaller" according to some well-founded ordering. Since the ordering is well-founded, simplification cannot go on indefinitely.
It has been demonstrated through various implementations and experiments that simplification is indeed an effective way of controlling the search space. In fact, it is fair to say that term rewriting is presently the best approach to the theorem proving problem of equational logic. In addition to finding complete sets of reduction rules, other notable problems have been solved using term rewriting including the one-axiom group theory [1061, the commutativity problem of rings [137] , the ternary Boolean algebra problems 1431, and the Moufang identities of alternative rings [2] . This paper is concerned with the use of term rewriting in automated theorem proving for various logical systems and is organized according to the. generality of the logical languages. In Section 2, we present term rewriting methods for purely equational logic. In addition to Knuth-Bendix completion, we describe its extensions to unfailing completion, inductive equational theorem proving, as well as rewriting modulo a set of equalities. Different term rewriting methods for Horn logic with the equality predicate are presented in Section 3. Finally in Section 4, we present term rewriting methods for the full first-order logic with equality. Some research issues that need to be addressed are pointed out in the conclusion.
This brief survey reflects more or less our participation in the application of term rewriting to automated theorem proving. It is an attempt to give a progressive and homogeneous presentation of this topic. To achieve this goal, in all the logical systems considered, theorem proving methods are presented using a common formalism of inference rules. This choice is intended to emphasize the connections and common features among the different theorem proving systems. This presentation allows a higher level of abstraction based on which further refinements of the strategies can be made more effectively. The paper by no means exhausts all the work in the rewriting and theorem proving areas. More recent work on these subjects can be found in the conferences of Automated Deduction and Rewriting Techniques and Applications, as well as journals in artificial intelligence and theoretical computer science such as the Journal of Symbolic Computation and the Journal of Automated Reasoning.
EQUATIONAL LOGIC
In equational logic [55, 131, 139, 1401 , a formula is a universally quantified equality on terms. Equational theorems are deduced from a set A of equational axioms by an inference rule called replacement of equals by equals. It consists of replacing, in a term t, an instance a(l) of a left-hand side of an axiom (I = r> by the same instance of its right-hand side u(r), thus producing another term s. This is denoted by t ++A s, while AA and +% A denote respectively the transitive and the reflexive transitive closure of this replacement relation. Such proofs are called equational proofs.
Terms are built on a signature g that gives the set of operators with their arity and a set of variables Z. The set of terms is denoted fl9,3), while the set of ground terms (without variables) is denoted 9%99. A model of a set of axioms A is an algebra satisfying A. From an important completeness theorem, due to Birkhoff [17] , it follows that the inference rule of replacing equals by equals is sufficient to prove equalities valid in all models of A. Such equalities are denoted by t =A s.
Example 2.1. Consider the signature 9 composed of three opeators e, i, * taking respectively 0, 1 and 2 arguments. The set IO, l} together with the operations e, = 0, iJO) = 0, i,,(l) = 1, 0 *.@ 0 = 1 * &l =O, l*,O=O*,l = 1 is an algebra _cz! of signature K Consider the following set, called Group of axioms for groups.
x*e=x x*i(x) =e (x*y)*z=x*(y*z).
The previous algebra JX! is a model of Group. An equational proof of e * x =x in groups is given below: e*x=e*(x*e)
Rewriting
Equational proofs of equational theorems are not easy to deduce. It is difficult to find a strategy for selecting and orienting axioms. A simple idea is always to apply the equalities in the same direction. Such a directed equality is called a rewrite rule, denoted by replacing the equal sign = , by an arrow -- e*x+e*(x*e) +e*(x*(i(x)*i(i(x)))) +e*((x*i(x))*i(i(x))) -e*(e*i(i(x))) +-(e*e)*i(i(x)) +e*i(i(x))
Obviously it is not a rewrite proof. There are peaks, i.e., terms from which issue two sequences of rewritings, and valleys, i.e., terms where rewriting is not applied any more. Such terms, for instance e * x, e *(e * i(i(x>>), e * i(i(x)) and x are in normal form for the rewrite system.
Termination
The termination problem is to prove that all rewriting sequences issued from any term will terminate. In this section, we only briefly sketch the problem and its solution; a good and complete survey can be found in [33] . A rewrite system is said to be terminating if the relation +R is well founded. Termination is in general undecidable and sufficient conditions for ensuring it have been developed. Classical methods are based on orderings on the term algebra. The key idea is to show that a specific well-founded partial ordering contains the intended rewrite relation. If such an ordering exists, clearly the rewrite relation terminates. However, instead of proving the inclusion on the whole rewriting relation, one usually localizes the proof, by proving that only the well-founded relation contains the rewrite rules. By means of some stability properties, this is extended to a termination proof of the whole rewriting relation. Basically, a "good candidate" has to satisfy two properties: stability by substitution of terms to variables (also called full invariance) and stability by the operations of the term algebra (also called replacement property).
Such a well-founded ordering is called a reduction ordering [32, 33, 1011. Simplification orderings [30] form an important family of reduction orderings. They are such that any subterm of a term is smaller than the whole term. This property and stability by substitutions and operators are enough for ensuring the wellfoundedness of the ordering.
There are essentially two types of reduction orderings on terms for proving termination. The first one, called syntactical, provides the ordering via a careful analysis of the structure of the terms. Among these orderings are the recursive path ordering [30], the lexicographic path ordering [77] and the recursive decomposition ordering [75, 1081. These orderings are convenient since they are based on a concept of precedence which is somewhat natural, especially in the context of abstract data types. In addition they enjoy a property called incrementality that enables one to build the proof of termination step by step, in the case of an incremental set of rewrite rules. Another family contains the semantical orderings, that interpret the terms in another structure where a well-founded ordering is known. For such a purpose, two common, well-ordered sets are the natural numbers and the terms ordered by a syntactical ordering. The first choice enables one to consider functions over natural numbers which are stable by substitutions. The most frequently used are polynomials [28, 1021 . If the set of terms ordered by a syntactical ordering is chosen as a target for the "semantics," one transforms the rewrite system into another one [7, 141 . The Knuth-Bendix ordering presented with the completion procedure in the original paper [93] combines a semantical ordering (polynomial interpretation of degree 1) and a syntactical ordering.
Completion and Equational Proofs by Rewriting
A property required for a rewrite system is the uniqueness of the normal form for any term. This is crucial for any application where computing normal forms must be independent of the strategy of rule application. Uniqueness of the normal form is implied by another property called con@ence. A rewrite system is confluent when two rewrite sequences beginning from the same term can always be extended to end with the same term. Although undecidable in general, confluence is decidable for terminating finite rewrite systems.
Confluence (which may be defined as an abstract property of relations, not specifically of rewriting relations) is equivalent to the Church-Rosserproperty that gives the relation between equational proofs and rewrite proofs: given a ChurchRosser rewrite system, every equational theorem has a rewrite proof. Assuming termination, confluence is equivalent to local confluence [1131, itself equivalent to the convergence of critical pairs [66, 931 . Critical pairs come from overlapping applications of two rewrite rules.
Let R be a set of rewrite rules. By s[t I, we mean that the nonvariable term t occurs as a subterm in the term s. The set U(R) of critical pairs of R is computed by unifying any left-hand side u with a nonvariable subterm u' of another left-hand side I[u'].' If u is the most general unifier of u and u' [128] (denoted mgz&,u') for short), the term a(l) can be rewritten in two different ways that produce a critical pair. More formally:
Example 2.4. Equation (x * z =x *(e * z)) is a critical pair of the system given in Example 2.2. It is obtained from the term (x * e)* z, by rewriting it by the first and the third rule:
x*z+(x*e)*z-+x*(e*z).
A completion procedure is aimed at building a Church-Rosser and terminating rewrite system from a set of equalities. Completion computes critical pairs, orients equalities into rewrite rules and keeps terms in normal form for the current set of rewrite rules.
Following [6, 101, completion is described through inference rules with a fair search plan, which transform a set of equalities E and a set of rewrite rules R. They are given below. Deduce adds to E equational consequences of R obtained Completion can be understood as a proof simplification process, where each inference rule decreases the complexity of some equational proofs. The minimal (i.e., less complex) proofs in this setting are the rewrite proofs.
Completion is initialized with a given set of equalities in E and an empty set of rules in R. It has three possible outcomes: it terminates, fails on an unorientable equality, or diverges, that is, infinitely generates many new rules. When the completion ends up with an empty set of equalities in E and a Church-Rosser and terminating rewrite system in R, the validity of an equational theorem is decidable by reducing both terms to their normal forms and by checking the syntactic equality of the results.
Example 2.5. The following rewrite system x*e-+x e*x+x
can be obtained by completion from Groups.
Even when the process diverges, completion can nevertheless semi-decide validity of an equational theorem [67] . If a rewrite system produced at some step by the 's > I means there exists a subterm of s which is an instance of 1 and not conversely. completion procedure reduces both terms of the theorem to a same one, then the theorem is valid.
Completion [83, 1471 allow dropping some unnecessary computations of critical pairs.
A historical survey on completion procedures can be found in [26] . The first completion procedure in equational logic is due to Knuth and Bendix [93] , while Buchberger proposed almost at the same time a similar procedure for generating Grobner bases for polynomial ideals 1251. A Grijbner basis of a finitely generated ideal in a polynomial ring is a set of polynomials which can be used as rewrite rules to compute normal forms. A polynomial belongs to this ideal if and only if its normal form is 0. These studies naturally have strong connections with term rewriting [26, 1421. In addition to term rewriting and polynomial rewriting, much work has also been devoted to word rewriting (Thue systems [19] ).
Unfailing Completion and Proof by Contradiction
Completion procedures can abort on an equality that cannot be oriented into a terminating rule by the inference rule Orient. The idea of extending completion by computing equational consequences of nonorientable equalities can be traced back to [24, 1001 [24, . In 1985 , the notion of an unfailing completion was proposed: in this framework, orientable instances of an equality are used to perform reductions, even if the equality itself is not orientable. For instance, the commutativity axiom (x * y =y * x1 may have an instance <f(x) * x =x * f(x)> that can be oriented with a lexicographic path ordering. Such an instance reduces the term (f(a)* a) into (a * f(u)>. This method requires a reduction ordering > which can be extended to an ordering total on ground terms, i.e., terms without variables. Polynomial orderings mentioned in Section 2.2 and the Knuth-Bendix ordering satisfy this requirement. Also any total precedence on operators can be used to define a lexicographic path ordering total on ground terms. This restriction can be somewhat relaxed, since the reduction ordering needs only to be total on ground terms which are equivalent with respect to the considered equational theory, as proved in [6] .
Given a set of equalities E, E' denotes the set of all orientable instances of equalities in E:
The ordered rewriting relation is just rewriting with orientable instances. Note that s +E> t implies s *E t and s > t.
Deduction of new equalities needs the definition. of ordered critical pairs between two equalities of E, obtained by unifying one term of an equality with a nonvariable subterm of the other one. Such deduced equalities must cover all cases of peaks for the ordered rewriting, which elimintes some unifying substitutions.
The set OCP(E) of ordered critical pairs of E is precisely defined as follows:
such that (+=mgu(u',u) and o(l[u'])~a(r),a(u)~cr(u)}.
As for completion, a set of inference rules is given for unfailing completion. Again Deduce adds in E equational consequences of E obtained by ordered critical pair computation. Delete removes trivial equalities in E. Collapse reduces the terms in the equalities. Each equality can be reduced only by another one which is smaller in some sense. This is the reason of the condition in Collapse.
Deduce :
Et-EU(s=t) if(s=t)EOCP(E)
Delete :
EU(s=t} FEU [(s=u} ift+,, ubyanequalityZ=rEE with t ort=lands>r,x where > is again the encompassment ordering.
The unfailing completion procedure has only two possible outcomes: either it generates a finite ordered rewrite system (E, > ) or it diverges. In the first case, it provides a decision procedure for validity of any equational theorem. In the second case, it provides a semi-decision procedure [6, 11, 65, 1291 . Unfailing completion is implemented in SbREVE [63, 1121, RRL, METIS, ORME and TRSPEC. =z*x (@*y)*z)*w=x*w (x*y)*w=(x*z)*w.
For proving a universally quantified equational theorem like (xI*(Yl*~I))*~*=(xI*x,)*uI, the ordering is extended to take into account the variables of the theorem. We may consider now lpo with the following precedence: * > x, > y, > u1 > CJ~.~ Each side of the theorem matches with the left-hand side of the fourth rule. Replacing z in the right-hand side of this rule by the smallest symbol ur, two ordered rewriting steps can be applied. The normal form of each side of the theorem is: (x, *v,) *v,. This achieves the proof.
Another use of unfailing completion is a familiar method for mathematical proof, namely proof by contradiction: assume the negation of the formula to be proved and derive a contradiction. To refute this negation, the unfailing completion applies the previous set of inference rules until it generates a contradiction [lo, 111. The unfailing completion has been proved refutationally complete [6, 11, 65, 1291 . The next example illustrates this refutational method on a satisfiability proof.
Example 2.7. For proving that the existentially quantified formula Elx,y,z,(x-y) +2=x holds in the theory described by the following axioms:
the problem is encoded by the two following equalities:
eq( x, x) = true eq((x-y) +2,x) =fulse.
Unfailing completion generates then the equality eq(x, x) = false whose critical pair with eq(x,x) = true yields a contradiction true = false.
Proving Inductive Theorems
Some proofs of properties on classical data structures, such as integers, require induction. An inductive theorem is an equality that is true in the initial model of the axioms.
Example 2.8. Natural numbers are formed with two operators: a constant 0 and a unary operator succ that represents the successor of any natural number. Addition is defined by the operator + and two axioms: x+0=x x+succ(y) =succ(x+y).
The associativity of + is expressed by the equality (x+y) +z=x+(y+z).
This equality cannot be deduced using replacement of equals by equals, although it is true for natural numbers.
The principle of a proof by consistency is to assume the validity of the intended inductive theorem and show that there is no contradiction [82] . More precisely, the equality e is valid in the initial model of a set of axioms A iff A and A u {e) have the same initial model. (See 1741 for a history of proof by consistency.)
When there exists a confluent and terminating rewrite system for A, the method can take advantage of the existence of free constructors, characterized as a subset g of y such that flE3 is exactly the set of normal forms of P'GQ. In this case, every nonconstructor operator must be completely defined [31, 94, 105, 1411 , that is any ground term containing this operator is reducible. The latter property is decidable for a confluent and terminating rewrite system. Once it is checked, the completion of the rewrite system enriched by the theorem to be proved is invoked. If no relation (no critical pair) between two distinct ground terms in normal form is found, the inductive theorem is true. Otherwise, it is false.
The idea of using a completion procedure to prove inductive theorems was first developed in [52, 68, 103, 1111 . Further progress has been made with the introduction of the ground reducibility property for a term (also called inductive reducibility), meaning that any instantiation of its variables by ground terms is reducible [74] . If the left-hand side of each rule added during the completion satisfies this property, the normal forms of ground terms are preserved. This provides another method for inductive proofs in the initial algebra that avoids the complete definition property. [29, 74, 86, 971. An alternative to the ground reducibility approach is the test set method proposed by [85] . A test set for a rewrite system R gives a finite description of irreducible ground terms. This concept is also applied to check the complete definition property.
A further improvement is to use an unfailing proof by consistency [5, 61 which avoids failure due to a nonorientable inductive theorem like commutativity. This method is refutationally complete in that it refutes any equality which is not an inductive theorem. For that, it detects any provably inconsistent equality, i.e., any equality (S = t) which satisfies either s > t (in the reduction ordering > > and s is not inductively reducible, or (S = t) is not inductively reducible (i.e., neither s nor t is inductively reducible).
Inference rules for proof by consistency are given in 151. Let R be a confluent and terminating rewrite system that describes the equational theory. Let C be any set of conjectures to be proved and L any set of inductive lemmas. Inductive lemmas are equational theorems (S = t) such that a(s) = ,a(t> for any ground substitution (T, which is also denoted by (S = ind(R+). Deduce adds in C new conjectures to be proved and obtained by computation of critical pairs in CP(R, C), the set of critical pairs obtained by superposition of rules in R into conjectures in C. Once a conjecture has been proved valid, it can be deleted from C, using Delete, then added to L using Induce. The Induce inference rule allows also the introduction of inductive lemmas given by the user or produced by another system. Simplify reduces conjectures, using either rules of R, lemmas of L or other smaller conjectures of C. Finally, Refute produces a disproof when a provably inconsistent conjecture is detected.
Deduce 
Here again > is the encompassment ordering on terms.
Example 2.9. In Example 2.8, the operator + is completely defined by the ChurchRosser and terminating rewrite system: x+0+x x+succ(y) +succ(x+y).
The associativity of + (X +y) +z =x + (y +z)
can be added as a new equality and proved by consistency as follows. Choose the ordering such that x + (y + z) > (X +y) + z. Since x f (y + z) is ground reducible, the equality (x +y) + z =x + (y + z) is not provably inconsistent. Then it is enough to superpose R on x + (y + z). This gives, by unifying (y + z) and x + 0, the critical pair x + y = (x + y) + 0, that is simplified into x + y = x + y and eliminated. Since no provable inconsistency has been generated, this achieves the proof of associativity. Recently, another approach has been proposed in [123] to address inductive reasoning. Proving an inductive conjecture amounts to proving some specific instances. Each one is simplified by either a rule or a smaller instance of the conjecture until an identity is obtained. In [123] , the relationship between this new method and the inductionless induction procedures is clarified.
Equational Rewriting: Built-In Equality
Some equalities cannot be oriented into rules, but can be built into the rewriting process itself. This requires the elaboration of a new abstract concept, namely the notion of rewriting modulo a set of equalities in which the matching takes into account nonoriented equalities. Adequate notions of confluence and coherence module a set of equalities [66, 701 have been defined for this kind of rewriting relation. A class rewrite system is defined by a set R of rewrite rules and a set A of equalities. It is Church-Rosser mod&o A if any equational theorem deduced from R U A has a rewrite proof using rewriting in equivalence classes modulo A, defined as the compound relation =A 0 -fR 0 =A . The class rewrite system is terminating modulo A if =A 0 qR 0 =A terminates. Equational completion procedures generalize the standard case [9, 73, 104, 1201 , but they must be carefully studied to minimize sources of inefficiency.
Typical examples handled by such a method are theories with associativity and commutativity axioms [69, 90, 1201. Example 2.10. Starting from the two axioms x+0=x x+ (-x) =o and the fact that + is associative and commutative, an equational completion procedure generates an equational rewrite system for abelian groups, given by the following sets of rewrite rules and equalities: x+0+x x+(O+y)+x+y
Equational completion assumes the existence of an equational unification algorithm for the subtheory defined by the nonoriented axioms A.
Equational Unification
UniJcution is related to the problem of satisfiability in equational theories. The goal is to find substituions cr, or values for the variables in an equation (S = t), such that the two substituted terms (+(s) and a(t) are in the same equivalence class modulo the axioms A of the theory. Although the number of substitutions may be infinite, we are usually only interested in a generating subset, called a complete set of unifiers. Complete sets of unifiers are important when considering the completeness of theorem-proving strategies, since they provide a way to cover all the possible consequences of a deduction step.
When the set of axioms is empty, a unifier (T of s and t is the most general unifier if for every unifier 0 of s and t, there exists a substitution p such that 8 = p 0 (T on the variables of s and t. The most general unifier is unique up to renaming of variables [128] and the minimal complete set of unifiers of two given terms is either empty or a singleton.
This definition generalizes to equational unification: a set CSU(s, t, A) of A-unifiers of s and t is a complete set if for every unifier 0 of s and t, there exists a substitution p in CSU(s, t, A) such that 8 =A p 0 u on the variables of s and t. When the axiom set is not empty, the minimal complete sets of unifiers can be either finite or infinite.
Exumpk 2.11. In the associative theory, the simple equation a * x =x * a has the following infinite minimal complete set of unifiers:
x-a x-a*a x*a*a*a
Since the pioneering work of Plotkin [1221 and Stickel[136] , the field has grown. Methods and tools for the design of unification procedures are presented in [49, 88, 1351 for the specific problem of equational unification. In addition to improving already-known unification algorithms and discovering new ones, significant progress has been made in regard to the combination of unification algorithms. Another improvement was to provide completion-based tools allowing the automatic computation of a (potentially infinite) unification procedure from the axioms of the theory [89] . More references can be found in surveys 171, 1331.
The narrowing process is a general unification method that yields complete sets of unifiers, provided that the theory can be presented by a terminating and confluent rewrite system [40, 69, 721 . Narrowing an equation consists of replacing a nonvariable subterm which unifies with a left-hand side of a rewrite rule by the right-hand side, and instantiating the result with the computed most general unifier.4 This process is iterated until an equation is found such that both sides are unifiable. Then the composition of their most general unifier with all the substitutions computed by narrowing yields a unifier in the equational theory. The narrowing process consists in building all the possible narrowing derivations starting from the equation to be solved. This method is incremental in that it allows building, from a unification algorithm in a theory A, a unification procedure for a theory R UA, provided the class rewrite system defined by R and A is Church-Rosser and terminating modulo A [72] . The drawback of such a general method is that it very often diverges and several attempts have been made to restrict the size of the narrowing derivation tree [36, 69, 114, 125, 126, 1451. An interesting restricted problem is the rigid equational unification problem that has the advantage of being decidable (but NP-complete) [46] . Given a finite set A of equalities, a rigidA-unifier of two terms s and f is a substitution 1+ such that a(s) and a(t) can be proved equal using the set a(A) as a set of ground equalities. The design of'a decision procedure for rigid A-unification needs first the computation of a reduced set of rewrite rules rigid equiualent to the given finite set of equalities A. Then the computation of complete sets of rigid A-unifiers is done by a process which is very similar to equational narrowing [48] .
HORN CLAUSE LOGIC WITH EQUALITYAND CONDITIONAL REWRITING
A way to improve the expressiveness of the logic is to introduce conditional rules. Several approaches have been developed and more effort is needed to understand their relationship.
I. Conditional Rewriting: An Algebraic Approach
The formulas being considered are conditional equalities, written "c + s = t," where c is a conjunction of equalities. Its meaning is that s and t are equal if the condition c is satisfied. Models are again algebras satisfying a given set of conditional equalities. In a conditional rewrite rule, the equality is oriented and denoted as "c 3 s + t." A formula to be proved may be either an equality or a conditional equality.
Example 3.1. Assume given an axiomatization of Boolean algebras with function symbols A and V which denote the logical connectives 'and' and 'or'. Assume also given a total ordering I and its associated strict ordering < . The operation inf that computes the minimum of two elements with respect to I is described with the following conditional axioms: Following earlier work, a Birkhoff-like theorem establishes the completeness of conditional replacement of equals by equafs [132] (see also [15, 231) .
Two approaches have been considered in conditional term rewriting. In recursitle rewriting 178, 791, the condition of a rule is evaluated first and the rule is applied only when the condition holds. Thus conditional rules introduce the additional complexity of recursively evaluating the conditions, which gives rise to a new termination problem. Knowing whether a term is reducible or not is undecidable [78] . To handle this problem, Kaplan in [79] introduced the notion of ~~~~~~~~~g systems. In a simpli~ng system every left-hand side of a rule is greater than both its right-hand side and its condition in some simplification ordering. Since such an ordering is well founded, every term can be brought to a normal. form via a simplifying system. Simpli~ing systems have been generalized to reductive systems [76] and to decreasing systems ]35].
In co~t~t~a~ rewriting [124] rules may be applied to terms without evaluating the condition, which is appended to the term as a context. In order to ensure correctness of such a reduction, a term with a complementary context must also be created. This approach is subject to an obvious nontermination risk; in general, the contextual part of a term may grow unbounded during a sequence of reductions.
As in the equational case, the Church-Rosser property is equivalent to confluence of the recursive conditional rewriting relation, and confluence is equivalent to local confluence. This last property is in turn equivalent to convergence of conditional critical pairs, provided that the system is decreasing t3.51. However, the problem of determining whether critical pairs always converge still remains.
An approach based on contextual rewriting is implemented in Reveur4 E211, a version of REVE for conditional rewriting. The idea is to use case splitting on the condition in order to partition the set of critical pairs into different subsets. It is then checked whether the contexts are unsatis~able or whether the terms are convergent without additional hypotheses [81] . In this approach, the class of models is limited to the subclass of algebras where case reasoning is valid. In these models, the Boolean part is isomorphic to the classical two-element Boolean algebra [20] . The equality {inf(x, Y> = infiy, x)) can be proved by contextual rewriting: in the context (x <y), both terms reduce to x, in the context (y <xl, both terms reduce to y, and in the context eq(x, y), both terms reduce respectively to x and y which are equal.
However, contextual rewriting considers only restrictive conditional rules: the conditions need to be Boolean equations whose right-hand sides belong to the set (true, false}. Moreover, several additional hypotheses are required to force the models to be consistent extensions of the two-element Boolean algebra.
In the case of recursive rewriting, the main problem is the treatment of nonsimplifying equalities in which the condition is more complex than the conclusion. An interesting approach to overcome this problem is to superpose rules on the condition in order to enumerate its solutions [95] . This process translates the nonsimplifying equality into a set of simplifying rules. Unfortunately this set is infinite in general and additional techniques must be used to ensure termination of completion [501.
A Refutational Approach
A conditional rewrite rule where the condition c is a conjunction of positive literals is also known as a definite Horn clause. This remark gives rise to a different approach based on a set of inference rules which is refutationally complete for Horn clause logic with equality 1951. These rules are direct extensions of unfailing completion. In all deduction mechanisms presented so far, term replacement only took place within the larger member of an equality and a term was never replaced by a larger one. Similarly, for Horn clauses, any term replacement is performed only into the largest literals in a clause using the largest equality literal of a clause.5
In order to simplify the presentation, it is assumed that " = " is the only predicate which occurs within the encountered clauses. The empty clause is denoted by the only symbol " * ." In the following, c and g are conjunctions of equalities and e is an equality.
The notion of critical pair can be extended to conditional equalities. Let E be a set of Horn clauses. By C[t] we mean that the term t occurs as a nonvariable subterm in the clause C. A clause can be viewed as a set of literals, and the set-containment relation on clauses is denoted by G.
The set of conditional critical pairs of E is obtained by unifying a left-hand side u of a conditional equality with a nonvariable subterm u' of another left-hand side l[u']. We also need to partially solve conditions of equalities when they are more complex than the conclusion. This motivates the introduction of the set of conditional narrowing computed from E, in which the left-hand side u of a conditional equality is unified with a nonvariable subterm U' occurring in the condition of another one.
CN(E)={a(cAqAZ[v]=r-e)
and ~(u>ra(q),u(U)~(+(U)}.
In the above definition, we also allow e to be missing. The formula (c A 1[ u'] = r -> is then equivalent to a purely negative Horn clause. When one of the conditions of a rule can be immediately solved by syntactic unification, then we can build a reflexive resolvent.
REF( E) = 1 (T c-e) 1 thereexists(cAs=tde)EE ( such that a=mgu(s,t) and a(s = t) 4 u(c), u(e).
The inference rules of the unfailing completion procedure can be extended to deal with conditional equalities. Deduce adds in E the set of critical pairs obtained by superposition of conditional equalities in E and Narrow adds in E the conditional narrowings between two elements. Reflect removes a maximal premise of a conditional rule if it is solved. Delete and Trivial are rules for getting rid of tautologies. Subsume allows elimination of redundancies; a rule less general than another one is nonessential and can be deleted. Simplify reduces conjectures using conditional rules whose conditions are valid in the underlying theory. We deliberately give a very general format for this rule. For implementation, the search of a proof of the conditions must be bounded in some way. Finally, Refute produces a disproof when an empty clause is detected. This can happen only if the initial system contains a purely negative clause. 
Deduce
These inference rules are iterated on the initial set of clauses. When this process stops, a system which has the Church-Rosser property on ground terms is guaranteed. This technique is more flexible than previous ones [76, 811 , since it does not fail in the presence of nonsimplifying rules or nonorientable equalities.
Moreover, purely negative Horn clauses are also allowed. Note that this method can be viewed as an extension of the recursive approach. A Horn clause can be used to rewrite a term only if its instance by the matching substitution is a simplifying rule. When a Horn clause has no simplifying instance, it is only considered for completion to generate new consequences but it can be deleted once completion is achieved, since it is not needed for normalizing terms. The next example illustrates these notions. The last two clauses have been generated during the completion of the other ones. Note that none of their instances are simplifying: when they are discarded, the remaining system still has the Church-Rosser property.
A Horn clause set can be provided with an initial model, which is often the one of interest. Similarly to equational logic, the clause C is an inductive theorem of a set of Horn clauses S iff S and S U C have the same initial model. The notion of inductive reducibility has been extended to this context [95] although it is undecidable [801.
As in [123] , an alternative technique is developed in [96] for inductive reasoning in Horn theories. The method in [961 is more general than [123] , since the former applies to conditional equalities; it also provides a procedure to compute the instances of the conjecture which are to be reduced. Since it avoids completion, this new technique allows proving much more theorems than inductionless induction.
FIRST-ORDER LOGIC WITH EQUALITY
In first-order logic with equality a formula is a set (or a conjunction) of clauses (i.e., disjunction of positive or negative literals). Validity of a formula in the class of all first-order models can be checked by considering only Herbrand models, which are interpretations whose domain is the set of ground terms built from functional symbols [56] . The proof of a formula can proceed by refutation: the formula is first negated and a contradiction is derived by applying inference rules. In 1965,
Robinson proposed resolution as a complete inference rule [128] . The resolution method does not deal directly with equality and equality axioms must be added explicitly.
Paramodulation-Based First-Order Theorem Proving
The replacement of equals by equals has been generalized in [127] from equational logic to first-order logic with equality, in order to improve the efficiency of resolution theorem provers. This new inference rule is called pammodulation.
Several simplification inference rules have been designed in order to reduce the size of formulas handled at each step of a deduction. Tautology elimination and subsumption are well known. Term rewriting is also used in the context of first-order logic as a very powerful heuristic, under the name of demodulation [144] . It allows one to maintain information in a reduced format. However, until recently, very few theoretical results were known about the effect of simplifying during deduction.
An extension of the classical semantic trees method has been designed in [64, 119, 1291 to show the refutational completeness of several refinements of the paramodulation rule. The common feature of these refinements is that they allow free interleaving of deduction steps with simplification steps without losing completeness. Due to the importance of simplification in theorem proving, this can be considered as a drastic improvement. In [119] simplifiers must be oriented with a simplification ordering which is isomorphic to w, but this last restriction is removed in [129, 1301, allowing most of the known canonical sets of simplifiers.
It has been observed since 1975 124, 100, 1341 that the computation of critical pairs is a restriction of paramodulation to the case when equalities can be oriented. By extending superposition to nonorientable equalities, a refutationally complete set of inference rules is obtained for first-order logic with equality [129, 1301. Let us denote clauses in sequent form: L1;.., L, -MI;--, M,,, represents 7 L,
.** V M,,,. Therefore, when we write I =j A, lY and A should be understood as sets of positive literals L, M.. . . Let E be a set of clauses. We first give an ordered version of the resolution rule [64, 1191 . The literals which are resolved are restricted to be maximal within each clause. Furthermore, we assume that they are not equational literals, which will be dealt with later by other inference rules. The set of resolvants of E is: (L,M) where the last line stands for: VM E a(r) 
The notion of critical pair is extended from conditional equalities togeneral clauses by the right superposition inference rule. Finally, the notion of reflexive resolvants is generalized to the following set:
and a(s =t)aa(A),cr(II)}.
The set of deductive rules which are needed for completeness is the following. As mentioned before, Resolve only concerns nonequational literals. Reflect simulates a resolution step between an inequality and the clause x =x. Deduce, Narrow and Reflect are simple extensions of related inference rules for conditional equalities. The positive equalities in the parent clauses which are not involved in a superposition step can be considered as premises of a conditional equality. Also, Factor is a new inference rule which merges two unifiable literals of a clause to generate a new clause.
The rules Subsume, Simplia, Delete, Refute of the previous section can also be added with simple modifications [130] .
When all the clauses are orientable equalities, the above procedure coincides with completion; when all the clauses are equalities, it coincides with unfailing completion; and when all the clauses are definite Horn clauses, it coincides with conditional completion. In fact the behaviour of clauses in this approach is very similar to conditional equalities, as noticed in [146] . Given a clause with several positive literals, it can be considered as different conditional equalities according to the positive literal chosen to be the conclusion. For instance, the clause (e V e' V -T c) can be considered either as the conditional equality (c A -, e' =$ e) or as Cc A 7 e =$ e'l. If first-order formulas are given as clauses in which atoms and function terms are ordered, they are converted into conditional rewrite rules, and superposition is performed on the maximal literals (this is called clausal superposition). This operation is a different formulation of ordered resolution and ordered parumodulution that were proved refutationally complete in [64] . A variant of the superposition strategy of [129, 1301 were proven complete using model theoretic forcing [117] for building incrementally models of satisfiable sets of clauses. A similar technique has also been proposed by [12] .
Example 4.1. The transitivity of the "less or equal" predicate is proved, assuming the associativity of an operator max which computes the larger of two elements. For simplicity we omit the symbol * for a positive unit clause. The ordering we use to compare terms is lpo with precedence: max + a <b -CC. Moreover, any literal with I as predicate is assumed to be greater than any equational literal. The skolemized negation of the theorem is given in the last three clauses. The contradiction (i.e., the empty clause) is derived by applying Resolve, Deduce, Narrow and Factor. The next consequences are obtained by resolution of (5) and (21, (6) and (21, (1) and (3), (7) and (10) Then by Narrow from (15) into (7) we derive:
(ClC) * Last by Factor on (l), we get:
The contradiction is straightforward by Resolve on (16) and (17). Note also that clauses (141, (151, (16) can be derived by Simplify (see Section 3.2). This would be a better strategy, since after a simplification step, one of the parent clauses can be deleted.
Many paramodulation-based theorem provers rely on using equalities as rewrite rules. An implementation of rewriting techniques for first-order theorem proving was undertaken by L. Fribourg in his system SLOG [42] . There, the orientation procedure of equalities does not require a well-founded ordering. However, the so-called functional refexiue axioms for equality are needed to ensure completness. Representing clauses as rewrite rules is the basis for a theorem-prover for Horn clauses which uses a unit strategy and is described in [1181.
Boolean Ring-Based First-Order Theorem Proving
Another term rewriting approach transforms first-order predicate logic into a special case of equational logic. This transformation is done through a canonical system for Boolean algebra, using + (exclusive-or) and * (and) as the logical connectives (also 0 for false and 1 for true). The mathematical structure of this representation is called Boolean ring [138] . Boolean rings yield a unique normal form for every Boolean term that can be obtained via rewriting with a class rewrite system, which also provides a decision procedure for the propositional calculus [61] . When applied to first-order logic, one first converts the negation of the sentences into rewrite rules, then applies superpositions and reductions as in the other completion procedures until 1 = 0 is generated, which indicates a refutational proof, or until there are no more critical pairs left. In [59] a strategy, called the N-strategy, which restricts the type of necessary critical pairs was presented. The N-strategy was extended to deal with first-order logic with equality in [60] and was further refined in [109] .
The N-strategy was implemented in the system TeRSe [62] . More recently, a variant of N-strategy has been developed in the system THEOPOGLES [109] , where the critical pair generation process is improved by a simpler superposition algorithm.
A related method, inspired by the Grobner basis generation in polynomial rings [261, was presented in 1841 and implemented in the system RRL. The completeness of a refined procedure was proved in [8] .
Equational Matings
Another related method for first-order theorem proving with equality is equational mating. The method of matings, due to Andrews [31 and also investigated by Bibel [16] , was motivated by two considerations: to avoid breaking a formula into parts, and to avoid transforming it in clausal form. Formulas are instead kept in negative normal form. Through such a quantifier-free formula, vertical paths can be threaded which are sets of literals obtained by going down the formula's syntactic structure, merging subpaths at conjunctions and choosing subpaths at disjunctions. The method relies on the fact that a quantifier-free formula in negative normal form is unsatisfiable if and only if all its vertical paths are unsatisfiable. It is an incremental refutation procedure that attempts to close all vertical paths with a common substitution, then, in case of failure, splits quantified formulae and iterates. This is where the concept of matings comes in. In the context of Horn clauses, a mating is a set of pairs of literals of opposite signs spanning all vertical paths, such that all these pairs are globally unified by some substitution.
Finding a mating signifies that its unifying substitution closes all vertical paths. The method of matings was extended to first-order languages with equality in 147, 481. This sound and complete extension requires the notion of equational matings. An equational mating is a set of mated sets, where a mated set consists of several positive equations and a single negated equation. Unification is replaced by rigid equational unification.
CONCLUSION AND FUTURE WORK
Application of term rewriting in computer science is not confined to automated deduction.
Term rewriting systems also provided operational semantics of several programming languages [31, 53, 58, 91, 1151 . Lambda calculus and combinatory logic are also worth mentioning especially since the Church-Rosser theorem for lambda calculus motivated the study of term rewriting in the first place [13] .
It is interesting to note that although rewriting is such a powerful tool for theorem proving, it was not designed for this purpose. The Knuth-Bendix completion procedure was originally intended for generating canonical sets of rewrite rules rather than for proving any specific equational theorem. Thus, the emphasis in the design of the inference system was on resolving all possible nonconfluent critical pairs. In a typical theorem proving application, on the other hand, critical pair generation should also take into consideration the specific theorem being proved. In other words, the critical pairs which may lead to an eventual proof of the target theorem should be considered first, and those which cannot be part of any such proof should be considered as redundant and discarded. An example of a goal-oriented heuristic for proving individual theorems in unfailing completion was described in [l] . An abstract framework of completion procedure with targets is proposed in [18] , where specific issues such as fairness and redundancy were discussed. However, we feel that much more work needs to be done in this area.
Other promising directions for rewriting techniques should be mentioned. If higher-order functions are allowed, the expressive power of functional languages can be increased considerably.
The combination of first-order rewriting with high-order polymorphic computation was shown feasible by a recent work, stating that the Church-Rosser property is preserved when a term rewriting system is extended by the typed lambda-calculus [45] . Inspired by constraint logic programming, a notion of constrained rewriting also emerged. The concept of constrained deduction and constrained rewriting was proposed in [27, 921. The intention is to add more deductive power to the unification mechanism which is the basis of simplification and deduction rules. This enhancement is obtained by keeping more information about variables and by using this information in a tractable way. It also includes inference rules for interleaving first-order deduction rules and specific constraint-solving mechanisms. Thus, constrained deduction has more expressive power and permits a more flexible scheduling of inference mechanisms than deduction without constraints. Theorem-proving methods based on these ideas are being developed.
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