The interaction of a cylindrical element of hot or cold gas ͑the ''entropy spot''͒ with a shock wave is considered. An exact solution in the limit of weak spot amplitudes is elaborated, using the linear interaction analysis theory and the procedure of decomposition proposed by Ribner ͑Technical Report No. 1164, NACA, 1953͒. The method is applied to an entropy spot with a Gaussian profile. Results are presented for a wide range of shock Mach numbers, with a special interest at M 1 ϭ2. The resulting vorticity field consists of a pair of primary counter-rotating vortices, as well as a pair of secondary vortices of opposite sign and weaker amplitude. An expression for the circulation in half a plane is derived and compared to existing results. The pressure field consists of a cylindrical acoustic wave which propagates away from the transmitted spot and an evanescent nonpropagative field confined behind the shock. For a hot spot, the cylindrical wave is a rarefaction wave on its forward front and a compression wave on its upstream propagating parts, and the nonpropagative field corresponds to a pressure deficit. The structure of the transmitted spot and the shock deformation are also discussed. The linear solution is compared with numerical simulation results for M 1 ϭ2 and M 1 ϭ4. The comparison shows qualitative and quantitative agreement when linear as well as nonlinear spot amplitudes are considered. Finally, the method is applied to the case of a constant spot with a tophat profile, and the results are compared to the case of a Gaussian spot. This paper also contains in the Appendix a general formulation of the linear interaction problem for the three kinds of plane waves ͑entropy, vorticity, and pressure waves͒ impinging upon a shock.
I. INTRODUCTION
It is well known that the interaction of any of the three modes of fluctuation identified by Kovasznay 1 ͑the vorticity mode, the entropy mode, and the pressure mode͒ with a shock wave gives rise to the three modes downstream of the shock and to a perturbation of the shock surface. A theoretical basis of the problem has been given by the linear interaction analysis ͑LIA͒ theory initiated by the pioneering studies of Ribner 2 and Moore 3 and followed by other authors. 4 -7 This theory describes the interaction of a plane wave of any of the three modes with a shock and allows calculation of the amplitudes of the three generated and transmitted waves. Since plane waves can be seen as the Fourier components of any flow field, the theory can, in principle, be applied to the interaction of an arbitrary weakly perturbed flow field with a shock. The approach has been applied by Ribner 8 to homogenous turbulence without entropy fluctuations. The turbulence amplification rates and acoustic generation levels predicted by the theory have been compared to direct numerical simulations, [9] [10] [11] and to rapid distortion theory. 12 Ribner also used the LIA method to characterize the cylindrical sound wave formed by the interaction of an isolated vortex with a shock wave. 13, 14 In these references, the theoretical result has been successfully compared to a shock tube experiment. 15 The role of the entropy mode in shock-turbulence interaction has been outlined in a series of analytical and computational studies by Mahesh et al. 16, 17 These authors have shown that for strong shocks, the shock-turbulence interaction is strongly influenced by the entropy fluctuations. This motivates new interest in the case of flows involving entropy fluctuations.
Apart from its academic interest, the problem of shockentropy interaction is relevant to aerospace applications. For example, in supersonic wakes and jets, the entropy variations are found to be very large and the interaction with oblique shocks is thought to be an important source of noise. On the other hand, the mechanism of shock-induced vorticity generation ͑described below͒ could be helpful to increase the efficiency of high speed combustion systems. 18, 19 The ''entropy spot'' considered in this paper constitutes one of the most simple forms of a localized entropy perturbation; it consists of a cylindrical element of fluid characterized by a higher ͑or lower͒ temperature than the surrounding fluid. The interaction of this ''entropy spot'' with a shock wave leads to a variety of physical phenomena that can be a͒ Telephone: ͑ϩ33͒1 46 23 51 64; fax: ͑ϩ33͒1 46 23 51 58; electronic mail: David.Fabre@onera.fr described as follows, for the case of a hot spot ͓Fig. 1͑a͔͒:
͑1͒
The initially circular spot is compressed and acquires an elliptic shape. ͑2͒ In the center of the spot, the Mach number is lower than in the surrounding fluid. As a consequence, the pressure jump is weaker, and a low pressure region forms behind the shock. This low pressure region leads to a deformation of the shock surface. ͑3͒ Additionally, this low pressure region propagates away and forms a cylindrical sound wave. ͑4͒ Finally, the combination of the density gradient and the pressure gradient leads to a baroclinic torque, which creates a symmetrical vorticity structure.
Thus the flow field can be thought of as an elliptic spot, a pair of counter-rotating vortices, and a cylindrical rarefaction wave. The same phenomenology applies to the case of a cold spot, if the phenomena are considered with the opposite sign.
The later evolution of the spot is sketched in Fig. 1͑b͒ . Under the influence of its own velocity, the transmitted spot rolls up and the high temperature regions concentrate into the vortical regions. In addition, if it is strong enough, the sound wave may steepen or flatten depending on its compression or rarefaction nature.
The main features of the interaction described above have been observed in a variety of shock-tube experiments, such as a shock wave interacting with a column of heated fluid resulting from a wire explosion, 20 ,21 spherical flames, 22, 23 cylindrical and spherical bubbles of lighter and heavier gas, 22, 24 and a cylindrical jet of light gas. 25 Note that some of these experiments involve additional effects such as differences in the gas properties, interface effects, chemical reactions, or three-dimensional effects. However, all the experiments seem to be basically governed by the shockentropy interaction mechanism presented above.
The problem has also received an important computational effort, 26 -31 and the general features of the interaction which have been observed are in qualitative accordance with the experiments. However, differences can be observed between the computations which used a smooth entropy distribution as an initial condition ͑e.g., a Gaussian spot 30 ͒, and those which used a sharp one ͑e.g., a constant spot 27 ͒. A number of analytic developments for the problem have been undertaken. Haas and Sturtevant 24 developed a model based on geometrical acoustics to determine the geometry of the pressure waves. The method can only provide qualitative results, but which are in accordance with experiments. It can apply to a strong entropy amplitude in the spot, but it is limited to weak shock waves. Very recently, Grasso and Pirozzoli 31 have formulated an acoustic analogy of the problem that leads to an expression for the pressure field in the acoustic wave. Their model applies for either weak shocks or weak spot amplitudes. Efforts have also been made to determine the circulation of the vortex pair, and several models have been elaborated, in particular by Rudinger and Somers, 22 Picone et al., 26, 27 and Yang et al. 29 However, a complete analytical solution of the problem, describing the vorticity and pressure generation as well as the shock deformation and the compression of the spot, is still missing.
The goal of this paper is to provide a complete solution of this interaction using the LIA method and the procedure of decomposition used by Ribner for the shock-vortex interaction. 13, 14 The paper is organized as follows: In Sec. II the procedure of decomposition is described qualitatively; then in Sec. III it is applied to the case of a Gaussian entropy spot. In Sec. IV detailed results are given for a Mach 2 shock, and the characteristic features of the solution are presented for a wide range of Mach numbers. In Sec. V the linear solution is compared with numerical simulation results. Finally, the application of the method to the case of a constant spot is presented in Sec. VI and the differences with the Gaussian spot are discussed.
II. QUALITATIVE DESCRIPTION OF THE PROCEDURE
In this section the procedure used to treat the interaction is described qualitatively.
As stated in the Introduction, the interaction of a plane entropy wave with a shock gives rise to a triad of waves behind the shock ͑a detailed solution to this problem is given in Appendix A͒. Depending upon the angle of incidence of the impinging wave, two different regimes may be obtained. In the propagative regime ͑see Fig. 2͒ , the pressure wave propagates away as an acoustic wave, and the three generated waves are in phase with the incident wave. In the nonpropagative regime ͑Fig. 3͒, the amplitude of the pressure wave decays exponentially away from the shock, and there is a phase shift between the generated waves and the incident wave.
Using one-dimensional Fourier synthesis, plane entropy waves in the same direction can be arranged together to represent parallel entropy distributions. Such a parallel entropy distribution, referred hereafter as an ''entropy slice,'' is represented in Fig. 4͑a͒ . Positioning elementary entropy slices radially in all the angular directions, just as the spokes of a wheel, one can construct a cylindrical entropy distribution, i.e., an entropy spot. This construction procedure of an iso- lated entropy spot as a sum of elementary entropy slices is sketched in Fig. 4 . It is identical to the procedure used by Ribner to construct an isolated vortex as a sum of elementary shear flows. 13, 14 When the spot is convected through a shock, the interaction of the elementary slices with the shock follows the same rules as the constituent elementary waves. For each elementary slice, the interaction leads to a transmitted entropy slice, a generated vorticity slice, as well as a pressure perturbation and a shock deformation. This is represented in Fig. 5 for two particular slices, which have been chosen such that the interaction of the first slice ͑angle ␣͒ is of the propagative type, and the interaction of the second slice ͑angle ␣Ј͒ is of the nonpropagative type. The generated entropy slices ͑not represented in Fig. 5͒ will then focus on the center of the transmitted spot. The resulting entropy spot can thus be obtained by rearranging the different transmitted entropy slices.
Similarly, the combination of the generated vorticity slices results in the vortical structures. Note that the elementary vorticity slice generated for initial angle ␣Ј in Fig. 5 has an asymmetric profile. This is due to the phase shift on the constituent plane waves.
The interaction of the slice with angle ␣ gives rise to an generated pressure slice with the same profile. This elementary pressure perturbation propagates away at the speed of sound C 2 . At a time t after the instant when the center of the spot has crossed the shock, the elementary pressure profiles corresponding to angles ␣ in the propagative range will all be tangent to a circle of radius RϭC 2 t centered on the transmitted spot. All these elementary slices will therefore contribute to a cylindrical sound wave. This construction is illustrated in Fig. 6 .
The pressure perturbation resulting from the interaction of the second slice with angle ␣Ј in Linear interaction of a cylindrical entropy behavior. All the constituent elementary pressure waves decay away from the shock independently from each other, so the corresponding pressure field does not maintain an identifiable shape. Therefore, it has not been represented in Fig. 5 .
III. DETAILED ANALYSIS FOR A GAUSSIAN SPOT
The initial flow field we will consider hereafter consists of an entropy spot with a Gaussian profile of radius a and amplitude ⑀ centered on the point O 1 , carried by a mean flow of temperature T 1 , density 1 and velocity U 1 , i.e.,
where r is the radial coordinate relative to O 1 , and where the entropy fluctuation is made nondimensional with the specific heat C p of the gas ͑the ratio of specific heats is ␥ϭC p /C v ϭ1.4). In the limit of small amplitude ⑀, the corresponding temperature and density fields are given by ϭT 1 (1 ϩ(sЈ/C p )) and ϭ 1 (1Ϫ(sЈ/C p )). In order to describe this spot as a superposition of plane entropy waves, we perform a two-dimensional Fourier transform of Eq. ͑1͒. Using polar coordinates (r,) in the physical plane and (k,␣) in the spectral plane, this results in
where the real part must be retained.
Reassembling the contributions of all wave numbers of the same angle ␣ gives
͑3͒
where r ϭr cos(␣Ϫ) is the variable describing planes of constant phase in the angular direction ␣, and where 
In these expressions, R and I denote the real and imaginary parts of the complex transfer functions, and L(z) is a new profile function, defined as
.
͑12͒
KЈ and LЈ are the derivatives of functions K and L, with functional form,
Applying the same procedure to the pressure field gives
where the two terms on the right-hand side account for the contribution of the propagative and nonpropagative plane waves, respectively. Since the plane pressure waves of the nonpropagative type decay exponentially independently from each other, the second term of this expression cannot be simplified further.
Finally the shock displacement takes the form,
with functions K I , L I defined as
Note that in these expressions, the entropy and solenoidal velocity fields do not depend upon time and are convected like ''frozen patterns,'' whereas the pressure field and the shock deformation are explicitly time-dependent ͑through R and y ␣ ͒. Note also that Eqs. ͑9͒ and ͑10͒ only correspond to the vortical part of the velocity field. The potential part of the velocity field, which is related to the pressure field, is not detailed here.
IV. RESULTS FOR A GAUSSIAN SPOT

A. Entropy field
The entropy field given by Eq. ͑8͒ is represented in Fig.  8 for M 1 ϭ2. As expected, after compression by the shock, the spot has acquired a roughly elliptic shape. One further notices the existence of a secondary spot of opposite sign in the wake of the main transmitted spot. Also, the entropy contours in the periphery of the main spot are distorted backward. It can be noted that the direction of this distortion corresponds to the separating angle ␣ c s between the propagative and nonpropagative regimes: for M 1 ϭ2, this critical angle is ␣ c s Ϸ35°͓Eq. ͑A10͒ of Appendix A͔. This effect can be attributed to the peak of the transfer function Z ss at this critical angle.
The maximum value of the entropy fluctuation in the center of the transmitted spot is represented in Fig. 9 , for M 1 varying continuously from 1 to 4. This maximum value is found to decrease as the shock strength increases. ͓It must be kept in mind that the base flow ͑the unperturbed shock͒ is not isentropic.͔ Absolute values of the minimum in the secondary spot have also been reported in Fig. 9 for a few values of M 1 . The amplitude of this secondary spot grows with the Mach number, but remains at least 10 times lower than the amplitude of the main spot.
B. Vorticity field
The vorticity field given by Eq. ͑11͒ is shown in Fig. 10 for M 1 ϭ2. As expected, the flow field mainly consists of a pair of counter-rotating vortices. In addition, a secondary pair of weaker vortices of opposite sign is observed in the wake of the primary pair. As for the entropy field, the vortices are stretched in the direction of the critical angle ␣ c s . This is also due to the peak in the transfer function at this particular angle. Figure 11 displays the maximum values of the vorticity in the primary vortices ͑for M 1 ranging continuously from 1 to 4͒ and in the secondary vortices ͑for a few values of M 1 ͒.
The expression of the velocity field given by Eqs. ͑9͒ and ͑10͒ can be manipulated to obtain an expression for the circulation in the upper ͑or lower͒ half plane. Calculations are reported in Appendix B. The nondimensional circulation takes the very simple form,
where mϭU 1 /U 2 is the compression rate of the shock and f ϭͱ/2 for a Gaussian spot. Note that this value corresponds to the circulation in half a plane, and contains the contribution of the primary and secondary vortices. The circulation of the primary vortices, considered alone, may be slightly higher.
We now compare this expression with previous expressions proposed in the literature. The most elaborate model is due to Picone et al. 26 These authors computed the vorticity by integrating the baroclinic production term during the interaction, and integrated it over a half plane in order to evaluate the circulation. The hypothesis was made that the shock remains straight during the interaction. Their result is
where 0 is the value of the density at the center of the initial spot, V 2 ϭU 1 ϪU 2 , and the factor f is also ͱ/2 for a Gaussian spot. Considering linear spot amplitudes (ln( 1 / 0 )ϭ⑀), and using our notation, Eq. ͑19͒ can be written In the limit of weak shocks (m→1), Eqs. ͑18͒ and ͑20͒ are equivalent. For stronger shocks, Eq. ͑20͒ leads to an overprediction; for an M 1 ϭ2 shock, the ratio ⌫ P /⌫ is 1.83, and it can be as much as 3.5 in the limit of very strong shocks. In a more recent paper, Yang et al. 29 checked all the existing models ͑including the one from Picone et al.͒ against numerical results. They noticed that all the models overpredicated the computed circulation for strong shocks. They proposed an expression based on dimensional analysis with correlation which fits most of their numerical results,
͑21͒
Considering again linear spot amplitudes, and writing the pressure jump and the Mach number M 1 as functions of the compression rate m leads to
So for weak spot amplitudes, the expression from Yang et al. 29 is equivalent to ours except for the presence of the form factor f. However, Yang et al. did not consider a Gaussian profile, but a sharper one. It will be shown in Sec. VI that their result is retrieved when considering a constant entropy spot.
Finally we address the validity of the vorticity field predicted by the linear solution during the later stages of the interaction. If we exclude the possibility of threedimensional instabilities, the evolution after the interaction is governed by the two-dimensional Navier-Stokes equation. 
C. Pressure field
The pressure field given by Eq. ͑14͒ is plotted in Fig. 12 for M 1 ϭ2 and for three different instants of the interaction corresponding to R/aϭ0, R/aϭ2, and R/aϭ4. The first plot corresponds to the instant when the center of the spot crosses the unperturbed shock. As expected, the pressure field is then characterized by a low pressure region into the spot. Later, the low pressure region propagates downstream and forms a cylindrical rarefaction wave. In addition, we note that in the vicinity of the shock front, the generated pressure wave is a compression wave. Finally, we remark that a region of low pressure remains downstream of the shock. This ''near field'' corresponds to the contribution of nonpropagative pressure waves.
In the later stages of the interaction, the pressure field consists of a cylindrical acoustic wave except in the vicinity of the shock. An asymptotic expression for this cylindrical wave is developed in Appendix C for R/aӷ1. The result is
with functions F and K defined as
Expression ͑25͒ has the same form as the one given by Ribner for the shock/vortex interaction ͓Eq. ͑23͒ of Ref. 13͔. It consists of the product of the following terms:
͑a͒ The first term ͱ2a/R describes the temporal evolution of the circular wave. Remember that the radius R ϭC 2 t is a measure of time, so the temporal evolution is porportional to t ues of M 1 in Fig. 13 . It can be seen that for moderate Mach numbers, this function changes its sign around the angle ϭ90°. The acoustic wave therefore has an alternating structure. For a hot spot, it is a rarefaction wave on its downstream propagating part ͑0ϽϽ90°͒, and a compression wave on its upstream propagating part (90°ϽϽ␣ c p ). This formally corresponds to the emission of a dipolar acoustic source. For large Mach numbers, this alternating structure disappears, and the emission is similar to that resulting from a monopolar acoustic source. ͑c͒ The last term K ((rϪR)/b ) is the radial description of the wave. This function is represented in Fig. 14. It possesses a maximum K (0.41)ϭ1.3666, and a secondary minimum K (Ϫ1.22)ϭϪ0.635. So in its widest part, the sound wave resulting from a hot spot is a rarefaction wave followed by a recompression of lower amplitude.
The validity of the asymptotic expression ͑25͒ has been checked against the integral expression ͑14͒. The convergence is rapid. For (R/a)ϭ4 and M 1 ϭ2, which is the third instant plotted in Fig. 12 , the asymptotic value is already reached on the downstream front of the wave. This differs from the case of shock-vortex interaction.
14 In this later case, it was observed that the cylindrical sound wave was preceded by a ''precursor'' wave, resulting from the potential flow around the vortex core. The amplitude of this wave was found to decay as t Ϫ1 rather than t
. This is not observed in the case of an entropy spot. Finally, one must remind that the asymptotic expression ͑25͒ can never be reached in the vicinity of the shock, because at these locations, the near field can not be neglected. This near field was not included in Ribner's calculations for the case of a shock/vortex interaction.
In a recent paper, Grasso and Pirozzoli 31 ͑GP͒ studied, both analytically and numerically, the sound generation resulting from a shock/spot interaction. They conducted two analytic developments of this problem. The first one is a semianalytical model, which applies in the limit of weak shocks. The second is an acoustic analogy that applies in the limit of either weak shocks or weak spot amplitudes. This second model may be compared to our linear solution. In Appendix D we reproduce GP's acoustic analogy for the case of a Gaussian spot with a weak amplitude ⑀. It is shown that in the limit R/aӷ1, their result can be set to a form similar to our expression ͑25͒,
where the function K is the same than ours and where the length bЈ is given by Eq. ͑D17͒. The function F GP (;M 1 ) describing the angular amplitude of the wave predicted by GP's acoustic analogy is given by Eq. ͑D15͒. This function is plotted in Fig. 15 for M 1 ϭ1.2 and M 1 ϭ2 and compared to the function F(;M 1 ) obtained from the linear solution. It can be seen that on the downstream propagating parts of the wave ͑0ϽϽ90°͒, GP's acoustic analogy and our linear solution are comparable, and that agreement is better for M 1 ϭ1.2 than for M 1 ϭ2. On the other hand, on the upstream propagating parts of the wave (90°ϽϽ␣ c p ), for both cases M 1 ϭ1.2 and M 1 ϭ2, the acoustic levels predicted by GP's acoustic analogy are much greater than those predicted by our linear solution.
We expect our linear solution to be more accurate because it includes all the details of the interaction, whereas GP's acoustic analogy makes the hypothesis that the shock remains straight during the interaction. Also, GP's acoustic analogy predicts an acoustic emission in an unbounded medium, and it needs to be corrected to account for the acoustic waves reflected by the shock. For this later point, GP have shown that on the symmetry axis this correction is at most 4% for M 1 ϭ2, but it may be greater on the upstream propagating parts of the wave.
D. Shock displacement
The shock displacement given by Eq. ͑15͒ is represented in Fig. 12 at three different instants, for M 1 ϭ2. The maximum value of the shock displacement is reached approximately for the instant R/aϭ1, when the transmitted spot has completely emerged from the shock. Later, the shock front deformation widens, and its maximum amplitude seems to decrease as t Ϫ1 . It has also been verified that for R/aϽ0, corresponding to instants before the interaction, the shock displacement predicted by Eq. ͑15͒ quickly tends to zero. This means that our expressions respect the causality of the interaction.
The maximum displacement of the shock front during the interaction has been plotted as a function of the Mach number in Fig. 16 . The shock displacement due to the interaction appears to be larger for weak shocks.
V. COMPARISON WITH A NUMERICAL SIMULATION
The linear solution developed herein is particularly suited for a comparison with numerical simulation results. Here we use a code based on a characteristic formulation of the Euler equations, as well as a shock-fitting technique to resolve the shock front. 33 We first give an outline of the numerical method, and then present comparisons of numerical results with the linear solution for M 1 ϭ2 and 4. This allows to demonstrate the validity of the linear theory when considering linear spot amplitudes, and to investigate the nature of the interaction when considering nonlinear spot amplitudes. For this latter point, the results presented herein complements those of Hussaini and Erlebacher.
30
A. Description of the numerical method
The idea of the code is based on the -scheme by Moretti, 34 and is ''refurbished and put to work'' with a high order compact upwind scheme and a Runge-Kutta time integration. Here, we just want to give a rough idea of the code and present the basics for a one-dimensional model problem. For a detailed description, please see Ref. 33 .
The Euler equations in one space dimension can be regarded as three transport equations for two Riemann variables, R Ϯ ϭuϮ͓2/(␥Ϫ1)͔c and the entropy s. They take the form where the following notation has been introduced:
Each of the space derivatives X Ϯ , X s is uniquely related to a propagation direction which is either uϮc or u. We can construct a stable numerical scheme for the set of equations ͓͑31͒-͑33͔͒ by choosing an upwind differentiation with respect to the sign of the propagation direction for each of these terms. In our case, we have used a fifth order compact upwind scheme 35 for the space derivatives, and a low storage third order Runge-Kutta scheme 36 for time advancement. Please note that the continuity equation ͑31͒ might be simplified by Eq. ͑33͒, but this is only possible for isentropic flows. In the computation of viscous flows, one has to keep it as it stands. For two space dimensions, there exists no equivalent formulation in terms of a finite number of Riemann variables because the two acoustic characteristics corresponding to X Ϯ are degenerated from an infinite number of characteristics. But it is straightforward to decompose the equations formally in the same way for the y direction and also for timedependent arbitrary grids. A set of equations generalizing the system ͑31͒-͑33͒ can be obtained, see Ref. 33 , Eq. ͑42͒.
The resulting scheme is not conservative. Thus we cannot capture shocks. ͑In practice, the scheme proves to be Ϫ1 . Lower plots: numerical simulation with ⑀ϭ1. For each case, from left to right: pressure field for three different instants corresponding to R/aϭ0, 2, and 4, and vorticity field at instant corresponding to R/aϭ4. Pressure levels are as in Fig. 12 , and vorticity levels are as in Fig. 10 . robust enough to handle moderate shocks anyhow. 33 ͒ Strong shocks need to be fitted. We follow the idea of Moretti, 37 see, e.g., Erlebacher et al. 38 The grid is time dependent and the shock is taken to be the left, moving boundary. The other boundaries are taken to be nonreflecting. According to characteristic theory, four characteristics ͑in two space dimensions͒ enter the shock from the left and one from the computational domain. Given this information, it is possible ͑though tedious͒ to compute X ϩ , X s , and X v ϭu(‫ץ‬v/‫ץ‬x), as well as the shock acceleration. 38 This information actually forms the numerical boundary condition which the scheme ''sees.'' The shock location and velocity are advanced in time with the same Runge-Kutta scheme as the flow field, and the grid is deformed to follow the shock deformation.
B. Results
At first, we have validated the code's convergence by performing simulations with different mesh sizes. The dimensions of the computational domain, initially rectangular, were Ϫ10aϽyϽ10a and 0ϽxϽ10a. We used a coarse grid ͑⌬xϭ0.16a, ⌬yϭ0.32a͒, an intermediate one ͑⌬xϭ0.08a, ⌬yϭ0.16a͒, and a refined one ͑⌬xϭ0.04a, ⌬yϭ0.08a͒. The Mach number was M 1 ϭ2 and the spot's amplitude was set to ⑀ϭ10 Ϫ4 , in order to remain within the limits of validity of the linear solution. The extremum values of the pressure and the vorticity, deduced from the numerical simulations at a nondimensional time R/aϭ4, are reported in Table   I and compared to the linear solution. As it can be seen, when considering the pressure field, the coarse grid is sufficient to obtain a good convergence of the numerical simulation toward the linear solution. However, the vorticity field, a quantity which is more dependent upon the discretization, needs a refined grid to converge toward the linear solution.
We performed a series of computations to study the validity of the linear solution with regards to the amplitude ⑀ of the incident spot. We used the refined grid specified above. The amplitude ⑀ was set to 10 Ϫ4 , 10 Ϫ2 , 10 Ϫ1 , and 1. We considered two cases with Mach numbers of M 1 ϭ2 and 4. Figure 17 shows computation results for M 1 ϭ2. We have represented the pressure levels for three instants corresponding to R/aϭ0, 2, and 4, and the vorticity field corresponding to the last of these instants. The upper plots are a superposition of the linear solution and of the numerical results with ⑀ϭ10
Ϫ2 . As it can be seen, for the vorticity field, both plots are not distinguishable from each other. For the pressure levels, very small differences are found, in particular for the level corresponding to zero, which is not correctly resolved, and for the pressure in the near field ͑the parts of the field close to the shock front͒. However, concerning the near field, the difference does not correspond to a bad accordance between the linear solution and the numerical simulation, but rather to a difficulty in evaluating the double integral in Eq. ͑14͒. The middle and lower plots represent the same data from the numerical simulations with ⑀ϭ10 Ϫ1 and 1. For ⑀ ϭ10 Ϫ1 , very little differences are found. For ⑀ϭ1, nonlinear effects are clearly visible. Considering the vorticity field, it is observed that the vortices are highly distorted, due to their self-induced roll-up. Considering the pressure field, one observes a low pressure region in the center of the acoustic wave. This corresponds to the nonlinear pressure deficit as- Ϫ1 . Lower plots: numerical simulation with ⑀ϭ1. For each case, from left to right: pressure field for three different instants corresponding to R/aϭ0, 2, and 4, and vorticity field at instant corresponding to R/aϭ4. Pressure levels are as in Fig. 12 , and vorticity levels correspond to Ϯ0.5, 1, 1.5, 2, 3, 5, 8. sociated with the vortices. One also observes that the pressure levels in the front of the acoustic wave are tightened. This is due to the steepening of the acoustic wave. However the shape of the acoustic wave remains qualitatively the same.
Tables II and III display quantitative comparisons between the numerical computations and the linear solution. We have reported the extremum values of the pressure, the vorticity, the entropy and the shock displacement for the nondimensional times R/aϭ0 and 4. As can be seen, for the simulations with ⑀ϭ10 Ϫ4 and 10 Ϫ2 , the difference with the linear solution is smaller than 1%. For the simulation with ⑀ϭ10 Ϫ1 , the accordance with the linear solution is still excellent, differences being of the order of 1%. The greater difference is found for the maximum pressure at the instant corresponding to R/aϭ4. This is not surprising because this region corresponds to the contribution of the pressure components at the critical angles, where it is known that the LIA theory is less accurate. 16 Considering the simulation with ⑀ϭ1, i.e., a true nonlinear case, it is striking to see that the reported values are still in good accordance with the theory. At the instant when the spot crosses the shock (R/aϭ0), one only observes a 6% difference for the maximum vorticity, and a 2% difference for the maximum entropy. Other reported quantities differ of about 20%, which can still be regarded as a good accordance with the theory, considering that we have a 100% initial amplitude in the spot. At the instant corresponding to R/aϭ4, as the vortices roll up, the maximum vorticity strays from the theory, but the other quantities still remain close to the theory. In particular, it is found that the maximum of entropy perturbation relaxes to the theoretical prediction within 1%. Figure 18 and Tables IV and V display the same results obtained from the M 1 ϭ4 computations. As for the M 1 ϭ2 case, the computations with ⑀ϭ10 Ϫ4 , 10 Ϫ2 , and 10 Ϫ1 are in excellent agreement with the linear solution. For the ⑀ϭ1 case, the nonlinear effects are more intense. In particular, on observes that the steepening of the acoustic wave has lead to the apparition of a secondary shock wave. However, as reported by Table IV, at the instant R/aϭ0 corresponding to the initial stages of the interaction, the numerical simulation still keeps a correct accordance with the linear theory. This accordance deteriorates in the latter stages of the interaction ͑see Table V͒ as the nonlinear effects become predominant.
Finally, Figs. 19 and 20 compare the shock deformation from the linear theory and from the numerical simulations, respectively for M 1 ϭ2 and M 1 ϭ4. Again, it is observed that the simulation compares very favorably with the linear theory up to ⑀ϭ10 Ϫ1 , and that for the ⑀ϭ1 case, the agreement deteriorates as time is increased.
The results presented in this section suggest that, even for large spot amplitudes, the shock-spot interaction is dominated by a linear mechanism, and that nonlinearities rather affect the pressure and vorticity fields in the postinteraction stages. These conclusions complement those of Hussaini and Erlebacher 30 who performed numerical simulations for M 1 ϭ2 and 10 and for spot amplitudes varying from Ϫ0.25Ͻ⑀Ͻ0.25, and concentrated on the nonlinear aspects of the interaction.
VI. THE CASE OF A CONSTANT ENTROPY SPOT
The method used in Sec. III for a Gaussian spot can be applied to spots with different profiles, provided that a Fourier decomposition of the profile is known. It is of interest to know how the actual spot profile influences the interaction. In this section, we will apply the LIA method to a ''tophat'' spot with a constant entropy value within its radius a. This constitutes a good model for a cylindrical bubble of a different gas carried through a shock.
A. Detailed calculation
The initial entropy perturbation is taken as The corresponding Fourier transform and the ''slice'' decomposition are, respectively, given by
͑38͒
Here, J 1 is the Bessel function of the first kind and of order 1, and the function K C is given by a Weber-Shafheitlin discontinuous integral ͑see Ref. 32 , p. 487͒,
The analysis can be carried out in a manner similar to that developed in Sec. III. The entropy, velocity and vorticity fields are given by Eqs. ͑8͒-͑11͒, where the functions K and L are replaced by the corresponding functions
͑40͒
The pressure field is given by
͑41͒
and the shock deformation is obtained from Eq. ͑15͒, with the new profile functions
B. Results
Some difficulties arise when evaluating the different components of the flow field because the functions entering the analysis are discontinuous with infinite branches and integral expressions such as Eq. ͑41͒ do not converge numerically. As a consequence, this section primarily presents qualitative results.
Vorticity field
The vorticity field consists of two parts. The first part is singular, and corresponds to a vortex sheet located on the interface of the transmitted spot. The second part is regular, and is located within the transmitted spot. An important consequence is that the vorticity levels are far more important than for a Gaussian spot. They are theoretically infinite andconsequently, the spot will roll up much more rapidly. This can be observed in the numerical simulations of Picone and Boris, 27 which showed a rapid roll-up after the interaction. The expression ͑18͒ for the circulation of the vortices is still valid, but the value of the form factor f has to be set to 1 instead of ͱ/2 ͑see Appendix B͒. Thus the expression proposed by Yang et al. and presented in Sec. IV B is exactly retrieved.
Pressure field
The pressure field is plotted in Fig. 21 for a M 1 ϭ2 shock, and for the instant corresponding to R/aϭ4. Due to the problems of convergence evoked above, Fig. 21 is not very accurate. However, it allows a qualitative description of the pressure field. As for the Gaussian spot, the pressure field is composed of a double cylindrical wave with a dipolar structure, and a low pressure near field above the shock. But the pressure variations are sharper than for the Gaussian spot.
One can still use the asymptotic expression given by Eq. ͑25͒, but the function K (z) must be replaced by
This function is plotted in Fig. 14. It contains a jump at z ϭ1, and a logarithmic singularity at zϭϪ1. So, as for the vorticity, the pressure field theoretically reaches infinite values, whatever the initial amplitude of the spot. As a consequence, nonlinear effects are likely to be important, even for weak initial spot amplitudes.
VII. SUMMARY
In this paper, we have used Ribner's linear interaction analysis ͑LIA͒ theory to solve the problem of a cylindrical entropy spot of weak amplitude convected through a shock wave. The interaction leads to a transmitted spot, a pair of counter-rotating vortices, a cylindrical sound wave, and a deformation of the shock front. The method was first applied to a Gaussian entropy spot. An exhaustive description of the solution has been given for a Mach 2 shock, and the flow field has been characterized for a wide range of Mach numbers. An expression for the circulation of the vortices has been given as a function of the shock strength. This expression was shown to be in accordance with the numerical computations and qualitative predictions of Yang et al. 29 An asymptotic expression for the pressure in the cylindrical acoustic wave has also been developed and compared to a recent model given by Grasso and Pirozzoli. 31 The linear solution has been compared to a numerical simulation result. Excellent qualitative and quantitative agreement was obtained, even for large spot amplitudes. This indicates that the features of the interaction are essentially linear.
Finally, the analytical method has been applied to a constant entropy spot, which is a model for a bubble of light gas carried by the flow. The interaction consists of the same phenomena, but the vorticity and pressure fields contain singularities. As a result, nonlinear effects are expected to be more important than for a Gaussian spot.
APPENDIX A: LINEAR INTERACTION ANALYSIS "LIA… FOR PLANE WAVES
In this appendix, we consider the LIA problem for plane elementary waves convected through a shock. As said in the Introduction, several solutions of this problem have been given with different methods. Ribner 2 treated the case of incident vorticity waves. Moore 3 solved the problem for incident acoustic waves. The solution of the problem for incident entropy waves was then given by Chang. 4 Here we propose a general form for the transfer functions which applies for the three kinds of incident waves. 39 These transfer functions may be used to study the interaction of perturbation fields combining the three modes of fluctuations with shocks. An application to different cases of homogeneous perturbation fields is given in Ref. 40.
Formulation for an entropy wave convected through a shock
We consider the interaction of a plane elementary entropy wave with a shock, as represented in Figs. 2 and 3 . The origin of the frame is located on the unperturbed shock front, and we define the coordinates in the directions ␣, ␣ s , and ␣ p as r ϭx cos ␣ϩy sin ␣,
All the angles considered belong to ͓0,͔. We suppose that the upstream perturbation field consists of an elementary entropy wave of wavelength 2/k, angle ␣, and amplitude ⑀. This takes the form ͑for xϽ0͒
where the real part is to be retained. This plane wave is superposed to a main flow field with pressure P 1 , density 1 , and velocity U 1 . The condition that the entropy wave is convected with the mean flow simply reads ϭkU 1 cos ␣. ͑A2͒
The downstream (xϾ0) flow field is searched as a mean field of velocity U 2 , density 2 , and pressure P 2 plus perturbations.
The mean field is determined by the classical RankineHugoniot jump relations. In particular, the downstream Mach number M 2 , the compression rate mϭ 2 / 1 ϭU 1 /U 2 , and the pressure jump P 2 / P 1 can be expressed as functions of the upstream Mach number M 1 ,
The ratio of specific heats of the gas is ␥ϭ1.4 throughout this work. As represented in Figs. 2 and 3 , the entropy and solenoidal velocity perturbations generated downstream are considered as plane waves of angle ␣ s and wavelength 2/k s . The pressure field is considered as a ''generalized'' pressure wave with amplitude proportional to e ik p e Ϫk p x . This represents a perturbation with a constant phase in the direction ␣ p , but with an amplitude that may decay away from the shock. The parameter characterizes the decay rate; one wavelength downstream of the shock, the amplitude of the perturbation is damped by a factor e Ϫ2 . According to the angle ␣ of the incident entropy wave, this generalized wave may have a propagative nature ͑ϭ0, see Fig. 2͒ or a nonpropagative nature ͑ 0, see Fig. 3͒ .
We denote by Z ss , Z sv , and Z sp the relative amplitudes of the entropy, vorticity, and pressure waves. We also suppose that the shock front deforms with an amplitude Z sx . These amplitudes may be complex. In that case, the real part represents the component of the wave in phase with the incident wave, and the imaginary part represents the component in phase quadrature.
So the perturbation field is searched as ͑for xϾ0) 
kx c Јϭ⑀Z sx e ik sin ␣yϪit .
In the expressions for the velocity perturbation, the first and second term in the right-hand side correspond to the solenoidal and potential velocity fluctuations, respectively. The function appearing in the potential velocity fluctuation is 1 in the propagative regime, and it is complex, and given by
in the nonpropagative regime (Ϫ/2рarg р0). This means that in a nonpropagative generalized pressure wave, the irrotational velocity fluctuation is not in phase with the pressure fluctuation contrary to a classical acoustic wave. The geometrical characteristics of the resulting waves are determined by the requirement that, on the shock front, the y and temporal dependencies of these waves match with those of the incident wave.
For the entropy and vorticity waves, this leads to
a half-circle of radius D and letting D tend to ϱ. Since K(z)ϷϪ1/(2z 2 ) and L(z) decays exponentially as z→ϱ the integral over the half-circle vanishes, and
Since the integrals from Ϫϱ to ϱ of functions K and L are zero, the only term which will contribute to the circulation comes from the ␣ s ϭ/2 slice. Writing tϭcos ␣ s /c and taking the ␣ s -dependent term out of the integral leads to
K͑xt͒dt. ͑B2͒
For ␣ s ϭ/2, Appendix A gives Z sv ϭ1Ϫm, J s ϭ1/m, c/aϭ1, so the circulation can be written under the form
where f is a form factor which only depends upon the initial spot profile. For the Gaussian profile,
For a constant spot, replacing function K by K C in the above formula leads to f ϭ1.
APPENDIX C: ASYMPTOTIC EXPRESSION FOR THE PRESSURE FIELD
In this appendix we develop an asymptotic expression of the pressure field given by Eq. ͑14͒, for large values of R/a, and away from the shock, so that we can neglect the nonpropagative field.
We first remark that around the point with coordinates (R,) the main contribution to the pressure field will come from the slice of angle ␣ p ϭ, and from neighboring slices. This is illustrated in Fig. 6 . Now, if R/a is large, the structure of these slices will not differ a lot from that corresponding to ␣ p ϭ. So the pressure field is locally equivalent to the one generated by identical slices over an entire cylinder. So we write
where the terms (J p Z sp ) and b represent the values of these functions for ␣ p ϭ. Starting from this expression, we integrate both sides over the annular region between the circles of radii R and r. Dropping the factor ⑀/(J p Z sp ) for sake of simplicity, the resulting expression is ͪ dx.
͑C2͒
The second term on the right-hand side is constant for fixed R and will disappear due to differentiation at a later stage, so we will drop it for now. The asymptotic behavior of the function K(z) for z→Ϯϱ is as z Ϫ2 , so we guess that the significant contribution of the first integral on the right-hand side is for xϷR. We also wish to develop an asymptotic approximation valid in the vicinity of the cylindrical wave, i.e., rϷR. So we approximate ͱr 2 Ϫx ϪxЈ ͪ dxЈ.
͑C4͒
Remarking that the expression under the integral on the right-hand side term vanishes rapidly for xЈ→ϱ, we can replace the upper limit of the integral by ϱ. After differentiation we are led to 
͑C6͒
where the function K has the following expression:
An alternative integral definition of the function K is given below, see Eq. ͑D19͒. After reintroducing the angular factor, expression ͑25͒ is obtained.
APPENDIX D: GRASSO AND PIROZZOLI'S ACOUSTIC ANALOGY
In this appendix we reproduce the expression for the pressure field given by Grasso and Pirozzoli ͑GP͒ in Ref. 31 using an acoustic analogy of the problem, and compare this expression with our linear solution. In order to distinguish their work from ours, we will annotate all of the terms from GP's work with an overbar.
The main result from GP is their Eq. ͑17͒ which states 
͑D6͒
After a few manipulations, the different terms of GP's expression evaluate as follows:
͑D9͒
where functions K I and L are those defined in our Eqs. ͑16͒ and ͑12͒, and where the identity dK I (z)/dzϭϪL(z) has been used.
The expressions of GP are given in a frame centered on a point O c located on the symmetry axis and on the shock front ͑see Fig. 22͒ . Let us now consider a point M with coordinates (r, ) in GP's frame and (r,) in our frame. We introduce the point M 0 with coordinates (r 0 , ) and (R, 0 ) in both frames, located on the line O c M and on the circle of radius RϭC 2 t centered on point O. At this point we have r 0 sin ϭR sin 0 , ͑D10͒ r 0 cos ϭR͑cos 0 ϩM 2 ͒. ͑D11͒
Using these geometrical identities, the following relations may be derived:
Using all these expressions, we rewrite expression ͑D1͒ in the limit of large time (R/aӷ1). We neglect the first term proportional to r Ϫ3/2 and retain only the second term proportional to r Ϫ1/2 . In the considered limit we also approximate rϷr 0 , Ϸ 0 , and r 0 ϪrϷ(RϪr)/cos(Ϫ). This leads to
where the terms F GP , L , and bЈ are defined as
͓In Eq. ͑D15͒ is defined implicitly as a function of using Eqs. ͑D3͒, ͑D10͒, and ͑D12͒ with ϭ 0 .͔ We now compare the functions K and L appearing in Eqs. ͑25͒ and ͑D14͒. Introducing the integral definitions of functions K and L given by Eqs. ͑4͒ and ͑12͒ into Eqs. ͑27͒ and ͑D16͒, interverting the integrals over zЈ and k, and using the identity We are finally led to expression ͑28͒.
