Many real-life problems belong to the class of constraint satisfaction problems (CSP's), which are NP-complete, and some NP-hard, in general. When the problem size grows, it becomes di cult to program solutions and to execute the solution in a timely manner. In this paper, we present a general framework for integrating arti cial neural networks and logic programming so as to provide an e cient and yet expressive programming environment for solving CSP's. To realize this framework, we propose PROCLANN, a novel constraint logic programminglanguage. The PROCLANN language retains the simple and elegant declarative semantics of constraint logic programming. Operationally, PROCLANN uses the standard goal reduction strategy in the frontend to generate constraints, and an e cient backend constraint-solver based on arti cial neural networks. Its operational semantics is probabilistic in nature. We show that PROCLANN is sound and weakly complete. A novelty of PROCLANN is that while it is a committed-choice language, PROCLANN supports non-determinism, allowing the generation of multiple answers to a query. An initial prototype implementation of PROCLANN is constructed and demonstrates empirically that PROCLANN out-performs the state of art in constraint logic programming implementation on certain hard instances of CSP's.
Introduction
The problem at hand is that of constraint satisfaction problems (CSP's) de ned in the sense of Mackworth 25] , which can be stated brie y as follows:
We are given a set of variables, a domain of possible values for each variable, and a conjunction of constraints. Each constraint is a relation de ned over a subset of the variables, limiting the combination of values that the variables in this subset can take. The goal is to nd a consistent assignment of values to the variables so that all the constraints are satis ed simultaneously. CSP's represent a mathematical abstraction for a class of basic problems which is important in arti cial intelligence, operations research and computer science in general. These general problems occur in all walks of industrial applications such as scene labeling, resource allocation, planning and scheduling, just to name a few. Most of these problems have to be solved in a timely and e cient manner in real-life situations due to their high time costs. In the case of rescue, for example, the time cost can be measured in terms of the number of lives lost per unit time. CSP's are, in general, NP-complete and some are even NP-hard 6]. Thus, a general algorithm designed to solve any CSP will necessarily require exponential time in problem size in the worst case.
There are two concerns when handling CSP's: programming and e cient execution. The former is well addressed by logic programming in Prolog. The relational nature of constraints and the declarativeness of CSP's make Prolog an ideal programming language to specify CSP. The basic backtracking tree-search execution strategy of Prolog, however, usually produces unacceptable performance on a computer even on medium size problems, as the tree contains too many possibilities to be exhaustively searched. Van Hentenryck 41] introduces consistency techniques 25, 27] into logic programming so that constraints are used actively to prune search space a priori. The framework is realized in the CHIP language 12], which has been successfully applied to solving such industrial applications as car sequencing 9], disjunctive scheduling, graph coloring, and rmware design 10]. A full account of its applications can be found in 10, 41, 11, 28] . CHIP's execution mechanism is still based on tree search and backtracking, which are the main barriers to the e cient execution of the language towards some hard or large-scale CSP's.
A key component of a constraint logic programming (CLP) system is the constraint-solver. For various constraint domains, many classical constraint-solving techniques exist but the techniques are all algorithmic in nature and cannot escape from the curse of NP-completeness. Rabin 32] proposes randomized or probabilistic algorithms for concrete algorithmic problems in computer science although the idea can be traced back to the Monte Carlo methods 3, 16] . Many arti cial neural network (ANN) models fall into the camp of probabilistic algorithm.
There has been recent interest in applying ANN to CSP's and constraint optimization problems. For examples, Hop eld network, the Boltzmann Machine and the elastic network have been used in the traveling salesman problems 18, 1, 13], the Tangram puzzles 23] and the N-queens problem 34] with satisfactory results. Wang and Tsang 43, 39] propose GENET, a generic ANN model, for solving general CSP's with binary constraints. Wang and Tsang 44] also propose a cascadable VLSI design for GENET. A VLSI implementation of GENET would provide a potential speed gain in an order of 10 6 to 10 8 over existing CSP languages running on commercial workstations 44]. ANN, while e cient, is di cult to program. Translating a CSP into a neural network is often a tedious and error-prone task. This is where logic programming can help. We propose to integrate logic programming and ANN. A CSP is speci ed as a logic program. The logic programming part of the execution mechanism generates the corresponding neural network of the CSP, which is then submitted to the backend ANN-based constraint-solver for further scrutiny. This way we obtain the best of both worlds: an expressive and e cient programming language.
There have been other attempts 14, 33] , with di erent motivations, in the amalgamation of logic programming and ANN. These approaches are all translational, in which a set of logical formula is translated into a neural network. Theorem proving becomes an energy minimization process. Our proposal represents a radically di erent approach, which aims at tight coupling of logical deduction and neural computation.
This paper develops the idea of embedding ANN-based constraint-solver in logic programming from a theoretical framework to the design and prototype implementation of a new logic program-ming language, and to the development of applications using the language. There are two main kinds of contribution of this paper depending on the perspective we choose. As far as the logic programming community is concerned, we propose a new logical inference system which is based on ANN while the usual logic programming semantics is retained. It is the rst logical inference system which uses ANN as the constraint-solver. Our proposal may encourage more experiments on the integration of other stochastic search techniques and logic programming to improve the performance of logic programming systems. Outside the logic programming community, the contribution of this research is to present a declarative language for solving CSP's using ANN. Imperative programming languages can be used in programming solutions for CSP's but the burden of checking the correctness of the ANN model and handling the compilation errors, logical errors and exceptional cases in the program is laid upon programmers. Similar to other logic programming languages, programmers using our proposed language only have to concentrate their e ort on specifying the CSP and formulating the problem statement into a query. The logic programming component of our language automatically generates constraints from the query and the program, and pass the constraints to the ANN-based constraint-solver.
The paper is organized as follows. Section 2 de nes objective criteria for ANN-based constraintsolvers that can be used in our framework. Since the GENET model is adopted in our prototype implementation, we review the GENET model and show how GENET satis es the criteria. The syntax and semantics of the PROCLANN language are presented in section 3. Soundness and weak completeness results of PROCLANN are given and the notion of probabilistic non-determinism is introduced. Section 4 describes the PROCLANN prototype implementation and benchmarking results. We summarize our contributions and limitations of PROCLANN, and shed light on future work in section 5.
2 An ANN-Based Constraint-Solver ANN is chosen as the backend constraint-solver in our proposed framework for its e ciency on some large-scale or hard instances of CSP's 22, 2, 8] . In the following, we rst de ne notations used in the paper. Next we present objective criteria for ANN models that can be used as constraint-solver in our framework. GENET is a general ANN model for solving CSP's. We review the GENET model, study its dynamics, and show that it satis es our criteria. GENET is adopted in our prototype implementation.
Notations
We denote X 1 ; X 2 ; ; X n the domain variables, D 1 ; D 2 ; ; D n the nite domains on which the variables take their values, and v 1 2 D 1 ; v 2 2 D 2 ; ; v n 2 D n the value assignments given to variables. A unary constraint C X i is de ned over D i , where 1 i n. A binary constraint C X i X j is de ned over a subset of D i D j for all 1 i; j n and i 6 = j. In all cases, we assume C X i X j = C X j X i . A general constraint C X i 1 X i 2 X i k is de ned over a subset of D i 1 D i 2 D i k , where 1 i 1 ; i 2 ; ; i k n. A binary CSP is a CSP with unary and binary constraints only. A general CSP is one which involves general constraints.
A label 38], denoted by < X; v >, is a variable-value pair which represents the assignment of value v to variable X. A compound label is the simultaneous assignment of values to variables.
We use (< X 1 ; v 1 >; < X 2 ; v 2 >; ; < X n ; v n >) to denote the compound label of assigning v 1 ; v 2 ; ; v n to X 1 ; X 2 ; ; X n respectively. A k-compound label assigns k values to k variables simultaneously. A solution tuple of a CSP with n variables is a n-compound label for all the variables in the CSP so that all constraints are satis ed.
Criteria for ANN-based Constraint-solver
In this section, we present the objective criteria for the ANN-based constraint-solver: network uniqueness, soundness, probabilistic completeness and incrementality. Our proposed language framework is not tied to any particular ANN model but the chosen model has to satisfy the following criteria:
1. (Network Uniqueness) Every CSP can be translated into a network in the ANN model and the network topology is unique. This is to ensure that every CSP has a unique representation in the model.
2. (Soundness) Every answer generated by the ANN model must be a solution of the corresponding CSP. In other words, answers generated by the model must be correct with respect to the corresponding CSP. Soundness of the model is essential in establishing the soundness of our proposed framework, which is an important property for logic programming systems.
3. (Probabilistic Completeness) If a CSP has solution , then there exists non-zero probability that the corresponding neural network converges to a solution state with as answer. We say that the neural network model is probabilistically complete. The usefulness of an ANN model is depleted if it is capable of only locating some but not all solutions of a CSP. The completeness criteria is probabilistic since ANN models are probabilistic in nature.
4. (Incrementality) Adding new constraints to an existing solvable set of constraints is a frequent and primitive step in a CLP system. Thus the model must be amenable to e cient incremental execution. GENET 43, 39 ] is a generic neural network simulator designed to solve binary CSP's with nite domains. It has also been applied to solve general CSP's such as the car-sequencing problem 8]. We describe the network structure and the convergence procedure of GENET. Then we explain the behavior of GENET's network convergence from an energy perspective.
GENET: a Generic Neural Network Model

Network Structure
Given any binary CSP, GENET generates a connected network as follows:
Each domain variable in the CSP is represented by a cluster (i.e. a collection) of nodes.
Each node i is used to represent a value in the domain and has two attributes: state S i and input I i . -1 (1) . For example, when X 1 = 2 and X 2 = 1, their sum is 3 (odd) which violates constraint of type 1. So, the second node in the rst column and the rst node in the second column are connected. For constraint of type (2), consider the case in which X 1 = 1. Thus X 5 should be 2. In order to ful ll this requirement, node 1 of 1 Tightness is de ned here as the number of solutions over the size of search space. A tight CSP is one which has few solutions over a large search space. the rst cluster should send inhibitory e ect to the rst and third node of X 5 . The other two connections are constructed similarly.
GENET is originally designed for binary constraints. Davenport et al. 8 ] extend GENET to a multi-layered network structure to encompass special cases of general constraints, such as the atmost constraints 42]. We refer the readers to 8] for details of the extended model. Our analysis of GENET in subsequent sections applies also to the extended GENET.
Network Convergence
In a GENET network, only one node in a cluster is on at any moment. We say that the variable as represented by the cluster is assigned the value as represented by the label of the on-node. A network state is de ned as an assignment of values to each of the clusters (variables). A solution state is a consistent assignment of values to the variables so that none of the constraints are violated. Dynamics of GENET concerns how the network changes states and connection weights before it reaches the solution state(s). The GENET network convergence procedure is de ned as pseudo-code in algorithm 1.
Initially one node in each cluster is randomly selected to be on.
while (the input to all on-nodes is non-zero) do Every node i calculates its input I i . In each cluster, the node with the maximum input will be turned on. To avoid chaotic or cyclic wandering of network states, if there are several nodes with the maximum input, the node that is already on will remain on. Otherwise, GENET selects randomly one out of them. This step is called the state update rule. Apply the state update rule until all on-nodes remain unchanged. When the network settles in a stable state (i.e. all on-nodes unchanged after the application of the state update rule), GENET checks to see if all the on-nodes have zero input. If so, the state represent a solution to the CSP and the simulator halts with success. Otherwise, the state represents a local maxima. If the network settles in a local maxima of cluster input(s), a heuristic learning rule is applied to update all connection weights using W ij := W ij ? S i S j . Note that if either of node i or j is not on, then either S i or S j is zero. Thus heuristic learning a ects the weights of only arcs connecting two on-nodes. endwhile Algorithm 1: The GENET network convergence procedure. Figure 2 illustrates the state update rule and heuristic learning rule of GENET using the tight binary CSP shown in gure 1. Figure 2 (a) shows a state transition from state 1 to state 2 using the state update rule. In the rst cluster, nodes 2 and 3 have the same input. One of them is selected on at random in state 2. In this example, node 2 is chosen. In clusters 2, 3, and 4, all nodes share the same input. The ones that are already on remains on in state 2. In the fth cluster, node 2 has the largest input and it becomes on in state 2. The input of each node in state 2 is re-computed accordingly. State 1 of gure 2(b) is trapped in a local maxima. The only on-nodes being connected are node 3 of cluster 2 and node 2 of cluster 3. The heuristic learning rule penalizes this connection by decrementing its weight by 1. The input of each node is re-computed after the weight update. The stability of the network state is thus destroyed, enabling further state updates. 
Energy Perspective
We can understand the network convergence procedure from an energy maximization perspective.
Let N(S) be the set of on-nodes of state S. We de ne the energy of state S by E(S) = X i2N(S)
where C i is the set of all nodes connected to node i. The energy E(S) of a state S is the sum of all on-nodes' inputs, which is a non-positive quantity since (1) all initial weights are negative and (2) the heuristic learning rule only decreases the weights. In a state convergence step, the state update rule chooses a node with maximum input from within a cluster. In general the energy of the new state is higher than that of the old state. At worst, the energy remains the same. The maximum possible energy is zero, which happens only when all on-nodes' inputs are zero. That means that no two on-nodes are connected to each other for binary CSP's. Since only nodes with incompatible values are connected for binary constraints, a zero-energy state represents a solution. Therefore, GENET works by maximizing the energy of the network. A network may be trapped in a local maxima, whose energy is less than zero. In this case, the heuristic learning rule will be applied to alter the weight of the arcs. The net e ect of the alteration is that the energy of the current state is lowered with respect to its neighboring state, thereby destroying the current state's local maximality.
Properties of GENET
The construction of the network structure in GENET satis es the network uniqueness criterion by de nition. The success criterion of GENET guarantees soundness.
Theorem 2.1: (Soundness of GENET) If the GENET network of a CSP P settles in a solution state S, then the value assignment corresponding to S is a solution of P.
Proof: A GENET network settles in a solution state when all on-nodes have zero input. The network is in zero-energy state. A zero-energy state means that no two on-nodes are connected and no on-node is inhibited by any constraint node if it exists. Thus, the value assignment to each cluster (variable) cause no violation of constraints in the network, and represents a solution to the CSP in consideration. GENET satis es the probabilistic completeness criterion trivially.
Theorem 2.2: (Probabilistic Completeness of GENET) Assume that the randomizer is fair. If
is a solution of a CSP P, then there exists non-zero probability that GENET will settle in a solution state that corresponds to .
Proof: The network convergence procedure of GENET is probabilistic in nature. The rst step in the network convergence procedure is to randomly select an on-node in each cluster. As we assume the randomizer is fair, there is non-zero probability that the GENET network will settle in any possible network state as its initial state. Thus, there is non-zero probability that GENET will settle in any solution state of a CSP P by the initial random selection.
The probabilistic completeness property of GENET guarantees only a non-zero probability to nd every solution of a CSP. GENET, a probabilistic simulator, may sometimes take a long time to converge and may even get into oscillation. Thus, we impose resource limit, such as memory or CPU time, on GENET's convergence procedure. When there is exhaustion of resource, we simply re-start the network convergence procedure for another iteration.
Incremental GENET
The original GENET operates in the \batch" mode: the entire network must be constructed before neural computation starts. In CLP systems, however, adding new constraint to an existing solvable set of constraints is a primitive and frequent step during computation. Therefore, an e cient incremental version of GENET is necessary. We present a naive incremental adaptation of GENET, I-GENET, in pseudo-code in algorithm 2. Since the GENET network convergence procedure is Initialize the network to an empty network while there are more domain variables and increments of constraints to add do part of the I-GENET procedure, the network state is randomized in each iteration of I-GENET. Incrementality originates from the re-use of the weights of the arcs, which are computed using the heuristic learning rule and accumulated in each iteration. In other words, the network is trained while it is being built incrementally. Before we construct incremental GENET, we have in fact modi ed the way node inputs are calculated. The inputs of all nodes are calculated in each convergence cycle of the original GENET model. In the modi ed version, we calculate the inputs of only the nodes whose neighboring nodes change state. This modi cation is implemented in the modi ed GENET and I-GENET. We compare the original GENET, the modi ed GENET and I-GENET on the N-Queens problem in gure 3. N-Queens problem. The result also shows that I-GENET is at least as e cient as the modi ed GENET on the tested problems. Thus we show empirically that GENET satis es the incrementality criterion.
3 A Theoretical Framework of PROCLANN We conclude our description by two PROCLANN programs. De nition 3.4: Let be a d-substitution and V be the set of variables in the expressions. The domain of a substitution, denoted dom( ) is de ned as fx 2 V jx 6 = xg. The codomain of a substitution, denoted codom( ) is de ned as fx jx 6 = xg. Also, the set of variables in the expression T is denoted var(T). The bindings generated from case (2) and (3) of the uni cation algorithm are composed to form the -substitution for the d-variables. Since the bindings in the -substitution are meant to be consumed by the ANN-based constraint-solver of PROCLANN, they have to be transformed to a set of equality constraints before they are passed to the constraint-solver. The following de nition shows the transformation of a -substitution to a set of equality constraints de ned in PROCLANN.
De nition 3.8: A d-replacement d(") of -substitution " = fX 1 =Y 1 ; ; X n =Y n g is a nite set of the form fX 1 #= Y 1 ; ; X n #= Y n g. The set fX 1 #= Y 1 ; ; X n #= Y n g obtained from the dreplacement is then injected into the ANN-based constraint-solver for neural computation. Hence, the uni cation scheme in PROCLANN facilitates logical deduction and neural computation using -and -substitutions.
The PROCLANN Computation Model
The PROCLANN Inference Rule (PROCLANN-IR) forms the core part of the PROCLANN computation model. De nition 3.12: A derivation is failed if it is nite, the last query has one or more atoms, and condition 2 of a derivation step does not hold.
De nition 3.13: A PROCLANN-refutation is a successful derivation by PROCLANN-IR with
n nite steps. We say that the refutation has length n.
De nition 3.14: An unrestricted PROCLANN-refutation is a PROCLANN-refutation, except that we drop the requirement that the substitutions # i and " i be the most general -uni er and the most general -uni er. They are only required to be -uni ers and -uni er respectively.
De nition 3.15: Let P be a PROCLANN program. The success set of P is the set of all ground atoms A such that there exists a PROCLANN-refutation for P f Ag. De nition 3.16: A computed answer of a successful derivation is the union of a solution state N of the answer network N and the composition of the most general -uni ers h = # 1 # m , where # i is the most general -uni er generated in the i-th step in the derivation.
The PROCLANN refutation procedure works by searching for a PROCLANN-refutation out of many possible derivations. Note that, in a derivation step, there can be more than one clause in the program that satis es condition 2 of a derivation step. We call these clauses candidate clauses. The solution computed depends upon the choice of candidate clause, to which the evaluation is committed. PROCLANN does not specify which candidate clause to select if there is a choice. It relies on a fair to a candidate clause. Thus PROCLANN does not support tree search on constraints. In addition, it is possible that PROCLANN chooses a wrong clause in a derivation step that leads to a failed derivation even when there exists a successful derivation for the original query. This is typical of committed-choice languages. Nevertheless, PROCLANN is sound and weakly complete.
Soundness and Weak Completeness
The soundness of PROCLANN-IR follows essentially from the soundness criterion of the ANN constraint-solver. Next suppose the result holds for computed answer n?1 which come from a successful derivation with n ? 1 steps. Suppose n is the computed answer for a successful derivation with n steps. Let A C0 ; B 1 ; ; B j be the rst input clause and A m the selected atom of query Q. By the induction hypothesis, 8((C n?1^C 0^A 1^ ^A m?1^B1^ ^B j^Am+1^ ^A l ) n ) is a logical consequence of P T , whereC n?1 is the answer constraint for a successful derivation with n ? 1 steps. Thus, if j > 0, ((C 0^B 1^ ^B j ) n ) is a logical consequence of P T . Consequently, (A n ) is a logical consequence of P T . 8((C n?1^C 0^A 1^ ^A l ) n ) is a logical consequence of P T .
Hence 8((c 1^ ^c k^A1^ ^A l ) ) is a logical consequence of P T sinceC n?1^C 0 contains c 1^ ^c k .
The probabilistic completeness criterion of ANN leads to the weak completeness result of PROCLANN-IR. We begin with two very useful lemmas. Lemma 3.18: (Mgu Lemma) Let P be a PROCLANN program and Q be a query. Suppose that P fQg has an unrestricted PROCLANN-refutation. Then P fQg has a PROCLANN-refutation of the same length such that, if # 1 ; ; # n are the -uni ers from the unrestricted PROCLANNrefutation and # 0 1 ; ; # 0 n are the most general -uni ers from the PROCLANN-refutation, then there exists a -substitution such that # 1 ; ; # n = # 0 1 ; ; # 0 n .
Proof Proof: Suppose the rst input clause for the PROCLANN-refutation of P fQ#g is H 1 , the rst most general -uni er # 1 and Q 1 is the query which results from the rst step. We may assume # does not act on any variables in H 1 . Now ## 1 is a -uni er for the head of H 1 and the atom in Q which corresponds to the selected atom in Q#. The result of resolving Q and H 1 using ## 1 is exactly Q 1 . Thus we obtain an unrestricted PROCLANN-refutation of P fQg, which looks exactly like the given PROCLANN-refutation of P fQg, except the original query is di erent, of course, and the rst uni er is ## 1 . Now apply the mgu lemma.
We now state the rst completeness result. Theorem 3.20: The success set of a PROCLANN program is equal to its least Herbrand model. Proof: The proof is omitted here but is exactly the same as that for theorem 8.3 in 24] . The proof makes use of xed point theory and requires the de nition of several notions not introduced at here.
The following lemma assists in the proof of the weak completeness result.
Lemma 3.21: Let P be a PROCLANN program and A an atom. Suppose that 8(A) is a logical consequence of P. Then there exists a PROCLANN-refutation of P f Ag with the identity substitution as the computed answer.
Proof: Suppose A has variables X 1 ; ; X n . Let a 1 ; ; a n be distinct constants not appearing in P or A and let be substitution fX 1 =a 1 ; ; X n =a n g. Then it is clear that A is a logical consequence of P. Since A is ground, theorem 3.20 shows that P f A g has a refutation. Since the a i do not appear in P or A, by replacing a i by x i (i = 1; ; n) in this refutation, we obtain a refutation of P f Ag with the identity substitution as the computed answer. Proof: Suppose Q is the query A 1 ; ; A k . 8((A 1^ ^A k ) ) is a logical consequence of P. By lemma 3.21, there exists a refutation of P T f A i g such that the computed answer is the identity, for i = 1; ; k. We can combine these refutations into a refutation of P T fQ g such that the computed answer is the identity.
Suppose the sequence of the most general -uni er of the refutation of P T fQ g is # 1 ; ; # n . Then Q h # 1 ; ; # n = Q h . By the lifting lemma, there exists a PROCLANN-refutation of P T fQg with the most general -uni ers # 0 1 ; ; # 0 n such that h # 1 # n = # 0 1 # 0 n , for somesubstitution . Hence, h = 0 h . The answer network N will have non-zero probability to converge to the solution state N , which is guaranteed by the the probabilistic completeness criterion of the ANN adopted in PROCLANN. Theorem 3.22 reviews the probabilistic nature of PROCLANN to the fullest extent. It means that if the CSP speci ed by the program is solvable, then there always exists a successful derivation and the answer network obtained has non-zero probability to converge to any solution of the CSP. Note that our completeness results are existential in the sense that we can guarantee the existence of a successful derivation but PROCLANN may not nd it. This is a consequence of the committedchoice nature of PROCLANN; hence the name weak completeness.
Probabilistic Non-determinism
One distinguished feature of PROCLANN is that while it is a committed-choice language but yet it supports both don't-care and don't-know non-determinisms, allowing the generation of multiple answers to a query. A PROCLANN computation can be divided into two parts: network generation and solution generation. Don't-care non-determinism is exhibited in the rst part, in which the program is used as a network generator using goal reduction on guarded clauses. The neural network, while being built up incrementally, is also subject to network training. A successful derivation leads to an answer network. Don't-know non-determinism originates from the second part of the execution, in which the answer network is further executed using the network convergence procedure. As in the case of Prolog, PROCLANN users can request answers one after another. Upon request, PROCLANN only has to re-start the second part of the execution. In fact, the solution generation part is relatively inexpensive with respect to the overall cost of execution since much time is spent in the construction of the network, where a form of consistency check is performed. The implication is that we can generate subsequent answers at relatively low cost. In most conventional logic programming languages, the cost of getting subsequent answers grows exponentially in general. Last but not least, answers are produced randomly; hence the name probabilistic non-determinism.
Prototype and Benchmarking
To demonstrate the feasibility of our proposal, we have built a prototype of PROCLANN using Quintus Prolog Release 3. There is no Prolog coding involved. The foreign C object consists of around 1600 lines of code. We compare the performance of our prototype implementation and the current state of art of CLP implementation, the Cosytec CHIP version 4.0.1 language on two CSP's. Our benchmarks include the N-Queens problem and some simple and hard graph-coloring problems. We also compare PROCLANN with the forward-checking algorithm with dynamic variable ordering and the same algorithm augmented with con ict-directed back-jumping on an instance of exceptionally hard problems (EHP's). Results show that CHIP is more e cient than PROCLANN on the NQueens problem which contains much symmetry. On all instances of the graph-coloring problem under test, PROCLANN out-performs CHIP. The e ciency of PROCLANN is best demonstrated in the hard graph-coloring problems. EHP's are designed to defeat forward-checking algorithms, which form the core part of CHIP. PROCLANN is not hindered by the instance of EHP that we test. All benchmarking is performed on a SUN SPARCstation 10 model 30. Time unit is in seconds of CPU time.
N-Queens
The N-Queens problem is to place N queens onto a N N chessboard so that none of the queens attack each other. Two queens attack each other if they are placed on the same column, row or diagonal. The N-Queens problem is a common benchmark for CSP's since the number of queens can be increased without limit.
Benchmarking
The PROCLANN N-Queens program is shown in gure 4. The CHIP counterpart is adopted from the one that comes with the Cosytec package. Note that the rst-fail principle 17] is used for labeling in the CHIP program. PROCLANN execution is probabilistic in nature. The recorded time for PROCLANN represents timing for average of ten runs. 
Analysis
Similar to Prolog, CHIP employs a left-to-right depth-rst search strategy to explore the derivation tree of a query. The time to nd the rst solution depends on the distribution of solutions in the tree, and in particular, the location of the rst solution branch in the tree. If the branches to the left of the rst solution branch are \bushy" and \deep," then much time is spent in backtracking before reaching the rst solution. The CHIP approach is incredibly sensitive to data 7]. Any random change in the de nition of constraints can result in drastic di erent runtime behavior. This explains the anomaly at 90-Queens. In general, CHIP out-performs PROCLANN on nding the rst solution from 10-to 140-Queens. PROCLANN execution can be divided into two parts: network building and solution nding by ANN. The former consists of creating clusters of nodes and making inhibitory connections between nodes. The latter is realized by executing the I-GENET convergence procedure. Figure 9 shows the breakdown of the total processing time of PROCLANN for the N-Queens problem into these two components. In making inhibitory connections, a form of consistency checking is performed.
For the N-Queens problem, PROCLANN has to build large networks which grow exponentially in size. Thus PROCLANN spends considerable time in building the network, which consumes most of the time for nding the rst solution in gure 8. The time for exercising the network convergence procedure is, in general, relatively small. For CHIP, however, the execution time always depends on the amount and depth of the backtracking required for the branches to the left of the rst solution. CHIP have to traverse the whole left subtree before it can nd the rst solution.
Tsang 38] points out that benchmarks on di erent algorithms produced using the N-Queens problem must be interpreted with caution since the N-Queens problem has very speci c features:
it is a binary CSP in which every variable is constrained by every other variable, which need not be the case in other CSP's. More importantly, in the N-Queens problem, each label for every variable con icts with at most three values of each other variable, regardless of the number of variables (i.e. N) in the problem. For example, < 1; 2 > has con ict with < 2; 1 >; < 2; 2 >; < 2; 3 >. In the 8-Queens problem, for example, when 2 is assigned to queen 1, there are 5 out of 8 values that queen 2 can take. In the 1; 000; 000-Queens problem, however, there are 999; 997 out of 1; 000; 000 values that queen 2 can take after < 1; 2 > has been committed to. Therefore, constraints get looser as N grows larger. Such features may not be shared by many other CSP's.
Graph-coloring
The graph-coloring problem is to color a graph, possibly non-planar, so that no two adjacent vertices in the graph have the same color. It is a practical CSP which has many useful computer applications. Production scheduling, construction of examination timetables, and the storages of goods can all be stated as graph-coloring problems 40]. We compare PROCLANN and CHIP on some simple randomly generated graph-coloring problems and a set of hard graph-coloring problems described in 21].
Benchmarking
The PROCLANN graph-coloring program is shown in gure 5. The results are presented in tables 1 and 2 respectively. The CPU time of PROCLANN reported in the tables is the average time over ten runs. The rst-fail principle 17] is also used for labeling in the CHIP program. Table 1 gives the timing recorded for both CHIP and PROCLANN to solve the simple graphcoloring problems from 10-to 250-vertices. They both manage to solve the problems in a timely manner. PROCLANN out-performs CHIP in all runs. Figure 10 shows the comparison between CHIP and PROCLANN on these simple problems. The execution time for PROCLANN grows much slower than that of CHIP. PROCLANN requires, in general, less than half of the CHIP time to nd a solution in all the cases. Table 2 records timing for four hard graph-coloring problems. CHIP cannot solve either of the problems with 125 vertices within 48 hours. For problems with 250 vertices, CHIP runs out of memory on our machine with 64M memory. PROCLANN never fails in the ten runs. 
Analysis
The number of colors used for coloring the graph is kept constant at 10 from 110 to 250 vertices. When the number of vertices increases, the size of the search tree grows exponentially. Hence, the CHIP time shows an exponential growth since CHIP employs a left-to-right depth-rst search of the derivation tree. solve all the problems while CHIP fails to return answer for any of them. The size of the GENET networks for the graph-coloring problems is much smaller than that for the N-Queens problem.
Thus, PROCLANN spends relatively little time in network building. Most of the PROCLANN time is spent in the network convergence to nd solutions. The branches to the left of the rst solutions for these hard problems usually require much backtracking. Thus, CHIP performs much backtracking before it nds the rst solution in the search tree. This accounts for CHIP's failure on nding solution for any of these hard CSP's.
Exceptionally Hard Problem
This section discusses an instance of exceptionally hard problems (EHP's) 31], which consists of 50 variables, each with domain f1; 2; 3; 4; 5; 6; 7; 8g. The constraint graph for this problem is connected.
The tightness of the problem is 0.06.
Benchmarking
The forward-checking algorithm with dynamic variable ordering (fc-dvo) 29], which always chooses variables with the smallest current domain, cannot solve the problem after 711 million consistency checks. However, the same algorithm augmented with con ict-directed back-jumping method (fccbj-dvo) 30] nds a solution with 9588 consistency checks. PROCLANN solves the problem with 2448 convergence cycles in 3.24 seconds on average of 10 runs.
Analysis
The EHP at hand contains solution(s) which is very sparse in the search space. Thus, it is a very tight problem. It is an instance of CSP's designed especially to defeat fc-dvo. The performance of PROCLANN is not a ected by this hard instance of CSP's.
5 Concluding Remarks
Contribution
The contribution of this paper is six-fold. First, we identify that arti cial neural network models can be used as backend constraint-solver of a CLP system. Any ANN model that satis es the network uniqueness, the soundness, the probabilistic completeness, and the incrementality criteria can be used for the purpose. Second, we study the GENET model and its dynamics. We show that GENET satis es the objective criteria required for incorporation in the PROCLANN framework. Third, we de ne the PROCLANN language and its computation model. Since PROCLANN is not tied to any speci c ANN model, it can be regarded as a general theoretical framework for the integration of logic programming and arti cial neural networks. Fourth, we prove important semantic properties of PROCLANN, namely soundness and weak completeness. The latter is probabilistic in nature. Fifth, we introduce non-determinism into a committed-choice language. This is a novel feature of PROCLANN. Sixth, a prototype implementation of PROCLANN is built using I-GENET and its e ciency compares well against forward-checking algorithms. The prototype is constructed in only two man-months. There are still many optimization possibilities. PROCLANN is also amenable to massively parallel implementation, which will yield a higher degree of speedup.
Limitations
GENET can only handle binary constraints over nite domains and a limited number of special general constraints. This apparent jeopardy to the expressiveness of PROCLANN is resolved by the fact that, with nite domains, all non-binary constraints can readily be transformed into binary constraints 38]. We have not yet investigated its e ect on e ciency. The GENET algorithm is semi-decidable, just as the behavior of most other random-based algorithms. It cannot be used to detect inconsistent CSP's. To avoid in nite looping, we usually impose limit on the number of convergence cycles or the consumption of other system resources. When PROCLANN exits from resource exhaustion, the user is not able to tell whether he/she is unlucky in that particular run or the CSP is inconsistent.
PROCLANN is a committed-choice language. It cannot handle CSP's which require tree search on constraints, an example of which is disjunctive scheduling. A remedy is to de ne appropriate disjunctive constraints, such as \X 1 = 2 or X 5 = 2," tailored for each application.
Future Work
There are a few directions for future work. First, the inherent data parallelism in GENET suggests implementation of PROCLANN on massively parallel SIMD computers. The idea is to execute goal reduction at the frontend of the SIMD machine. Constraints generated will be passed to I-GENET running in the massively parallel backend. Second, the I-GENET model supports only binary constraints. A GENET architecture for solving general constraints, such as the illegal and the atmost constraints, in the car-sequencing problem is presented in 8]. It should be interesting to check if the model can be adapted for other general constraints. Third, we use the GENET model only as a case study. Other ANN models should be investigated. Fourth, the PROCLANN computation model is independent of the constraint domain although the PROCLANN language is tailored to nite domain constraint-solving. The suitability of other constraint domains for PROCLANN are topics of further studies.
